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HOW MANY CIRCUITS DETERMINE AN ORIENTED MATROID?
KOLJA KNAUER, LUIS PEDRO MONTEJANO, AND JORGE LUIS RAMI´REZ ALFONSI´N
This paper is dedicated to the memory of Michel Las Vergnas
Abstract. Las Vergnas & Hamidoune studied the number of circuits needed to de-
termine an oriented matroid. In this paper we investigate this problem and some new
variants, as well as their interpretation in particular classes of matroids. We present
general upper and lower bounds in the setting of general connected orientable matroids,
leading to the study of subgraphs of the base graph and the intersection graph of circuits.
We then consider the problem for uniform matroids which is closely related to the
notion of (connected) covering numbers in Design Theory. Finally, we also devote special
attention to regular matroids as well as some graphic and cographic matroids leading in
particular to the topics of (connected) bond and cycle covers in Graph Theory.
1. Introduction
For the general background on matroid and oriented matroid theory we refer the reader
to [30] and [4], respectively. An (oriented) matroid is a finite ground set together with
a (usually large) set of (oriented) circuits satisfying certain axioms. But, how many of
these circuits are actually needed to fully describe a given (oriented) matroid ?
In [25, page 721] Lehman shows, that the set Se of circuits of a connected matroid M
containing a fixed element e, distinguishes M from all other matroids on the same ground
set, that is, if a matroid M′ on the same ground contains all circuits from Se then M and
M′ are the same.
Las Vergnas and Hamidoune [22] extend Lehman’s result to an oriented version. They
prove that a connected oriented matroid M is uniquely determined by the collection of
signed circuits Se containing a given element e, i.e., if an oriented matroid M′ on the
same ground set as M contains all circuits from Se then M and M′ are the same.
In view of Las Vergnas and Hamidoune’s result, one may ask the following natural ques-
tion:
How many circuits are needed to determine a connected oriented matroid?
1.1. Scope/general interest. It turns out that the above question can be interpreted
in different ways. In this paper, we will investigate the number of circuits needed to
determine an oriented matroid among all oriented matroids with the same underlying
matroid. Let us introduce some notation in order to explain this more precisely. Generally,
we represent matroids and oriented matroids as pairs of a ground set and a set of (signed)
circuits. Throughout this paper we use calligraphic letters for sets of signed circuits and
oriented matroids and non-italic roman letters for the non-oriented case. We say that two
matroids M1 = (E1,C1) and M2 = (E2,C2) are the same, i.e., M1 = M2 if and only if
E1 = E2 and C1 = C2. Note that the equality is more restrictive than isomorphism even
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when restricted to the same ground set, where the latter means that there is a permutation
of the ground set which preserves circuits. This is illustrated in the following
Example 1. Let M(G1),M(G2) and M(G3) be the graphic matroids associated to the
graphs G1, G2 and G3 given in Figure 1.
1 4 5
4
1 4
3 2 3
5 5 12
3
2
G1 G2 G3
Figure 1.
We clearly have that M(G1) = M(G2) since
C(M(G1)) = {{1, 2, 5}, {3, 4, 5}, {1, 2, 3, 4}} = C(M(G2)).
However, although M(G1) and M(G3) are isomorphic by taking the permutation pi(1) =
5, pi(2) = 2, pi(3) = 3, pi(4) = 4 and pi(5) = 1 we have that M(G1) 6= M(G3) since
C(M(G1)) = {{1, 2, 5}, {3, 4, 5}, {1, 2, 3, 4}} 6= {{1, 2, 5}, {1, 3, 4}, {2, 3, 4, 5}} = C(M(G3)).
Similarly as for the non-oriented case, we say that two oriented matroids M1 = (E1, C1)
andM2 = (E2, C2) are the same, i.e.,M1 =M2 if E1 = E2 and C1 = C2. For a signed set
X we denote by X its underlying unsigned set. We extend this notation to sets of signed
sets and furthermore denote by M the underlying matroid of the oriented matroid M.
In this case we say thatM is an orientation ofM. For a subset of circuits S of a matroid
M and an orientation M of M we denote by SM the (maximal) set of signed circuits of
M such that SM = S. We call SM the orientation of S corresponding to M.
We say that a set S of signed circuits of M determines M if an orientation M′ of M
contains the set of signed circuits S if and only ifM =M′. We say that a set of circuits S
of M determines all orientations of M if for every orientation M of M the corresponding
orientation SM of S determines M.
The above mentioned result of Las Vergnas and Hamidoune can be restated as follows
the set Se determines all orientations of M.(1)
In this spirit, we define three different quantities for a connected orientable matroid M in
order to investigate the number of circuits needed to determine it.
Let s(M) be the minimum size of a set S of circuits of M determining all orientations of
M.
We notice that s(M) requires a fixed set of (non-oriented) circuits S that will be used to
determine any orientations of M (S is chosen independently of the orientation of M). One
may naturally ask whether the size of such a set of circuits can be improved for each fixed
orientation.
Let s˜(M) be the smallest positive integer k such that in any orientation M of M there
is a set S of signed circuits of M of size k that determines M.
Finally, in this context, we introduce a third variant.
Let s(M) be the smallest k such that any set S of circuits of M of size k determines all
orientations of M.
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The parameter s(M) has been investigated in [8,16,17] for uniform oriented matroids while
s˜(M) has already been studied in [10] in connection with a problem about realizability of
rank 3 matroids. As far as we are aware, s has not been considered before. By the result
of Las Vergnas and Hamidoune and simply by definition, respectively, we get
Observation 1.2. Let M be a connected orientable matroid and e an element. Then,
s(M) ≤ |Se| and s˜(M) ≤ s(M) ≤ s(M).
1.3. Motivations and connections. The quantities s(M), s˜(M) and s(M) are natural
invariants to be investigated. We expect that these quantities will provide useful and
interesting insights in the following appealing and challenging subjects. We leave this for
further future work.
• The quantities s(M), s˜(M) and s(M) may provide efficient ways for encoding oriented
matroids by giving only a partial list of circuits. Counting the number of orientations of
a given matroid and storing orientations of a matroid is non-trivial. The above quantities
may help to simplify this process (and thus bounds on the values of s(M), s˜(M) and s(M)
would be worthwhile).
• In [16] the relation between s(M) and both special coverings in Block Design Theory
as well as Tura´n systems (see Section 4) is put forward and is attractive to study on this
context.
• We shall see that some of our results do not rely on the Topological Representation
Theorem for oriented matroids but only on invertible bases. It might be of interest to
investigate whether such results also hold in the wider context of matroids with coefficients
[12] or maybe for complex matroids [3].
• The reorientation classes of a matroid are an important concept in oriented matroid
theory. They have a natural graphic (resp. geometric) interpretation for graphic (resp.
representable) oriented matroids. In [19] a characterization of reorientation classes of
an oriented matroid by using projective orientations of M in terms of combinatorics of
its circuits and cocircuits is given. This is of interest and significance in the study of
stratifications of combinatorial Grassmannians. Therefore, it is attractive to understand
the space of oriented matroids over a given matroid (and the quantities s(M) and s˜(M)).
• An interesting class of oriented matroids is that of those having exactly one reorientation
class. Indeed, it is known [5] that any regular oriented matroid has exactly one reorien-
tation class. In [31] it is proved that regular matroids are characterized as those oriented
matroids such that all restrictions have only one reorientation class. The following long
standing conjecture is due to Las Vergnas [24]
Conjecture 1. The matroids Cd obtained from the affine d-dimensional hypercube has a
single reorientation class for all d.
Cd is a subclass of cubic matroids [11]. It is known [6] that the conjecture is true when
d ≤ 7.
Investigations on s(M) and s˜(M) when M has one reorientation class therefore deserve
particular attention. As noticed in Subsection 3.5 and at the beginning of Section 5
the quantities s(M) and s˜(M) are closely related to the fact that determining a regular
oriented matroid is equivalent to finding a connected covering of its elements by circuits.
The latter generalizes the widely studied problem of circuit covers in matroids [26,29,33]
and cycle covers in graphs [13,23,35].
4 KOLJA KNAUER, LUIS PEDRO MONTEJANO, AND JORGE LUIS RAMI´REZ ALFONSI´N
• The study of s˜(Ur,n) naturally leads us to consider the so-called mutation operation in
uniform oriented matroids. A challenging question concerning mutations is the following
famous simplex conjecture of Las Vergnas.
Conjecture 2. Every uniform oriented matroid has at least one mutation.
This conjecture is known to be true only for realizable oriented matroids [34], oriented
matroids of rank at most 3 [27], and for rank 4 oriented matroids with few elements [7].
1.4. Organization of the paper. In the next section, we recall some oriented matroid
basics used throughout the paper.
In Section 3 we give general bounds by introducing the notion of weak and connected
covering (Theorem 3.3). We present an upper bound for s(M) (Theorem 3.4) and also
study the problem of determining an oriented matroid within its reorientation class (The-
orem 3.6).
Section 4 is devoted to the study of uniform oriented matroids. After recalling the rela-
tionship with Design Theory we recover an earlier result given in [16] in a more general
framework (Theorem 4.1). We provide exact values for s˜(Un−2,n) with n ≥ 3 (Theo-
rem 4.2) as well as a general lower bound for s˜(Un−r,n) with 3 ≤ r ≤ n−2 (Theorem 4.3).
We finally present the exact value of s(Ur,n) with 1 ≤ r ≤ n− 1 (Theorem 4.5)
In Section 5 we turn our attention to regular matroids. We first notice that if M is regular
then s˜(M) = s(M) and both equal the size of the smallest connected element covering
of M. We then give different bounds for the latter in the case when the matroid M is
regular (Lemma 5.2, Theorem 5.6) and in particular when M is graphic (Proposition 5.3,
Corollary 5.5).
Finally, in Section 6 we calculate the values for the graphic and cographic matroids asso-
ciated to complete graphs and hypercubes. More precisely, we calculate s˜(M) and s(M)
when M is either M(Kn),M
∗(Kn),M(Qn) or M∗(Qn) where Kn is the complete graph on
n vertices and Qn is the hypercube graph of dimension n (Theorems 6.1, 6.2, 6.3 and 6.4).
These results show that some of our general bounds are tight.
2. Basic definitions and general bounds
Besides circuits we sometimes also use bases to represent a matroid. Given a basis B of
M and an element e /∈ B, there is a unique circuit C(B, e) of M contained in B ∪ {e}
called the fundamental circuit of B with respect to e. In the oriented case two opposite
orientations of this circuit appear. We denote by C(B, e) any of them if no distinction is
necessary. So this means, C(B, e) can denote the (unoriented) circuit of the matroid or
either of the two corresponding circuits of the oriented matroid.
A basis orientation of an oriented matroid M is a mapping χM of the set of the ordered
bases of M :=M to {−1, 1} satisfying the following properties :
(CH1) χM is alternating.
(CH2) for any two ordered bases B,B′ of M of the form (e, b2, . . . , br) and (e′, b2, . . . , br),
e 6= e′, we have χM(e, b2, . . . , br) = −C(B′, e)e′C(B′, e)eχM(e′, b2, . . . br), where
C(B′, e)e and C(B′, e)e′ denote the sign corresponding to elements e and e′ in
C(B′, e) respectively.
We have that M1 =M2 if an only if χM1 = ±χM2 .
We say that a base B′ of an oriented matroid M with chirotope χ is invertible if
χB
′
(B) :=
{ −χM(B) if B = B′,
χM(B) otherwise
HOW MANY CIRCUITS DETERMINE AN ORIENTED MATROID? 5
is also the chirotope of an oriented matroid MB′ (obtained thus from χM by inverting
only the sign of base B′). In the case of uniform oriented matroids invertible bases are
called mutations.
For every subset A ⊆ E and every signed set X of E, we denote by A¯X the signed
set obtained from X by reversing signs on A, i.e., (A¯X)
+ = (X+ \ A) ∪ (X− ∩ A) and
(A¯X)
− = (X− \ A) ∪ (X+ ∩ A). The set {A¯C | C ∈ C} is the set of signed circuits of
an oriented matroid, denoted by A¯M. Two oriented matroids M and M′ are related by
sign-reversal if M′ =A¯ M for some A ⊆ E. The equivalence classes for this relation
are called reorientation classes. Notice that our definition of reorientation classes differs
from the definition that is often used in the literature which applies to unlabeled oriented
matroids, i.e., apart from sign-reversal also isomorphisms are allowed transformations.
See the next subsection.
2.1. Topological representation : quick discussion. The well-known Topological
Representation Theorem due to Folkman and Lawrence [15] states that loop-free oriented
matroids of rank d + 1 (up to isomorphism) are in one-to-one correspondence with ar-
rangements of pseudospheres in Sd (up to topological equivalence) or equivalently to affine
arrangements of pseudohyperplanes in Rd−1 (up to topological equivalence).
Note that, as mentioned above, in the literature contrary to our definition, the term reori-
entation class is often applied to unlabeled oriented matroids. For instance the equivalence
relation considered by the Topological Representation Theorem identifies two oriented ma-
troids if they can be transformed via resignings, relabelings and reorientation into each
other, see e.g. the book [4]. For example, U2,n has only one topological representation
but in our sense it admits exactly (n−1)!
2
reorientation classes [9]. Example 2 illustrates
two of the three reorientation classes of U2,4.
3. General bounds
We derive some necessary and sufficient conditions for a set of circuits S to determine all
the orientations of M or to determine a specific M. In order to do this, we introduce
some matroid parameters which will be used as upper and lower bounds.
We say that a circuit C of M covers a basis B if and only if there is an element e ∈ E \B
such that C is the fundamental circuit C(B, e) of the basis B with respect to e. A signed
circuit C of M covers a basis B of M if C covers B.
Proposition 3.1. Let M be an oriented matroid. If S determines M then S covers all
invertible bases of M.
Proof. Let B be an invertible basis of M which is not covered by any signed circuit in
S. LetM′ be the oriented matroid with chirotope χB. By (CH2), the orientation of S in
M′ depends only on signs of bases covered by S. Thus, the set S is a subset of the set of
signed circuits of M′. Therefore, S does not determine M. 
We say that a set S of signed circuits of M is a weak covering of M if it covers all the
invertible bases of M. Let W˜C(M) be the smallest k such that in each orientation M
of M there is a weak covering of size k. Analogously, a set S of circuits of M is called a
weak covering of M if its orientation SM in any orientationM of M is a weak covering of
M. Let WC(M) be the size of a smallest weak covering of M. The following results are
an immediate consequence of Proposition 3.1.
Corollary 3.2. For any orientable matroid M we have W˜C(M) ≤ s˜(M) and WC(M) ≤
s(M).
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Given a set S of circuits of M define the graph BS with vertex set the set of bases of
M where B,B′ are adjacent if and only if |B∆B′| = 2 and there is C ∈ S such that
C ⊆ B ∪ B′. Note that BC(M) is just the base graph of M. A base covering is a set of
circuits covering all the bases of M . A base covering S of M is called connected if the
graph BS is connected. Let CC(M) be the size of a smallest connected base covering of
M.
Theorem 3.3. For every connected orientable matroid M we have s(M) ≤ CC(M).
Proof. Let S be a connected base covering of M. Let B be a basis and B′ a neighbor
of B in BS, i.e., |B∆B′| = 2 and suppose there is C ∈ S such that C ⊆ B ∪ B′. This
means that there are f ∈ B′ and e ∈ B such that C = C(B′, e) = C(B, f). By fixing the
orientation of χ(B) using the signs of C the orientation of B′ is determined via (CH2).
Therefore, if S is a connected base covering the choice of the value for χ(B) as well as the
signings of the circuits in S induce a unique oriented matroid. Moreover, both choices for
χ(B) = 1 or = −1 determine the same oriented matroids, with opposite chirotopes. 
Let λ(M) be the largest k such that for any set S of k − 1 circuits the graph BC\S is
connected. We denote by r(M) the rank of M.
Theorem 3.4. For every connected orientable matroid M = (E,C) we have
s(M) ≤ |C|+ 1−min(λ(M), |E| − r(M)).
If M has a base which is invertible in some orientation, then |C|+ 1−|E|+ r(M) ≤ s(M).
Proof. We start by proving the first inequality. If S ⊆ C has size |C|+1−min(λ(M), |E|−
r(M)), then C \ S has cardinality min(λ(M), |E| − r(M)) − 1. Therefore removing C \ S
cannot disconnect BC, i.e., BS is connected. Removing C \ S leaves no basis uncovered,
since each base is covered by exactly |E| − r(M) circuits. Thus, S is a connected base
covering of M and the result follows by Theorem 3.3.
For the second bound let B be an invertible basis of M. Now choosing S as all circuits
except those covering B yields a set of size |C| − |E|+ r(M) which is not a weak covering
of M. The result follows by Corollary 3.2. 
Indeed, we believe that the minimum in the upper bound in Theorem 3.4 is always attained
by |E| − r(M). We will see this for uniform oriented matroids in Theorem 4.5.
3.5. Oriented matroids with one reorientation class. In this subsection we give
sufficient and necessary conditions for a set of circuits to determine a matroid within a
given reorientation class. More precisely, suppose that the oriented matroids, coinciding
on a given set of circuits, lie in the same reorientation class. We shall study conditions
yielding a unique orientation in this class. Although our main results in this subsection
(Theorems 3.6 and 3.8) are stated in terms of matroids having a single reorientation class
they yield results for general matroids (Corollaries 3.7 and 3.9).
Given a matroid M an (element) covering is a set S of circuits covering the ground set E.
An element covering S is said to be connected if the (element) intersection graph IS of S
is connected. Let cc(M) be the size of a smallest connected element covering of M.
Theorem 3.6. If a connected matroid M has a single reorientation-class, then we have
s˜(M) = s(M) = cc(M).
Moreover, these equalities are attained by the same fixed element covering S of M.
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Proof. We first show cc(M) ≥ s(M). Let S cover E and IS be connected. Suppose there
were two orientationsM andM′ of M coinciding on S. By the preconditionsM andM′
differ by reorienting a set X ⊂ E.
We reorient X inM, but since all orientations of circuits of S shall be maintained, every
circuit C ∈ S intersecting X has to be reoriented entirely, i.e, C ⊆ X. Therefore all
neighbors of C in IS are also contained in X. Iterating this argument all circuits in S
have to be completely reoriented. Since S covers E all elements have to be reoriented,
i.e., X = E. Thus, M =M′.
We now show s˜(M) ≥ cc(M). If S does not cover some e ∈ E, then in any orientationM
of M we can reorient e independently of the rest, i.e.,M and the reorientation ofM at e
coincide on S. If IS has two connected components corresponding to two sets of circuits
S′, S′′, then in any orientationM of M we can reorient all elements covered by S′. Since all
signs of signed circuits in S ′ are reversed, the resulting orientationM′ coincides withM
on S′ and thus on S. Nevertheless, reorienting S ′ in particular changes the orientation of
circuits containing an element covered by S′ and one covered by S′′. ThereforeM′ 6=M,
Hence, if S is not a covering or IS is disconnected then no orientationM of M is determined
by SM. The result follows by Observation 1.2. 
The following result is an immediate consequence of Theorem 3.6 and gives an alternative
lower bound for s(M) to the one presented in Corollary 3.2.
Corollary 3.7. For any connected orientable matroid M we have cc(M) ≤ s˜(M).
Theorem 3.6 allows us to say something about s for matroids with only one reorientation
class. In order to prove the next result, we need the following definition. For a matroid
M with set of circuits C, denote by κ(IC) the vertex connectivity of the graph IC. If Se
is the set of circuits containing a given element e of the ground set E, we set ∆(M) :=
max{|Se||e ∈ E}.
Theorem 3.8. If M is a connected matroid with a single reorientation class, then
s(M) = |C|+ 1−min(∆(M), κ(IC)).
Proof. For any set S of circuits of M with |S| > |C| −∆(M), we have that S is an element
covering. Similarly, for any set S of circuits of M with |S| > |C| − κ(IC), the induced
subgraph IS of IC is connected, otherwise there would be set X ⊂ V (IS) with IS −X not
connected and |X| < κ(IC) which is impossible. Thus, S is a connected element covering
and with Theorem 3.6 we have s(M) ≤ |C|+ 1−min(∆(M), κ(IC)).
On the other hand, we note that there exists a set S of circuits of M with |S| ≤ |C|−∆(M)
such that S is not an element covering. Similarly, there exists a set S of circuits of M with
|S| ≤ |C| − κ(IC) such that the induced subgraph IS of IC is not connected. Hence with
Theorem 3.6 s(M) ≥ |C|+ 1−min(∆(M), κ(IC)).
Together we get s(M) = |C|+ 1−min(∆(M), κ(IC)). 
The following result is an immediate consequence of Theorem 3.8 and complements the
upper bound in Theorem 3.4.
Corollary 3.9. For any connected orientable matroid M we have |C|+1−min(∆(M), κ(IC)) ≤
s(M).
8 KOLJA KNAUER, LUIS PEDRO MONTEJANO, AND JORGE LUIS RAMI´REZ ALFONSI´N
4. Uniform Oriented Matroids
Let us quickly describe the connection of s(Ur,n) with connected coverings.
Let n, k, r be positive integers such that n ≥ k ≥ r ≥ 1. An (n, k, r)-covering is a family B
of k-subsets of {1, . . . , n}, called blocks, such that each r-subset of {1, . . . , n} is contained
in at least one of the blocks. The number of blocks is the covering’s size. The minimum
size of such a covering is called the covering number and is denoted by C(n, k, r). Given
an (n, k, r)-covering B, its graph G(B) has B as vertices and two vertices are joined if
they have one r-subset in common. We say that an (n, k, r)-covering is connected if the
graph G(B) is connected. The minimum size of a connected (n, k, r)-covering is called the
connected covering number and is denoted by CC(n, k, r).
Theorem 4.1 ( [16, 17]).
C(n, r + 1, r) ≤ s(Ur,n) ≤ CC(n, r + 1, r).
In [17] a disconnected covering determining all orientations of a uniform matroid is pre-
sented. However, its size is larger than the size of a smallest connected covering.
We quickly recall some facts about oriented matroids needed in the rest of this section.
Let M be a uniform oriented matroid and let AM∗ be the pseudosphere arrangement
representing the dual oriented matroidM∗ ofM. The signed circuits C ofM correspond
to the cocircuits of M∗ which are represented by the set of vertices (0-dimensional cells)
of the arrangement AM∗ . A pair of oppositely signed circuits ofM corresponds to an S0
in AM∗ . Let RB∗ be a full-dimensional simplicial cell in AM∗ where B∗ is a base of M∗
whose elements correspond to the bounding pseudospheres of RB∗ . We notice that any of
the circuits corresponding to the vertices of RB∗ in AM∗ are circuits inM containing the
base B = E \ B∗ because M is uniform. To see the latter, notice that the underlying set
of each such circuit is formed by the pseudospheres not touching the corresponding vertex
and so all the elements of B will be included in such circuits. Finally, it is known that the
mutations of M correspond to those bases corresponding to simplicial cells [32]. Thus,
in this section using Proposition 3.1 we will encounter the problem of finding circuits
touching all simplicial cells in an arrangement in order to obtain a weak covering ofM.
Let us give an alternative proof of Theorem 4.1 in a more general framework.
Proof of Theorem 4.1. We shall show that C(n, r+1, r) = WC(Ur,n) and CC(n, r+1, r) =
CC(Ur,n). The claimed inequalities then follow by Theorem 3.3 and Corollary 3.2.
First, note that the fundamental circuits of a base B of Ur,n are precisely the (r + 1)-
element sets containing B. Therefore the notions of (n, r+1, r)-covering and base covering
of Ur,n are the same.
For the first equality, it is enough to observe that for any base B of Ur,n, there is an
orientation with B being invertible, i.e., a mutation, and so the result will follow by
Proposition 3.1. So, let us take an (n−r)-simplex R in Rn−r. Define an affine hyperplane
arrangement AB consisting of the bounding hyperplanes of R and r further hyperplanes
not intersecting R. We can label the bounding hyperplanes of R with the elements of
B. Since R is a simplicial region of the arrangement AB, B will be a mutation in any
orientation of the hyperplanes of AB.
For the second equality we have to show that for a base covering S of Ur,n we have that
GS is connected if and only if BS is connected. The crucial observation is that in Ur,n a
circuit C covers B and B′ if and only if C = B ∪B′. Therefore, there is a path from C to
C ′ in GS if and only if there is a path from B to B′ in BS for all B,B′ covered by C,C ′,
respectively. Since S is a base covering, we obtain the result.

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Notice that by Observation 1.2 we have s˜(M) ≤ s(M) and that Theorem 3.6 shows that
both parameters are equal if the matroid has a single reorientation-class. It turns out that
the inequality is strict for infinitely many matroids. Indeed, by Theorem 4.1 and the fact
that C(n, n− 1, n− 2) = CC(n, n− 1, n− 2) = n− 1 [8] we have that s(Un−2,n) = n− 1
for every n ≥ 3. On the other hand, the following result shows that s˜(Un−2,n) is different
from s(Un−2,n) in general.
Theorem 4.2. Let n ≥ 3 be an integer. Then, s˜(Un−2,n) = dn2 e.
Proof. We start by proving s˜(Un−2,n) ≤ dn2 e. LetM be a uniform oriented matroid of rank
n−2 and let A be the topological representation of its dual. This is, A is an arrangement
of oriented pairs of antipodal points on a circle, i.e., several copies of S0, on an S1 each
dividing S1 in a positive and a negative half. Each point corresponds to a signed circuit
ofM. The complement of each edge, i.e., complement of a closed segment of S1 between
two consecutive points, corresponds to a basis of M. We will consider the following set
S of signed circuits of M. We choose points from A to be part of S in an alternating
way around S1 starting at any point and continuing until S ′ := S ∪ −S covers all edges.
Clearly, |S| = dn
2
e. We prove that S determines M, i.e., there is a unique arrangement
A of n antipodal pairs yielding S. Clearly, S gives that also −S are circuits. So, let us
show that S ′ := S ∪ −S determines M. Take A′ to be any arrangement having signed
circuits S ′. First, observe that the subarrangement obtained by restricting to S ′ coincides
with the restriction of A to S ′. (Both are representations of the same oriented matroid,
corresponding to the restriction to the elements corresponding to S ′.) Now, note that
the signs in S ′ determine the relative position of any point to points in S ′. But since S ′
covers all edges of A the relative position of a point not in S ′ is between a unique pair of
consecutive points of S ′ and no other point is between them. Hence A′ = A.
We now show that s˜(Un−2,n) ≥ dn2 e. We assume |S| < dn2 e, then one edge of A is not
incident to any element of S ∪−S. The oriented matroid arising by changing the order of
the two copies of S0 incident to that edge has different signs on the corresponding circuits,
but does not differ on S. This is a special case of Proposition 3.1. 
Example 2. LetM1 andM2 be the orientations of U2,4 which are the duals of the oriented
matroids M′1 and M′2 induced by the topological representations given in Figure 2.
1
2
3
4
1
3
2
4
Figure 2. Two 1-dimensional oriented arrangements representing two ori-
entations of U2,4.
We clearly have that M1 = M2 since the sets of circuits of M1 and M2 coincide.
However, M1 6=M2 since for their sets of signed circuits C1, C2 we have:
C1 = {{1, 2, 3¯}, {1, 2, 4¯}, {1, 3, 4¯}, {2¯, 3, 4¯}} 6= {{1, 2¯, 3}, {1, 2, 4¯}, {1, 3, 4¯}, {2, 3¯, 4¯}} = C2.
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Note that 1 < s˜(4, 2). We may suppose that the circuit that had been chosen to determine
U2,4 was S = {1, 2, 4¯} which clearly does not determine U2,4 since {1, 2, 4¯} is a signed
circuit of of M1 and M2.
Finally, it can be checked that there is no A ⊆ {1, 2, 3, 4} such that A¯M1 =M2.
Theorem 4.3. Let 3 ≤ r ≤ n− 2. We have (1
2
(b n
r−1c+ 1))r−1 ≤ s˜(Un−r,n).
Proof. We define a simple affine pseudo-hyperplane arrangement in Rr−1 in which almost
every vertex is contained in exactly one simplex. Start with the grid, i.e., the set of
translates of coordinate hyperplanes H := (Hki )i∈[r−1],k∈[`] where Hki := {x ∈ Rr−1 | xi =
k}. Now, we add the diagonal hyperplanes D := (Dj)r−1≤j≤k(r−1) given by equations
of the form
∑
i∈[r−1] xi = j +  for r − 1 ≤ j ≤ k(r − 1) and 0 <  < 1. This, is
D := (Dj)r−1≤j≤k(r−1) are the diagonals intersecting the grid translated a little bit into
direction (1, . . . , 1). See Figure 3 for the rank 3 case.
Figure 3. The construction of Theorem 4.3 for the case of rank 3 and
` = 4. The gray cells are of type Rv.
Note that in the resulting arrangement H∪D each vertex v of H is incident to a unique
simplex Rv into direction (1, . . . , 1). Moreover, Rv ∩ Rw = ∅ unless v = w. Therefore,
we need at least one vertex for each of these `r−1 simplices. We extend H ∪ D to an
arrangement A representing an orientation of Ur,n with n = (`−1)(r−1)+1+(`)(r−1) =
(2` − 1)(r − 1) + 1. Thus, to determine the dual of any oriented matroid arising from
an orientation of A at least (n+r−2
2(r−1) )
r−1 circuits are needed. So this is the lower bound
if n can be expressed as (2` − 1)(r − 1) + 1. For general n the argument of the lower
bound is calculated by (r−1)bn−1
r−1 c. A straight-forward computation leads to the claimed
result. 
Even if we have shown that s and s˜ differ in general, one implication of the previous result
is, that they are asymptotically the same for uniform oriented matroids.
A particular consequence of Theorem 4.1 shown in [8] is that s(Ur,n) behaves asymp-
totically as 1
r+1
(
n
r
)
for any fixed r. We get that s(Un−r,n) ∈ Θ(nr−1). By combining
Theorems 4.2 and 4.3 and Observation 1.2 we get
Corollary 4.4. For fixed r ≥ 1 we have s˜(Un−r,n) = Θ(nr−1).
Let us now consider s for uniform oriented matroids.
Theorem 4.5. For any 1 ≤ r ≤ n− 1 we have s(Ur,n) =
(
n
r+1
)− n+ r + 1.
Proof. Assume first that n > r + 1. We will use Theorem 3.4. First, as argued in the
proof of Theorem 4.1 any basis of Ur,n is invertible in some orientation. Thus, we already
have
|C|+ 1− |E|+ r(M) ≤ s(M) ≤ |C|+ 1−min(λ(Ur,n), |E| − r(M)).
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As we showed in the proof of Theorem 4.1 for a set of S of circuits of Ur,n we have that
BS is connected if and only if GS is connected. Therefore λ(Ur,n) coincides with the
vertex-connectivity κ(GS) of GS. But GS is exactly the Johnson graph J(n, r + 1), see
e.g. [20]. Now the vertex connectivity of J(n, r+ 1) is well-known to be its degree, which
is (r+ 1)(n− r−1). On the other hand |E|+ r(M) = ( n
r+1
)−n+ r. We obtain the result.
If n = r + 1 then
(
n
r+1
)− n+ r + 1 = ( n
r+1
)
is necessary and sufficient as well, because it
indeed means taking all circuits and with one circuit less one could not cover one base. 
5. Regular matroids
In [5] it is shown that binary orientable matroids are exactly the regular matroids and
that regular matroids have exactly one reorientation class. This section relies on these
two facts. In particular, the first one leads us to give some results not depending on
orientability when considering a general setting of binary matroids. The second one
together with Theorem 3.6 immediately gives
Corollary 5.1. If M is regular and connected then s˜(M) = s(M) = cc(M).
From now on we will focus on cc(M) rather than s(M). We will compare cc(M) with the
minimum size of a (not necessarily connected) element covering of M denoted by c(M).
Moreover, since we will only consider element coverings rather than base coverings in this
section and the section after, we will simply refer to them by coverings. In the present
section we will derive several general bounds on cc(M), which we will apply in the next
section to some graphic and cographic matroids.
Let us first reformulate the parameters c(M) and cc(M) when M is either a graphic or
cographic. By Corollary 5.1 finding the circuits needed to determine all the orientations
of a graphic matroid M(G) is equivalent to finding a set of cycles S in G such that
• every edge of G is contained in some C ∈ S,
• the graph induced by S (having as set of vertices the cycles of S and where two
vertices C and C ′ are joined by an edge if and only if C ∩ C ′ 6= ∅) is connected.
Such a set is called a connected cycle cover. As for general matroids we denote the
minimum size of such a set of cycles of G by cc(G)= cc(M(G)). The size of a minimum
(not necessarily connected) cycle cover is denoted by c(G)= c(M(G)).
A bond B in a connected graph G is an edge-set which is inclusion-minimal with the
property that G \ B is disconnected. Finding the circuits needed to determine all the
orientations of a cographic matroid M∗(G) is equivalent to finding a set of bonds S in G
such that
• every edge of G is contained in some B ∈ S,
• the graph induced by S (having as set of vertices the bonds of S and where two
vertices B and B′ are joined by an edge if and only if B ∩B′ 6= ∅) is connected.
Such a set is called a connected bond cover. We denote the minimum size of such a set of
bonds of G by cbc(G). The size of a minimum (not necessarily connected) bond cover
is denoted by bc(G). This is, cbc(G) = cc(M∗(G)) and bc(G) = c(M∗(G)).
Lemma 5.2. For any connected matroid M we have c(M) ≤ cc(M) ≤ 2c(M)− 1.
Proof. The first inequality is trivial and only stated for completeness. For the second one,
take a circuit cover S of M and let C,C ′ be circuits not in the same component of IS.
Since M is connected there is a circuit C ′′ incident to both C and C ′. Adding C ′′ to S
reduces the number of components by at least one. This yields the claim. 
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Indeed the upper bound in Lemma 5.2 is best-possible as already shown by graphic
matroids:
Proposition 5.3. For every even n ≥ 2 we have cc(K2,n) = 2c(K2,n)− 1.
Proof. Clearly, in K2,n the longest cycles are of length 4 and since n is even a partition
into 4-cycles is possible. Thus, c(K2,n) =
n
2
. Now, given some set of cycles S in K2,n,
adding another cycle C it can be incident to at most two components of IS. Thus, the
construction in Lemma 5.2 is best-possible. 
On the other hand there are cases, were c and cc coincide.
Theorem 5.4. Let M be a binary and connected matroid. Denote by C∗3 the set of cocir-
cuits of size at most 3. If C∗3 covers E and its intersection graph is connected, then any
covering S of M is connected, i.e., c(M) = cc(M).
Proof. Let S be an element covering. Note that the existence of a circuit covering implies
that there are no cocircuits of size 1. Let G3 be the connected intersection graph of C
∗
3.
Now, every C ∈ S intersects elements of C∗3. Given C,C ′ ∈ S denote by d3(C,C ′) the
length of a shortest path between two elements of X,X ′ ∈ C∗3 in G3 such that X intersects
C and X ′ intersects C ′. We claim that between every C,C ′ ∈ S there is a path in IS. We
proceed by induction on d3(C,C
′).
If d3(C,C
′) = 0, then there is X ∈ C∗3 intersecting both C and C ′. Since M is binary both
C and C ′ intersect X in an even number of elements. Since |X| ≤ 3 both intersect X in
two elements and therefore C ∩ C ′ 6= ∅. Thus, they are connected in IS.
If d3(C,C
′) > 0, then choose a shortest path in G3 witnessing d3(C,C ′). Let X be the first
cocircuit on this path, i.e., X ∩ C 6= ∅. As M is binary, We have that |X ∩ C| = 2. Since
X was the first member of a shortest path in G3, there is an element e with X \C = {e}
and e must be the intersection with the next member X ′. Since S is an element covering,
there is C ′′ ∈ S containing e. As M is binary, we have that C ′′ intersects C. Thus,
d3(C,C
′′) = 0 and d3(C ′′, C ′) < d3(C,C ′). By induction hypothesis C and C ′′ as well as
C ′′ and C ′ are connected in IS. This yields the claim. 
It is not sufficient to require that E be covered by C∗3, see the left side of Figure 4. Also,
the converse of Theorem 5.4 does not hold as demonstrated by the right side of Figure 4.
Figure 4. A graph G in which every edge is contained in a bond of size
3, but the intersection graph of these bonds is not connected. Left: A
disconnected cycle covering consisting of four black, one purple and one gray
cycle. Right: A connected cycle covering consisting of 3 cycles. Indeed, one
can see c(G) = cc(G) = 3.
Using Theorem 5.4 and Lemma 5.2 together with results on c for 2-connected graphs,
(c(G) ≤ b2n−1
3
c, see [13]), and cubic graphs, (c(G) ≤ dn
4
e, if G is cubic and n ≥ 6, see [23]
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and c(G) ≤ dn
6
e, if G is cubic, 3-connected, n ≥ 8, and G is not one of five forbidden
graphs, see [35]), we get some general bounds:
Corollary 5.5. Let G be a 2-connected graph with n vertices. Then,
• cc(G) ≤ 2b2n−1
3
c − 1,
• cc(G) ≤ dn
4
e, if G is cubic and n ≥ 6.
• cc(G) ≤ dn
6
e, if G is cubic, 3-connected, n ≥ 8, and G is not one of five forbidden
graphs.
We can also find some bounds involving the size of the ground set, the rank, the circum-
ference circ(M), i.e., the size of the largest circuit of M, and the cogirth g∗(M), i.e., the
size of a smallest cocircuit of M.
Theorem 5.6. For any regular matroid M we have |E|−1
circ(M)
≤ cc(M) ≤ |E| − r(M) + 2 −
g∗(M).
Proof. We start by proving the lower bound: The most optimistic way to find a connected
covering is taking only circuits of maximal size, i.e., circ(M). Moreover, since their inter-
section graph is connected they can be ordered such that each of them (except the first)
shares at least one element with some earlier chosen one. Thus with s such chosen circuits
we cover circ(M) + (s − 1)(circ(M) − 1) elements. So, this value should be at least |E|.
From this we compute s ≥ |E|−1
circ(M)
.
Given a matroid M = (E,C), following [26] we denote by θe(M) the size of a smallest set
S′ of circuits in Se needed to cover E. Evidently, such S′ is a connected element covering
of M and thus cc(M) ≤ θe(M) for all e ∈ E. Moreover, denote by g∗e(M) the size of a
smallest cocircuit containing e and by r(M) the rank of M. In [26, Corollary 1.5] it is
shown that if M is connected, regular and not a coloop, and e ∈ E such that M/e is
connected, then θe(M) + g
∗
e(M) ≤ |E| − r(M) + 2. This immediately gives the result.

A binary matroid is called Eulerian if all cocircuits are of even size.
Lemma 5.7. If M is an Eulerian matroid, then cc(M) 6= 2.
Proof. Suppose cc(M) = 2 witnessed by circuits C1, C2 covering the entire ground set and
C1 ∩ C2 = N 6= ∅. Every cocircuit X is even and since M is binary X intersects both C1
and C2 in an even number of elements. This implies, that |X∩N | is even for all cocircuits
X. It is a well-known fact that if N 6= ∅ and, for each cocircuit X, |X ∩N | 6= 1, then N
contains a circuit. This contradicts C1 and C2 being circuits. 
Even if Lemma 5.7 seems relatively weak, it provides tight lower bounds in a large family
of cographic matroids as we will see in the next section.
6. The hypercube and the complete graph
In this section we determine c, cc, bc, and cbc for the class of hypercubes and complete
graphs, where Qn is the n-dimensional hypercube consisting of vertices {0, 1}n connected
by an edge whenever they differ in exactly one coordinate. We will make use of some
lemmas of the previous section and prove some bounds to be tight. The next result for
odd n shows that the lower bounds in Theorem 5.6 and Lemma 5.2 can indeed be attained:
Theorem 6.1. For every n ≥ 3 we have
cc(Qn) =
⌈
n+ 1
2
⌉
=
{
c(Qn) + 1 if n even,
c(Qn) if n odd.
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Proof. For the upper bound if n is even we use that by [1] the edges of Qn can be
partitioned into n
2
Hamiltonian cycles, which proves c(Qn) =
n
2
in this case. Clearly, since
this is a partition into Hamiltonian cycles no connected covering with n
2
cycles exists.
Now take a bond X corresponding to a change in one coordinate of Qn. Since X is a
bond all Hamiltonian cycles have to intersect it. Now, since the coordinate corresponding
to X can be switched at any vertex of Qn, X is a perfect matching. Therefore X can be
extended to a Hamiltonian cycle, which intersects all the others, see [14]. This concludes
the case n even.
If n is odd, first note that cc(Qn) ≥ dn+12 e results from just plugging the values into
Theorem 5.6. For the upper bound choose two copies of Qn−1, where vertices v, v′ in
different copies correspond to each other in the natural way, i.e., v corresponds to v′ if
v = (x, 0) and v′ = (x, 1). Denote by Xn the matching induced between corresponding
vertices in Qn. Now, take the partition P of Qn−1 into Hamiltonian cycles and its copy
P ′ partitioning the copy Q′n−1. The coordinate matching Xn−1 in Qn−1 intersects every
Hamiltonian cycle in P . Denote by X ⊆ Xn−1 a matching hitting each cycle in P exactly
once and by X ′ its copy in Q′n−1. For every Hamiltonian cycle C ∈ P and its copy
C ′ ∈ P ′ take the unique matching edges of e = {v, w} ∈ X and e′ = {v′, w′} ∈ X ′
intersecting precisely C and C ′, respectively. Delete them from C and C ′ and join both
cycles by adding {v, v′} and {w,w′}, to obtain a new cycle C ′′. We have obtained a set
S˜ of n−1
2
cycles. The edges of Qn still not covered by S˜ are precisely X ∪ X ′ and all
edges of {u, u′} ∈ Xn with u not incident to X. Note that this set of edges forms a
perfect matching X˜. We have to cover X˜ by a Hamiltonian cycle C˜ which additionally
intersects all cycles in S˜. For the construction we contract Xn and Xn−1 ∪ X ′n−1 in Qn
obtaining Qn−2 (with parallel edges). Every vertex in Qn−2 corresponds to a square in
Qn, which contains either two edges of X ∪X ′ or two edges of Xn, which still have to be
covered respectively. We call a vertex of type I and II, depending on this. Moreover, by
construction both remaining edges in such a square belong to exactly one C ∈ S˜. We say
that a vertex of Qn−2 meets C. Note that there are n−12 vertices of type I each meeting
one of the n−1
2
cycles in C ∈ S˜. All remaining vertices are of type II.
If n−1
2
is even let H be any Hamiltonian cycle in Qn−2. We can blow H up to the desired
C˜ in Qn by just locally prescribing how to behave in the resulting squares. See the left
of Figure 5. Filling a type I square corresponds to changing the coordinate inside the
square along Xn and a type I square along Xn−1 ∪X ′n−1. By the parity assumption and
since Qn−2 has an even number of vertices the numbers of type I and type II vertices are
even. And our construction closes nicely and gives a cycle in Qn.
I
II
I II
Figure 5. Blowing up H. Left: usual handling of vertices of type I and
II. Right: special treatment of the edge e. Purple edges are those needed
to be covered by C˜.
If n−1
2
is odd chose an edge e in Qn−2 connecting a type I vertex a meeting C and a type
II vertex b, such that some other vertex in Qn−2 different from a, b meets C. Such an
edge clearly exists; since otherwise all neighbors of type II of a different from b meet a
cycle different from C and we can as well take an edge connecting a with such a neighbor.
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Now, we choose a Hamiltonian cycle H containing e. In order to obtain C˜ we handle all
vertices as in the case before except a, b, see the right of Figure 5. Along e we have to
repair the parity in order to close to a cycle in Qn. The choice of e was complicated by
the fact that C˜ will not meet the cycle met by a in the square resulting from a. 
Theorem 6.2. For every n ≥ 2 we have cbc(Qn) = bc(Qn) + 1 = 3.
Proof. Let us prove first by induction on n that bc(Qn) = 2 for every n ≥ 2. Clearly the
proposition holds if n = 2 and maybe a little less clearly also for n = 3, see the left of
Figure 6. We suppose the result holds for n − 1 and n > 2. We can obtain the graph
Qn as follows. Choose two copies of Qn−1, A and B, where vertices in different copies
correspond to each other in the natural way, i.e., adding a matching connecting identified
pairs yields Qn. By induction, there exists a partition of the edges of A in two bonds A1
and A2. Let Bi be the copy of Ai in B for i = 1, 2. Let us define as [C,C
′], the sets of
edges in a graph G having one extreme in C and the other in C ′, for every C,C ′ ⊂ V (G).
Let C
Aj
1 and C
Aj
2 be the two components of A − Aj, for j = 1, 2. Since CAji has a copy
in B, let C
Bj
i be the copy of C
Aj
i in B for every i, j = 1, 2. Observe that C
Bj
i is one
component in B −Bj. We consider the following sets of edges:
E1 = E(C
A1
1 ) ∪ [CA11 ∩ CA21 , CB11 ∩ CB21 ] ∪ E(CB21 )
E2 = E(C
A1
2 ) ∪ [CA12 ∩ CA22 , CB12 ∩ CB22 ] ∪ E(CB22 )
E3 = E(C
A2
2 ) ∪ [CA11 ∩ CA22 , CB11 ∩ CB22 ] ∪ E(CB11 )
E4 = E(C
A2
1 ) ∪ [CA12 ∩ CA21 , CB12 ∩ CB21 ] ∪ E(CB12 )
Notice that (E1 ∪ E2)
⋃
(E3 ∪ E4) = E(Qn) and (E1 ∪ E2)
⋂
(E3 ∪ E4) = ∅ which means
that E1 ∪ E2 and E3 ∪ E4 are a partition of the edges of Qn. We will see that E1 ∪ E2
and E3 ∪ E4 are two bonds of Qn. For, we can check that CA21 ∪ CB12 and CA22 ∪ CB11 are
the two components of Qn − (E1 ∪ E2). Also, we can observe that each edge in E1 ∪ E2
is incident to a vertex in CA21 ∪ CB12 and incident to a vertex in CA22 ∪ CB11 , which means
that E1 ∪E2 is a bond of Qn, see Figure 6. Similarly, one can see that E3 ∪E4 is a bond
of Qn. Then bc(Qn) = 2 for every n ≥ 2.
CA11
CA21 CA22
CA12
A1 A1
A2
A2
CB22
CB11
CB12
CB21
A BB1 B1
B2
B2
Figure 6. Left: a partition of Q3 into two bonds. Right: Extending a
partition of Qn−1 to a partition of Qn.
Let us prove now that cbc(Qn) = 3 for every n ≥ 2. We have proved above that there
exist a partition of the edges of Qn in two bonds A1 and A2. Let C be a bond in Qn
different to A1 and A2. Then E(A1) ∩ E(C) 6= ∅ and E(A2) ∩ E(C) 6= ∅ and hence
cbc(Qn) ≤ 3 for every n ≥ 2. To prove that cbc(Qn) ≥ 3, we only have to use Lemma 5.7.
As the cographic matroid of Qn is Eulerian since Qn is bipartite, by Lemma 5.7 it follows
that cbc(Qn) ≥ 3 for every n ≥ 2.
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
For the complete graph Kn the lower bounds of Theorem 5.6 and Lemma 5.2 are sharp if
and only if n is even. More precisely:
Theorem 6.3. For every n ≥ 4 we have
cc(Kn) = dn
2
e =
{
c(Kn) if n even,
c(Kn) + 1 if n odd.
Proof. We will view Kn as the Cayley graph of Zn with connecting set Zn \ {0}, where
the double edges oriented into opposite directions are seen as undirected edges.
Our construction is based on a well-known partition Pn of the edges of Kn for even n into
n
2
Hamiltonian zig-zag-paths, see e.g. [2]. The path Pi traverses the vertices as follows:
i, i+ 1, i+ 1− 2, i+ 1− 2 + 3, . . . .
Now, if n is odd, take Pn−1 and add an edge from the additional vertex n to Pi if it
connects to one of the endpoints of Pi. This is a well-known construction for a partition
of Kn into Hamiltonian cycles. Thus, to obtain a connected cycle covering at least one
additional cycle is needed. Indeed, such a cycle is easy to find. Take for instance C =
(0, 1, . . . , n+1
2
, 0). By construction of Pn−1 this cycle intersects all other cycles in the
partition.
For n even it is well-known that c(Kn) =
n
2
, thus this lower bound on cc(Kn) follows from
Lemma 5.2. We will show that there are indeed connected cycle covers of that size.
Now, if n is even but not divisible by 4, take Pn and add an edge to each Pi connecting
its end-vertices. This yields a cover Hn of Kn by Hamiltonian cycles Hi, which is smallest
possible. We show that it is indeed connected. Note that each Hi contains two long
diagonals, i.e., edges labeled n
2
, one being the n
2
th or middle edge ei of Pi and one being
the newly added edge fi. Each such edge is contained in another element of Hn. More
precisely, we have ei = fi+n+2
4
and therefore in the graph on Hn there is an edge between
Hi and Hi+n+2
4
, but i + n+2
4
has to be taken modulo n
2
. By the divisibility conditions on
n we get that n
2
and n+2
4
are coprime and therefore connecting Hi and Hi+n+2
4
modulo n
2
for all i yields a single connected component. This is, Hn is a connected cycle cover of
size n
2
.
The last case concerns n divisible by 4. If n = 4 it is easy to find a connected cycle cover
of size 2. Otherwise we take the cycle cover constructed in the paragraph above for Kn−2
and modify it to cover the complete graph with two additional vertices v, w. In Kn−2,
each long diagonal is covered twice. In each cycle H ∈ Hn−2 replace the long diagonal
by two consecutive edges passing through v and w, respectively. Denote the resulting set
of cycles by H′. It covers all edges but {v, w} and the long diagonals of Kn−2, i.e., edges
labeled n−2
2
connecting vertices different from v, w. We add one more cycle C using all
these edges and taking every other edge of the cycle (0, 1, 2, . . . , n− 3, 0) of Kn−2 except
{0, 1} and {n−2
2
, n−2
2
+ 1}. Instead C includes {n−2
2
, v} and {n−2
2
+ 1, w} (or v and w
permuted) such that on these edges C intersects the cycle arising from H0. All the other
Hi are intersected by C via every other edge of the cycle (0, 1, 2, . . . , n − 3, 0) of Kn−2
since n− 2 is not divisible by 4. 
Theorem 6.4. For all n ≥ 2 we have cbc(Kn) = bc(Kn) = dlog2(n)e.
Proof. First it is easy to see that M∗(Kn) satisfies the preconditions of Theorem 5.4,
i.e., every edge is contained in a triangle and the edge-intersection graph of triangles
is connected. This implies cbc(Kn) = bc(Kn). Now, any set of minimal cuts covering
the edges of Kn corresponds to a set of maximal bipartite subgraphs covering the edges.
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Note that this correspondence holds if and only if the graph is the complete graph. The
minimum number of bipartite subgraphs to cover a graph G is dlog2(χ(G))e, see [18,21,28].
In our special case it yields the result. 
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