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Abstract
Mode-based model-reduction is used to reduce the degrees of freedom
of high dimensional systems, often by describing the system state by a
linear combination of spatial modes. Transport dominated phenomena,
ubiquitous in technical and scientific applications, often require a large
number of linear modes to obtain a small representation error. This dif-
ficulty, even for the most simple transports, originates from the inappro-
priateness of the decomposition structure in time dependent amplitudes
of purely spatial modes.
In this article an approach is discussed, which decomposes a flow field
into several fields of co-moving frames, where each one can be approxi-
mated by a few modes. The method of decomposition is formulated as an
optimization problem. Different singular-value-based objective functions
are discussed and connected to former formulations. A boundary treat-
ment is provided. The decomposition is applied to generic cases and to a
technically relevant flow configuration of combustion physics.
keywords: model reduction, flow mechanics, non-linear model reduction, sin-
gular value decomposition, modal decomposition, boundary treatment, transport,
POD
AMS: 65Z05, 35Q35
1 Introduction
Model reduction aims at reducing the computational complexity or the numer-
ical cost of a systems by reducing its degrees of freedom. Often a mode-based
approach is used, since it allows to characterize the internal dynamics and works
for non-linear systems [8].
In standard mode-based approaches, a snapshot-matrix, as a discrete repre-
sentation of a field qij = q(xi, tj), q ∈ Rm,n in space and time, is approximated
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q ≈ q˜ =
r∑
l=1
φl ⊗ αl, (1)
a sum of r dyadic pairs (φl ⊗ αl)ij = φl(xi)αl(tj) where φl(xi) are spatial
modes and αl(tj) are time dependent amplitudes. Parameter dependence is
treated in the same way as time dependence. The corresponding r-dimensional
subspace can be used to build a reduced-order model (ROM), for instance by
an interpolation procedure or by a Galerkin projection of the original system.
Various decomposition methods are known, such as the balanced proper or-
thogonal decomposition [44, 46] or the dynamic mode decomposition [9, 38, 43].
All share the structure of (1). One of the most popular modal decomposition
approaches is the POD (proper orthogonal decompostion), [16, 30], which tech-
nically reduces to a singular value decomposition (SVD) of the snapshot matrix.
The singular values depict the 2-norm associated with each dyadic pair. Thus, a
rapid singular value decay implies that a corresponding large part of the matrix
is represented by the first pairs and, thereby, a good low-rank approximation.
The optimimality of the SVD in the 2-norm is often referred to as the Eckart-
Young theorem [41].
Transport-dominated phenomena usually pose a challenge for classical mode-
based methods, since their dynamical behavior cannot be captured accurately
by the linear combination of a few modes of the form 1. A generic example for
multiple transports or waves is
qwij = q
w(xi, tj) =
N∑
k=1
qk(xi − cktj , tj), (2)
where qk(x, t) are strongly localized functions in space x, and ck are wave veloc-
ities describing the translation with time tj . We assume that functions qk(x, t)
change slowly in time, i.e., is weakly dependent or even independent of its sec-
ond argument. Physical realizations are sound pulses, shock waves or flame
fronts associated with rapid variation of pressure or temperature in space, and
which are transported over long distances with a (nearly) constant shape. The
data qw typically needs large r for a small approximation error ‖q− q˜‖ in (1), in
spite of its simple construction, which is formalized by the Kolmogorov n-width
[15, 29]. As example, consider one wave (N = 1) with q1 and c1 chosen such
that qwik = δi,j is the (diagonal) unity matrix. Here, all singular values are one,
so that no decay is found which means that a good approximation needs many
modes [35]. As a problem of fundamental and practical importance it has re-
cently attracted the attention of different groups suggesting various approaches
to overcome this problem.
For a single discontinuity the solution domain can be split by the position of
the front and a condition for the jump can be used [42], which resembles classical
shock fitting [25] of the numerical treatment of shocks. A similar splitting of the
domain is performed in [10], where the Euler equations are applied as the full
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model at the shock location. A dynamical procedure to handle moving shocks by
splitting the support of the base functions to enrich the approximation subspace
is presented in [7].
Many of the transport dedicated methods compensate the transports by a
transformation, e.g. T : r(x − ct, t) → r(x, t), and thereby align the localized
structure for all snapshots. This can strongly improve the convergence of the
approximation [45]. A time or parameter dependent shift can handle a single
transport [6, 20, 40]. This is similar to the framework of symmetry reduction
[37, 12]. Instead of a shift, a grid transformation can be used with a simi-
lar effect, as shown in one and two dimensions with complex shock and flame
topologies [26] or transport maps for parameter dependent domains [27]. The
reduction of the case of a flame front in two dimensions with topology changes
is reported in [18]. To extend methods developed for a one dimensional to
multidimensional setting, the Radon transformation can be used, producing a
set of one-dimensional projections [33]. Moreover, the transports challenge not
only the reduction, but also the projections to create reduced models, which is
discussed in [1, 5, 47].
To identify the transports or transport velocities, different approaches are
available. If the transport is considered as the action of a Lie group, the cor-
rect transport is associated with minimal change of the transported quantity
[3], which was exploited for model reduction by [28]. Transport velocities are
identified by maximizing the leading singular value as a function of the trans-
port velocity in [31]. Optimal transport based on the concept of Wasserstein
distance is applied in [17, 2], or similar displacement interpolation [34] intro-
duced by matching pieces of positive or negative slope. An automatic velocity
termination for the below discussed shifted POD was reported recently [24].
A formally different approach is basis propagation by Lax-pair to create time
dependent bases [13].
A more automatic creation of reduced order models is obtained by the use
of neural networks, where the transports are not explicitly handled, but one
relies on the general approximation strength of the nonlinear approach. This
can deliver very good reductions for the price of a reduced structural insight
[19, 23].
In this report multiple transports, N > 1 in 2, are considered. The central
point is how to find, from given data qw, a combination of qk which can be
approximated by few modes. This is also addressed in [31], by the author and
co-workers, as well as by [35]. Both methods use transformations for multiple
transports to align the transported quantities and reduce these with a trun-
cated SVD. The first method, the shifted POD, uses an iterative procedure to
attribute components of the data to the velocity frame, where it gives lowest
rank and finds, for the tested simple hyperbolic examples (qk(x, t) ≡ r(x)), the
expected representation by one dyadic pair per transport frame. In contrast, the
second method uses a simple greedy approach, where a component associated
with one frame cannot be re-attributed to a different, hindering a perfect decom-
position. While the shifted POD works well for the considered cases [31], the
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given algorithm is difficult to analyze and the defining properties of determined
decomposition are unclear.
In this work, we (I) reformulate the decomposition, i.e., finding suitable qk, as
an optimization problem based on the singular values in the different co-moving
frames. This not only allows to use various methods of optimization, but (II)
provides a better mathematical access to analyze and characterize the obtained
results. We also seek to (III) reduce non-uniqueness, which was observed in [31].
Further, we (IV) introduce a simple and flexible boundary treatment. As in the
previous method [31], we (V) demand the method to be purely data-based,
since this promises a wide application area. We especially refrain from using
special properties like hyperbolicity of the governing equation. First results of
this approach were presented in [32]. We focus on the decomposition, while the
construction of a dynamical reduced-order model on this base is not within the
scope of this report. It is discussed for scalar laws e.g. in [36] and for multiple
transports in [4], see also [19].
In [39], the shifted POD decomposition was already formulated as an opti-
mization, which is, in contrast to the here proposed, based on the residuum of
the approximation and not on the singular values. The methods are compared
in sec. 7.
The paper is organized as follows: In section 2 the optimization is formu-
lated and the gradient of the objective functions is derived. Uniqueness of the
decompositions is discussed in sec. 3. The method is tested on generic examples
in sec. 4. A generic treatment of boundaries is given in sec. 5. Sec. 6 discusses
the resulting decomposition method and in sec. 7 the connection with the for-
mer formulations of the shifted POD is given. In sec. 8, the method is applied
to a reactive flow case, showing a deflagration to detonation transition. Finally,
we conclude and summarize in sec. 9.
2 Decomposition as an Optimization Problem
We aim for a decomposition of a field q(x, t) into multiple transported quanti-
ties qk(x, t), assuming the field q can be approximated by a structure like (2).
For transport dominated phenomena, qk are expected to have a more rapid
singular value decay compared with q. A discrete setting (q)i,j := q(xi, tj),
q ∈ Rm,n is always assumed, as typically only discrete values from simulation
or measurement are available. Thus, we seek an representation of the form
q =
N∑
k=1
T∆
k[
qk
]
, (3)
with the transformation operator as a discrete approximation of the translation
operation T∆
k
: f(x, t) → f(x + ∆k(t), t). T∆k [·] maps data from the N co-
moving frames to the reference frame of the original data, called lab frame. The
form (3) accommodates problems like (2) with a time dependent shift ∆kj =
∆k(tj) presenting the location of the moving structures, ∆
k(tj) = cktj for the
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special case of constant transport velocities. In this report we make use of the
linearity of the transformation T∆
k
[·] in its argument qk, while it is nonlinear in
∆kj , since q
k approximates a nonlinear function qk(·, t), in general. Further, the
existence of an inverse T−∆
k
T∆
k
= T∆
k
T−∆
k
= 1 and orthogonality of T∆
k
is
assumed. These assumptions allow to replace a constrained by an unconstrained
optimization, see sec. 2.2.
The translation is implemented by a Lagrange interpolation (based on a
fixed number of neighboring points) at the location shifted by ∆kj . Since shifting
builds on an interpolation, the transformation with negative shift might only
approximate the inverse operation, as values at neighboring points are included
in T−∆
k
[T∆
k
[·]].
The relevance of (3) is that it allows to find a good approximation with
smaller number of modes compared with (1) for phenomena with multiple trans-
ports. Wave like phenomena typically change slowly in the co-moving frame, so
that qk has in this case a much more rapid singular value decay than q. Thereby,
the residuum
R = q − q˜ (4)
is expected to be smaller for the approximation q˜ =
∑N
k=1 T
∆k
[
q˜k
]
with q˜k =∑rk
l=1 φ
k
l ⊗αkl , compared with the form (1) with the same total number of modes.
If the transports ∆k are known or can be deduced from data, the decomposition
of the matrix q into matrices qk remains as the crucial step for a good reduction.
2.1 The Objective Function
Finding the decomposition (3), i.e., finding appropriate qk can be approached
in different ways. One can try to identify structures which can be represented
well in the different co-moving frames by reducing transformed data, as done
in [31]. Or one one can directly optimize the norm of the residuum (4), this
approach was taken in [39].
Alternatively one can define an arbitrary decomposition of q ∈ Rm,n into
multiple co-moving frames with values qk ∈ Rm,n by using (3) as a constraint.
This ensures that the combination of the data of the co-moving frames qk yields
the original data. For any given decomposition, one can try to measure by an
appropriate expression the low rank approximation quality by the singular value
decay of qk. Optimizing such an expression, or objective function, by varying
the data qk identifies the desired decomposition.
To introduce a possible objective function for a given set of qk, the singular
value decomposition qk = UkSk(V k)T is used, with the orthogonal matrices
Uk ∈ Rm,d and V k ∈ Rn,d and the diagnoal matrix Sk ∈ Rd,d containing
the singular values diag(Sk) = sk1 , s
k
2 , . . . , s
k
d in descending order. Here, d =
min(m,n) is the maximal rank of the matrix. We define the objective function
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as
J2 =
N∑
k=1
(
1−
( rk∑
l=1
(
skl
)2)
/n2k
)
︸ ︷︷ ︸
=Jk2
, (5)
with the Frobenius norm nk = ‖qk‖F . Since the Frobenius norm nk = ‖qk‖F =√∑
i,j(q
k
ij)
2 satisfies n2k =
∑
l(s
k
l )
2 and skl ≥ 0, it follows that n2k ≥
∑rk
l=1
(
skl
)2
,
so that J2 ≥ 0 for any values rk ≤ d. If the matrices qk are of rank rk, the
sum of squares leading singular value equals the square of the norm and each
term Jk2 vanishes. In this case, J2 attains its minimum zero. Minimizing (5)
respecting the constraint (3), equals optimizing towards a decomposition into
multiple matrices of rank rk.
This objective function is not the only possible way to measure the singular
value decay. An alternative is to build on the sum of the singular values, which is
in analogy to the l1 vector norm, which is used to obtain sparse approximations:
J1 =
N∑
k=1
(
d∑
l=1
skl
)
=
N∑
k=1
‖qk‖∗ (6)
This 1-norm of the singular values is called the Schatten 1-Norm ‖·‖∗ or nuclear
norm or Ky-Fan norm. It was already noted by [11] that this serves as a heuristic
rank minimization.
The objective function J1 can be rewritten as the Schatten-1-norm of a
single matrix by defining a block matrix Q composed from the matrices of the
co-moving frames:
J1 = ‖Q‖∗ =
∥∥∥∥∥∥∥∥∥
q1
q2
. . .
qN
∥∥∥∥∥∥∥∥∥
∗
(7)
The last frame can be defined as qN = T−∆
N
(
q −∑N−1k=1 T∆k [qk]) to include
the constraint (3), while all other qk are arbitrary.
By rewriting J1 as the norm of a single matrix, the decomposition problem
is reduced to the known problem of Schatten-1 optimization [11]. Thereby, it is
known that minQ J1 is convex if the set of all Q is convex. Since the matrices
qk, k = 1, . . . , N − 1 are arbitrary and qN is created from an affine map this is
fulfilled. However, it is not strictly convex so that the minimum is not unique,
but every minimum is a global minimum.1
1 Remark: For Schatten-1-norm optimizations, dedicated methods are available, see e.g.
[22]. Application of those methods might offer methodological and practical benefits. Inves-
tigation of these methods is beyond the scope of this report, concerned with finding possible
formulations of the decomposition problem.
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The disadvantage of J1 is that it inherently needs all singular values, which
is unfeasible for (typical) large problems. To mitigate this, we estimate the
remaining singular values if only the first rk singular values are known. The
total square sum of the remaining singular values in each frame can be calculated
from the Frobenius norm
d∑
l=rk+1
(skl )
2 = n2k −
rk∑
l=1
(skl )
2 = n2kJ
k
2 =: J¯
k
2 . (8)
The upper estimate for J1 is obtained for an equal distribution of J¯
k
2 over all
remaining singular values so that we approximate s˜kl =
√
J¯k2 /(d− r) for l > r,
yielding
J1,2 =
N∑
k=1
(
rk∑
l=1
skl +
√
(d− r)
√
J¯k2
)
(9)
The second term J¯k2 equals up to a factor n
2
k the components J
k
2 of the objective
function (5). This suggests an alternative objective function
J¯2 =
N∑
k=1
(
n2k −
rk∑
l=1
(
skl
)2)
=
N∑
k=1
J¯k2 . (10)
The difference between J2 and J¯2 is discussed further in section 6.
2.2 Deriving the Gradient
For solving the optimization problem, gradient based methods are used in this
work. The gradient is derived in two steps. First, the change of the objective
function is evaluated per frame, second, the constraint (3) is incorporated.
To this end, consider an (infinitesimal) small perturbation of the matrix
entries qkij → qkij + δqkij . For the Frobenius norm n2k =
∑m
i=1
∑n
j=1(q
k
ij)
2 the
variation directly yields
∂(n2k)
∂qkij
δqkij = 2q
k
ij δq
k
ij . (11)
Assuming the singular values to be simple, the change of the lth singular value
of A = USV T by A → A + δA is uTl δA vl = δsl, [41]. Choosing A = qk =
UkSk(V k)T and δA = δqk, we find δsk/δqkij = (u
k
l ⊗ vkl )ij . The change of (5)
by perturbing qk by δqk is thereby found
δJk2 = 2
rk∑
l=1
(
−skl
(ukl ⊗ vkl )ij
n2k
+
(skl )
2
(n2k)
2
qkij
)
δqkij . (12)
The constraint (3) can be incorporated by a simple consideration. A more
formal derivation is found in appendix A. The variation in one frame implies
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a variation in the lab frame T∆
k
[δJk2 /δq
k] which needs to be redistributed to
keep the constraint (3) unaltered. Redistributing to all frames equally2 yields
δJ2
δqk
=
δJk2
δqk
− 1
N
T−∆
k
[
N∑
k′=1
T∆
k′
[
δJk
′
2
δqk′
]]
. (13)
Any linear combination of gradients does not change the constraint 3, so that
any gradient method which constructs a solution from a start value satisfying
the constraint and the linear space spanned by the gradients is guaranteed to
satisfy the constraint. Note, that the existence of an inverse is assumed in (13).
Orthogonality is used in the formal proof of (13) in the appendix A.
Non-simple singular values were excluded in the derivation of (12). Asso-
ciated with such singular values are (left and right) linear spaces, where any
orthogonal basis vector set serves as singular vectors. If one assumes a double
singular value, skrk = s
k
rk+1
, only the singular vectors associated with the ’first’
singular value enters the gradient. This non-uniqueness cannot be uniquely
lifted in an infinitesimal neighborhood, since the different small perturbations
of the qk field choose different singular vectors [41]. We conclude that if multi-
ple singular values exist, rk should be chosen to either included or exclude all
multiple singular values (for this optimization step) by which a unique gradi-
ent is defined. However, using an ill-defined gradient during an intermediate
step of an optimization might work without noticeable problems and no special
measures where taken in the examples.
For J1 the construction follows the same lines yielding a sub-gradient for
each frame Jk1 = ‖qk‖∗,
δJk1 =
d¯∑
l=1
(
ukl ⊗ vkl
)
ij
δqkij , (14)
where, d¯, is the number of non-zero singular values. For vanishing singular
values J1 is non-smooth, so that only a sub-gradient can be constructed. It is
used with the same redistribution (13) to incorporate the constraint without
any further ado.
3 Uniqueness of the Decomposition and Exten-
sions
We now proceed to analyze two weaknesses of J2 and J¯2. If more modes per
frame or more frames are admitted than necessary for a perfect decomposition,
these extra degrees of freedom are not automatically zero. By this, an essential
and in practice disadvantageous non-uniqueness is introduced. Both weaknesses
2 The redistribution does not need to be equal for all frames to satisfy the constraint. By
using non-equal distributions, families of gradients can be constructed, a freedom which might
be beneficial for the optimization, but which is not used in this report.
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are shared with the previous approaches [31, 39]. We will find that, here, the
objective J1 (6) has advantages.
Many modes per frame Consider first the limit rk → d of J2 (5), where d =
min(m,n) is the maximal possible rank of the matrix q ∈ Rm,n. If all singular
values are summed, i.e., a full rank description is used in the co-moving frames,
any decomposition yields J2 = 0 and, therefore, no separation in co-moving
structures is created. However, we have already argued that the functional J1
(6) acts at concentrating the norm to large singular values. It needs, in its basic
form, the full spectrum of singular values. It can therefore be used to define the
limit rk → d.
A redundant frame A similar problem arises if more frames, a larger N ,
are used than needed for a low rank description. In practical applications the
necessary number of frames might be unknown. Ideally, the matrix qk of the
frame k which is not needed becomes identical to zero. A simple example
shows that this is in general not the case for J2, by considering the acoustic
example (15) and adding a frame of zero velocity ∆(t) = 0, i.e. the frame which
corresponds to the standard POD. A simple sine wave in space and time is of
rank one in this POD frame, which could be interpreted as the lowest mode of a
vibrating string. If the time-frequency is chosen consistently with the transport
velocity it can also be decomposed into two traveling structures, see [31] for a
detailed example. Thus, the standing wave can be compensated by extra terms
in the moving frames so that the extra frame induces a non-trivial family of
rank one solutions, including a zero field in the POD frame. Indeed, practical
tests usually yield such structures in extra frames, if admitted.
We find that for our test cases the J1 objective function removes such an
extra structure, yet slowly. It was shown that can be rewritten as one Schatten-
1-norm, J1 = |Q|∗, see (7). The Schatten-1-norm was suggested as a heuristic
method to reduce the rank [11]. If this heuristic works it implies that a redun-
dant frame should be set to zero, since by this the rank of the block matrix Q
containing the various frames qk is reduced. Therefore, we expect that J1 can
remove redundant frames by driving the associated field to zero.
Additional Regularizations The objective function J2 (5) can be improved
by increasing the norm in each frame, by e.g. adding a constant value everywhere
and compensate it by the other frames. This contradicts the intended purpose,
but did rarely happen in numerical tests. In such a case, a simple regularization
by penalizing some norm in each frame can mitigate this issue.
The spatial or temporal modes are not necessarily smooth. As an exam-
ple consider two, equally shaped, crossing pulses with different signs. At the
crossing moment they perfectly compensate, so that the time amplitude in each
frame is arbitrary and in fact zero is typically produced by the optimization.
While mathematically sound, for physical models a continuous behavior in am-
plitudes is often assumed. By adding a regularization penalizing, e.g. the second
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derivative, this smoothness of the amplitude could be promoted, however this
is not further investigated here.
4 First Examples
Now we illustrate the gradient and the optimization for some generic cases.
While the method allows for non-constant velocities and changing wave forms,
we first consider the case of two simple waves (2w as annotation) with constant
transport velocities c1,2 = ±1
q2wij = r1(xi − c1tj) + r2(xi − c2tj) . (15)
The discrete field size is m = 100, n = 50 in this section. The transported
quantities ri(x) , i = 1, 2, are Gaussian distributions around L/4 and (3/4)L
with σ = 0.06 ·L, where the system length is L = 2pi. While apparently simple,
it yields a slow convergence with the POD method [31] and the two waves also
hinder the use of a single transformation. With introducing shifts ∆k = t ck
and thereby T∆
k
[rk(x)] = rk(x − ckt), (15) can be exactly represented in the
form (3) with rank one (rk = 1) and constant time amplitudes α
k.
A method of convective decomposition should ideally find the structure from
the data q2w, which is a vertical line in the co-moving frame, evidently of rank
one. As an initial guess the original data q is equally distributed over the two
co-moving frames by transforming it to each frame by T−∆
k
divided by two, see
fig. (1), top left.
The gradient (δJ2)/(δq
k) is shown in fig. 1, bottom middle and left. It
suggests to increase the wave at rest in each reference frame (dark blue area)
and to reduce the other wave (red). In the overlap region, little change is
depicted. With an appropriate step size as the diagonal structures are removed
and re-attributed to the respectively other frame. By this one gradient step
yields already a reasonable decomposition with only small errors in the overlap
region.
In spite of the high-dimensionality of the optimization, a simple steepest
gradient method produces a (numerically) perfect decomposition after a few
iterations, see fig. 1, left bottom. The necessary step size is estimated by dou-
bling test steps until J2 increases. The values of the last three steps determine
a parabolic interpolation, which yields the step as its minimum. For this esti-
mator J2 has to be evaluated several times, and with this the expensive SVD.
The latter can be avoided by calculating the change of the singular values by
δS = UT δAV (16)
where δA is the change of the scaled gradient. Evaluating J2 on the base of
this estimated singular values is much cheaper. It yields a slower convergence
(fig. 1, bottom left), but the overall cost to reach a certain quality where found
to be cheaper for the cases studied in this report. For this example, the step
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Figure 1: Top left: A generic case of two crossing waves in the space-time
diagram, as the sum of two simple waves (15). Bottom left: The convergence
of a steepest descent method for different step estimators and the final result
for the first frame, evidently of rank one. Top middle and right: The initial
matrices in the two frames is the (shifted) equal distribution of the given data
qk = T
−∆k [q2w]/2 k = 1, 2. The final decomposition of the test data q2w based
on J2 with rk = 1 finds the expected simple standing pulse in each frame (left,
middle). Bottom middle and right: The gradient of the objective function J2
(5) for the initial guess suggests to strengthen the vertical structure and remove
the diagonal to improve the rank one approximation, see text.
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size estimation with exact singular values needs about three times as many SVD
evaluations.
To test the objective function with higher ranks rk > 1 we consider the test
function
q2wd(xi, tj) = p1(xi − c+tj) + tjµd1(xi − c+tj)
+p2(xi − c−tj) + tjµd2(xi − c−tj) (17)
where pα(x) =
1
2 exp
(
− (x−xα)2σ2
)
, dα(x) = ∂
2
xpα(x) and c± = ±1, x1 = L/4,
x1 = 3L/4. The term proportional to µ mimics a diffusion with a diffusion
constant µ. The data can be described by two modes in the two frames used
before.
It turns out that the convergence rate of a steepest decent method is strongly
reduced. This can be improved by starting with one mode in (5), rk = 1 and
increasing rk when the value of J2 saturates. Instead, one can use a more
sophisticated optimization method, which will be done in the following. Here, we
use the BFGS method implemented in the Matlab package Hanso described
in [21]. The rank two description rk = 2 found by this is shown together with
the convergence in fig. 2.
Figure 2: The final decomposition of the test data qw2d with the objective
functional J2 using two modes in each frame (rk = 2). The expected decaying
structure of rank two is found in each frame. The convergence of the BFGS
method is shown in the inset.
Next, the performance of the J1 objective function (6) is investigated for
the test case 15. The gradient is shown in fig. 3. Again the data qg1 is equally
distributed over both frames. The gradient resembles the one of the J2 func-
tional but the structures are smaller and a high frequency jitter is visible. This
first gradient cannot remove but only reduce the diagonal structures in the first
step, which is reflected in a much worse convergence of the BFGS, see fig. 3,
right, where
∑
(q˜ij − qij)2/
∑
(qij)
2 is plotted, with q˜ constructed by (3) with
one mode in each frame.
Beside the slower convergence, the J1 function has, as noted before, the
disadvantage to demand all singular values. To overcome this, the modified
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Figure 3: Left: The gradient of the objective function J1 (6) for a equally split
data qk = T
−∆k [q2w]/2. Right: The convergence of the J1 and it approximations
with a lower number of singular values (9) comparison to the J2 functional.
objective function (9) was derived. The convergence varies strongly for different
numbers of singular values, r = 1, 5, 10. For one singular value it is close to
the rate of J2 which is, due to its similarity, not surprising. This suggests that
adopting rk is a strategy to use J1 with an improved convergence.
5 Boundary Treatment
The shift operation implies that areas from outside the original or available
domain are mapped inside. These unknown values have to be filled in some
sensibly manner. Extending the data by a constant induces, in general, jumps
at the boundary which are harmful for a low rank description. The derived
formulation naturally extends to a boundary treatment, which results in an
implicit extrapolation for values outside the original domain.
To handle boundaries we extend the original domain Ω to Ω¯ = Ω
⋃
Ωext,
in order to be big enough to hold all values that are mapped into the original
domain by the shift operations, i.e. the spatial domain is extended by the
maximal occurring shifts. The values are initialized by a constant, which is in
principle arbitrary. In this work, we use typical values for all variables like the
atmospheric pressure for pressures or use a constant extrapolation, to give a
good starting point for the optimization. The boundary is treated simply by
relaxing the restriction (3) to
wq = w
N∑
k=1
T∆
k
[qk], (18)
where w are weights defined by
w =
{
1 in Ω
0 in Ωext
. (19)
By this, the decomposition restriction is enforced only in the original domain and
the redistribution of the gradient (13) applies only inside the original domain.
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Figure 4: Left: A simple wave leaving the domain, domain boundary marked
by the broken line. The values left of it are prescribed, the values right of it are
constructed by the boundary treatment. Middle: A reflected wave. Here, the
outgoing and the ingoing waves are implied by demanding low rank in each co-
moving frame. Right: The boundary extrapolation by the J1 objective deviates
slightly from rank one, visible in the detailed view in the inset, as an asymmetry
of the extrapolated pulse at the boundary. Color values scaled between 0 to 1,
and 0 to 1/2 in the inset respectively.
Values in Ωext, outside the original domain, can be modified to improve a low
rank approximation.
To evaluate this procedure, consider the simple example of a wave leaving
the domain. The wave is Gaussian with σ = 0.06L with a domain length
L = 2pi. We use the objective function J2 with only one frame with the correct
wave velocity of one. The domain extension was initialized by zero. The cut
at the original domain boundary increases the rank in the co-moving frame,
since this cut creates a diagonal structure in the co-moving frame. It is obvious
that extrapolating the solution along the transport in the extended domain
allows to produce a rank one structure. We find that this solution is indeed
created, yet the extension has only finite length. As the Gaussian pulse decreases
exponentially away from its center, the gain from extending the wave further
into Ωext becomes very small, so that it is numerically a valid result.
The previous example is extended by a second wave crossing at the boundary,
which corresponds to a wave reflection, see fig. 4, middle. Two frames with the
corresponding velocities are used. Again, the extended domain is filled with
zeros. The desired extension of each wave is found. It is noteworthy that this is
structurally the boundary treatment by a mirror pulse in the acoustic theory.
If we allow the two frames with velocities 1 and -1 for the simple, leaving
wave, we again face non-uniqueness, which can treated by a simple regularization
if it poses a problem for the subsequent application. Here for example, adding
the 2-norm to the objective with a factor of  = 10−4 on all frames reduces the
norm of the unneeded frame to 1/100 of the other frame after 200 BFGS steps.
The same strategy works in principle also for the J1 functional. We find,
however, a small, hardly visible kink at the boundary, see fig. 4, right, which
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presumably originates from a competition between a quick singular value decay
on the one hand and a small total norm on the other hand; increasing the norm
of the frame is in the J1 in contrast to J2 penalized and leads to more zeros in
the modes. However, we find a factor of roughly 100 between the leading and
the second singular value so that in practice both objective functions, J1 and
J2 yield a satisfactory boundary treatment.
6 Investigation of the Decomposition
In the following we analyze the gradient and the optimization based on this.
The gradient of J2 per frame, without incorporating the constraint (3) is given
by (12). By factoring 1/n2k in (5) the gradient can be rewritten as
δJk2
δqkij
= 2
(
qkij −
rk∑
l
skl (u
k
l ⊗ vkl )ij
)
1
n2k
+ 2
(
n2k −
rk∑
l
(skl )
2
)
−qkij
(n2k)
2
.(20)
The first term is essentially the residuum of the truncated SVD
Rk = qk −
rk∑
l
skl (u
k
l ⊗ vkl )ij (21)
in each frame, which combines for all frames to the total residuum. It simply
states that it is advantageous to remove the residual part - the part not described
by the rank rk approximation - to improve the objective function. The modified
gradient (13), which is constructed to respect the decomposition constraint (3),
redistributes all residua over all frames.
The second term originates from the variation of the norm, so that the
gradient produces the values qkij as a factor in each frame. Decreasing the norm
in one frame without changing the singular values reduces the respective term
in the objective function, so that it can reduce the total objective function as
long as the increase in other parts is not overcompensating it. A change of the
objective function by redistributing the residuum is not helpful for finding a low
rank decomposition and is therefore collateral to the intention.
This form of the gradient yields a simple picture of the decomposition pro-
cedure. The goal is to capture as much as possible by the admitted number
the singular vectors. The residuum in each frame is the part which is likely at-
tributed to the wrong frame, as it might be possible included in singular vectors
in another frame. Changing along the gradient, which is constructed from the
residuum of all other frames, adds this parts to the other frames. If there is an
overlap of this gradient or residuum with the singular vectors of a frame, the
singular values can be increased, improving the objective function. This allows
to re-attribute parts to other frames. Thus, the singular values are increased
if there is an overlap. For a finite step the singular vectors are also modified.
The step estimator used in the section 4 makes this interpretation explicit as
the overlap of this residuum with the resolved (low rank) part in each frame is
calculated.
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The same interpretation holds for J¯2, eqn. 10. Here the gradient is simply
δJk2 /δq
k
ij = 2R
k and a pure relocation of the residuum between frames has less
effect on the value of the objective function. This seems favorable in principle,
however, in numerical examples little difference was observed between J2 and
J¯2.
The sub-gradient of the J1 functional (14) is simply the sum over all singular
modes without the singular values. By this, the modes with small singular values
are over-represented, so that using this as a gradient reduces these trailing
modes strongest. This explains the way in which the separation is archived.
But since the gradient also contains the desired low rank part, it is less specific
in separating the desired and undesired parts, explaining its poorer performance
for simple gradient based methods.
7 Comparison with Former Formulations
The connection with the two previous formulations, the shift&reduce-method
[31] and the residuum minimization method [39], are now discussed.
The shift&reduce-method builds on a shift of the data aligning with each
co-moving frame, which is followed by a low rank approximation by truncating
an SVD
PrkT
−∆k [q(x, t)], (22)
where Pr is a projector replacing a matrix by a low rank approximation by a
trunctaed SVD with the leading r singular values. It is acting as an effective
filter for the structure, which is moving with the according frame, since a trans-
ported structure changes, if at all, slowly in the co-moving frame and can be
described well by the leading (few) modes. In contrast, structures moving rel-
ative to the frame are distributed over many modes and conversely have little
weight in the first modes. Thus, the reduction in the co-moving frame is likely
to be dominated by the desired structure. The interference by the other veloc-
ity component causes a pollution, for which an iterative cleaning procedure was
developed, where again, the shifted&reduced method is used on the residuum
to identify possible corrections, see [31] for details.
This can be compared with the J2 or J¯2 optimization. Initially distributing
q equally over the frames is followed by calculating the leading singular values.
The residuum Rk, (21), is the essential part of the gradient. Instead of doing a
shift&reduce of the residuum, which was observed to become less effective with
each step as the co-moving structures become less and less pronounced in the
residuum, it here acts as a gradient. Due to the constraint (3), the residuum
is redistributed over all frames (13). In a simple descent method, the gradient
is added to the already identified low rank structure in order to increase the
leading singular values. The last point is evident from the step estimator which
builds on the overlap of the gradient with the identified structure by setting
δA ∼ δJ2/δqk in (16). Calculating the overlap with the dominant structures
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helps to identify parts which are beneficial in this frame, which explains its quick
convergence for simple cases. Further, enforcing the constraint in the gradient
avoids double accounting of structures, which are well represented in all frames,
e.g. points in space time, which was a core problem in the report [31].
The residuum was the target of the optimization in the second method [39].
The objective function J¯2 (10) can be used to bound residuum
3
R = q − q˜ =
N∑
k=1
T∆
k[
qk − q˜k] , (23)
where (3) is used and the abreviation q˜k =
∑rk
l=1 u
k
l s
k
l (v
k
l )
T for the low rank
approximation in each frame. It follows for the Frobenius norm
‖R‖F =
∥∥∥∥∥
N∑
k=1
T∆
k[
qk − q˜k]∥∥∥∥∥
F
≤
N∑
k=1
∥∥∥T∆k[qk − q˜k]∥∥∥
F
=
N∑
k=1
∥∥qk − q˜k∥∥
F
=
N∑
k=1
(
n2k −
rk∑
l=1
(skl )
2
)
= J¯2 (24)
The linearity of the shift operator was exploited and the conservation of the
Frobenius norm, which is valid for the (non-constant) shear transformations in
space-time used here. Rotations in space-time would also be admissible. By
this, we have basically the same optimization target as in the formulation of
[39], without directly enforcing a dyadic structure by using the entries of the
dyadic pairs as optimization parameters as it is done there. In contrast J2
cannot be used to bound the residuum, as the principally arbitrary norm of
each frame rescales the residuum of terms in (5). If the norms are bound, as
found in practice, a similar estimate can be derived.
Since we do not have uniqueness of the solution for any of the methods we
cannot guarantee that the final solutions are identical. However, if the data
can exactly be decomposed into low rank parts rk ≥ rank(qk), the objective
functions J2 or J¯2 attain the minimal possible value zero. At the same time
the residuum (4) is zero. This is a fixed point of the shift&reduce algorithm
and the goal of the residuum minimization so that such a decomposition is a
solution for all these methods. It is, however, not clear if the shift&reduce
algorithm is always able to reach this fixed point, as the convergence properties
remained obscure in [31], despite its ability to find known decompositions in the
considered cases.
The comparison with J1 is more involved as it removes some non-uniqueness
as discussed in the next section and, further, the rank minimization property
is heuristic so that not always the minimal rank might be obtained, as seen in
section 5.
3I am indebted to Philipp Schulze for pointing this out.
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Figure 5: Left: The density field in space and time of the pulse detonation
combustor shows a rich combination of transport phenomena. Close to x = 0
a flame is ignited, which propagates and pushes like a piston creating a leading
shock wave. Close to x = 0.2 the flame changes to a detonation wave marked
with DDT. This event is accompanied by a high pressure peak creating a back-
wards traveling retonation wave which is reflected multiple times. The peak at
the DDT event is larger than the other processes by a factor of 10 . Right:
The fraction of the reactant showing a burned (Y = 1, gray) and unburned
part(Y = 0, white). The flame front can be determined by Y = 0.5. The shock
wave, found by a pressure threshold, merges the flame front after the DDT. The
retonation wave location and its reflection are determined by inspection.
8 Application Example
In this section, we apply the developed method to the numerical description
of a pulse combustion chamber derived by data assimilation. The experiment
and assimilation is presented in detail in [14]. The situation is characterized by
multiple transports with sharp fronts, including transitional behavior hindering
a composition into steady state solutions of the individual phenomena. This
data was not tailored for the discussed method, but is a real world example
from engineering research. This application area is the original motivation of
this method development, since the multiple sharp transports impede the use of
classical mode based decompositions. The same configuration was investigated
in [39] by the earlier mentioned residuum-based decomposition technique.
The original data is shown in figure 5. It shows a traveling flame (deflagra-
tion) which has, due to the thermal expansion, a piston-like effect and thereby
creates a shock wave with increasing strength. At a certain point, a detona-
tion wave is created from this flame, which is called a deflagration to detona-
tion transition (DDT). First, this detonation has an increased detonation speed
(overdriven detonation), which is then continuously reduced to a steady state
detonation (CJ velocity). A high pressure peak accompanies the DDT, also
creating a backwards traveling shock called the retonation wave. This retona-
tion wave is reflected at the left wall boundary. A varying cross-section of the
combustion chamber, not depicted here, creates internal reflections at x ≈ 0.2.
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shifted POD approximation error
POD error detail
Figure 6: Top left: The approximation of the density by the shifted POD with
seven modes shows a good agreement with the original data. Top right: The
difference with the original data, (color-scale restricted) shows differences for
the DDT event, the flanks of the described waves and some missing small, extra
reflections. An additional wave is created parallel to the retonation reflection.
Bottom left: Details of the difference close to the DDT event show the highest
derivation. Bottom right: The POD with seven modes performs poorly.
The complexity challenges any data based decomposition approach. The
data contains four variables: the density ρ, the momentum density ρu (density
weighted velocity), the pressure p and the fraction of the reactant Y , varying
from 1 (unburned) to 0 (burned), see fig. 5, right. Each field is rescaled so that
the maximum value is one, avoiding a units-dependent bias. All fields but Y
reached the maximum at the DDT location, where this peak excels all other
structures by a factor of 10. The resolution is 1024 points in space and 500
points in time.
The velocity of the transported quantities is easily detected with the help
of sharp structures. This is done by peak search or threshold value search,
whatever was found to give results matching visual inspection. Recently, an
automatic velocity termination for the shifted POD was reported [24]. Here,
four velocity components are considered most important, shown in fig. 5, right:
(1) The flame or reaction front, as given by threshold of Y = 0.5. (2) The shock
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Figure 7: The decomposition into the different frames, transformed to labora-
tory frame, density shown. While the flame (top left), the leading shock (top
right) and the retonation wave (bottom left) show the expected structure, the
reflected retonation wave contributes strongly to the DDT peak (bottom right).
The color scale has to be restricted to make the refelcted wave visible. This is
due to a approximative coincidence in the velocity of the reflected wave and the
DDT event.
wave created by this rapid expanding burning gas, combining after the DDT
with the flame to a detonation wave. The DDT event is associated with a very
strong and narrow pressure peak creating a backward traveling shock wave called
the retonation wave (3). Its reflection (4) is also included in the decomposition
approach. Secondary reflections of it close to x = 0.2 and t ≈ 0.45ms are created
by the carrying cross section of the combustion chamber (not depicted) and are
not explicitly treated.
The decomposition based on J2 is done with four modes for the flame, and
one for each of the other frames, in total 7 modes. To improve and accelerate
the decomposition, at first only the flame-frame with one mode is permitted,
so that the jump in Y is directly attributed to this frame. This approximation
is used to start a decomposition with three modes for the flame and one in all
others, which again serves as a base with the finale number of modes. The
BFGS method, in the implementation [21], is allowed to optimize for 50 steps
using 25 modes to approximate the Hessian.
20
The final approximation is shown in fig. 6, top left. The main features
are well represented with a relative error in Frobenius norm of 0.44%. The
difference to the original data is shown in fig. 6, top right. Here, the color range
is restricted to reveal fine structures. The largest errors are close to the DDT
location, presented in the zoom in fig. 6, bottom right, which shows that the
approximation fails to fully represent the maximal values there. It can be seen
that the above mentioned reflections of the reflected retonation wave close to
x = 0.2 are missing. Further an additional fine structure emerges from the DDT
location parallel to the reflected retonation wave.
While not perfect, the qualitative and quantitative improvement is shown by
a comparison with the POD, also with seven modes, see fig. 6 left bottom. The
POD description has a much higher L2 error of 10.24% and, what is considered
to be more important, hardly shows any features of the flow dynamics.
It is informative to investigate the individual co-moving frames, transformed
into the lab frame for better inspection. The flame frame has its main features
along the flame, as expected, see fig. 7, top left. Some structures parallel to it
in the top part, are visible, and a horizontal line of higher values at the time
of the DDT event. The shock frame, top right, looks similar, but with reduced
values at times close to the DDT event. The retonation wave depicts mainly
the desired retonation wave, bottom left. The reflected retonation wave does
not only show the desired wave, but it has an even much stronger contribution
at the DDT location. By coincidence, the velocity of this wave is very similar
to the DDT event so that from a pure decomposition perspective it is profitable
to use the same frame to describe it. Here, due to a very similar velocity, the
velocity criterion is not sufficient for a separation of physically different features.
In a practical application one could add constrains, as zero weight before the
reflection event, but we refrain here from doing so. The different horizontal
lines visible close to the DDT event cancel, so that the original data is well
represented. It is difficult to determine whether this is optimal for the given
data and modes, or if this is due to a not fully converged solution. However, this
very high and narrow DDT peak was found to be challenging. It is so narrow
that the data on this resolution is non-smooth, so that the interpolation-based
shift operation (here linear between the next points) has severe limitations in
this region. The same holds true for the sharp gradients at the shocks. This
technical difficulties currently hinder a further improvement, but in light of the
improvements over the POD, the result is satisfactory for this complex example.
9 Conclusion
A new way to derive low rank approximation for transport phenomena was pre-
sented. It is designed for configurations where multiple transports with different,
possibly non-constant transport speeds, are relevant. It builds on decomposing
the original data into several frames, where for each the transport is compen-
sated by a mapping compensating the transport. Each of these partial data
can thereby be low rank, even if no low rank description for the original data is
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possible.
The method builds on the same decomposition concept as previous works,
the the shift&reduce shifted POD [31] and residuum based shifted POD [39].
It is, in contrast, formulated in terms of a singular values based objective func-
tions, yielding a transparent mathematical interpretation. It contains a generic
boundary treatment which produces an extrapolation of the values of the avail-
able domain outside the boundaries. Different possible objective functions are
proposed and discussed. Namely, the functionals J2 (5) and J¯2 (10) built on
comparing a truncated 2-norm of the singular values with the Frombnius norm.
They differ in the weighting of the contribution per frame by the Frobenius
norm associated with this frame. In contrast, J1 (6) builds on the sum of the
singular values, the Schatten-1-norm. J1 can be recast in a single Schatten-1-
norm (7), which connects the problem to existing literature. The estimation of
J1 by a small number of singular values (9) yields a functional closely connected
to J¯2, so that minimizing J¯2 for a small number of singular values in tendency
improves J1 alike. Moreover J¯2 confines the residuum of a low rank description
(24) and thereby connects the formulation introduced here to the two existing
methods for the shifted POD.
Numerical tests underpin an efficient numerical performance for generic and
applied cases. Here, J2 or J¯2 was found to converge in examples much faster
than J1. This is however a preliminary finding as the special properties of J1 as
a Schatten-1-norm optimization were not exploited, i.e., no dedicated methods
were utilized.
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A Formal calculation of the gradient
To incorporate the constraint (3), an auxiliary fields q¯k(x, t) without this con-
straint can be defined. A projection
qk = q¯k +
1
N
T−∆
k
[
q −
N∑
k′=1
T∆k′ q¯k
′
]
(25)
is introduced to handle the constraint. In the numerical implementation, the
fields q¯k are used to allow an unconstrained optimization, and calculates qk at
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the end. Since qk is a subset of q¯k this does not reduce the set of solutions.
Linearizing this produces
δqk = δq¯k − 1
N
T−∆
k
N∑
k′=1
T∆k′ δq¯k
′
=
N∑
k′=1
(
δk,k′ − 1
N
T−∆
k
T∆k′
)
︸ ︷︷ ︸
=Ak′k
δq¯k
′
. (26)
It yields the linear connection between δq¯k
′
i′ =
∑
k,mA
k′,k
m′,mδq
k
m, where the
space-time index m = (i, n) was introduced. This can simply be used with (12)
to provide
δJ2
δq¯km
=
∑
k′,m′
δJ˜r
δqk
′
m′
∂qk
′
m′
∂q¯km
=
∑
k′,m′
(AT )k,k
′
m,m′
δJ2
δqk
′
m′
(27)
or (δJ2/δq¯) = A
T (δJ2/δq¯). To calculate the transpose A
T we assume that the
transformation is an orthogonal matrix (and that T−∆
k
is the inverse of T∆
k
)
so that.
(AT )k
′,k = [δk,k′ − 1
N
(T∆k)T (T−∆k′ )T ]
= [δk,k′ − 1
N
(T−∆k)T (T∆k′ )T ] (28)
This is true for the time dependent shift considered here. Such a shift operator
is a block diagonal matrix with simple shift matrices as blocks. Each of these
simple shifts is an orthogonal matrix, which might be approximate if interpola-
tion between grid points is used. But also rotations in space time, as used in
[40], fulfill this property.
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