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Abstract
This paper presents the design, control, and applications of a multi-segment soft robotic arm. In order to design a
soft arm with large load capacity, several design principles are proposed by analyzing two kinds of buckling issues,
under which we present a novel structure named Honeycomb Pneumatic Networks (HPN). Parameter optimization
method, based on finite element method (FEM), is proposed to optimize HPN Arm design parameters. Through a quick
fabrication process, several prototypes with different performance are made, one of which can achieve the transverse
load capacity of 3 kg under 3 bar pressure. Next, considering different internal and external conditions, we develop
three controllers according to different model precision. Specifically, based on accurate model, an open-loop controller
is realized by combining piece-wise constant curvature (PCC) modeling method and machine learning method. Based
on inaccurate model, a feedback controller, using estimated Jacobian, is realized in 3D space. A model-free controller,
using reinforcement learning to learn a control policy rather than a model, is realized in 2D plane, with minimal training
data. Then, these three control methods are compared on a same experiment platform to explore the applicability
of different methods under different conditions. Lastly, we figure out that soft arm can greatly simplify the perception,
planning, and control of interaction tasks through its compliance, which is its main advantage over the rigid arm. Through
plentiful experiments in three interaction application scenarios, human-robot interaction, free space interaction task, and
confined space interaction task, we demonstrate the potential application prospect of the soft arm.
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neural and fuzzy control
1 Introduction
The history of robotics is built based on the assumption
that robot structures are kinematic chains of rigid links
through joints. Robot control theories and techniques have
also been built perfectly on that and reached a high level
of reliability, accuracy, and efficiency (Siciliano and Khatib
2016), which leads to widely applications in automation
whose environment is structured. However, it is hard for
rigid robots to adapt to unstructured environments, especially
those with uncertainties and human-robot interactions (Rus
and Tolley 2015). The emerging of soft robots brings new
opportunities for robotics. Infinite passive DoFs features of
soft robot enable it to be passively deformed when it interacts
with environments under simple actuation, which ensures
the safety of robot’s interaction with the environment in
unstructured environment and generates diverse behaviors
to simplify task execution. However, infinite actuators are
difficult to realize, so the infinite DoFs of soft robot can
only be achieved passively through the contact with the
outside environment. Therefore, it is reasonable that the task
with strong interaction will be an important application of
the soft robot, which can give full play to the potential
of the soft robot. In this paper, we mainly explore the
application prospect of soft arm in interaction tasks and
basic requirements for the design and control of soft arm
are put forward. To be specific, on the one hand, soft arm
is required to be able to move flexibly while sufficient force
output ability is guaranteed; on the other hand, it requires
the soft arm to be able to achieve stable control in the three-
dimensional space under the external forces. However, there
is no mature design and control method that can meet these
requirements. In addition, the specific advantages of soft
arm in interaction tasks and how to use them reasonably
have not been explored. To fill these gaps, we focus on the
design, control, and applications of a soft arm and try to
give our perspective and methods to several key questions.
How to design powerful soft arms with big strength as well
as flexibility? Can soft arms be modeled and controlled like
rigid robotic arms if there are external influences? What are
the advantages of soft arms in practical applications?
1.1 Design: Can soft arms be of strength?
Most designs of soft robots are inspired by natural
creatures and tissues, like octopus, elephant trunks, tongues,
and worms, etc (Rus and Tolley 2015). Soft creatures often
live in soil or water, using surrounding medium to support
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their own body weight without a skeleton (Kim et al. 2013).
Soft arms suffer from the similar problem, lacking load
capacity, and some of them even cannot support themselves
from gravity, which limits their applicability. However,
elephant trunks are both flexible and powerful. In this paper,
our aim is to build useful soft arms like trunks.
However, the elephant trunk, as an organ composed of
pure muscles, is not only flexible, but also has a large
strength (Boas 1908). It is indicated that a soft arm composed
of a entirely soft material is capable of achieving a large
flexibility as well as force output capability.
The use of soft materials allows the soft arms to exhibit
infinite passive degree of freedom. The freedom of the rigid
robot is mainly depend on the number of joints, and the
motors provides driving for each joints. Under the rigid
body assumption, the rigid robot design is mainly focus
on the design of joint arrangement and load check. The
infinite passive degree of freedom of the soft arm is mainly
underactuated, then the design of the soft arm, different
from the rigid one, should focus on how to design the arm
structure and actuator layouts, so that the soft arm exhibits
large flexibility and strength.
The upper limit of the theoretical force output capability
of a soft arm is determined by the level of driving force,
but the actual load capacity is also related to many factors.
Since most of the soft arm using low Young’s modulus
as the main material, the soft arm is prone to instability
when subjected to force. After the critical load of buckling
is reached, some components/the whole structure is still
in static equilibrium, which is however unstable(Sun et al.
2017). And the components/the whole structure will generate
large bending or torsional deformation which is undesired as
long as an infinitesimal disturbance is applied. In practice,
there is no perfect structure, and there are always more or
less disturbances, so the manipulator is prone to instable
when the load reaches critical load. This instability makes
the actual maximum load of the soft arm much lower than
the theoretical maximum load. It also poses a challenge for
the control of soft arms. By designing to solve the stability
problem, the force output capability of the soft arm can be
improved.
Elephant trunks are composed of three types of muscles,
longitudinal, radial and oblique muscle (Boas 1908; Wilson
et al. 1991). Bending and elongation can be achieved by
muscular hydrostats mechanisms of longitudinal and radial
muscles, and torsion is achieved by oblique muscles. In
addition, only senior creatures have helical array oblique
muscles, while low-level arthropods have crossed-fiber
helical array connective tissue, which cannot provide
torsion, but their are able to resist twist when internal
cavities pressured (Kier 2012). Inspired by these natural
mechanisms, we regard force output ability of longitudinal,
radial and torsional as the key to design a stable and powerful
soft arm. We will analyze the instability of the soft arm in the
main part to prove this conjecture. Based on this hypothesis,
design of existing soft manipulators is analyzed as followed:
Martinez et al. (2013) propose a 3D tentacle-based soft
material chambers inflated by pressurized fluids. Marchese
and Rus (2016) build a completely soft arm in a similar
way, which provides radial elongation by actuation, and
contraction by elasticity of non-chamber middle parts, for
bending. Whereas this kind of design lacks radial and
torsional forces, and its radial force generated by only
elasticity of silicone rubbers is small, which restricts the
mechanical efficiency respect to the desired movement
associated with the bending and elongation capabilities. In
addition, this design largely rely on material expansion, is
highly demanding on the fabrication process. The arm will
excessively expand to the thinner parts of chambers when
it has uneven wall thickness. In (Marchese et al. 2016),
we can see the soft arm has unpredictable multiple bulbs
at one segment. This design has almost no torsion output,
which not only reduces the force output of the arm but also
restricts the working space to a sagittal plane (or the arm will
generate unpredictable torsion). For soft continuum robots,
as the actuations/constraints for elongation and contraction
are mostly independent, the problem of radial deformation
is more evident. Parallel continuum robots developed by
Orekhov et al. (2017) exhibits that in the case of a rod that
provides axial driving force, a large nonlinear deformation
occurs without intermediate radial constraint, so that the
overall bending of the arm is small and the working space
is limited.
Muscles can only provide contraction forces in nature
organism, so creatures need hydrostats for elongation.
Cianchetti et al. (2011) focus on the morphology of octopus
arm and effects of longitudinal and radial muscles in
muscular hydrostats, and uses cables to provide longitudinal
and radial actuations to reproduce similar behaviors.
Cianchetti et al. (2012) use shape memory alloys(SMA)
to contract the arm in the radial direction, with cable
actuation in the longitudinal direction, to simulate muscular
hydrostats and implement elongation and bending. When we
design soft robots, we not only have contraction-muscle like
actuations (such as cable driven, SMA), but also extension-
type actuations (such as pneumatic muscles and push rods),
so we can achieve elongation without muscle hydrostatic
mechanism. Thus radial force output can be provided by
proper constraints, which is often much easier. Orekhov et al.
(2017) use radial constraints to reduce nonlinear deflections
and increase workspace and force output. Li and Rahn
(2002) propose a cable driven continuum arm, which uses
plates as radial constraints. Extensible pneumatic muscles
require mesh and plastic coupler (Grissom et al. 2006)
or constraint frames (Godage et al. 2016) when used for
soft arms. Otherwise, single extension pneumatic muscle is
vulnerable to buckling without constraints, which reduces
the load capacity of soft arms (Trivedi et al. 2008c).
Besides soft arms, soft actuators also follow the same
rules. Suzumori et al. (2007); Deimel and Brock (2016);
Polygerinos et al. (2015b) try to use cables wrapped around
to constrict radial expansion, which increase mechanical
efficiency. But this method needs multistep molding process,
and symmetric cable wrapping to avoid torsion during
inflation or breaks due to partially excessive deformation.
Ilievski et al. (2011) propose the design of embedded
pneumatic networks(PN), whose radial constraint is provided
by the structure and can be easily fabricated as a entirely soft
robot. Mosadegh et al. (2014) demonstrate the design of fast
pneumatic networks(fPN) to create faster, linear response
of Pneumatic Network actuator by adding radial constraints
from structures.
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It, in some extent, increases the force output of the soft
actuator when radial force output is improved, but unstable
phenomenon still occurs when the force is large (Sun et al.
2017), which affects the overall performance. In this case,
the bottleneck of arm’s performance is torsion, rather than
radial force output. We will present detailed analysis in the
design section.
It is common that natural creatures and organisms have
mechanisms for torsions, like oblique muscles generating
torsions in elephant trunks and octopus arms, and anti-twist
crossed-fiber helical array connective tissues in Nematodes
(Kier 2012). But torsions are often neglected in soft robot
designs. Wang et al. (2018) focus on the strengthen effect
of oblique muscles to soft manipulators by providing
shear forces, but it neglects torsion. Doi et al. (2016)
emulate the octopus arm structure, fabricates a flexible arm
with actuation forces in longitudinal, radial and oblique
directions. It proposes that oblique muscles are able to
change the arm stiffness while providing active torsion,
and the stiffness can be regarded as force output to some
extent. However, it does not analyze the necessity of oblique
muscles in soft arms. Pneumatic muscles’ meshed fibre
sleeve is similar to crossed-fiber helical array connective
tissue, which is able to resist twist with internal pressure.
But extra mechanisms are required for providing torsion
constraints when multiple pneumatic muscles are used to
build an arm, like Octarm. Similar to meshed fibre sleeve in
pneumatic muscles, soft fingers developed in (Polygerinos
et al. 2015a) demonstrates the double helix entanglement
of cables provides twist resistance while providing radial
restraint.
Bionic Handling Assistant (Grzesiak et al. 2011) using
relative stiffer material, nylon. The stiff material provides
enough constraints to twist and make it able to move
freely under gravity, but it also restricts the flexibility of
the manipulator and increases power consumption. Festo
BionicMotionRobot (Festo 2014) uses 3D textile knitted
fabric to constrain each bellow’s radial expansion, a rib to
provide longitudinal constraints, and cardan joints for torsion
constraints, leading to 3kg payload with 3kg self weight. A
similar design of trunk robot by Hannan and Walker (2001)
use cardan joints for torsion constraints and cables to actuate.
These manipulators with cardan joints belong to the range of
hyper-redundant robots.
Another mechanism improving force output is to change
stiffness by jamming (Jiang et al. 2012; Cianchetti et al.
2013; Cheng et al. 2012). The variable-stiffness designs
require other actuations, such as cable-driven, for motions,
but there is no force output during the stiffness variation
(Wang et al. 2018).
In summary, there are lots of works and effective methods
on longitudinal and radial force output of soft actuators, but
research emphasis on torsion force output is lacked. And
there is no work to analyze the design of the soft arm from
the perspective of instability.
In this work, we derive the principle of soft arm design by
analyzing the instability of the soft arm. Then we propose
Honeycomb Pneumatic Networks (HPN) structure based on
design principles and fast, reliable fabrication method of
HPN is proposed. We further propose a design optimization
method based on finite element method (FEM) simulation.
The design is valuated via several experiments. The HPN
Arm exhibits a payload around 3 kg under 3 bar pressure
at the length of 60cm.
1.2 Control: Can soft arms be modeled?
In order to utilize the soft arm, effective and reliable
controller is required, and this issue has been an on-going
challenge in the field due to the infinite degree of freedom
and nonlinear deformation of the soft arm.
Traditional rigid robot arms use joint-link model to build
accurate kinematics and dynamics model, and implement
fast, accurate, reliable and energy-efficient control based on
the models. In order to model and control a soft arm exactly
like a rigid robot, researchers have proposed many methods.
Classified by the modeling method, there are two main
approaches: getting model by mechanical and geometrical
analysis, or getting model by learning from data. In this
paper, we refer modeling as a process of getting the mapping
from task space to configuration space (or joint space,
actuation space), no matter it uses analysis or learning.
Regarding analysis model-based methods, they mathemat-
ically formulate the system’s behavior using kinematics and
dynamics equations(Mahl et al. 2014). Trivedi et al. (2008b)
use Cosserat rod theory to build accurate forward kinematics.
Godage et al. (2011b) present a 3D kinematic model for
multi-segment continuum arms using a novel shape function-
based approach(Godage et al. 2011a), which conforms geo-
metrically constrained structure of the arm. Hannan and
Walker (2003) parameterize the configuration space of a 3D
continuum shape as three parameters using constant curva-
ture (CC) assumption, which simplifies an infinite dimension
structure to 3D. Escande et al. (2012) develop the forward
kinematic model for compact bionic handling assistant also
based on the constant curvature assumption. Marchese et al.
(2014a) proposed a closed-loop curvature controller under
PCC assumption and extended the method to a 3D manip-
ulator working in sagittal plane (Marchese and Rus 2016).
Wang et al. (2013); Mahl et al. (2014, 2013) improve the
model by modeling a single segment using multiple arc
pieces, to create a higher dimensional representation. These
methods based on the analysis model are more interpretable
and reliable, but with complex deformation and nonlinear
driving response, the model of soft robot is difficult to build
and its precision is low.
Learning-based methods are widely applied in control of
soft manipulators owing to their universal approximation
property. Giorelli et al. (2013, 2015) develop a feed-
forward neural network to solve the inverse kinematics for
a cable-driven manipulator. Rolf and Steil (2014) introduce
a goal babbling approach to learn inverse kinematics of
BHA. Melingui et al. (2014) propose a method learning
direct mapping from task space to joint space (voltage
of potentiometer), which uses a neural network to learn
the forward kinematics model beforehand, and use distal
supervised network to invert the obtained network. Melingui
et al. (2015) add adaptive controllers to handle the nonlinear
mapping between joint space (voltages) and actuation space
(pressure in chambers). This mapping problem is common
in pneumatic actuation system. Generally, learning-based
methods can figure out relatively accurate models for
complex structures. However, for the manipulators with
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many DoFs and complicated structures, a large amount of
training data and a long training process is essential.
In this paper, different from most others, we want to build
model and control from actuation space. In this process,
nonlinearity in actuation (viscoelasticity, etc.) is difficult
to model in analytical methods, while the amount of data
required by training will be too large. In fact, a better
control scheme is to combine the two previous approaches
in order to take the best of them. From task space to
configuration space, taking advantage of high interpretability
of analytical methods, we use a model-based method to set
appropriate cost function and use gradient descent algorithm
to figure out optimal solutions. From configuration space
to actuation space, analytical methods are extremely hard
to implement due to complex deformation and nonlinear
actuation response. A common technic is to add sensors in
configuration space and use PID controllers, but sensors for
soft manipulators are not mature and hard to install. Here we
want a direct mapping from actuation space and task space,
we model each segment individually, where a neural network
learns the relationship after training with a proper amount of
data. Moreover, control precision and stability are improved
by taking viscoelasticity into consideration. Compared with
existing neural-network based control approaches (Giorelli
et al. 2013, 2015), this feature makes our approach
unique. Regarding viscoelastic behavior, it is a hysteresis
effect of actuators and memory phenomenon of the whole
structure, impairing the drive space control precision of most
manipulators made of soft materials. All the above methods
are based on constant curvature (CC) assumption under
ideal conditions without external forces or disturbances:
(1) the manipulator is uniform in shape and symmetric in
actuation design, (2) external loading effects are negligible,
and (3) torsional effects are minimal. Other methods are
also modeled based on deterministic behavior. Actually,
modeling of soft robots, without external forces or certain
forces, is a mapping from actuation to task space states,
which can be represented as a function. Under this condition,
accurate modeling is possible. For instance, neural networks
can approximate any function fed by enough data.
Nevertheless, uncertain external forces or disturbances
are very hard to be avoided in practical scenes. Due to
their passive compliance, a small force can change the
shape of soft robots. For instance, the shapes of a soft
manipulator holding objects with different weights, under the
same actuation, are usually completely different. Sometimes
even self-gravity alone can also change the shape, like
the shape of the root segment is affected by the gravity
torque of end segments. If the manipulator only has finite
DoFs, controller can be implemented with corresponding
sensors to the degrees of freedom (like encoders), even
with passive compliance. But soft robots have infinite DoFs
in theory, which makes it unrealistic to install enough
sensors. Another point is that the soft manipulator needs
to have infinite number of actuators to be able to reach
any theoretically possible configuration, which is actually
impossible. So the deformation by external forces cannot
always be compensated and avoided. When the disturbance
is uncertain, the deformation will be unpredictable. In this
case, soft robots could not be accurately modeled as rigid
body connected by joints like traditional rigid robots.
In the case of imprecise modeling, precise control can be
achieved through the closed-loop feedback of the task space.
Different proper methods can be used under disturbances and
uncertainties of different amplitudes. When uncertainty is
small and model is relatively accurate, open-loop control is
reliable with some extent of feedback. Based on the model
from learning, Rolf and Steil (2014) give a simple correction
feedback controller in task space to handle the residual
error. In this work, we use a similar method to change a
two-level model-based controller to a closed-loop controller,
which facilitate comparison with the methods presented
below. When uncertainty is large, model error is large too.
If the former feedback control method is also adopted, the
jitter of the control will affect the arrival efficiency, and
even the convergence may not occur. At this time, we can
realize the control by the way similar to differential inverse
kinematics,which is achieved by small step iteration and has
low dependence on the model. As long as the movement
direction guided by the model is close to the target point,
the convergence can be guaranteed and the step size can
be conveniently adjusted according to the accuracy of the
model. Thuruthel et al. (2016) used a neural network to
learn the Jacobian mapping for each next step and validated
the model in simulation; George Thuruthel et al. (2017)
validated the method using a feedback controller of a 6 DoFs
tendon-driven manipulator with the existence of external
forces. However, in such a learning-based method, if external
disturbance makes the arm reach a posture that has not been
reached in the learning process, the performance is difficult
to be guaranteed, and there may be stability problems. Qi
et al. (2016) constructed a fuzzy-model-based controller
using estimation of Jacobian from prior knowledge based
interpolations, but the estimated Jacobian matrix will not
change even disturbance make the model deviates from the
actual shape, which affects its performance.
Since the disturbance makes the model inaccurate, it is
not necessary to elaborate an accurate model. We propose
a feedback control method based on estimated Jacobian
model. Compared to (Qi et al. 2016) which directly estimates
the Jacobian of the whole manipulator, we only estimate
Jacobians of individual segments, and calculate the overall
result based on end effector pose geometric estimation. The
advantage is that Jacobian of a single segment has a stable
positive-negative sign (moving closer or farther to the goal
in one step), and disturbance will only change its magnitude
but not sign. Geometrical information is easy to obtain and
independent to external disturbances. And if the geometrical
information is ensured to be correct, the direction indicated
by the calculated Jacobian matrix of the whole arm should
also be correct. This calculated Jacobian matrix should
be close to the real Jacobian matrix and is reliable under
disturbances.
When the disturbance is too large to make sure moving
direction is controllable, it’s a good choice to abandon
accurate model and use control method with real-time
updating and learning ability to handle large disturbances
at the cost of execution speed. All the aforementioned
methods can turn to an updating adaptive controller by
learning again when the model error to reality is large.
But when disturbance occurs frequently, it is hard to gather
enough data to adapt to different configurations and the
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control performance is low. While the control method
using strategies is easy to update and is more adaptable
to large disturbances. Yip and Camarillo (2014) estimate
Jacobian constantly to implement 2D position control, which
updates the Jacobian matrix by measuring position-actuation
changing ratios, without a specific model. But this method
lacks verification in higher dimensions. In this work, we will
discuss about building controller using Q-Learning, which
only requires a little amount of data due to data reusing, to
get a Q matrix, which can grow better in real-time learning
and become usable in control. As it requires very little data,
it is adaptive to large disturbances.
In summary, we propose and implement three controllers.
Modeling control based on PCC assumption, estimated
Jacobian feedback control and policy control based on
Q-Learning. We will compare the three methods on the
same experiment platform, show their characteristics under
different disturbances, and give proper controllers for
different application scenarios.
1.3 Application: What are soft arms good at?
Rigid robot technical paradigm is developed largely based
on accurate sensing, modeling, planning, and executing
which is computationally expensive and cannot guarantee
the safety of robot-environment interactions especially in
unstructured environments (Siciliano and Khatib 2016).
The emerging of soft robots brings new potential to
robot applications (Rus and Tolley 2015). A variety of
potential applications of soft robots have been developed,
involving locomotion, grasping, manipulation, and medical
applications.
Shepherd et al. (2011) use pneumatic networks to build
crawling robots, which demonstrates that soft robots do
not need complex design or control to generate mobility.
Besides, effective motions can be achieved by emulating
natural creatures (Marchese et al. 2014b; Mazzolai et al.
2012). Inspired by plant growth, Hawkes et al. (2017) design
a soft robot which navigates its environment through growth.
These different motions are potential to be used for different
applications.
As for soft grippers, their compliance adapts more readily
to various objects, simplifying grasping tasks. Relevant
works have demonstrated their potential in different areas.
(Suzumori et al. 1991; Ilievski et al. 2011; Deimel and Brock
2016; Brown et al. 2010). Soft grippers, as the main products
of some companies(for example Soft Robotics), have been
put into practical use in some fields, such as food sorting..
Compared with soft grippers, applications of soft
manipulators are limited. The main reason is that basic
design, fabrication and control methods are not complete and
reliable, high load capacity hardware and stable controllers
are lacking. Another point is that there has not been a
unified understanding of the advantages of soft manipulators
over rigid counterpart. We believe that the soft arm differs
from the rigid arm in two fundamental characteristics:
passive compliance and infinite freedom. Based on these
two characteristics, features such as safety, flexibility, and
adaptability are exhibited.
Exploiting its safety, Nguyen et al. (2018) use a three-
segment pneumatic arm to finish mobile manipulation
for daily living tasks, and demonstrate properties of soft
manipulators in multitasking pick and place scenarios.
Soft manipulators also have medical applications, for their
flexibility and safe interaction with humans. Park et al.
(2014); Polygerinos et al. (2013); Hauser et al. (2017) use
soft robots as affiliated moving devices and Webster et al.
(2006); Deng et al. (2013); Cianchetti et al. (2013) develop
soft surgical robots.
The main characteristic of soft manipulators is passive
compliance, compared with rigid manipulators, and their
main advantage over multiple flexible link robots and rigid
robots with active compliance are infinite DoFs. However,
the number of actuators for soft manipulators is limited, and
the potential of passive compliance and infinite degrees of
freedom can only be exploit when interact with environment.
Soft manipulators demonstrate embodied intelligence and
morphological computation in robot-environment interaction
scenarios (Paul 2006; Hauser et al. 2011; Cianchetti et al.
2012), which tend to simplify interaction tasks. We believe
applications of soft robots should lie on active interaction
with environments, where passive compliance and infinite
DoFs have great effects.
Giri and Walker (2011) implement whole arm under-
actuated manipulation based on Octarm. Marchese and
Rus (2016) demonstrate soft manipulator navigate through
confined space. These tasks take advantage of soft
manipulator‘s interaction features, but the whole arm
manipulation and the navigation through confined space are
only a small part of the task involved in the interaction,
there are large number of tasks in daily life require robot-
environment interaction.
In this paper, we explain and demonstrate the feature
of soft manipulators when interacting with environments.
Specifically, we explain the simplifying effect of soft
manipulators when they interact with environments. Taking
advantage of compliance of soft manipulators, their
behaviors can be modified by interaction, which guides us
to use the soft arm with the concept of inaccuracy. In order
to demonstrate the simplifying effect and task execution
ability of soft manipulators in unstructured environments,
we do experiments in free space interaction tasks, confined
space interaction tasks, and human-robot interaction tasks.
Moreover, in free space interaction tasks, we select the
tasks with different number of end effector DoFs (open
drawer, shift gear, clean glass, and turn handwheel etc.),
which demonstrates the soft manipulators’ ability to finish
tasks without relying on accurate sensing, modeling or
planning. Finally, we show the compliance completeness of
soft manipulators and their ability to perform interaction
tasks in confined spaces.
2 HPN Manipulator Design
2.1 Design principle
In this section, in order to design soft arm with large
load capacity and decent flexibility, first, we propose
the evaluation metrics. Then, the deformation and force
characteristic of soft arms is analyzed. Finally, several design
principles are proposed, which could help to design soft arms
and could be used to evaluate the design of a soft arm.
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2.1.1 Evaluation metrics. There are kinds of soft manipu-
lators that achieve appreciable performance in their specialty
respectively, nevertheless, there is not a universal evaluation
criterion assessing and comparing their performance. In this
paper, aiming at reaching a high level of load capacity with
little loss in flexibility, we set these two characteristics as the
main metrics.
1. As for load capacity, we define it as the maximum load
moment of a soft manipulator when it is able to remain
stable and its loaded end is on the same height with its
fixed end. lift the tip to the horizontal (similar as the
load capacity defined by Trivedi et al. (2008a)).
2. As for flexibility, we define it as a manipulator’s
reachable space, which consists of all the points that
the tip of the manipulator can reach with another end
fixed. To realize comparison between manipulators
with different shapes and scales, we calculate the ratio
of that space to the dimensionality’s power of its
original length, as a relative flexibility.
2.1.2 Equivalent parameters of actuation in beam model.
As shown in Figure 1(a), an infinitesimal cross section
perpendicular to the longitude direction of the soft arm is
considered as a homogeneous beam, and its force situation is
analyzed. As for external load, here we mainly consider the
bending moment on two main bending directions Mx and My,
the torsional torque along the longitude direction of the arm
T , the weight of the soft arm (distributed loading) q, and the
gravity of external load F .
If the soft arm is considered as a beam, the elongation
length, contraction, bending and torsion of the arm is
relevant to the equivalent physical parameters of the
beam such as equivalent bending stiffness and equivalent
torsion stiffness, which could further influence the load
capacity and flexibility of the beam. Here we first figure
out the relationship between actuation and the equivalent
parameters. The actuation could be considered as either
internal force or external force, and the choice should
depend on our designing requirement. When the motion
or flexibility of soft manipulator is studied, the actuation
should be considered as external force, because the actuation
acts on the structure and material of the manipulator and
makes it deform, and the amplitude of deformation would
influence its flexibility. When the interaction of the soft
manipulator and its environment or the load capacity is
concerned, the actuation should be considered as internal
force. In this paper, we mainly care about the load capacity
of the manipulator, so the actuation is considered as internal
force.
Equivalent bending stiffness. Considering a beam
subject to an external bending moment with longitude
actuation opposite to this moment, the curvature of the
beam will be decreased while the external bending moment
remains unchanged, as shown in Figure 1(b). Bending
equation of beam is as follows:
EI =Mρ (1)
where I is the moment of inertia, E is Young’s modulus of
the material, ρ is the radius of bending, M is the bending
moment. When the beam and actuation together is regraded
as a bending beam, equivalent E will increase as ρ increases
while M and I remain unchanged (the cross section is
assumed to be not deformed approximately).
The longitude actuation could be roughly divided into two
kinds: one is the actuators that provide a specified force
(for example, specify the pressure of a pneumatic actuator),
another is the actuators that provide a specified displacement
(for example, cable driven actuator and the legs of parallel
continuum robot). The two kinds of actuators have different
effect on the equivalent stiffness of the beam. However, to
simplify the analyze, we won’t distinguish between them.
Equivalent torsion stiffness. As for oblique actuation,
its force to the beam has a component which makes the
beam twist. And oblique actuation could be used to control
rotating of manipulators (Kier 2012; Doi et al. 2016; Olson
and Mengu¨c¸ 2018). So the rotating angel caused by an
external torque which makes the beam rotate in the opposite
direction would decrease, as shown in Figure1(c). The
rotating formula is as follows:
GJθ = T (2)
where T is torque, θ is the rotating angle G is shear
modulus, J is the torsion constant of the cross section.
When the beam and oblique actuation is regarded as a
whole twisting beam, equivalent G will increase by oblique
actuation as θ decreases while T and J remain unchanged.
The key problem of the mechanical design of soft
manipulators is how to design corresponding structure and
actuation to make soft manipulators able to work properly
and not prone to stiffness failure, strength failure and stability
failure under varieties of external loads. For the load capacity
of soft manipulators, the main problem is stability issues
under low strength and low stiffness.
2.1.3 Buckling analysis. We noticed that the soft manipu-
lator is prone to buckling (Sun et al. 2017). After the critical
load of buckling is reached, the manipulator is still in static
equilibrium, which is however unstable. And the manipu-
lator will generate large bending and torsional deformation
which is undesired as long as an infinitesimal disturbance is
applied. In practice, there is no perfect structure, and there
are always more or less disturbances, so the manipulator is
sure to buckle when the load reaches critical load, which
may be smaller than theoretical load capacity. Besides, after
the manipulator buckles, the actual load capacity is hardly
increased with the increase of the actuation on the main
bending direction. So, this kind of instability would make
the actual load capacity of manipulators much lower than
its theoretical load capacity. Next we will consider how
to increase the load capacity by designing the manipulator
properly to increase its buckling critical load.
The buckling phenomenon we noticed can mainly be
divided into two types, the first is the buckling of the
compressed part of the manipulator while the other parts of
the manipulator remains stable, and the second is the flexural
torsional buckling of the whole manipulator.
Inspired by the muscle structure of elephant trunks and
octopus tentacles, and cross fiber of lower animals, we
suppose that the instability problem of soft manipulators
could be solved by increasing the force output ability in
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Figure 1. The force and deformation analysis of the simplified beam model of soft arms under the effect of gravity. (a)
demonstrates the overall force situation of the beam. (b) and (c) demonstrate the effect of actuation on bending and torsional
deformation respectively.(d) illustrates the buckling of part of the arm. (e) illustrates the flexural torsional buckling of the whole arm.
radial, longitude and oblique directions. Here we derive the
relationship between the three kinds of force output ability
and the load capacity by analyzing the above-mentioned
two kinds of buckling and their influencing factors. The
ability of oblique actuation to provide shear force has
already been studied (Wang et al. 2018), so here we
won’t discuss the shear force and shear deformation of the
manipulator. Because few work has been done to investigate
how members consists of soft materials buckle, we will use
existing buckling theories for rigid members to give a rough
qualitative analysis.
Buckling of compressed part of the manipulator.
According to the direction of normal stress, a bending soft
arm could be divided into compressed part and stretched
part. The compressed part can be considered as a column
and is prone to buckle. Figure 1(d) shows the buckling of
the compressed actuator of the manipulators. Here we use
the model of compressed column to analyze this kind of
buckling. When the column is fixed at one end and free at
the other end, the critical load is given by Euler’s formula:
F =
pi2EI
(2L)2
(3)
where I is the moment of inertia, E is Young’s modulus
of the material, L is the length of the compressed beam. It
can be figured out that, the critical load is proportional to the
bending stiffness and is inversely proportional to the square
of 2L.
There are several methods to sovle the buckling problem.
Stiffer material with larger E could be used to fabricate the
compressed part to increase EI. However, this may decrease
the flexibility of the manipulator. The cross section could
be properly designed to increase the moment of inertia I
so that EI is increased. However, this could also influence
the flexibility. Besides, the free length of the compressed
part L could be decreased. For example the arm could be
divided into multi sections (see Figure 1(d)) by discrete
radial constraints. Besides, increasing the radial constraint
could make the stretched part, which is not easy to buckle,
to provide braces for the compressed part that is easy to
buckle. If the brace is continuous, involves the whole arm
and is strong enough, the compressed part may be “stick”
to the stretched part and is very hard to buckle by itself (Sun
et al. 2017). The radial constraint could be provided by either
constraint or actuation.
According to the analysis above, we could conclude that
radial force or radial constraint could help to resist the
buckling of compressed part of the manipulator and increase
the critical load without decreasing flexibility.
Flexural-torsional buckling of the whole arm. Another
kind of buckling that is common for beams, namely flexural-
torsional buckling, may also influence the load capacity of
the soft arm. It involves lateral displacements out of the
bending plane and rotation along the shear center, as shown
in figure1(e). In the analyse, we will roughly consider the
whole manipulator as a simply supported bending beam
without considering the shear stress, and the load is the
bending moment at the two ends. Then we get the critical
load of bending moment
critical load = pi
√
GJEyIy
L
(4)
(The boundary conditions only require the torsion at the
two endpoints be zero) (Wang and Wang 2004),where Ey
is equivalent Young’s modulus, Iy is moment of inertia
for bending along x-axis, EyIy is equivalent lateral bending
stiffness, G is shear modulus, J is torsion constant, GJ is
equivalent torsion stiffness and L is the length of the beam.
Based on the analysis above, we could derive some
feasible methods that may be able to prevent this kind of
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buckling: increase the bending stiffness EyIy and torsion
stiffness GJ while decrease the length of the soft manipulator
L. Next we will analyze them one by one.
The bending stiffness EyIy could be increased by using
materials with large Young’s modulus, or design the cross
section properly to increase the moment of inertia Iy or
increase the longitude actuation. However, the first two
methods may decrease the flexibility of the manipulator.
When designing a soft finger, we only need one DoF, so
we could increase the moment of inertia without much loss
in flexibility. For example a layer of in-extensible material
could be inserted.
There are two methods to increase torsion stiffness. An
oblique actuation or constraint could be installed to render
the soft manipulator twist actively. The torsion constant
J could be increased by properly design the structure to
limit the torsional deformation of soft manipulator. For
soft manipulator without torsional DoF, we could increase
J to limit its torsion. This won’t increase the difficulty
of controlling the manipulator and won’t decrease the
flexibility.
The length of soft manipulators L is determined by
application requirements and could not be decreased
arbitrarily.
In summary, increasing oblique constraint or actuation
and increasing torsion constant J can increase critical load
without sacrificing the flexibility.
2.1.4 Summary for soft arm design. According to the
analysis above, we can derive several design principles
for soft arm. First of all, the ability to output longitude
and torsional force together determines the load limit and
stability of the manipulator. Increasing the radial constraint
could reduce the buckling of compressed part of the
manipulator. Secondly, increasing the ability to output
torsional force could reduce flexural-torsional buckling of
the manipulator. And both of these won’t decrease the
flexibility of the manipulator. According to this principle,
a soft arm with large flexibility and load capacity could be
designed.
2.2 Honeycomb Pneumatic Network
Architecture
Based on the design principles above, we proposed
Honeycomb pneumatic networks (HPN), which was first
demonstrated in our previous work (Sun et al. 2016). HPN
structure derives from embedded pneumatic networks (EPN)
and has hexagonal honeycomb chambers. HPN is a flexible
structure, and its deformation is mainly due to the change
of the angel between the honeycomb walls rather than
material deformation, which make mechanical efficiency
much higher. In this work, soft arms are designed based on
HPN. As shown in Figure 2, there are two columns of closely
spaced honeycomb units with pneumatic networks in them.
By inflating different pneumatic network separately, the HPN
structure can achieve diverse bend and elongation. An HPN
Arm can be composed of multiple segments to be more
flexible. The Figure 2 shows a HPN Arm composed of three
segments. In order to obtain better bending and elongation
performance, a compressed honeycomb structure is adopted
Figure 2. Structure of HPN architecture. The segment (b)
consists of a honeycomb structure, airbags and air tubes. An
airbag is detailed in (a). The airbag consists of two layers of
TPU film, and it is reinforced by processed nylon fabric. The
airbag can be pressurized through one air tube with a maximum
pressure of 0.5 Mpa. (c) and (d) show the bending deformations
in two directions. (e)shows a HPN Arm composed of three
segments
by HPN Arm, which has greater deformation capacity and
can reduce power consumption.
According to the design principle in the previous section,
both the stretched and compressed part of the HPN Arm
are honeycomb structure. This integrated design prevents the
compressed part from buckling. The honeycomb structure
has relative high Shear modulus (Wahl et al. 2012), and can
resist axial torsion so that flexural-torsional buckling of the
whole arm will not occur. The pneumatic network provides
axial driving force, enabling HPN to have greater elongation
and bending capacity. Therefore, the design of our HPN Arm
has great potential both in flexibility and load capacity, which
has been proved by subsequent experiments. At present, our
HPN Arm can carry a 3 kg load with 4 kg self weight.
2.3 Fabrication
The HPN Arm consists of two parts: the honeycomb
structure and pneumatic networks. This paper presents two
methods of fabrication honeycomb structure: aluminum
sheet method and 3D printing technology. As for pneumatic
networks which contain a mass of air chambers arranged
regularly, this paper also presents two fabrication methods:
handmade pneumatic network and fiber reinforced pneu-
matic network. After being fabricated separately, the hon-
eycomb structure and pneumatic networks are assembled
together.
2.3.1 Honeycomb structure. There are many methods to
fabricate honeycomb structure, such as silicone injection
molding, 3D printing, and mechanical structure connection.
Here we present two fabrication methods: aluminum sheet
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Figure 3. (a) shows the honeycomb structure – aluminum sheet honeycomb structure, 3D printed honeycomb structure, modified
honeycomb structure gripper, and wrist. (b) shows the pneumatic networks – handmade pneumatic networks and fiber reinforced
pneumatic networks. Meanwhile, the structure diagram of handmade pneumatic networks, including chambers, tubes, and
connector, is shown. The black area is the sealing line of the heat sealing machine. (c) Mobile robot composed of aluminum sheet
honeycomb structure and handmade pneumatic networks, which can achieve curling, crawling and snake-like motion. (d)Gripper
made of aluminum sheet HPN is grabbing the balloon.(e)Modified HPN gripper and wrist fabricated by 3D printing, which can be
attached to end of the arm by its joint. (f) shows the working principle of HPN gripper: it will curl toward the inextensible side after
pressurized. (g) HPN Arm 1 and HPN Arm 2 fabricated by 3D printing. Arm 1 is made up of five segments and Arm 2 is made up of
four segments, both of which have soft gripper at their end. The length of Arm 2 at work is 60 cm and it can reach to 80 cm after
elongation.
method and 3D printing technology. Figure 3 shows
the honeycomb structure made by aluminum sheets. We
can choose some parameters of the honeycomb structure
such as the thickness of aluminum sheets and size of
chambers. Standard parts can be ordered after parameters
are decided. The advantages of this aluminum honeycomb
are lightweight, softness and high elongation (up to 400%).
What’s more, we can customize it according to our design or
order standard parts directly from the factory, which means it
can be mass-produced easily. However, the aluminum sheet
is prone to plastic deformation and has small resilience,
which limits the performance of HPN Arm under heavy load.
This fabrication method is applicable to situations where
large load capacity is not required, such as HPN mobile
robot Figure 3(c) and HPN Gripper Figure 3(d). Another
fabrication method we presented is 3D printing. SLA, FDM,
SLS and other mature printing methods are used for printing
while flexible polymer and photosensitive resin as printing
materials. This method is relatively fast and can be used
to design honeycomb structures with different properties by
changing printing parameters. The soft arms in this paper is
fabricated by desktop FDM 3D printer and 1.75mm flexible
TPU material. TPU has good features of high flexibility and
a large strain-to-failure, and compatible for most desktop
FDM/FFF printers. Besides, TPU is not easy to suffer from
material aging so it can be used for a long time. The hardness
of the honeycomb structure can be changed by changing the
filling rate of the printing materials. When the manipulator’s
length exceeds the workspace of the printer, we can simply
divide the whole structure into several segments and print
them separately. To connect different parts, we design a joint
structure, shown in Figure 3(e). The joint structure enables
the modular design: numbers of segments can be assembled
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with tools (such as wrist (e), gripper (f) or clamps (g)) at the
end.
2.3.2 Pneumatic networks. Pneumatic Networks can be
made either manually or customized. The process of manual
preparation of polyethylene airbags was presented in 2017
Soft Robotics Competitions (Jiang et al. 2017). As shown
in Figure 3(b). Even airbags made by hand can withstand
a big working pressure considering the protection effects
of honeycomb structure, shown in Figure 13. We also
developed another implementation of pneumatic networks
with customized fiber reinforced TPU airbags. As shown
in Figure 3(b), several individual airbags are connected
with each other by rubber tubes and connectors. This
implementation can improve working pressure up to 0.5Mpa
with low air leak rate, and is easy to fabricate and maintain.
As shown in Figure 3(c), HPN architecture can be used
to create a robot with mobility, or to design soft gripper and
wrist with torsion by just slightly modify or use part of the
HPN structure Figure 3(e) (f). All these designs inherit the
advantages of HPN architecture in different aspects.
From the scattered discussion in above subsections, We
can find several advantages and unique characteristics of the
HPN:
(a) Our HPN is characterized by a separated honeycomb
structure and a pneumatic network, making the
fabrication and maintenance easy. Specifically, like
our HPN Arm 2 honeycomb structure, it is easy to
design thanks to its extrude structure basically; when
design is done, it will be sent to the company which
provides 3D printing services of flexible materials; fiber-
reinforcement airbag size should be designed based on
the structure size and sent to the airbag processing
plant for processing; we only need to simply join them
together after all parts are taken back.
(b) The honeycomb structure is very durable because its
deformation relies on its structural deformation rather
than the expansive deformation of common flexible
materials. We haven’t tested it though, but seldom have
there been problems with the structure during the use. If
the airbag of the pneumatic network has air leakage, we
only need to change the airbag.
(c) We can change the entire flexibility by setting the filling
rate of 3D printing. The range we’ve tried is from 5% to
100%.
(d) The cross-section utilization rate of our design is higher.
The four square airbags basically fill the cross-section.
To achieve the same load capacity, the cross-section of
our design is much smaller. It means the arm will be
thinner, which can make the arm more adaptable to the
restricted environment.
(e) It should be wise that we find ways to restrict the
unnecessary DoF according to demand if force output
capability is needed.
2.4 Simulation optimization
In this section, we first introduce two abstract model to
calculate flexibility and load capacity. Wall thickness and
groove depth are introduced as two key variables. Then, a
series of simulation experiments are conducted to explore the
relationship between the two variables and the performance
(flexibility and load capacity). Based on simulation results,
optimized parameters are selected for the design of HPN
Arm.
2.4.1 Calculation with abstract model.
Flexibility calculation method. As mentioned above, we
mainly explore the reachable space of HPN manipulator in
x-z plane. This space has an axis-symmetric shape, so only
half of the area will be calculated. The planar area has two
boundaries that join together when the manipulator reaches
a max bending condition. The outer one is formed by the
manipulator that bends upwards after it elongates straightly
to maximum length, while the inner one is formed by it
directly bending upwards (see Figure 6). To calculate the
area between the two boundaries, we first calculate two areas
respectively between the bending arc and outer boundary, S1,
and the bending arc and inner boundary, S0. And then minus
them.
We represent the minimum bending radius, original
length, maximum length and width of the manipulator as
R, L0, L1 and D respectively. To simplify the calculation,
we extract two lines that remain constant lengths during the
bending and use their tips’ trajectories to represent the two
boundaries. These two lines lie on the staggered area of the
manipulator (see Figure 4(b)), and they are about D3 away
from the middle line, whose bending radius is R. So these
two lines’ bending radius R0, R1 are:
R0 = R− D3 ,R1 = R+
D
3
(5)
To calculate the areas respectively, we separate the process
into infinitesimals dS with similar sector shapes (the only
difference between dS0 and dS1 is the bending radius R and
length L): (see Figure 4)
dθi =
dXi
Ri
,dSi =
1
2
(Li−Xi)2dθi (i= 0,1) (6)
Then calculate the integral:
Si =
∫ Li
Ri
0
1
2
(Li−Xi)2dθi = L
3
i
6Ri
(i= 0,1) (7)
Minus S1 by S0, and we get half of the reachable space of
the manipulator. Then we divide the whole reachable space
by the square of the side length to achieve an dimensionless
number f to represent the relative flexibility:
f =
2(S1−S0)
L20
=
1
3L20
(
L31
R+ D3
− L
3
0
R− D3
)
(8)
We need to mention that if the manipulator’s length is
relatively large, its tip can reach almost every point inside
the outer boundary, so the area of inner unreachable space
can be neglected.
Load capacity calculation method. There are several
ways to achieve the condition that the tip and fixed end of the
manipulator are on the same height under a load. We choose
a relative strict condition: all parts of this manipulator must
be at the same height, rather than the tip and the fixed end.
Prepared using sagej.cls
Jiang et al. 11
Figure 4. (a) illustrates the process of cutting infinitesimal that
composes the half of the reachable space. (b) shows a
simplified model for calculating the load moment.
Actually, the manipulator can get a better load moment with
a bending shape.
We introduce a simplified model to analyze the load
moment of the HPN manipulator in this condition. In this
model, we only consider the stretching deformation, because
the shear deformation, which is constrained by the structure,
is much smaller than stretching deformation. As shown in
Figure 4, we assume that the units are hexagons with vertical
edges at a length of 2a, and the staggered parts (with broken-
lines inside) are simplified as springs. F represents the
internal force provided by the airbags, which is determined
by the contact area S and pressure p. k1, k2, k3 represent the
spring coefficients. M represents the load moment provided
by this structure. To reach a balance, we assume a elongation
of ∆s for the springs. So, the force balance can be represented
as:
F = (k1+ k2+ k3)∆s (9)
While the load moment can be calculated as:
M = Fa−2ak1∆s+2ak3∆s= Spa
[
1+
2(k3− k1)
k1+ k2+ k3
]
(10)
From Equation (10), we can draw the conclusions:
• If the manipulator has symmetrical structure (k1 = k3),
its load moment is Spa. So possible ways to improve
load moment are increasing pressure, edge length and
contact area between airbags and walls.
• If the manipulator has asymmetrical structure (k3 >
k1), its load moment can be larger than Spa, so
increasing (k3−k1) is useful to increase load moment.
In theory, the manipulator’s load moment can reach a
limit of 3Spa when k3→ ∞.
2.4.2 Analysis based on nonlinear FEM. After using
honeycomb network, its strong ability to resist torsion
enables us not to worry about the flexural torsional buckling.
Then we can focus on analyzing flexibility and theoretical
load capability.
For the multi-segment arm, the design parameters of each
arm should be different in order to achieve decent flexibility
and load capacity.
In this subsection, we first introduce two key variables, the
wall thickness and groove depth. Then, a series of simulation
experiments are conducted to explore the relationship
between the two variables and the performance (flexibility
and load capacity). Specifically, the parts of the manipulator
composed of 32 units are created using SolidWorks and
imported to Abaqus, where we set Young’s modulus as 50,
Possion’s rate as 0.38 and density as 1.2× 10−6kg/mm3
for the material of the frame. The wall thickness of the
manipulator varies from 2mm to 4.5mm (0.5mm a step) and
groove depth varies from 0mm to 6mm (1mm a step), and
thus we get 42 groups of data. For simplification, we keep the
shape and scale of the cavity as constants during simulation
experiments.
Key variables. There are many variables affecting the
manipulator’s features, such as its length, width, wall
thickness, etc. Using the finite element method, we analyze
their impacts respectively. After several tests, we find that
the wall thickness is a key variable. The deformation of three
HPN units under the same pressure (100Kpa) is shown in
Figure 5. With 2mm wall thickness, the cavity height of
unit in Figure 5(a) increases from 3.5mm to 12.6mm. As the
wall thickness becomes 3mm in Figure 5(b), its cavity height
increases from 3.5mm to 8.2mm. Since the stability of the
structure can be improved by increasing the wall thickness,
its flexibility is drastically lowered. So we open grooves
(Figure 5(c)) at the inner intersections of acute angles to
mitigate the contradiction. The unit in Figure 5(c) is the same
with that in Figure 5(b) except for grooves of 3mm depth.
Its cavity height deforms from 3.5mm to 16.1mm, which
is much larger than its counterpart. In further simulation
experiments, we treat groove depth as another significant
variable.
Figure 5. Deformation of HPN units with different wall
thickness and groove depth under the pressure of 0.1Mpa. (a) is
an HPN unit of a 2mm wall thickness and no groove; (b) is of a
3mm wall thickness and no groove; (c) is of a 3mm wall
thickness and 6mm groove depth.
Simulation of flexibility. We then conduct simulation
experiments on difference of wall thickness and groove
depth, respectively.
Figure 6 describes a simulation process of flexibility. L0,
L1 and R represent the original length, maximum length
and bending radius respectively. Half of the manipulator’s
reachable space is surrounded by the white dotted lines
in Figure 6. We measured that area using Monte Carlo
method. Furthermore, using L0, L1, R and D, the reachable
space can be calculated by equation 8. The calculated area
approximately equals to the measured counterpart, which
validates the calculation method. So we only need to measure
L1, L0 and R to simplify further simulation experiments.
The relationship between 42 groups of the features (wall
thickness, groove depth) and the corresponding calculated
flexibility is shown in Figure 7.
Simulation of load capacity. As mentioned in the
calculation method of load capacity, we measure the load
moment of the HPN manipulator when it lies exactly on
the horizontal line. In this condition, the load moment
is only determined by its structure’s parameters (such as
Prepared using sagej.cls
12 xxx XX(X)
Figure 6. Bending trajectories and boundaries. In (a), the
manipulator is firstly elongated from original length L0 to
maximum length L1 by inflating all the airbags with maximum
pressure (100Kpa), and then deflated from the fixed end to tip
on the upper side to bend upwards during which the outer
boundary (white dotted curve) is recorded. When all the airbags
on the upper side are deflated, the minimum radius R is
recorded. Then, in (b), the manipulator is gradually deflated
from tip to the fixed end and forms an inner boundary (the
shorter white dotted curve).
Figure 7. The relationship between wall thickness, groove
depth and flexibility. The solid line consists of points whose
flexibility equals 0.15.
wall thickness and groove depth). Otherwise, when the
manipulator’s loaded shape is allowed to be bending (Figure
8), the load moment will be affected by its original length.
So we choose the former method to measure and evaluate
the load capacity of structures with different parameters. In
fact, this method provides a general guidance for choosing
parameters of a manipulator in practical use, where the
manipulator can provide larger load capacity than that in
experiment.
Figure 8. Load capacity when bend is allowed. All the airbags
are inflated on the lower side and its load increases until the two
ends reach the same height. F represents the external load, L
represents the horizontal distance between the hanging point of
the load to the fixed end.
The relationship between 42 groups of features (wall
thickness and groove depth) and the corresponding load
capacity (load moment) is shown in Figure 9.
Figure 9. The relationship between wall thickness, groove
depth and load capacity. The blue dotted line consists of points
whose load capacity equals 2.3 Nm, while the white solid line
consists of points whose load capacity are the maximum with
fixed wall thickness respectively.
The variation of flexibility is illustrated in Figure 7. As
the groove depth grows, the flexibility increases, while as
the wall thickness grows, the flexibility decreases. Both
variations are monotonous. As shown in Figure 9, the
load capacity increases monotonously as the wall thickness
grows. While the variation of that with the groove depth is
not monotonous: it initially increases, and then decreases.
We believe the cause is that as the groove depth increases,
L increases while F decreases (Figure 8). Because the wall
of a relatively large thickness confines the airbags’ inflation,
F decreases slowly when the groove depth is relatively small.
So their product initially increases. Besides, the deformation
of airbags is confined, so the increment of L is confined while
F always decreases as the groove depth increases. So their
product has an extreme value, and then decreases.
Because of the non-monotonous variation, the load
capacity reaches an extreme value at a certain groove depth
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under every fixed wall thickness (white line in Figure 9). On
its left side, the flexibility and load capacity both increase
as the groove depth grows. Thus, values in this region are
not worth concerning (suitable values are on the right of the
white line), which simplifies the design process.
Figure 10. The relationship between the load capacity and
groove depth where the wall thickness varies from 2mm to
4.5mm (0.5mm a step).
To get an explicit view of the load capacity’s non-
monotonous variation along with the groove depth, the
performance of load capacity under different fixed wall
thickness are shown in 2D plane (Figure 10). From that,
several conclusions can be drawn:
• As the wall thickness grows, the extreme point moves
rightwards, so a deeper groove is required for a thicker
wall to achieve maximum load capacity.
• The curve corresponding to a 2mm wall thickness
monotonously declines, with no extreme point. From
the trend that the extreme point moves leftwards when
wall thickness decreases, we can infer that when the
wall thickness is less than a certain value, the extreme
point has minus groove depth. Therefore, an additional
part at the intersection, instead of a groove, is required
to realize a model with a thin wall.
• With a fixed groove depth, the load capacity always
increases as the wall thickness grows, but its rising
range gradually reduces. So, it’s not effective to keep
increasing the wall thickness when it’s already large.
Instead, it is useful to increase the pressure.
Furthermore, the simulation results also provide a
guidance for determining feasible solutions to certain
requirements: If either flexibility or load capacity is required,
a contour can be cut from the corresponding curve surface
(see the green line in Figure 7 or the blue dotted line
in Figure 9), and then projected onto the other surface
to form an available region for this variable, in which
the other variable’s optimal value can be selected. If both
flexibility and load capacity are required, there will be two
contours representing the requirements separately on two
curve surfaces, which can be projected onto x-y plane. If
there is an available intersection formed by the two curves
Figure 11. The green solid line is the contour of flexibility in
Figure 7 while the blue dotted line is of load capacity in Figure 9.
The area between these two lines meets the requirements: with
flexibility more than 0.15 while load capacity more than 2.3 Nm.
(see the shaded area in Figure 11), qualified solutions can
be chosen from that region, otherwise, either of the two
requirements needs to make compromise.
2.5 Power system
In this section, we present a power system that provides
control of working fluid for soft manipulators. We design
the control system based on solenoid valves and proportional
valves respectively. Because the valve will generate much
heat when working, both control systems use fans to cool
the whole system to ensure the long-term stable operation.
Figure 12. Solenoid valve and proportional valve control
system. (A)shows solenoid valve control system, which contains
check valve(a), solenoid valve(b), and solenoid valve control
panel(c). (B) shows proportional valve control system, which
contains proportional valve(a), stepper motor driver(b), fan(c),
stepper motor controller(d), and switch
Solenoid valve control system. The solenoid valve con-
trol system is shown in Figure 12), including power supplies,
solenoid valves, relays, data output card (Advantech PCIE-
1751), cooling fans, etc. The solenoid valves are connected
to the air source with positive and negative pressure, and
then every two solenoid valves connected to a tee connector
that can control a pneumatic network connected to it. Soft
manipulators can be actuated by controlling the time, fre-
quency and coordination of positive and negative pressure
solenoid valves. In this solenoid valve system, in order to
prevent gas channeling and ensure the performance of the
control system, the output end of each solenoid valve is
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connected with a check valve and an airbag. The data output
card is connected with the motherboard and adopts the bus
protocol to ensure the low communication delay rate. The
advantage of solenoid valve control system is its relative low
cost. But there will be noise during operation, especially at
high frequency.
Proportional valve control system. The proportional
valve system is shown in Figure 12(b), which mainly
includes 24-way proportional valve (SMC ITV0030),
data output card (Advantech PCI-1724U), stepper motor
controller, stepper motor driver, cooling fan, etc. The
proportional valve is used to control the air pressure of
the connected pneumatic network. The data output card
is connected with the motherboard and adopts the bus
protocol to ensure the low communication delay rate. In
order to expand the function of this experimental platform,
two groups of step motor drivers and controllers were
added into the proportional valve control box to control the
movement of the base in the 2-D plane. The advantage of this
proportional valve control system is that it can easily control
the air pressure and achieve closed-loop in actuator space.
2.6 Performance evaluation
Table 1. Optimal parameters
Segment number1 1-3 4 5
Load moment ML (N·m) 0.294 0.392 0.490
Self moment MS (Nh·m) 0.648 1.175 1.919
Required moment MR (N·m) 0.942 1.567 2.409
Wall thickness w (mm) 2 2.5 3.5
Groove depth d (mm) 3 4 4
Selected moment MA (N·m) 1.236 1.578 2.544
1 The length of one segment is about 5cm when free and 10cm
when fully inflated. Segments 1-3 are the same.
The simulation results and analysis provide guidance for
designing a prototype. To simplify our design, we separate
the prototype into five segments, and the wall thickness and
groove depth of HPN units are the same in each segment.
As the segment is closer to the root, the load capacity is
expected to be stronger for holding all the segments in front.
The prototype is expected to have a load capacity of 100
grams at an elongation of 50 cm. The parameters selected
for each segment are shown in Table. 1, and it should be
mentioned that the choices listed in the table are determined
according to the importance sequence as: load capacity >
flexibility > wall thickness (the manipulator is expected to
be lightweight).
A series of experiments are conducted to test the
performance of our prototype.
2.6.1 Protection test. As mentioned in the section of
structure design, we experimentally validate the protection
effect of the HPN framework. In this experiment, a manually
prepared airbag made of PE/AE material is used. As shown
in Figure 13, an airbag is fragile without protection: it makes
irreversible deformation at a lower pressure. In contrast, it
withstands a much higher pressure when surrounded by an
HPN framework.The honeycomb can protect the airbag. The
maximum pressure of the airbag placed in the honeycomb is
more than 4 times of that in freespace.
Figure 13. Protection test. (a) shows a normal airbag. In (b),
the airbag makes an irreversible deformation at a pressure of
about 0.06 Mpa without frames while it reaches 0.216 Mpa with
frames outside in (c), over 3 times of that in (b).
Figure 14. Reachable space. In (a), firstly airbags on both
sides are fully inflated to get a maximum length, then airbags on
the upper side are gradually deflated from the fixed end to the
tip, during which the trajectory are recorded as outer boundary.
In (b), airbags are deflated from the tip to the fixed end, during
which we record the trajectory as inner boundary.
2.6.2 Experiments of Arm 1 flexibility. Figure 14 shows
a process of measuring HPN Arm 1 flexibility. There
is a deviation between the manipulator’s deformation in
simulation and experiment (Figure 7 and Figure 14). The
main reason is that actual airbags have air tubes with
thicknesses about 4.7mm, which enlarges the cavity height,
thus the manipulator’s original length is lengthened and
minimum bending radius is enlarged. And the elongation rate
decreases because the maximum length isn’t affected.
2.6.3 Experiments of Arm 1 Load capacity. To increase
the load capacity, we design two additional segments as
the root, whose main requirement is the load capacity. As
equation (10) shows, the load moment increases as (k3− k1)
increases, so the root segment is designed with asymmetrical
grooves that only exist on the lower side. Therefore, the
Prepared using sagej.cls
Jiang et al. 15
root part is capable of providing additional carrying capacity
besides lifting the five segments above the horizontal line.
Under the pressure of 90Kpa, the manipulator exhibits a
payload of 2.80N at a length of 63cm (see Figure 15), which
fully satisfies the requirements. As mentioned in simulation,
the manipulator exhibits a complex bending shape instead of
being straightly elongated under a load. The manipulator can
withstand a heavier load in practical environments, because
the manipulator usually winds to grasp or hold an object,
which reduces the real load and gravity moment.
The HPN manipulator’s performance shows great flexibil-
ity, load bearing capacity and cooperation ability with human
(see Fig. 17). (first line) shows a process of grasping a ball by
the HPN manipulator where it performs high compliance and
flexibility; the manipulator exhibits high degrees of freedom
as well as stability during movements in a fetching process
in (second line and third line) demonstrates a process of
fetching a hammer and passing it to a man by the HPN
manipulator, which shows proper load bearing capacity and
cooperation ability.
Figure 15. Experimental performance of load bearing capacity.
With a horizontal distance of 63cm between the hanging point
and the fixed end, the HPN manipulator exhibits a load of 2.80N.
2.6.4 Performance evaluation of Arm 2 In the above
simulation analysis and performance evaluation experiments,
we only take the wall thickness and groove depth of the
honeycomb structure as variables to study. In order to obtain
a more powerful soft arm, we can improve the performance
of the soft arm by optimizing other parameters of the arm
in the design. On the basis of HPN Arm 1, we design and
fabricate HPN Arm 2 for application scenarios with stronger
output capacity requirements in 3D space. HPN Arm 2 is
composed of four sections of honeycomb, with an overall
shape of prism. The size of cells of honeycomb structure
and airbags of pneumatic networks gradually increased from
tip to root, thus the load capacity increases according to
the analysis in the Section 1.4.1. In addition, according
to Equation (10), increasing K1, K2 and K3 limits the
extension of the arm under specific working pressure, which
can maintain a large value of effective contact area between
the airbag and the honeycomb structure, thus increasing the
load capacity. However, increasing K1, K2, and K3 at the
same time will affect flexibility. We can also find that only
increasing K2 can improve the load capacity with almost
no loss of flexibility from Equation (10). Considering the
bending of the arm in the other direction of the 3D space,
we only increase the K2 of the geometric center of Arm 2
by choosing proper wall thickness and groove depth, so as
to obtain greater load capacity and better stability, which are
very important performances in the 3D space.
Figure 16 shows the flexibility and load capability of
the Arm 2 placed vertically up. The honeycomb structure
of the HPN arm is not isotropic. Figure 16(a)(b) show
the workspace of Arm 2 in the x-z plane and y-z plane
respectively. Figure 16(c)-(f) show the maximum output of
the tip when the arm posture in two different directions is
vertical and horizontal respectively. HPN Arm 2 can carry
a 3 kg load with 4 kg self-weight and high flexibility,
which provides the hardware foundation for the subsequent
application in 3D space.
2.6.5 Application demo. Here several sequences of
valves’ behavior are set manually for predetermined tasks
to demonstrate the potential applications of HPN Arm 1,
such as pick and place a ball show in Figure 17 (see also
Extension 1).
2.7 Design Conclusion
This section has pointed out design principles of designing
soft arms with larger load capacity and provided a
design architecture meeting the design principles—HPN
and simulating optimization methods; HPN structure and
the pneumatic network are independent and separable,
which enables fast and efficient fabrication and low-
cost maintenance; the final experiment has verified the
effectiveness of the above principles and methods. Although
this paper is about the design of soft arms, the thoughts,
principles, and methods are also applicable to the design of
other soft robots.
Though the proposed design principles are rough, they
provide a rational basis for the design of the troublesome soft
robots and are expected to change the current situation that
they are designed mainly based on bionics or intuition, and
to produce more and better design principles, theories and
specific design schemes and methods guided by the theory.
Design thoughts of soft robots are different from that
of rigid robots. Design of rigid robots can be seen as a
process of increasing degrees of freedom (DoFs) to rigid
links, while soft robot designs are adding constraints to
arbitrary flexible structures, like inflated chambers tend to
expand in every direction and balloons, and decrease DoFs.
Soft robot designs need to handle unused DoFs to unleash
their mechanical property.
Only when we deeply recognize the difference of design
ideas for soft robots can we get rid of the shackles from
the design ideas of the relatively mature rigid robots and
make clear which theories, technologies, and methods are no
longer applicable to soft robots and which can be still used.
So that we can better develop soft robots.
2.7.1 Design limitation. There are several notable limita-
tions within the presented work.
(a) In general, the design principles only discuss the
relationship between the radial/oblique constraints and
the load capacity, without considering their relationship
with the flexibility. For example, the radial constraint not
only influences the load capacity but also the flexibility.
It has a great impact on the degree of bending.
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Figure 16. Experimental performance of HPN Arm 2. (a) shows the workspace of Arm 2 in the x-z plane. (b) shows the workspace
of Arm 2 in the y-z plane. When arm is placed upright HPN Arm 2 exhibit 32.6N and 40.4N load capacity horizontally (c)(e). Exhibit
27.9N and 32.2N load capacity vertically (d)(f).
Figure 17. Demonstration of HPN Arm 1 applications by controlling actuation sequence.
(b) As for our specific design, the arm has no DoF of
torsion because HPN restricts the torsion. In some
circumstances, there will be problems. A wrist with
rotational DoF can solve this problem.
(c) Furthermore, the separated design of the HPN is
convenient in preparation and maintenance, but there is
also a problem: the airbag easily falls out. We cover the
arm with a layer of elastic cloth sheath and perfectly
solved this problem.
(d) At present, the air tubes of the arm are bare and reflective
markers are added in the middle segments. Sometimes, it
will influence the arm’s motion. However, the bare tubes
make the troubleshoot easy if there is leakage for the
air gas or the air tubes. It is convenient at the principle
prototype stage. After the problem of air leakage is
solved, the design of putting the air tubes into the arm
will be explored.
(e) For simulation optimization, only one direction is
discussed in this paper. However, the arm designed by us
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are not isotropic. That is to say, the flexibility and load
capacities in the two directions are different. It can be
seen from the physical experiment of HPN Arm2 that
the load capacity of one certain direction is better, but
the flexibility is worse; while the other direction is on
the contrary. This paper only discussed the direction with
weak load, mainly because the other direction is difficult
to simulate. Load capacity of the arm designed in this
way surely can meet the requirements, but the flexibility
cannot be guaranteed.
(f) Furthermore, the load capacity is calculated when the
arm is horizontal in the simulation optimization. The
arm designed in this way has greater actual load
capacity than the designed one. In other words, the
present optimization method cannot design the proper
arms exactly meet the needs. A better optimum design
method is needed. The topological optimization may be
a promising approach in the future work (Chen et al.
2018).
3 Control of HPN manipulators
In this section, we explore the assumptions and control
methods considering the differences of internal and external
circumstance to contribute to the long-term success of
soft manipulators in practical applications by analyzing
the performance of the controllers implemented based on
HPN manipulator. Here we discuss the control of soft
manipulators under quasi-static assumptions.
In the following, the hardware platform and control
methods will be introduced. We will demonstrate the
principle of the method, introduce the corresponding
physical experiment, analyze the properties, application
scenario and limitation of the methods. We will perform
control experiment on HPN manipulator using model-based
open-loop control, estimated model closed-loop control, and
model-free closed-loop control.
3.1 System overview
Figure 18. Organization of HPN Arm control system.
The organization of HPN Arm control system is illustrated
in Figure 18. The corresponding hardware platform is
illustrated in Figure 19. The airflow, about 0.7 Mpa, is
generated from the air source and preprocessed by the
air treatment device and stabilized to 0.3 Mpa, and then
directed to the valve system. The control signal from the
computing device is converted to analog voltage signal by
the programmable logic controller and sent to the valve
to adjust the output pressure actuating the HPN Arm 1.
Camera or Motion Capture System (MCS) records the real-
time position and orientation information of reflective optical
markers on the HPN Arm and given target, and send that to
the computing device.
Figure 19. Hardware platform overview. The hardware of
control system contains five segments HPN Arm (a), air source
treatment(b), valve systems(c), the computing device (d), pulley
and load system(e).
It is worth mentioning that, though the control system is
identical, the manipulator is not the same for different exper-
iments. The manipulators used for different experiments are
as follows: a three-segments manipulator moving in 2D
plane is used for model-based open-loop and closed-loop
control experiments, a five-segments manipulator moving in
3D space is used for estimated model closed-loop control
experiments, and a four segments manipulator moving in
2D plane is used for model-free closed-loop control exper-
iments. Proportional valves detailed in power system section
is used in all of these experiments. In 2D experiments, in
order to reduce the friction between the manipulator and
the table, universal wheels are added between them. In
comparative experiments, pulley and load system is used to
generate constant external disturbance.
3.2 Model-based open-loop control
Due to their material properties, complexity of their
structures, non-linearity of their actuation and external
disturbances, it is very hard to obtain an open-loop model for
soft manipulators. To our best knowledge, from the actuator
space,no work has been done to model soft manipulators
with all these negative effects (especially viscoelasticity of
the material). In theory, data driven method could solve
the problem. However, for multi-segment soft manipulators,
the dimension of the actuation increases, and the required
amount of data would rise exponentially. Besides, because
there are many postures to reach the same target, it may be
hard to learn the correct inverse kinematic model. So we
divide the inverse kinematic model into two levels using
the PCC assumption, as shown in Figure 21: from task
space which is the position and orientation of the tip of the
manipulator to the configuration space which is the curvature
and length of each segment, then from configuration space to
actuation space which is the pressure of the airbags. And the
two levels will be dealt with by pose optimization and neural
network method, respectively.
In this section, we use the first three segment of the
experimental platform in figure 19, which have 6 motion
variables.
3.2.1 Method. In this part, we realize the position
estimation from configuration space to task space through
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Figure 20. Two level approach.
kinematics modeling and find the mapping from task space
to configuration space through optimization calculation. The
connection between actuation space and configuration space
is established by neural network.
Pose Estimation. Before pose optimization, in order to
control the pose of the soft robot arm in task space, it is first
necessary to estimate an arm segment’s pose (curvature and
arc length) in configuration space using available localization
data.
To formalize the problem of calculatingPC−T under PCC
assumption, we first build right-handed Cartesian coordinate
systems S1,S2, ...,Sn for each segment respectively, by fixing
the positive direction of y-axis to the starting tangent vector
of each segment’s bending arc, as shown in Figure 21.
Specifically, Si is the local coordinate system for segment
i, while S1 is also set as the global coordinate system. The
calculation procedure is shown in Algorithm 1, for each
segment i, we convert the global coordinate (xi,yi) in S1
to local coordinate (x
′
i,y
′
i) in Si, in order to figure out the
curvature ki and arc length li. And θi represents the angle
between the tangent vector at the tip of segment i and y-axis
in S1, which can be calculated by adding kili to θi−1.
Figure 21. The kinematics model of HPN Arm 1 is described in
Cartesian coordinate system. (xi,yi) represents the coordinate
in the global coordinate system while (x
′
i,y
′
i) represents the
relative coordinate in the local coordinate system for segment i.
ki and li represent the curvature and arc length of segment i
respectively, and θi represents the sum of first i segments’
bending angles.
Pose optimization. We model the problem of getting
P−1C−T fromPC−T as an optimization task. A combined cost
function containing three basic functions is set for evaluating
a certain pose (positions of all the segment tips). Each basic
function is represented as a penalization cost term, which is
proportional to the current pose’s deviation from the preset
requirements. Using gradient descent, an optimal pose under
the measure can be figured out.
As shown in Algorithm 2, the tip position of all the
segments, (~X ,~Y ), are initialized by randomly selecting the
Algorithm 1 Parameter Estimation
1: function ESTIMATION(~X ,~Y ,n) . n: segment number
2: k1← 2x1x21 + y21
, θ1← 2arctan x1y1 , l1←
θ1
k1
3: for i= 2, i≤ n, i++ do
4: x
′
i ← cosθi−1(xi− xi−1)− sinθi−1(yi− yi−1)
5: y
′
i ← sinθi−1(xi− xi−1)+ cosθi−1(yi− yi−1)
6: ki← 2x
′
i
x′2i + y
′2
i
, li← 2ki arctan
x
′
i
y′i
7: θi← kili+θi−1
8: end for
9: end function
position of the tips of middle segments, and transformed
to the curvatures and arc lengths (~K,~L) using Algorithm
1, where (xt ,yt ,θt) represents the position and orientation
of target, and kmax,kmin,kavg, lmax, lmin, lavg represent the
maximum, minimum and average of curvature and arc length
respectively, which can be measured in advance.
For the tip of each segment, the theoretical feasibility of
reaching a certain position is considered in Cost1, where f
represents whether the combination of curvature k and arc
length l of one segment are in the available range. If f < 0,
the corresponding k, l are in the available range, and Cost1 is
close to 0. Otherwise,Cost1 sharply grows to a great positive
value, which implicates unavailable k, l. Besides, δ (δ  1)
ensures smooth variance when f is close to 0.
The accuracy requirement of the arm tip’s arrival
orientation is considered inCost2, which grows to a relatively
large value when there is a deviation, where θt ,θr represent
the orientation of the target and arm root respectively, and θn
represents the total bending angle of first n segments.
Cost3 ensures all segments in a certain pose with
similar elongation rates and least sum of the absolute
of bending angles because such poses are natural and
adaptable. Specifically, the pose composed of evenly
deformed segments provides space for further elongations
and bends.
Finally, weighted with different empirical parameters
according to the significance (α > β > γ), three basic cost
functions compose an integrated cost function Cost. Then,
using fminunc in MATLAB Toolbox, the optimal positions
of each arm segment’s tip (~X∗,~Y ∗) can be figured out, and
then transformed to (~K∗,~L∗) as the inputs of neural network
detailed in next section.
Algorithm 2 Pose Optimization
1: function OPTIMIZATION(xt ,yt ,θt ,n) . n: segment number
2: (~X ,~Y )← Initialization(xt ,yt ,θt)
3: (~K,~L)← ESTIMATION(~X ,~Y ,n)
4: f ←
∣∣∣∣ 2(l− lavg)lmax− lmin
∣∣∣∣+ ∣∣∣∣ 2(k− kavg)kmax− kmin
∣∣∣∣−1
5: Cost1← ∑ni=1
(√
f 2i +δ 2 + fi
)
6: Cost2← (θt −θr−θn)4
7: Cost3← ∑ni=1
(
l− lavg
lmax− lmin
)2
+
(
k− kavg
kmax− kmin
)2
8: Cost← αCost1 +βCost2 + γCost3
9: (~X∗,~Y ∗)← fminunc(Cost,(~X ,~Y )) . MATLAB Toolbox
10: (~K∗,~L∗)← ESTIMATION(~X∗,~Y ∗,n)
11: end function
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Neural network. Another critical component to the main
control algorithm is the neural network, Net, which learns
the relationship between the configuration space and the
actuation space.
Because the adjustment of the posture of the manipulator
can not complete in an instant, we fix the time interval of
each position control as 6 seconds. And feed-forward neural
network is chosen to be the fitting tool.
Because different segments of HPN manipulator has
different parameters, one neural network should be trained
for each segment respectively. As shown in Figure 22, We
use the target curvature k and the arc length l as input, and the
pressure of the airbags pl , pr are output. In order to consider
the effect of viscoelasticity, net∗ added current curvature k′
and length l
′
as input, which is the target of the last step.
Figure 22. Neural network Net is used to figure out the
relationship between configuration space and actuation space
with two inputs: curvature k and arc length l, and two outputs:
pressures on the left and right side, pl , pr. Advanced Net∗ has
four inputs, added the curvature k
′
and arc length l
′
of last pose,
to compensate the effect of viscoelasticity.
In the training process of Neti and Net∗i for the
ith segment, we first generate enough training data by
pressurizing the airbag groups using pressure samples
(Pl ,Pr) randomly selected in the available pressure range
(Pmin,Pmax) and record the segment tip’s positions (X ,Y )
and converted to (K,L) using Algorithm 2. With the data
pairs, ((K,L),(Pl ,Pr)),or((K,L,K
′
,L
′
),(Pl ,Pr)) we can get
Neti and Net∗i using train function in MATLAB Toolbox.
It is worth mentioning that, since Net∗ is well trained
by a large amount of data, we use the estimated k0, l0
corresponding to the last target as its input instead of the real
last pose performed by the arm. Which means the strategy
can be used under open-loop environment.Thus, consecutive
open-loop motion control with compensation for viscoelastic
effect can be realized.
Algorithm 3 Main Control Algorithm
1: function CONTROL(xt ,yt ,θt ,n) . n: segment number
2: (~K,~L)← OPTIMIZATION(xt ,yt ,θt ,n)
3: for i= 1, i≤ n, i++ do
4: (Pli,Pri)← Neti(ki, li)
5: end for
6: Pressurization using ~Pl ,~Pr
7: end function
3.2.2 Experiment. The control algorithm is able to
accurately move the tip of the manipulator to a specified
position and orientation, which is referred as point-to-
point task. In this section, we performed point-to-point
experimental tests on single and multi-segment arms.
Single segment test. A foundation for multi-segment
control is that a single segment can be controlled to achieve
the desired curvature and arc length. For single segment,
according to the piece-wise constant curvature model, its
tip’s orientation can be calculated by its tip’s position, so
only the position is concerned in this section. We select
the second segment of the arm as an example, Figure 23(a)
details the positional errors. We randomly generate pressure
samples distributed in 0− 0.3Mpa and collect the positions
of segment’s tip. Using 2000 pairs of data (pressures and
positions of segment’s tip), we train the Net with 25 neurons
in a hidden layer. Its precision is tested using 100 random
targets.
The result is shown in Figure 23(a), the neural network
net that does not consider previous state has an average error
of 3.11 mm. The neural network net* considered previous
state has an average error of 1.82 mm and provides a better
solution. The accuracy of the latter is 40% higher than that
of the former.
Multi-segment control. For multi-segment control, the
first three segments of the HPN Arm 1 are used for
precision test. Neural networks corresponding to the three
segments are trained separately, similar to the process in
the single segment test. 100 targets are randomly selected
in the workspace and used as input to the main control
algorithm (Algorithm 3). The positional and rotational error
distributions are detailed in Figure 23(b)(c).
In Figure 23(b)(c), when the last state is not considered
the mean positional and rotational errors are 13.56mm and
4.39 degrees respectively. When the last state is considered,
the corresponding results are 11.45mm and 4.04 degrees.
It is obvious that the strategy handling viscoelasticity
efficiently reduces the average positional and rotational
errors. Moreover, the decrease of maximum positional error
implies the strategy also improves the control stability.
3.2.3 Limitation.
(a) Open loop control is used in actuation space. Compared
with the control method with configuration space
feedback, this method saves the efforts of using
sensors but makes our controller more sensitive to
disturbances. In addition, common control methods
using configuration space feedback will use PID control
in the configuration space, which will be faster than our
open-loop controller.
(b) When training the mapping relationship between
configuration space and actuation space, every data is
collected in a 6 seconds time step. During this 6 seconds,
the arm is not completely stationary, so the final open-
loop control can only guarantee the accuracy in this 6 s,
but not after.
(c) Only the last pose of the segment is taken as an
additional input of the neural-network (Net∗). However,
it would be better to take more former poses into
consideration if the training time is acceptable.
(d) This algorithm’s application range is now restricted in
2D plane. In future work, enhanced neural networks
considering the gravity effect of external load and arm
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Figure 23. (a) illustrates the comparison of single segment’s precision. It can be observed that the average error of normal neural
network is 3.11 mm, while the average error of the network considering last target is 1.82 mm. (b) and (c) illustrate the control error
of multi-segment arm. In the case of open-loop control, the normal neural network has a positional error of 17.54 mm, and a
rotational error of 6.26 degrees, while the average error of Net∗ is 11.45 mm and 4.04 degrees. And in the case of closed-loop
control, the positional and rotational errors are greatly decreased to 1.61mm and 0.26 degrees respectively.
itself can be designed in order to extend the algorithm to
3D space.
(e) Differing from those soft arms with rigid plates between
segments (Grissom et al. 2006), the HPN arm is a
uniform one without obvious boundary between two
segments. Therefore, it is not reasonable to assume
the deformation of each segment is independent as
mentioned in Section. This may be the reason why the
precision of multi-segment control is not as satisfactory
as that in single segment test.
3.3 Hybrid closed-loop control
When the open-loop accuracy does not meet our accuracy
requirement, we use closed-loop control to improve the
accuracy. Here based on the hybrid open-loop control
method demonstrated above, we simply use the method
of translating the target to achieve closed-loop control.
This requires that the control algorithm should have good
monotonicity and would not cause the actual motion
direction opposite to the target. In this section, we improve
closed-loop control accuracy using feedback strategy,
demonstrate path tracking experiment and test the stability
of the system.
3.3.1 Method. In this section, we use a scheme that
integrates the main control algorithm with additional simple
feedback strategy.
Specifically, we use the error between the desired pose
~q = (x,y,θ) and real pose ~q′ = (x′ ,y′ ,θ ′) as a modification
term of the input~q∗ = (x∗,y∗,θ ∗) to the control system in the
iteration process:
~q∗←~q∗+α(~q−~q′) (11)
Where α represents the modification rate. The iteration
process ends when the error falls into an acceptable range, or
the number of iterations reach a limit (set as 10 in practice).
If the target is moving, dynamically compensate for the
previous errors: the error in the ith subtask is inherited to the
determination of the (i+1)th target, which can be represented
as:
~q∗i+1←~q∗i +(~qi+1−~qi)+β (~qi−~q
′
i), i≥ 1 (12)
Where ~q∗i = (xi,yi,θi) represents the ith input to the control
system, and qi, ~q
′
i represent the ith desired pose and real pose
respectively, while β represents the modification rate.
3.3.2 Experiment In this section, we have done the point-
to-point control experiment and the path tracking experiment
of multi-segment arms.
point-to-point. In the point-to-point experiment, the
process contains 5 iterations for every point on average, each
taking 1s for sensing, calculation and actuation.
As shown in Figure 23(b)(c), with feedback strategy, the
mean positional and rotational errors of 100 trials are 1.61
mm and 0.26◦ respectively, much less than those in former
open-loop control.
Path Tracking. The path tracking experiment is conducted
to test the precision and stability of the control system.
This problem is decomposed to numbers of sub-tasks: reach
numerical targets distributed on the path. As the targets are
distributed closely, we set β as 1, so we get:
~q∗i+1←~q∗i +~qi+1−~q
′
i, i≥ 1 (13)
figure 24 shows several arm’s measured pose at the
experiment’s start (O), path’s start (A), path’s turning point
(B) and path’s end (C). The measured arm tip’s pose is shown
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Figure 24. The experiment of path tracking program. The target
path is shown in magenta. The inclined line, with an angle of pi4 ,
has a target orientation of pi3 relative to y-axis, and the horizontal
line has a target orientation parallel to y-axis. The arm has an
original pose O, and the path’s start A, end C and turning point
B. The green circle represents each step’s position, while the
blue line represents corresponding measured orientation.
at each step along the path, where the position and orientation
are represented as green circles and blue lines respectively.
The error result is shown in figure 25 with a mean positional
and rotational error of 1.52 mm and 0.43◦. The rotational
error sharply grows at the turning point (B) because the arm
has a huge state change.
Figure 25. Error records in path tracking. The positional error is
relatively high at the beginning and the turning point. The mean
positional error is 1.52 mm. The rotational error sharply grows
at the turning point. The mean rotational error is 0.43◦.
From the track recorded in the experiment, we can see that
an arm with a large extension ratio is able to finish a task
in a natural way, which means it can move in combination
of elongation and smooth bending when reaching a target.
In contrast, an inextensible one may have a large reachable
space, but it needs to bend large angles to reach a close target
on its side. The process of these experiments can be seen in
Extension 2.
3.4 Estimated model closed-loop control
In the interactive tasks, it is impossible to find an accurate
model to represent the actual state of soft manipulators
when uncertain disturbance or load is present, due to their
passive compliance. In this case, it is impossible to achieve
accurate control without feedback at task level or feedback
at configuration level that can determine the task space
accurately, such as feedback using shape sensors or length
sensors.
On the other hand, if the relied accurate model is made less
precise in practice, feasible solution may not be obtained.
For example under external loads, the degree of bending of
a single segment may exceed that estimated by the model.
And in this case, for a simple feedback traslational move, the
model may give a solution in the opposite direction.
Since in practice, soft manipulators can not be modeled
accurately, and the control may be limited by accurate model,
we turned to another way of thinking that we should find a
robust model for feedback control, and should not focus on
its accuracy.
We found that the method of Jacobian matrix is a good
choice. For the tip of the manipulator, the Jacobian matrix
always represent its response to the actuation in the current
state. As long as the dot product of the direction directed by
the Jacobian matrix and the real direction is positive, which
means that the tip is moving near the target, the target should
be reached after some times of feedback iteration. As long
as the effect of actuation or combination of actuation on
the state is found, and the description of the effect is robust
enough, it is a robust strategy.
In this section, we introduce the feedback control
method based on an estimated Jacobian model, which is
implemented on a 3 dimensional HPN arm. The experimental
platform is shown in figure 19. A small difference is
that the base of the arm is lifted up off the table. With
the target as reaching desired end effector’s position and
direction, the manipulator’s structure and its deformation
mode are analyzed for selecting appropriate variables as
representatives in actuation space and task space. Based on
the analysis, the Jacobian matrix is built and simplified. The
controller framework is detailed in Figure 28.
3.4.1 Method. This section mainly introduces the method
of estimating Jacobian, we only estimate Jacobians of
individual segments, and calculate the overall result based
on end effector pose geometric estimation as shown in figure
26. With the jacobian matrix, the control objectives can be
achieved through an iterative approach which is shown in
figure 28.
Single segment Jacobian. For one-segment manipula-
tors, here we define three generalized actuations: psx, psy
and psz, which correspond to bending in two directions
and the elongating respectively. Because our one-segment
manipulator would not bend more than 90◦, the orientation
of the tip of the manipulator could be projected to the x− z
plane and y− z plane of the coordinate system at the base of
the manipulator. The angles between the two projections and
the z-axis are called θsx and θsy respectively. So the state of
the tip could be represented by a vector ~X = (xs ys zs θsx θsy).
One limitation of this representation is that the angle between
the orientation of the tip and the z-axis needs to be less
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Figure 26. Estimated model schematic diagram of single segment and multi-segments. (a) represents the pose representation of a
single segment. Since the single segment bend does not exceed 90 degrees and the twist is ignored, the direction can be projected
onto the x− z plane and the y− z plane. (b) The pose information between the segments is represented by homogeneous
transformation matrix. (c) shows the pose and tip error of the target point, which is shown in the tip system and projected in the
same way as a single segment.
than 90◦ and the manipulator would not rotate around the z-
axis. Because our one-segment manipulator could not bend
over 90◦ and has no rotational DoF, this representation could
be used. Then the assumptions for simplifying are made
as follows: generalized actuation psx would only make the
tip of the manipulator move in the x− z plane along the x
axis and rotate around the y-axis, so it only changes xs and
θsx; generalized actuation psy would only make the tip of
the manipulator move in the y− z plane along y- axis and
rotate around the x-axis, so it only changes ys and θsy; and
generalized actuation psz could only make the tip move along
z-axis, so it only changes zs.
Figure 27. Five segments of the arm
According to the working principle of HPN articulated
shown in figure 27, the three generalized actuations are
determined by the pressure of four groups of airbags. And
they have relationships as follows: psx =−ps1+ ps2− ps3+ ps4psy = ps1+ ps2− ps3− ps4psz = ps1+ ps2+ ps3+ ps4 (14)
Considering the actual working state of the manipulator,
the four actual actuations are not completely independent
from each other. They have to satisfy the relationship ps1 +
ps4 = ps2 + ps3. Then the equations above could be solved
uniquely:

ps1 = (psz− psx+ psy)/4
ps2 = (psz+ psx+ psy)/4
ps3 = (psz− psx− psy)/4
ps4 = (psz+ psx− psy)/4
(15)
So, for one-segment manipulator, three generalized
actuations correspond to the change of five parameters
describing the tip of the manipulator. This could be
represented by a 5×3 matrix of partial differential,
namely Jacobian Matrix of the one-segment bending soft
manipulator. And due to our assumptions above, there are
many zero elements in the matrix, which is shown below:
J=

∂θsx
∂ psx
0 0
∂xs
∂ psx
0 0
0
∂θsy
∂ psy
0
0
∂ys
∂ psy
0
0 0
∂ zs
∂ psz

(16)
Besides the vector ~X = (xs ys zs θsx θsy) that can be used to
calculate Jacobian matrix, in order to calculate information
between segments, the state of each segment’s tip is also
represented by a coordinate system at the tip. The orientation
of the tip is defined as z
′
axis. Then rotate z axis to z
′
axis,
and the base coordinate system is rotated with z to get the
orientation of x
′
axis and y
′
axis. Then the new coordinate
system is translated to the tip to get the tip coordinate system.
This whole linear transformation could be represented by an
augmented matrix T , which represents the information of x-
axis, y-axis, z-axis and position of the tip coordinate system.
T is shown as follows:
Prepared using sagej.cls
Jiang et al. 23
T=

ex1 ey1 ez1 x
ex2 ey2 ez2 y
ex3 ey3 ez3 z
0 0 0 1
 (17)
The 3 × 3 square submatrix at the upper left corner
of the matrix is the rotation matrix for rotating the base
coordinate system to the tip coordinate system, from which
θx and θy could be calculated. When the angle between
the tip and the z-axis of the base coordinate system is
no more than 90 degrees, this representation of augmented
matrix is fully equivalent to the representation of the vector
~X(xs ys zs θsx θsy).
Multi-segment Jacobian. For multi-segment manipula-
tors, let the augmented matrix of the base with respect to
the base coordinate system be T0, which is an identity matrix
, and let the augmented matrices for the tips of each segment
with respect to the base coordinate be T1,T2,T3,T4,T5 respec-
tively. Let the augmented matrix of the goal be Tgoal .
Let the augmented matrices of tips of each segment with
respect to its own base be 0T1, 1T2, 2T3, 3T4, 4T5. Then
we have iTj = T−1i Tj, and T5 = T0
0T1 1T2 2T3 3T4 4T5. In
order to represent the effect of a single generalized actuation
of a certain segment on the tip of the whole manipulator,
in the multi-segment control algorithm, it can be assumed
that when the configuration of a certain segment changes,
the posture of other segments won’t be influenced. For
example, if the posture of the second segment is changed
to 1T
′
2 , the augmented matrix of the tip will be T
′
5 =
T0 0T1 1T
′
2
2T3 3T4 4T5.
The deviation is calculated in the tip coordinate system.
The augmented matrix of the goal with respect to the tip
of the manipulator could be calculated as T
′
goal = T
−1
5 Tgoal ,
which represents the deviation of the position and orientation
between the goal and the tip and could be transformed to the
vector ~X ′goal = (x y z θx θy)when the angle between the z-axis
of the tip coordinate system and the goal coordinate system
is less than 90 degrees.
For the whole manipulator, there are 15 generalized
actuations in total controlling 5 parameters of the tip. So the
size of its Jacobian matrix is 5×15:
J=
(
∂xi
∂p j
)
i, j
=

∂θx
∂ p1x
∂θx
∂ p1y
∂θx
∂ p1z
· · · ∂θx
∂ p5z
∂ lx
∂ p1x
∂ lx
∂ p1y
∂ lx
∂ p1z
· · · ∂ lx
∂ p5z
∂θy
∂ p1x
∂θy
∂ p1y
∂θy
∂ p1z
· · · ∂θy
∂ p5z
∂ ly
∂ p1x
∂ ly
∂ p1y
∂ ly
∂ p1z
· · · ∂ ly
∂ p5z
∂ l
∂ p1x
∂ l
∂ p1y
∂ l
∂ p1z
· · · ∂ l
∂ p5z

(18)
Each column of this Jacobian matrix could be calculated
separately using numerical method. For example, to calculate
the eighth column, which represents the impact of p3y on
the tip, first a differential element dp3y is added to p3y,
then the new position and orientation of the tip of the
third segment could be approximated by 2T
′
3 using single-
segment Jacobian matrix as shown in the last section. So the
augmented matrix of the tip of the whole manipulator would
be T
′
5 = T0
0T1 1T2 2T
′
3
3T4 4T5. The deviation of T
′
5 from T5
could be calculated by T−15 T
′
5 , which could be represented by
a vector (dx, dy, dz, dθx, dθy) as well. And this vector is the
eighth column of the whole manipulator’s Jacobian matrix.
Similarly other columns of the matrix could be calculated.
For multi-segment manipulator, the Jacobian Matrix is
related to designed physical parameters. They are usually
different for different design, and needs to be initialized. In
the whole control process, because a single segment is short,
its bending angle would be not larger than 90 degrees, it
could be assumed that the Jacobian Matrix of each segment
is unchanged. Due to the nonlinearity of actuation response,
the Jacobian Matrix describing the characteristic of actuation
should be different at different posture in principle. So in
order to guarantee the stability and robustness of the control
strategy, the non-zero elements of the Jacobian Matrix should
be their maximum value.
Figure 28. The figure shows the framework of a proportional
feedback controller based on estimated Jacobian matrix J.
During the feedback loop, the actuation change ∆p is calculated
from task space distance ∆x and pseudo-inverse of Jacobian
J†, and scaled by damping ratio a to get real change ∆p∗.
Feedback strategy. In the actual control process, the
current position of the manipulator is obtained using sensors,
and the Jacobian matrix is updated using the current position.
Tgoal is obtained, and T
′
goal is calculated and transfromed
into dx. Then in combination with the Jacobian matrix,
the generalized actuations could be calculated. Finally, the
actual actuations could be calculated from the generalized
actuations.
Approximation for simplification. The method presented
above requires the information of the segments in the middle.
If that information is not convenient to be obtained, it
could be approximated using linear interpolating between
T5 and T0. Though linear interpolation may result in a large
positional error for the segments in the middle, its orientation
is relatively accurate. And the angel is more important for
the estimated model closed-loop control because we have to
ensure the tip moves near the target for every iteration, while
the effect of the position is smaller.
Because our manipulator does not have a DOF of rotation,
we only control its tip’s position and orientation of z-axis.
Because we use the Jacobian method, it is not allowed that
the orientation indicated by the Jacobian matrix is wrong, so
the angle between the approximated direction and the actual
direction of motion should be no more than 90◦. If the linear
interpolation is used, there may be some certain postures at
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which the angle is above 90◦, so they could not be reached.
Thus this method may not be able to take advantage of all the
performance of the manipulator.
3.4.2 Experiment In this section, we have done the point-
to-point control experiment and the path tracking experiment
under different loads.
Point-to-point under different loads. The reaching perfor-
mance in point-to-point test is shown in Figure 29, where it
can be found out that the three targets are gradually reached
during the feedback control process. In this test, the end
effector is only set to move in the x− y plane while keeping
the Z coordinate constant. From the trajectory records, we
can see that the deviations are successfully corrected in the
feedback process and do not influence accuracy.
Figure 29. The reaching performance in x− y plane of the
manipulator in point-to-point reaching test to three targets under
a load of 0, 30g, 60g, 90g and 120g respectively.
Besides, 30 tasks are set by randomly selecting targets
in the manipulator workspace. Average error convergence
is shown in Figure 30. From the positional error figure in
Figure 30, it can be recognized that the convergence is fast
and stable, where the error converges to about 5mm in 15
iterations. When the manipulator is under 100g load, the
convergence rate is slightly slower yet negligible. Thus, it
can be concluded that our algorithm adapts well to the load
variation in the physical test. In addition, the algorithm
is efficient when the error converges to about 5mm, yet
inefficient to further reduce the error.
On the other hand, reaching directions of selected targets
are fixed at horizontal forth. It’s shown in the rotational error
figure in Figure 30 that the maximum average error is less
than 11◦, which converges to less than 4◦ in 10 iterations.
This demonstrates the stability of the control method.
Path tracking. Besides, when stability is essential in a
task, we can make a trade-off by setting more targets along
the path and sacrificing rapidity in order to minimize the
error, and this raises requirement of path tracking. We
conduct path tracking tests on x− z and y− z vertical planes,
finishing the tracking of quadrilateral paths for 5 times. Due
to the similarity of results, we only show the performance of
test on x− z plane in following figures. Figure 31 illustrates
the path tracking process. The movement is mainly stable,
Figure 30. The errors in position and direction during the
point-to-point experiment are respectively illustrated with no
load and 100g load. It is obvious that the errors converge
quickly to less than 10mm and 2◦.
with repetitive fluctuations. The manipulator skews upwards
on the upper horizon when it moves to the midpoint and
downwards on the lower horizon due to marginal effect.
Figure 31. Trajectory projection on the x-y plane of in path
tracking task, where the dash line is the preset path. The
clockwise cycle is repeated 5 times.
Figure 32 shows the positional and rotational errors in
path tracking task, where the manipulator shows small errors
on z-axis and direction. It is obvious that fluctuations of
error are repetitive, which means the difficulty of reaching
different points on the path is not the same. The reason is that
in different position the conformity of estimated Jacobian
model towards the reality is different: where the estimated
is less precise, the algorithm needs more iteration times to
converge. In Figure 33 as a snapshot, the arm bends while
keeping a stable direction during the movement. Besides, we
test the performance of the feedback controller in several
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practical scenarios, as described in Figure 34 (see also
Extension 3).
Figure 32. Errors in path tracking task. Positional error in x-y
plane, on z-axis, and rotational errors are shown.
Figure 33. A snapshot in path tracking task on the x-y plane. It
can be figured out that even the arm curves, the direction of the
end effector is stable.
3.4.3 Limitation.
(a) Firstly, the angle between the tip orientation and the
target orientation should not exceed 90 degrees. This is
due to the limitation of coordinate transformation, which
can be solved by interpolating intermediate targets.
(b) Secondly, the angle between the approximated motion
direction and the actual motion direction should be
no more than 90 degrees in the middle segment,
which is the requirement of relatively precise geometric
information when calculating the global Jacobian
matrix. If the external disturbance is too large, the
estimated intermediate information will not be enough,
then the control will be unstable.
(c) The current single - segment Jacobian matrix is invariant,
which affects the accuracy of the model and reduces the
control efficiency. More accurate single-segment models
can be established by machine learning methods, then
higher control efficiency can be achieved.
3.5 Model-free closed-loop control
In theory, when using closed-loop control strategy, it is not
necessary to model the plant as long as the effectiveness of
the actions is known.
In this section, we use the first 4 segments of
the experimental platform in figure 19.We adopt the
reinforcement learning algorithm, Q-learning, to learn
a model-free control strategy for multi-segment soft
manipulators. To implement this method, state, action and
reward functions are designed for the 2D horizontal plane
point-to-point task and actions are designed for our HPN
manipulator prototype. Then we present the main training
and estimating algorithm.
3.5.1 Method In this section, we firstly introduce the basic
method of q-learning. Then the state and reward functions
are designed for the 2D horizontal plane point-to-point task,
and actions are designed for a specific manipulator prototype.
Lastly, we present the main training and control algorithm.
Q-Learning. Q-Learning is an iterative process, which
learns a strategy that ultimately gives the expected reward
of taking a given action in a given state, and it is suitable for
learning a control strategy for soft manipulators.
The learned strategy pi should be able to guide the agent’s
action at each state, which can be derived from the state-
action values after the training process, i.e.
pi(s) = argmaxaQ(s,a) (19)
where s,a are state and action, and Q(s,a) is the state-action
value.
Before training starts, Q(s,a) returns an (arbitrary) fixed
value, chosen by the designer. In each training step, the
learning agent perceives its current state from state set S,
selects an action from action set A according to Q(s,a),
and then observes a reward R and a new state that may
depend on both the previous state and the selected action.
The key procedure of Q-Learning algorithm is to evaluate
and update the value of Q(s,a) that represents the long-term
accumulated reward:
Q(st ,at)← α[Rt + γ ·maxaQ(st+1,a)−Q(st ,at)]+Q(st ,at)
(20)
where st is the system’s state at step t, at is the action
taken in step t, Rt is the received reward after taking action
at , and st+1 is the state in step t+1 after transfer. α and γ are
parameters, α is learning rate, and γ is called discount factor.
Definitions. In this chapter, we introduce the definitions
of state, action and reward for the Q-Learning algorithm.
For the 2D point-to-point task, state is defined by
relative position of the manipulator’s end effector to
the target, denoted as ~D. Specifically, it is determined
by (l, θ) where l is length of ~D, and θ is clock-
wise rotation angle from y-axis to ~D, as shown in Fig-
ure 35. To discretize the continuous state space, we par-
tition (l, θ) into intervals, Li = [li, li+1], i= 1,2, · · · ,m and
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Figure 34. This figure shows the process of finishing four tasks using HPN manipulator. In (a)-(d), the end effector falls when
loaded with a 120g object, and then returns to the original position using feedback control. In (e)-(h), it moves the object from one
position to another. In (i)-(l), it tracks the object’s position and direction, shown from overlooking view. In (m)-(p), it grasps another
cube-shaped object from a hand and place the object to the position.
Figure 35. The definition of state through (l, θ ), where l is
length of vector ~D, and θ is clockwise rotation angle from
negative y-axis to ~D. We evenly divide the range of l and θ into
M and N intervals separately. Each interval pair represents a
certain state, i.e. when the length of vector ~D is between (li,
li+1) and the angle is between (θ j, θ j+1), the system is defined
to be at state (i, j). An example of state is marked in the figure.
Θ j = [θ j,θ j+1], j = 1,2, · · · ,n, which are uniformly dis-
tributed in the available range of the manipulator. Thus, there
are m · n states in total. When a certain state (l∗,θ ∗) lies
in (li, li+1),(θ j,θ j+1), the corresponding state will be (i, j),
1≤ i≤ m,1≤ j ≤ n. As shown in Figure 35, when the state
gets close to the target, the partition granularity will be high,
which guarantees control accuracy.
Actions are represented as the manipulator end effector’s
position variation. For most multi-segment soft manipula-
tors, the movement of whole manipulator can be regarded
as the combination of each segment’s motion. So, we can
find a proper basic motion set of a segment, as the definition
of actions. Generally, there are totally k · s actions when the
manipulator has k segments, each with s basic motions. For
instance, for our manipulator, in 2D workspace, s equals 4
when segment action is defined as moving towards front,
back, left and right (as shown in Figure 36). Consequently,
the entire workspace of manipulator can be achieved by a
sequence of these actions.
For 2D movement, two groups of airbags on one side of
each segment are inflated together. Thus, the movement of
one segment is actuated by different pressure combination on
both sides. So actions, representing basic movement, can be
defined as a(pil , p
i
r) where p
i
l , p
i
r signs the motion (inflating
or deflating) for the pressure units on left and right side of
segment i respectively. Specifically, as shown in Figure 36,
when pil and p
i
r are both set to 1 or -1, the segment will
elongate or shorten accordingly. And when pil and p
i
r are set
to 1 and -1, the left side will be inflated and the right side will
be deflated, causing the segment to bend toward right.
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Figure 36. Four unit movements for a single segment which
are defined as actions. Number 1 represents inflation at the side
and -1 represents deflation. Action (1,1) is to inflate both sides,
which leads to elongation, and action (-1,-1) is to deflate both
sides which leads to shortening. (-1,1) is to deflate the left side
and inflate the right side of the airbags, which leads to bending
towards left side, and action (1,-1) is the contrary movement. In
the figure, blue dashed line represents previous pose and black
solid line represents the current pose after the action. All the
possible pose of the manipulator can be achieved by the
combination of these four basic actions.
Reward is the evaluation of how much a certain action
from a state contributes to reaching the target. Specifically,
R can be defined as distance variation relative to the target:
R= |~D|− |~D′| (21)
where |~D|, |~D′| are distance between end effector and
target before and after the action as shown in figure 37.
When the manipulator moves towards the target, R is
positive, and the closer it gets, the larger the reward is;
otherwise, the reward is negative. According to R, Q(s,a) ∈
Q gradually converges to the reasonable value during the
learning process, where Q ∈ Rmn×4k represents the state-
action value matrix.
Figure 37. The design of reward function. Potted line
represents the manipulator pose before executing an action and
solid line represents the pose after that. In this figure, reward
equals |~R|. If the end effector moves closer to the target, the
reward is positive; otherwise, the reward is negative.
Control algorithm. The main training algorithm is
designed as follows (shown in Algorithm 4), whose purpose
is to learn a moving strategy. The training is conducted
during repeated process of moving towards randomly
selected targets, and it finishes after achieving an expected
level of proficiency, denoted as a certain proportion of
marked states.
For the effectiveness and completeness of the learned
moving policy, in essence, we need to make sure that for
each available state s, there exists an action a s.t. Q(s,a)> 0.
During the training process, when a state-action pair with a
positive value is found, the state is given a mark. A marked
state is definitely an available state. When training at a given
target, the number of marked states Z grows fast at first, and
then tends to be steady. If it does not increase in T steps, the
target will be changed to another appropriate one.
Specifically, targets are selected randomly from available
workspace W, and vector ~D from end effector to target and
corresponding state s are obtained. Before each iteration, |~D|
is compared with a preset threshold value in order to decide
if end effector has reached the position within acceptable
accuracy. During iteration, an action is selected according
to the ε-greedy strategy, which means the currently known
best action (with largest value of Q(s,a)) will be selected
with a certain probability 1− ε , and a random action will be
selected with probability ε . The manipulator then performs
the selected action and the new position are used to calculate
R, which is used to update Q(s,a). If the current state satisfies
the mark condition (Q(s,a) > 0, means there exists positive
action towards target from this state), then mark it. Then the
adjacent unmarked states are assigned with the average value
of its neighbors. After that, we judge if it is time to choose a
new target for training by checking if there are new marks in
recent T iterations. When the outer iteration ends, a control
strategy pi is generated by selecting the action with largest
value of Q(s,a) under each state.
For the state refining in line 2, since the definition of states
only depends on the relative position of the manipulator’s
end effector and the target, rather than their actual position,
the state partition graph is identical for any target. The
Algorithm 4 Training Algorithm
1: function TRAIN Q(S,A,W) .W is manipulator workspace
2: S← Refine(W,S)
3: repeat
4: xt ← SelectTarget(W)
5: [~D,s]← GetState(xt ,S)
6: while |~D|>threshold do
7: a← ε-greedy(s,Q)
8: Move(a)
9: [~D′,s′]← GetState(xt ,S)
10: R= |~D|− |~D′|
11: Q(s,a)← Q(s,a)+α[R+ γ ·maxaQ(s′,a)−Q(s,a)]
12: if Q(s,a)> 0 then
13: Mark(s)
14: UpdateNeighbor(s)
15: end if
16: if There is no new mark in recent T iterations then
17: break
18: end if
19: [~D,s]← GetState(xt ,S)
20: end while
21: until MarkedProportion(S)> P%
22: for each s ∈ S,a ∈ A do
23: pi(s) = argmaxaQ(s,a)
24: end for
25: return pi
26: end function
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center of the graph is an imaginary target, and the grid cell
where the manipulator’s tip is in determines the system’s
state. To ensure the completeness of the state set, the radius
of the maximum circle is set to be the maximum distance
between two points in workspace. Considering the specific
shape of the workspace, only part of the states are available
and others may never be reached. We propose an approach
for the estimation of maximum available states, shown in
Figure 38. Let the center of the state partition graph move
along the periphery of the workspace, and at the same time,
record the states whose corresponding grid cell intersects or
is contained in the workspace. In this way, we are able to tell
all available states from unavailable ones and their proportion
in all states.
Besides, it is possible that some available states are not
marked in the training process, and some elements of Q will
remain the initial random values. In line 13, we handle the
problem by approximation: if a state s is not marked, for
every action a, Q(s,a) is set as the average of its neighbor
states. As shown in Figure 39, when a state is newly marked,
all the neighbor unmarked states will be updated to the
average value of neighbor marked states, for example, an
unmarked state will update to the marked state value to that
of the only one marked state, or average of two marked
states’ values.
After the training process, the control strategy will be
tested in workspace, where the main process is similar to
the previous training, as shown in Algorithm 5. Specifically,
only the update of Q(s,a) and marking of states are no longer
conducted in the test.
Algorithm 5 Control Algorithm
1: function CONTROL Q(S,A,xt ,pi)
2: [~D,s]← GetState(xt ,S)
3: while |~D|>threshold do
4: a← BestAction(pi(s))
5: Move(a)
6: [~D,s]← GetState(xt ,S)
7: end while
8: end function
3.5.2 Experiment In this part, we conducted point-
to-point experiments to verify the effectiveness of q-
learning algorithm. Considering the reachable range of the
manipulator, we partition the distance to the target l from
0mm to 480mm evenly into 16 intervals, and the angle θ from
0◦ to 360◦ evenly into 18 intervals. Thus there are altogether
288 states. The expected proportion of marked states P is set
as 50%. We adopted a subset of the action set, only including
the elongating and bending actions. Since the manipulator
consists of 4 segments, there are totally 12 actions.
The state-action values converge after around 1000 outer
iterations during learning process. After the learning process,
we test the effectiveness of the learned strategy. We randomly
choose a target within the reachable range of the manipulator
and let the manipulator move under the ε-greedy strategy
to reach the target for 4 times, where ε is set to 0.1.
We expect it to reach the targets at a precision higher
than 10mm. Figure 40 shows that the distance between the
tip of the manipulator and the target generally decreases
as the manipulator takes actions, and finally the expected
precision is reached. The increase of error at the first few
Figure 38. Searching for available states. Let the state partition
graph move around the periphery of the workspace, and record
all the states whose corresponding grid cell could have an
intersection with it. In the schematic figure above, the black and
grey states are known to be available while the white ones are
not known currently.
Figure 39. The state partition graph at an imaginary target. In
the training process, a state s will be marked when positive
value of Q(s,a) is found, and unmarked neighbor states (shown
as neighbor areas, one state has eight neighbors) will be
updated. Besides, since the states are independent of specific
targets, when a new training target is selected, the partly trained
graph retains and following training will build on it.
step is probably because our manipulator would first elongate
before bending when the airbags start to contact with the
honeycomb wall. These experiment results attest to the
effectiveness of our control strategy.
3.5.3 Limitation.
(a) The current action of q-learning is to inflate or deflate a
set of airbags. Only one set of airbags can be operated
in each cycle, which is inefficient. Adding more action
can make it faster, but the training time will be increased
as the expense. When actions can be composed into any
combination, the efficiency of well-trained q-learning
should theoretically be better than that of model-based
methods. In fact, reinforcement learning can be used to
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Figure 40. The fold lines in (a) represent the ordered
intermediate coordinates of the manipulator’s tip during the
process of reaching the target. The four lines are slightly
different because it has the possibility of 0.1 to conduct a
random action in each step. (b) is the error graph, which
demonstrates that as the manipulator’s tip approaches the
target [150, 350], the error gradually reduces and finally drops
to less than 10mm. There are few pointless actions, illustrating
that most executed actions according to the strategy are rational
and effective.
accomplish complex tasks, which is obviously overkilled
here just as an exploration of model-free controls.
(b) In this section, only position control is implemented. In
fact, the same control method can be used to control
position and direction.
(c) In addition, training data is not fully utilized here. In
fact, multiple virtual targets can be defined for a single
action, so that all elements of the column of Q matrix
corresponding to the action can be calculated. So a
relatively accurate Q matrix can be calculated after each
action theoretically. In fact, the reinforcement learning
controller we use in the comparative experiment section
later realizes this idea of data reuse. Because very little
data is required to learn the Q matrix, the controller can
be updated in real time, so as to better deal with larger
external disturbances.
3.6 Comparative experiment
We implement several different control methods: two
level model based control, estimated model control and q-
learning control, which base on idea of accurately modeling,
idea of feedback without accurate model and idea that
learning the strategy without modeling, respectively. To
study the characteristic and proper application condition for
the different control methods, and to find the control method
that can make best use of the advantages of soft manipulators
in interactive tasks, we compare their ability to perform tasks
under different external disturbances.
3.6.1 Experiment settings. In order to compare the
capability of the control methods, we perform the
experiments on the same control platform, as shown in
Figure 19. The same experimental configuration as that used
in the model based control method experiment is used.
Estimated model control method and Q-learning control
method are implemented on a 2 dimensional 3 segment HPN
arm, and the information of the tip orientation is added to the
reward in Q-learning to implement the orientation control.
We perform point-to-point tasks in the experiment. If
the positional error is less than 15mm and the rotational
error is less than 15 degrees, the task is considered to
be completed. We introduce different disturbances in the
experiments. For the control group, no disturbance is applied.
For the experimental group with small disturbances, constant
lateral forces of 0.75N and 1.5N are applied respectively.
For the experimental group with large disturbances, the
connections between the two groups of the airbags and the
controller are exchanged. And the exchange is applied at the
middle segment and the base segment respectively. The two
experimental groups simulate the situations where the arm is
under constant external force (for example the constant force
generated in interactive task and the arm’s gravity) and the
situations where the actuation mapping is changed by huge
disturbances (for example when the arm bends more than 90
degrees).
In preliminary experiment, we discover that when the
actuating pressure is kept constant and a small lateral force
(0.75N) is applied at the tip, the deviation of the tip is
31mm on average, which is much larger than the specified
accuracy requirement. To some extent, this prove that open
loop control based on accurate model would be unacceptably
inaccurate. So in this section we would mainly compare the
three close loop control method.
The tip of the arm is controlled to follow the marking
point using model-based feedback control method, and the
positions and directions of 20 roughly evenly distributed
reachable states are recorded. The arm is controlled to reach
the states using the three control methods respectively. The
reaching time is recorded to evaluate the control efficiency,
and the reaching result (reached or not reached) is recorded
to calculate the success rate. 100s is set as expire time, which
is fairly enough for our algorithms to converge in most cases.
If the target can not be reached in 100 seconds, the task is
considered as failed.
3.6.2 Results and discussion. In free space, all the
specified states could be reached using all three control
methods. In this case, the model based control method has
highest efficiency.
When large disturbances that change the actuation
mapping are applied, we mainly care about the success rate.
All the model based method are affected greatly. While for
the strategy based method, due to its online learning, it
could recover in a short time (even after performing each
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Table 2. Results of comparative experiment
free space external force reverse group
0g 75g 150g middle root
time rate time rate time rate time rate time rate
model-base 7.6/11 1 13.1/1 0.6 13.8/1 0.55 26.1 0.35 N/A 0
estimated-model 12.2/1.61 1 12.3/0.94 0.7 10.8/0.78 0.55 22.5 0.3 6.2 0.1
Q-learning 48.0/6.31 1 53.3/4.07 0.65 40.0/2.89 0.5 52 1 49 1
1 The former number represents the real time, while the latter one represents the relative time of each method relative to the model-
based method.
Figure 41. The result of comparative experiments. (a)shows the trajectory of three algorithms arriving at the same point repeatedly
under disturbances. The circle represents the scheduled arrival area. (b)shows the change in distance from the target point during
the movement, and the abscissa is the running time of the algorithm.The dotted line represents the scheduled arrival area.
(c)shows the error of angle during the motion.
action for one time). Even exchanging the airbags has no
effect on it, it could still reach all the states and its reaching
time is not apparently influenced. It’s worth mentioning
that, for each experimental group, the Q-learning method is
trained without any prior knowledge about the disturbances.
In the result of control group and experimental group that
exchanges the airbags, the time to reach the first 5 states is
61.6 seconds on average, while the time to reach the next
15 states is 45.8s on average, which demonstrates the rapid
learning ability of Q-learning control method.
The lateral disturbances would make the model deviates
from the actual situation and decrease efficiency. Among
the control methods, the reaching time of Q-learning control
method is relatively constant and could represent the actual
control difficulty. So we choose the time of Q-learning as a
unit and calculate the relative reaching time with respect to it
to observe the performance changes of the control methods.
It could be found out that the relative reaching time of
estimated model control method is roughly constant around
0.25. While the relative reaching time of model based control
method rise from 0.16 to 0.34. It could be inferred from
Figure 41 that, because the step size is large, the path of
model based control method first deviate largely and then
return to move towards the target under feedback. In this
case, the model largely deviates from the actual situation,
so if a large step size is used, the tip may move away from
the target. Figure 41 (b) (c) shows the positional error and
rotational error while reaching the target. It can be inferred
that the model based control feedback strategy is radical and
causes large over-adjustment under disturbances. Estimated
model control method may also cause over-adjustment, but
it has a small step length so it could adjust in time without
generating large deviations. In addition, it can be observed
that due to the inherent randomness of Q-learning control
method, the paths of reaching the same point is not the same
and various from each other. While the path of model based
control method has a higher repetition rate.
In conclusion, under small disturbances or zero distur-
bance, model based control strategy with feedback performs
the best, for it is fastest and most accurate. It could be
concluded that the reaching efficiency is positively correlated
with the modelling accuracy.
Generally speaking, the more accurate the model is, the
better, even when external disturbances are applied. But the
larger the disturbances are, the smaller the impact of the
accuracy of the model is. If the cost of modeling is not
considered, then more accurate model should be chosen,
or else with a large cost of modeling (as the case of soft
robots), an estimated model could be used with task space
feedback to achieve decent performance. Specifically, if
both of the controllers using accurate model and estimated
model iterates with small step size, they should have similar
performance. In order to take advantages of accurate model,
the step size should be large. In our experiment, with the
model based control method using large step size, and when
there is no disturbance, the reaching time of estimated model
is 1.6 times longer than that of accurate model. Because
the soft robotics is at its starting stage, most soft robots
move slowly, and the 1.6 times difference is not large. But
the larger the step size is, the more impact it will suffer
when disturbances are applied. And its performance may
even worse than the estimated model. In interactive tasks,
disturbances are usually applied. So in this case using a small
step size may result in a performance similar to that of using
accurate model, but it is more simple to implement. For
preliminary study of the control of soft arms in interactive
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applications, this method should be a good choice. In the
future, with the development of proprioceptive sensors and
modeling technology, the control should be better and better.
When the disturbances are large, controller without model
using real time learning could be used. Though model based
control methods could also update its model, it’s hard to
implement online update. And learning based method also
has a strong cross-platform adapting capability.
3.7 Control Conclusion
Kinematics of the traditional robot, called rigid body
kinematics, will not be affected when force is considered.
Soft robot can be modeled without considering the force,
but this model will change tremendously after taking force
into account. It’s acceptable if the deviation is limited. But in
most cases, this deviation is too large to be accepted.
Therefore, we come up with a bold hypothesis: traditional
kinematics does not apply to soft robots and a new theory
is needed. Instead of accurately modeling their own bodies,
creatures always use visual and tactile feedback to complete
complex tasks, which may provide some inspirations for
soft robots to have better performances in unstructured
environments.
This paper begins with the difference between the
modeling of soft arms and the modeling of rigid arms to
explore the control problem of the soft arm. Three new
control methods are presented: accurate model, estimated
model and model-free method. The characteristics and
application of these different methods are obtained through
comparative experiments.
We point out that only in an ideal environment is it
possible for a soft robot to be modeled accurately and
achieve open-loop control in task space like a rigid robot.
Task space feedback controller is indispensable in non-ideal
environment and experiment at the end of this section proved
this judgment to some extent. Our judgment may not be
totally correct and just to consider it a prompt for open
threads. What matters is the fundamental question - can a
soft arm be accurately modeled? The answer to this question
may inspire new control methods and avoid detours.
However, External sensors, such as the Motion Capture
System we use, are often essential for the task space feedback
controller, and it may limit the application of the system.
Traditional rigid robots do not need sensors in the task space
for their control, so there has been little demand of them in
robotics. With the development of soft robots, the demand for
portable, reliable and cheap task space sensors will continue
to grow.
3.7.1 Limitation
(a) At present, what we have done is the simplest motion
control without force control or dynamic control.
(b) All the control methods in this paper need to use sensors
that can feedback the task space information, but there
are some limitations in using such external sensors.
For example, we use MCS to feedback task space
information, which is expensive and poor in portability
(or mobility) – MCS need to be set up in the peripheral
space in advance.
(c) Only the position control of the end-effector is
considered in our work. However, for the planning tasks
that require collision avoidance, attitude control of the
arm is required. To some extent, attitude control can
be achieved by adding reflective markers in the middle
segment. What’s more, the state of the arm is estimated
based on the position of the tip point in our model-less
control. It means that if the pose of the middle segment
is known, the estimated Jacobian model will be more
accurate and the overall efficiency of the algorithm will
be improved.
(d) The current control method based on accurate model
and estimation model is feedback control with fixed step
size. Performance of the feedback control method can be
better by adopting the method of adjusting the step size
dynamically, such as PID method.
4 Application
When soft robots interact with the environment, their
behavior resulting from passive degrees of freedom is highly
diverse. The behavior is much more complex than the
actuation which tend to contribute to interaction tasks in
turn. But why soft robots exhibit such property? And what
it contributes to the development of robots? How should we
utilize this property?
The objective of this section is to explain and demonstrate
the features of soft manipulators when interacting with
environments.
4.1 Explanation of simplification
In order to clearly explain the mechanism and character-
istics of the interaction between the soft manipulator and
the environment, we choose an interaction task, opening the
drawer, as shown in Figure 42, for analysis.
Many robotic tasks have a set of orthogonal reference
frames in which the task specification is very easy and
intuitive. Such frames are called task frames or compliance
frames. An interaction tasks can be specified by assigning
a desired force / torque or a desired linear / angular
velocity along / about each of the frame axes. The desired
quantities are known as artificial constraints because they are
imposed by the controller; these constraints, in the case of
rigid contact, are complementary to those imposed by the
environment, known as natural constraints.
For the rigid manipulator, this interaction task of opening
the drawer in task frame St can be described as:
Desired forces and torques:
1. Zero forces along the xt and zt axes
2. Zero torques about the xt , yt , and zt axes
Desired velocities:
3. A nonzero linear velocity along the yt -axis
1 and 2 are natural constraints, which are determined
by the task itself. 3 is artificial constraint determined by
the strategy, such as opening or closing a drawer. Under
this task specification, rigid manipulator needs to follow the
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Figure 42. Schematic of the drawer opening task. The red and
blue curves are the initial state and the execution state of the
arm, respectively. The red arrow is planned motion, indicating
that the arm will move in this direction when there is no external
force. The blue arrow is the real motion, which represents the
actual direction of motion within the drawer constraints. The
green cone represents the set of directions in which the soft
arm can open the drawer. F is the reaction force to the soft arm
due to the inconsistencies between planned motion and the
drawer’s natural constraints.
solution that meets all constraints and avoid high contact
forces caused by implementation errors through real-time
perception.
Soft manipulator exhibits the whole body’s inherent safety
and passive compliance because of its passive compliance.
The reaction force of undesired force, which is generated
by the soft manipulator against environmental natural
constraints, will change the state of the soft manipulator
without damaging the environment or itself. This makes the
soft manipulator don’t need to planning a precise motion
to conform to the natural constraints, and allows planned
motion to fight against the natural constraints. So constraint
space that describes the interaction task then will change,
take the task of opening drawers above as an example,
constraint space can be expressed as:
Desired forces and torques:
1. No constraints
Desired velocities:
2. A nonzero linear velocity along the yt -axis
Under this task specification, the soft manipulator is able
to complete the drawer opening task as long as it has the
motion component of yt -axis, so the feasible solution of the
task is expanded to a region. The task planning of the soft
manipulator is simplified because there are fewer constraints
to solve.
Suppose we plan to generate a planned motion as shown
in Figure 42. Since it does not meet the natural constraints
of the drawer, the drawer will generate force F on the arm
when planned motion interacts against natural constraints. F
will change the motion to comply with natural constraints
for the arm’s passive.compliance Therefore, as long as the y-
axis motion component conforms to the natural constraints,
the soft manipulator can open the drawer with reaction force
F, as in Figure 42, a planned motion in the green cone area
can open the drawer.
To sum up, because of passive compliance, soft
manipulator don’t need to take natural constraints into
special consideration when perform the interaction task,
which makes soft manipulator does not rely on accurate
perception and modeling of tasks. And the feasible solution
of the task is expanded to a region, as long as the solution
have the kinematic component that corresponds to natural
constraints, it is possible to complete the task, which makes
soft manipulator does not rely on accurate planning and
control. Therefore, soft manipulator can simplify perception,
planning and control while performing the interaction task.
Based on the analysis of the property simplification, we
can define a finite number of the trend of basic motions
and accomplish interaction tasks through the combination of
these basic motions. We define the trend of basic motions
as atom behaviors, and define the combination of atom
behaviors in chronological order as the behavior pattern, and
use behavior pattern to perform the interaction task. Then
next section are based on this idea to perform the physical
experiment.
4.2 Experimental Method
In this work, based on HPN arm2, we define six
translational atom behaviors in space: moving up and down,
moving left and right, moving forward and backward,
and four rotational atom behaviors: rotating along x-axis
and rotating along y-axis. Because we abandon the DoF
of rotating along the longitude direction of the arm, no
corresponding atom behavior is defined. The atom behaviors
are implemented by the abovementioned estimated model
approach. Specifically, a target point which remains a certain
deviation with the tip of the arm is defined, and the target
point remains relatively static with the tip, so the arm is able
to move towards the direction where the target point in. The
deviation could be distance and angle of orientation.
In order to show the advantage of the soft manipulator
to perform interaction tasks as comprehensively as possible,
three kinds of experiments are performed: free space interac-
tion tasks, human-robot interaction tasks and confined space
interaction tasks. There are several free space interaction
tasks, including cleaning glass, turning handwheel, shifting
gear, unscrewing bottle cap, opening drawer and opening
door. For each task, corresponding behavior patterns are
given as prior knowledge. For example, the behavior pattern
of opening and closing a drawer could be “moving forward
and backward”, and the behavior pattern of opening a door
could be “moving down and backward”. For an interaction
task, We define the rigid body that directly interacts with
the end effector of the manipulator in the task as the task
handle. During the experiments, a task handle is specified,
and the manipulator is controlled using estimated model
approach to reach the target then grasped the task handle.
Then the corresponding behavior pattern is performed. In
the experiment, same behavior patterns are used to perform
task under different physical configurations, for example, the
type of the task may be the same while the position and
orientation of the task handle is changed. Furthermore, we
use the same behavior patterns to perform interaction tasks
in confined space, and the results are compared with that of
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the experiments in the free space to research the ability of the
manipulator to perform tasks in confined space.
Next, the specific experimental setting is proposed:
1. The demonstration and quantitative analysis of atom
behaviors
The pre-defined atom behaviors are demonstrated, and
the same behaviors are used to manipulate the slider on
the slide rail of different orientation. The position of
the slider and the readings of the force sensor attached
to the slider are recorded. And the atom behaviors are
quantitatively analyzed to research the adaptability of
the atom behaviors.
2. Free space interaction tasks
The interaction tasks in free space are classified
according to the DoF of the end effector. The same
behavior patterns are used to perform the same
task under different physical configurations. Several
physical quantities that can represent the completeness
of the tasks are chosen to be recorded during the
experiment.
3. Human-Robot interaction tasks
The tip of the manipulator is maintained at a specified
point. Anthropogenic disturbance are introduced to
test the compliance and kinematic redundancy of the
manipulator. The position of the tip is recorded to
show the basic performance of the HPN arm and the
characteristics in human-robot interaction.
4. Confined space interaction tasks
The manipulator is limited. Then experiments of basic
performances and interaction tasks are performed to
research the ability of the manipulator to work in
confined space.
4.3 Hardware platform
The experiment platform is shown in Figure 43. It
consists of five parts: sensor system, HPN Arm2, HPN
gripper, two-dimensional mobile platform, controller and
computing device. The sensor system are used to obtain
information. And the computing device is used to process
the information, generate the control signal and control
the motion of the manipulator through controller. In this
experiment, motion capture system (MCS) is used as sensors.
Eight MCS cameras are placed evenly across the workspace
of the manipulator to obtain information of the manipulator
and tasks. A two-dimensional mobile platform controls the
movement of the base of the manipulator to expand its
reachable space. The controller is based on proportional
valves, as described above in section 2.5.
4.4 Results and discussion
4.4.1 Qualitative and quantitative experiments of atom
behaviors. Figure 44(a)-(e) demonstrate five atom behav-
iors, including the translational motion along three direc-
tions, and the rotational motion along x-axis and y-axis.
A linear slide rail and a force sensor are used to analyze
the atom behaviors qualitatively and quantitatively. Figure
Figure 43. Hardware Platform. a is HPN manipulator, b and c is
the markers of tip and base of the HPN Arm, d is the MCS
camera, e is PC, f is two-dimensional mobile platform. Note that
the coordinate system of the arm tip is the same as the
coordinate system of the space in the figure.
44(f) demonstrates the manipulator performing the forward-
backward motion on the slide rail, the angle and orientation
of the slide rail are changed to perform different experiments.
The procedure of this experiment is the arm come to grip the
handle of the slider firstly, and then performs the same atom
behavior with different orientations of slide rail.
This experiment shows the passive compliance of the
soft manipulator, embodied in the adaptability of the atom
behaviors. In Figure 45(a), the atom behavior is moving
forward and back, while the angle between the direction
of the slide rail and the atom behavior is 0 degree, 15
degrees, 30 degrees, and 45 degrees, the interaction between
the soft manipulator and the slide rail makes the tip of the
manipulator eventually move along the slide rail. Figure
45(b) shows the adaptability of atom behavior along the
directions of z-axis. From the curve of force output, it can
be inferred that large undesired force is generated along the
directions of x-axis and z-axis. Considering Figure 45(a),
this shows that the passive compliance of the HPN soft
manipulator is approximately isotropic. Figure 45(c) shows
the adaptability of rotating behavior. Even if the rotation axis
of this atom behavior is not exactly identical with that of the
task, the passive compliance of the manipulator would still
make it adapt to and execute the specified task.
The experiments of basic behaviors show the manipula-
tor’s adaptability, which is the basis of the manipulator to
perform tasks without sensing or modeling the environment
accurately. It is also the basis of the manipulator to be
compatible with task uncertainty.
4.4.2 Experiment of free space interaction tasks. An
interaction task is characterized by complex contact
situations between the manipulator and the environment. The
ability to perform interaction tasks is the basis of robots
to be applied in unstructured environment. We perform
experiments of interaction tasks based on HPN Arm2. The
most important characteristic of an interaction task is the
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Figure 44. The atom behaviors and their performance on linear slide rail. (f) shows the forward-backward atom behavior.
Figure 45. Experiments of basic behavior patterns. (a) demonstrates the trajectory of the slider in the x-y plane. The slide rails are
placed in the first quadrant at 15 degrees to each other. And the forward-backward and left-right behaviors are performed to the
slider on the slide rails with different angle respectively. The slider are made to move back and forth twice. Group 1 represents the
path while performing forward-backward behavior, and Group 2 represents the path while performing left-right behavior. (b)
demonstrates the path of the slider within the x-z plane, and the data of the force sensor while moving along z-axis(0 degree). (c)
demonstrates the rotational angle while the rotating behavior is performed in the case where the axis of rotation of the hand is not
identical with the actual axis of rotation. The curves in this figure are, in turn, the rotational angle of two rotational atom behaviors,
the deviation between the rotational axis of slider’s handle and the rotational axis of two atom behaviors.
degrees of freedom of the end effector during the task. Here
interaction tasks with different DoFs are chosen to perform
the experiments, including opening drawer, opening door,
unscrewing bottle cap, shifting gear, turning hand wheel
parallel and vertical to the soft arm, cleaning glass. Prior
knowledge is given, and the corresponding behaviors are
used to perform the tasks respectively (see Figure 48). The
results show that the soft manipulator can achieve interaction
tasks with different DoFs using simple control strategy, and
can be compatible with different configurations in the tasks,
for example, the position of the glass, the radius of the hand
wheel, the position and the orientation of the drawer.
Free space interaction task 1: Open drawer. This task
has one DoF, using the two atom behaviors: move forward
and move backward. Angle (0 degree to 30 degrees) and
height (top, medium, and bottom) of the drawer is changed,
but same behaviors are used to perform this task, shown
in Figure 46 (see also Extension 11). Displacement of the
drawer being pulled out is selected as the analytical indicator
of task completion. Figure 46 shows the arm posture when
the soft arm opens the drawer with different configurations
at the maximum angle. It can be seen that the same atom
behaviors work differently on the same task with different
configurations. This also demonstrates the adaptability of the
arm as a result of passive compliance.
Free space interaction task 2: Open door. As an
interaction task, opening/closing the door has three
processes: turning the door handle, opening, and closing.
We define the atom behaviors as moving down, moving
backward, and moving forward respectively. During this
task, the orientation of the door is changed, but the same
atom behaviors are used to perform the task. This procedure
is shown in Figure 48(A) (see also Extension 10). During this
task, there is no need to model the rotation axis of the handle
and the door and perceive the contact force and torque in real
time. The height of the arm tip is selected as the analytical
indicator of task completion to analyze the procedure of
turning the handle downward. Figure 49(a) shows the change
in the height of the arm tip in this procedure. After turning the
handle, doors at different orientations are opened and closed
by moving it backward and forward that similar to opening
drawer.
Free space interaction task 3: unscrew a bottle cap.
Unscrewing bottle cap is the task with one rotation DoF. The
predefined atom behavior is to rotate along the plumb line.
Along with the gripper, this behavior could rotate different
bottle cap, see Figure 48(B)(see also Extension 9). Choose
the angle between the orientation of the tip and its initial
orientation as the task indicator. At the position where we
perform the task, the manipulator could output a moment
within about 45 degrees.
Free space interaction task 4: shift gear. The task
of shifting gear has 2 DoFs. The task is performed
based on four atom behaviors of the manipulator, which
are moving forward, moving backward, moving left,
moving right. A certain sequence of gears is specified:
Neutral→1→2→3→4→1→R, see Figure 48(C) (see also
extension 8). Then two modes are defined to perform
the task, namely Behavior 1 and Behavior 2. Behavior 1:
decompose the shift between gears to basic atom behaviors
and then perform them step by step. For example, the
corresponding behaviors of 4→1 are: moving forward,
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Figure 46. The procedure and results of opening the drawer. It has only 1 DoF. (a-d) shows the procedure. Firstly, the position of
the handle is specified (a), then the manipulator moves to the handle and grasps it (b). Then the drawer is pulled back (c), and
pushed forward (d).The posture of the soft arm when drawers with different configuration are opened to the maximum. And the
nether figure is results of the soft arm opening drawers of different heights (top, medium, bottom) and different angles (0 degree, 10
degrees, 20 degrees, 30 degrees).
Figure 47. The result of the experiment of pulling the drawer. It shows how the position of the tip change over time when opening
drawers with different orientation and different height. Due to the deformation of the arm itself, drawers of different heights or angles
can be pulled out at different displacement, ranging from 15 cm to 30 cm. The cliff-like decline on the curve of opening the top
drawer at zero degree is a rapid motion after storing energy, this characteristic is analyzed in task 4.
moving left and moving forward. Behavior 2: move after
storing energy. The shift between gears is also decomposed
to basic atom behaviors, and the motion to move left
and right are replaced by energy storing motion. Again
take shifting 4→1 for an example, first the motion to
the left is performed, the tip won’t move due to natural
constraints, but the manipulator stores potential energy due
to passive deformation. Then the motion of moving forward
is performed, and the stored energy is released, the tip
could reach 1 immediately. We choose the procedure of
shifting 4 to 1, perform the task using these two modes,
and record the x coordinate of the tip, see Figure 49(c). It
can be observed that the manipulator would move rapidly to
the left when releasing the stored energy, which makes the
mission efficiency increase by 50%. It shows the ability of
the manipulator to store energy, which is significant for tasks
related to dynamic interaction.
Free space interaction task 5: turn a parallel hand
wheel. A handwheel with 2 DoFs is chosen and placed
parallel to the manipulator as shown in Figure 48(D). The
task is performed using a behavior pattern including four
atom behaviors: move backwards, move up, move forward,
move down (see extension 7). Three kinds of handwheels
with different radius are used. And the trajectory of the
handle in 2D plane is recorded. It can be inferred from
Figure 50(a) that the same behavior patterns could be used to
perform the task of turning handwheel with different radius.
In the process, there is no need to sense the radius of the
handwheel.
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Figure 48. The HPN Arm performed a series of interaction tasks. In the tasks, the DoF of the tip of the manipulator increases step
by step. And the same task with different configurations are performed (see Extension 6-10 for details). (A) demonstrates the
experiment of opening and closing the door. The task has only 1 DoF. It has three procedure: rotate the door handle, open the door
and close the door. (a-d) shows the procedure of opening the door. First, the position of the door handle is specified (a), then the
manipulator moves to the handle and grasps it (b), then handle is pressed down (c), and finally the door is opened by being pulled
back (d). (B) demonstrates the experiment of unscrewing the bottle cap. This task has only 1 rotational DoF. (a-d) shows the state of
the manipulator at different time. From the close-up view at the bottom right corner of (a) and (d), it can be clearly observed that the
bottle cap is unscrewed. (C) shows the experiment of shifting gear. The task has two DoFs. The number at the below right corner
shows the current gear. (D) shows the experiment of rotating a handwheel parallel to the manipulator. This task has two DoFs. (a-d)
shows the process of performing the task. First, the approximate position of the handle is specified (a). Then the manipulator moves
to the handle and grasps it (b). Then the corresponding behavior patterns are performed (c-d) until the task is completed. (E) shows
the experiment of rotating the handwheel vertical to the manipulator. This task has 3 DoFs. The handwheel is shown at the upper
right corner of (a). The procedure is similar to (D), while the pre-defined behavior patterns were different. (F) demonstrates the
experiment of cleaning the glass which has 5 DoFs. The tilt angle of the glass is changed during the performance of the task to
introduce deviation.
Free space interaction task 6: turn a vertical hand
wheel. In this task, a handwheel with three DoF is chosen.
And it is placed vertical to the manipulator as shown
in Figure 48(E). A behavior pattern including four atom
behaviors, namely left, up, right and down is used to
perform the task (see extension 7). Figure 50(b) illustrates
the trajectory of the handle. Comparing with task 5, it
could be found that the behavior patterns predefined for
the two kinds of tasks are almost the same. So it can be
concluded that, a single behavior pattern has the potential
to perform interaction tasks with different DoFs. This shows
the adaptability of behavior patterns at the interaction task
level.
Free space interaction task 7: clean glass. While
performing the task of cleaning glass, the tip has 5 DoFs.
The atom behaviors is specified as pushing on the glass
and moving left or right according to prior knowledge. This
behavior could be derived combining forward and left/right.
And this behavior is used to perform the task. In this process,
the orientation of the glass was changed all the time, so
the relative position between the glass and the manipulator
is changed. While performing the task, there is no need to
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Figure 49. (a) shows how the height of the tip change over time in the experiment of opening the door. The orientation of the door
is 0 degree, 10 degrees, 20 degrees, 30 degrees respectively. Approximately, it is necessary to press down 6 cm for opening the
door. The cliff-like decline is the rapid motion after storing energy by antagonize static friction. (b) shows the result of unscrewing
the bottle cap. The change of the angle between the orientation of the tip and its initial orientation over time is illustrated. The two
curves show the results for the bottle caps with different radius. The bottle cap was screwed for three cycles. In each cycle it was
screwed for±45 degrees. (c) shows how the position along the x-axis of the manipulator change with time and two behaviors in
the experiment of shifting gear. The velocity along x-axis generated by behavior 2 is much larger than that generated by behavior 1.
Figure 50. The result of the experiments of interaction tasks. (a) shows the result of rotating the handwheel parallel to the
manipulator. The trajectory of three circles of motion is illustrated. The different colors of the path represent the handwheels of
different radius. (b) shows the result of rotating the handwheel vertical to the manipulator. (c) shows how the recorded physical
quantities of cleaning the glass change over time. Specifically, the data are the distance between the tip and the glass, the
projection of the deviation of the tip from its initial position on the surface of the glass, and the angle between the glass and the
vertical plane. The change of the configuration includes two stages. First, small changes are applied to the orientation of the glass
(0s-20s), and then the glass swings with a large amplitude (20s-120s). The amplitude of the motion of the manipulator is
approximately the same under different disturbances. And in either of the stage, the manipulator detached from the glass once and
then resumed contact with the glass in a short time.
sense the exact change of the orientation of the glass and
the contact force. It is not necessary to modify the control
strategy neither (See extension 6). Figure 50(c) shows the
orientation of the glass and the position of the tip relative
to the glass. The position and orientation of the tip (not
the gripper) and a point attached to the glass are recorded.
The position of the gripper is represented in the Coordinate
System of the glass. Its z coordinate ( the z-axis is orthogonal
to the plane of the glass) is taken as the deviation from the
glass, and the distance between the current position of the tip
and its initial position represents the distance. In the actual
experiment, when the tilt angle of the manipulator is too large
or the manipulator is at the far left and the far right of the
workspace, the manipulator is observed to detach from the
glass, but it could resume their contact in a short time. The
adaptability of the manipulator shown in this experiment is
also meaningful in many other tasks, such as moving along a
curved surface.
4.4.3 Experiment of human-robot interaction task.
Human-robot interaction has a wide range of significance
in the application of robots in unstructured environments.
To demonstrate the human-robot interaction feature of
the manipulator, the tip of the manipulator is held at a
specified point in the workspace. We interact with the
manipulator actively and test the compliance and the
kinematic redundancy of the manipulator. The position of the
tip is recorded to show the human-robot interaction features
of the HPN arm.
The tip of the manipulator maintained at a specified
point in the workspace, and different kinds of interactions
are introduced, see Figure 51 (see also Extension 5). The
interactions are divided into three kinds according to the
duration and the amplitude: small disturbances (5-7 cm),
large disturbances (15-20 cm), and instantaneous impact
of three directions at the tip. The highest point of the
workspace and a certain trivial point were chosen as target
points to perform the experiment. The deviation of the tip
of the manipulator from the target point is recorded and
the relation between the deviation and time is illustrated in
Figure 52. The configuration of the kinematic redundancy
experiment is introducing anthropogenic disturbance at the
medium segments, and then the deviation of the tip of the
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manipulator from the target is recorded. (See Figure 51(e)(f),
Figure 52(b))
Figure 52(a) shows the response of the manipulator to
the disturbances and impact at different time. In the whole
process, the position, direction, type of contact are not
perceived. This experiment shows the characteristic of the
HPN arm to interact with people. In order to achieve this,
traditional rigid robots need to implement active compliance
using force control and compliant components such as series
elastic actuators. In the human-robot interaction, the soft
manipulator responds rapidly and has a low computational
cost. Those inherent properties are not limited to situations
of human-robot interaction. They are also useful in the case
where robots interact with the unstructured environment.
The soft manipulator also shows kinematic redundant
properties, see Figure 51(e) (f)(see also Extension 5). When
there are disturbances in the medium of the manipulator, the
manipulator can adjust its posture within a certain range to
keep the position and orientation of its tip almost unchanged.
Comparing with the traditional rigid robot with kinematic
redundant, the implementation of the kinematic redundant of
the soft manipulator does not need complex control method,
nor does it need to sense the external force.
4.4.4 Experiment of confined space interaction tasks. In
unstructured environments, it’s common for the arm to be
confined. Next, we will demonstrate the basic performance
of the soft arm in a confined space, its ability to interact
with people and perform interaction tasks. In the experiment
of confined space interaction tasks, point tracking and
interaction tasks were performed with the two segments near
the base of the arm are limited.
In the confined space, since the arm will interact with the
environment and there will be constraints, the HPN arm will
produce movement that complies with the constraints.
Figure 53 shows properties of the soft arm in confined
space (See extension 12). Comparing with what happens in
free space (a-d), the posture of the arm to reach the same
position may be different (e-h) and the workspace of the
soft arm is limited (i-l) in confined space. (m-p) are the
demonstration of human-robot interaction of the soft arm in
confined space, which show that the end of the soft arm still
has complete passive compliance in confined space, and the
deviation of the tip of the manipulator from the target point is
recorded that shown in Figure 52. The HPN arm can recover
faster from disturbances in confined space because effective
length of the arm is shorter. Rotating a hand wheel vertical to
the arm, which requires relatively complex motions and three
degrees of freedom, is chosen in the experiment of confined
space interaction tasks. During this task, the arm interacts
with the environment and is forced to change its posture.
Thus soft arm can still have a certain output space in confined
space. For a hand wheel (medium size) larger than this tube,
the arm is still able to rotate it using limited atom behaviors
(See extension 12).
In summary, the human-robot interaction tasks, free space
interaction tasks and confined space interaction tasks of the
soft arm are demonstrated in this section. In these tasks,
traditional robots might need to know the position, task
configuration, constraints, etc., and plan its motion carefully.
We demonstrates the ability of the soft arm to perform tasks
involving interaction without relying on accurate perception,
planning, and control. The control of all tasks is based on
simple behaviors defined in orthogonal reference frames,
demonstrating the simplification and advantages of soft arms
in interaction tasks.
4.5 Application Summary
Continuous passive compliance is the main characteristics
that distinguish soft manipulators from rigid manipulators.
Passive compliance not only brings flexibility and safety
to soft manipulators but also defines a new way for
manipulators to interact with the environment, which is
the real advantage and potential of soft manipulators.
Understanding this interaction advantage is conducive to
promoting the application of soft robots and the progress in
robotics.
In this paper, we propose that the advantages of the soft
arm should be reflected in the interaction, explains why
the soft arm can simplify the interactive tasks, and gives
methods based on atom behaviors to take advantage of it. A
large number of experiments have been done to prove these
methods and explanation.
Our work only shows the advantages of soft robots in
interaction tasks, but the potential goes beyond that. For
example, because of tasks are simplified, it’s easier to create
higher-level planners to accomplish complex tasks. As a
start, this paper hopes to trigger more applications of soft
robots, which in turn will attract more researchers and
resources, and ultimately promote the rapid development of
this field.
4.5.1 Limitation
(a) Since our soft arm does not have DoF of torsion, if
there is torsion during the task, the fingers will twist
and generate relatively large torsion on the manipulated
object. This problem can be solved to some extent by
adding DoF of torsion to the gripper. There will be some
problems if torsion is required in the task because our
arm doesn’t have the ability to twist. But we can still
output two other torsions if the arm can move or change
its direction. In addition, we are going to design a soft
arm with torsion DoF like an elephant trunk.
(b) This application section is a preliminary exploration. For
example, the location of the handle is given through the
MCS marker and baton. But it can be easily improved by
our visual algorithms.
(c) In this section, atom behaviors are given artificially as
prior knowledge. In future work, high-level planning will
be used to automatically generate behaviors based on
different tasks.
(d) In all of our experiments, the base of the arm is fixed. If
the base is movable, the arm will be more flexible and
able to perform more complicated tasks. For example,
the door can be opened wider if the base is movable.
When designing the hardware, we designed a step motor
platform. In the following work, we will explore the
performance of the arm combined with this platform.
In the future, we will try to combine the arm with the
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Figure 51. Experiments of human-robot interaction task based on HPN Arm. (a) and (b) demonstrate the wide range of
compliance of the manipulator. (c) and (d) show the disturbance resistance of the manipulator. (e) and (f) demonstrate the
kinematic redundancy of the manipulator.
Figure 52. Results of human-robot interaction task. (a) compares the experiments of human-robot interaction tasks in free space
and confined space in which the two segments nearest to the base of the manipulator is confined. The specific properties in
confined space will be analyzed in experiments of comfined space interaction tasks. Group 1 is the deviation when small
disturbances are introduced, group 2 is the deviation when large disturbances are introduced, and group 3 is the deviation when the
instantaneous impact is introduced. The different peaks in each group are the disturbances in different directions at the same
position. (b) illustrates experiments of kinematic redundancy. Disturbances of about±15 cm were performed at the medium
segment, and the deviation of the tip is within 4 cm.
mobile robot to further explore the possible application
such as human-robot interaction tasks.
(e) Now we use motion control to perform tasks, and
in some cases where fixed point force output is
indispensable, there will be a problem: undesired
force might be output on undesired directions because
estimated model control is not accurate and feedback is
needed to eliminate the deviation. However, since the
tip of the arm is fixed and the marker does not move,
the deviation caused by the estimated model control
will always exist, and there is a certain probability for
this deviation to increase. Adding markers to the middle
of the arm, rather than relying on estimation method,
can alleviate this problem to some extent. But only by
accomplishing force control with force sensors can this
problem be solved.
5 Conclusion
This paper systematically discusses the design, fabrica-
tion, control, and application of the soft arm. With the goal
of creating a flexible and powerful soft arm like an elephant
trunk, we ask three key questions: how to design a soft
arm with large load capacity? Can the soft arm be modeled
accurately? What are the advantages of the soft arm? This
paper focuses on these three questions, each part of which
gives hypotheses and judgment that may eventually form a
theory and gives promising methods under their guidance.
In our work of control and application, the HPN system
(including the hardware, fabrication methods, etc.) was
proved to be very stable, durable and maintainable. We have
been testing this system for over 1000 hours, but there have
never been any problems such as structure fatigue, aging,
damage, failure of the aerodynamic power system, etc. The
occasional airbag leakage can be easily fixed by replacing
the airbag within minutes. This means that soft robot has
the potential for standardization and commercialization. This
will help to change the current situation that soft robotics
researcher needs to begin with the materials and fabrication.
Researchers who are not professional of them can focus on
their expertise such as computer vision, artificial intelligence,
etc. In this way, soft robotics, a field that requires a lot of
interdisciplinary efforts, can really develop at a high speed.
In addition to a reliable platform, an effective control
algorithm is also critical. All tasks in the application section
were completed efficiently and stable with our estimated
model control (see video), which proved the effectiveness of
this control strategy in the control of the soft arm.
Precision and efficiency have always been the inner drives
for the development of rigid robots and corresponding
technologies, which have been widely applied to industrial
automation. Since it is difficult to model a soft robot
as accurately as a rigid robot, its control accuracy and
efficiency are not comparable with that of a rigid robot. The
applications of soft robots may not be industrial automation,
so there is no need to be overly precise and efficient,
especially in the early stage of soft robotics. As an applied
science, all theories and technologies in robotics should
focus on application. So in the control aspect, controllers
that meet the current needs can be applied to explore new
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Figure 53. Experiment of confined space interaction tasks. (a - d) are the point tracking in free space. (e - h) are the point tracking
with constraints in the vertical plane. Four points in the same position as that in free space were selected for comparison. (i - l) are
the point tracking with constraints in horizontal plane; (m - p) is the compliance demonstration in confined space, including
disturbance (m) (n) and impact (p); (q - t) are the procedures by which the arm performs the interaction task of rotating a hand
wheel vertical to the arm in the confined space: first the position of the handle is specified (q), then the manipulator moves to the
handle and grasps it (r), perform the behaviors to complete the task (s) (t).
applications and can be improved according to subsequent
specific problems.
The advantage of soft robots lies in active interaction.
Their main advantage over multiple soft link robots and rigid
robots with active compliance are infinite DoFs. Because
of the limited number of actuators in a soft robot, the
characteristics of infinite DoFs can only be distinguished in
interaction.
The future of soft robot interaction is not only what
we presented in this paper. A technological revolution is
taking place in the field of soft robotics, with a set of new
technologies. Strong artificial intelligence is likely to result
from the development of soft robots. As a simple framework,
this systematic work is expected to promote the emergence
of the technological revolution and the development of a new
technological system.
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A Appendix: Index to Multimedia Extensions
Table 3. Table of Multimedia Extensions
Extension Media
type
Description
1 Video This is a video to demonstrate the basic structure of Honeycomb PneuNet and HPN Arm 1.
Based on HPN Arm 1, Low-level control is implemented to perform several tasks.
2 Video This is a video to demonstrate 2D Two-level approach of HPN Arm control. Positioning and
tracking experiments are carried out to evaluate the effectiveness of this control method.
3 Video This is a video to demonstrate 3D Estimated-model based control of HPN Arm. Tracking
experiments are carried out to evaluate the effectiveness of this control method. Pick and
Place are demonstrated as well.
4 Video This is a video to demonstrate 2D Model-free control scheme based on HPN Arm. The
training process of Q-Learning is demonstrated. Positioning task is chosen to evaluate the
robustness of this control method.
5 Video This is a video to demonstrate the human-robot interaction characteristic of HPN Arm 2.
Passive compliance and kinematic redundancy of soft manipulator are demonstrated.
6 Video This is a video to demonstrate HPN Arm 2 cleaning glass. The relative position of end-
effector and glass are changing manually.
7 Video This is a video to demonstrate HPN Arm 2 turning hand-wheel. Different size hand wheels
are put parallel and vertical to the Arm.
8 Video This is a video to demonstrate HPN Arm 2 shift gear. Energy storage effect is observed in
this process.
9 Video This is a video to demonstrate HPN Arm 2 open bottle. Two different bottles are opened with
the same behavior.
10 Video This is a video to demonstrate HPN Arm 2 open doors with different configuration by the
same behavior.
11 Video This is a video to demonstrate HPN Arm 2 open drawers with different configuration by the
same behavior.
12 Video This is a video to demonstrate HPN Arm 2 perform confined space interaction tasks.
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