Minimal separators in graphs are an important concept in algorithmic graph theory. In particular, many problems that are NP-hard for general graphs are known to become polynomial-time solvable for classes of graphs with a polynomially bounded number of minimal separators. Several well-known graph classes have this property, including chordal graphs, permutation graphs, circular-arc graphs, and circle graphs. We perform a systematic study of the question which classes of graphs defined by small forbidden induced subgraphs have a polynomially bounded number of minimal separators. We focus on sets of forbidden induced subgraphs with at most four vertices and obtain an almost complete dichotomy, leaving open only two cases.
Introduction
The main concept studied in this paper is that of a minimal separator in a graph. Given a graph G, a minimal separator in G is a subset of vertices that separates some non-adjacent vertex pair a, b and is inclusion-minimal with respect to this property (separation of a and b). Minimal separators in graphs are important for reliability analysis of networks [45] , for sparse matrix computations, via their connection with minimal triangulations (see [21] for a survey), and are related to other combinatorial graph concepts such as potential maximal cliques [5] . Many graph algorithms are based on minimal separators, see, e.g., [1-5, 10, 13, 24, 27, 28, 34, 38] .
In this work we focus on graphs with "few" minimal separators. Such graphs enjoy good algorithmic properties. Many problems that are NP-hard for general graphs become polynomial-time solvable for classes of graphs with a polynomially bounded number of minimal separators. This includes Treewidth and Minimum Fill-In [6] , Maximum Independent Set and Feedback Vertex Set [15] , Distance-d Independent Set for even d [35] and many other problems [14] . It is therefore important to identify classes of graphs with a polynomially bounded number of minimal separators.
Many known graphs classes have
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this property, including chordal graphs [41] , chordal bipartite graphs [30] , weakly chordal graphs [5] , permutation graphs [2, 25] , circular-arc graphs [13, 24, 30] , circle graphs [24, 26, 30] , etc. Moreover, a class of graphs has a polynomially bounded number of minimal separators if and only if it has a polynomially bounded number of potential maximal cliques [6] .
We perform a systematic study of the question which classes of graphs defined by small forbidden induced subgraphs have a polynomially bounded number of minimal separators. We focus on sets of forbidden induced subgraphs with at most four vertices and obtain an almost complete dichotomy, leaving open only two cases, the class of graphs of independence number three that are either C 4 -free of {claw, C 4 }-free. Our approach combines a variety of tools and techniques, including constructions of graph families with exponentially many minimal separators, applications of Ramsey's theorem, study of the behavior of minimal separators under various graph operations, and structural characterizations of graphs in hereditary classes.
Statement of the main result. Given two non-adjacent vertices a and b in a graph G, a set S ⊆ V (G) \ {a, b} is an a, b-separator if a and b are contained in different components of G − S. If S contains no other a, b-separator as a proper subset, then S is a minimal a, b-separator. We denote by S G (a, b) the set of all minimal a, b-separators. A minimal separator in G is a set S ⊆ V (G) that is a minimal a, b-separator for some pair of non-adjacent vertices a and b. We denote by S G the set of all minimal separators in G and by s(G) the cardinality of S G . The main concept of study in this paper is the following property of graph classes. Definition 1. We say that a graph class G is tame if there exists a polynomial p : R → R such that for every graph G ∈ G, we have s(G) ≤ p(|V (G)|).
Given a family F of graphs, we say that a graph G is F-free if no induced subgraph of G is isomorphic to a member of F. Given two families F and F of graphs, we write F F if the class of F-free graphs is contained in the class of F -free graphs, or, equivalently, if every F-free graph is also F -free. Observation 1. Let F and F be two graph families such that F F . If the class of F -free graphs is tame, then the class of F-free graphs is tame.
It is well known and not difficult to see that relation F F can be checked by means of the following criterion, which becomes particularly simple for finite families F and F .
Observation 2 (Folklore). For every two graph families F and F , we have F F if and only if every graph from F contains an induced subgraph isomorphic to a member of F.
Our main result is Theorem 3. It deals with graph classes defined by sets of forbidden induced subgraphs having at most four vertices. The relevant graphs are named as in Fig. 1 . Fig. 1 . Graphs on at most 4 vertices appearing in the statement of the main theorem.
Theorem 3. Let F be a family of graphs with at most four vertices such that F = {4P 1 , C 4 } and F = {4P 1 , claw, C 4 }. Then the class of F-free graphs is tame if and only if F F for one of the following families F : i) F = {P 4 } or F = {2P 2 }, ii) F = {F, paw} for some F ∈ {4P 1 , P 2 + 2P 1 , P 3 + P 1 , claw}, iii) F = {F, K 3 + P 1 } for some F ∈ {4P 1 , P 2 + 2P 1 , P 3 + P 1 , claw}, iv) F = {F, K 4 } for some F ∈ {4P 1 , P 2 + 2P 1 , P 3 + P 1 }, v) F = {F, C 4 } for some F ∈ {P 2 + 2P 1 ,
Theorem 3 can be equivalently stated in a dual form, characterizing minimal classes of F-graphs that are not tame.
Theorem 4. Let F be a family of graphs with at most 4 vertices such that F = {4P 1 , C 4 } and F = {4P 1 , C 4 , claw}. Then the class of F-free graphs is not tame if and only if F F for one of the following families F :
In Figure 2 we give an overview of maximal tame and minimal non-tame classes of F-free graphs, where F contains graphs with at most four vertices. Maximal tame classes correspond to sets F of forbidden induced subgraphs depicted in green ellipses, while minimal non-tame classes correspond to sets depicted in red ellipses (in gray-scale printing, red and green ellipses appear as brighter, resp., darker ellipses). The two remaining open cases are dashed. A similar figure with respect to boundedness of the clique-width can be found in [9] .
Related work. To the best of the authors' knowledge, this work represents the first systematic study of the problem of classifying hereditary graph classes with respect to the existence of a polynomial bound on the number of minimal separators of the graphs in the class. Dichotomy studies for many other problems in mathematics and computer science are available in the literature in general, as well as within the field of graph theory, for properties such as boundedness of the clique-width [7] [8] [9] 12] , price of connectivity [20] , and polynomial-time solvability of various algorithmic problems such as Chromatic Number [17, 29, 31] , Graph Homomorphism [22] , Graph Isomorphism [42] , and Dominating Set [32] .
Structure of the paper. We collect the main notations, definitions, and preliminary results in Section 2. In Section 3 we present several families of graphs with exponentially many minimal separators. In Section 4, we study the effect of various graph operations on the number of minimal separators. Our main result, given by Theorems 3 and 4, is proved in Section 5.
Preliminaries
All graphs in this paper will be finite, simple, undirected, and will have at least one vertex. A vertex v in a graph G is universal if it is adjacent to every other vertex in the graph, and simplicial if its neighborhood is a clique. Two vertices u and v are said to be true twins if
. A graph G is true-twinfree if no two distinct vertices in G are true twins. The maximum co-degree of a graph G is defined as the maximum number of non-neighbors of a vertex. A co-component of a graph G is the subgraph of G induced by the vertex set of a component of G, where G denotes the complement of G. A graph is co-connected if its complement is connected. Given two graphs F and G, we write F ⊆ i G if F is an induced subgraph of G. A graph class G is hereditary if it is closed under vertex deletion, or, equivalently, if there exists a set F of graphs such that G is exactly the class of F-free graphs.
If A and B are disjoint subsets of V (G), we say that they are complete (resp., anticomplete) to each other in G if {ab | a ∈ A, b ∈ B} ⊆ E(G) (resp.,
and y ∈ V (G 2 )}. As usual, we denote by P n , C n , K n the path, the cycle, and the complete graph with n vertices, respectively. For positive integers m, n, we denote by K m,n the complete bipartite graph with m and n vertices in the two parts of the bipartition. The claw is the graph K 1,3 , the co-claw is the complement of the claw (that is, the graph K 3 + P 1 ). Given a non-negative integer k, the disjoint union of k copies of G is denoted by kG. The girth of a graph G is the smallest integer k such that C k is an induced subgraph of G (or ∞ if G is acyclic). Given a graph G and sets A, B, W ⊆ V (G), we say that W separates A and B if A and B are contained in different components of G−W (thus, in particular, the sets A, B, W are pairwise disjoint). Given a graph G, its line graph is the graph L(G) with vertex set E(G) in which two distinct vertices e and e are adjacent if and only if e and e have a common endpoint as edges in G. For undefined terms related to graphs and graph classes, we refer the reader to [18, 43] .
An important ingredient for some of our proofs will be the following classical result [40] .
Ramsey's Theorem. For every two positive integers k and , there exists a least positive integer R(k, ) such that every graph with at least R(k, ) vertices contains either a clique of size k or an independent set of size .
Given a graph G and a set S ⊆ V (G), a component C of the graph G − S is S-full if every vertex in S has a neighbor in C, or, equivalently, if N G (S) = C. The following well-known lemma characterizes minimal separators (see, e.g., [13, 18, 23] ). Lemma 1. Given a graph G = (V, E), a set S ⊆ V is a minimal separator in G if and only if the graph G − S contains at least two S-full components. Corollary 1. Let S be a minimal separator in a graph G. Then for every v ∈ S the set S \ {v} is a minimal separator in G − v.
Proof. Let G = G − v and S = S \ {v}. Since S is a minimal separator in G, there exists two S-full components C and D in G − S. Since G − S = G − S and S ⊆ S, it follows that C and D are also S -full components of G − S . Hence, S is a minimal separator in G .
The following result shows that the class of P 4 -free graphs is tame.
Theorem 5 (Nikolopoulos and Palios [36] ). If G is a P 4 -free graph, then s(G) < 2/3|V (G)|.
We will also need the following result about the structure of paw-free graphs. A graph G is complete multipartite if its vertex set can be partitioned into any number of parts such that two vertices are adjacent if and only if they belong to different parts.
Theorem 6 (Olariu [37] ). A connected paw-free graph G is either K 3 -free or complete multipartite.
We conclude this section with a straightforward but useful simplification of the defining property of tame graph classes.
Lemma 2. A graph class G is tame if and only if there exists a non-negative integer k such that
Proof. Sufficiency (the "if" direction) is trivial. To prove necessity (the "only if" direction), let G be tame graph class and let p(
We may assume that a i ≥ 0 for all i, since otherwise we may delete the terms of p with negative coefficients to obtain a polynomial q such that s(G) ≤ q(|V (G)|) for all G ∈ G. Moreover, we may assume that a 0 = . . . = a d , since otherwise, as long as there exists a pair (i, j) with 0 ≤ i < j ≤ d and a i < a j , we may increase the i-th coefficient from a i to a j to obtain a polynomial q such that
i ) and hence p(n) ≤ an d+1 holds for all n ≥ 2. (Since the 1-vertex graph has no minimal separators, we focus on n ≥ 2.) Let be the least non-negative integer such that a ≤ 2 . Then, for all n ≥ 2, we have
An easy consequence of Lemma 2 is the fact that any union of finitely many tame graph classes is tame.
Graph families with exponentially many minimal separators
In this section we identify some families of graphs with exponentially many minimal separators. We give two constructions with structurally different properties. The first construction, explained in Section 3.1, involves families of graphs of arbitrarily large maximum degree but without arbitrarily long induced paths. The second construction, explained in Section 3.2, involves two families of graphs with small maximum degree but with arbitrarily long induced paths. In both cases, we make use of line graphs.
Theta graphs and their line graphs
Given positive integers k and , the k, -theta graph is the graph θ k, obtained as the union of k internally disjoint paths of length with common endpoints a and b. For every positive integer , we define a family of graphs Θ in the following way: Θ = {θ k, | k ≥ 2}. Note that refers to the length of each of the a, b-paths and not to the number of paths, which is unrestricted.
Observation 7. For every integer ≥ 3, the class Θ is not tame.
Proof. Let k ≥ 2, ≥ 3, let G = θ k, , and let P 1 , . . . , P k be paths in G as in the definition of the theta graphs. Let S be any set of vertices of G containing exactly one internal vertex of each of the paths P j . Then, the graph G − S has two S-full components and Lemma 1 implies that S is a minimal separator in G. Note that for every j ∈ {1, . . . , k}, path P j has exactly − 1 internal vertices. It follows that s(θ k, ) ≥ ( − 1)
k . Thus, as |V (θ k, )| = k( − 1) + 2, we infer that for every fixed positive integer ≥ 3, the class Θ is not tame.
Corollary 2.
If G is a class of graphs such that Θ ⊆ G for some ≥ 3, then G is not tame.
Consider now the family of line graphs of theta graphs. More precisely, given positive integers k and , let L k, denote the line graph of θ k, and let L = {L k, | k ≥ 2}. Proposition 1. For every integer ≥ 2, the class L is not tame.
Proof. Let k, ≥ 2 and let G = L k, . Then, graph G consists of two cliques K and K , each of size k, say with K = {a 1 , . . . , a k } and K = {b 1 , . . . , b k }, and k internally pairwise disjoint paths P 1 , . . . , P k such that for every j ∈ {1, . . . , k}, path P j is an a i , b i -path with
Consider any set S of vertices of G containing exactly one vertex from each of the paths P j and such that S / ∈ {K, K }. Then, the graph G − S has two S-full components and Lemma 1 implies that S is a minimal separator in
, we infer that for every fixed positive integer ≥ 2, the class L is not tame.
Corollary 3.
If G is a class of graphs such that L ⊆ G for some ≥ 2, then G is not tame.
Corollary 4. The class of {3P 1 , diamond}-free graphs is not tame.
Elementary walls and their line graphs
Let r, s ≥ 2 be integers. An r × s-grid is the graph with vertex set {0, . . . , r − 1} × {0, . . . , s − 1} in which two vertices (i, j) and (i , j ) are adjacent if and only if |i − i | + |j − j | = 1. Given an integer h ≥ 2, an elementary wall of height h is the graph W h obtained from the (2h + 2) × (h + 1)-grid by deleting all edges with endpoints (2i + 1, 2j) and (2i + 1, 2j + 1) for all i ∈ {0, 1, . . . , h} and j ∈ {0, 1, . . . , (h − 1)/2 }, deleting all edges with endpoints (2i, 2j − 1) and (2i, 2j) for all i ∈ {0, 1, . . . , h} and j ∈ {1, . . . , h/2 }, and deleting the two resulting vertices of degree one. Note that an elementary wall of height h consists of h levels each containing h bricks, where a brick is a cycle of length six; see Fig. 3 
(a).
Grids contain exponentially many minimal separators [44] . A similar construction works for walls. Proof. Fix an integer h ≥ 2. We will define a family of 2 h subsets of V (W h ) and show that each of them is a minimal separator in W h . For each binary sequence of length h,
h , we define a set S x by the following rule:
, where addition is performed component-wise. Clearly, for each x ∈ {0, 1} h and each j ∈ {1, . . . , h}, we have
where comparison is performed componentwise. It follows that S x ⊆ V (W h ). Moreover, the graph W h − S x has exactly two connected components, say C and D, with
, and a neighbor in D, namely v x,j + (1, 0). By Lemma 1, set S x is a minimal separator in W h . Since the sets S x are pairwise distinct, this completes the proof. Another useful family with exponentially many minimal separators is given by the line graphs of elementary walls; see Fig. 4 (a) for an example.
Proposition 3. For every even integer
Proof. We use a modification of the construction used in the proof of Proposition 2. We again consider the minimal separators S x in W h constructed in the proof of Proposition 2; however, for technical reasons that will simplify the argument, we restrict ourselves only to the 2 h/2 minimal separators S x in W h that arise from binary sequences x ∈ X h , where Recall that for every x ∈ X h , we have
where e x,j is the vertex of the line graph of W h corresponding to the edge in W h joining vertex v x,j with vertex v x,j + (1, 0).
Since the mapping is clearly one-to-one, the set {S x | x ∈ X h } is of cardinality 2 h/2 . Therefore, to complete the proof it suffices to show that for every x ∈ X h , set S x is a minimal separator in L(W h ). Let us first argue that the graph L(W h ) − S x is disconnected. Vertices of the wall W h correspond bijectively to maximal cliques of its line graph. For every x ∈ X h , every vertex of the form v
where j ∈ {1, . . . , h−1} corresponds to a triangle (clique of size three) in L(W h ), while vertex v x,h corresponds to a clique of size two. Let us say that a triangle in L(W h ) is upward pointing if it arises from a vertex in W h whose coordinates have even sum, and downward pointing, otherwise. (We draw this terminology from the planar embeddings of the line graphs of the walls following the example given in Fig. 4 .) It is not difficult to see that for every x ∈ X h and every even i ∈ {0, 1, . . . , h − 2}, vertex v x,i corresponds to an upward triangle, while odd-indexed vertices may correspond to either upward or downward pointing triangles. It follows that for no index i ∈ {0, 1, . . . , h−1}, vertices v x,i and v
can both correspond to downward pointing triangles. This property ensures that the graph L(W h ) − S x is disconnected, with exactly two components C and D such that for all v x,j ∈ S x , component C contains all vertices of the form e
where e Fig. 4(b) shows an example with h = 8 and x = (1, 1, 0, 0, 1, 1, 1, 1). The thick horizontal edges can be used to justify the fact that C and
Since line graphs of elementary walls are {claw, K 4 , C 4 , diamond}-free, Proposition 3 implies the following.
Corollary 5. The class of {claw, K 4 , C 4 , diamond}-free graphs is not tame.
Graph operations
We now study the effect of various graph operations on the number of minimal separators. The family of minimal separators of a disconnected graph can be computed from the families of minimal separators of its components, and a similar statement holds for graphs whose complements are disconnected. The correspondences are as follows, see [39, Theorem 3.1] .
and only if there exists some i ∈ {1, . . . , k} and some
In order to prove Corollary 8, we first derive the following corollaries expressing the number of minimal separators of a disconnected graph in terms of the numbers of minimal separators of its components, and similarly in the case when the complement of G is disconnected.
Proof. Immediate from the first statement of Theorem 8 and the fact that sets {∅}, S G1 , . . . , S G k , i ∈ {1, . . . , k} are pairwise disjoint.
Corollary 7. Let G be a graph with disconnected complement, with co-
Proof. Immediate from the second statement of Theorem 8 and the fact that sets
Corollary 8. Let G be a hereditary class of graphs and let G be the class of connected graphs in G. Then G is tame if and only if G is tame.
Proof. Since G is hereditary, we have G ⊆ G. Hence, if G is tame, then so is G . Suppose that G is tame. By Lemma 2, there exists a least integer k ≥ 2 such that
be the components of G. Since G is disconnected and for all i ∈ {1, . . . , p} we have G i ∈ G , we infer using Corollary 6 that
The first inequality holds by the assumption on G and the second one since k ≥ 2. It follows that G is tame.
Corollary 9. Let G be a hereditary class of graphs and let G be the class of co-connected graphs in G. Then G is tame if and only if G is tame.
Proof. Since G is hereditary, we have G ⊆ G. Thus, if G is tame, then so is G . Suppose that G is tame. By Lemma 2, there exists a least integer
. . , G p (with p ≥ 2) be the co-components of G. Since for all i ∈ {1, . . . , p} we have G i ∈ G , we infer using Corollary 7 and the assumption on G that
The first inequality holds by the assumption on G and the second one since k ≥ 1. It follows that G is tame.
McKee observed in [33] that if G 1 is an induced subgraph of G 2 , then every minimal separator of G 1 is contained in a minimal separator in G 2 . The proof actually shows that the following monotonicity property holds.
Proof. We define a one-to-one mapping φ from the set S G1 to the set S G2 . For every minimal separator S in G 1 , we construct φ(S) as follows. Since S is a minimal separator of G 1 , there exist two S-full components of G − S, say C and D. Clearly, the set S ∪(V (G 2 )\V (G 1 )) separates C and D in G 2 . Let φ(S) be any subset of S ∪(V (G 2 )\V (G 1 )) separating C and D that is inclusion-minimal with this property. (Such a set can be obtained, for example, by iteratively deleting vertices from S ∪ (V (G 2 ) \ V (G 1 )) if the resulting set still separates C from D.) By construction, C and D are φ(S)-full components of G 2 , hence φ(S) is a minimal separator in G 2 . Moreover, we clearly have S ⊆ φ(S) and since by construction φ(S) ∩ V (G 1 ) ⊆ S, it follows that S = φ(S) ∩ V (G 1 ). Thus, if φ(S) = φ(S ) for S, S ∈ S G1 , then S = S , and mapping φ is one-to-one. Hence
In view of Proposition 4, it is natural to ask how large can the gap s(G 2 ) − s(G 1 ) be if the graphs G 1 and G 2 are not "too different", for example, if G 1 is obtained from G 2 by deleting only one vertex. In the following three propositions we identify three properties of a vertex v in a graph G such that deleting v either leaves the minimal separators unchanged or decreeases it by one. Proposition 5. Let G be a graph with at least two vertices and let v be a universal vertex in G. Then s(G) = s(G − v).
Proof. Immediate from Corollary 7, using the fact that G is isomorphic to the join of G − v and P 1 , and that s(P 1 ) = 0.
To prove Proposition 6, the following lemma will be useful.
Lemma
Proof. Let S ∈ S G . By symmetry, it suffices to show that v ∈ S implies w ∈ S. Suppose for a contradiction that v ∈ S but w ∈ S. By Lemma 1, the graph G − S has two S-full components, say C and D. We may assume without loss of generality that w ∈ V (C)
so we have to prove that s(G) ≤ s(G − v). We will prove it by constructing a one-to-one mapping φ from S G to S G . The function is defined by the following rule: for every S ∈ S G , we set φ(S) = S \ {v}.
We first show that φ maps minimal separators in G to minimal separators in G . Let S ∈ S G . If v ∈ S, then φ(S) = S \ {v}, which is a minimal separator in G by Corollary 1. Suppose now that v ∈ S. Then φ(S) = S and w ∈ S by Lemma 3. Let C and D be two S-full components of G − S and let K be the component of G − S containing v. If K ∈ {C, D}, then C and D are two S-full components of G − S and hence φ(S) = S ∈ S G in this case. We may thus assume that K = C. Note that w ∈ V (C) since vertices v and w are adjacent in G. Moreover, since v and w are true twins in G, they are also true twins in C. This implies that the graph C − v is connected and hence a component of G − S. Note that D is an S-full component of G − S. We complete the proof that S is a minimal separator in G by showing that C − v is also an S-full component of G − S. Consider an arbitrary vertex x ∈ S. Since C is an S-full component of G − S, vertex x has a neighbor in C. However, since v and w are true twins in G, it cannot be that N G (x) ∩ V (C) = {v}. It follows that x also has a neighbor in C − v. Therefore, C − v is an S-full component of G − S, as claimed.
It remains to show that φ is one-to-one. Let S 1 and S 2 be distinct minimal separators in G. If S 1 ∩ {v} = S 2 ∩ {v}, then we have φ(S 1 ) ∩ {w} = φ(S 1 ) ∩ {w}, inferring that φ(S 1 ) = φ(S 2 ). If none of the sets S 1 , S 2 contains v, then φ 1 (S 1 ) = S 1 and φ(S 2 ) = S 2 . If both of the sets S 1 and S 2 contain v, then φ(S 1 ) = S 1 \ {v} = S 2 \ {v} = φ(S 2 ). It follows that φ is one-to-one, as claimed.
Proposition 7. Let G be a graph and let v be a simplicial vertex in G. Then
The inequality s(G − v) ≤ s(G) follows directly from Proposition 4. We will prove the second inequality by showing the inclusion S G ⊆ S G ∪ {K}.
Let S ∈ S G . If S = K, then S ∈ S G ∪ {K}, so we may assume that S = K. From Lemma 1 it follows that the graph G − S has two S-full components C and D. Since V (C) and V (D) are anticomplete to each other in G and since N G (v) is a clique, it follows that v / ∈ S. Let C v be the component of G − S containing v. If C v ∈ {C, D}, then C and D are two S-full components of G − S and hence S ∈ S G . We may thus assume that C v = C. If V (C) = {v}, then K ⊆ S and since C is an S-full component of G − S, it follows that S = K, a contradiction. So we have that |V (C)
, we now obtain that x and w are a pair of nonadjacent neighbors of v in G, contradicting the fact that v is a simplicial vertex in G. Therefore, C − v is an S-full component of G − S, as claimed, and hence S is a minimal separator in G ; in particular, S ∈ S G ∪ {K}. Since S ∈ S G was arbitrary, this shows S G ⊆ S G ∪ {K}.
Proof of Theorems 3 and 4
In this section we prove Theorems 3 and 4. We do this in several steps. We start with a proposition giving a necessary condition for a family F of graphs so that the class of F-free graphs is tame.
Proposition 8. Let F be a finite family of graphs such that for every F ∈ F we have F i P 4 , F i 2P 2 . If, in addition, all graphs in F contain cycles or all of them are of girth more than 5, then the class of F-free graphs is not tame.
Proof. We analyze the two cases separately.
Case 1: all graphs in F contain cycles. Let be the smallest integer such that ≥ 3 and for every graph F ∈ F, it holds that F does not contain an induced cycle of length exactly 2 . Note that is well-defined since F is finite. We claim that every graph in Θ is F-free. Suppose for a contradiction that for some k ≥ 2, the graph θ k, contains an induced subgraph isomorphic to some F ∈ F. Since F contains an induced cycle and every induced cycle contained in θ k, is of length 2 , we infer that F contains an induced cycle of length 2 . However, this contradicts the definition of . Thus, every graph in Θ is F-free, as claimed. By Corollary 2, the class of F-free graphs is not tame.
Case 2: every graph in F is of girth more than five. We will show that in this case, every graph in L 2 is F-free. By Corollary 3 this will imply that the class of F-free graphs is not tame. From the definition of L 2 it follows that every graph in L 2 has independence number two. Thus, to show that every graph in L 2 is F-free, it suffices to prove that α(F ) ≥ 3 for all F ∈ F. Suppose for a contradiction that α(F ) ≤ 2 for some F ∈ F. Then F is acyclic, since otherwise a shortest cycle in F would be of length at least 6, which would imply α(F ) ≥ 3. Moreover, F has at most two connected components. If F is connected, then F is a tree with α(F ) ≤ 2. In particular, the maximum degree of F is at most 2, hence F a path with at most four vertices, which implies F ⊆ i P 4 , a contradiction. If F has exactly two components, then the condition α(F ) ≤ 2 implies that each component of F is a complete graph. However, since F is acyclic, each component of F is induced subgraph of P 2 . It follows that F ⊆ i 2P 2 , a contradiction.
The following sufficient condition is derived using Ramsey's theorem. Proposition 9. For every two positive integers k and , the class of {P 2 + kP 1 , K + P 2 }-free graphs is tame.
Proof. We may assume that k ≥ 2 and ≥ 2. Then R( , k) ≥ 2. Let G be a {P 2 + kP 1 , K + P 2 }-free graph. We will prove that for every minimal separator S in G, there exists a set X ⊆ V (G) such that |X| ≤ R( , k) − 1 and S = N (X). Clearly, this will imply that G has at most
minimal separators. Let S be a minimal separator in G and let C and D be two S-full components of G−S.
. Suppose that this is not the case. Then |V (C)| ≥ R( , k)
and |V (D)| ≥ R( , k). By Ramsey's theorem, this implies that there exists a set Z ⊆ V (C) such that Z is either a clique of size or an independent set of size k. But then Z together with a pair of adjacent vertices from D induces either a K + P 2 or P 2 + kP 1 , respectively. Both cases lead to a contradiction.
The next proposition simplifies the cases with P 3 + P 1 ∈ F.
Proposition 10. Let F be a family of graphs such that P 3 + P 1 ∈ F and let F = (F \ {P 3 + P 1 }) ∪ {3P 1 }. Then the class of F-free graphs is tame if and only if the class of F -free graphs is tame.
Proof. Let G and G be the classes of F-free and F -free graphs, respectively. Since F F, we have that G ⊆ G. Hence, if G is tame, then so is G . Suppose that G is tame. By Lemma 2, there exists a least integer k ≥ 0 such that s(G) ≤ |V (G)| k for all G ∈ G . Let G ∈ G. By Corollary 9 we may assume that G is co-connected. Since G is co-connected and P 3 + P 1 -free, Theorem 6 implies that G is either a disjoint union of complete graphs, in which case s(G) ≤ 1, or G is 3P 1 -free, in which case G ∈ G and thus s(G) ≤ |V (G)| k . Thus, in both cases we have that s(G) ≤ |V (G)| k . It follows that G is tame.
We now consider various families of forbidden induced subgraphs with at most four vertices. Propositions 9 and 10 can be used to prove the following.
Proposition 11. For every F ∈ {4P 1 , P 2 + 2P 1 , P 3 + P 1 , claw}, the class of {F, K 3 + P 1 }-free graphs is tame.
Proof. i) The class of {4P 1 , K 3 + P 1 }-free graphs is a subclass of the class of {P 2 + 4P 1 , K 3 + P 2 }-free graphs, which is tame by Proposition 9.
ii) The class of {P 2 + 2P 1 , K 3 + P 1 }-free graphs is a subclass of the class of {P 2 + 2P 1 , K 3 + P 2 }-free graphs, which is tame by Proposition 9. iii) By Proposition 10, it suffices to show that the class of {3P 1 , K 3 + P 1 }-free graphs is tame. This follows from part i) of the proposition.
To prove Proposition 12, we will need the following result about the structure of {3P 1 , C 4 }-free graphs.
Theorem 9 (Choudum and Shalu [11] ). If G is a {3P 1 , C 4 }-free graph, then either G is chordal or G is isomorphic to the graph The next result follows from a structural property of {3P 1 , C 4 }-free graphs proved by Choudum and Shalu [11] .
Proposition 12. The class of {P 3 + P 1 , C 4 }-free graphs is tame.
Proof. Let G be a {3P 1 , C 4 }-free graph. We will prove that s(G) ≤ |V (G)|. By Propositions 5 and 6, we may assume that G has no universal vertices and is true-twin-free. From Theorem 9 it follows that G is either chordal or isomorphic to C 5 . Hence, using the fact that chordal graphs have less than |V (G)| minimal separators [41] and the fact that s(C 5 ) = 5, we infer that G has at most |V (G)| minimal separators.
The next two propositions are proved using a structural analysis of the graphs in respective classes.
Proposition 13. The class of {P 2 + 2P 1 , C 4 }-free graphs is tame.
Proof. Let G be a {P 2 +2P 1 , C 4 }-free graph. By Propositions 5 and 6, we may assume that G has no universal vertices and is true-twin-free. Let I be a maximum independent set in G. If |I| ≤ 2, then G is {3P 1 , C 4 }-free and Proposition 12 implies that G has a polynomially bounded number of minimal separators in this case. Thus, in what follows we assume that |I| ≥ 3. The maximality of I implies that every vertex in V (G) \ I has a neighbor in I. Let v ∈ V (G) \ I be arbitrary. If v has at least two non-neighbors in I, then we have an induced P 2 + 2P 1 in G. It follows that the vertex set of G can be partitioned into three pairwise disjoint sets,
Note that every two distinct vertices x ∈ X ∪ Y and y ∈ Y have two common neighbors in I. Since I is independent and G is C 4 -free, we infer that X and Y are complete to each other and Y is a clique. It follows that vertices in Y are universal in G. However, G has no universal vertices, which implies Y = ∅.
Suppose that |I| ≥ 4. Then any two vertices in X have two common neighbors in I and are therefore adjacent to each other, since otherwise G would contain an induced C 4 . It follows that X is a clique and so G is a split graph, with a split partition (X, I). Consequently, we infer that G is chordal and hence has less than |V (G)| minimal separators [41] .
It remains to consider the case that |I| = 3. We consider two cases depending on whether G contains an induced C 6 or not.
Case 1: C 6 ⊆ i G. Let C be an induced 6-cycle in G, with a cyclic order of vertices v 1 , . . . , v 6 . Throughout the proof of this case, we consider indices modulo 6. We now analyze the neighborhood of an arbitrary vertex v ∈ V (G) \ V (C) in C. The sets I 1 = {v 1 , v 3 , v 5 } and I 2 = {v 2 , v 4 , v 6 } are maximum independent sets in G and hence the same arguments as we used above for set I imply that for j ∈ {1, 2}, vertex v has exactly two neighbors in I j . By symmetry, we may assume that v is adjacent to v 1 and v 3 but not to v 5 . Since G is C 4 -free, we infer that v is adjacent to v 2 . But now, using the symmetry and the fact that v has exactly two neighbors in {v 2 , v 4 , v 6 }, we may assume that v is adjacent to v 4 but not to v 6 . It follows that the only possibility for an arbitrary vertex v ∈ V (G) \ V (C) is that N (v) ∩ V (C) contains exactly four consecutive vertices on the cycle. Thus, setting for all i ∈ {1, . . . , 6}
we infer that the vertex set of G can be partitioned as V (G) = V (C)∪A 1 ∪. . .∪A 6 . Moreover, every set A i is a clique, since otherwise two non-adjacent vertices in A i together with vertices v i , v i+2 would form an induced C 4 in G. Next, we examine the adjacencies between the sets A i and A j for i, j ∈ {1, . . . , 6}, i = j, in G. Fix i ∈ {1, . . . , 6} and let v ∈ A i and w ∈ A i+1 be arbitrary. If v is adjacent to x, then there is an induced C 4 with vertex set {v, v i , w, v i+3 } in G. It follows that any two cliques A i and A i+1 are complete to each other in G. Now let x ∈ A i+2 be arbitrary. If v is non-adjacent to z, then G contains an induced C 4 with vertex set {v, v i , v i+5 , x}. This implies that A i and A i+2 are anticomplete to each other in G. Finally, let y ∈ A i+3 . If v is not adjacent to y, then G contains an induced C 4 with vertex set {v, v i , y, v i+3 }. Thus any two cliques A i and A i+3 are complete to each other in G. We have thus showed that for every i ∈ {1, . . . , 6}, any two vertices in A i are true twins in G. Since G is true-twin-free, this implies that |A i | ≤ 1 for all i ∈ {1, . . . , 6} and consequently G has at most 12 vertices. Thus, G has at most a constant number of minimal separators in this case.
Recall that I is a maximum independent set in G with |I| = 3 and |I \N (v)| = 1 for all v ∈ V (G)\I. Let I = {v 1 , v 2 , v 3 } and let X j = {v ∈ V (G)\I | N (v)∩I = I \ {v j }} for all j ∈ {1, 2, 3}. Then, for every j ∈ {1, 2, 3}, we have that X j is a clique in G, since otherwise we have an induced C 4 in G. We claim that for each i ∈ {1, 2, 3}, the graph G − v i is 3P 1 -free. By symmetry it suffices to consider the case i = 1. Suppose for a contradiction that G−v 1 is not 3P 1 -free and let J be an independent set of size three in G − v 1 . If v 2 ∈ J, then J \ {v 2 } is a subset of the clique X 1 ∪ {v 3 }, which implies |J| ≤ 2. Hence v 2 ∈ J and by symmetry v 3 ∈ J. Since all sets X j for j ∈ {1, 2, 3} are cliques, we infer that J = {x 1 , x 2 , x 3 } with x j ∈ X j for all j ∈ {1, 2, 3}. But then G contains an induced C 6 on the vertex set {v 1 , x 2 , v 3 , x 1 , v 2 , x 3 }, a contradiction. This shows that for each i ∈ {1, 2, 3}, the graph G − v i is 3P 1 -free and hence {3P 1 , C 4 }-free. By Proposition 12 and its proof, G − v i has at most |V (G − v i )| = |V (G)| − 1 minimal separators.
Note that
since these are the only possibilities of choosing two non-adjacent vertices in G.
We will now bound the cardinalities of the sets or the right side of the above equality. First, let i, j ∈ {1, 2, 3} such that i < j and let k ∈ {1, 2, 3} \ {i, j}. It is not difficult to see that if
Next, we consider sets of the form
It follows that φ is bijective and thus, using also Proposition 4, we infer that
Finally, we consider sets of the form S G (x, y) where x ∈ X i and y ∈ X j with xy ∈ E(G). In this case, the function φ :
Since the value of s(G) is not larger than the sum of the cardinalities of the at most
sets of minimal a, b-separators, over all non-adjacent vertex pairs a, b, we infer that G has at most
· (|V (G)| + 1) minimal separators. This settles Case 2 and completes the proof. Proposition 14. The class of {4P 1 , C 4 , diamond}-free graphs is tame.
Proof. Let G be a {4P 1 , C 4 , diamond}-free graph. By Proposition 6 and Corollary 8, we may assume that G is connected and true-twin-free. Since G is 4P 1 -free, it has no induced cycles of length more than 7. So the only possible cycles in G are C 3 , C 5 , C 6 , C 7 . We may assume that G contains an induced C k for some k ∈ {5, 6, 7}, since otherwise G is chordal and has a polynomially bounded number of minimal separators [41] . We will show that G has at most 14 vertices, which will imply that G has at most a constant number of minimal separators.
We consider three exhaustive cases depending on which of the cycles C 5 , C 6 , or C 7 exists in G.
Case 1: G contains an induced cycle of length 6. Let C be an induced cycle of length 6 in G and let its vertices be denoted as v 1 , . . . , v 6 in cyclic order. Throughout this case, all indices of vertices in C will be considered modulo 6. We first analyze the possible neighborhoods in C of vertices not in C.
. . , 6} will be said to be of type 1, while the others will be of type 2.
We claim that G has at most one vertex of type 2. Suppose this is not the case, and let u, v ∈ V (G) \ V (C) be two distinct vertices of type 2. By symmetry, we may assume that We split the rest of the proof of Case 1 into two subcases depending on whether a vertex of type 2 exists or not. Suppose first that there exists a vertex u of type 2, with (without loss of generality) N (u) ∩ V (C) = {v 1 , v 4 }. We claim that A i = ∅ for all i ∈ {1, 3, 4, 6}. By symmetry, it suffices to consider the case i = 1. Suppose for a contradiction that A 1 = ∅ and let v ∈ A 1 . Then, G contains either an induced 4P 1 with vertex set {u, v, v 3 , v 6 } (if u and v are nonadjacent) or an induced diamond with vertex set {u, v, v 1 , v 2 } (otherwise). Thus, A 1 = A 3 = A 4 = A 6 = ∅, as claimed. Moreover, the above adjacency analysis implies that we have that A 2 and A 5 are cliques that are complete to each other. Moreover, if v ∈ A 2 ∪ A 5 , then u is not adjacent to v, as otherwise G would contain an induced C 4 with vertex set {u, v 1 , v 2 , v} (if i = 2) or {u, v 4 , v 5 , v} (if i = 5). Clearly, for i ∈ {2, 5}, any two vertices in A i are true twins in G. Since G is true-twin-free, we infer that |A 2 | ≤ 1 and |A 5 | ≤ 1. It follows that G has at most 9 vertices.
Suppose now that there is no vertex of type 2. In this case, we may assume that if some A i is non-empty, then A 1 = ∅. Thus, the above analysis implies that A 2 = A 6 = ∅ and that either A 4 = ∅ or A 3 = A 5 = ∅. Moreover, any two vertices in some set A i are true twins, which, since G is true-twin-free, implies that |A i | ≤ 1 for all i ∈ {1, . . . , 6}. It follows that G has at most 9 vertices, which completes the proof for Case 1.
Case 2: G is C 6 -free but contains an induced cycle of length 7. Let C be an induced C 7 in G, with a cyclic order of vertices v 1 , . . . , v 7 . All indices v i will be considered modulo 7. Let v ∈ V (G) \ V (C). With a similar analysis as in Case 1, we get that
We have |A i | ≤ 1 since if u, v ∈ A i with u = v, then the vertex set {u, v i , v, v i+4 } induces either a diamond or a C 4 in G (depending on whether u and v are adjacent or not). It follows that G has at most 14 vertices, which completes the proof for Case 2.
Case 3: G is {C 6 , C 7 }-free but contains an induced cycle of length 5. Let C be an induced C 5 in G with a cyclic order of vertices v 1 , . . . , v 5 (indices modulo 5). We may assume that G = C. Since G is connected, there is a vertex v ∈ V (G) \ V (C) with a neighbor in C. The fact that G is C 4 -free and diamondfree implies that N (v) ∩ V (C) is a clique. Thus, in particular,
Since G is 4P 1 -free, A i is a clique for all i ∈ {1, . . . , 5}. Moreover, since G is diamond-free, B i is a clique for all i ∈ {1, . . . , 5}. Let Z = V (G)\(V (C)∪N (C) ). Since G is 4P 1 -free, Z is a clique. Moreover, if u ∈ Z and v ∈ N (C), then u is adjacent to v, since otherwise the set consisting of u, v, and two non-adjacent vertices in V (C) \ N (v) would induce a 4P 1 in G. It follows that any two vertices in Z are true twins. Since G is true-twin-free, this implies that |Z| ≤ 1.
We claim that at most one of the sets A i is non-empty. Suppose that A 1 = ∅. Let u ∈ A 1 . We claim that We show next that for all i, j ∈ {1, . . . , 5}, i = j, sets B i and B j are anticomplete to each other. By symmetry, it suffices to consider the cases (i, j) = (1, 2) and (i, j) = (1, 3) . If u ∈ B 1 and v ∈ B 2 , then u and v are non-adjacent to each other, since otherwise G would contain an induced diamond with vertex set {u, v, v 1 , v 2 }. Moreover, if u ∈ B 1 and v ∈ B 3 , then u and v are non-adjacent to each other, since otherwise G would contain an induced C 4 with vertex set {u, v 2 , v 3 , v}.
Suppose that A i = ∅ for all i ∈ {1, . . . , 5}. Then, the above analysis implies that for every j ∈ {1, . . . , 5}, any two vertices in a set B j are true twins. Hence |B j | ≤ 1 for all j, which implies that G has at most 11 vertices. Finally, suppose that some A i is non-empty. By symmetry, we may assume that A 1 = ∅. Let u ∈ A 1 . We claim that B 1 = ∅. If not, say v ∈ B 1 , then G contains either an induced diamond with vertex set {u, v, v 1 , v 2 } (if u is adjacent to v) or an induced 4P 1 with vertex set {u, v, v 3 , v 5 } (otherwise). Thus B 1 = ∅ and by symmetry B 5 = ∅. If v ∈ B 2 , then u is non-adjacent to v, since otherwise G would contain an induced C 4 with vertex set {u, v 1 , v 2 , v}. If v ∈ B 3 , then u is adjacent to v, since otherwise G would contain an induced 4P 1 with vertex set {u, v, v 2 , v 5 }. By symmetry, this shows that for every X ∈ {A 1 , B 2 , B 3 , B 4 }, any two vertices in X are true twins in G. Since G is true-twin-free, this implies that G has at most 10 vertices. This completes the proof.
Propositions 9 and 10 can be used to prove the following.
Proposition 15. For every F ∈ {4P 1 , P 2 + 2P 1 , P 3 + P 1 }, the class of {F, K 4 }-free graphs is tame.
Proof. i) By Ramsey's theorem, the class of {4P 1 , K 4 }-free graph consists of finitely many graphs, so it is tame. ii) The class of {4P 1 , K 4 }-free graphs is a subclass of the class of {P 2 +4P 1 , K 4 + P 2 }-free graphs, which is tame by Proposition 9. iii) By Proposition 10, it suffices to show that the class of {3P 1 , K 4 }-free graphs is tame. This follows from Ramsey's theorem.
Proposition 16. For every F ∈ {4P 1 , P 2 + 2P 1 , P 3 + P 1 , claw} the class of {F, paw}-free graphs is tame.
Proof. Let G be an {F, paw}-free graph. By Corollary 8, we may assume that G is connected. Theorem 6 implies that G is either K 3 -free, or complete multipartite. If G is K 3 -free, then G is also K 4 -free and Proposition 15 implies that G has a polynomially bounded number of minimal separators. If G is complete multipartite, then G is P 4 -free, and thus has a polynomially bounded number of minimal separators by Theorem 5. It follows that the class of {F , paw}-free graphs is tame.
In the following we give a lemma that can be used for the proof that the class of 2P 2 -free graphs is tame.
Lemma 4. Let G be a 2P 2 -free graph and let S be a minimal separator in G. Then there exists a vertex v ∈ V (G) such that S = N (v).
Proof. By Lemma 1, graph G − S has two S-full components C and D. If both C and D have at least two vertices, then each of them contains at least one edge. Since C and D are anticomplete to each other, these edges form a 2P 2 in G. We may thus assume, by symmetry, that C = {v} for some v ∈ V (G). Then it follows that N (v) ⊆ S and since every vertex of S is adjacent to v, we must have S = N (v), as claimed. We now have all the ingredients ready to prove Theorem 3.
Theorem 3. Let F be a family of graphs with at most four vertices such that F = {4P 1 , C 4 } and F = {4P 1 , claw, C 4 }. Then the class of F-free graphs is tame if and only if F F for one of the following families F :
Proof. Let F be a family of graphs on at most 4 vertices such that F = {C 4 , 4P 1 } and F = {4P 1 , C 4 , claw}. If F is a family of graphs satisfying one of the conditions i) − vi), then the class of F -free graphs is tame by Theorem 5 and Propositions 11, 12, 13, 16, 14, 15, and 17. Thus, if F F for some family of graphs satisfying one of the conditions i) − vi), then the class of F-free graphs, being a subclass of the tame class of F -free graphs, is tame, too.
Suppose now that for all families F in i) − vi) we have F F . We want to prove that the class of F-free graphs is not tame. Since F {2P 2 } and
Since F does not contain any induced subgraph of either 2P 2 or P 4 , we infer that F ⊆ A ∪ B. Since Proposition 8 implies that the class of F-free graphs is not tame if all graphs in F contain cycles or all of them are acyclic, we may assume that F contains two graphs F 1 and F 2 such that F 1 contains a cycle and F 2 is acyclic. Clearly, F 1 ∈ A and F 2 ∈ B.
We claim that F ∩ {K 3 , K 3 + P 1 , paw} = ∅. Indeed, if F ∈ {K 3 , K 3 + P 1 , paw}, then {F, F 2 } ⊆ F, which implies that F F for F = {F , F } where F ∈ {4P 1 , P 2 + 2P 1 , P 3 + P 1 , claw} and F ∈ {paw, K 3 + P 1 }, contrary to the assumptions on F. It follows that F 1 ∈ F ∩ A ⊆ {K 4 , C 4 , diamond}.
Suppose that K 4 ∈ F. If there exists a graph F ∈ F ∩ {3P 1 , 4P 1 , P 2 + 2P 1 , P 3 + P 1 }, then F F where F satisfies condition iv), a contradiction.
It follows that F 2 ∈ F ∩ B ⊆ {claw}, that is, F 2 is the claw. We also have F \ {K 4 , claw} ⊆ {C 4 , diamond}. Consequently, {claw, K 4 , C 4 , diamond} F. By Corollary 5, the class of {claw, K 4 , C 4 , diamond} is not tame and hence by Observation 1, neither is the class of F-free graphs.
From now on, we assume that K 4 ∈ F. Suppose that C 4 ∈ F. If {3P 1 , P 2 + 2P 1 , P 3 + P 1 } ∩ F = ∅, then F F where F satisfies condition v), a contradiction. It follows that F 2 ∈ F ∩ B ⊆ {4P 1 , claw}. Suppose first that 4P 1 ∈ F ∩ B. If the diamond is not in F, then F = {4P 1 , C 4 } or F = {4P 1 , claw, C 4 }, which is impossible. Thus, the diamond is in F, which implies that {4P 1 , C 4 , diamond} ⊆ F, hence F F where F satisfies condition vi), a contradiction. We conclude that 4P 1 ∈ F, which implies that F ∩ B = {claw}. Consequently, F ⊆ {claw, C 4 , diamond}, which implies that {claw, K 4 , C 4 , diamond} F. By Corollary 5, the class of {claw, K 4 , C 4 , diamond} is not tame and hence by Observation 1, neither is the class of F-free graphs.
From now on, we assume that C 4 ∈ F. It follows that F 1 ∈ F ∩ A ⊆ {diamond}, that is, F ∩ A = {diamond}. Clearly, F 2 ∈ F ∩ B ⊆ {3P 1 , 4P 1 , P 2 + 2P 1 , P 3 + P 1 , claw}, which implies that every graph in F ∩ B contains an induced 3P 1 . Consequently, {3P 1 , diamond} F. From Corollary 4 it follows that the class of {3P 1 , diamond}-free graphs is not tame and by Observation 1, neither is the class of F-free graphs.
This completes the proof.
Similarly, we give the proof of Theorem 4.
Proof. Let F be a family of graphs on at most 4 vertices such that F = {4P 1 , C 4 } and F = {4P 1 , claw, C 4 }. If F F, where F is a family of graphs satisfying one of the conditions i) − iii), then the class of F -free graphs is not tame by Corollaries 4 and 5 and by Proposition 8, respectively, so by Observation 1 it follows that the class of F-free graphs is not tame as well.
Suppose now that for all families F in i) − iii) we have F F. We want to prove that the class of F-free graphs is tame. If there exists some graph F in F that satisfies F ⊆ i 2P 2 or F ⊆ P 4 , then the class of F-free graphs is contained either in the class of 2P 2 -free graphs or in the class of P 4 -free graphs and thus it is tame by Proposition 16 or Theorem 5, respectively.
Let A = {K 3 , C 4 , K 3 +P 1 , paw, diamond, K 4 } and B = {3P 1 , 4P 1 , P 2 +2P 1 , P 3 + P 1 , claw}. Since F does not contain any induced subgraph of either 2P 2 or P 4 , we infer that F ⊆ A ∪ B. We claim that A ∩ F = ∅ and B ∩ F = ∅. Suppose first that F ∩ A = ∅. Then F ⊆ B and we have that {3P 1 } F, implying that F F, where F satisfies i), a contradiction. Similarly, if F ∩ B = ∅, then F ⊆ A and we have that F F, where F satisfies iii), a contradiction. It follows that F ∩ A = ∅ and F ∩ B = ∅.
Assume first that F ∩{K 3 , K 3 +P 1 , paw} = ∅. Since F ∩B = ∅, we have that the class of F-free graphs is contained in some of the classes that are proved to be tame in Propositions 11 and 16, so it follows by Observation 1 that the class of F-free graphs is tame as well.
From now on, we assume that F ∩ {K 3 , K 3 + P 1 , paw} = ∅. As F ∩ A = ∅, it follows that {C 4 , diamond, K 4 } ∩ F = ∅. Suppose that K 4 ∈ F. If (B \ {claw}) ∩ F = ∅, then the class of F-free graphs is contained in one of the tame classes of graphs considered in the Proposition 15 and thus it is tame by Observation 1. It follows that B ∩ F = {claw}. Since F ⊆ {claw, C 4 , diamond, K 4 }, it follows that F F , where F satisfies ii), a contradiction. From now on, we assume that K 4 ∈ F. Suppose that C 4 ∈ F. If {3P 1 , P 2 + 2P 1 , P 3 + P 1 } ∩ F = ∅, then the class of F-free graphs is contained either in the class of {P 2 +2P 1 , C 4 }-free graphs or in the class of {P 3 +P 1 , C 4 }-free graphs and by Propositions 13-12 and Observation 1 it is tame. It follows that F ∩B ⊆ {4P 1 , claw}. Assume first that 4P 1 ∈ F. Since F = {4P 1 , C 4 }, F = {4P 1 , claw, C 4 }, it follows that diamond is in F. Then we have that F {4P 1 , claw, diamond} and by Proposition 14 and Observation 1 it follows that the class of F-free graphs is tame. If 4P 1 / ∈ F, then it follows that claw is in F and we have that F F, where F satisfies ii), a contradiction.
From now on, we assume that C 4 ∈ F. It follows that F ∩ A ⊆ {diamond}, that is, F ∩A = {diamond}. Clearly, F ∩B ⊆ {3P 1 , 4P 1 , P 2 +2P 1 , P 3 +P 1 , claw}, which implies that every graph in F ∩ B contains an induced 3P 1 . Consequently, {3P 1 , diamond} F, a contradiction.
Conclusion
In this work we considered graphs with "few" minimal separators. Our main result was an almost complete dichotomy for the property of having a polynomially bounded number of minimal separators within the family of graph classes defined by forbidden induced subgraphs with at most four vertices. Two exceptional families for which the problem is still open are the class of {4P 1 , C 4 }-free graphs and the class of {4P 1 , claw, C 4 }-free graphs. Note that the class of {4P 1 , C 4 }-free graphs and their complements was already of interest to Erdős, who offered $20 to determine whether the vertex set of every {4P 1 , C 4 }-free graph can be covered by 4 cliques (which was resolved in the affirmative by Nagy and Szentmiklóssy, see [19] ). Moreover, the class of {4P 1 , C 4 }-free graphs is one of the only three graph classes defined by a set of four-vertex forbidden induced subgraphs for which the complexity of coloring is still open [16] . Some of the results given here (for example Proposition 9) are not restricted to forbidden induced subgraphs of at most four vertices, and they might prove useful for developing more general dichotomy studies related to minimal separators.
