Abstract-Evolutionary programming algorithm is applied to the problem of image clustering. The solution of the problem is encoded by the symbol coding, and swarm intelligent model is used to search the solution of the problem. In evolutionary programming algorithm, the global search ability is effectively improved by mutation operator and selection operator. The excellent diversity of solutions is guaranteed by using Gaussian mutation operator, and the complexity of the evolutionary operation is reduced. The simulation experiments show that the proposed algorithm for image clustering is effective and correct.
I. INTRODUCTION
Image clustering [1] refers to classifying many images into different categories, and the ones with similar content into one category. It occupies an important position in the field of pattern recognition and is mainly used for data compression, data mining, image retrieval and so on. Image clustering involves feature extraction and recognition algorithms, and different algorithms have different speed and recognition accuracy. Genetic algorithm, K -means algorithm and particle swarm optimization algorithm are commonly used for this purpose. Genetic algorithm [2 -3] has poor performance in the local search process, relatively slow search speed and is prone to premature phenomenon. K -means algorithm [4] is sensitive to the initial clustering center and is likely to fall into local optimum. Particle swarm optimization algorithm [5] has the disadvantages of slow convergence, low accuracy and local minima problem. In clustering, the above-mentioned algorithms will inevitably do some repeated searches. If the number of samples is very large, the time consumption of the above-mentioned algorithms will be a serious drawback. [6] .
Evolutionary
Programming [7] ( Evolutionary Programming, EP ) is a machine evolutionary model proposed to solve prediction problems. As a random search method, it simulates natural evolutionary process and belongs to a branch of evolutionary computation. This algorithm introduces normal distribution technology into mutation operation and it is widely used in evolutionary computation [8] . Evolutionary programming can be applied to solving combinatorial optimization problems and complex nonlinear optimization problems, requiring only that the problems are computable and has been applied to many fields such as artificial intelligence and robot intelligent control [9 -10] .
Compared with genetic algorithm and evolution strategy [11] , evolutionary programming mainly focuses on the evolution of species in the process of simulating biological evolution, never using individual crossover operators and recombination operators. The selection operator in evolutionary programming focuses on competitive selection among individuals in a group, but when the number of competing individuals is large, it is similar to the selection process in evolutionary strategy. Evolutionary programming directly takes the feasible solution of the problem as the coding of the individual, it isn't necessary to code for the individual, which is more convenient for application. In this study, evolutionary programming optimization algorithm is applied to image clustering problem, and the performance of the algorithm is verified by simulation.
II. BASIC PRINCIPLES OF EVOLUTIONARY PROGRAMMING
(1) Population initialization ( randomly distributed individuals ) (2) Variation ( updating individuals )
In evolutionary programming, Gaussian mutation operator is used to achieve individual mutation within the population in order to maintain the rich diversity. The standard deviation of Gaussian mutation operator changes according to individual fitness. As a result, for individuals with poor fitness, the variation range is large, and the search range is expanded. For individuals with high fitness, the variation range is small, the search range is very near to the local. Compared with other evolutionary computation [12] , evolutionary programming algorithm does not use crossover of genetic algorithm or gene recombination operator of evolutionary strategy algorithm, but mutation operator operation reflects interaction between individuals.
III. IMPLEMENTATION OF CLUSTERING ALGORITHM
The steps of clustering algorithm based on evolutionary programming are as follows:
(1) Set up parameters: Initialize the size of the number of individuals Sizepop , the maximum iteration number Itermax , the number of clustering centers Numcenter and the number of individuals used for comparison in tournament competition q. (5) Generate Size pop new individuals through Gaussian mutation operator: for every gene locus of each individual, using the mutation operator, assigning a number between 1~-Num center to the locus and thus generating the offspring.
(6) Calculate the individual fitness value of the Size pop offspring .
(7)Let the parent and child individuals (2×Sizepop in total) make the new group totalpop , and carry out selection operator operation on the new group: Randomly select q individuals from the totalpop, let each individual compare the fitness with the q individuals one by one, take the number of q individuals whose fitness are higher than the current individual fitness as the score of the current individual, and finally select the Size pop individuals with the highest score as the next generation parent.
(8) Record the optimal solution in the population: If the fitness of the optimal offspring individual is lower than the fitness of the total optimal individual ( the closer the distance between them is, the smaller the fitness ), the total best individual will be replaced by the current best individual.
(9) Judge whether the stop condition is met: the total iteration number is reached. If yes, the optimal solution is output, i.e. the category number of each sample is output and exits; If no, jump to step ( 4 ).
IV. IMAGE CLUSTERING DESIGN BASED ON DIFFERENTIAL EVOLUTION ALGORITHM

A. Feature Extraction
The method for extracting featuresin this study is to delimit a rectangular frame at the outer edge of each number, and to segment the length and width of the rectangular frame by N× M, and each word after segmentation is called N×M template.Then calculate the proportion of the number of black pixels in each small square in this square as the sample features. The sample is divided into 7× 5 small squares, and the proportion of black pixels in the total square area is counted in each small square to obtain the features. the values of n and m can be appropriately modified according to the needs of practical problems. The larger the value, the more the sample features, the higher the clustering accuracy, and the algorithm convergence time will be correspondingly prolonged. The smaller the value is, the faster the algorithm converges, but the clustering accuracy will decrease.
B. Coding of Solutions
In the evolution programming, symbol coding is adopted, the bit string length is L, and the search space is an Ldimensional space, each element of which is an Ldimensional vector. In the algorithm, each chromosome X that makes up the evolutionary population can be represented directly by this L -dimensional vector. Figure 1 shows the samples to be clustered, in which each individual contains one classification scheme. L take the twelve bit, the gene represents the class number ( 1 -4 ) to which the sample belongs, the sequence number of the gene bit represents the number of the sample, the sequence number of the gene bit is fixed, that is to say, the position of a sample in the chromosome is fixed, and the class to which each sample belongs is changing at any time.If the gene bit is n, it corresponds to the sample number n, and the gene value pointed to by the nth gene position represents the belonging class number of the nth sample. Each solution contains one classification scheme, and the initial chromosome code of an individual is ( 1, 3, 4, 1, 2, 4, 2, 3, 1, 3, 2, 1 ) , which means that samples 1, 4, 9, and twelve are classified into category 1.Samples 5, 7 and 11 were classified into category 2;Samples 2, 8 and 10 were classified into category 3;The 3rd and 6th samples belong to the 4th category, and are still in the hypothetical classification case, not the optimal solution, as shown in Table 1 . 
C. Set the Fitness Function
The fitness function represents the degree of superiority and inferiority of each individual and calculates its fitness value .fitness for each chromosome in the initial population. Its steps are as follows:
(1) Obtain the total number of cluster categories Num center through manual intervention. 
D. Mutation Operator
Variation operation is the most important operation and the only search method in evolutionary programming algorithm, which is unique to evolutionary programming.Let X be the target variable σ of chromosome individual solution, and let it be the standard deviation of Gaussian variation. Chromosome consists of target variable x and standard deviation σ, as (X,σ)=((x 1 ,x 2 ,…,x L ),σ).
The form of individual variation is as follows:
The relationship between x and variance σ is
In formula (4): F(X(t)) represents the fitness value of the current individual, the closer the fitness value is to the target solution individual, the smaller the fitness value is.; (0, ) N s is a Gaussian random variable with probability density
The coefficients β and γ are undetermined parameters, the values of β and γ are generally set to 1 and 0; Each component of vector x can achieve different mutation effects through formula( 4 ).
E. Selection Operator
The specific process of tournament selection is:
(1) Combining the population P(t) composed of parents of Size pop and the population P(t) composed of children of size generated by the population professionals after a mutation operation to form a collection P(t ∪ ) P'(t) containing 2×Size pop individuals, as I. In the process of evolution, relatively good individuals in each generation of population are given a larger score and can be retained in the next generation of population.
V. EXPERIMENTAL RESULTS
Under the environment of MATLAB 2008 , the clustering problem of handwritten numerals based on evolutionary programming is implemented, and the images to be clustered as shown in fig. 1on the computer of Inter(R) Core(TM) i5 CPU , the experimental results are shown in figure 1 The optimal solution codes found by the evolutionary programming are shown in Table 1 . Same handwritten numerals are classified into one category, assigned to the same category number, and all are correct.
VI. CONCLUSION
This study analyzes the principle and mechanism of evolutionary programming and applies it to image clustering. Simulation shows that the image clustering method based on evolutionary programming algorithm has good feasibility and accuracy.
