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1Resumen
Los lenguajes de “script” cumplen hoy un papel importante en el desarrollo de aplicaciones, ofre-
ciendo conceptos para la programacio´n, que pueden extender aquellos presentes en el lenguaje
empleado para implementar la arquitectura de una aplicacio´n. En ese sentido, Lua es un lenguaje
pensado para ser utilizado como una herramienta para la programacio´n, de propo´sito espec´ıfico,
para implementar co´digo a ejecutarse embebido en una aplicacio´n anfitrio´n. Presenta conceptos
u´tiles para el desarrollo a´gil de co´digo, como tipado dina´mico y gestio´n automa´tica de memoria,
como tambie´n mecanismos de reflexio´n, que permiten adaptarlo a dominios espec´ıficos.
Actualmente, existe un intere´s en disponer de un modelo formal del lenguaje, que permita el de-
sarrollo de herramientas para verificar propiedades sobre programas escritos en Lua. En el presente
trabajo, proponemos una sema´ntica operacional para un subconjunto de los conceptos del lenguaje
Lua y los servicios ofrecidos por su librer´ıa esta´ndar. A su vez, empleando la herramienta PLT
Redex, realizamos una transcripcio´n del modelo obtenido y efectuamos pruebas de conformidad
del mismo con respecto al inte´rprete de Lua, versio´n 5.2, empleando su propia suite de pruebas.
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2Abstract
Script languages have an important role today in the development of applications, offering concepts
for programming, that can extend those present in the language used for the implementation of
the application’s architecture. In that matter, Lua is a language developed to be used as a tool for
programming code of special purpose, to be executed embedded into a host application. It presents
concepts that are useful for agile development of code, as dynamic typing and automatic memory
management, and also reflection mechanisms, that bring the possibility of adapt the language to
specific domains.
Currently, there is interest in having a formal model of the language, that allows the develop-
ment of tools for verification of properties of programs written in Lua. In the present work, we
propose an operational semantics for a subset of the concepts of Lua and the services offered by
its standard library. Also, using the tool PLT Redex, we transcribe the obtained model and run
tests of conformity of it, against Lua’s interpreter, version 5.2, using its own test suite.
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3Introduccio´n al presente trabajo
3.1 Motivacio´n
Los lenguajes de “script” cumplen hoy un papel importante en el desarrollo de aplicaciones, intro-
duciendo elementos dina´micos y siendo utilizados en la orquestacio´n de las funcionalidades de tales
aplicaciones. Lua es un lenguaje que se viene destacando en este sentido debido a la posibilidad
que ofrece de extender y modificar su sema´ntica, como tambie´n a lo compacto que es el lenguaje.
En este trabajo deseamos formalizar y estudiar una sema´ntica operacional para el lenguaje.
Para los lenguajes de programacio´n, una formalizacio´n de su sema´ntica puede ser empleada
para garantizar que una implementacio´n coincida con una especificacio´n. Por ejemplo, proyectos
como Compcert1 y Concurrent C Minor Project2 en donde se realizan verificaciones formales de
compiladores reales, trabajando sobre la definicio´n de la sema´ntica del lenguaje fuente (lenguaje
para el cual se construye el compilador), el intermediario (empleando internamente en el proceso
de compilacio´n) y el lenguaje objetivo (lenguaje hacia el cual se compila el programa en el lenguaje
fuente).
3.1.1 Sobre Lua
Lua es un lenguaje de script desarrollado con el objetivo de ser extensible y que sirva como lenguaje
de extensio´n [13]. El lenguaje fue pensado para ser compacto, con mecanismos que faciliten su uso
con C y que pueda ser fa´cilmente embebido en las aplicaciones [14]. Lua es un lenguaje de extensio´n
en el sentido de que va a proveer caracter´ısticas como tipos dina´micos e mecanismos de reflexio´n
que pueden ser utilizados para facilitar la programacio´n de una aplicacio´n. La habilidad de Lua de
ser extensible significa que posee una serie de mecanismos que permiten modificar la sema´ntica de
algunas operaciones, para adaptar el lenguaje a distintos paradigmas de programacio´n. A trave´s
del mecanismo provisto por las metatablas, las cuales definen el comportamiento de las operaciones
que es posible de realizar sobre valores de cualquier tipo, es posible modelar otros paradigmas de
programacio´n.
Como ejemplo de las posibilidades que ofrece Lua para ser adaptado a dominios espec´ıficos, y a
modo de introduccio´n de la sinta´xis y las posibilidades del lenguaje, veamos co´mo es posible emplear
el mecanismo de metatablas, junto a las tablas de Lua, para implementar la nocio´n de clases e
instancias, del paradigma orientado a objetos3. El empleo de tablas para representar objetos y
clases resulta posible gracias a que todos los valores en Lua son de primera clase, permitiendo
almacenar con una tabla tanto datos como procedimientos. La sintaxis del lenguaje es intuitiva y
adecuada para este ejemplo, ya que provee notacio´n extra´ıda de lenguajes orientados a objetos:
local MyClass = {} tabla que representar a´ a la clase , y, a su vez, funcionar a´
de metatabla para las instancias
MyClass. index = MyClass intentos de indexado fallidos en instancias , deben remitirse
a la tabla
que representa la clase , para obtener los me´todos
1http://compcert.inria.fr/
2http://www.cs.princeton.edu/ appel/cminor/
3extra´ıdo de la wiki de Lua 5.2: http://lua-users.org/wiki/ObjectOrientationTutorial
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azu´car sintactico equivalente a ”MyClass.new = function...”
function MyClass.new(init)
setmetatable define a MyClass como la metatabla de la tabla vac ı´a {}, y
retorna esta tabla como resultado de la llamada
local self = setmetatable({}, MyClass)
self . value = init
return self
end
function MyClass. set value ( self , newval)
self . value = newval
end
function MyClass.get value( self )
return self . value
end
local i = MyClass.new(5)
tbl :name(arg) es una abreviaci o´n para tbl .name(tbl, arg) , salvo que tbl es evaluado una
sola
vez
print ( i : get value ()) > 5
i : set value (6)
print ( i : get value ()) > 6
Notar que, en el procedimiento MyClass.new (el constructor), la llamada al servicio interno
setmetatable, define a MyClass como la meta-tabla del objeto recie´n creado, el cual, inicialmente,
no es ma´s que una tabla vac´ıa (indicado por la notacio´n {}). Para operaciones con el objeto que no
se correspondan con lo provisto por el lenguaje, se recurre a consultar a su meta-tabla, indexando,
para ello, ciertos campos con claves especiales. En particular, cuando, por ejemplo, indexamos
una tabla con una clave inexistente, se procede a obtener su meta-tabla, y a consultar el campo
de clave ” index”. Si tal campo esta´ definido en la meta-tabla, y contiene un procedimiento u
otra tabla, se procede a emplearlos para resolver esta situacio´n especial. En el co´digo anterior, la
l´ınea MyClass. index = MyClass (arriba de la definicio´n del constructor) indica que, en caso de un
intento de indexado de un objeto (que tenga a MyClass como meta-tabla) con una clave inexistente,
se repetira´ la misma operacio´n de indexado sobre la tabla MyClass. Esto nos permite almacenar
en esta tabla todos los me´todos de clase, y delegar a esta tabla todos los intentos de llamadas a
me´todos, para un objeto dado.
Volviendo al ana´lisis del constructor, a continuacio´n de su primer l´ınea, se define un atributo del
objeto, mediante la asignacio´n self.value = init, que agrega, a la tabla que representa al objeto, un
campo de clave value y valor init. Luego del constructos, se definen 2 me´todos de clase: set value y
get value, que realizan lo esperado. Finalmente se crea una instancia, i, y se intenta llamar para la
misma a sus me´todos get value y set value. Por lo mencionado anteriormente, tales llamadas son
delegadas a su meta-tabla, quien efectivamente tiene almacenada estos me´todos.
Listamos, a continuacio´n, las caracter´ısticas de Lua 5.2. Para mayor informacio´n, referirse a
[17]:
• Tipos de datos:
– 8 tipos ba´sicos: booleanos, nil (tipo especial con un u´nico valor, nil, que es usado para
representar la ausencia de informacio´n, en contextos en donde algu´n dato es requerido),
nu´meros (de punto-flotante de doble precisio´n), strings (que representan secuencias in-
mutables de bytes), funciones, user-data (que representan datos C arbitrarios; permite
entonces almacenar datos de C en variables de Lua), hilos (representan hilos de eje-
cucio´n independiente, y son usados para implementar la nocio´n de co-rutina: hilos que
suspenden su ejecucio´n u´nicamente mediante el llamado expl´ıcito de una funcio´n para
ceder tiempo de ejecucio´n a otros hilos) y tablas (arreglos asociativos).
– Todos los tipos son de primera clase.
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– Funciones, hilos, tablas y user-data son manejados mediante referencias (las variables
en realidad no almacenan estos valores, solo hacen referencia a ellos).
– Lenguaje dina´micamente tipado.
• 3 tipos de variables: globales, locales, y campos de tablas:
– Un identificador de variable se asume que se refiere a una variable global, a menos que se
indique lo contrario. Toda variable global es considerada como un campo de una tabla
especial, referida mediante el identificador ENV. Es decir, internamente, una variable
global es un caso particular de campo de tabla.
– La definicio´n de variables locales tienen alcance esta´tico
.
• Sentencias: presenta un repertorio usual de sentencias, t´ıpicas en lenguajes que soportan
programacio´n procedural. Entre ellas:
– Concatenacio´n de sentencias.
– Asignacio´n mu´ltiple de variables.
– Estructuras de control: condicional, bucles while, repeat y for.
– Abstraccio´n procedural.
– Introduccio´n de variables locales.
• Expresiones:
– Operadores sobre nu´meros: +, -, *, /, % (mo´dulo), ˆ (exponenciacio´n) y negacio´n
matema´tica (-).
– Comparacio´n: ==, = (distintos), <, <=, >, >=.
– Operadores lo´gicos: and, not y or.
– Operacio´n sobre strings: concatenacio´n de cadenas, longitud de cadenas.
– Operaciones con tablas: longitud de tablas, constructor de tablas.
– Definicio´n de procedimientos (ano´nimos), y llamadas a procedimientos.
• Administracio´n de memoria automa´tica, mediante un recolector incremental ”mark-and-
sweep”.
• Manejo de errores: provee mecanismos para generar expl´ıcitamente errores y atraparlos (a
trave´s de la posibilidad de ejecutar procedimientos en lo que se denomina ”modo protegido”).
Los mensajes de error pueden contener informacio´n sobre la traza de ejecucio´n y el entorno.
• Mecanismo de meta-tablas: todo valor en Lua puede tener una meta-tabla, la cual es una
tabla Lua ordinaria, que define el comportamiento del valor original, bajo circunstancias
especiales. Tablas y userdata pueden tener meta-tablas individuales. Valores de los restantes
tipos comparten meta-tablas, una por tipo. Las situaciones que pueden manejarse con el
mecanismo de meta-tablas, incluyen:
– Operaciones aritme´ticas: cuando el valor en cuestio´n es utilizado como operando de una
operacio´n aritme´tica, la cual no esta´ definida usualmente para ese valor.
– Operaciones con strings: cuando un valor diferente a una cadena es utilizado en lugar
de la misma.
– Comparaciones entre valores: para valores que no esta´n naturalmente relacionados, es
posible definir un procedimiento que indique co´mo compararlos.
– Operaciones con tablas: indexado de tablas con claves no existentes, asignacio´n a tablas
con claves no existentes.
– Llamadas a procedimientos: operacio´n de llamada a procedimiento sobre un valor que
no es una funcio´n.
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Lua viene siendo utilizado en una gran variedad de aplicaciones como Adobe Lightroom (40 %
escrito en Lua4), en el middleware de la TV digital de Brasil (Ginga5), aparte de ser empleado en
el a´rea de desarrollo de juegos (por ejemplo, Grim Fandango6).
3.2 Formalizacio´n y trabajos relacionados
Los me´todos formales todav´ıa son asociadas a te´cnicas empleadas exclusivamente en la especifi-
cacio´n de hardware, e.g. [9, 5], y en el desarrollo de software para sistemas cr´ıticos, e.g. [2]. El
empleo de me´todos formales en el desarrollo de sistemas en donde las fallas eventuales del mismo
no representan un costo considerable, financiero o de vidas humanas, tiende a ser descartado por
ser considerado costoso. Pero el desarrollo de herramientas asociadas al razonamiento automati-
zado (automated reasoning) permitio´ que la especificacio´n formal y su verificacio´n, pudiesen ser
empleadas de una manera ma´s amplia en el desarrollo de software, desde su modelado hasta la
posible extraccio´n de co´digo a partir de esa formalizacio´n7.
As´ı, asistentes de prueba como Coq [21] y PVS [18] tienen, aparte de su empleo en investi-
gacio´n acade´mica como la aplicacio´n en proyectos de lenguajes de programacio´n8, aplicacio´n en la
industria, por ejemplo en la certificacio´n de Java Card EAL79. Por lo tanto, la incorporacio´n de
la especifacio´n formal en tales sistemas es esencial.
Guha et al., presentaron en [1] una formalizacio´n de JavaScript, utlizando PLT Redex [10],
en donde la teor´ıa de reescritura [4] es el fundamento teo´rico. En esa formalizacio´n, se presenta
un nu´cleo del lenguaje, denominado λjs, que posee las caracter´ısticas de ser reducido, pero au´n
as´ı puede expresar todas las construcciones de JavaScript. Para λjs se define una sema´ntica op-
eracional small-step de Felleisen-Hieb con contextos de evaluacio´n [10]. De esta forma se obtuvo
una formalizacio´n de JavaScript ma´s concisa en relacio´n a el esta´ndar 10 (de 200 pa´ginas) y la
derivacio´n directa presenta en [19]. Inclusive la formalizacio´n a trave´s de λjs es ma´s completa, ya
que apenas el operador eval fue excluido.
3.3 Propuesta de trabajo
Se propone utilizar el enfoque presentado en [1] para obtener una formalizacio´n del lenguaje Lua.
A pesar de las semejanzas entre algunas construcciones de JavaScript y de Lua, tenemos en el
segundo caracter´ısticas que tienen una sema´ntica distinta o no esta´n presentes en el primero, como
el mencionado mecanismo meta-tablas y co-rutinas. Las tareas que se van a realizar incluyen:
• Definicio´n de un lenguaje que incluya los mecanismos ba´sicos de Lua y formalizacio´n de una
sema´ntica operacional small-step del mismo.
• Mecanizacio´n de la sema´ntica operacional del lenguaje, empleando la herramienta PLT Re-
dex.
• Definicio´n e implementacio´n de una estrategia de compilacio´n de programas en Lua a pro-
gramas en nuestro lenguaje. A trave´s de esta relacio´n entre Lua y nuestro lenguaje es que se
le dara´ significado a las construcciones de Lua.
• Elaboracio´n de testeos de conformidad de la sema´ntica de nuestro lenguaje con respecto al
inte´rprete de Lua, versio´n 5.2. Vale aclarar que Lua posee un u´nico inte´rprete.
3.4 Sobre sema´ntica de reducciones y su mecanizacio´n con
PLT Redex
Para describir la sema´ntica de Lua, seguimos el enfoque propuesto por Landin en [8], para for-
malizar el significado de las construcciones de ALGOL 60: establecer una correspondencia entre
4es.wikipedia.org/wiki/Adobe Photoshop Lightroom
5www.ginga.org.br/es
6www.grimfandango.net/?page=articles&pagenumber=2
7La correspondencia proofs-as-programs, tambie´n conocida por propositions-as-types, que permite la extracio´n
de co´digo correcto a partir de la especificacio´n formal, es denominada Isomorfismo de Curry-Howard [20]
8Ver coq.inria.fr/cocorico/List of Coq PL Projects
9www.gemalto.com/php/pr view.php?id=23
10www.ecma-international.org/publications/standards/Ecma-262.htm
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este y un lenguaje ma´s simple, que posea una sema´ntica formalizable de un modo razonable (en
este caso en particular, una sema´ntica operacional). De esta forma, se sigue el paradigma cient´ıfico
consistente en explicar un feno´meno complejo (la sema´ntica del lenguaje original) como resultado
de la interaccio´n de feno´menos ma´s simples (la sema´ntica de un lenguaje ma´s simple, pero que
alcanza a cubrir todos los aspectos del original). Este enfoque toma forma actual en trabajos como
[1], [11] o [12], los cuales se asemejan tanto en el estilo de sema´ntica operacional empleada (de
Felleisen-Hieb [7]), como en la utilizacio´n de herramientas para automatizar el razonamiento sobre
la sema´ntica definida (mediante PLT Redex [10]).
La notacio´n de Felleisen-Hieb permite describir una sema´ntica operacional small-step, en donde
toda la informacio´n necesaria para especificar el significado de un programa esta´ incrustada en el
mismo texto que describe al programa: no tenemos configuraciones en donde podemos reconocer,
como piezas separadas, al co´digo de control que describe al programa, al entorno, el almacenamiento
y, por si fuera necesario, las continuaciones, sino que todas estas piezas han sido incorporadas al
texto mismo que describe al programa, para describir una sema´ntica basada puramente en la sin-
taxis del lenguaje. Los recursos de esta notacio´n surgen con la intencio´n de poder definir un ca´lculo
para programas imperativos, es decir, una relacio´n de equivalencia entre programas imperativos,
que admita razonar sobre equivalencias entre los mismos, basa´ndose puramente en el texto que
describe a los programas. Concretamente, la nocio´n de continuaciones ha sido reemplazada por la
nocio´n de ”contextos”: la porcio´n de co´digo que rodea a la sentencia que se va a reducir, la cual
tiene una conexio´n natural con la idea de ”continuacio´n”. El entorno se manipula ahora mediante
un mecanismo de substitucio´n de identificadores de variable por su significado (referencias o val-
ores). La representacio´n de almacenamientos ha sufrido diferentes transformaciones, desde el uso
de un mecanismo similar al empleado para manejar entorno (es decir, incrustando la informacio´n
del almacenamiento en el programa mismo, como en [6]), la incorporacio´n del mismo como una
sentencia ma´s del lenguaje (interpretando al almacenamiento como una instruccio´n que realiza
declaracio´n y asignacio´n de variables, como en [10]), o su descripcio´n de forma separada al co´digo
del programa (como en [1] y [11]).
La sema´ntica en s´ı es definida mediante relaciones entre estos programas enriquecidos con infor-
macio´n para hacer posible la descripcio´n de su sema´ntica. Las relaciones, a su vez, son capturadas
empleando reglas de inferencia. Para evitar confusio´n con respecto al uso usual de reglas de inferen-
cia en otras a´reas, vale la pena mencionar que, como es costumbre en la literatura sobre sema´ntica
operacional de Felleisen-Hieb, tanto el antecedente de una regla como cualquier otro predicado que
restrinja a la relacio´n que se quiere definir, se definen en el lugar del antecedente de la regla. Esto
quiere decir que, en el antecedente de una regla de inferencia, podemos encontrarnos no solamente
con texto que se refiere al cumplimiento de una relacio´n entre 2 programas, sino que puede ocurrir
cualquier otro predicado, como en:
δ(==, sv1, sv2) = true
(sv1 == sv2) →e true
E-EqualitySuccess
Regla que establece que la nocio´n de reduccio´n →e relaciona a la frase (sv1 == sv2) con
true, de cumplirse el predicado δ(==, sv1, sv2) = true (donde δ es la funcio´n de interpretacio´n de
operadores primitivos, y sv1, sv2 representan a valores especiales en nuestro lenguaje).
En el presente trabajo nos interesamos por definir u´nicamente una relacio´n que describa, para
todo sentencia y expresio´n posible, que´ co´mputo representa. No buscamos el desarrollo de un
ca´lculo para razonar sobre equivalencias entre programas en Lua. Por lo tanto, nos concentramos
en la definicio´n de 2 tipos de relaciones:
• Nociones de reduccio´n: relaciones no transitivas, no sime´tricas y no reflexivas, que representan
la nocio´n de ”un paso de co´mputo” (llamado ”reduccio´n”, en el contexto de sema´ntica de
reducciones), efectuado por una construccio´n en particular (llamada ”redex”).
• Relacio´n esta´ndar de reduccio´n: clausura compatible sobre todas las nociones de reduccio´n,
la cual permite describir la sema´ntica operacional para todo programa posible. Que sea
una clausura compatible significa que indica, para todo programa, co´mo se reducen sus sub-
frases (los redex, presentes en el programa, ya sean sentencias o expresiones), y por lo tanto,
podemos interpretarla como la relacio´n definitiva que especifica la sema´ntica de programas
completos. Estamos interesados en una sema´ntica determinista, por lo cual, tenemos que
definir una estrategia para poder identificar, para un programa dado, un u´nico redex y su
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contexto. En nuestra sema´ntica basada en sinta´xis, el recurso para lograr esto es mediante la
definicio´n de contextos especiales, llamados ”contextos de evaluacio´n”, los cuales son frases
que representan todos los contextos posibles que pueden rodear a un redex, y que describen
a su vez una estrategia determinista de evaluacio´n de un programa.
Tras la definicio´n de la relacio´n esta´ndar de reduccio´n, tenemos la posibilidad de definir una
funcio´n evaluadora para nuestro lenguaje. Para esto, podemos identificar que´ clase de frases re-
presentan resultados de la reduccio´n sucesiva de expresiones y sentencias (esto es, expresiones y
sentencias irreducibles, y que pueden, entonces, interpretarse co´mo resultados). Luego, mediante la
determinacio´n de la clausura reflexiva-transitiva de nuestra relacio´n esta´ndar de reduccio´n, pode-
mos identificar que´ resultado esta´ relacionado con un programa dado. De esa forma, y si nuestra
relacio´n esta´ndar resulta ser efectivamente determinista, tenemos un evaluador para programas en
nuestro lenguaje, que se comportar´ıa como una funcio´n: para cada programa P, nos devuelve un
u´nico programa P’, que representa el resultado de P.
A partir de contar con un evaluador para programas en nuestro lenguaje, disponemos de una
estrategia para ”recabar evidencia” de que nuestro lenguaje y su sema´ntica sirven como modelo
del lenguaje Lua 5.2: compilar la suite de tests de Lua 5.2 a nuestro lenguaje, y emplear nues-
tro evaluador para determinar si se satisfacen tales tests. Naturalmente, ser´ıa adecuado poder
disponer de una versio´n mecanizada de nuestra sema´ntica para poder automatizar estos testeos.
El enfoque actual para resolver esto, consiste en la utilizacio´n de PLT Redex: una serie de her-
ramientas, entre las que se incluye un lenguaje espec´ıfico para definir las piezas de una sema´ntica
de reducciones (grama´tica, reglas de reduccio´n, meta-funciones), utilizando notacio´n semejante a
la descripcio´n matema´tica usual, y mecanismos para la exploracio´n y depuracio´n de los modelos
definidos (aplicacio´n de reglas de reduccio´n, motor de encaje de patrones basados en la sintaxis
provista para describir la sema´ntica, facilidades para la definicio´n de suite de tests), basadas en el
lenguaje Racket11. Esto se presentara´ en el cap´ıtulo 9.
11http://racket-lang.org/
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4Presentacio´n del lenguaje nu´cleo
de Lua
Introducimos nuestro lenguaje, al cual nos referiremos como ”el lenguaje nu´cleo de Lua”, en alusio´n
a la idea de que engloba el conjunto mı´nimo de mecanismos subyacentes en Lua. Describimos en
esta seccio´n las caracter´ısticas generales del lenguaje nu´cleo, junto con las decisiones de disen˜o
subyacentes en tales caracter´ısticas. En posteriores secciones, definimos formalmente su sintaxis y
su sema´ntica.
Nuestro lenguaje consiste en una versio´n de Lua 5.2, si sus azu´cares sinta´cticos y abstracciones
lingu¨isticas, pero, con nuevas construcciones agregadas para poner de manifiesto mecanismos inter-
nos de Lua. En el disen˜o de nuestro lenguaje y la definicio´n de su sema´ntica, siendo que este es el
recurso que emplearemos para entender Lua, buscamos que la formalizacio´n se logre con economı´a
de recursos, para facilitar su estudio. Para esto, la sema´ntica de reducciones de Felleisen-Hieb,
con contextos de evaluacio´n, nos permite dividir la descripcio´n de la sema´ntica completa en partes
menores, que pueden ser entendidas de manera aislada, y lograr definiciones concisas para cada
pieza de la sema´ntica, esto es, definiciones que no contienen piezas de informacio´n que no son
necesarias para entender el concepto que se quiere exponer. Estos aspectos de la sema´ntica van a
ir siendo expuestos a medida que avance la presentacio´n.
A continuacio´n, introducimos las caracter´ısticas de nuestro lenguaje, y delineamos el conjunto
de conceptos de Lua 5.2 que sera´n tratados en nuestro modelo.
4.1 Tipos
El lenguaje nu´cleo tiene todos los tipos de Lua, excepto user-data e hilos (este primer enfoque de la
sema´ntica de Lua, no incluye el tratamiento de la nocio´n de co-rutinas). Agregamos adema´s 3 tipos
ma´s, necesarios para describir mecanismos internos de Lua: referencias a ”valores simples” (values
que representan el resultado de la evaluacio´n de una expresio´n), referencias a objetos (valores que,
en Lua, son manejados a trave´s de una referencia: tablas y funciones), y tuplas de valores, para
representar listas de valores retornados por una funcio´n, y lista de argumentos de una funcio´n, de
longitud variable.
Otro aspecto de los tipos de datos del lenguaje nu´cleo, es que su definicio´n deber´ıa permitirnos
realizar introspeccio´n de tipos, como ocurre en Lua. Este no es un aspecto muy interesante para
resaltar, pero por razones de completitud, mencionamos que tal aspecto esta trivialmente cubierto
en nuestra sema´ntica basada en sintaxis, al darle a cada tipo una representacio´n textual diferente,
lo que permite identificarlos por simple encaje de patrones.
4.2 Estado
Nuestro lenguaje nu´cleo modela las formas de estado en Lua: las variables y las tablas son imper-
ativas. Para introducir estado en nuestro lenguaje agregamos las construcciones y procedimientos,
descritos a continuacio´n.
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4.2.1 Valores de tipo referencia
Como fue mencionado en la seccio´n 3.1.1, en Lua hay 3 tipos de variables: locales, globales y
campos de tablas. Internamente, las variables globales son tratadas como campos de una tabla
especial (referida mendiante el identificador ENV). Resta entonces como lograr un modelo de las
variables locales y de los campos de tablas de Lua. Definimos aqu´ı co´mo modelamos el aspecto
imperativo de las variables locales en Lua. El manejo del alcance de las definiciones de variables
locales es tratado en la seccio´n 6.2. El modelo de los campos de tablas es discutido en la pro´xima
sub-seccio´n.
El desaf´ıo actual radica entonces en co´mo modelar una variable imperativa. En la literatura
sobre sema´ntica de reducciones, nos encontramos con estas propuestas:
• Variables asignables: es el modelo empleado en [10] para agregar estado a una extensio´n del
lenguaje ISWIM. Se mantiene un mapeo entre identificadores de variables y valores, para
modelar la nocio´n de estado. La definicio´n de una nueva variable asignable agrega un nuevo
mapeo, y una asignacio´n altera ese mapeo.
• Variables funcionales con valores de tipo referencia: mantenemos variables funcionales, las
cuales son mapeadas a valores de tipo referencia, mediante el entorno. Finalmente, la referen-
cia es mapeada al valor asignado en concreto, mapeo que es mantenido por una representacio´n
de la nocio´n de almacenamiento. Hay al menos dos enfoques diferentes alrededor de esta idea:
– Los valores de tipo referencia son como cualquier otro tipo de valor: a veces, esta idea
es referida como ”the reference concept” [15]. En este enfoque, las referencias esta´n
disponibles para el programador, como un tipo de dato ordinario, el cual puede ser
empleado por e´l o ella, en los contextos en los que sea requerido. A tal fin, el lenguage
va a proveer mecanismos especiales para crear y des-referenciar valores de tipo referencia.
Este es el enfoque empleado en [1].
– Los valores de tipo referencia no esta´n disponibles para el programador: en este en-
foque, las referencias no esta´n bajo el control del programador. Estas son solo parte
de mecanismos internos del lenguaje, empleados para lograr efectos imperativos. El
des-referenciado y la creacio´n de nuevas referencias es realizado de manera impl´ıcita.
Este es el enfoque seguido en [11].
El utilizar variables asignables, no hay distincio´n entre el entorno y el almacenamiento. El efecto
de la ligadura de variables y la asignacio´n de variables, es descrito para un u´nico mapeo entre
identificadores de variables y valores. En particular, no es posible modelar el feno´meno de ”alias”.
No hay distincio´n entre la nocio´n de identificador de variable y referencia al almacenamiento. Eso no
es suficiente para modelar el comportamiento de Lua, en presencia de valores de tipo funcio´n, tabla o
hilos (u ”objetos”, como se menciona en [17]), ya que las variables de Lua no contienen actualmente
tales valores, solo contienen referencias a ellos, y son estas referencias las que actualmente se
almacenan en variables, permitiendo la posibilidad de definir alias, o pasadas como para´metros en
una llamada a procedimiento o retornadas desde un procedimiento. Por lo tanto, para describir
la manipulacio´n de objetos en Lua, necesitamos la presencia de un entorno, un almacenamiento y
entidades diferentes de los identificadores de variables, que llamaremos referencias.
Al escoger un modelo con valores de tipo referencia, todav´ıa tenemos que determinar cual de
los modelos con valores de tipo referencia es ma´s adecuado para nuestras necesidades. En Lua,
las referencias aparecen como parte de un mecanismo interno para definir el manejo de objetos.
Las referencias no esta´n disponibles para el programador. Por otro lado, la adicio´n de operadores
especiales para crear referencias y des-referenciarlas vuelve ma´s intrincado el co´digo resultante,
algo que, de ser posible, debe ser evitado. Adoptamos entonces el segundo enfoque descrito, y
dejamos a los valores de tipo referencia, fuera del alcance del programador.
Agregamos el tipo simpvalref de referencias, para modelar variables locales. Estas referencias
son creadas y des-referenciadas impl´ıcitamente. Las mismas referencian ”valores simples” (aquellos
que son el resultado de la evaluacio´n de una expresio´n). Por ejemplo:
local X = value in block end
Si value no es un objeto, en la ejecucio´n del programa anterior, un nuevo valor r , de tipo simp-
valref, es creado, el mapeo X → r es agregado al entorno, y el mapeo r → value es agregado al
almacenamiento. En un intento de obtener el valor de X, se des-referencia de manera impl´ıcita r .
Una asignacio´n a X, hara´ que el mapeo r → value cambie.
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Para modelar la forma en la que una variable en Lua (ya sea local, global o un campo de
tabla) referencia a un objeto, agregamos el tipo objref, que representa referencias a objetos. Sea el
siguiente programa:
local X = object in block end
En la ejecucio´n de este programa, nuevamente una referencia r , de tipo simpvalref, es creada, y el
mapeo X→ r es agregado al entorno. Luego, una referencia l , de tipo objref, es creada, y los mapeos
r → l y l → object son agregados al almacenamiento. En situaciones en donde so´lo se requiere
la referencia a object (asignacio´n, pasaje de para´metros o retorno de llamada a procedimiento) se
realiza una des-referencia impl´ıcita sobre r , para obtener l . Si el valor object es requerido, entonces
se des-referencia l .
4.2.2 Tablas mutables
Las tablas en Lua son imperativas. Nosotros agregamos tablas imperativas de manera directa en
nuestro lenguaje. Por lo tanto, los campos de tabla, el tipo restante de variable, se comportan
como variables imperativas.
Hay otra posibilidad explorada en la literatura sobre sema´ntica de reducciones de Felleisen-Hieb,
para modelar este tipo de estructuras, con efectos imperativos: utilizar una estructura funcional,
con actualizacio´n funcional para implementar cualquier actualizacio´n en la estructura de datos
(como lo realizado en [1]). De esta forma, cuando es necesario actualizar un campo de la tabla,
se construye en su lugar otra tabla, que es igual a la primera, en todo campo, excepto aquel que
se quiere modificar: en la nueva tabla creada, el campo en cuestio´n contendra´ el valor que se esta´
intentando asignar. Por lo tanto, una asignacio´n de campo de tabla correcto, deber´ıa expresarse
como:
variable := (variable[field → new value])
Donde (variable[field → new value]) denota la actualizacio´n funcional de la tabla, referenciada
por variable. Este recurso es empleado en [1], en conjuncio´n con la utilizacio´n de operadores para
des-referenciar la referencia a la tabla, ya que se emplea el ”reference concept”. Aunque con-
ceptualmente claro como modelo (analizado en te´rminos de sus partes componentes), lo realizado
all´ı deriva en un co´digo muy intrincado, cuyo precio se paga al momento de analizar el co´digo
resultado de la traduccio´n del lenguaje cuya sema´ntica queremos explicar, hacia el lenguaje que
estamos definiendo para tal fin. Inclusive si empleamos des-referencias impl´ıcitas, sigue siendo ma´s
sucinta, e igualmente clara, la adicio´n de tablas mutables de manera directa en nuestro lenguaje.
Con esto nos referimos a que, desde el punto de vista del lenguaje, las tablas son mutables, y su
alteracio´n se reduce a la sintaxis siguiente:
variable[field ] := value
Luego, la descripcio´n de su sema´ntica s´ı hara´ uso, como es de esperar, de recursos similares a la
actualizacio´n funcional, para modelar este cambio en el almacenamiento.
4.2.3 Entorno
El entorno mapea identificadores de variables con referencias, mientras que el almacenamiento
mapea estas referencias con valores. Es de esta forma en que los identificadores de variables esta´n
relacionados con los valores que esta´n representando. Se presenta una situacio´n similar en lo´gica:
la nocio´n de entorno, que mapea las variables libres de una fo´rmula con sus significados. Es sabido
que no es necesario mantener este mapeo, para determinar el valor de una fo´rmula. Todo lo que
se requiere es reemplazar las ocurrencias de las variables libres por su significado (perdiendo as´ı
el mapeo), y evaluar la fo´rmula enriquecida resultante. Y este recurso tambie´n se emplea en la
sema´ntica de reducciones, para manipular entornos. Por lo tanto, en nuestro lenguaje, para descri-
bir las frases que alteran el entorno, emplearemos un mecanismo de substitucio´n similar. Aqu´ı, el
”significado” de un identificador de variable libre, sera´ la referencia a el cual esta mapeado. Por lo
tanto, cuando una construccio´n altera el entorno, agregando un nuevo mapeo entre un identificador
y una referencia, cada ocurrencia libre en el co´digo de tal identificador sera´ reemplazado por la
referencia, de acuerdo a las reglas del lenguaje que definen el alcance de la declaracio´n de una
variable.
14
4.2.4 Almacenamiento
Dado que pretendemos lograr la descripcio´n de la sema´ntica de nuestro lenguaje, basa´ndonos pu-
ramente en la sintaxis del mismo, necesitamos agregar una construccio´n sinta´ctica que modele la
nocio´n de mapeo entre referencias y valores, e interpretar toda operacio´n sobre ese mapeo como
manipulaciones sinta´cticas, sobre la representacio´n del almacenamiento. En lo que sigue, presenta-
mos diferentes maneras de representar almacenamientos, empleadas en sema´nticas de reducciones
de lenguages imperativos, en donde tambie´n se utilizan valores de tipo referencia.
Matthias Felleisen propone, en [6], incrustar la informacio´n del almacenamiento directamente
en el co´digo que representa al programa, utilizando valores etiquetados por las referencias que
los refieren, y reemplazando los identificadores de variables por estos valores. Por lo tanto, el
valor etiquetado (que esta´ en representacio´n de un mapeo referencia-valor) esta´ repetido por cada
ocurrencia del identificador de variable que corresponde. Hay que mencionar que este enfoque
es propuesto en el intento del desarrollo de un ca´lculo para una variante del ca´lculo lambda con
construcciones imperativas. Se intenta entonces apegarse al objetivo de lograr definir una manera
de razonar sobre equivalencias entre programas imperativos, basa´ndose u´nicamente en el texto que
describe a los programas (posiblemente enriquecidos con ma´s informacio´n, para hacer posible la
descripcio´n de su sema´ntica).
En trabajos ma´s recientes, como [1] o [11], la propuesta es extraer la informacio´n del alma-
cenamiento y dejarla en un lugar, por fuera del co´digo que representa al programa, empleando
una estructura que sugiere la idea de un mapeo entre referencias y valores. Las ocurrencias de
identificadores de variables en el co´digo, son reemplazadas por referencias (es decir, se maneja el
entorno de la misma propuesta anteriormente), y cualquier cambio en el mapeo entre referencias
y valores es conducida sobre la representacio´n del almacenamiento.
Aunque las razones para escoger esta u´ltima notacio´n no nos resultan del todo claras, es evi-
dente que se ha convertido en un recurso usual en trabajos recientes. Por lo tanto, apelaremos
al mismo recurso. Por otro lado, como hay una distincio´n clara entre las situaciones en las que
operamos con objetos y las situaciones en las que trabajamos con valores simples (como se vera´
en el desarrollo de la sema´ntica del lenguaje), almacenaremos valores simples en una estructura
diferente de aquella que emplearemos para almacenar objetos. Utilizaremos el s´ımbolo σ, para
referirnos al primer almacenamiento, y θ para referirnos al segundo. En particular, el separar la
informacio´n de ese modo nos permite definir de manera ma´s simple todas aquellas meta-funciones
que trabajan sobre uno u otro tipo de almacenamiento (mantener los mapeos de tipo simpvalref y
objref en el mismo lugar, nos obliga, al recorrer el almacenamiento, a considerar, en cada meta-
funcio´n que opera con uno u otro tipo de referencia, un caso de su definicio´n que se dedique a
descartar el mapeo del tipo de referencia sobre el que que no opera).
Por lo mencionado, definimos almacenamientos como una construccio´n sinta´ctica que representa
un conjunto finito de pares ordenados, segu´n lo indicado por las siguientes producciones, de la
grama´tica del lenguaje, que se definira´ en la pro´xima seccio´n:
σ ::= * | ’(’ simpvalref ’,’ simplevalue ’)’ ’,’ σ
θ ::= * | ’(’ objref ’,’ intrepobject ’)’ ’,’ θ
4.3 Manejo de errores
En esta propuesta, no modelaremos el mecanismo de errores de Lua en su totalidad. En concreto,
modelaremos la capacidad de los objetos de error de descartar la continuacio´n actual (o el contexto
de evaluacio´n, en te´rminos de la sema´ntica de reducciones), pero no incluiremos la posibilidad de
incorporar a los mensajes de error informacio´n sobre la pila de llamadas que desembocaron en
el error, lo cual requiere, entre otras cosas, mantener informacio´n sobre el entorno, la cual, en
nuestra propuesta de manejos de entorno, es desechada durante el proceso de reduccio´n. Futuras
revisiones de este trabajo, que intenten modelar de manera completa el mecanismo de errores de
Lua, debera´n re-definir el manejo de entornos.
En esta formalizacio´n tambie´n incluiremos el mecanismo de ejecucio´n de procedimientos en
”modo protegido”, lo que permite capturar errores que pudieran presentarse durante la ejecucio´n
de tales procedimientos.
15
4.4 Mecanismo de meta-tablas
En este trabajo tambie´n formalizamos el mecanismo de meta-tablas de Lua. El mismo sera´ definido
con 2 piezas: primero, habra´ nociones de reduccio´n que se encargara´n de reconocer situaciones es-
peciales que requieren de la intervencio´n del mecanismo de meta-tablas. En el proceso de reduccio´n,
este paso resultara´ en expresiones o sentencias etiquetadas con informacio´n que indica el problema
o la situacio´n especial hallada. Luego, una nocio´n de reduccio´n diferente describira´ co´mo el meca-
nismo de meta-tablas trabaja para atender la situacio´n especial. De esta forma, evitamos el repetir
chequeos de condiciones que configuran condiciones manejadas por meta-tablas (algo que, aparte,
tiene impacto positivo en el rendimiento de la mecanizacio´n de nuestra sema´ntica con PLT Redex).
La separacio´n entre el reconocimiento de una situacio´n que requiere la intervencio´n del mecanismo
de meta-tablas, y la forma en la que el mecanismo en s´ı opera, facilita tambie´n, a futuro, el agregar
cualquier cambio que pudiera realizarse a futuro en Lua, en alguno de estos 2 aspectos.
Como ocurre en Lua, tenemos que modelar el hecho de que solamente las tablas tienen meta-tablas
individuales. Para representar esto, cada tabla sera´ almacenada junto con su meta-tabla, lo que
configurara´ la forma interna de representacio´n de las tablas. Valores de cualquier otro tipo, com-
parten meta-tablas, una por tipo. Recurriremos a almacenar tales meta-tablas en posiciones fijas
(reservadas) dentro del almacenamiento.
4.5 Recoleccio´n de basura
En este trabajo, no incluiremos una formalizacio´n de la manera en que Lua realiza la adminis-
tracio´n automa´tica de memora. A ra´ız de ello, no realizaremos ningu´n tipo de administracio´n de
la memoria (para mitigar la falta del mecanismo de recoleccio´n de basura de Lua), ya que esto
podr´ıa alterar la sema´ntica resultante, con respecto a la de la Lua.
4.6 Construcciones presentes en nuestro lenguaje
Lua en s´ı es un conglomerado de construcciones para atender diversas necesidades, entre las que
se incluye un mecanismo versa´til para describir datos, construcciones de programacio´n estruc-
turada, recursos para extender la sema´ntica del lenguaje hacia dominios espec´ıficos y comodidades
sinta´cticas pensadas para el pu´blico hacia el cual fue originalmente dirigido. La identificacio´n
de un repertorio mı´nimo de conceptos para incluir, requiere entonces revisar las componentes
mencionadas del lenguaje, identificando azu´cares sinta´cticos y abstracciones lingu¨´ısticas. El pro-
cedimiento en s´ı realizado no reserva ninguna sorpresa. La sintaxis resultante es presentada en el
pro´ximo cap´ıtulo. La forma en la que modelamos todo los conceptos de Lua empleando nuestro
lenguaje, se describe en el cap´ıtulo 7.
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5Grama´tica del lenguaje nu´cleo
La grama´tica empleada para describir un lenguaje, en el contexto de una sema´ntica de reduc-
ciones, no se limita u´nicamente a describir programas va´lidos, sino que debe generar (hablamos de
grama´ticas libres de contexto) todo tipo de construccio´n que se presenta durante la reduccio´n de un
programa (para poder chequear que, durante los pasos intermedios de reduccio´n, obtenemos frases
de un tipo esperado), y debe identificar como categor´ıas sinta´cticas especiales a ciertas frases que
constituyen casos particulares de otras (como, por ejemplo, que´ consideramos como expresiones
totalmente reducidas), categor´ıas las cuales son necesarias mencionar al momento de describir las
nociones de reduccio´n.
Nuestro lenguaje pretende ser un modelo para razonar sobre Lua. Naturalmente, cuanto ma´s
semejante sea el primero al segundo, ma´s fa´cil sera´ adoptarlo como la herramienta que pretende
ser. Como tal, queremos presentar a nuestro lenguaje como una versio´n de Lua, sin azu´cares
sinta´cticos ni abstracciones lingu¨´ısticas, pero enriquecidos con la menor cantidad de informacio´n
necesaria para poder razonar directamente sobre las frases de nuestro lenguaje, en te´rminos de una
sema´ntica operacional. En ese sentido, imaginamos que, caracter´ısticas de la sintaxis Lua, como
la distincio´n entre sentencias y expresiones, deben estar tambie´n presentes en nuestro lenguaje,
si queremos mantener la proximidad de este con respecto a Lua. Sin embargo, por razones que
iremos exponiendo, al momento de definir la grama´tica de un lenguaje cuya sema´ntica sera´ des-
crita puramente en te´rminos de sintaxis, necesitamos ofuscar esa distincio´n entre expresiones y
sentencias, a la vez que, como se menciono´, tenemos que enriquecer la grama´tica, para admitir
otras construcciones, aparte de las que representan programas va´lidos.
Decidimos entonces ir presentando las distintas piezas de la grama´tica de manera separada,
comenzando por la descripcio´n de los programas va´lidos: aquellos programas que pretenden ser la
representacio´n directa de un programa Lua.
La notacio´n empleada para describir la grama´tica sera´ EBNF (Extended Backus-Naur Form).
Los s´ımbolos no terminales sera´n descritos en sans serif, las palabras del lenguaje estara´n en
negrita. Colocaremos entre comillas simples los s´ımbolo terminales del lenguaje, que pueden
llegar a confundirse con los caracteres de la notacio´n EBNF empleada para describir las produc-
ciones de la grama´tica.
5.1 Grama´tica de programas va´lidos
El repertorio de sentencias de nuestro lenguaje, es el siguiente:
block ::= statement
| block ’;’ block
label ::= ’::’ name ’::’
statement ::= label ’{’ block ’}’
| do block end
| break name tuple
| functioncall
| if exp then block else block end
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| while exp do block end
| local namelist ’=’ explist in block end
| varlist ’=’ explist
| void
La grama´tica para expresiones:
exp ::= ’...’
| var
| functioncall
| ’(’ exp ’)’
| nil
| boolean
| number
| string
| tuple
| simpvalref
| objref
| tableconstructor
| functiondef
| exp binop exp
| unop exp
binop ::= normalbinop | shortcircuitbinop
normalbinop ::= ’+’ | ’−’ | ’∗’ | ’/’ | ’ ˆ ’ | ’%’ | ’..’ | ’<’
| ’<=’ | ’==’
shortcircuitbinop ::= and | or
unop ::= ’-’ | not | ’#’
functioncall ::= exp ’(’ [ explist ] ’)’ | exp : Name ’(’ [ explist ] ’)’
| $builtIn name ’(’ [ explist ] ’)’
functiondef ::= function name ’(’ [ parlist ] ’)’ block end
parlist ::= namelist [ ’,’ ’...’ ] | ’...’
namelist ::= name { ’,’ name }
var ::= name | exp ’[’ exp ’]’
varlist ::= var { ’,’ var }
tableconstructor ::= ’{’ [ fieldlist ] ’}’
fieldlist ::= field { ’,’ field }
field ::= ’[’ exp ’]’ ’=’ exp | exp
tuple ::= empty | ’<’ explist ’>’
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boolean ::= false | true
simplevalue ::= nil | boolean | number | string | objref
simplevaluelist ::= simplevalue { ’,’ simplevalue }
explist ::= exp { ’,’ exp }
La grama´tica que describe la representacio´n de almacenamientos:
intreptable ::= ’(’ evaluatedtable ’,’ nil ’)’
| ’(’ evaluatedtable ’,’ objref ’)’
intrepobject ::= functiondef | intreptable
σ ::= * | ’(’ simpvalref ’,’ simplevalue ’)’ ’,’ σ
θ ::= * | ’(’ objref ’,’ intrepobject ’)’ ’,’ θ
Los valores simples (generados por las producciones de simplevalue) son solo una categor´ıa
sinta´ctica definida para identificar las construcciones que resultan de la evaluacio´n de expresiones.
Son almacenados en el almacenamiento de los valors simples (descrito por las producciones de σ),
y son referenciados mediante las referencias generadas por simpvalref. Las cadenas generadas por
las producciones de intrepobject describen la representacio´n interna (en el almacenamiento) de los
”objetos” (aquellos valores manipulados en Lua a trave´s de las referencias a los mismos). Estos
valores son almacenados en el ”almacenamiento de objetos” (θ) y referenciados por las referencias
objref.
5.2 Extensiones de la grama´tica
Introducimos ahora extensiones a la grama´tica, para adecuarla al uso en el contexto de la definicio´n
de una sema´ntica de lenguajes, que esta´ puramente basada en sintaxis.
Primero, an˜adiremos nuevas producciones para s´ımbolos terminales ya presentes, para describir
frases que aparecen durante el proceso de reduccio´n (como frases etiquetadas, que indican situa-
ciones especiales, a ser tratadas por el mecanismo de meta-tablas). La adicio´n de producciones
para un s´ımbolo no-terminal v sera´ descrita:
v ::= ... | (nueva produccio´n)
Luego, para poder hacer referencia, en las reglas de reduccio´n, a ciertos casos especiales de
construcciones, agregaremos nuevos s´ımbolos no terminales, con sus respectivas producciones, que
describira´n estas categor´ıas sinta´cticas especiales (como constructores de tablas evaluados o listas
de variables evaluadas).
Comenzamos permitiendo, desde la grama´tica, el generar sentencias en el lugar de expresiones.
Este de frases podr´ıan presentarse en el proceso de reduccio´n de un programa como:
if f () then ... else ... end
Por la forma en la que se describe la reduccio´n de la llamada a funcio´n presente en la guarda del
condicional (ver seccio´n 6.4.4), terminar´ıamos con las sentencias que forman parte del cuerpo de la
funcio´n f, ubicadas en el lugar de la guarda del condicional. Hasta ahora, la grama´tica definida no
admite ese tipo de construcciones, ya que mantiene la separacio´n estricta, presente en Lua, entre
sentencias y expresiones.
En el lenguaje tenemos tambie´n presentes expresiones cuya sema´ntica operacional va a estar
descrita en te´rminos de la sentencia en la que aparecen. Es decir que, para describir su sema´ntica,
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sera´ necesario mirar la sentencia completa en la que aparecen. A ra´ız de ello, la nocio´n de reduccio´n
que describira´ su comportamiento debera´ ser una relacio´n tambie´n sobre sentencias, a pesar del
hecho de tratarse de una relacio´n definida para describir la sema´ntica de expresiones. Para cubrir
estos casos, agregamos:
exp ::= ... | block
Presentamos esta extensio´n simple a la grama´tica, de esta manera, para evitar oscurecer la dis-
tincio´n presente en nuestro lenguaje (como en Lua), entre sentencias y expresiones.
Como fue mencionado en 4.4, uno de los pasos de reduccio´n que describen el mecanismo de
meta-tablas, consiste en el etiquetar una frase dada (sentencia o expresio´n), con informacio´n ade-
cuada para indicar la situacio´n especial que se presenta en esa frase. Las sentencias etiquetadas,
que representan situaciones manejadas por el mecanismo de meta-tablas son:
block abnormal ::= ’(’ objref ’[’ simplevalue ’]’ ’=’ simplevalue ’)’ TableAssignmentWrongKey
| ’(’ simplevalue ’[’ simplevalue ’]’ ’=’ simplevalue TableAssignmentOverNonTableVal
block ::= ... | block abnormal
Las expresiones etiquetadas, que representan situaciones manejadas por el mecanismo de meta-
tablas son:
exp abnormal ::= ’(’ objref ’[’ simplevalue ’]’ ’)’KeyNotFound
|’(’ simplevalue ’[’ simplevalue ’]’ ’)’NonTableIndexed
|’(’ simplevalue ’+’ simplevalue ’)’AdditionWrongOperands
|’(’ simplevalue ’-’ simplevalue ’)’SubstractionWrongOperands
|’(’ simplevalue ’*’ simplevalue ’)’MultiplicationWrongOperands
| ’(’ simplevalue ’ ˆ ’ simplevalue ’)’ExponentiationWrongOperands
| ’(’ simplevalue ’/’ simplevalue ’)’DivisionWrongOperands
| ’(’ simplevalue ’%’ simplevalue ’)’ModuleWrongOperands
| ’(’ ’-’ simplevalue ’)’NegationWrongOperand
| ’(’ simplevalue ’..’ simplevalue ’)’StringConcatWrongOperands
| ’(’ # simplevalue ’)’ StringLengthWrongOperand
| ’(’ simplevalue ’==’ simplevalue ’)’EqualityFail
| ’(’ simplevalue ’<’ simplevalue ’)’LessThanFail
| ’(’ simplevalue ’<=’ simplevalue ’)’LessThanOrEqualFail
| ’(’simplevalue ’(’ simplevaluelist ’))’WrongFunctionCall
exp ::= ... | exp abnormal
5.2.1 Nuevas categor´ıas sinta´cticas
Cuando definimos algunas reglas de reduccio´n, necesitamos una manera de hacer referencia a casos
especiales de construcciones ya definidas: para almacenar una tabla, los campos descritos en su
constructor deben estar ya reducidos; la lista de valores retornados desde una funcio´n, es modelada
empleando tuplas, y para describir el retorno de tal lista de resultados, los valores presentes deben
estar completamente reducidos.
Agregamos las siguientes categor´ıas sinta´cticas para describir estos y otros casos especiales:
evaluatedtable ::= ’{’ [ evaluatedfieldlist ] ’}’
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evaluatedfieldlist ::= evaluatedfield { ’,’ evaluatedfield }
evaluatedfield ::= ’(’ ’[’ simplevalue ’]’ ’=’ simplevalue ’)’ | simplevalue
evaluatedtuple ::= ’(’ empty ’)’ | ’(’ ’<’ simplevaluelist ’>’ ’)’
evaluatedvar ::= simpvalref | objref ’[’ simplevalue ’]’
evaluatedvarlist ::= evaluatedvar { ’,’ evaluatedvar }
var ::= ... | evaluatedvar
5.2.2 Contextos
Haremos uso de contextos para describir donde y en que´ orden debe ocurrir la reduccio´n de redexs
presentes en sentencias y expresiones (contextos los cuales son generalmente referidos como ”con-
textos de evaluacio´n”). Esto nos servira´ para describir, finalmente, co´mo se reducen programas
enteros, ya que, al momento de definir las nociones de reduccio´n, nos concentraremos en indicar
u´nicamente co´mo reduce un redex, sin fijarnos en el contexto en el que ocurre.
Los contextos de evaluacio´n sera´n empleados tambie´n para describir el comportamiento de
sentencias o expresiones cuya sema´ntica es sensible al contexto, o que operan sobre ”el resto de
co´mputo” (o continuacio´n), concepto el cual es naturalmente modelado por el contexto en el que
ocurre un redex.
Iremos introduciendo cada categor´ıa de contexto de evaluacio´n, junto con una descripcio´n breve
de su uso. En lo que sigue, usaremos [[ ]] para denotar el ”hueco” (hole) de un contexto:
• Los siguientes contextos describen co´mo una reduccio´n ocurre en expresiones y sentencias,
que no sean bloques etiquetados o sentencias break. Notar que estamos mezclando sentencias
con expresiones. Nuevamente, estamos forzados a hacer esto para referirnos al tipo de con-
texto que podr´ıa aparecer en los pasos intermedios del proceso de reduccio´n, en donde, por
ejemplo, una sentencia podr´ıa aparecer en el lugar de una expresio´n. Todos estos contexto
que describimos a continuacio´n, sera´n u´tiles para modelar la nocio´n de ”resto de co´mputo”
o continuacio´n, que puede ser descartado por la sentencia break:
Ej ::= [[ ]]
| do Ej end
| ’(’ Ej ’)’ ProtectedMode
| if Ej then block else block end
| local namelist = Ele in block end
| Ej ; block
| evaluatedvar , ... , Ej [ exp ], var , ... = explist
| evaluatedvar , ... , simplevalue [ Ej ], var , ... = explist
| evaluatedvarlist = Ele
| $builtIn Name ( Ele )
| Ej ( explist )
| simplevalue ( Ele )
| Ej ’:’ Name ( explist )
| ( Ej )
| Ej binop exp
| simplevalue normalbinop Ej
| unop Ej
| < Ele >
| { evaluatedfield , ... , [ Ej ] = exp , field ... }
| { evaluatedfield , ... , [ simplevalue ] = Ej , field ... }
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| { evaluatedfield , ... , Ej , field ... }
| Ej [ exp ]
| simplevalue [ Ej ]
• Algunas producciones de Ej esta´n definidas en te´rminos de Ele, que representa a una lista de
expresiones. Estas son evaluadas de izquierda a derecha, comportamiento el cual es impuesto
por la siguiente definicio´n:
Ele ::= simplevalue , ... , Ej , exp , ...
• Todos los contextos de evaluacio´n posibles son incluidos en la siguiente categor´ıa sinta´ctica:
E ::= Ej
| label { E }
| break name < Ele >
Al indicar que los contextos de Ej tambie´n pertenecen a los contextos de E, nos referimos a
que agregamos los mismos reemplazando toda ocurrencia en ellos del s´ımbolo no terminal Ej
por E. Tambie´n asumimos que en la definicio´n de Ele realizamos el mismo reemplazo.
• Los valores de una tupla son descartados, salvo quiza´s el primero (truncar la lista de valores de
una tupla), o agregados a una lista de valores, dependiendo del contexto inmediato en el que
ocurren (esto es, contextos no anidados). Para lograr la descripcio´n de este comportamiento
sensible al contexto, distinguimos los contextos en los que se debe truncar la lista de valores
de una tupla (Et) de aquellos en donde la lista completa de valores de la tupla se debe agregar
a otra (Eu):
Etel ::= simplevalue , ... , [[ ]] , exp, ...
Et ::= [[ ]] ( explist )
| simplevalue ( Etel )
| [[ ]] ’:’ Name ( explist )
| $builtIn name ( Etel )
| [[ ]] binop exp
| simplevalue normalbinop [[ ]]
| unop [[ ]]
| < Etel >
| { evaluatedfield , ... , [ [[ ]] ] = exp , fieldlist }
| { evaluatedfield , ... , [ simplevalue ] = [[ ]] , fieldlist }
| {evaluatedfield , ... , [[ ]] , fieldlist }
| [[ ]] [ exp ]
| simplevalue [ [[ ]] ]
| if [[ ]] then block else block end
| local namelist = Etel in block end
| evaluatedvarlist = Etel
| evaluatedvar , ... , [[ ]] [ exp ], var , ... = explist
| evaluatedvar , ... , simplevalue [ [[ ]] ], var , ... = explist
| break Name < Etel >
Euel ::= simplevalue , ... , simplevalue, [[ ]]
Eu ::= < Euel >
| simplevalue ( Euel )
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| $builtIn name ( Euel )
| { evaluatedfield, ..., evaluatedfield, [[ ]] }
| local namelist = Euel in block end
| evaluatedvarlist = Euel
| break Name < Euel >
• Hay otras situaciones que involucran a las tuplas de valores, que para especificarlas, nece-
sitamos estudiar el ”resto de co´mputo”, o todo el contexto que rodea a una frase dada.
Estas frases tienen que ver con la sentencia break, cuyo comportamiento es modificado por
el contexto en el que aparece. Cuando la tupla que la sentencia break devuelve termina
en el lugar de una expresio´n, entonces tal tupla es mantenida, y se aplican las reglas para
truncar su lista de valores o agregarla a otra lista de valores. Pero si la tupla de valores va a
aparecer en el lugar de una sentencia (como cuando empleamos una llamada a funcio´n como
sentencia), entonces la tupla de valores debe ser descartada. Este comportamiento sensible
al contexto puede ser formalizado de manera simple, describiendo primero los siguientes con-
textos de evaluacio´n (en donde, los contextos Ed son aquellos en donde la tupla de valores es
descartada, y los contextos de Ek son aquellos en donde la tupla es mantenida):
Ed ::= [[ ]]
| E [[ do [[ ]] end ]]
| E [[ [[ ]] ; block ]]
| E [[ label ’{’ [[ ]] ’}’]]
Ek ::= E[[ Et ]] | E[[ Eu ]]
• Finalmente definimos a la categor´ıa de contextos Enp, que incluye a todos los contexto de E,
con excepcio´n del contexto ’(’ E ’)’ ProtectedMode, el cual representa al modo protegido
de Lua, dentro del se puede ejecutar una funcio´n, y atrapar cualquier mensaje de error
resultado de la ejecucio´n de esta. Estos contextos, como es de esperar, ayudan a describir
la sema´ntica del modo protegido, posibilita´ndonos hacer mencio´n a cualquier contexto de
evaluacio´n posible, que sea diferente al que representa efectivamente el modo protegido.
Hay una caracter´ıstica de los contextos de evaluacio´n, dado nuestro objetivo de definir nocio´n
de reduccio´n esta´ndar que describa la sema´ntica de todo programa va´lido, que hace a su buena
definicio´n: que para toda sentencia y expresio´n, si esta no esta´ totalmente reducida, entonces de-
ber´ıa existir una u´nica manera de particionarla entre un contexto de evaluacio´n y un redex. En
el actual trabajo, nos enfocamos en la experimentacio´n con la mecanizacio´n del modelo. Queda
fuera, entonces, el estudio anal´ıtico de las propiedades del modelo.
Hay tambie´n otras propiedades que quisie´ramos de nuestros contextos de evaluacio´n: concre-
tamente, que el orden de reduccio´n que ellos imponen sea el correcto, y que las reducciones que
fuerzan a que ocurran (en los casos de frases con comportamiento sensible al contexto) sean las
correctas. Estas propiedades son justamente parte de la sema´ntica de Lua 5.2 que queremos cap-
turar en nuestro modelo. Y, que´ tan bien se corresponde nuestro modelo con respecto a Lua
5.2, recae en determinar si, dado un programa del primero, este arriba al mismo resultado que
el correspondiente programa ”equivalente”, en nuestro lenguaje. Esto no podemos determinarlo
de manera anal´ıtica, ya que para tal fin, necesitar´ıamos de un modelo de Lua 5.2, que admita un
razonamiento matema´tico, modelo el cual no disponemos, sino que este que estamos presentando,
pretende ser un primer paso en la construccio´n de tal modelo. Deberemos entonces estimar que´
tan bien nuestro modelo se aproxima a los aspecto mencionados de Lua 5.2, recabando evidencia
emp´ırica de esa correspondencia, mediante el uso de PLT Redex, para mecanizar nuestro modelo
y realizar pruebas de conformidad del mismo con respecto a Lua 5.2. Esto lo trataremos en el
cap´ıtulo 9.
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6Sema´ntica de reducciones
Emplearemos algunas convenciones para describir construcciones del lenguaje de manera sucinta.
Variables cuantificadas sobre las frases generadas por un s´ımbolo no terminal v, estara´n indicadas
como v , utilizando sub-´ındices, si fuera necesario, para distinguir entre varias frases generadas
por las producciones de v. Tambie´n se empleara´n algunos identificadores breves, para referirse a
cierto tipo particular de construccio´n: x e y para referirse a identificadores de variables, sv para
referirse a valores simples, r y l para referirse a referencias a valores simples o referencias a objetos,
respectivamente. Se mencionara´ cuando se utilice algu´n otro identificador, con la misma finalidad.
Finalmente, la notacio´n L(v) se referira´ al conjunto de frases generadas por las producciones del
s´ımbolo no terminal v.
Las reglas de reduccio´n que vamos a definir, relacionan frases del lenguaje en base a su sin-
taxis. En la definicio´n de estas reglas, requeriremos emplear operaciones sobre las construcciones
del lenguaje. Todos los objetos a los que nos referiremos, son simplemente cadenas de s´ımbolos
terminales derivadas de la grama´tica definida anteriormente. Por lo tanto, sera´ comu´n definir
predicados sobre la estructura sinta´ctica de esas cadenas. Es costumbre, en la literatura del a´rea,
describir tales predicados de forma muy sucinta. En ciertas circunstancias, para mencionar que una
cadena s tiene una subcadena s’, comenzando en cualquier posicio´n de s, emplearemos un notacio´n
ecuacional simple como s = ... s’ ..., cuando, del contexto, esta´ claro que´ tipo de construccio´n es s
y que´ tipo de construccio´n s’.
Tambie´n, tener presente la distincio´n entre el lenguaje que empleamos para describir las reglas
de reduccio´n (a veces referido como el ”meta-lenguaje”), y el lenguaje cuya sema´ntica estamos
describiendo (a veces referido como el ”lenguaje objeto”). Cuando pueda prestarse a confusio´n,
encerraremos entre comillas simples a aquellos s´ımbolos terminales del lenguaje objeto, para difer-
enciarlos de s´ımbolos del meta-lenguaje.
6.1 Manipulacio´n de almacenamientos
Cuando definimos reducciones que trabajan con los almacenamientos, necesitaremos emplear meta-
funciones que los manipulen. La definicio´n de tales meta-funciones asumira´ que las cadenas de
s´ımbolos sobre las que trabajan representan correctamente a un almacenamiento: es decir, que no
hay 2 pares ordenados que tengan la misma primer componente (se trata de una restriccio´n que no
describimos con nuestra grama´tica). Comenzaremos definiendo las meta-funciones que trabajan
con el almacenamiento de valores simples, σ.
Siendo los almacenamientos, en nuestro lenguaje, una representacio´n de un mapeo entre referencias
y valores, se presentara´ la necesidad de hacer referencia al ”dominio” de ese mapeo, tambie´n
sera´ necesario obtener el valor al cual esta´ mapeada una referencia dada, y alterar ese mapeo.
Emplearemos la notacio´n dom(σ), para referirnos al dominio del mapeo representado por la cadena
σ: esto es, si σ = (r1,sv1),...,(rn,svn),* entonces dom(σ) = {r1,...,rn}. Para obtener el valor al cual
una referencia dada esta´ mapeada, segu´n un almacenamiento σ, emplearemos la siguiente meta-
funcio´n:
( ) : L(σ) x L(simpvalref) → L(simplevalue)
σ (r) = sv , if σ = ...’(’ r ’, ’ sv ’)’...
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Para alterar el valor hacia al cual una referencia dada esta´ mapeada, emplearemos la siguiente
meta-funcio´n::
[ := ] : L(σ) x L(simpvalref ) x L(simplevalue) → L(σ)
σ [r := v ] = σ’ , where r ∈ dom(σ),
dom(σ) = dom(σ’),
∀ r ’ ∈ dom(σ’),[(r ’ 6= r ⇒ σ’(r ’) = σ(r’))
∧
(r ’ = r ⇒ σ’(r ’) = v)]
Sera´ u´til disponer de una abreviacio´n que denota la aplicacio´n sucesiva de la meta-funcio´n
anterior, a un almacenamiento dado:
σ [r1 := v1, ..., rn := vn] = (...(σ [r1 := v1])...[rn := vn])
Asumimos definidas (de la misma manera) a las correspondientes meta-funciones que operan
sobre un almacenamiento de objetos, θ, para obtener el dominio su dominio (dom(θ)), obtener el
valor al cual una referencia l esta´ mapeada, segu´n un almacenamiento θ (θ (l)), y para alterar el
mapeo de una referencia l , en un almacenamiento θ (θ [l := o], donde o la representacio´n interna
de un objeto).
6.2 Manipulacio´n de entornos
Los entornos son empleados para describir la correspondencia de un identificador de variable con
una referencia (la ”ligadura de variables”) y el alcance de ese correspondencia. Como fue men-
cionado en 4.2.3, manipulamos entornos mediante el uso de un mecanismo de substitucio´n de un
identificador de variable por su correspondiente referencia, de acuerdo al alcance de la declaracio´n
de variable en cuestio´n, modelando as´ı el significado de la declaracio´n.
Debido al hecho de que tenemos construcciones que pueden tener ocurrencias ligadoras de varias
variables, necesitamos una manera de realizar la substitucio´n descrita, de manera simulta´nea, para
todas las variables involucradas. Sea S el conjunto de todos los mapeos finitos que van desde identi-
ficadores de variables (miembros de L(Name)) y la expresio´n vararg (’...’) 1, hacia otras expresiones.
Para describir un miembro de S, que representa un mapeo particular entre identificadores xi con
expresiones expi , para 1 <= i <= n, usaremos la notacio´n:
(x1 \ exp1 , ... , xn \ expn)
El orden en el que el mapeo es descrito no tiene importancia, por lo que, cuando sea necesario,
describiremos un orden particular, por conveniencias de notacio´n. Tambie´n, la substitucio´n de
la expresio´n vararg por otra expresio´n sera´ denotada simplemente como ′...′\exp, en la lista de
substituciones de un miembro S. Finalmente, un miembro de S sera´ denotado simplemente con s.
La funcio´n de substitucio´n que estamos buscando puede ser descrita mediante los mapeos:
[ ]block : L(block) x S → L(block) (substitution in blocks)
[ ]exp : L(exp) x S → L(exp) (substitution in expressions)
La construccio´n de nuestro lenguaje a la cual le aplicamos la substitucio´n, sera´ la primera sentencia
o expresio´n que esta´ inmediatamente a la izquierda del operador de substitucio´n. Cuando haya
posibilidad de interpretacio´n amgigua, con pare´ntesis a la frase a la que se le aplica la substitucio´n.
La funcio´n de substitucio´n sobre expresiones puede ser definida de manera inductiva sobre la
estructura de las expresiones. Comenzamos entonces por la substitucio´n sobre expresiones sin
estructura:
1En Lua, cuando en la lista de para´metros de una funcio´n, aparece la marca ’...’, entonces, los argumentos extra
que reciba, en una llamada, tal funcio´n, se colocaran en una lista a la que se puede hacer referencia, en el cuerpo
de la funcio´n, mediante la misma marca ’...’
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x [s]exp = s(x)
’...’ [s]exp = s (’...’)
nil [s]exp = nil
boolean [s]exp = boolean
number [s]exp = number
string [s]exp = string
simpvalref [s]exp = simpvalref
objref [s]exp = objref
empty [s]exp = empty
asd
La substitucio´n en expresiones con estructura esta´ definida como:
exp1 ’(’ exp2 , ..., expn ’)’ [s]exp = exp1 [s]exp ’(’exp2 [s]exp, ..., expn [s]exp ’)’
exp1 ’:’ Name ’(’ exp2 , ..., expn ’)’ [s]exp = exp1 [s]exp ’:’ Name ’(’exp2 [s]exp, ..., expn [s]exp ’)’
$builtIn Name ’(’ exp1 , ..., expn ’)’ [s]exp = $builtIn Name ’(’exp1 [s]exp, ..., expn [s]exp ’)’
’(’ exp ’)’ [s]exp = ’(’ exp [s]exp ’)’
exp1 ’[’ exp2 ’]’ [s]exp = exp1 [s]exp ’[’ exp2 [s]exp ’]’
< exp1 , ... , expn > [s]exp = < exp1 [s]exp , ... , expn [s]exp >
{ field1 ... fieldn } [s]exp = { (field1 [s]field)
...
(fieldn [s]field) }
(exp1 binop exp2 ) [s]exp = exp1 [s]exp binop (exp2 [s]exp)
(unop exp) [s]exp = unop (exp [s]exp)
En el caso de los constructores de tablas, definimos una funcio´n de substitucio´n especializada:
[ ]field : L(field)xS→ L(field)
exp [s]field = exp [s]exp
(’[’exp1 ’]’ ’ = ’ exp2 )[s]field = ’[’exp1 [s]field ’]’ ’ = ’ (exp2 [s]field)
La expresio´n restante, la definicio´n de una funcio´n, es la u´nica con ocurrencias ligadoras de varia-
bles. De los substitutos de identificadores definidos por un mapeo s, debemos descartar aquellos
que se refieren a identificadores que tambie´n aparecen como para´metros de la funcio´n, antes de
aplicar la substitucio´n en el cuerpo de la funcio´n, para respetar el alcance de la definicio´n de los
para´metros de la funcio´n. Si s es el mapeo que describe la substitucio´n a realizar, denotaremos con
s - { x1,...,xn } el mapeo que resulta de eliminar de s todos las substituciones que define para los
identificadores en { x1,...,xn }. Con estos recursos mencionados, la substitucio´n sobre la definicio´n
de una funcio´n se define como:
(function Name ’(’x1 ,...,xn ’)’ = function Name ’(’ x1,...,xn ’)’
block block [(x1’ \ e1,..., xm’ \ em) - { x1,...,xn }]block
end) [(x1’ \ e1,..., xm’ \ em)]exp end
El caso de una substitucio´n que no define un substituto para la expresio´n vararg, pero es aplicada
a una funcio´n varar, se define del mismo modo.
El caso restante, relacionado con la definicio´n de una funcio´n, tiene que ver con la aplicacio´n
de una substitucio´n que define un substituto para la expresio´n vararg. Cada vez que una tal
substitucio´n es aplicada, sea s, a a la definicio´n de una funcio´n f, el substituto para la expresio´n
vararg es descartado, ya que, si f no es una funcio´n vararg, entonces la sintaxis no permite la
presencia de la expresio´n vararg, en el cuerpo de f (y, por lo tanto, no necesitamos mantener, en s,
el substituto de la expresio´n vararg). Pero, si f s´ı es una funcio´n vararg, las reglas de alcance de las
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declaraciones de variables, determina que el significado de una expresio´n vararg, en el cuerpo de
una funcio´n, es aquel definido por el prototipo de f. Por lo tanto, nuevamente debemos descartar,
de s, el substituto de la expresio´n vararg. Por lo planteado, podemos entonces definir el caso de
substitucio´n analizado, en te´rminos de los casos definidos anteriormente, del siguiente modo:
functiondef [x1\e1 , ..., xm\em, ’...’\em+1 ]exp = functiondef [x1\e1 , ..., xm\em]exp
La substitucio´n en sentencias que no poseen ocurrencias ligadoras de variables se define como:
void [s]block = void
functioncall [s]block = functioncall [s]exp
(statement ; block) [s]block = statement [s]block ; block [s]block
label { block } [s]block = label { block [s]block }
do block end [s]block = do block[s]block end
if exp then block1 else block2 end [s]block = if exp [s]exp then block1 [s]block
else block2 [s]block end
(break Name tuple) [s]block = break Name (tuple [s]exp)
while exp do block end [s]block = while exp [s]exp do block [s]block end
(var1 , ..., varn ’ = ’ exp1 , ..., expm) [s]block = var1 [s]exp, ..., varn [s]exp ’ = ’
(exp1 [s]exp), ..., (expm [s]exp)
Finalmente, tratamos la substitucio´n sobre la u´nica sentencia que tiene ocurrencias ligadores de
variables, la sentencia local para introducir variables locales a un bloque dado. Las consideraciones
hechas para definir la substitucio´n en este caso, son las mismas realizadas para con la substitucio´n
sobre la definicio´n de una funcio´n. Notar que, en la lista de expresiones que esta´n siendo asignadas,
como valor inicial de las variables locales declaradas, la substitucio´n es realizada sin ninguna
alteracio´n de los substitutos que define:
(local x1,...,xn ’=’ explist = local x1 ,...,xn ’=’explist [(x1’ \ e1’, ...,xm’ \ em’)]
in in
block block[(x1’ \ e1’, ...,xm’ \ em’) - { x1,...,xn }]
end)[(x1’ \ e1’, ...,xm’ \ em’)] end
6.3 Disen˜o de las nociones de reduccio´n
Como fue mencionado en la seccio´n 4, queremos obtener una descripcio´n de la sema´ntica de nuestro
lenguaje, sobre la que sea fa´cil razonar. Requerimos entonces definiciones concisas, logradas con la
mı´nima cantidad de recursos. Del mismo modo, ser´ıa deseable que, sin comprometer los objetivos
iniciales, la sema´ntica pueda ser facilmente mecanizada, aprovechando las posibilidades que ofrece
una herramienta como PLT Redex, para explorar nuestro modelo en busca de inconsistencias
en las definiciones propuestas. La sema´ntica de reducciones de Felleisen-Hieb, con contextos de
evaluacio´n, nos permite definir una relacio´n principal (que engloba toda la maquinaria necesaria
para describir la sema´ntica de programas completos), como resultado de la composicio´n de otras
relaciones ma´s simples, las cuales modelan cada una, un aspecto espec´ıfico de lenguaje. Esto nos
permite lograr definiciones en las que mencionamos solo las piezas de informacio´n que son necesarias
para especificar la operacio´n deseada, y aislar as´ı todos los aspectos que puede ser analizados de
manera aislada. Entonces, por ejemplo, preferimos evitar cualquier mencio´n a un almacenamiento,
cuando describimos el comportamiento de sentencias y expresiones que no operan sobre el mismo.
Aparte de la ayuda que esto supone para describir la sema´ntica del lenguaje, el definir nociones de
reduccio´n especializadas en cierto tipo espec´ıfico de construccio´n de nuestro lenguaje, nos permita
enriquecer la mecanizacio´n del modelo con informacio´n espec´ıfica que puede ser empleada por PLT
Redex para realizar chequeos de consistencia de las definiciones de todas las piezas de la sema´ntica
(nociones de reduccio´n, meta-funciones y grama´tica).
Como se menciono´ anteriormente, en Lua existe una distincio´n entre sentencias y expresiones,
la cual mantenemos en nuestro lenguaje, y constituye entonces, el otro criterio a considerar para
definir nociones de reduccio´n especializadas en cierto tipo espec´ıfico de construcciones. Por esto,
y lo expuesto en el pa´rrafo anterior, dividimos las construcciones del lenguaje en las siguientes
categor´ıas, a los fines de especificar por separado su sema´ntica:
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• Expresiones:
– Expresiones que no interactu´an con almacenamientos. Su sema´ntica sera´ describa me-
diante la relacio´n →e .
– Expresiones que interactu´an el almacenamiento de valores simples. Su sema´ntica sera´
descrita mediante la relacio´n →e σ.
– Expresiones que interactu´an con el almacenamiento de objetos. Su sema´ntica sera´ des-
crita con la relacio´n →e θ.
– Expresiones que interactu´an con ambos tipos de almacenamientos. Su sema´ntica sera´
descrita mediante la relacio´n →e σ θ.
– Expresiones que requieren de la intervencio´n del mecanismo de meta-tablas. Su sema´ntica
sera´ descrita mediante la relacio´n →e−abnormal .
• Sentencias:
– Sentencias que no interactuan con los almacenamientos. Su sema´ntica sera´ definida
mediante la relacio´n →s .
– Sentencias que interactu´an con el almacenamiento de valores simples. Su sema´ntica sera´
descrita mediante la relacio´n →s σ
– Sentencias que interactu´an con el almacenamiento de objetos. Su sema´ntica sera´ descrita
mediante la relacio´n →s θ.
– Sentencias que requieren de la intervencio´n del mecanismo de meta-tablas. Su sema´ntica
sera´ descrita mediante la relacio´n →s−abnormal .
6.4 Sema´ntica de expresiones
Introduciremos primero las nociones de reduccio´n que definen la sema´ntica de expresiones, comen-
zando por aquellas cuya comportamiento puede ser explicado con la menor cantidad de informacio´n,
yendo hacia aquellas que requieren de la intervencio´n de los almacenamientos. Finalmente, de-
scribiremos co´mo el mecanismo de meta-tablas maneja las situaciones especiales que involucran a
las expresiones .
6.4.1 Expresiones que no interactu´an con contextos
Como se menciono´, la sema´ntica de estas expresiones sera´ descrita mediante la relacio´n →e ⊆
L(exp)xL(exp).
Operadores primitivos
Definiremos el comportamiento de los operadores primitivos a trave´s de una funcio´n de inter-
pretacio´n δ, como es costumbre en la literatura del a´rea. El dominio de esta funcio´n esta´ definido
por la siguiente unio´n:
L(binop) x L(simplevalue) x L(exp) ∪ L(unop) x (L(simplevalue) ∪ L(tableconstructor))
Su imagen estara´ en L(simplevalue). Es decir, nuestra funcio´n de interpretacio´n mapeara´ tuplas que
representan la aplicacio´n de operadores primitivos, hacia valores que representan el resultado de la
operacio´n indicada. En la definicio´n de δ, nos concentramos en darle significado so´lo a aplicaciones
correctas de operadores primitivos. Cualquier otro aspecto relativo a la aplicacio´n de operadores
primitivos (como coercio´n o errores de tipo) sera´ manejado por nociones de reduccio´n definidas
luego.
La interpretacio´n de operadores aritme´ticos es definida de manera directa. Dado el objeto
sinta´ctico n ∈ L(Number), denotemos con nˆ ∈ R el correspondiente nu´mero que es representado
por n. Y, dado el nu´meror ∈ R, sea prq el correspondiente objeto sinta´ctico que lo representa
en nuestro lenguaje (es decir, prq ∈ L(Number))2. Entonces, la interpretacio´n de la aplicacio´n de
operadores aritme´ticos se puede describir simplemente co´mo:
2Dejamos por ahora, fuera de esta presentacio´n, aspectos relacionados al conjunto de nu´meros que efectivamente
se pueden representar en Lua
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δ(+, n1, n2) = p nˆ1 + nˆ2 q
δ(−, n1, n2) = p nˆ1 − nˆ2 q
δ(∗, n1, n2) = p nˆ1 ∗ nˆ2 q
δ(/, n1, n2) = p nˆ1 / nˆ2 q
δ( ,ˆ n1, n2) = p nˆ1nˆ2 q
δ(%, n1, n2) = p nˆ1 % nˆ2 q
δ(−, n) = p −nˆ q
En las ecuaciones previas, prestarle atencio´n al hecho de que estamos describiendo la sema´ntica de
expresiones que involucran s´ımbolos de la aritme´tica (en los te´rminos izquierdos de las ecuaciones),
en te´rminos de las correspondientes operaciones aritme´ticas, a los cuales nos referimos empleando
los mismos s´ımbolos (en los te´rminos derechos de las ecuaciones).
La comparacio´n de orden natural, entre nu´meros y cadenas de caracteres, se puede describir
tambie´n de forma directa, distinguiendo el tipo de operandos que se quiere comparar (nuevamente,
recordar que, por el momento, nos limitamos a describir de manera denotacional la sema´ntica de
la aplicacio´n de operadores primitivos a operandos del tipo correcto):
δ(<, n1, n2) =
 true si nˆ1 < nˆ2
false c.c.
δ(<=, n1, n2) =
 true si nˆ1 ≤ nˆ2
false c.c
δ(<, s1, s2) =
 true si s1 < s2 en orden lexicografico
false c.c.
δ(<=, s1, s2) =
 true si s1 ≤ s2 en orden lexicografico
false c.c.
La comparacio´n de igualdad, opera sobre valores de cualquier tipo. En general, realiza solo
comparacio´n estructural. La excepcio´n a esto se presenta cuando se comparan objetos. En tales
casos, en Lua 5.2, la comparacio´n de igualdad realiza comparacio´n de tokens, estos es, compara las
referencias a los objetos, y no los objetos mismos. En nuestra sema´ntica, dejamos que la funcio´n
δ describa el significado de la comparacio´n solamente en te´rminos de la comparacio´n estructural,
entre la cadena de s´ımbolos que representa a los valores que se comparan. Los dema´s aspectos
necesarios para modelar de manera completa la forma en la que opera la comparacio´n de valores
en Lua, es delegada para las correspondientes nociones de reduccio´n:
δ(==, sv1, sv2) =
 true si sv1 = sv2
false c.c.
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En el caso particular de la comparacio´n de valores de tipo funcio´n, como se vera´ en 6.4.3, por
la forma en la que construimos clausuras (valores de tipo funcio´n), se garantiza que, diferentes
referencias a clausuras, indican diferencias entre las funciones involucradas (en su definicio´n o
comportamiento) de entre las que que son tenidas en cuenta en Lua 5.2 al momento de construir
nuevas clausuras3, y que tiene impacto en la sema´ntica de la comparacio´n de clausuras.
Los operadores lo´gicos son interpretados de la siguiente forma:
δ(or, sv , exp) =
 sv si sv 6= false ∧ sv 6= nil
exp c.c.
δ(and, sv , exp) =
 sv si sv = false ∨ sv = nil
exp c.c.
δ(not, sv) =
 true si sv = false ∨ sv = nil
false c.c.
Notar que, en el caso de los operadores and y or, el segundo operando involucrado es una ex-
presio´n, y no necesariamente un valor simple. La intencio´n es la de otorgarle a los operadores una
sema´ntica de evaluacio´n de cortocircuito, como ocurre en Lua. La pieza faltante, para completar la
descripcio´n de tal comportamiento, es la regla de reduccio´n que describe co´mo se aplica la funcio´n
de interpretacio´n, la cual impone tal aplicacio´n inmediatamente despue´s de que el primer operando
ha sido completamente evaluado (regla definida ma´s adelante).
So´lo resta describir la interpretacio´n de los operados unarios:
δ(.., s1, s2) = s1s2 (es decir, la concatenacio´n de la cadena s1 con la cadena s2)
δ(#, s) = cantidad de caracteres de la cadena s (esto equivale a la cantidad de bytes de una
codificacio´n de la cadena s, en la que cada caracter es representado por un byte; valor que es en
realidad lo retornado por el operador # de Lua)
El operador # puede ser tambie´n empleado para obtener la longitud de una tabla, cuando tal tabla
es una ”secuencia”: una tabla cuyo conjunto de claves nume´ricas positivas es igual a { 1,...,m },
para algu´n nu´mero natural m4. En tal caso, siendo t una tabla que satisface tal condicio´n:
δ(#, t) = m
Dejamos sin especificar la interpretacio´n de este operador. Luego, cuando presentemos la
mecanizacio´n de nuestra sema´ntica, daremos una descripcio´n del mismo.
Reglas reduccio´n para operadores aritme´ticos
Definiremos las reglas de reduccio´n de la nocio´n de reduccio´n →e , que describen la sema´ntica de
expresiones que representan la aplicacio´n de operadores aritme´ticos. Comenzaremos tratando las
situaciones en las que tales operaciones son aplicadas sobre operandos de tipo correcto. Posterior-
mente, describiremos co´mo es realizada la coercio´n, y hacia el final de la seccio´n, trataremos las
situaciones especiales que son manejadas por el mecanismo de meta-tablas.
La sema´ntica de expresiones que representan la aplicacio´n de operadores aritme´ticos binarios,
sobre argumentos de tipo esperado, se reduce a reducciones como la siguiente:
(Number1 + Number2) →e δ(+, Number1, Number2)
E-Addition
3ver [17], seccio´n 8.1
4Extra´ıdo de [17], seccio´n 3.4.6
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Los casos restantes, que involucran a los dema´s operadores aritme´ticos binarios (-,*,/, ˆ ,%), se
definen del mismo modo.
La sema´ntica de la aplicacio´n de la negacio´n matema´tica, bajo condiciones normales, se define
de un modo similar:
(− Number) →e δ(−, Number) E-Negation
Reglas de reduccio´n para operadores de relacio´n
La sema´ntica de expresiones que representan la comparacio´n de orden natural, entre nu´meros y
cadenas de caracteres, no depara sorpresas:
Number1 < Number2 →e δ(<, Number1, Number2)
E-LessThanNumber
String1 < String2 →e δ(<, String1, String2)
E-LessThanString
La descripcio´n de la sema´ntica de expresiones que involucran al operador ”<=” es ana´loga.
Necesitamos incluir en nuestro lenguaje a los operadores de comparacio´n > y >=, inclusive a
pesar de que en Lua, internamente, las expresiones que involucran a los mismos son traducidas
a las equivalentes expresiones que emplean las comparaciones < y <=, segu´n corresponda. La
necesidad en mantener en nuestro lenguaje a las comparaciones > y >=, radica en que, a pesar de
ser expresadas, internamente, en te´rminos de < y <=, la evaluacio´n de las expresiones comparadas,
sigue siendo de izquierda a derecha. Podemos, sin embargo, demorar la evaluacio´n de la expresio´n,
en te´rminos de< y<=, hasta que las expresiones comparadas hayan sido completamente evaluadas,
como se indica a continuacio´n:
sv1 > sv2 →e sv2 < sv1 E-GreaterThan
sv1 >= sv2 →e sv2 =< sv1 E-GreaterOrEqualThan
En Lua es posible alterar la forma en la que tablas y user-data son comparados, a trave´s
del empleo del mecanismo de meta-tablas. Este mecanismo es disparado como resultado de una
comparacio´n de igualdad no exitosa, sobre valores que sean del mismo tipo, siendo estos tablas
o user-data. Dejaremos su tratamiento para la seccio´n final en donde se describe co´mo trabaja
el mecanismo de meta-tablas, sobre expresiones. Por el momento, desde la relacio´n →e podemos
describir la sema´ntica de la siguiente situacio´n, que involucra a la comparacio´n de igualdad:
δ(==, sv1, sv2) = true
(sv1 == sv2) →e true
E-EqualitySuccess
Sema´ntica de operadores lo´gicos
Como en Lua, en nuestro lenguaje podemos asignarle significado a una expresio´n que involucra el
uso de operadores lo´gicos, sobre operandos de cualquier tipo. La regla de reduccio´n siguiente, que
describe la aplicacio´n de la funcio´n de interpretacio´n δ, en el caso de una expresio´n que involucra
al operador and, completa la descripcio´n de la sema´ntica de cortocircuito de este operador, como
se menciono´ al definir δ:
(sv and exp) →e δ(and, sv , exp) E-And
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Notar co´mo se hace uso de la categor´ıa sinta´ctica que representa a los valores simples, para terminar
de imponer la evaluacio´n de cortocircuito del operador and. Si el operador involucrado es or, la
regla de reduccio´n es ana´loga.
La regla de reduccio´n correspondiente para el operador not, es la esperada:
(not sv) →e δ(not, sv) E-Not
Sema´ntica de operadores sobre cadenas de caracteres
Nuevamente, las reglas son las esperadas:
(# String) →e δ(#, String) E-StringLength
(String1 .. String2) →e δ(.., String1, String2)
E-StringConcatenation
La aplicacio´n del operador # sobre una tabla, comienza disparando el mecanismo de meta-
tablas, por lo cual, sera´ descrito posteriormente, en la seccio´n dedicada a meta-tablas.
Coercio´n
Lua 5.2 realiza conversio´n de tipos de manera impl´ıcita, entre nu´meros y cadenas, en ambos
sentidos. Cuando un operador aritme´tico es aplicado sobre una cadena, se realiza una conversio´n
automa´tica de la misma hacia un nu´mero. La cadena involucrada debe ser una representacio´n
textual de un nu´mero decimal o hexadecimal, la cual puede estar en notacio´n cient´ıfica. En Lua 5.2,
la conversio´n de cadenas, con nu´meros decimales, hacia nu´meros es realizada por el procedimiento
strtod, de la librer´ıa glibc. Este mecanismo, no forma, por lo tanto, parte de Lua, que requiera
entonces ser modelado. Para cadenas con d´ıgitos hexadecimales, se emplea un procedimiento
propio de Lua5. En nuestra sema´ntica, representaremos ambos procedimientos con la meta-funcio´n
toNumber, la cual dejaremos por el momento sin especificar. Se experimentara´ con una definicio´n
de la misma cuando se mecanice la sema´ntica, usando PLT Redex. En tal caso, es tambie´n posible
aprovechar las posibilidades que brinda el lenguaje Racket, sobre el cual esta´ definido PLT Redex.
Al describir el mecanismo de coercio´n, sera´ necesario preguntar por el tipo de un valor dado.
A tal fin, definimos la siguiente meta-funcio´n:
simpvaltype : L(simplevalue) → {”nil”, ”boolean”, ”number”, ”string”, ”objref” } : retorna una
descripcio´n del tipo del valor recibido
Los objetos requieren primero, para determinar su tipo, observar el almacenamiento de objetos,
esto a ra´ız de siempre manejamos objetos a trave´s de referencias a ellos. Como aqu´ı no estamos
tratando con almacenamientos, y como en las siguientes reducciones no necesitamos referirnos
al tipo de los objetos, definimos nuestra meta-funcio´n simpvaltype con la suficiente informacio´n
como para que reconozca el tipo de cualquier valor, que no sea un objeto. En caso de recibir
una referencia a un objeto, simpvaltype so´lo indica ”objref”, como el tipo determinado. Para el
objetivo de definir el mecanismo de coercio´n de Lua, es suficiente con manejar esa informacio´n,
como quedara´ claro en las siguientes reglas de reduccio´n.
En una expresio´n aritme´tica, cuando se aplica coercio´n a cadenas, debemos chequear si esta
puede realmente ser convertida a un nu´mero. Si ese no es el caso, o si estamos en presencia
de valores que no sean cadenas o nu´meros, en el lugar de un operando nume´rico, entonces, el
mecanismo de meta-tablas es empleado para intentar darle algu´n significado a tal expresio´n. Ese
proceso sera´ descrito luego. El caso ma´s simple de coercio´n de una cadena a nu´mero, cuando esta´
como operando en una suma, se expresa co´mo:
simpvaltype(sv1) 6= ”number” ∨ simpvaltype(sv2) 6= ”number”
sv3 = toNumber(sv1) ∧ sv4 = toNumber(sv2)
simpvaltype(sv3) = ”number” ∧ simpvaltype(sv4) = ”number”
(sv1 + sv2) →e (sv3 + sv4)
E-AdditionCoercion
5Ver el procedimiento lua strx2number del archivo lobject.c, del co´digo fuente de Lua 5.2
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La coercio´n sobre operandos en las restantes expresiones aritme´ticas, se describe de manera
ana´loga.
Finalmente, cuando un nu´mero es usado en el lugar de una cadena, en la concatenacio´n de
cadenas, nuevamente se realiza una coercio´n. En Lua 5.2, la conversio´n es realizada por el procedi-
miento sprintf, de la librer´ıa glibc. Dejamos que la meta-funcio´n toString denote tal procedimiento.
Nuevamente, quedara´ sin ser especificada. Luego, en la mecanizacio´n de la sema´ntica, se experi-
mentara´ con una definicio´n de la misma:
simpvaltype(sv1) 6= ”string” ∨ simpvaltype(sv2) 6= ”string”
sv3 = toString(sv1) ∧ sv4 = toString(sv2)
simpvaltype(sv3) = ”string” ∧ simpvaltype(sv4) = ”string”
sv1 .. sv2 →e sv3 .. sv4 E-StringConcatCoercion
Nuevamente, si un valor que no sea nume´rico o una cadena, aparece en el lugar de un operando
que deber´ıa ser una cadena, entonces el mecanismo de meta-tablas indica un camino para re-
interpretar tal expresio´n. Esto comenzara´ a ser tratado en el pro´ximo apartado.
Identificacio´n de expresiones con operadores primitivos, que disparan el mecanismo
de meta-tablas
Nuestro descripcio´n del mecanismo de meta-tablas, se divide en 2 piezas: primero esta´n las nociones
de reduccio´n que reconocen las situaciones en las cuales el mecanismo es empleado, e indican
esto etiquetando la correspondiente sentencia o expresio´n. Segundo, una nocio´n de reduccio´n
particular (→e abnormal para expresiones, y →s abnormal para sentencias) relaciona frases equipadas
con la informacio´n necesaria para describir co´mo efectivamente el mecanismo de meta-tablas opera
para resolver. En particular, la informacio´n que necesitamos consiste en el almacenamiento de
objetos, en donde las meta-tablas para los distintos valores (en el caso de tablas y user-data) o
tipos esta´n almacenadas, y la correspondiente etiquetado adosada a la expresio´n o sentencia, que
nos informa de la situacio´n anormal encontrada.
La definicio´n de la segunda pieza de nuestro tratamiento del mecanismo de meta-tablas sera´
presentada en la seccio´n 6.4.5. Por el momento, desde la relacio´n →e vamos a identificar que´
expresiones, con operadores primitivos, requieren de la intervencio´n del mecanismo de meta-tablas.
Tales frases, a las cuales no podemos darles significado sin el uso del mecanismo de meta-tablas,
tienen que ver, en general, con la aplicacio´n de operadores sobre operandos de tipo incorrecto
(inclusive tras la intervencio´n del mecanismo de coercio´n).
Si, por ejemplo, en una suma, alguno de sus operandos no es un nu´mero, ni una cadena que
pueda ser convertida a un nu´mero, entonces alertamos sobre esta situacio´n, segu´n lo indicado por
la siguiente regla, de nombre E-AlertAdditionWrongOperands:
simpvaltype( sv1 ) 6= ”number” ∨ simpvaltype( sv2 ) 6= ”number”
simpvaltype( toNumber( sv1 ) ) 6= ”number” ∨ simpvaltype( toNumber( sv2 ) ) 6= ”number”
sv1 + sv2 →e (sv1 + sv2)AdditionWrongOperands
Las restantes situaciones especiales, que involucran a las operaciones aritme´ticas, son manejadas
del mismo modo.
Siguiendo la misma idea, la reduccio´n que alerta sobre la aplicacio´n de operadores de cadenas,
sobre operandos de tipo incorrecto, se define como: Following the same pattern, the reduction
that alerts about the application of string operators over operands of the wrong type, is defined
as:
simpvaltype( sv1 ) 6= ”string” ∧ simpvaltype( sv1 ) 6= ”number”
∨
simpvaltype( sv2 ) 6= ”string” ∧ simpvaltype( sv2 ) 6= ”number”
sv1 .. sv2 →e (sv1 .. sv2)StringConcatWrongOperands
E-AlertStringConcatWrongOperands
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simpvaltype( sv1 ) 6= ”string”
# sv →e (# sv)StringLengthWrongOperand
E-AlertStringLengthWrongOperand
Como fue mencionado en la seccio´n 6.4.1, cuando una comparacio´n de igualdad no resulta
exitosa, entonces, se dispara el mecanismo de meta-tablas. Desde →e etiquetamos entonces la
correspondiente comparacio´n que fallo´, para su tratamiento a posterior:
δ(==, sv1, sv2) = false
sv1 == sv2 →e (sv1 == sv2)EqualityFail
E-AlertEqualityFail
Finalmente, las situaciones especiales en donde esta´n involucrados los operadores relacionales
son las siguientes:
simpvaltype(sv1) 6= ”string” ∨ simpvaltype(sv2) 6= ”string”
simpvaltype(sv1) 6= ”number” ∨ simpvaltype(sv2) 6= ”number”
sv1 < sv2 →e (sv1 < sv2)LessThanFail
E-AlertLessThanFail
simpvaltype(sv1) 6= ”string” ∨ simpvaltype(sv2) 6= ”string”
simpvaltype(sv1) 6= ”number” ∨ simpvaltype(sv2) 6= ”number”
sv1 <= sv2 →e (sv1 <= sv2)LessThanOrEqualFail
E-AlertLessThanOrEqualFail
Tuplas
Como fue mencionado en 4.1, las tuplas modelara´n listas de valores que son retornados desde una
funcio´n, o que representan el valor que toma la expresio´n vararg. Hay 2 operaciones a modelar,
sobre tuplas: extraer el primer valor de la tupla (lo que ocurre cuando la tupla aparece en contextos
en donde en donde so´lo un valor es requerido, como en la guarda de un condicional), o agregar los
valores de la tupla al final de una lista de expresiones (como cuando la tupla aparece al final de
una lista de expresiones que esta´n por ser asignadas a una lista de variables).
Por lo tanto, la operacio´n que se realiza sobre la tupla depende del contexto inmediato en el
que aparece. Dar una descripcio´n formal de ese comportamiento sensible al contexto puede ser
sencillo, haciendo uso de contextos de evaluacio´n que representen las situaciones en donde una u
otra operacio´n sobre tuplas debe ser realizada.
Cuando tenemos una tupla de valores no vac´ıa, los pasos de reduccio´n, que describen las
operaciones mencionadas, son los siguientes:
Et [[< sv1 , ..., svn >]] →e Et [[sv1 ]]
E-TruncateNonEmptyTuple
Eu[[< sv1 , ..., svn >]] →e Eu[[sv1 , ..., svn]]
E-UnwrapNonEmptyTuple
Luego, en cualquier contexto en donde, sobre una tupla no vac´ıa, se realiza algunas de las 2
operaciones mencionadas, a una tupla vac´ıa se la convierte al valor nil:
E ∈ L(Et) ∨ E ∈ L(Eu)
E [[empty]] →e E [[nil]] E-TruncateOrUnwrapEmptyTuple
Recordar que el valor especial nil representa la ”ausencia de un valor”, en contextos en donde
alguno es requerido (como observar lo que retorna una funcio´n, u observar el valor de una variable
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que no ha sido asignada au´n).
Hay otra situacio´n, que no esta´ directamente relacionada con tuplas, pero s´ı con valores retor-
nados de una funcio´n, por lo que la describimos aqu´ı, para mantener cierta cohesio´n. En Lua, es
posible definir una funcio´n que no devuelve valores a trave´s de la sentencia return (y, por lo tanto,
la reduccio´n de una llamada a tal funcio´n culminara´ en la sentencia especial void). En contextos
en donde un valor es requerido, una llamada a una tal funcio´n no es distinguible de una llamada a
una funcio´n que termina con una sentencia return con una lista de valores vac´ıa (lista la cual, como
se vera´ en el cap´ıtulo 7, se modelara´ usando una tupla vac´ıa). Por lo tanto, en nuestro lenguaje,
as´ı como ocurre cuando trabajamos con tuplas vac´ıas, una llamada a funcio´n que reduce a void, y
es usada en el lugar de una expresio´n, es tratada como el valor nil:
E ∈ L(Et) ∨ E ∈ L(Eu)
E [[void]] →e E [[nil]] E-ConvertVoidToNil
Expresiones en pare´ntesis
El truncado que se realiza sobre una lista de expresiones, cuando esta esta´ entre pare´ntesis, esta´
contemplado como un caso especial de la operacio´n general de extraer el primer elemento de los
valores de una tupla (agregando a ’(’ hole ’)’ como contexto de L(Et)). Lo u´nico que resta por
describir, relativo al comportamiento de una expresio´n entre pare´ntesis, es que´ ocurre cuando la
expresio´n reduce a un u´nico valor. En tal caso, nada interesante ocurre:
simpvaltype(simplevalue) 6= ”Tuple”
(simplevalue) →e simplevalue E-ParenthesisAnyOtherValue
Llamadas a me´todos
Lua provee una forma sinta´ctica especial, prefixexp ’:’ Name args, la que puede ser interpretada
como una llamada al me´todo Name, del objeto prefixexp. La sema´ntica de esa llamada dicta que el
procedimiento Name recibe como primer argumento al objeto prefixexp, y este objeto es evaluado
una u´nica vez. En conjuncio´n con clausuras de primera clase, lo que permite, entre otras cosas, que
sean almacenadas en tablas, vemos que es posible modelar naturalmente conceptos del paradigma
orientado a objetos, como la nocio´n de clases, objetos y algu´n mecanismo de despacho de llamadas
a me´todos.
La forma especial de llamada a procedimiento mencionada, requiere de un tratamiento especial,
ya que su sema´ntica no puede ser simplemente descrita en te´rminos de una traduccio´n a una llamada
ordinaria a procedimiento, pasando como primer argumento el objeto, debido a que este objeto debe
ser evaluado una sola vez. Por esa razo´n, mantenemos en nuestro lenguaje esa forma sinta´ctica,
y definimos su sema´ntica, en parte, con la siguiente regla de reduccio´n, que la re-interpreta como
una llamada ordinaria, pero una vez que ha sido evaluado el objeto para el cual se esta´ llamando
el me´todo :
sv ” : ” Name (exp1, ..., expn) →e sv [”Name”](sv , exp1, ..., expn)
E-MethodCall
La sema´ntica de la llamada a procedimiento en s´ı, sera´ descrita en 6.4.4.
Servicios built-in
Identificamos los servicios principales provistos por la librar´ıa esta´ndar de Lua, para agregarlos
a nuestro lenguaje, con su respectiva sema´ntica. Dejamos los restantes servicios provistos por la
librer´ıa (e inclusive, ciertos detalles de aquellos que modelamos a continuacio´n) como implementa-
ciones en nuestro lenguaje, definidas en el entorno en el que un programa es ejecutado (lo cual sera´
definido en el cap´ıtulo 8).
Para definir la sema´ntica de los servicios de la librer´ıa estandar, abstraemos en meta-funciones
aquellos principales, y brindamos una forma sinta´ctica especial para hacer referencia a los mismos.
Expresiones de la forma $builtIn Name ( explist ) sera´n interpretadas como llamadas al servicio
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ba´sico Name. Al definirlos, nos concentraremos en la descripcio´n de los mismos, en condiciones
normales. Tambie´n, esas formas sinta´cticas estara´n dentro de definiciones de procedimientos, que
servira´n de envoltorio de las mismas, y que completara´n su definicio´n, agregando, de ser necesario,
chequeo de tipo y cantidad de argumentos recibidos. Tambie´n, estos procedimientos sera´n parte
de las definiciones del entorno en donde un programa se ejecuta. Luego, se determinara´ por las
reglas de alcance esta´tico de la definicio´n de variables, cua´ndo una llamada a un procedimiento se
refiere a un servicio brindado por la librer´ıa esta´ndar, o a un procedimiento definido por el usuario.
En esta seccio´n daremos tratamiento formal a aquellos servicios que podemos describir sin em-
plear almacenamientos. Debido a que la intencio´n es la de modelar el resultado de una llamada a
procedimiento, necesitamos empaquetar en una tupla aquellos resultados que queremos devolver.
Listamos los servicios que vamos a modelar, haciendo referencia al nombre que el servicio tiene en
la librer´ıa esta´ndar de Lua:
• error: la generacio´n de mensajes de error se hara´ a trave´s de este servicio. El comportamiento
de un mensaje de error sera´ descrito en 6.5.2:
$builtIn error (sv)→e error sv E-BuiltInError
• table.pack: si bien en esta propuesta inicial de la sema´ntica de Lua, no aspiramos a una
descripcio´n exhaustiva de su librer´ıa esta´ndar, debemos agregar ciertos procedimientos que,
aunque no reportan un intere´s particular que justifique el considerarlos en este primer modelo,
son muy usados en la suite de tests de Lua, lo que nos obliga a agregarlos para poder cubrir
una mayor cantidad de casos de tests. Este es el caso del servicio pack, de la librer´ıa table.
La definicio´n que damos a continuacio´n es lo suficientemente clara, respecto a que´ servicio
estamos definiendo. Comenzamos describiendo el mismo a trave´s de una funcio´n:
pack : L(tuple) → L(evaluatedtable)
next(< sv1,...,svk >) = { [ 1 ] = sv1, ...,[ pkq ] = svk , [”n”] = pkq }
next(empty) = { [”n”] = 0 }
Recordar que, dado k ∈ R, entonces pkq ∈ L(number) es el objeto sinta´ctico que representa
al nu´mero k, en nuestro lenguaje.
Definimos ahora las sema´ntica de la correspondiente forma sinta´ctica, que nos permite acceder
al servicio anterior:
n >= 1 ∧ evaluatedtable = pack( < sv1, ..., svn >)
∨
n = 0 ∧ evaluatedtable = pack(empty)
$builtIn tablePack (sv1, ..., svn)→e < evaluatedtable >
E-BuiltInTablePack
• pcall: modelamos la llamada a este servicio, en condiciones normales. El mismo nos permite
ejecutar una funcio´n en modo protegido, lo que significa que cualquier error que ocurra
durante la ejecucio´n de la funcio´n, es capturado e informado. La descripcio´n de co´mo opera
el modo protegido, se dara´ en la seccio´n 6.5.2:
$builtIn pcall (sv1, sv2, ..., svn)→e (sv1 (sv2, ..., svn))ProtectedMode
E-BuiltInAssertFail
• rawequal: este servicio nos permite realizar una comparacio´n de igualdad, sin disparar el
mecanismo de meta-tablas. La definimos simplemente como una forma de acceder de manera
directa a la interpretacio´n de la comparacio´n de igualdad, hecha por δ:
sv3 = δ(==, sv1, sv2)
$builtIn rawEqual (sv1, sv2)→e < sv3 >
E-BuiltInRawequal
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• select: este procedimiento de la librer´ıa esta´ndar sirve como selectora de la lista de argumentos
que recibe, y es u´til para la definicio´n de modismos que trabajan con la expresio´n vararg.
Abstraemos su comportamiento en la siguiente funcio´n:
select : L(tuple) → L(tuple)
select(< sv1, sv2, ..., svn >) =

< sv ˆsv1 , ..., svn > if simpValType(sv1) = ”number”
and
1 <= ˆsv1 <= n− 1
< nil > if simpValType(sv1) = ”number”
and
n − 1 < ˆsv1
< svn−1+ ˆsv1 , ..., svn > if simpValType(sv1) = ”number”
and
−(n− 1) <= ˆsv1 <= −1
< sv2, ..., svn > sv1 = ”#”
Finalmente, permitimos acceder a este servicio, de la forma descrita por la regla siguiente,
de nombre E-BuiltInSelectNormal:
(simpValType(sv1) = ”number”
∧
[(1 <= ˆsv1 <= n − 1) ∨ (n − 1 < ˆsv1) ∨ (−(n − 1) <= ˆsv1 <= −1)])
∨
sv1 = ”#”
$builtIn select (sv1, sv2, ..., svn)→e < sv ˆsv1 , ..., svn >
Con motivo de la dificultad para saber, en el procedimiento que envuelve a esta forma
sinta´ctica, la cantidad de argumentos que recibiremos, agregamos una regla (de nombre
E-BuiltInSelectError), que maneja las situaciones de error que pueden producirse al usar este
servicio:
sv1 6= ”#”
simpValType(sv1) = ”number” ⇒ sv1 = 0 ∨ ˆsv1 < −(n − 1)
$builtIn select (sv1, sv2, ..., svn)→e $builtIn error (”bad argument #1 to ’select’”)
• tonumber: proveemos de una manera de acceder a la funcio´n de conversio´n hacia nu´meros:
sv2 = toNumber(sv1)
$builtIn toNumber (sv1)→e < sv2 >
E-BuiltInToNumber
• tostring: realizamos lo mismo con la funcio´n de conversio´n hacia cadenas de caracteres. El
servicio tostring de la librer´ıa de Lua, es ma´s complejo que esto, aunque los detalles restantes
pueden describirse con co´digo en nuestro lenguaje, por lo que sera´ definido luego, en la seccio´n
8:
sv2 = toString(sv1)
$builtIn toString (sv1)→e < sv2 >
E-BuiltInToString
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6.4.2 Expresiones que interactu´an con el almacenamiento de valores
simples
Agregamos una pieza de informacio´n, el almacenamiento de valores simples (σ), para estar en
condiciones de darle tratamiento a las expresiones cuya sema´ntica operacinal depende de estos
almacenamientos. Introducimos la relacio´n →e σ, que relaciona frases de la forma ”σ ; exp”.
Des-referenciado de referencias simpvalref
Como se enuncio´ en 4.2, creamos y des-referenciamos de manera impl´ıcita referencias a valores
simples. La necesidad de definir nuevas referencias de este tipo, aparece en la descripcio´n de
las llamadas a funcio´n, para precisar describir el pasaje de argumentos, y en la introduccio´n de
variables locales. Definiremos posteriormente la sema´ntica de esas operaciones.
El desreferenciado impl´ıcito ocurre cada vez que un identificador de variable es utilizado en
el lugar de una expresio´n, es decir, cada vez que anunciamos que lo que precisamos es el valor
representado por la variable en cuestio´n. El mismo es descrito simplemente como sigue:
σ; r →e σ σ; σ(r) E-RefDeref
Naturalmente, para completar la definicio´n del mecanismo de desreferenciado impl´ıcito, reali-
zado cada vez que queremos el valor de una variable, falta au´n describir todos los lugares en donde
puede ocurrir, lo cual es realizado por los contextos de evaluacio´n.
Notar que, si cada vez que una referencia simpvalref aparece en el lugar de una expresio´n, se la
desreferencia, entonces tales referencias nunca son el resultado de la reduccio´n de una expresio´n.
Es decir, estas referencias no esta´n en L(simplevalue).
6.4.3 Expresiones que interactu´an con el almacenamiento de objetos
Describimos la sema´ntica de las expresiones cuyo comportamiento depende de la informacio´n que
tenemos en el almacenamiento de objetos. Introducimos para ello la relacio´n →e θ, que relaciona
frases de la forma ”θ ; exp”.
Definicio´n de funciones
Si tenemos una definicio´n de funcio´n como pro´xima expresio´n activa a reducir, entonces, la corres-
pondiente funcio´n debe ser almacenada. Queremos clausuras de alcance le´xico, por lo que debemos
tener la certeza de que la funcio´n no tiene en su cuerpo identificadores libres. Dicho de otro modo,
que la funcio´n tiene capturado en su cuerpo el entorno, esta´tico, en el que fue definida. Esto
significa que deber´ıa valer que, cuando la definicio´n de la funcio´n se vuelve la expresio´n activa, los
identificadores libres en su cuerpo, han sido reemplazados por las correspondientes referencias6.
Tambie´n, como en Lua cada objeto es manejado a trave´s de referencias a los mismos, queremos
almacenar la clausura, y que la referencia que apunta a la misma sea el resultado de la evaluacio´n
de la definicio´n. De aqu´ı en adelante, toda operacio´n sobre la funcio´n, sera´ realizada a trave´s de
esta referencia, la cual, en nuestro modelo, es de tipo objref, y es creada de manera impl´ıcita.
Desde Lua 5.2, la creacio´n de clausuras ha sido optimizada, como se menciona en [17], seccio´n
8.1. Tal optimizacio´n tiene impacto en la sema´ntica de operaciones que manipulan clausuras, por
lo que la incluimos en nuestro modelo. Para modelar la forma en la que Lua 5.2 crea nuevas
clausuras, debemos identificar de manera un´ıvoca a cada definicio´n de funcio´n. Naturalmente,
siendo lo nuestro un modelo de la sema´ntica basado en sintaxis, el recurso que usaremos para esto
es puramente sinta´ctico: agregamos a cada prototipo de la definicio´n de una funcio´n, una etiqueta
u´nica. Sea f una funcio´n con etiqueta t. Cuando la definicio´n de f es ejecutada, comparamos la
etiqueta t con la etiqueta de las clausuras almacenadas. A su vez, para clausuras de funciones que
tengan la t, observamos el cuerpo de las mismas, para comparar las referencias que podr´ıan tener,
a variables locales externas a las funciones (denominadas upvalues). En base a estos elementos,
reconocemos 2 situaciones en donde f ser´ıa almacenada:
- Si no hay ninguna clausura almacenada con la etiqueta t.
6Para esto ocurra debe darse que la reduccio´n comience sobre un te´rmino cerrado, y que la funcio´n de substitucio´n
este´ correctamente definida
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- Si hay una clausura almacenada con la etiqueta t, pero los upvalues presentes en su entorno
(aquel capturado en el cuerpo de la misma) difieren de aquellos presentes en el entorno en el
que f esta´ definida. En nuestro modelo, determinar esto se reduce a comparar el cuerpo de f
con el de cada clausura almacenada de etiqueta t. Si difieren, entonces podemos asumir que
sus upvalues difiere.
Estas 2 situaciones son contempladas en la pro´xima regla de reduccio´n, de nombre E-StoreClosure,
que describe cua´ndo, una nueva clausura, es almacenada:
(∀ l1 ∈ dom(θ1), θ1(l1) = function Name1 (x1, ..., xm) block1 end⇒ Name1 6= Name2
∨
∃ l2 ∈ dom(θ1), θ1(l2) = function Name2 (y1, ..., yn) block1 end ∧ block1 6= block2)
l3 /∈ dom(θ1)
θ2 = (l3, function Name2 (y1, ..., yn) block2 end), θ1
θ1; function Name2 (y1, ..., yn ) block2 end →e θ θ2; l3
Finalmente, si hay una clausura f’ almacenada, con etiqueta t, cuyo entorno coincide con el de
f, entonces no se almacena una nueva clausura. En su lugar, recuperamos la referencia a f’, y la
empleamos como resultado de la evaluacio´n de la definicio´n de f:
∃ l ∈ dom(θ), θ(l) = function Name (x1, ..., xn) block end
θ; function Name (x1, ..., xn ) block end →e θ θ; l
E-ReuseClosure
Constructores de tablas
Tomamos los mismos constructores como la representacio´n de las tablas. Hay una excepcio´n a
esto, que esta´ relacionada con la posibilidad de tener presentes, en el constructor, a campos que no
posean claves, como en el constructor { 4, 5, 6 }. La sema´ntica de Lua 5.2 dicta que tales valores
van a tener, como claves, nu´meros naturales consecutivos, comenzando desde 1. Por lo tanto, el
constructor anterior generar´ıa la tabla { [1] = 4 , [2] = 5 , [3] = 6 }. Sobre este comportamiento
hay algunos casos especiales a contemplar:
• Cuando una clave nume´rica de un campo, presente originalmente en el constructor, cae dentro
del intervalo [1 ; max. clave nume´rica para agregar], entonces, tal campo es eliminado de la
tabla final:
> a = {4, [1] = 1, 5}
> print(a[1])
4
> print(a[2])
5
• Si el valor nil esta´ presente en el constructor, pero sin clave, es tenido en cuenta al momento
de agregar las claves nume´ricas:
> a = {4, nil , 5}
> print(a[1])
4
> print(a[2])
nil
> print(a[3])
5
39
La meta-funcio´n addFields : L(tableconstructor) → L(tableconstructor) describira´ estos u´ltimos
detalles de la sema´ntica del constructor de tabla. Su definicio´n no sera´ especificada. Se experi-
mentara´ primero con una definicio´n cuando se mecanice la sema´ntica con PLT Redex.
Internamente, almacenaremos una tabla junto a su meta-tabla, para facilitar la definicio´n la
operacio´n del mecanismo de meta-tablas de Lua. Emplearemos, como representacio´n interna final
de una tabla, a un par ordenado, cuya primer componente sera´ la tabla en s´ı, y su segunda compo-
nente contendra´ una referencia a su meta-tabla, si esta esta´ definida. Por defecto, al ser construida
una tabla, esta no posee meta-tabla, por lo tanto, la segunda componente del par ordenado tendra´
inicialmente el valor especial nil.
Con todos los detalles cubiertos, estamos en condiciones de difinir co´mo los valores de tipo tabla
son creados y almacenados. En la siguiente regla notar que indicamos que almacenamos tablas que
este´n completamente evaluadas (es decir que, todas las expresiones pertenecientes en sus campos
han sido completamente evaluadas). Notar tambie´n que, como las tablas son manejadas a trave´s
de referencias, el resultado de la evaluacio´n de un constructor de tabla, sera´ una referencia fresca,
que sera´ empleada en lugar de la tabla:
l /∈ dom(θ1)
tablevalue = addFields(evaluatedtable)
θ2 = (l , (tablevalue, nil) ), θ1
θ1; evaluatedtable →e θ θ2; l
E-CreateTable
Indexado de tablas
El indexado de tablas requiere, primero, obtener la referencia de tipo objref a la tabla. Esto es
realizado por el des-referenciado impl´ıcito sobre la correspondiente referencia simpvalref, descrito
en 6.4.2. Con la referencia objref obtenida, observamos el almacenamiento para recuperar la tabla
e indexarla con la clave indicada. El indexado de una tabla, en condiciones normales, se formula
simplemente como:
θ(l) = ({ ... [ sv1 ] = sv2 ... } ... )
θ; l [ sv1 ] →e θ θ; sv2
E-IndexTable
A continuacio´n vamos a identificar las situaciones, relacionadas con el indexado de tabla, que
disparan el mecanismo de meta-tablas. En la descripcio´n de estos escenarios, necesitaremos de las
siguientes meta-funciones:
- gettable : L(intreptable) → L(tableconstructor)
gettable(”(” table ”,” metatable ”)”) = table
- getkeys : L(table) → P(L(simplevalue))
getkeys(’{’ ’}’) = { }
getkeys(’{’ [sv1] = sv1′ ,...,[svn] = svn′ ’}’) = {sv1, ..., svn}
Tambie´n necesitaremos extender la funcio´n simpvaltype, definida originalmente en 6.4.1, para hacer
posible el diferenciar tambie´n entre el tipo de los objetos. Definimos una nueva funcio´n type con
este fin:
type : L(simplevalue) x L(θ) → {”nil”, ”boolean”, ”number”, ”string”, ”function”, ”table” }
type(objref , θ) = ”table”, if θ(objref ) ∈ L(intreptable)
type(objref , θ) = ”function”, if θ(objref ) ∈ L(functiondef)
type(sv , θ) = simpvaltype(sv), if sv /∈ L(Objref)
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Con las herramientas definidas, procedemos a identificar las situaciones anormales, que involu-
cran el indexado de tablas. Cuando intentamos indexar una tabla con una clave que no pertenece
a la misma, se debe obtener opera entonces el mecanismo de meta-tablas: se obtiene la correspon-
diente meta-tabla de la tabla involucrada, y se le delega la tarea de manejar esta situacio´n. Desde
la relacio´n →e θ so´lo chequearemos el cumplimiento de la condicio´n que dispara el mecanismo de
meta-tablas. La relacio´n →e abnormal hara´ el resto:
type(l , θ) = ”table”
sv /∈ getkeys(gettable(θ(l)))
θ; l [ sv ] →e θ θ; ((l [sv ])KeyNotFound)
E-AlertKeyNotFound
Intentar una operacio´n de indexado, sobre un valor que no es una tabla, constituye otra situacio´n
manejada por el mecanismo de meta-tablas:
type(sv1, θ) 6= ”table”
θ; sv1 [ sv2 ] →e θ θ; ((sv1 [sv2])NonTableIndexed)
E-AlertNonTableIndexed
Servicios built-in
Agregamos a nuestro modelo una serie de servicios de la librer´ıa esta´ndar de Lua, cuya sema´ntica
requiere, para ser descrita, de la informacio´n en el almacenamiento de objetos:
• rawget: el servicio rawget, indexa una tabla con una clave dada, sin invocar el mecanismo de
meta-tablas, en caso de presentarse alguna situacio´n anormal. Abstraemos este servicio en
la siguiente meta-funcio´n:
rawget : L(table) x L(simplevalue) → L(simplevalue)
rawget(table, svi ) =
 svi+1 si table = {[sv1] = sv2, ..., [svi ] = svi+1, ...}
nil caso contrario
Finalmente, para acceder al servicio descrito por la anterior meta-funcio´n, definimos la si-
guiente forma sinta´ctica:
type(sv1, θ) = ”table”
table = gettable(θ(sv1))
sv3 = rawget(table, sv2)
θ ; $builtIn rawGet (sv1, sv2)→e θ θ ; < sv3 >
E-BuiltInRawGetNormal
• getmetatable: abstraeremos, en una meta-funcio´n, el comportamiento necesario para obtener
la meta-tabla de una valor dado. Luego describiremos, en te´rminos de esta, a la sema´ntica
de la forma sinta´ctica correspondiente, que nos permitira´ disponer, desde el lenguaje, del
mecanismo de obtencio´n de una meta-tabla.
Como so´lo las tablas tienen meta-tablas individuales (en nuestro modelo, en donde no in-
cluimos user-data), la representacio´n interna de las tablas es una estructura que engloba a
la tabla misma junto con su meta-tabla. De esta forma, podemos extraer de manera simple
la meta-tabla de una tabla dada. En el caso de valores de los restantes tipos, asumimos que
sus meta-tablas, si efectivamente esta´n definidas, deben estar almacenadas en ciertas posi-
ciones reservadas del almacenamiento de objetos, fijadas de antemano. Por lo tanto, intentar
obtener sus meta-tablas resultara´ en el desreferenciado de ciertas referencias objref conocidas
de antemano, cuando las mismas forman parte del dominio del almacenamiento de objetos.
Si este no es el caso, entonces podemos asumir que no hay meta-tablas para el tipo indicado.
Dejamos las referencias concretas a utilizar para este fin, como un detalle de la mecanizacio´n
de la sema´ntica.
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En cualquier caso, en Lua 5.2, una vez que se dispone de la meta-tabla de un valor dado,
se intenta indexarla con la clave ” metatable”, y retornar el valor asociado en el lugar de la
meta-tabla (ver [17], seccio´n 6.1; esto permite re-definir la sema´ntica del intento de acceder
a la meta-tabla de un valor, como tambie´n al intento de sobre-escribirla, como se vera´ ma´s
adelante, en la definicio´n del servicio setmetatable). Todos estos mecanismos que operan para
obtener una meta-tabla, los describimos con la siguiente meta-funcio´n:
– getmetatable : L(simplevalue) x L(θ) → (L(objref) ∪ {nil}):
∗ si type(sv, θ) = ”table”, sea θ(sv) = ’(’ table ’,’ metatable ’)’:
· si metatable 6= nil, sea θ(metatable) = ’(’ table2 ’;’ metatable2 ’)’:
getmetatable(sv , θ) =

metatable si ” metatable”
/∈
getkeys(table2)
rawget(table2, ” metatable”) caso contrario
· si metatable = nil:
getmetatable(sv, θ) = nil
∗ si type(sv, θ) 6= ”table”, sea l la correspondiente referencia a la meta-tabla del tipo
de sv . Entonces:
· si l ∈ dom(θ), sea θ(l) = ’(’ table ’,’ metatable ’)’:
getmetatable(sv , θ) =

l si ” metatable”
/∈
getkeys(table)
rawget(table, ” metatable”) caso contrario
· si l /∈ dom(θ) (entonces, el tipo no tiene una meta-tabla definida):
getmetatable(sv, θ) = nil
Finalmente, incorporamos este servicio al lenguaje:
sv2 = getmetatable(sv1, θ)
θ ; $builtIn getMetatable (sv1)→e θ θ ; < sv2 >
E-BuiltInGetMetaTable
• type: agregamos al lenguaje el servicio que nos permite observar el tipo de una valor dado,
y lo definimos en te´rminos de la meta-funcio´n type, definida en 6.4.3:
sv2 = type(sv1, θ)
θ ; $builtIn type (sv1)→e θ θ ; < sv2 >
E-BuiltInType
• next: la librer´ıa esta´ndar de Lua ofrece una serie de mecanismos para iterar sobre los campos
de una tabla. Uno de ellos, sobre el cual otros mecanismos esta´n definidos, es el procedimiento
next. Por ofrecer un servicio ba´sico, que podemos describir co´modamente mediante una meta-
funcio´n, lo agregamos a nuestro lenguaje. La correspondiente funcio´n, que describe el criterio
para recorrer los campos de una tabla, es la siguiente:
next : L(tableconstructor)xL(simplevalue) → L(tuple)
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next({ ...,([svn] = svn+1), ([svn+2] = svn+3),...}, svn ) = < svn+2, svn+3 >
next({ ([sv1] = sv2),...,([svn] = svn+1) }, svn ) = < nil >
next({ ([sv1] = sv2),... }, nil ) = < sv1, sv2 >
next({ }, nil ) = < nil >
Y la forma sinta´ctica para acceder a este servicio, desde un programa, es:
type(sv1, θ) = ”table”
tableconstructor = gettable(θ(sv1))
sv2 ∈ getkeys(tableconstructor) ∨ sv2 = nil
tuple = next(tableconstructor , sv2)
θ ; $builtIn next (sv1, sv2)→e θ θ ; tuple
E-BuiltInNext
type(sv1, θ) = ”table”
tableconstructor = gettable(θ(sv1))
sv2 /∈ getkeys(tableconstructor) ∧ sv2 6= nil
θ ; $builtIn next (sv1, sv2)→e θ θ ; $builtIn error (”invalid key to ’next’”)
Si bien, dado un servicio de la librer´ıa esta´ndar de Lua, nos hemos propuesto agregar a
nuestro lenguaje los aspectos elementales del mismo, dejando aspectos, como el chequeo de
cantidad y tipo de argumentos, para ser implementados luego, en procedimientos definidos
en el entorno, lo descrito por la segunda regla, de nombre E-BuiltInNextError, no lo podemos
enunciar solamente con co´digo en nuestro lenguaje. De all´ı que agreguemos esa regla.
El orden en el que los ı´ndices son enumerados, no forma parte de la especificacio´n de Lua 5.2,
por lo que tenemos la libertad de retornarlos en el orden que nos resulte ma´s conveniente.
Nosotros mantenemos el orden en el que los campos son mencionados en el constructor (recor-
dando que´ ocurre con los campos del constructor que no poseen clave; ver 6.4.3). En el caso
del comportamiento de la implementacio´n original del procedimiento next, este depende de
la forma en la que internamente son almacenadas las tablas (dividiendo estas en una porcio´n
que se almacenara´ como un arreglo, para campos con ı´ndices nume´ricos consecutivos, y una
porcio´n con campos cuyas claves son pasadas por una funcio´n de hash, cuando estas no son
ı´ndices nume´ricos consecutivos; ver [16]).
• rawlen: este procedimiento permite obtener la longitud de una cadena de caracteres, o una
tabla, sin la intervencio´n del mecanismo de meta-tablas (ver en la seccio´n 6.4.1, que´ ocurre
cuando se usa el operador # sobre un valor diferente de una cadena de caracteres). Aqu´ı
lo definiremos en te´rminos de la, ya introducida, funcio´n de interpretacio´n de operadores
primitivos δ:
type(sv1, θ) = ”table”
gettable(θ(sv1)) = evaluatedtable
sv2 = δ(#, evaluatedtable)
θ ; $builtIn rawLen (sv1)→e θ θ ; < sv2 >
E-BuiltInRawLenTable
type(sv1, θ) = ”string”
sv2 = δ(#, sv1)
θ ; $builtIn rawLen (sv1)→e θ θ ; < sv2 >
E-BuiltInRawLenString
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• rawset: este servicio nos permite asignar un campo de una tabla, sin invocar al mecanismo
de meta-tablas cuando ocurre alguna situacio´n excepcional (como intentar asignar un campo
con clave inexistente). El servicio provisto por rawset podemos describirlo de manera simple,
con la siguiente funcio´n (en donde ef ∈ L(evaluatedfield)):
assignTableField : L(evaluatedtable)xL(simplevalue)xL(simplevalue) → L(evaluatedtable)
assignTableField({ ef 1,..., [sv j ] ’=’ sv j+1,... }, sv j , svk) = { ef 1,..., [sv j ] ’=’ svk ,... }
assignTableField({ ef 1,..., ef n }, sv j , svk) = { [sv j ] ’=’ svk , ef 1,...,ef n },
si sv j /∈ getkeys({ ef 1,..., ef n }
Con la meta-funcio´n definida, podemos describir co´mo acceder a este servicio, desde nuestro
lenguaje:
θ1(svi ) = (evaluatedtable1 ’,’ metatable)
svj 6= nil
evaluatedtable2 = assignTableField(evaluatedtable1, svj , svk)
θ2 = θ1[svi := (evaluatedtable2 ’,’ metatable)]
θ1 ; $builtIn rawSet (svi , svj , svk)→e θ θ2 ; < svi >
E-BuiltInRawSet
• setmetatable: este servicio nos permite definir una meta-tabla, para una tabla dada. De
entre los detalles a definir de su sema´ntica, se encuentran los siguientes:
– Si el valor que representa la meta-tabla a asignar, es nil, entonces debemos remover la
meta-tabla original de la tabla.
– Si la tabla originalmente tiene una meta-tabla definida, con un campo de clave -
metatable, entonces la operacio´n debe terminar en error, ya que en tal caso, se interpreta
que la meta-tabla esta´ protegida contra escritura (y, como se mostro´ en el servicio
getmetatable, es el valor asociado a metatable, el que se emplea en lugar de la meta-
tabla, cuando se intenta acceder a la misma).
Nos sera´ de utilidad, tanto para definir la sema´ntica de setmetatable, como para describir el
mecanismo de meta-tablas en general (en la seccio´n 6.4.5), el contar con la siguiente funcio´n:
– indexmetatable : L(simplevalue) x L(simplevalue) x L(θ) → L(simplevalue):
indexmetatable(sv , key , θ) =

rawget(table, key) si (key
6=
” metatable”)
∧
(getmetatable(sv , θ)
=
sv2)
∧
sv2 ∈ dom(θ)
∧
(θ(sv2)
=
’(’ table ’;’ ... ’)’)
sv2 si (key
=
” metatable”)
∧
(getmetatable(sv , θ)
=
sv2)
nil caso contrario
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La intencio´n de la anterior definicio´n, es la de contar con una manera breve de referirnos al
proceso de intentar indexar la meta-tabla de una valor dado, con una cierta clave. Recordar
que, cuando la meta-tabla de un valor tiene definida un campo de clave metatable, entonces
getmetatable nos devuelve el valor asociado a ese campo.
Con los recursos descritos, podemos describir co´mo acceder a este servicio, desde nuestro
lenguaje:
type(sv1, θ1) = ”table”
type(sv2, θ1) = ”table” ∨ sv2 = nil
indexmetatable(sv1, ” metatable”, θ1) = nil
θ1(sv1) = (evaluatedtable, metatable)
θ2 = θ1[sv1 := (evaluatedtable, sv2)]
θ1 ; $builtIn setMetatable (sv1, sv2)→e θ θ2 ; < sv1 >
E-BuiltInSetMetatable
Las situaciones erro´neas a contemplar, incluyen el intentar asignar una meta-tabla, para
un valor con meta-tabla protegida o intentar asignar como meta-tabla, una valor diferente
a una tabla o a nil. Ambas situaciones las contemplamos en el siguiente caso, de nombre
E-BuiltInSetMetatableErrorNoMetaTable:
type(sv1, θ1) = ”table”
∧
( [type(sv2, θ1) = ”table” ∨ sv2 = nil
indexmetatable(sv1, ” metatable”, θ1) 6= nil
message = ”cannot change a protected metatable”]
∨
[type(sv2, θ) 6= ”table” ∧ sv2 6= nil
message = ”bad argument #2 to ’setmetatable’ (nil or table expected)”] )
θ ; $builtIn setMetatable (sv1, sv2)→e θ θ ; $builtIn error (message)
6.4.4 Expresiones que interactu´an con ambos almacenamientos
Finalmente, tratamos la sema´ntica de las expresiones cuyo comportamiento se describe en te´rminos
de la informacio´n presente en ambos almacenamientos. Introducimos, para esto, la relacio´n→e σ θ,
que relaciona frases de la forma σ ; θ ; exp.
Llamada a funcio´n
Debido a que los objetos los debemos manejar a trave´s del uso de las referencias a los mismos,
en el caso de una llamada a funcio´n, requerimos del almacenamiento de objetos, para buscar la
funcio´n involucrada, y del almacenamiento de valores simples, para almacenar los argumentos que
se le pasan a la funcio´n. Relacionado a los argumentos de una funcio´n, otro aspecto que tenemos
que modelar es el mecanismo de pasaje de para´metros por valor. A trave´s de una sema´ntica
basada en sintaxis, imponemos ese comportamiento definiendo la sema´ntica de una llamada a
funcio´n solamente sobre listas de argumentos totalmente reducidos. Finalmente, una llamada
a funcio´n modifica el entorno, agregando nuevos mapeos entre identificadores y referencias (sus
para´metros) con un alcance definido (el cuerpo de la funcio´n). Usamos entonces nuestro mecanismo
de substitucio´n para modelar esa operacio´n sobre el entorno.
En base a lo expuesto, la sema´ntica de una llamada a funcio´n, en circunstancias normales, se
define co´mo:
θ (l) = function Name (x1 , ..., xn ) block end
r1 /∈ dom(σ) ∧ ... ∧ rn /∈ dom(σ)
σ’ = (r1, sv1), ..., (rn, svn),σ
σ ; θ ; l (sv1 , ... , svn ) →e σ θ σ’ ; θ ; block [x1 \ r1 , ... , xn \ rn]
E-Apply
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Cuando intentamos llamar a una funcio´n, con ma´s argumentos que aquellos especificados en el
prototipo de la misma (una funcio´n con una cantidad fija de para´metros), evaluamos igualmente
todos los para´metros, y luego descartamos los restantes
θ (l) = function Name (x1 , ..., xn) block end
r1 /∈ dom(σ) ∧ ... ∧ rn /∈ dom(σ)
σ’ = (r1, sv1), ..., (rn, svn),σ
σ ; θ ; l (sv1 , ..., svn, svn+1 , ...) →e σ θ σ’ ; θ ; block [x1\r1 , ..., xn\rn]
E-ApplyDiscardArgs
Si llamamos a una funcio´n con menos argumentos que aquellos especificados en su prototipo,
aquellos para´metros para los cuales no se pasaron valores, toman el valor que por defecto tiene
toda variable, y que acusa la ausencia de un valor:
θ (l) = function Name (x1 , ..., xm, xm+1 , ..., xm+l) block end
r1 /∈ dom(σ) ∧ ... ∧ rm+l /∈ dom(σ)
σ’ = (r1, v1), ..., (rm, vm), (rm+1,nil), ..., (rm+l ,nil),σ
σ ; θ ; l (v1 , ..., vm) →e σ θ σ’ ; θ ; block [x1\r1 , ..., xm+l\rm+l ]
E-ApplyFewArgs
Atencio´n especial requiere el tratamiento de las situaciones en las que tenemos funciones que
pueden recibir una cantidad variable de argumentos extras. Cuando se llaman a tales funciones,
con al menos tantos argumentos como indica su prototipo, colocamos en una tupla la lista de
aquellos que se corresponden con la posicio´n de la expresio´n vararg, en el prototipo de la funcio´n.
El marcador que indica que la funcio´n puede recibir una cantidad extra arbitraria de para´metros
(es decir, ”...”), cuando es empleado en el cuerpo de la funcio´n como expresio´n, solo esta´ en
representacio´n de la lista de argumentos extras recibidos, no es una variable ma´s. Por lo tanto,
no necesitamos almacenar el contenido de esta expresio´n en el almacenamiento. Directamente
reemplazamos, en el cuerpo de la funcio´n, toda ocurrencia de la expresio´n ”...” por la tupla de
valores correspondientes:
θ (l) = function Name (x1 , ..., xn, ’...’) block end
r1 /∈ dom(σ) ∧ ... ∧ rn /∈ dom(σ)
σ’ = (r1, v1), ..., (rn, vn),σ
tuple = ’ < ’vn+1, ..., vn+k ’ > ’
σ ; θ ; l (v1 , ..., vn, vn+1 , ..., vn+k) →e σ θ σ’ ; θ ; block[x1\r1 , ..., xn\rn, ’...’ \ tuple]
E-ApplyVararg
Cuando hacemos una llamada a una funcio´n, con menos argumentos que aquellos especificados
en su prototipo, y esta funcio´n puede recibir argumentos extras (es decir, en su prototipo tiene
el marcador ”...”), entonces, en el cuerpo de la funcio´n, la expresio´n ”...” esta´ en representacio´n
de una lista vac´ıa de argumentos, o, en nuestro modelo, una tupla vac´ıa. La siguiente regla, de
nombre E-ApplyVarargFew, describe esto:
θ (l) = function Name (x1, ..., xm, xm+1, ..., xm+l , ’...’) block end
r1 /∈ dom(σ) ∧ ... ∧ rm+l /∈ dom(σ)
σ’ = (r1, sv1), ..., (rm, svm), (rm+1,nil), ..., (rm+l ,nil),σ
σ ; θ ; l (sv1, ..., svm) →e σ θ σ’ ; θ ; block[x1\r1, ..., xm\rm, xm+1\rm+1, ..., xm+l\rm+l , ’...’\empty]
Finalmente, identificamos las situaciones que involucran una llamada a funcio´n, y requieren de
la intervencio´n del mecanismo de meta-tablas. En Lua 5.2, hay una u´nica situacio´n de este tipo:
cuando empleamos la forma sinta´ctica de llamada a funcio´n, pero sobre un valor que no es un
funcio´n. Desde la relacio´n →e σ θ identificamos esta situacio´n, para su posterior tratamiento:
type(sv1, θ) 6= ”Function”
σ ; θ ; sv1 (sv2, ..., svn)→e σ θ σ ; θ ; (sv1 (sv2, ..., svn))WrongFunctionCall
E-AlertWrongFunctionCall
Notar que la sema´ntica de Lua dicta que todos los argumentos de la llamada son evaluados,
antes de determinar si la llamada fue realizada efectivamente sobre una funcio´n.
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6.4.5 Mecanismo de meta-tablas
Finalmente, tratamos la descripcio´n de co´mo opera el mecanismo de meta-tablas, en este caso
en particular, sobre expresiones. Introducimos la nocio´n de reduccio´n →e abnormal, que relaciona
frases de la forma ”θ ; exp abnormal” con frases como ”θ ; exp”. Es decir, relaciona expresiones
etiquetadas, que representan situaciones anormales, con expresiones que representan el intento del
mecanismo de meta-tablas de darle significado, a las situaciones especiales en cuestio´n.
La descripcio´n del mecanismo de meta-tablas dependera´ de una serie de procedimientos que
observan el almacenamiento de objetos, en busca de la correspondiente meta-tabla y manejador
de evento (valor presente en una meta-tabla, asociado a una clave especial con la que se indexa
la meta-tabla, en ocasio´n de una situacio´n anormal). Tales procedimientos los abstraeremos aqu´ı,
como meta-funciones:
• getbinhandler : L(exp) x L(exp) x L(String) x L(θ)→ L(simplevalue), meta-funcio´n que describe
co´mo se determina un manejador para una situacio´n anormal, que involucre a un operador
binario7:
getbinhandler(sv1, sv2, event, θ) =

indexmetatable(sv1, event, θ) if p(sv1, θ, event)
indexmetatable(sv2, event, θ) si no
p(sv1, θ, event)
∧
p(sv2, θ, event)
nil c.c.
donde p(sv , θ, event) denota al predicado:
indexmetatable(sv , event, θ) 6= nil ∧ indexmetatable(sv , event, θ) 6= false
El cual enuncia que que el evento ”event”, tiene un manejador definido.
• getunaryhandler : L(exp) x L(String) x L(θ)→ L(simplevalue), meta-funcio´n que describe co´mo
determinar un manejador, para una situacio´n anormal que involucre a un operador unario:
getunaryhandler(sv , event, θ) =
 indexmetatable(sv , event, θ) si p(sv , θ, event)
nil c.c.
• getequalhandler : L(exp) x L(exp) x L(θ) → L(simplevalue), meta-funcio´n que describe co´mo
determinar a un manejador, para una situacio´n anormal que involucre a una comparacio´n de
igualdad:
7Basado en el procedimiento del mismo nombre, de www.lua.org/manual/5.2/manual.html#2.4
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getequalhandler(sv1, sv2, θ) =

sv3 si usemetamethod(sv1, sv2, θ)
∧
sv3 = indexmetatable(sv1, ” eq”, θ)
∧
sv4 = indexmetatable(sv2, ” eq”, θ)
∧
sv3 = sv4
nil if usemetamethod(sv1, sv2, θ)
∧
sv3 = indexmetatable(sv1, ” eq”, θ)
∧
sv4 = indexmetatable(sv2, ” eq”, θ)
∧
sv3 6= sv4
nil si no usemetamethod(sv1, sv2, θ)
Donde usemetamethod(sv1, sv2, θ) denota al predicado:
type(sv1,θ) = type(sv2,θ) ∧ type(sv1,θ) = ”table”
Situaciones anormales con operadores primitivos
En general, el tratamiento de estas situaciones se reduce a determinar si tenemos un manejador
definido, para delegarle la tarea de resolver situacio´n, o, en caso contrario, terminar con un error.
Las meta-funciones definidas previamente servira´n como manera abreviada de referirnos al proce-
dimiento comu´n consistente en buscar las meta-tablas de los valores involucrados en la operacio´n, e
intentar indexar las mismas con determinadas claves, en busca de los manejadores. Describiremos
los casos representativos de la forma en la que el mecanismo de meta-tablas opera, acompan˜ando
cada caso con una breve descripcio´n.
En el caso de los operadores aritme´ticos binarios, el procedimiento general es ejemplificado por
el siguiente caso, de una suma sobre operandos de tipo incorrecto. La primer regla se denomina
E-AdditionWrongOperandsWithHandler, y la segunda E-AdditionWrongOperandsNoHandler:
sv3 = getbinhandler(sv1, sv2, ” add”, θ)
sv3 6= nil
θ ; (sv1 + sv2)AdditionWrongOperands →e abnormal θ ; sv3 (sv1, sv2)
nil = getbinhandler(sv1, sv2, ” add”, θ)
string = ”attempt to perform arithmetic on operands of the wrong type”
θ ; (sv1 + sv2)AdditionWrongOperands →e abnormal θ ; $builtIn error(string)
Con los restantes operadores binarios, se procede del mismo modo.
El mecanismo de meta-tablas opera de forma ana´loga para resolver situaciones especiales que
involucren a la negacio´n matema´tica. La u´nica diferencia radica en el uso del procedimiento descrito
por getunaryhandler, para obtener el correspondiente manejador. De las siguientes, la primer regla se
denomina E-NegationWrongOperandWithHandler, y la segunda E-NegationWrongOperandNoHandler:
sv2 = getunaryhandler(sv1, ” unm”, θ)
sv2 6= nil
θ ; (−sv1)NegationWrongOperand →e abnormal θ ; sv2 (sv1)
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nil = getunaryhandler(sv , ” unm”, θ)
string = ”attempt to perform arithmetic on a” .. type(sv , θ) .. ”value”
θ ; (−sv)NegationWrongOperand →e abnormal θ ; $builtIn error(string)
El manejo de situaciones especiales, que involucren al operador de concatenacio´n de cadenas, no
presenta sorpresas. Nuevamente, dividimos entre las situaciones en las que tenemos un manejador,
y cuando no es el caso.
De las siguientes, la primer regla se denomina E-StringConcatWrongOperandsWithHandler, y la
segunda E-StringConcatWrongOperandsNoHandler:
sv3 = getbinhandler(sv1, sv2, ” concat”, θ)
sv3 6= nil
θ ; (sv1 .. sv2)StringConcatWrongOperands →e abnormal θ ; sv3 (sv1, sv2)
nil = getbinhandler(sv1, sv2, ” concat”, θ)
string = ”attempt to apply string concatenation over operands of the wrong type”
θ ; (sv1 .. sv2)StringConcatWrongOperands →e abnormal θ ; $builtIn error(string)
El manejo de situaciones anormales que involucren al operador de longitud de cadena y tablas,
introduce algunas novedades. Si un manejador para la situacio´n excepcional es encontrado, en-
tonces se le delega la tarea de resolver el problema:
sv2 = getunaryhandler(sv1, ” len”, θ)
sv2 6= nil
θ ; (# sv1)StringLengthWrongOperand →e abnormal θ ; sv2 (sv1)
E-StringLengthWrongOperandWithHandler
Pero si un manejador no es encontrado, y el valor, al cual se le aplico´ originalmente el op-
erador de longitud, es una tabla, entonces la operacio´n es re-interpretada como el ca´lculo de la
”longitud” de la tabla (recordar de 6.4.1, que la simple aplicacio´n del operador # a un valor
diferente de una cadena, dispara el mecanismo de meta-tablas, lo que comienza con el etiquetado
de la expresio´n correspondiente, la cual estamos tratando ahora). La siguiente regla, de nombre
E-StringLengthWrongOperandTableLength, expresa esto:
nil = getunaryhandler(sv , ” len”, θ)
type(sv , θ) = ”table”
table = gettable(θ(sv))
θ ; (# sv)StringLengthWrongOperand →e abnormal θ ; δ (#, table)
Finalmente, si el operando involucrado no es una tabla, y no disponemos de una manejador
para la situacio´n, entonces la aplicacio´n del operador # termina en error. La siguiente regla, de
nombre E-StringLengthWrongOperandNoHandler, expresa esto:
nil = getunaryhandler(sv , ” len”, θ)
type(sv , θ) 6= ”table”
string = ”attempt to get length of a” .. type(sv , θ) .. ” value”
θ ; (# sv)StringLengthWrongOperand →e abnormal θ ; $builtIn error(string)
Para el tratamiento de las situaciones especiales que involucran a la comparacio´n de igualdad,
haremos uso del procedimiento descrito por la meta-funcio´n getequalhandler, el cual define el criterio
empleado en Lua 5.2 para escoger un manejador para la circunstancia anormal. Esta´ basado en el
procedimiento homo´nimo, descrito en [17], seccio´n 2.4:
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getequalhandler(sv1, sv2, θ) = sv3
sv3 6= nil
θ ; (sv1 == sv2)EqualityFail →e abnormal θ ; sv3 (sv1, sv2)
E-EqualityFailWithHandler
getequalhandler(sv1, sv2, θ) = nil
θ ; (sv1 == sv2)EqualityFail →e abnormal θ ; false
E-EqualityFailNoHandler
El tratamiento de las situaciones anormales que involucran al operador de relacio´n <, es ana´logo
a los casos anteriores:
sv3 = getbinhandler(sv1, sv2, ” lt”, θ)
sv3 6= nil
θ ; (sv1 < sv2)LessThanFail →e abnormal θ ; sv3 (sv1, sv2)
E-LessThanFailWithHandler
nil = getbinhandler(sv1, sv2, ” lt”, θ)
string = ”attempt to compare ” .. type(sv1, θ).. ” with ” .. type(sv2, θ)
θ ; (sv1 < sv2)LessThanFail →e abnormal θ ; $builtIn error(string)
E-LessThanFailNoHandler
Finalmente, el tratamiento de las situaciones que involucran al operador <= resulta ma´s in-
teresante. De manera usual, se comienza intentando ubicar a un manejador para la situacio´n:
sv3 = getbinhandler(sv1, sv2, ” le”, θ)
sv3 6= nil
θ ; (sv1 <= sv2)LessThanOrEqualFail →e abnormal θ ; sv3 (sv1, sv2)
E-LessThanOrEqualFailWithHandler
Pero si se falla en la bu´squeda de una manejador para <=, se intenta con uno que este´
definido para el operador <, y se re-interpreta la comparacio´n erro´nea original, como ”not <”
(naturalmente, intercambiando de lugar los valores comparados). La siguiente regla, de nombre
E-LessThanOrEqualFailWithAltHandler, expresa esto:
nil = getbinhandler(sv1, sv2, ” le”, θ)
sv3 = getbinhandler(sv1, sv2, ” lt”, θ)
sv3 6= nil
θ ; (sv1 <= sv2)LessThanOrEqualFail →e abnormal θ ; not sv3 (sv2, sv1)
Recie´n cuando, inclusive, el recurso anterior falla, la comparacio´n termina en error. Esto
expresa la siguiente regla, de nombre E-LessThanOrEqualFailNoHandler:
nil = getbinhandler(sv1, sv2, ” le”, θ)
nil = getbinhandler(sv1, sv2, ” lt”, θ)
string = ”attempt to compare ” .. type(sv1, θ) .. ” with ” .. type(sv2, θ)
θ ; (sv1 <= sv2)LessThanOrEqualFail →e abnormal θ ; $builtIn error (string)
Situaciones en las que una llamada a funcio´n dispara el mecanismo de meta-tablas
Recordemos, de la seccio´n 6.4.4, que el mecanismo de meta-tablas de Lua puede ser empleado para
re-interpretar operaciones de llamadas a funcio´n sobre valores que no sean funciones. En una tal
llamada, si el valor que aparece en el lugar de la referencia a la funcio´n tiene una meta-tabla con
campo de clave ” call”, entonces, la llamada a funcio´n es repetida, ahora sobre el valor asociado
a esa clave. Esto expresa la siguiente regla, de nombre E-WrongFunctionCallWithHandler:
indexmetatable(sv1, ” call”, θ) = svn+1
svn+1 6= nil ∧ svn+1 6= false
θ; (sv1 (sv2, ..., svn))WrongFunctionCall →e abnormal θ; svn+1(sv1, sv2, ..., svn)
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Si no hay un manejador definido, entonces la operacio´n de llamada a funcio´n termina en error,
como se describe a continuacio´n. Esto expresa la siguiente regla, de nombre E-WrongFunctionCallNoHandler:
indexmetatable(sv1, ” call”, θ) = svn+1
svn+1 = nil ∨ svn+1 = false
string = ”attempt to call a ” .. type(sv1, θ) .. ” value”
θ; (sv1 (sv2, ..., svn))WrongFunctionCall →e abnormal θ; $builtIn error(string)
Indexado de tabla erro´neo
Cuando realizamos una operacio´n de indexado, empleando una clave inexistente, el mecanismo de
meta-tablas toma control de esta situacio´n. Y, si la tabla involucrada tiene una meta-tabla con
un campo de clave ” index” y con una funcio´n como valor, entonces, tal funcio´n es empleada para
resolver la situacio´n, del modo que se indica a continuacio´n:
sv2 = indexmetatable(l , ” index”, θ)
type(sv2, θ) = ”function”
θ; (l [sv1])KeyNotFound →e abnormal θ; sv2 (l , sv1)
E-KeyNotFoundWithHandlerNormal
Si, en la meta-tabla de la tabla involucrada en la operacio´n de indexado erro´nea, hay un campo
de clave ” index”, pero con un valor asociado que no es una funcio´n, entonces se repite la operacio´n
de indexado, ahora sobre este valor:
sv2 = indexmetatable(l , ” index”, θ)
sv2 6= nil ∧ type(sv2, θ) 6= ”function”
θ; (l [sv1])KeyNotFound →e abnormal θ; sv2 [sv1]
E-KeyNotFoundWithHandlerRepeat
Finalmente, si la meta-tabla no tiene un campo de clave ” index”, o la tabla involucrada en
el indexado erro´neo no tiene meta-tabla definida, entonces la operacio´n de indexado resulta en el
valor nil:
indexmetatable(l , ” index”, θ) = nil
θ; (l [sv1])KeyNotFound →e abnormal θ; nil
E-KeyNotFoundNoHandler
Notar que esto explica por que´, una operacio´n de indexado de tabla, nunca resulta en error.
Indexado sobre un valor que no es una tabla
Las situaciones contempladas son las mismas que se consideraron cuando se trato´ el indexado de
tablas con claves inexistentes. Si la tabla involucrada tiene meta-tablas definidas:
indexmetatable(sv1, ” index”, θ) = sv3
type(sv3, θ) = ”function”
θ; (sv1 [sv2])NonTableIndexed →e abnormal θ; sv3 (sv1, sv2)
E-NonTableIndexedWithHandlerNormal
indexmetatable(sv1, ” index”, θ) = sv3
type(sv3, θ) 6= ”function” ∧ sv3 6= nil
θ; (sv1 [sv2])NonTableIndexed →e abnormal θ; sv3 [sv2]
E-NonTableIndexedWithHandlerRepeat
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Finalmente, cuando no hay meta-tabla definida, o esta no tiene la informacio´n necesaria para
manejar la situacio´n, entonces, la operacio´n de indexado termina en error:
indexmetatable(sv1, ” index”, θ) = nil
string = ”attempt to index a ” .. type(sv1, θ) .. ” value”
θ; (sv1 [sv2])NonTableIndexed →e abnormal θ; $builtIn error (string)
E-NonTableIndexedNoHandler
6.5 Sentencias
Describimos ahora la sema´ntica de sentencias. El orden de la presentacio´n sera´ el mismo que
el empleado para describir la sema´ntica de expresiones: comenzaremos dando la sema´ntica de
sentencias que no interactu´an con los almacenamientos, para ir hacia sentencias que operan con
los mismos.
Modelaremos co´mo opera el mecanismo de meta-tablas, de la misma manera que se empleo´ al
tratar con expresiones: primero reconociendo, con ciertas nociones de reduccio´n, las situaciones
erro´neas que son manejadas por este mecanismo, para luego describir, en una nocio´n de reduccio´n
separada, co´mo el mecanismo de meta-tablas opera para intentar re-interpretar el significado de
las sentencias en cuestio´n.
6.5.1 Sentencias que no interactu´an con almacenamientos
De entre las sentencias cuya sema´ntica no requiere de la informacio´n presente en los almacenamien-
tos, destacan aquellas que operan descartando la continuacio´n actual, o, en te´rminos de sema´ntica
de reducciones, operan descartando al contexto de evaluacio´n que las rodea. Es decir que, para
describir el comportamiento de estas sentencias, tenemos que mirar al programa completo (salvo
la informacio´n del almacenamiento). Requerimos de describir su sema´ntica en una nocio´n de re-
duccio´n separada, que denotaremos con →s c, para poder expresar luego, al momento de definir
la relacio´n de reduccio´n esta´ndar, que no se debe construir la clausura compatible sobre →s c,
con respecto a nuestros contextos de evaluacio´n, ya que esto arrojar´ıa una relacio´n esta´ndar de
reduccio´n que no estar´ıa describiendo una sema´ntica determinista. Para ver esto, consideremos la
descripcio´n de la forma en la que un mensaje de error descarta la totalidad de lo que resta por
computar:
E [[ error sv ]] →s c error sv E-Error
La intencio´n es que E denote la totalidad del resto del programa en cuestio´n (salvo almace-
namientos), de forma tal de que ocurra que, siempre que durante la reduccio´n de un programa se
genera el mensaje de error error sv , se concluya la reduccio´n de la totalidad del programa, con ese
mismo objeto de error. Si, a su vez, definie´ramos la relacio´n de reduccio´n esta´ndar en te´rminos
de la clausura compatible de →s c, entonces, para un programa, E [[ error sv ]], para cada forma de
particionar E en E’[[E”]], tendr´ıamos el redex E”[[ error sv ]] sobre el cual aplicar la regla E-Error
para reducirlo. De esta forma, sobre la relacio´n de reduccio´n estandar as´ı definida, no se cumplir´ıa
la propiedad de unicidad de descomposicio´n de todo programa en redex y contexto de evaluacio´n
(cuando tal programa no representa un resultado o un mensaje de error).
6.5.2 Sentencias que operan sobre el contexto actual
Describimos aqu´ı la sema´ntica de estas sentencias. Introducimos la relacio´n
→s c ⊆ L(block)xL(block)
Sentencia Break
La instruccio´n ”break Name tuple” altera el flujo de ejecucio´n usual, descartando el bloque etique-
tado ma´s inmediato (que rodea a la sentencia), que posea la etiqueta Name, y entregando fuera del
mismo a la tupla tuple. Esta tupla puede ser mantenida o descartada, de acuerdo al contexto que
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la rodea. Definiremos ese comportamiento sensible al contexto, empleando los contextos de L(Ed)
(aquellos en donde una tupla es descartada) y de L(Ek) (aquellos en donde la tupla es mantenida).
Tambie´n, para poder hacer mencio´n al bloque etiquetado ma´s pro´ximo a una instruccio´n break,
haremos mencio´n a contextos de L(Ej), los cuales son todos los contextos posibles, diferentes a
bloques etiquetados u otra sentencia break.
Las siguientes reglas, de nombres E-BreakKeepTuple, E-BreakDiscardTuple y E-BreakLabelDiscarded,
respectivamente, formalizan la sema´ntica de la instruccio´n break en condiciones normales y de-
scriben co´mo interactu´a la instruccio´n con bloques etiquetados con etiquetas distintas de la sen˜alada
en la instruccio´n:
Ek [[ ’::’ name’::’ { Ej [[ break name evaluatedtuple ]]}]] ] →s c Ek [[ evaluatedtuple ]] ]
Ed [[ ’::’ name ’::’ { Ej [[ break name evaluatedtuple ]]} ]] →s c Ed [[ void ]]
name1 6= name2
E [[ ’::’ name1 ’::’ {Ej [[break name2 evaluatedtuple]]} ]] →s c E [[ break name2 evaluatedtuple ]]
Finalmente, si se concluye la reduccio´n del cuerpo de un bloque etiquetado, sin que una instruccio´n
break descarte al bloque, entonces se lo remueve:
E [[ label {void}]] →s c E [[ void ]] E-BreakLabelledBlockEnd
Errores
Como se menciono´ en la seccio´n 4.3, no modelaremos por completo el mecanismo de errores de
Lua. En particular, los aspectos del mecanismo que quedara´n fuera de nuestro modelo, tienen que
ver con la posibilidad de obtener informacio´n sobre el historial de llamadas a funcio´n que llevo´ a
la ocurrencia del error, e informacio´n del entorno, relativas al alcance de variables que aparecen en
la sentencia o expresio´n que provoco´ el error.
S´ı modelaremos, al menos, la capacidad de un mensaje de error de descartar la totalidad del
resto de co´mputo, lo cual se puede formular de manera sucinta, empleando contextos de evaluacio´n:
Enp 6= [[ ]]
Enp[[ error sv ]] →s c error sv E-Error
Recordar, de la seccio´n 5.2.2, que L(Enp) incluye a todos los contextos, salvo aquel que repre-
senta al modo protegido, ([[ ]])ProtectedMode. Este modo es otro aspecto del mecanismo de errores
de Lua, que s´ı sera´ incluido en nuestro modelo. Consiste en un recurso que el lenguaje ofrece
para capturar mensajes de error. Dentro del mismo, podemos ejecutar una funcio´n y capturar
cualquier error que ocurra durante su ejecucio´n. La sema´ntica del funcionamiento de este modo
(ver [17], seccio´n 6.1), se resume en las siguientes reglas, de nombres E-ProtectedModeErrorCatched,
E-ProtectedModeNoErrorWithoutReturnedValues y E-ProtectedModeNoErrorWithReturnedValues, re-
spectivamente:
E [[ (Enp[[ error sv ]])ProtectedMode]] →s c E [[ < false, sv >]]
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E [[ (void)ProtectedMode]] →s c E [[ < true, empty >]]
E [[ (tuple)ProtectedMode]] →s c E [[ < true, tuple >]]
6.5.3 Sentencias que no operan con almacenamientos, ni descartan el
contexto
Llamaremos a estas como ”sentencias simples”. Describiremos su sema´ntica mediante la relacio´n
→s s ⊆ L(block)xL(block).
Condicional
Forzamos el orden de evaluacio´n de un condicional, definiendo reglas de reduccio´n que primero
requiere que su guarda haya sido completamente reducida. En Lua, nil y false son evaluados como
falso. Cualquier otro valor es considerado como verdadero:
simplevalue 6= nil ∧ simplevalue 6= false
if simplevalue then block1 else block2 end →s s block1 E-IfTrue
simplevalue = nil ∨ simplevalue = false
si simplevalue then block1 else block2 end →s s block2 E-IfFalse
Concatenacio´n de sentencias
Interpretamos a la sentencia void como indicacio´n de que la primera sentencia ha sido completa-
mente reducida:
void; block →s s block E-ConcatBehavior
Bucle ”While”
Tomamos de [1] la descripcio´n del bucle while enunciada por la siguiente regla, de nombre E-While:
while exp do block end →s s si exp then (block;while exp do block end) else void end
En este caso, no esperamos a la evaluacio´n de la condicio´n del bucle. Introducimos un condi-
cional que evalu´a la guarda del bucle, y, de cumplirse, ejecuta una vez el cuerpo del bucle, para, a
continuacio´n volver a evaluar la sentencia completa que representa el bucle. Repetimos el proceso,
hasta que deje de valer la guarda del bucle.
Esta regla de reduccio´n no entra en conflicto con la forma en la que modelamos la sentencia
break de Lua: si tenemos un bucle en Lua como el siguiente:
while ... do ... break ... end
Entonces este es expresado en nuestro lenguaje como un bloque etiquetado, de la siguiente forma:
:: $ret :: { while ... do ... break $ret empty ... end }
Luego, la reduccion del bucle ocurre dentro del cuerpo del bloque etiqeutado, lo cual no interfiere
con el comportamiento que hemos descrito de la sentencia break. Tambie´n notar que estamos
usando etiquetas con s´ımbolos que esta´n permitidos en las etiquetas de Lua. Esto nos permite
disponer de un espacio de nombres privado, con identificadores que no colisionan con aquellos
presentes en programas en Lua.
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Bloque do...end
En relacio´n a bloques de sentencias delimitados de manera expl´ıcita con la construccio´n do - end,
so´lo necesitamos describir co´mo tal bloque completa su ejecucio´n:
do void end →s s void E-DoEnd
Reglas para ajustar la longitud de listas de expresiones a asignar
Lua dispone de una sentencia de asignacio´n simultanea de mu´ltiples variables. La sema´ntica del
lenguaje dicta que, antes de que se realice la asignacio´n, deben ser evaluadas todas las expresiones
que van a a ser asignadas. Luego de ello, se aplican reglas para igualar la cantidad de elementos a
ambos lados del s´ımbolo de asignacio´n, las cuales son simples: si hay ma´s valores del lado derecho
que variables del lado izquierdo, entonces los valores sobrantes son descartados. Si faltan valores,
entonces la lista de los mismos es completada con valores nil (en lo que sigue, ev ∈ L(evaluatedvar)):
k >= 1
svn−k+1 = nil ∧ ... ∧ svn = nil
ev1, ..., evn = sv1, ..., svn−k →s s ev1, ..., evn = sv1, ..., svn−k , svn−k+1, ..., svn E-AssignCompleteValues
k >= 1
ev1, ..., evn = sv1, ..., svn, ..., svn+k →s s ev1, ..., evn = sv1, ..., svn E-AssignDiscardValues
Cuando se concluye con este proceso, la asignacio´n es realizada. El mecanismo que subyace
a la asignacio´n de una variable ordinaria, difiere de aquel que implementa la modificacio´n de un
campo de tabla (mientras que podemos expresar asignaciones para ambos tipos de variables, en
la misma sentencia de asignacio´n). Notar que, a ra´ız de que las expresiones del lado derecho son
primero evaluadas, entonces, una simple alteracio´n secuencial del almacenamiento alcanza para
describir el efecto final de una asignacio´n simultanea. Esto nos ayudara´ a describir (luego) la
asignacio´n de una variable ordinaria en una reduccio´n diferente de aquella con la describiremos la
asignacio´n de un campo de tabla. Para ello, comenzaremos por separar una asignacio´n mu´ltiple
en las correspondientes asignaciones simples, del siguiente modo::
n >= 2
ev1 , ..., evn = sv1 , ..., svn →s s evn = svn; ev1 , ..., evn−1 = sv1 , ..., svn−1 E-AssignSplit
Notar que esto significa que las asignaciones son realizadas de derecha a izquierda.
Otra sentencia que se comporta de la misma forma que la anterior, es aquella que nos permite
introducir mu´ltiples variables locales. Por lo tanto, aparte de evaluar de izquierda a derecha todas
las expresiones que queremos asignar inicialmente a las variables (comportamiento impuesto por
los contextos de evaluacio´n que definimos), aplicamos reglas como las anteriores, para igualar la
cantidad de variables locales a introducir y sus valores iniciales. Lo enunciamos con las siguientes
reglas, de nombres E-LocalDiscardValues y E-LocalCompleteValues, respectivamente:
k >= 1
local x1, ..., xn = sv1, ..., svn, ..., svn+k in block end→s s local x1, ..., xn = sv1, ..., svn in block end
k >= 1
svn−k+1 = nil ∧ ... ∧ svn = nil
local x1, ..., xn = sv1, ..., svn−k in block end→s s local x1, ..., xn = sv1, ..., svn−k , svn−k+1, ..., svn in block end
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Habiendo resuelto este aspecto de la sema´ntica de una asignacio´n mu´ltiple, estamos en condi-
ciones de poder concentrarnos en la descripcio´n u´nicamente efecto de una asignacio´n en s´ı, lo que
haremos en el pro´ximo apartado.
6.5.4 Sentencias que interactu´an con el almacenamiento de valores sim-
ples
Introducimos la relacio´n →s σ, que relaciona frases de la forma σ ; block.
Asignacio´n de una variable
Cuando tenemos, en el lado izquierdo del s´ımbolo de asignacio´n, a un identificador de variable
ordinario, el efecto de la asignacio´n sera´ el alterar el valor hacia el cual esta´ mapeada, la referencia
que esta´ en correspondencia con el identificador, segu´n el entorno. Tratados en el apartado anterior,
los dema´s aspectos que describen la operacio´n de asignacio´n, nos concentramos ahora en describir
la alteracio´n final que provoca la asignacio´n, en el mapeo entre referencia y valor:
σ’ = σ[r := sv ]
σ; r = sv →s σ σ’; void E-RefMapChange
Introduccio´n de variables locales
La sentencia local permite introducir variables, con un valor inicial y un alcance especificados en
la misma sentencia. Al introducir varias variables, hay reglas para igualar la cantidad de variables
con respecto a los valores iniciales que se pretenden asignar, ana´logas a las de una simple asig-
nacio´n mu´ltiple. Estas reglas fueron descritas en la seccio´n 6.5.3. Por lo cual, podemos restringir
la descripcio´n de la introduccio´n de variables locales, al caso en el que coinciden la cantidad de
variables declaradas con la cantidad de valores iniciales. Para efectivamente introducir estas varia-
bles, se crean referencias frescas en el almacenamiento, una por cada variable declarada, y se las
liga con los correspondientes valores asignados. Finalmente, substituimos estas referencias por las
ocurrencias libres de los identificadores de variables introducidos por la sentencia, en la porcio´n de
programa que corresponda (o, equivalentemente, modificamos el entorno, agregando mapeos entre
los identificadores de variables introducidos y las referencias frescas)
r1 /∈ dom(σ) ∧ ... ∧ rn /∈ dom(σ)
σ’ = (r1, sv1), ..., (rn, svn),σ
σ; local x1, ..., xn = sv1, ..., svn in block end →s σ σ’; block[x1\r1, ..., xn\rn]
E-Local
De la forma propuesta, podemos garantizar que las declaraciones de variables anteriores, valgan
so´lo en la porcio´n de programa indicada. De todos modos, en Lua, es posible mantener las refe-
rencias a estas variables, y usarlas fuera del alcance de la declaracio´n de las mismas. Por ejemplo,
si las capturamos en el cuerpo de una funcio´n. Como ejemplo, en el siguiente co´digo en Lua (una
versio´n alterada de un programa de ejemplo presente en [17]) estamos manteniendo la referencia a
variables locales, de la forma mencionada:
a = {}
do
local x = 20
for i=1,10 do
local y = 0
a[i] = function () y=y+1; return x+y end
end
end
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print(a[1]())
print(a[1]())
print(a[2]())
print(a[2]())
Luego de ejecutar ese co´digo, podemos ver que se mantiene va´lida la referencia a la variable x y a
cada variable declarada en cada iteracio´n del bucle:
21
22
21
22
En nuestro lenguaje, como no estamos eliminando del almacenamiento a las variables introduci-
das por la sentencia local, al concluirse la reduccio´n del bloque que representa el alcance de la
declaracio´n de las variables, junto con nuestras clausuras de alcance le´xico, se puede ver entonces
que tales definiciones imitan el comportamiento de Lua observado.
6.5.5 Sentencias que interactu´an con el almacenamiento de objetos
Introducimos la relacio´n →s θ, para darle sema´ntica a las sentencias que interactu´an con el alma-
cenamiento de objetos.
Asignacio´n de campos de tablas
La definicio´n de una asignacio´n de campo de tabla, resta sobre el hecho de que, en nuestro lenguaje,
tenemos tablas mutables, en contraste con las tablas funcionales, mencionadas en ref. La manip-
ulacio´n de tablas que vamos a describir se realiza, como toda operacio´n con tablas, a trave´s de la
referencia objref que apunta a la misma. En circunstancias normales, la asignacio´n de un campo
de tabla se define co´mo:
sv3 6= nil
θ1(l) = ({ evaluatedfield1, ..., [ svi ] = svi+1, ..., evaluatedfieldn } , metatable )
θ2 = θ1[l := ({ evaluatedfield1, ..., [ svi ] = svj , ..., evaluatedfieldn } , metatable )]
θ1; l [svi ] = svj →s θ θ2; void
E-AssignTable
En las pre-condiciones de la regla anterior, pedimos que el valor a asignar, y la clave empleada,
deben ser ambos diferentes de nil. Esto es en relacio´n a la definicio´n de tablas en Lua: arreglos aso-
ciativos, que pueden ser indexados con cualquier valor, excepto nil, y que pueden contener cualquier
valor, excepto nil. Una asignacio´n con nil como el valor asignar, resulta en la eliminacio´n del campo
referido de la tabla. Estos es descrito por la siguiente regla, de nombre E-DeleteTableField:
θ1(l) = ({ evaluatedfield1, ..., evaluatedfieldi−1, [ svi ] = svi+1, evaluatedfieldi+1 , ..., evaluatedfieldn } , metatable )
θ2 = θ1[l := ({ evaluatedfield1, ..., evaluatedfieldi−1, evaluatedfieldi+1, ..., evaluatedfieldn } , metatable )]
θ1; l [svi ] = nil →s θ θ2; void
Finalmente, un intento de realizar una asignacio´n de campo de tabla, empleando nil como la
clave, resulta en error:
type(l , θ) = ”table”
string = ”table index is nil”
θ; l [nil] = sv →s θ θ; $builtIn error(string) E-TableAssignmentIndexNil
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Situaciones anormales, que disparan el mecanismo de meta-tablas
Las situaciones especiales que son manejadas por el mecanismo de meta-tablas, incluyen la op-
eracio´n de asignacio´n de un campo de tabla, pero con clave inexistente:
type(l , θ) = ”Table”
sv1 6= nil
sv1 /∈ getkeys(gettable(θ(l)))
θ; l1 [sv1] = sv2 →s θ θ; (l1 [sv1] = sv2)TableAssignmentWrongKey
E-AlertTableAssignmentWrongKey
Y la asignacio´n de un campo de tabla, sobre un valor que no sea una tabla:
type(sv1, θ) 6= ”Table”
θ; sv1 [sv2] = sv3 →s θ θ; (sv1 [sv2] = sv3)TableAssignOverNonTableVal
E-AlertTableAssignOverNonTableVal
6.5.6 Mecanismo de meta-tablas
Introducimos la u´ltima de las nociones de reduccio´n, la cual completa la maquinaria necesaria para
describir la sema´ntica operacional de nuestro lenguaje. Esta relacio´n, denotada con →s abnormal,
relacionara´ frases de la forma θ ; block abnormal con frases de la forma θ ; block.
Tablas
El tratamiento dado a las sentencias anormales que involucran el uso de tablas, es el usual: se
comienza intentando obtener un manejador para resolver la situacio´n, y, si un tal manejador no es
encontrado, alguna otra accio´n es realizada.
Cuando ocurre una asignacio´n sobre un campo de tabla no existente, el mecanismo de meta-
tablas intenta primero obtener un manejador para delegarle la tarea de resolver la situacio´n. La
accio´n que se ejecuta sobre el manejador, dependera´ de su tipo:
sv3 = indexmetatable(l , ” newindex”, θ)
type(sv3, θ) = ”function”
θ; (l [sv1] = sv2)TableAssignmentWrongKey →s abnormal θ; sv3 (l , sv1, sv2)
E-TableAssignmentWrongKeyNormal
sv3 = indexmetatable(l , ” newindex”, θ)
sv3 6= nil ∧ type(sv3, θ) 6= ”function”
θ; (l [sv1] = sv2)TableAssignmentWrongKey →s abnormal θ; sv3 [sv1] = sv2
E-TableAssignmentWrongKeyRepeat
Si, en cambio, no se encuentra manejador alguno, entonces se hace uso del servicio rawset. La
siguiente regla, de nombre E-TableAssignmentWrongKeyNoHandler), describe esta operacio´n:
indexmetatable(l , ” newindex”, θ1) = nil
θ1(l1) = ({evaluatedfield1, ..., evaluatedfieldn } , metatable )
θ2 = θ1 [ l1 := ({[ sv1 ] = sv2, evaluatedfield1, ..., evaluatedfieldn } , metatable ) ]
θ1; (l1 [sv1] = sv2)TableAssignmentWrongKey →s abnormal θ2; void
indexmetatable(l , ” newindex”, θ1) = nil
θ; (l1 [sv1] = sv2)TableAssignmentWrongKey →s abnormal θ; $builtIn rawset (l , sv1, sv2)
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Finalmente, una operacio´n de asignacio´n de campo de tabla, sobre un valor que no sea una
tabla, es manejado por el mecanismo de meta-tablas, de la manera usual:
sv4 = indexmetatable(sv1, ” newindex”, θ)
type(sv4, θ) = ”function”
θ; (sv1 [sv2] = sv3)TableAssignOverNonTableVal →s abnormal θ; sv4 (sv1, sv2, sv3)
E-TableAssignOverNonTableValNormal
sv4 = indexmetatable(sv1, ” newindex”, θ)
sv4 6= nil ∧ type(sv4, θ) 6= ”function”
θ; (sv1 [sv2] = sv3)TableAssignOverNonTableVal →s abnormal θ; sv4 [sv2] = sv3
E-TableAssignOverNonTableValRepeat
Si no se encuentra un manejador para esta situacio´n, entonces la operacio´n termina en error,
como lo indica la siguiente regla, de nombrea E-TableAssignOverNonTableValNoHandler:
nil = indexmetatable(sv1, ” newindex”, θ)
string = ”attempt to index a ” .. type( sv1, θ) .. ”value”
θ; (sv1 [sv2] = sv3)TableAssignOverNonTableVal →s abnormal θ; $builtIn error (string)
6.6 Relacio´n de reduccio´n esta´ndar
Definimos aqu´ı la relacio´n de reduccio´n esta´ndar: aquella que describira´ la sema´ntica de pro-
gramas completos, y que podremos emplear para determinar, dado un programa, que´ resultado
arroja. Estara´ esta relacio´n definida como la clausura compatible sobre todas las nociones de
reduccio´n anteriores, excepto, como se indico´, de la relacio´n →s c, e incorporara´ ambos tipos de
almacenamientos. La denotaremos con 7→:
e →e e′
σ ; θ ; E[e] 7→ σ ; θ ; E[e′] E-simpleExpressions
σ ; e →e σ σ′ ; e′
σ ; θ ; E[e] 7→ σ′ ; θ ; E[e′] E-simpValStoreExpressions
θ ; e →e θ θ′ ; e′
σ ; θ ; E[e] 7→ σ ; θ′ ; E[e′] E-objStoreExpressions
σ ; θ ; e →e σ θ σ′ ; θ′ ; e′
σ ; θ ; E[e] 7→ σ′ ; θ′ ; E[e′] E-simpValObjStoreExpressions
θ ; e →e abnormal θ′ ; e′
σ ; θ ; E[e] 7→ σ ; θ′ ; E[e′] E-abnormalExpressions
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s →s s s ′
σ ; θ ; E[s] 7→ σ ; θ ; E[s′] E-simpleStatements
s →s c s ′
σ ; θ ; s 7→ σ ; θ ; s′ E-breakStatements
σ ; s →s σ σ′ ; s ′
σ ; θ ; E[s] 7→ σ′ ; θ ; E[s′] E-simpValStoreStatements
θ ; s →s θ θ′ ; s ′
σ ; θ ; E[s] 7→ σ ; θ′ ; E[s′] E-ObjStoreStatements
θ ; s →s abnormal θ′ ; s ′
σ ; θ ; E[s] 7→ σ ; θ′ ; E[s′] E-abnormalStatements
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7Compilacio´n de un programa en
Lua
Describiremos co´mo traducir un programa en Lua, a un programa en nuestro lenguaje, comple-
tando as´ı la descripcio´n de la sema´ntica de Lua.
Hay una gran proximidad entre Lua y nuestro lenguaje, con respecto a la sintaxis y (esperamos)
la sema´ntica. Por lo cual, el proceso de compilacio´n se reduce a una traduccio´n co´digo fuente a
co´digo fuente, directa. En un solo paso, podemos traducir directamente a nuestro lenguaje los
azu´cares sinta´cticos, tambie´n aquellas construcciones de Lua que consideramos como abstracciones
lingu¨´ısticas y podemos identificar tambie´n el alcance de las variables, para traducirlas como co-
rresponda. Para esto, haremos uso de un esquema simple de traduccio´n dirigida por sintaxis. Hay
algunas pocas construcciones de Lua que requieren de algu´n trabajo para ser traducidas, incluyendo
la sentencia que introduce variables locales (ya que, en nuestro lenguaje, la sentencia equivalente
incluye el alcance de la declaracio´n, a diferencia de la sentencia de Lua), las sentencias return y
break (las cuales son modeladas con nuestra sentencia break), y la definicio´n de funciones (las
cuales, en nuestro lenguaje, incluyen en su prototipo etiquetas que las identifican de manera u´nica).
La intencio´n de este cap´ıtulo es la de presentar una descripcio´n breve de la correspondencia
entre las construcciones de Lua y las de nuestro lenguaje, la cual es, de todos modos, bastante di-
recta. De todos modos, a pesar de ser bastante sencilla la correspondencia entre ambos lenguajes,
la implementacio´n de la compilacio´n depende de herramientas cuya presentacio´n acomplejar´ıan
innecesariamente la presentacio´n, por lo que preferimos plantear la relacio´n entre ambos lenguajes,
en te´rminos ma´s informales, pero directos. Cabe mencionar que la implementacio´n del proceso de
compilacio´n no esta´ totalmente basado en co´digo de nuestra autor´ıa.
7.1 Entornos
En el proceso de traduccio´n, necesitaremos mantener una representacio´n de el alcance de cada
declaracio´n de variable, o, las variables presentes en el entorno, en cada seccio´n de un programa.
Emplearemos la idea consistente en mantener, para cada nueva declaracio´n de variables, una tabla
de s´ımbolos simplificada, que contenga un registro de las variables declaradas y una referencia
a una tabla de s´ımbolos que se refiera al entorno externo al actual (es decir, tablas de s´ımbolos
encadenadas [3]). Emplearemos luego esa informacio´n para distinguir las ocurrencias de identifi-
cadores de variables de alcance local, de las ocurrencias de identificadores de variables globales,
las cuales, en Lua, son consideradas como campos de la table ENV, y, por lo tanto, requieren un
tratamiento diferente al ser traducidas a nuestro lenguaje. Tambie´n la informacio´n en las tablas de
s´ımbolos sera´ u´til para determinar nuevos identificadores de variables auxiliares, que sera´n emplea-
dos en la descripcio´n de aquellas construcciones de Lua que las interpretamos como abstracciones
lingu¨´ısticas.
Para describir las tablas de s´ımbolos encadenadas, definiremos al conjunto de tablas de s´ımbolos
encadenadas S como:
S = { empty } ∪ { (s,i) : s ∈ S, i ∈ P(L(Name)) }
donde empty representara´ a una tabla de s´ımbolos vac´ıa, y, en el par ordenado (s,i), i sera´ un
conjunto de identificadores, representando a las variables introducidas por una construccio´n con
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ocurrencias ligadoras de variables. En el proceso de traduccio´n, en cada paso, mantendremos una
referencia s a un miembro de S, que contendra´ un registro de todos los identificadores de variables
cuyo alcance incluya a la actual posicio´n del programa Lua que estamos traduciendo. Para cada
nueva construccio´n del lenguaje, que introduzca nuevas variables, definiremos una nueva tabla s’
= (s , i), en donde s es la anterior tabla, e i contendra´ los identificadores recie´n introducidos. Al
mantener referencia a tablas externas, podemos recuperar informacio´n sobre entornos externos.
Sobre la estructura de datos anterior, nos sera´ u´til definir el predicado isLocal, el cual determina
si un identificador dado se refiere a una variable local, ya sea presente en el alcance ma´s interno
de una declaracio´n, o en uno externo:
isLocal(Name; empty) = false
isLocal(Name; (s,i)) =
 true if Name ∈ i
isLocal(Name;s) otherwise
Tambie´n necesitaremos definir un modo de agregar nuevos identificadores a nuestras tablas de
s´ımbolos. Esto sera´ realizado por la siguiente funcio´n:
addIdentifiers : P(L(namelist)) x S → S
addIdentifiers({Name1,...,Namen}, s ) = (s, {Name1,...,Namen})
7.2 Traduccio´n co´digo fuente a co´digo fuente
La traduccio´n sera´ descrita mediante una funcio´n [ ] : L(GL) x S → L(GC), donde GL denota a la
grama´tica de Lua, y GC denota a la grama´tica de nuestro lenguaje. Para capturar esta funcio´n
haremos uso de ecuaciones dirigidas por sintaxis, sobre frases en Lua.
Mantendremos las mismas convenciones de notacio´n empleadas en cap´ıtulos previos, con el
agregado de que las frases en Lua estara´n en fuente serif, y aquellas en el lenguaje nu´cleo estara´n
en sans serif.
Traduccio´n de expresiones
La funcio´n transExp : L(expL) x S → L(expC) traducira´ expresiones en Lua, a las equivalentes ex-
presiones en nuestro lenguaje:
• Comenzamos describiendo los casos de traduccio´n de expresiones que ni involucran ningu´n
desarrollo:
transExp( ”...” ; s) = ”...”
transExp( nil ; s) = nil
transExp( false ; s) = false
transExp( true ; s) = true
transExp( number ; s) = representacio´n en el lenguaje nu´cleo
transExp( string ; s) = representacio´n en el lenguaje nu´cleo
transExp( prefixexp args ; s) = transExp(prefixexp ; s) transArgs( args ; s)
transExp( prefixexp ’:’ Name args ; s) = transExp(prefixexp ; s) ’:’ transExp( Name ; s) transArgs( args ; s)
transExp( ’(’ exp ’)’ ; s) = ’(’ transExp( exp ; s) ’)’
Donde transArgs se define como:
transArgs( ’(’ exp1 ’,’ ... ’,’ expn ’)’ ; s) = ’(’ transExp( exp1 ; s) ’,’ ... ’,’ transExp( expn ; s) ’)’
transArgs( tableconstructor ; s) = ’(’ transExp( tableconstructor ; s) ’)’
transArgs( string ; s) = ’(’ transExp( string ; s) ’)’
• Definicio´n de funciones:
un aspecto que requiere cierto trabajo, es la representacio´n en nuestro lenguaje, de la sen-
tencia return de Lua. En nuestro lenguaje, la modelaremos empleando la sentencia break.
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Para lograr el mismo comportamiento a trave´s de esta sentencia, al traducir la definicio´n
de una funcio´n en Lua, colocaremos su cuerpo dentro de un bloque etiquetado, con la eti-
queta espec´ıfica $ret, la cual no puede coincidir con alguna otra presenten en el co´digo Lua
original, ya que los identificadores en Lua no pueden contener el s´ımbolo $. Por lo tanto,
este procedimiento puede mantenerse inclusive cuando se considere el conjunto completo de
construcciones de Lua, con sentencias goto y bloques etiquetados.
Al traducir el cuerpo de la funcio´n, cada sentencia return presente sera´ reescrita en te´rminos
de nuestra sentencia break, la cual expresara´ un salto fuera del bloque etiquetado con $ret,
entregando en tal punto la lista de valores (traducidos) que la sentencia return original ten´ıa,
lista, la cual, la representaremos usando nuestras tuplas.
Por otro lado, como el prototipo de una funcio´n declara variables cuyo alcance es el cuerpo
mismo de la funcio´n (es decir, los para´metros), debemos alterar la representacio´n de entorno
que emplearemos al traducir el cuerpo de la funcio´n. Definimos entonces s’ = (s, i), donde
s es la tabla de s´ımbolos que ten´ıamos al momento de comenzar a traducir la definicio´n de
funcio´n, e i es el conjunto de para´metros declarados en el prototipo de la funcio´n. Final-
mente, en nuestro lenguaje necesitaremos definir una etiqueta u´nica Name, para identificar
de manera u´nica a esta funcio´n. Dejamos el mecanismo que emplearemos para definir tal
etiqueta, como un detalle propio de la implementacio´n de la traduccio´n. Solo se requiere que,
efectivamente, cada funcio´n traducida resulte con una etiqueta u´nica:
transExp(function ’(’ parlist ’)’ block end ; s) = function Name ’(’ transParlist(parlist) ’)’
:: $ret :: {
transBlock(block; s’)
}
end
Donde s’ es la tabla de s´ımbolos descrita anteriormente, que contiene los identificadores de
parlist.
La funcio´n transParlist usada en la definicio´n, traduce la lista de para´metros:
transParlist : L(parlistL) → L(parlistC)
transParlist(namelist) = transNamelist(namelist)
transParlist(’...’) = ’...’
transParlist(namelist ’,’ ’...’) = transNamelist(namelist ) ’,’ transParlist(’...’)
La funcio´n transNamelist traduce listas de identificadores de variables:
transNamelist : L(namelistL) → L(namelistC)
transNamelist(name) = representacio´n en el lenguaje nu´cleo
transNamelist(name ’,’ namelist) = transNamelist(name) ’,’ transNamelist(namelist)
• Constructores de tabla: definimos su traduccio´n en te´rminos de una funcio´n auxiliar:
transExp( ’{’ fieldlist ’}’ ; s) = ’{’ transFieldlist( fieldlist; s) ’}’
La funcio´n transFieldlist traduce inclusive los azu´cares sinta´cticos de la sintaxis de construc-
tores de tablas de Lua, con la excepcio´n de los campos sin clave, los cuales son traducidos a
nuestro lenguaje sin un tratamiento especial, ya que es requerido primero evaluar de manera
completa al constructor de tabla, para luego determinar que´ claves tendra´n estos campos.
transFieldlist : L(fieldlistL) x S → L(fieldlistC )
transFieldlist(exp ; s) = transExp(exp ; s)
transFieldlist(’[’ exp1 ’]’ ’=’ exp2 ; s) = ’(’ ’[’ transExp(exp1 ; s) ’]’ ’=’ transExp(exp2 ; s) ’)’
transFieldlist(name ’=’ exp ; s) = ’(’ ’[’ ” transNamelist(name) ” ’]’ ’=’ transExp(exp ; s) ’)’
transFieldlist(field1 fieldsep1 ... fieldsepn−1 fieldn ; s) = transFieldlist(field1 ; s)
’,’ ... ’,’
transFieldlist( fieldn ; s)
transFieldlist(field1 fieldsep1 ... fieldsepn−1 fieldn fieldsepn ; s) = transFieldlist(field1 ; s)
’,’ ... ’,’
transFieldlist( fieldn ; s)
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Notar que, cuando se considera un campo como name ’=’ exp, la intencio´n es traducirlo
como un campo cuya clave es una cadena de cara´cteres, en donde estos son justamente la
traduccio´n de name.
• Identificadores de variables:
Aqu´ı emplearemos la informacio´n del entorno, para discriminar la ocurrencia de variables
locales, de la ocurrencia de variables globales:
transVar : L(varL) → L(varC )
transVar(Name ; s) =
 transNamelist(Name) si isLocal(Name ; s)
ENV[” transNamelist(Name) ”] caso contrario
transVar(prefixexp ’[’ exp ’]’ ; s) = transExp( prefixexp ; s) ’[’ transExp(exp ; s) ’]’
transVar(prefixexp . Name ; s) = transExp( prefixexp ; s) ’[’ ” transNamelist(Name) ” ’]’
Finally, we extend the definition of transExp, for list of variables:
transExp(var ; s) = transVarlist(var ; s)
• Operadores binarios:
La traduccio´n de operadores binarios no depara sorpresas. Solo recordemos que intentamos
incluir en nuestro lenguaje a un conjunto restringido de operadores:
transExp(exp1 ’+’ exp2 ; s) = transExp( exp1 ; s) ’+’ transExp(exp2 ; s)
transExp(exp1 ’∼=’ exp2 ; s) = not transExp(exp1 ; s) ’==’ transExp(exp2 ; s)
transExp(exp1 ’>’ exp2 ; s) = transExp(exp1 ; s) ’>’ transExp(exp2 ; s)
La traduccio´n de expresiones que involucran a los restantes operadores binarios se realiza el
mismo modo.
En [17] se menciona que, en Lua, una expresio´n como exp1 ’>’ exp2, es traducida interna-
mente empleando la comparacio´n ’<’, y lo mismo vale para ’>=’. De todos modos, el orden
en el que las expresiones comparadas son evaluadas, sigue siendo de izquierda a derecha, en
el orden de la expresio´n original. Para reproducir ese comportamiento, en nuestra sema´ntica
basada en sintaxis, debemos mantener el orden de ocurrencia de las expresiones comparadas,
y, por lo tanto, incluir ’>’ y ’>=’ en nuestro lenguaje.
• Operadores unarios
La traduccio´n de expresiones que involucran a los operadores unarios, no depara sorpresas.
Ilustramos con un ejemplo:
transExp(’-’ exp ; s) = ’-’ transExp(exp ; s)
Los restantes operadores unarios son traducidos del mismo modo.
Finalmente, definimos una funcio´n que sera´ u´til en definiciones posteriores:
transExpList(exp1,...,expn; s) = transExp(exp1; s),...,transExp(expn; s)
Traduccio´n de sentencias
Definimos la funcio´n transBlock, que traducira´ a nuestro lenguaje, bloques enteros de sentencias
en Lua. Como se menciona en [17], un programa en Lua puede contener sentencias return al final
de cualquier bloque de sentencias, no necesariamente dentro de una funcio´n (ya que, de hecho, un
programa Lua es compilado como el cuerpo de otra funcio´n, con lo cual, empleamos la sentencia
return para devolver valores desde una funcio´n, pero tambie´n desde un bloque de instrucciones
cualquiera). Como tal, colocaremos, la traduccio´n un bloque de instrucciones dado, en un bloque
etiquetado, desde el que se puede salir, con la ejecucio´n de una sentencia break:
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transBlock : L(GL) → L(GC)
transBlock(block) = ’::’ $ret ’::’ ’{’
transBlockAux(block, empty)
’}’
Finalmente, la traduccio´n que cada sentencia sera´ delegada a la funcio´n auxiliar transBlockAux
: L(GL) x S → L(GC), que recibe inicialmente el bloque completo que queremos traducir, y una
cadena vac´ıa inicial de tablas de s´ımbolos.
Damos una definicio´n recursiva de transBlockAux, la cual presentaremos en diferentes piezas:
• Comenzamos por la traduccio´n de sentencias que no requieren ningu´n tratamiento especial:
transBlockAux(var1 ’,’ ... ’,’ varn ’=’ exp1 ’,’ ... ’,’ expm ; s) = transExplist(var1 ’,’ ... ’,’ varn ; s)
’=’
transExplist(exp1 ’,’ ... ’,’ expm ; s)
transBlockAux(prefixexp ’(’ exp1 ’,’ ... ’,’ expn ’)’ ; s) = transExp(prefixexp ’(’ exp1 ’,’ ... ’,’ expn ’)’ ; s)
transBlockAux(if exp then block1 else block2 end ; s) = if transExp(exp ; s) then
transBlockAux(block1; s)
else
transBlockAux(block2; s)
end
transBlockAux(do block end ; s) = do transBlockAux(block ; s) end
transBlockAux(’;’ ; s) = void
• Bucle ”while”:
Su traduccio´n es pra´cticamente directa. El u´nico detalle que requiere de una explicacio´n,
tiene que ver con la forma en la que manejamos la posibilidad de tener, en el cuerpo del
bucle en Lua, una sentencia break. Convertimos el proceso de saltar fuera del bucle, al
proceso, expresado en nuestro lenguaje, de saltar fuera de un bloque etiquetado, que contiene
completamente al bucle. La traduccio´n propuesta es la siguiente:
transBlockAux(while exp do block end ; s) = ’::’ $while ’::’ ’{’
while transExp(exp ; s) do
transBlockAux(block ; s)
end
’}’
Completamos el tratamiento de la traduccio´n del bucle while, con la correspondiente tra-
duccio´n de la sentencia break:
transBlockAux(break ; s) = break $while empty
Bucle for nume´rico:
Este tipo de bucle es tratado como una abstraccio´n lingu¨´ıstica, que puede ser descrita em-
pleando un bucle while. La traduccio´n es la que se propone en [17], por lo que la omitimos
aqu´ı. Para implementar la traduccio´n, necesitamos generar identificadores frescos de va-
riables, lo que se hace empleando la informacio´n que tenemos en las tablas de s´ımbolos
encadenadas. De todos modos, ma´s alla´ de este detalle, no se requiere ninguna nueva idea
para esta traduccio´n, que las ya expuestas hasta aqu´ı.
Bucle for gene´rico:
Al igual que con el bucle for nume´rico, la traduccio´n del bucle for gene´rico sigue la misma
descripcio´n de [17].
Variables locales:
Trataremos aqu´ı el caso en el que tenemos una sentencia local, seguida de un bloque de
instrucciones con una o ma´s sentencias. El caso en el que tenemos so´lo una sentencia local,
se tratara´ de la misma manera, so´lo que agregando, en la traduccio´n, a la sentencia de nuestro
lenguaje void, como el cuerpo de la sentencia:
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transBlockAux(local namelist ’=’ explist block , s) = local transNamelist( namelist )
’=’
transExplist(explist , s)
in
transBlockAux(block , s’)
end
Donde s’ = addIdentifiers(transNamelist(namelist ), s).
Definicio´n de funciones, como sentencia
La declaracio´n de una funcio´n local, se traduce de manera directa, como se muestra a con-
tinuacio´n:
transBlockAux(local function Name funcbody block , s) = local Name2 ’=’ nil
in
Name2 ’=’ transExp(function funcbody , s’) ’;’
transBlock(block , s’)
end
Donde Name2 = transNamelist(Name) y s’ = addIdentifiers(Name2, s). La traduccio´n pro-
puesta para la definicio´n de funcio´n, intenta generar co´digo que resuelva de modo correcto
cualquier llamada recursiva presente en el cuerpo de la funcio´n.
La restante sintaxis para definir funciones, es traducida como:
transBlockAux(function funcname funcbody , s) = transFuncname( funcname ; s)
’=’
transExp(function funcbody , s’)
La funcio´n transFuncname, traduce nombres de funciones, lo que involucra consultar la tabla
de s´ımbolos, para determinar si estamos asignando la funcio´n a una variable local o global,
y tratar algunos azu´cares sinta´cticos de nombres de funciones, que son introducidos con la
intencio´n de proveer soporte para la programacio´n orientada a objetos (como, por ejemplo,
el nombre var.Name, que debe ser traducido a la forma var[”Name”].
La sentencia return
Esta sentencia es empleada en Lua para retornar valores desde una funcio´n o un bloque de
sentencias. Podemos modelar su comportamiento en te´rminos de nuestra sentencia break.
La traduccio´n de un bloque de instrucciones, desde el cual podemos retornar valores usando
la sentencia de Lua return, sera´ colocado dentro un bloque etiquetado, con una etiqueta
espec´ıfica. Luego, la sentencia return sera´ traducida hacia una sentencia break, que provoca
un salto, fuera del bloque etiquetado, entregando una tupla con los valores que la sentencia
return original estaba entregando:
transBlockAux(return exp1,...,expn ; s) = break $ret ’<’ transExp(exp1 ; s),...,transExp( expn ) ’>’
transBlockAux(return exp1,...,expn ’;’ ; s) = break $ret ’<’ transExp(exp1 ; s),...,transExp( expn ) ’>’
transBlockAux(return ’;’ ; s) = break $ret empty
transBlockAux(return ; s) = break $ret empty
Concatenacio´n de sentencias:
Ya hab´ıamos considerado el caso de una concatenacio´n de sentencias, cuando la primera de
ellas es una sentencia que introduce variables locales, o una funcio´n local. Los casos restantes
de bloques de instrucciones, los traducimos como sigue;:
transBlockAux(stat block ; s) = transBlockAux(stat ; s) ’;’ transBlockAux(block ; s)
transBlockAux(stat ’;’ block ; s) = transBlockAux(stat ; s) ’;’ transBlockAux(block ; s)
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8Entorno de ejecucio´n
Tras el proceso de compilacio´n de un programa Lua a nuestro lenguaje, terminamos con un te´rmino
probablemente abierto. Los identificadores libres en ese te´rmino van a referirse a servicios, provistos
por la librer´ıa esta´ndar de Lua, o a variables globales. En 6.4.3, describimos un conjunto de
servicios ba´sicos, de la librer´ıa esta´ndar de Lua, que decidimos incluir en nuestro modelo. Para
acceder a esos servicios, definimos una forma sinta´ctica especial. Como se menciono´ al momento
de definir estos servicios, la intencio´n es la de mantener el lenguaje lo ma´s reducido posible, por lo
que incluimos en el mismo funcionalidades ba´sicas de la librer´ıa esta´ndar, y dejamos cualquier
otra caracter´ıstica (como por ejemplo, chequeo de tipo y cantidad de argumentos) como una
implementacio´n con procedimientos en nuestro lenguaje, a definirse como parte del entorno en
el que se ejecuta un programa. Esto tambie´n nos permite proveer el acceso a los servicios ba´sicos
desde procedimientos almacenados en la tabla especial ENV, que es lo que justamente Lua ofrece.
Describimos a continuacio´n tales procedimientos.
8.1 Procedimientos de envoltorio
Hay ciertos servicios de la librer´ıa esta´ndar de Lua, que hemos agregado a nuestro lenguaje, y para
los cuales so´lo es requerido definir un procedimiento de envoltorio, que sea asignado a la tabla
ENV, para hacerlos disponibles a todos los programas, a trave´s del mecanismo usual de llamadas
a funcio´n, como ocurre en Lua:
• getmetatable:
ENV[”getmetatable”] = function $getmetatable (value)
:: $ret :: {
break $ret < $builtIn getMetatable (value) >
}
end
• rawequal:
ENV[”rawequal”] = function $rawequal (value1, value2)
:: $ret :: {
break $ret < $builtIn rawEqual (value1,value2) >
}
end
• select: notar el uso de la expresion ”vararg”:
ENV[”select”] = function $select (index ,...)
:: $ret :: {
break $ret < $builtIn select (index ,...) >
}
end
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• tonumber:
ENV[”tonumber”] = function $tonumber (e, base)
:: $ret :: {
break $ret < $builtIn toNumber (e, base) >
}
end
• type:
ENV[”type”] = function $type (value)
:: $ret :: {
break $ret < $builtIn type (value) >
}
end
8.2 Servicios descritos como implementaciones en nuestro
lenguaje
Hay otro repertorio de servicios que deseamos que este´n disponibles para programas en nuestro
lenguaje, y que podemos describir como implementaciones en nuestro lenguaje. La intencio´n es que
sean servicios sin ninguna complejidad, para que nuestra implementacio´n no requiera de mayores
justificaciones.
A continuacio´n describimos algunos de ellos, junto a su implementacio´n.
8.2.1 ipairs
La sema´ntica de una llamada a ipairs(t) es descrita en [17] como:
If t has a metamethod ipairs, calls it with t as argument and returns the
first three results from the call. Otherwise, returns three values: an
iterator function, the table t, and 0, so that the construction
for i,v in ipairs(t) do body end
will iterate over the pairs (1,t[1]), (2,t[2]), ..., up to the first integer
key absent from the table.
Esta descripcio´n es suficiente para justificar el siguiente co´digo, que implementa el servicio usando
otros ya definidos en nuestro lenguaje. La siguiente funcio´n sera´ almacenada en ENV[”ipairs”],
para hacer este servicio disponible a cualquier programa:
function $ipairs (t)
:: $ret :: {
local (metatable,handler , iter , type t = $builtIn getMetatable (t) , nil , nil ,$builtIn type(
t))
in
if (metatable == nil)
then
void
else
handler = $builtIn rawGet(metatable, ” ipairs ”)
end;
if (handler == nil)
then
if ( type t == ”table”)
then
void
else
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$builtIn error (”bad argument #1 to ’ ipairs ’ ( table expected, got ” .. type t
.. ”)”)
end;
iter = function $iPairsIter (t , var)
:: $ret :: {
if ($builtIn type(t) == ”table”)
then
void
else
$builtIn error (”expected a table value”)
end;
local ( result == nil)
in
var = var + 1;
result = $builtIn rawGet(t,var) ;
if ( result == nil)
then
(break $ret < nil >)
else
(break $ret < var, result >)
end
end
}
end;
(break $ret < iter , t ,0 >);
else
local (v1,v2,v3 = (handler (t)))
in
(break $ret < v1,v2,v3 >)
end
end
end
}
end
Notar, en el co´digo anterior, que, cuando usamos los servicios de la librer´ıa esta´ndar incluidos
en nuestro lenguaje, estamos empleando directamente la forma sinta´ctica definida para ello, sin
depender en el mecanismo usual de llamada a procedimiento, a trave´s de un identificador conocido
de antemano para invocar tales servicios. La implementacio´n de ipairs en Lua emplea de manera
directa al servicio rawget, por lo tanto, no es posible alterar el comportamiento de ipairs asigna´ndole
a la variable ENV[”rawget”] otro valor. La misma razo´n justifica los restantes usos de la forma
sinta´ctica $builtIn.
8.2.2 pairs
Su sema´ntica es similar a la de ipairs, con la diferencia de que pairs puede ser empleado para iterar
sobre todos los campos de una tabla, y no so´lo aquellos con claves nume´ricas. Procedemos como
en la descripcio´n del servicio ipairs, definiendo una funcio´n que implementa lo ofrecido por pairs.
Tal funcio´n debera´ ser asignada al campo ENV[”pairs”], para hacer disponible el servicio a todo
programa:
function $pairs (t)
:: $ret :: {
local (metatable,handler , iter = ($builtIn getMetatable (t)) , nil , nil )
in
if (metatable == nil)
then
void
else
handler = $builtIn rawGet (metatable,” pairs ”)
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end;
if (handler == nil)
then
if ($builtIn type (t) == ”table”)
then
void
else
$builtIn error (”expected a table value”)
end;
iter = function $pairsIter (t , var)
:: $ret :: {
(break $ret < $builtIn next (t , var) >);
}
end;
(break $ret < iter , t ,0 >);
else
local (v1,v2,v3 = (handler (t)))
in
(break $ret < v1,v2,v3 >)
end
end
end
}
end
8.2.3 tostring
Si bien hemos incluido en el lenguaje una forma sinta´ctica para acceder a la conversio´n de valores
a cadenas de caracteres, el servicio provisto por Lua agrega cierta informacio´n, que bien puede ser
descrita como una implementacio´n en nuestro lenguaje, que se apoya en otros servicios ya definidos.
La siguiente funcio´n debe asignarse al campo ENV[”tostring”], para hacer disponible el servicio:
function $tostring (v)
:: $ret :: {
local (metatable,handler , string ,type = $builtIn getMetatable (v) , nil , nil , nil )
in
if (metatable == nil)
then
void
else
handler = ($builtIn rawGet (metatable,” tostring ”))
end;
if (handler == nil)
then
type = $builtIn type(v) ;
string = $builtIn toString (v) ;
if (type == ”table”)
then
string = ”table: ” .. string
else
if (type == ”function”)
then
string = ”function: ” .. string
else
void
end
end;
break $ret < string >
else
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break $ret < handler (v) >
end
end
}
end
8.2.4 Servicios que
Finalmente, describimos la implementacio´n de una serie de servicios, que se reducen a procedi-
mientos de envoltorio para las llamadas $builtIn, pero agregan chequeos de tipos. Los listamos a
continuacio´n:
• next:
ENV[”next”] = function $next (table, index)
:: $ret :: {
local type table = $builtIn type ( table ) in
if (not ( type table == ”table”)) then
$builtIn error (”bad argument #1 to ’next’ ( table expected
, got ” .. type table .. ”)”)
else
break $ret < $builtIn next ( table , index) >
end
end
}
end
• rawget:
ENV[”rawget”] = function $rawget (table, index)
:: $ret :: {
local type table = $builtIn type ( table ) in
if (not ( type table == ”table”)) then
$builtIn error (”bad argument #1 to ’rawget’ ( table
expected, got ” .. type table .. ”)”)
else
break $ret < $builtIn rawGet (table , index) >
end
end
}
end
• rawlen:
ENV[”rawlen”] = function $rawlen (v)
:: $ret :: {
local type v = $builtIn type (v) in
if (not (type v == ”table”) and (not (type v == ”string”))
then
$builtIn error (”bad argument #1 to ’rawlen’ ( table or
string expected)”)
else
break $ret < $builtIn rawLen (v) >
end
end
}
end
• rawset:
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ENV[”rawset”] = function $rawset (table, index , value)
:: $ret :: {
local type table = $builtIn type ( table ) in
if (not ( type table == ”table”)) then
$builtIn error (”bad argument #1 to ’rawset’ ( table
expected, got ” .. type table .. ”)”)
else
if (index == nil) then
$builtIn error (”table index is nil”)
else
break $ret < $builtIn rawSet ( table , index , value) >
end
end
end
}
end
• setmetatable:
ENV[”setmetatable”] = function $setmetatable (table , metatable)
:: $ret :: {
local type table = $builtIn type ( table ) in
if (not ( type table == ”table”)) then
$builtIn error (”bad argument #1 to ’setmetatable’ ( table
expected, got ” .. type table .. ”)”)
else
break $ret < $builtIn setMetatable ( table , metatable) >
end
end
}
end
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9Mecanizacio´n con PLT Redex
La sema´ntica propuesta ha sido mecanizada empleando PLT Redex1. La herramienta nos provee
de facilidades para describir todas las piezas de nuestra sema´ntica, para explorar nuestro modelo
y para realizar testeos de conformidad de la sema´ntica con respecto a la implementacio´n de Lua
5.2.
Comenzaremos describiendo los distintos recursos que ofrece PLT Redex para describir un
lenguaje junto a su sema´ntica de reducciones, y los mecanismos que permiten explorar la definicio´n
descrita.
9.1 Grama´tica
La grama´tica del lenguaje puede definirse mediante una notacio´n que impone el uso de una versio´n
de nuestra grama´tica completamente parentizada. En la figura 9.1 se puede observar una porcio´n
del mo´dulo grammar, en donde esta´ definida toda la grama´tica. Las l´ıneas mostradas en la imagen,
corresponden a la definicio´n de las producciones del s´ımbolo no terminal statement, de nuestra
grama´tica.
La notacio´n empleada difiere en algunos aspecto de la que usamos en este texto (EBNF). En
particular, difiere en los recursos empleados para indicar la posibilidad de mu´ltiples ocurrencias de
una cierta frase. En la figura 9.2, se puede ver, en la l´ınea numerada 112, el uso de una notacio´n que
sugiere la idea de ”ellipses” matema´tica, para indicar que una lista de nombres (namelist) puede
contener 0 o ma´s ocurrencias de frases generadas por el s´ımbolo no terminal Name. El lenguaje de
patrones que se emplea para describir la grama´tica, tambie´n sera´ usado para describir las restantes
piezas de la sema´ntica.
9.2 Meta-funciones
PLT Redex nos permite definir meta-funciones a trave´s de ecuaciones en las que podemos emplear
el mismo lenguaje de patrones utilizado para describir la grama´tica y las nociones de reduccio´n. Si
1http://redex.racket-lang.org/
Figure 9.1: Grama´tica
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Figure 9.2: Patrones para describir la cantidad de ocurrencias de una frase
nuestras meta-funciones poseen entonces una definicio´n recursiva, sobre la estructura de las frases
del lenguaje, su transcripcio´n a PLT Redex es directa. Como ejemplo, en la figura 9.3 se puede
ver el comienzo de la definicio´n de la funcio´n de substitucio´n para expresiones.
9.3 Nociones de reduccio´n
La transcripcio´n de nuestra definicio´n a un modelo en Redex es directa. Por cada nocio´n de re-
duccio´n de nuestro modelo, definimos mo´dulo de Redex. En la figura 9.5 se puede ver el comienzo
de la definicio´n del mo´dulo en donde describimos la nocio´n de reduccio´n →s s . Ma´s alla´ de los
detalles espec´ıficos de la notacio´n empleada, es intuitiva la correspondencia directa entre esta
definicio´n y la que presentamos en este texto.
Con respecto a las nociones de reduccio´n, es posible explorarlas empleando la herramienta
para aplicar sucesivas veces una nocio´n de reduccio´n dada, sobre una frase especificada, y obtener
una representacio´n visual del historial de reduccio´n. En la figura 9.4 se puede ver el historial de
reduccio´n de la sentencia ”while true do void end”, la cual configura un bucle infinito, lo que es
sen˜alado por la herramienta.
9.4 Verificacio´n de la sema´ntica
Naturalmente, es tambie´n posible aplicar sucesivas veces una nocio´n de reduccio´n dada, y obtener
una representacio´n del historial de reducciones que no sea visual, sobre la cual poder definir predi-
cados para testear la sema´ntica. Este recurso se empleo´ para verificar la sema´ntica con respecto a
la suite de tests de Lua 5.22. La suite de tests esta´ implementada como una coleccio´n de archivos
Lua, en donde cada uno contiene una coleccio´n de chequeos de aserciones, relativas a algu´n aspecto
espec´ıfico del lenguaje. Por lo tanto, verificar que nuestro modelo satisface tales tests, se reduce a
compilarlos a nuestro lenguaje, e intentar reducir el te´rmino resultante, observando que todos los
chequeos de aserciones resulten satisfactorios. Los tests que actualmente se corren, conforman una
seleccio´n restringida de entre el total de tests que componen a la suite. Los casos de tests que no
son contemplados actualmente incluyen:
• Construcciones del lenguaje: verificacio´n de sentencia goto, co-rutinas y user-data.
• Mecanismo de administracio´n automa´tica de memoria.
• Tests que verifican la calidad del co´digo intermedio generado. Lua compila a un co´digo de
arquitectura neutra, que es el co´digo de una ma´quina virtual, en te´rminos de la cual se
implementa el lenguaje. Naturalmente, esto queda fuera del modelo de Lua que pretendemos
definir.
• Test que estresa el manejo de las estructuras de datos sobre las que se implementa el lenguaje:
manejo de tablas con gran cantidad de campos, recursio´n de cola (realizando gran cantidad
de llamadas recursivas). Estos tests quedan fuera por la dificultad de ejecutarlos sobre los
equipos con los que contamos.
2Ver en http://www.lua.org/tests/, suite para Lua 5.2.2
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Figure 9.3: Implementacio´n de la funcio´n de substitucio´n
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Figure 9.4: Reduccio´n de la sentencia ”while true do void end”, mediante la nocio´n de reduccio´n →s s
• Tests para servicios de la librer´ıa que no han sido incorporados a nuestro lenguaje
Aparte de confrontar nuestro modelo con la suite de tests de Lua 5.2, se implemento´ una suite
de tests propia para nuestra mecanizacio´n, esta u´ltima, apoya´ndose en las herramientas que provee
PLT Redex. Contamos con una coleccio´n de tests para cada nocio´n de reduccio´n y meta-funcio´n
de nuestro modelo.
Disponibilizamos el co´digo de la mecanizacio´n, a trave´s de un repositorio de pu´blico acceso, cuya
direccio´n es https://mallku@bitbucket.org/mallku/mecanizacion lua.git. Por cualquier sugerencia
o duda, escribir a mallkuernesto@gmail.com.
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Figure 9.5: Definicio´n de la nocio´n de reduccio´n →s s
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