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Abstract
The classical Chernoff’s theorem is a statement about discrete-
time approximations of semigroups, where the approximations are con-
sturcted as products of time-dependent contraction operators strongly
differentiable at zero. We generalize the version of Chernoff’s theorem
for semigroups proved in [3] (see also [4] and [5]), and obtain a theorem
about discrete-time approximations of backward propagators.
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1 Introduction
Let E be a Banach space, and let L(E) denote the space of all bounded
operators E → E. Let U(s, t) be a backward propagator on E possessing the
left generator At. For convenience we give definitions of backward propaga-
tors and their left generators (see [1]). A two-parameter family of operators
{U(s, t) ∈ L(E) : 0 6 S 6 s 6 t 6 T} is called a backward propagator on
E if
U(s, t) = U(s, τ)U(τ, t), (1)
U(s, s) = I
1
for all s, τ , t such that S 6 s 6 τ 6 t 6 T . The operator At on E defined as
Atx = lim
h↓0
U(t− h, t)x− x
h
,
t > 0, with the domain D(At) consisting of those x ∈ E for which the above
limit exists, is called the left generator of the backward propagator U(s, t).
Analogously, we can introduce the concept of the right generator of a
backward propagator (see [1]): the operator A+t on E defined as
A+t x = lim
h↓0
U(t, t + h)x− x
h
,
t > 0, with the domain D(A+t ) consisting of those x ∈ E for which the above
limit exists, is called the right generator of the backward propagator U(s, t).
Let Qs,t, 0 6 S 6 s 6 t 6 T , be a two-parameter family of contraction
operators on E, whose left derivatives at s = t equal to At. The discrete-
time approximations of the backward propagator U(s, t) are constructed as
products of Qt1,t2 , s 6 t1 6 t2 6 t. Note that we could equivalently use right
generators of the backward propagator and right derivatives of Qs,t at t = s.
The theorem will also work in the situation with (forward) propagators and
the two-parameter family of contractions Qt,s parametrized by times t and
s such that T > t > s > S > 0. We prove our main result for backward
propagators because in the application to diffusions on manifolds (Section
3.2) backward propagators will be associated to transition probability func-
tions. Specifically, we consider the situation when the backward propagator
is represented by a transition probability function of a time-inhomogeneous
diffusion on a compact Riemannian manifold, the contraction operators are
integral operators with probabilistic kernels, the left generators of the back-
ward propagator are second-order differential operators on the manifold, and
the discrete-time approximations are distributions of diffusion processes in
the surrounding Euclidean space. We then obtain the approximation of the
distribution on the manifold by distributions in the Euclidean space.
Compared to the situation considered in [7], the stochastic processes un-
der consideration are non-homogeneous. In particular, the coefficients of the
second-order differential operator representing the generator of the manifold-
valued diffusion are time-dependent. Therefore, in the current paper we con-
sider a more general situation compared to [3], [4], [5], and [7] for both Cher-
noff’s theorem and its applications to diffusions on manifolds.
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2 Chernoff’s theorem for backward propaga-
tors
Theorem 1 (Chernoff’s theorem for backward propagators). Let U(s, t),
0 6 S 6 s 6 t 6 T , be a backward propagator with the left generators At,
and let Qt1,t2, S 6 t1 6 t2 6 T , be a two-parameter family of contractions
E → E. We assume that the following assumptions are fulfilled:
1) The subset ∩t∈[S,T ]D(At) is dense in E.
2) There exists a dense in E Banach space Y such that Y ⊂ ∩t∈[S,T ]D(At)
and U(s, t)Y ⊂ Y for all s, t ∈ [S, T ], s < t, and, moreover, so that
there exists a constant γ > 0 such that the norm in Y satisfies the
inequality ‖x‖Y > γ[ ‖x‖E + supτ∈[S,T ] ‖Aτx‖E ].
3) For every x ∈ Y and t ∈ [S, T ], the function [S, t] → Y , τ 7→ U(τ, t)x
is continuous.
4) For every x ∈ Y , the function [S, T ]→ E, t 7→ Atx is continuous.
5) For all x ∈ Y there exists the uniform in t limit
lim
h↓0
Qt−h,tx− x
h
= Atx.
Then, for any subinterval [s, t] ⊂ [S, T ], for any sequence of partitions {s =
t0 < t1 < · · · < tn = t} such that max |tj − tj−1| → 0 as n→∞, and for all
x ∈ E,
Qt0,t1 . . . Qtn−1,tnx→ U(s, t) x, n→∞.
Proof. Fix an x ∈ Y . First consider the case s > S. Using relation (1), we
obtain:
Qt0,t1Qt1,t2 . . . Qtn−1,tn − U(s, t)
=
n∑
j=1
Qt0,t1 . . . Qtj−2,tj−1(Qtj−1,tj − U(tj−1, tj))U(tj , t). (2)
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Let δn = maxj(tj − tj−1), j > 1, be the mesh of the partition {s = t0 < t1 <
· · · < tn = t}. Relation (2) implies:
‖(Qt0,t1Qt1,t2 . . . Qtn−1,tn − U(s, t))x‖E
6
n∑
j=1
∆tj
∥∥∥(Qtj−1,tj − I
tj − tj−1
−
U(tj−1, tj)− I
tj − tj−1
)
U(tj , t) x
∥∥∥
E
6 (t− s) sup
{∥∥∥(Qτ−h,τ − I
h
−
U(τ − h, τ)− I
h
)
U(τ, t) x
∥∥∥
E
:
τ ∈ (s, t], h ∈ (0, δn)
}
6 (t− s) sup
{∥∥∥(Qτ−h,τ − I
h
− Aτ
)
U(τ, t) x
∥∥∥
E
: τ ∈ (s, t], h ∈ (0, δn)
}
(3)
+ (t− s) sup
{∥∥∥(U(τ − h, τ)− I
h
− Aτ
)
U(τ, t) x
∥∥∥
E
: τ ∈ (s, t], h ∈ (0, δn)
}
.
(4)
Note that for every x ∈ Y ,
(U(τ − h, τ)− I
h
− Aτ
)
x (5)
converges to zero uniformly in τ ∈ [s, t]. Indeed, by Assumption 4, one can
find a θ ∈ (0, 1) such that U(τ−h,τ)x−x
h
= Aτ−θhx. Since the function [s, t] →
E, τ 7→ Aτx is continuous by assumption, it is also uniformly continuous
which implies the uniform convergence in (5). Let Bτ−h,τ denote one of the
operators
Qτ−h,τ−I
h
− Aτ or
U(τ−h,τ)−I
h
− Aτ . We know that for every x ∈ Y ,
Bτ−h,τx converges to zero uniformly in τ ∈ [s, t]. We would like to prove
that Bτ−h,τU(τ, t) x also converges to zero uniformly in τ ∈ [s, t]. By the
continuity of the map [s, t] → Y, τ 7→ U(τ, t)y, the set {U(τ, t)x, τ ∈ [s, t]}
is a compact in Y . We fix an arbitrary small ε > 0 and find a finite ε-net
{yi}
N
i=1 ⊂ Y for this compact. Let us consider now Bτ−h,τ as an operator from
Y to the Banach space E of continuous functions [s, t] → E with the norm
supτ∈[s,t] ‖fτ‖E. By the Banach-Steinhaus theorem the norms ‖Bτ−h,τ‖L(Y,E)
are bounded. This implies the uniform in τ ∈ [s, t] convergence to zero of
Bτ−h,τU(τ, t) x, and therefore the convergence to zero of terms (3) and (4).
Thus, we have proved that Qt0,t1 . . . Qtn−1,tnx → U(s, t)x as n → ∞ for
each x ∈ Y where Y is dense in E. Since the operators Qt0,t1 . . . Qtn−1,tn
are contractions, the convergence Qt0,t1 . . . Qtn−1,tnx → U(s, t)x holds for all
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x ∈ E by the Banach-Steinhaus theorem. We proved the theorem for the
case s > S.
Let us consider the case s = S. Fix an x ∈ Y . Let sN > s be a decreasing
sequence of real numbers such that limN→∞ sN = s. Consider a partition
PN = {sN < t1 < · · · < tn = t} of [sN , t]. We have:
‖Qs,sNQsN ,t1 . . . Qtn−1,tnx− U(s, t)x‖L(E) 6
‖Qs,sN (QsN ,t1 . . . Qtn−1,tnx−U(sN , t)x)‖L(E)+‖(Qs,sN−U(s, sN ))U(sN , t)x‖L(E).
(6)
Let us prove that as N →∞, (Qs,sN − U(s, sN))U(sN , t)x→ 0. We have:
(Qs,sN − U(s, sN ))U(sN , t)x =
(
QsN−(sN−s),sN − I
)
U(sN , t) x
−
(
U(sN − (sN − s), sN)− I
)
U(sN , t) x. (7)
We have proved that for every x ∈ Y , Bτ−h,τU(τ, t)x converges to zero uni-
formly in τ ∈ [s, t]. This implies that the both summands in (7) converge to
zero as N →∞. Further note that as the mesh of PN tends to zero,
QsN ,t1 . . . Qtn−1,tnx− U(sN , t) x→ 0, (8)
since we can repeat the argument that leads to estimates (3) and (4). To make
our argument precise, we define U(τ − h, τ) = U(s, τ) and Qτ−h,τ = Q(s, τ)
if τ − h < s. Next, since Qs,sN is a contraction, we conclude that the first
summand in (6) converges to zero as the mesh |PN | goes to zero. Thus for any
x ∈ Y , the left-hand side of (6) converges to zero. By the Banach-Steinhaus
theorem it converges to zero for all x ∈ E. The theorem is proved.
Corollary 1 (The case of commuting generators). Let At be a stable (see
[2]) family of pairwise commuting generators of strongly continuous semi-
groups, and let Qt1,t2, t1, t2 > 0, be a two-parameter family of contrac-
tion operators E → E, such that Assumptions 1–5 of Theorem 1 are ful-
filled. Then, for any subinterval [s, t] ⊂ [S, T ], for any sequence of partitions
{s = t0 < t1 < · · · < tn = t} of [s, t] such that max (tj+1−tj)→ 0 as n→∞,
and for all x ∈ E,
Qt0,t1 . . . Qtn−1,tnx→ e
∫ t
s
Ardr x, n→∞.
For the proof of Corollary 1 we will need Proposition 1 below (see [2],
p.489 for details).
5
Proposition 1. Let {At} be a stable family of pairwise commuting gener-
ators of strongly continuous semigroups. Let us assume that there exists a
space Y ⊂ ∩t∈[S,T ]D(At) which is dense in E, and let for all y ∈ Y , the
mapping [S, T ] → E, t 7→ Aty be continuous. Then, (
∫ t
s
Ardr, Y ) is closable
and its closure (which we still denote by
∫ t
s
Ardr) is a generator. Moreover,
the backward propagator with the left generator At takes the form:
U(s, t) = e
∫ t
s
Ardr.
Proof of Corollary 1. Proposition 1 and Theorem 1 imply Corollary 1.
3 Application to diffusions on manifolds
Let M be a d-dimensional compact Riemannian manifold isometrically em-
bedded into a Euclidean space Rm. Further let σ(t) be a nongenerate matrix
in Rm. We assume that the map [S, T ] → GL(m), t 7→ σ(t) is continuously
differentiable, where GL(m) denotes the space or real nongenerate matrices
m×m. Consider the transition density function
p(s, x, t, y) =
det σ(t)
(2pi(t− s))
m
2
exp
(
−
∣∣σ(t)y − σ(s)x∣∣2
Rm
2(t− s)
)
. (9)
One can easily verify that the non-homogeneous Markov process associated
to (9) is x+ σ(t)−1Wt, where Wt is an Rm-valued Brownian motion.
3.1 A short time asymptotic of a Gaussian-type inte-
gral operator
In this paragraph we obtain a short time asymptotic for the intergral of the
form 1
(2pit)
d
2
∫
M
g(z)e−
|z−y|2
2t λM(dz), where λM is the volume measure on M .
Unlike the short time asymptotic of the same integral obtained in [3] we
compute the coefficient at t precisely. In [3], the authors do not obtain the
precise expression for this coefficient.
Let scalM denote the scalar curvature, and ∆M denote the Laplace-
Beltrami operator on M .
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Proposition 2. Let g ∈ C2(M). Then, there exist a constant K, a time t0,
and a function R : [0, t0]×M → R satisfying |R(t, y)| < Kt
1
2 for all y ∈ M
and for all t ∈ [0, t0] such that
1
(2pit)
d
2
∫
M
g(z)e−
|z−y|2
2t λM(dz) = g(y)−
t
2
∆Mg(y)
− g(y)
(1
6
scal(y) +
1
16
∆M∆M | · − y|
2
∣∣
y
)
t+ tR(t, y) (10)
for all y ∈M and for all t ∈ [0, t0].
Proof. Let ı be the isometrical embedding of M into Rm. It is well known
that |ı(z) − ı(y)|2 = d(y, z)2 + ϕ(y, z), where d is a geodesic distance in M ,
and ϕ(y, z) = O(d(y, z)4). Let Uy ⊂ M be a neighborhood of y, U be a
neighborhood of zero in the tangent space Ty at y. Let ψy : U → Uy be the
diffeomorphism providing the normal coordinates in Uy, fy(x) = ϕ(y, ψy(x)),
hy(x) =
√
det gij(x) g(ψy(x)) where gij is the metric tensor. We have:∫
Uy
e−
|z−y|2
2t g(z)λM(dz) =
∫
Uy
e−
d(y,z)2+ϕ(y,z)
2t g(z)λM(dz) =
∫
U
e−
|x|2+fy(x)
2t hy(x)dx.
By results of [3], there exist a function R˜(t, · ) and a constant K˜ such that
1
(2pit)
d
2
∫
U
e−
|x|2+fy(x)
2t hy(x)dx = hy(0)+
t
2
∆hy(0)−
t
16
hy(0)∆∆fy(0)+t R˜(t, x),
(11)
and |R˜(t, · )| < K˜t1/2. By arguments of [3], the neighborhood U ⊂ Rd and
the constant K˜ can be chosen the same for all y ∈M . Note that hy(0) = g(y).
Next, it was obtained in [3] that ∆hy(0) = −∆Mu(y)−
1
3
u(y) scal(y). Let us
compute ∆∆fy(0). Note that ∆∆ d(y, ψy(x))
2 = ∆∆|x|2 = 0. Hence,
∆∆fy(0) = ∆∆
(
|ı ◦ ψy(x)− ı(y)|
2
)
|x=0 = ∆M∆M | · − y|
2
∣∣
y
.
Substitute the expressions for ∆hy(0) and ∆∆fy(0) into (11). Next, we need
to estimate the integral 1
(2pit)
d
2
∫
MUy
g(z)e−
|z−y|2
2t λM(dz). Neighborhoods Uy
can be choosen of the form Uy = {z ∈ M : |z − y| < εy} where εy can be
choosen bounded away from zero (see [3]), say, by ε. Let t0 > 0 be small
enough so that
1
(2pit)
d
2
∫
MUy
g(z)e−
|z−y|2
2t λM(dz) 6
1
(2pit)
d
2
e−
ε2
2t
∫
M
|g(z)|λM(dz) < t
3/2
(12)
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for t < t0. Estimate (12) and the choice of the function R˜ imply (10) with
R(t, y) satisfying |R(t, y)| < Kt1/2, where the constant K does not depend
on y.
Corollary 2. Let g ∈ C2(M). Then, there exist a constant K, a time t0,
and a function R¯ : [0, t0]×M → R satisfying |R¯(t, x)| < Kt
1
2 for all x ∈ M
and for all t ∈ [0, t0] such that for all x ∈M , and for all t ∈ [0, t0],
∫
M
g(y)e−
|y−x|2
2t λM(dy)∫
M
e−
|y−x|2
2t λM(dy)
= g(x)−
t
2
∆Mg(x) + tR¯(t, x).
Proof. The statement of the corollary easily follows from Proposition 1 ap-
plied to the functions g(y) and g(y) ≡ 1 respectively.
3.2 Surface measure generated by a non-homogeneous
diffusion
Consider the integral operator C(M)→ C(M):
(Qτ−h,τf)(x) =
∫
M
p(τ − h, x, τ, y)f(y)λM(dy)∫
M
p(τ − h, x, τ, y)λM(dy)
. (13)
After introducing the notation
pM(τ − h, x, τ, y) =
IM(y) p(τ − h, x, τ, y)∫
M
p(τ − h, x, τ, y)λM(dy)
we can write (13) in the form:
(Qτ−h,τf)(x) =
∫
M
pM(τ − h, x, τ, y)f(y)λM(dy). (14)
Consider the operator product:
(Qt0,t1Qt1,t2 . . . Qtn−1,tnf)(x)
=
∫
M
pM(t0, x, t1, x1)λM(dx1)
∫
M
pM(t1, x1, t2, x2)λM(dx2)
. . .
∫
M
pM(tn−1, xn−1, tn, xn)f(xn)λM(dxn). (15)
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Theorem 2. Let the operator Qτ−h,τ : C(M) → C(M) be defined by (14).
Then, as the mesh of P tends to zero, the operator product defined by (15)
converges at every point f ∈ C(M) with respect to the norm of C(M) to the
backward propagator U(s, t) whose left generator is given by
(Atf)(x) = −
1
2
∆Mtft(σ(t)x) + (∇Mtft(σ(t)x), σ
′(t)x)Rm , (16)
where Mt = σ(t)M , ft = f ◦ σ(t)
−1, x ∈M .
Proof. Let us first show that the operators At generate a non-homogeneous
diffusion on M . Note that Mt is also isometrically embedded into Rm. The
isometric embedding ıt defines a metric tensor g˜ij(t, x) =
∑
α
∂ıαt
∂xi
∂ıαt
∂xj
(x) on
Mt, and the Levi-Civita connection Γ˜
i
jk(t, · ) of the metric g˜ij(t, · ). Let f ∈
C2(M) and x˜ = σ(t)x ∈ Mt. Further let {x˜i} be local coordinates in a
neighborhood U of x˜. We have:
(Atf)(x) = g˜
ij(t, x˜)
∂2ft
∂x˜i∂x˜j
(x˜)− g˜ij(t, x˜)Γ˜kij(t, x˜)
∂ft
∂x˜k
(x˜) +
∂ft
∂x˜i
˜(σ′(t)x)
i
where ˜(σ′(t)x)
i
are the coordinates, with respect to the basis ∂
∂x˜i
, of the
projection of the vector σ′(t)x onto the tangent space Tx˜(Mt). The matrix
σ(t)−1 can be regarded as a change of coordinates in U . Let {xi} = σ(t)
−1{x˜i}
be the new coordinates in U due to this change. Further let gij(t, · ) and
Γkij(t, · ) denote the metric tensor and the Levi-Civita connection written
in the coordinates {xi}. Note that {xi} are also local coordinates in the
neighborhood σ(t)−1U ⊂ M of the point x ∈ M . Also, gij and Γkij can be
ragarded as the metric tensor and the Levi-Civita connection on M . Taking
into account this, we obtain the following connection between gij and g˜ij, Γkij
and Γ˜kij :
g˜ij(t, x˜) = gpq(t, x)σip(t)σ
j
q(t),
Γ˜kij(t, x˜) = σ
k
l (t)(σ
−1)pi (t)(σ
−1)qj(t)Γ
l
pq(t, x).
Moreover, ∂
2ft
∂x˜i∂x˜j
(x˜) = ∂
2f
∂xk∂xl
(x)(σ−1)ki (σ
−1)lj and
∂ft
∂x˜k
(x˜) = ∂f
∂xm
(x)(σ−1)mk .
This implies that
(Atf)(x) = g
pq(t, x)
∂2f
∂xp∂xq
(x)− gpq(t, x)Γkpq(t, x)
∂f
∂xk
(x) +
∂f
∂xp
(σ′(t)x)p
(17)
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where (σ′(t)x)p are the coordinates, with respect to the basis ∂
∂xp
, of the
projection of the vector σ′(t)x onto the tangent space Tx(M). The existence
of a unique diffusion on
(
M, gij(t, · )
)
generated by the time-infomogeneous
differential operator on the right-hand side of (17) is known (see, for example,
[6]). Therefore the operator At defined by (16) generates a diffusion on M .
Let us show that Assumptions 1–5 of Theorem 1 are fulfilled. Note that
all the generators At have the same domain C
2(M). Therefore, the space
Y can be taken to be the common domain C2(M). The norm in Y is the
following: ‖x‖Y = ‖x‖C(M) + supτ∈[S,T ] ‖Aτx‖C(M). Let f ∈ C
2(M), and let
u(s, x) be the solution to the following final value problem on C(M):{
∂u
∂s
(s, x) = −As u(s, x)
lims↑t u(s, x) = f(x).
(18)
Further let P (s, x, t, A) be the transition probability function of the diffusion
generated by As. Then, the backward propagator U(s, t) can be expressed
via P (s, x, t, A):
(U(s, t)f)(x) =
{∫
M
P (s, x, t, dy) f(y), s < t,
f(x), s = t.
Moreover, u(s, x) = (U(s, t)f)(x) (see [1]). Clearly, u(s, · ) ∈ C2(M), and
therefore Assumption 2 is fulfilled. Next, it is known that u ∈ C2,1(M×[S, t]),
which implies that the map [S, t] → C2(M), s 7→ u(s, · ) is continuous.
Therefore, Assumption 3 of Theorem 1 is also fulfilled.
Let us show now that Assumption 5 is fulfilled. Let yt = σ(t)y, xs = σ(s)x.
Then
p(s, x, t, y) = det σ(t) q(t− s, xs, yt)
where q(τ, x, y) is the Gaussian density with respect to the Lebesgue measure
on Rm. It is easy to verify that∫
M
p(s, x, t, y)f(y) λM(dy) = det σ(t)
∫
Mt
q(t− s, xs, yt) ft(yt) λMt(dyt).
(19)
Using this formula and canceling the multiplier e
−|xt−xt−δ |
2
Rm
2δ in the numerator
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and the denominator of the fraction below we obtain:∫
M
p(t− δ, x, t, y)f(y)λM(dy)∫
M
p(t− δ, x, t, y)λM(dy)
=
∫
Mt
q(δ, xt, yt)e
−(yt−xt,σ′(t−θδ)x)Rmft(yt)λMt(dyt)∫
Mt
q(δ, xt, yt)e−(yt−xt, σ
′(t−θδ)x)RmλMt(dyt)
.
(20)
Multiplying the numerator and the denominator by
∫
Mt
q(δ, xt, yt)λMt(dyt),
and then applying Corollary 2, we continue (20):∫
M
pM(t− δ, x, t, y) f(y)λM(dy) = f(x)
+ δ
−1
2
∆Mtft(xt) + (∇Mtft(xt), σ
′(t− θδ)x)Rm − f(x)R˜(t, δ) + R¯(t, δ)
1− δ
2
∆Mte
−(yt−xt, σ′(t−θδ)x)Rm |yt=xt + δ R˜(t, δ)
where θ ∈ (0, 1) is the number satisfying σ(t)x − σ(t − δ)x = δ σ′(t − θδ)x,
and the functions R¯(t, δ) and R˜(t, δ) are the higher-order terms that appear
in the numerator and the denominator of (20) after applying Corollary 2.
The term (∇Mtft(xt), σ
′(t− θδ)x)Rm appears after computing
∇Mte
−(yt−xt, σ′(t−θδ)x)Rm
∣∣∣
yt=xt
= −PrTxt (Mt) σ
′(t− θδ)x
where PrTxt (Mt) denotes the projection onto the tangent space Txt(Mt). Due to
the continuity of the map t 7→ σ′(t)x, σ′(t−θδ)x converges to σ′(t)x uniformly
in t as δ → 0. Also, as δ → 0, δ
2
∆Mte
−(yt−xt, σ′(t−θδ)x)Rm
∣∣
yt=xt
converges to
zero uniformly in t by boundedness of the second multiplier. Therefore, to
show that Assumption 5 is fulfilled we have to prove that R¯(δ, t) and R˜(t, δ)
tend to zero uniformly in t as δ → 0. We prove it for the function R¯(t, δ).
In the proof of Proposition 2 we considered the neighborhoods Uy = {z ∈
M, |z − y| < εy} where the normal coordinates can be introduced. Moreover
εy is bounded away from zero by ε as y ∈M varies. Let Uyt = σ(t)Uy, where
yt = σ(t)y, and Ut = σ(t)U . Clearly, the exponential map exp : Ut → Uyt is
well-defined, and therefore we can introduce normal coordinates in Uyt . Let
εyt = inf{|z − yt|, z ∈ Uyt}. Due to the continuity of the map t 7→ σ(t), εyt
are bounded away from zero, say, by ε, as t runs over [S, T ] and y runs over
M , i.e. when yt runs over ∪τ∈[S,T ]Mτ . This and estimate (12) imply that
1
(2piτ)
d
2
∫
MtUyt
ft(z)e
−
|z−yt|
2
2τ λMt(dz) < τ
3/2.
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Next, we have to analyze the higher-order term in every neighborhood Ut =
exp−1 Uyt . We use the estimate of this term obtained in [3] (Lemma 2). All
multipliers in the function estimating the higher-order term as well as the
integral over RmUt are continuous in t ∈ [S, T ]. This proves that R¯(t, δ) is
bounded by K δ
1
2 where K does not depend on t. Now the statement of the
theorem follows from Theorem 1.
Let us discuss now a probabilistic interpretation of Theorem 2. Let Wξ,
ξ ∈ [τ − h, τ ], be an Rm-valued Brownian motion starting at 0, and let Wxσ
be the distribution of the process x + σ(ξ)−1Wξ. Further let Uε(M) denote
the ε-neighborhood ofM , and g : C([τ −h, τ ],Rm)→ R be aWxσ-measurable
function. The right-hand side of the equality
∫
C([τ−h,τ ],Rm)
g(ω)Wxε,τ(dω) =
∫
C([τ−h,τ ],Rm) I{ω:ω(τ)∈Uε(M)} g(ω)W
x
σ(dω)
Wxσ{ω : ω(τ) ∈ Uε(M)}
defines a probability distribution Wxε,τ on the same σ-algebra where the dis-
tribution Wxσ is defined, i.e. the σ-algebra generated by all cylindric subsets
of the space of all functions [τ − h, τ ] → Rm. Clearly, Wxε,τ is supported on
C([τ−h, τ ],Rm). The diffusion associated withWxε,τ is a time-inhomogeneous
Markov process that starts at x ∈ M at time τ − h, and is conditioned to
come to the neighborhood Uε(M) at time τ . The transition probability func-
tion Pτ−h,τ(x, · ) defined via Wxε,τ , i.e. Pτ−h,τ(x,A) = W
x
ε,τ(ω : ω(τ) ∈ A),
possesses the density
pε(τ − h, x, τ, y) =
IUε(M)(y) p(τ − h, x, τ, y)∫
Uε(M)
p(τ − h, x, τ, y)dy
.
As ε tends to zero, pε(τ − h, x, τ, y) dy converges weakly relative to the fam-
ily of bounded continuous functions to pM(τ − h, x, τ, y) λM(dy). The latter
function defines a probability distribution on the algebra of cylindric subsets
of C([τ − h, τ ],Rm). The Markov process associated to this probability dis-
tribution starts at x ∈M at time τ −h, and is conditioned to return toM at
time τ . Consider a partition P = {s = t0 < t1 < · · · < tn = t} of an interval
[s, t] ⊂ [S, T ], and think of a Markov process XPt that starts at x ∈M at time
s and is conditioned to return toM at all times ti ∈ P. Let ti−1 6 r < τ 6 ti.
If τ = ti then the transition probability function P
P(r, z, τ, · ) of XPt , con-
sidered as a measure, is concentrated on M and pM(r, z, ti, y) is its density
with respect to the measure λM . Moreover, the latter holds also if ti−1 < r.
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If τ < ti then P
P(r, z, τ, · ) is a distribution on the enveloping space Rm. The
conditional probability argument implies that PP(r, z, τ, · ) has the density
with respect to the Lebesgue measure on Rm:
pP(r, z, τ, y) =
p(r, z, τ, y)
∫
M
p(τ, y, ti, x¯)λM(dx¯)∫
M
p(r, z, ti, x¯)λM(dx¯)
. (21)
Now let ti−1 6 r < ti < tj−1 < τ < tj . In this case the density of P
P(z, r, τ, · )
with respect to the Lebesgue measure on Rm is given by
pP(r, z, τ, y) =
∫
M
pM(r, z, ti, xi)λM(dxi)
∫
M
pM(ti, xi, ti+1, xi+1)λM(dxi+1)
. . .
∫
M
pM(tj−2, xj−2, tj−1, xj−1) p
P(tj−1, xj−1, τ, y)λM(dxj−1). (22)
Corollary 3. As the mesh of P tends to zero, the finite-dimensional dis-
tributions of the process XPt converge weakly to the finite-dimensional distri-
butions of the M-valued diffusion Xt genarated by At.
Proof. We have to prove that for any partition s < τ1 < · · · < τk < t and for
any bounded continuous function f : Rk → R,
E
[
f(XPτ1 , . . . , X
P
τk
)
]
→ E
[
f(Xτ1 , . . . , Xτk)
]
as |P| → 0.
First we consider only those partitions P that contain all the points τi, 1 6
i 6 k. Pick up two subsequent points τi and τi+1. Let tl ∈ P and tm ∈ P be
such that tl = τi and tm = τi+1. Then,
pP(τi, z, τi+1, y) =
∫
M
pM(τi, z, tl+1, xl+1)λM(dxl+1)
. . .
∫
M
pM(tm−2, xm−2, tm−1, xm−1) p
M(tm−1, xm−1, τi+1, y)λM(dxm−1). (23)
Now let f ∈ C(Mk), and let P (s, x, t, A) be the transition probability func-
tion of the process Xt on M generated by At. We have:∫
M
pP(s, x, τ1, x1) λM(dx1) . . .
∫
M
pP(τk−1, xk−1, τk, xk)f(x1, . . . , xk) λM(dxk)
−
∫
M
P (s, x, τ1, dx1) . . .×
∫
M
P (τk−1, xk−1, τk, dxk)f(x1, . . . , xk) =
13
=k−1∑
i=1
∫
M
pP(s, x, τ1, x1) λM(dx1) . . .
∫
M
pP(τi−1, xi−1, τi, xi) λM(dxi)
[∫
M
pP(τi, xi, τi+1, xi+1)λM(dxi+1)− P (τi, xi, τi+1, dxi+1)
]
∫
M
P (τi+1, xi+1, τi+2, dxi+2) . . .
∫
M
P (τk−1, xk−1, τk, dxk) f(x1, . . . , xk) λM(dxk).
(24)
Each term of this sum converges to zero as the mesh |P| goes to zero. Indeed,
for every i, 1 6 i < k, for every function g ∈ C(M i+1), the difference
∫
M
(
pP(τi, x˜i, τi+1, xi+1) λM(dxi+1)−
∫
M
P (τi, x˜i, τi+1, dxi+1)
)
g(x1, . . . , xi+1)
(25)
converges to zero. This follows from Theorem 2. Indeed, the second term in
(25) is the backward propagator with the left generator At, and the first term
is the operator product (15). The convergence in (25) holds in C(M i+1) by the
argument of Theorem 2. The latter argument has to be applied to operators
C(M i+1) → C(M i+1) and with respect to the norm of C(M i+1) instead of
C(M), as in Theorem 2, which, however, leaves the proof of Theorem 2
without changes.
Now let us assume that an infinite number of partitions P with the meshes
decreasing to zero do not include some of the points τi. Then, instead of
formula (23) for pP we have to use formula (22). We would like to reduce
this case to the previous one, i.e. when all the points τi are always among the
partition points of P. For this purpose we have to analyze the expression:∫
Rm
pP(ti, xi, τ, y) dy
∫
M
pM(τ, y, xi+1, ti+1)f(z, y, xi+1) λM(dxi+1), (26)
where the variable xi+1 comes from the subsequent integrals as the result of
their replacement with the backward propagator. The variables z and y come
from the original integrand function, τ is one of the points τi, 1 6 i 6 k,
and the partition points ti and ti+1 are choosen such that ti < τ < ti+1.
We would like to show that as ti, ti+1 → τ , the difference between (26)
and
∫
M
pM(ti, xi, ti+1, xi+1) f(z, xi, xi+1) λM(dxi+1) converges to zero. By the
Banach-Steinhaus theorem, it suffices to prove this when f is continuously
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differentiable with respect to y. Applying formula (21) we observe that (26)
equals to∫
Rm dy p(ti, xi, τ, y)
∫
M
p(τ, y, ti+1, xi+1) f(z, y, xi+1) λM(dxi+1)∫
M
p(ti, xi, ti+1, x¯i+1) λM(dx¯i+1)
. (27)
Applying formula (19), for the numerator of (27) we obtain:∫
Rm
dyτ q(τ − ti, xti , yτ)
∫
Mti+1
q(ti+1 − τ, yτ , xti+1) fτ,ti+1(z, yτ , xti+1)λMti+1(dxti+1)
(28)
where fτ,ti+1(z, · , · ) = f
(
z, σ(τ)−1( · ), σ(ti+1)
−1( · )
)
, xti = σ(ti)xi, yτ =
σ(τ)y, xti+1 = σ(ti+1)xi+1. Also, in (28) we omitted the multiplier det σ(ti+1)
which will be taken into consideration later again. Application of Taylor’s
formula to fτ,ti+1(z, · , xti+1) at point xti gives:
fτ,ti+1(z, yτ , xti+1) = fτ,ti+1(z, xti , xti+1) + ∂2fτ,ti+1(z, p(xti , yτ), xti+1)(yτ − xti)
(29)
where p(xti , yτ) is a point on the segment [xti , yτ ] and ∂2 means partial dif-
ferentiation with respect to the second argument. If we substitute as an
integrand the first summand of (29) into (28), we obtain:∫
Mti+1
q(ti+1 − ti, xti , xti+1)fτ,ti+1(z, xti , xti+1)λMti+1(dxti+1).
Further, this substitution brings (27) to∫
M
pM(ti, xi, ti+1, xi+1) f(z, σ(τ)
−1σ(ti)xi, xi+1) λM(dxi+1).
The latter converges to
∫
M
pM(ti, xi, ti+1, xi+1) f(z, xi, xi+1) λM(dxi+1). Thus,
we have to prove that
det σ(ti+1)∫
M
p(ti, xi, ti+1, xi+1)λM(dxi+1)
∫
Rm
dyτ q(τ − ti, xti , yτ) (30)
×
∫
Mti+1
q(ti+1 − τ, yτ , xti+1) ∂2fτ,ti+1(z, p(xti , yτ), xti+1)(yτ − xti) λMti+1(dxti+1)
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converges to zero as ti, ti+1 → τ . We change the order of integration in (30)
and split the integral with respect to yτ , taken over Rm, into two: over the
set {yτ : |yτ − xti | < (τ − ti)
1
3} and over its complement {yτ : |yτ − xti | >
(τ − ti)
1
3}. Estimation of the first term gives:∣∣∣∫
{|yτ−xti |<(τ−ti)
1
3 }
dyτ q(τ − ti, xti , yτ ) q(ti+1 − τ, yτ , xti+1)
× ∂2fτ,ti+1(z, p(xti , yτ), xti+1)(yτ − xti)
∣∣∣ 6 (31)
sup
xi,xi+1∈M,y∈Uε(M),z∈K
|∂2fτ,ti+1(z, p(xti , yτ), xti+1)| q(ti+1 − ti, xti , xti+1) (τ − ti)
1
3
where K is a compact, since without loss of generality we can consider that
the totality of variables z belongs to a compact K. Indeed, the integrand
∂2fτ,ti+1(z, p(xti , yτ ), xti+1)(yτ − xti) is bounded by (29). The preceeding in-
tegration w.r.t. every variable from the totality z is either taken over the
manifoldM or similar to the integration w.r.t. y in (26). In the latter case we
can replace the integrals over Rm with integrals over compact neighborhoods
of M because the integrals over the complements of these neighborhoods
tend to zero as the mesh |P| goes to zero. Further, since yτ is always in the
(τ−ti)
1
3 -neighborhood ofMti , then y is always in some ε-neighborhood ofM .
Therefore, the supremum in the last line of (31) is finite. Hence, the summand
in (30) which corresponds to the integration over {yτ : |yτ −xti | < (τ − ti)
1
3}
is bounded by
sup |∂2fτ,ti+1| (τ − ti)
1
3
∫
M
pM(ti, xi, ti+1, xi+1)λM(dxi+1)
which tends to zero as ti, ti+1 → τ . The other summand, which corresponds
to the integration over {yτ : |yτ − xti | > (τ − ti)
1
3}, is bounded by
1(
2pi(τ − ti)
)m
2
e
− 1
2(τ−ti)
1
3
∫
Mti+1
λMti+1 (dxti+1)
×
∫
Rm
dyτ
∣∣∂2fτ,ti+1(z, p(xti , yτ), xti+1)(yτ − xti)∣∣ q(ti+1 − τ, yτ , xti+1)
which also tends to zero as ti, ti+1 → τ since the product of the partial
derivative ∂2fτ,ti+1 and (yτ − xti) is bounded by formula (29). The multiplier
in front of the integrals in (30) also converges to zero as |P| → 0, and therefore
the convergence of (30) to zero as ti, ti+1 → τ is proved.
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