Chains of N FitzHugh-Nagumo oscillators with a gradient in natural frequencies and strong diffusive coupling are analyzed in this paper. We study the system's dynamics in the limit of infinitely large coupling and then treat the case when the coupling is large but finite as a perturbation of the former case. In the large coupling limit, the 2N -dimensional phase space has an unexpected structure: there is an (N − 1)-dimensional cylinder foliated by periodic orbits with an integral that is constant on each orbit. When the coupling is large but finite, this cylinder becomes an analog of an inertial manifold. The phase trajectories approach the cylinder on the fast time scale and then slowly drift along it toward a unique limit cycle. We analyze these dynamics using geometric theory for singularly perturbed dynamical systems, asymptotic expansions of solutions (rigorously justified), and Lyapunov's method.
1. Introduction. Spatially distributed neurons are often modeled as a collection of compartments [11, 16] , with connections between adjacent compartments represented as simple electrotonic coupling. It is known that having different distribution of ionic currents in the different compartments or different geometry in the compartments can affect the behavioral repertoire of the cells (e.g., [21, 15] and references therein). This paper is motivated by recent work of C. Wilson and J. Callaway on firing patterns in dopamine-releasing neurons [30] . In work aimed at understanding the origin of bursting patterns in vivo, Wilson and Callaway used calcium imaging, electrophysiology, and modeling to investigate patterns of firing in an in vitro preparation containing these cells. Their experimental data suggest that a single such cell may be thought of as a chain of oscillating compartments, with differences in natural frequencies along the chain created by differences in calcium dynamics. The minimal model introduced to describe some features of their observations is a Morris-Lecar-like set of equations [18] for the electrical potential v and the Ca-concentration u in each compartment: [30] . The bold curve is a phase trajectory of (1.1) approaching the limit cycle.
1). The dotted curves are the v-nullcline (cubic shaped) and the u-nullcline. The membrane potential, v, is measured in the units of mV and the calcium concentration, u, is in the units of nM , as in the model in
where C is the membrane capacitance, τ −1 relates voltage change due to Ca input to the change in the Ca concentration, and the factor ω varies along the chain. The model is derived as a discrete cable equation [11] , using a small number of nonlinear conductances. g Ca (v) and g K (v) are voltage dependent calcium and potassium conductances and g KCa (u) is a calcium dependent potassium conductance; there is also a small leak conductance g leak and a slow calcium removal with time constant τ
−1
Ca . More information is in [30] . In the range of parameters of interest, (1.1) is a relaxation oscillator ( Figure 1 1 is the strength of the coupling and r i > 0. In the current paper, we study a related set of equations to understand some dynamical features observed in both the experiments and the model (1.1). The essential features are as follows:
1. Though the compartments have significantly different natural frequencies, the voltages in all compartments are essentially identical (Figure 2(a) ).
2. The u variables (calcium concentration in the experiments) have different amplitudes but the same time courses.
3. The u variables approach a steady-state oscillation via a long transition period. During this period, the amplitudes of the oscillations in the compartments with the low natural frequencies increase, and those of compartments with high natural frequencies decrease; the time courses remain the same during the transition ( Figure  2(b) ). The model has long transients even for strong coupling (large d).
To understand the origin of the long transition and its dependence on coupling strength, we consider a set of equations that exhibit qualitatively the same dynamics as (1.1), but which are more amenable to analysis. We use the coupled FitzHugh- [30] . Note that the voltage variables are almost identical. The amplitudes of the concentration variables gradually change, but everything stays in synchrony.
Nagumo equations
where ω i 's are different natural frequencies of the individual oscillators, d 1, 0 < 1, and the potential f has a qualitative "cubic" form. The coupling terms have the form of a discrete Laplace operator, like the original model of Wilson and Callaway [30] , without the gradient in coupling strengths of the original model. In section 6, we show how to modify our analysis to cover chains with inhomogeneous coupling (see Remark 6.1). In the limit of strong coupling (d → ∞), we find that system (1.2) has an unexpected mathematical structure: a family of periodic orbits, which form an attracting (N − 1)-dimensional cylinder in 2N -dimensional phase space. For infinite coupling, a phase trajectory approaches one of these periodic orbits determined by the initial condition. When the coupling is large but finite the phase trajectory approaches the cylinder of periodic orbits and then drifts along it slowly with rate O( 1 d ) toward a unique limit cycle of the coupled system. This drift corresponds to the transient dynamics clearly seen from the both numerics and experiments. Therefore, the transients are longer for strong coupling.
Our analysis uses ideas from the geometric theory of singularly perturbed dynamical systems [14] . To understand the dynamics of (1.2), one has to find the slow manifolds associated with (1.2). However, even for a system of two coupled oscillators of type (1.2) the slow manifolds and their boundaries are not evident. A crucial observation is that
This scaling is plausible from the form of the v-equations in (1.2) and is rigorously justified later in the paper. It follows from (1.3) that the coupling terms d(v i+1 −v i ) = O (1) . Since all of the v-components are equal to leading order, the coupling terms on the parts of trajectories can be parametrized just by the first v-component, v 1 :
The ansatz (1.4) and (1.3) can be used to uncouple (1.2) , making the analysis possible. However, the functions c i (v 1 ) are not known a priori. Much of the work is to show the sense in which the c i are well defined and to calculate them. Indeed, when the coupling is finite (but large), the c i (v 1 ) change from cycle to cycle, and the size of this change is closely related, inversely, to the length of the transient behavior.
The paper is organized as follows. We start in section 2 with some background information about single relaxation oscillators and a formulation of the problem for two oscillators, using simulations to motivate an appropriate notion of synchrony. In section 3 we show heuristically how to compute the functions c(v 1 ) = d(v 2 − v 1 ) and discuss the geometry of the fast and slow manifolds of the equations associated with this calculation. Using the heuristic calculation of c(v 1 ), we can then do a formal construction of the synchronous solutions to the coupled equations. The calculations use an asymptotic analysis in powers of δ. At lowest order, we obtain a description of the slow manifolds and the frequency of the coupled system. We also obtain an integral for the coupled system, defined on a two-dimensional submanifold foliated by periodic solutions. At the next order in δ, we see that there is a drift in this function, which is no longer an integral. A direct computation of the drift shows that the transient part of the trajectory tends toward a unique periodic solution of the infinite coupling equations. This computation is done with estimates in a general setting, and explicitly for an example.
The direct asymptotic calculation is too cumbersome to be easily used for a chain of oscillators. Hence, in section 5, a different approach is developed, using a Lyapunov function inspired by the asymptotics. The analysis from this Lyapunov function recovers the O(δ) analysis from section 3 in a more conceptual and algebraically easier manner. Using this new tool, the behavior of the chain of N oscillators is analyzed in section 6. We show that, for δ = 0, there is an (N − 1)-dimensional manifold foliated by periodic solutions, and the system quickly (time O( )) approaches this manifold. As for the N = 2 case, when δ > 0 there is a Lyapunov function, and trajectories approach a unique periodic orbit of the δ = 0 equations.
All of the above analysis depended on the use of the ansatz (1.3). In section 7, we give a rigorous justification of the previous formal asymptotic results. In particular, we prove that any trajectory of (1.2) with initial data from a bounded domain of the phase space will converge to a unique limit cycle after a transition period of time O(d).
In section 8, we show the surprising result that the conclusions of the paper need not hold after subtle changes in the form of the nullcline of the slow variable, even though such changes do not affect the behavior of the uncoupled oscillator. More specifically, we modify the u equations of (1.2) to
and show that the dynamics can be very sensitive to the value of κ. We explain the origin of this effect and discuss the relationship of this effect to the behavior of the motivating example (1.1).
Formulation of the problem.
In the present section we formulate the problem for a system of two FitzHugh-Nagumo oscillators coupled diffusively:
where 0 < 1 and d > 0. In analogy to the physiological model (1.1), functions v i and u i in these equations represent voltage and concentration variables, respectively. A piecewise smooth function f (v) is assumed to have a qualitatively cubic shape, e.g.,
. Henceforth for definiteness we will assume ω 1 < ω 2 . The numerical simulations of (2.1) suggest that when the coupling is sufficiently strong (d 1) the system possesses a phase-synchronous solution even though the natural frequencies ω 1 and ω 2 are very different. The time series plotted in Figure  3 (a) show that v 1 (t) and v 2 (t) undergo almost identical oscillations with a small phase shift. After some transition period, the concentration variables u 1 and u 2 exhibit synchronous oscillations in phase, but these oscillations have different amplitudes. During the transition period preceding the steady state oscillations, the amplitude of u 1 gradually increases while that of u 2 decreases but both variables stay in synchrony (see Figure 3(b) ).
Before embarking upon an analysis of phase space trajectories of the coupled system of (2.1), we briefly recall some facts and terminology from the theory developed for a single relaxation oscillator: The system (2.2) can be reformulated with a change of the time variable τ = t :
The time scale given by τ is said to be fast whereas that for t is slow. Thus, we call (2.2) the slow system and (2.3) the fast system. There are two limiting equations, one naturally associated with each scaling as → 0. Letting → 0 in (2.3), we obtain the system
According to the equation (2.4) for the reduced fast system the variable v, referred to as a fast variable, will vary while u will remain constant. On the other hand, if we let → 0 in (2.2), the limiting equations are
The reduced slow system (2.5) defines a differential flow on the manifold Γ = {(u, v) : u = f (v)} given by the first equation. A singular solution of (2.2) is constructed by piecing together the solutions of reduced fast and slow systems (2.3) and (2.4), respectively. The resulting phase trajectory Z 0 , corresponding to the stable limit cycle, is given in Figure 5 . It can be shown that for > 0 and sufficiently small the phase portrait of (2.1) has a smooth closed trajectory Z that is O( ) close to Z 0 in C 0 -topology [14] . Another piece of information about a single relaxation oscillator that we need is its period. To leading order, the period T of the relaxation oscillations (2.2) is the same as that of the discontinuous solution Z 0 corresponding to the case of = 0. The latter is equal to the sum of the traversal times for (2.2) on the slow motion segments By differentiating both sides of the first equation in (2.5) with respect to the time variable and using the second one, we have
on the slow segments of Z 0 . Therefore, (Figure 4 ). The frequency of the oscillations of (2.2) to leading order is
In what follows we will refer to ω as a natural frequency of the relaxation oscillator (2.2). For rigorous justification of the asymptotic calculation of the period of oscillations we refer to [14] .
The term "synchronization" may have different meanings in the context of different systems. We want to clarify the meaning of synchronization applicable to the system (2.1). We give the definition of synchronization for a more general system (1.2). Our definition is similar to the definition of the asymptotic synchronization in [9] . 
Heuristics: Geometry and asymptotics.
We start to analyze (2.1) by decomposing into the fast and slow subsystems. The key question for (2.1) is how the compartments can synchronize, even though the natural frequencies are very different. Once one makes the numerically plausible ansatz that |v 2 
, the essential clue to how this can happen comes from the geometry of the fast and slow subsystems of the coupled system (2.1). The decomposition is done in exactly the same way as for a single oscillator (2.2). Using the notation of the previous section, the reduced fast and slow subsystems are given by
and
As in the case of a single relaxation oscillator, the singular solutions to a coupled system (2.1) are constructed as the unions of solutions of simpler fast and slow equations (3.1) and (3.2). For a two-dimensional relaxation oscillator (2.2), it is easy to construct the singular solution from the cubic-shaped nullclines of the fast variable u (Figure 4) . The singular solution moves along this nullcline and jumps at each of its "knees," or local extrema of nullclines. For (2.1), the singular solution again moves along some submanifold, which is the slow manifold of (2.1) and jumps at the "jump" points. However, these slow manifolds and their boundaries are no longer as evident from the equations.
The ansatz
implies that the coupling terms ±d(v 2 −v 1 ) are O (1) . The slow manifold (first equation of (3.2)) is parametrized by v 1 and v 2 , but along any given trajectory on the slow manifold v 1 and v 2 are related, so we can think of 
Along the slow trajectory, the variables then satisfy
Here we have dropped the index of v 1 to simplify the notation. To lowest order in δ, the geometry associated with (3.6) is shown schematically in Figure 6 for the right branch of the slow manifold. The solid curve represents the graph of u = f (v), the dashed curve is given by u = f (v) + c(v) and the dotted curve is given by u = f (v) − c(v). v = a r is the value of v at which a knee is reached. (We show below that, to lowest order, the voltage value of this jump point is independent of the trajectory and the same for each compartment.) Note that in Figure 6 , the interval in u corresponding to the trajectory between v = b r and v = a r is shorter for the dotted curve than for the dashed one. Such a geometry, for the correct function c(v), is potentially consistent with (3.7), in the case ω 2 > ω 1 . That is, if c(v) changes with v in precisely the correct manner, it is possible to maintain v 1 approximately equal to v 2 , even though
In the asymptotics given below in this section, we show how to calculate such a trajectory-dependent function c(v) for given initial conditions along the slow manifold. This will be used in later sections to construct a 1-parameter family of periodic solutions in the limits → 0 and δ → 0.
By differentiating both sides of (3.6) with respect to v, we find that
On the other hand, (3.7) yields
Hence, by computing the ratio from (3.8) and (3.9) we obtain an ODE for c(v):
. 
We use the ansatz (3.3) that we have adopted for the asymptotic analysis and (3.4) to expand c(v) into the series
where none of c k 's depends on δ. Plugging (3.12) in (3.11) and extracting only the O(1) terms, we obtain the leading order equation:
where K is an arbitrary constant. The K encodes the dependence on initial conditions, which is given explicitly in the next section.
Similarly, by plugging (3.12) into (3.11) and selecting the terms of order O(δ) we have
Equations (3.14) and (3.15) yield
The asymptotic equations (3.14) and (3.16) will be used in the phase-space analysis of (2.1) to construct the periodic solution for finite coupling strength d.
Constructing a synchronous solution.
Using the asymptotic calculation of the previous section, we can formally construct a synchronous solution to (2.1). We start out by approximating the dynamics on the slow manifolds.
4.1.
The zeroth order approximation. By (3.6) and (3.14), the slow system to the lowest order of accuracy can be written as
where by (3.14) K is an arbitrary constant. The dynamics of the degenerate system (4.1) can be given a natural phase plane description. Denote
Two generalized nullclines Γ 1 and Γ 2 are as in Figure 6 . Following standard terminology [14] , we refer to those parts of Γ i where f (v) < 0 as stable. The constant K can be determined from the initial values u 1 (t 0 ) and u 2 (t 0 ). Using the top two equations in (4.1) we have
We note that the geometry of the generalized nullclines (4.1) implies that both graphs of u 1 and u 2 as functions of v have the same points of maximum and minimum at v = a r,l , which also are the extrema of u = f (v) ( Figure 6 ). Therefore, the jump points to leading order are the same for both oscillators and are independent of K. Moreover, it is straightforward to show that the same conclusion holds for the landing points v = b r,l ( Figure 6 ). The latter are defined as the abscissas of the points of intersection of the horizontal lines of fast motion with the stable branches of the generalized nullclines Γ i (K) opposite to the branches from where the jumps occurred.
Now we are in a position to describe the singular dynamics of (2.1) as → 0 and d → ∞. According to (4.1), phase points (v, u 1 ) and (v, u 2 ) will move upward (downward) along the right (left) stable branches of Γ 1 (K) and Γ 2 (K). Upon reaching the jump point a r (a l ) ( Figure 6 ), there is a rapid change in the v coordinate along the lines with constant values of u 1 and u 2 in the direction of the opposite branch of the graph of Γ i (K). The dynamics on the opposite branches are then followed by the fast jumps. As a result, we obtain two closed trajectories γ i (K), i = 1, 2, in (v i , u i ) phase planes, corresponding to the zeroth order approximation of the synchronous oscillations of the coupled system (2.1). In fact, in the (v 1 , u 1 , v 2 , u 2 ) phase space, we have a family of periodic solutions (γ 1 × γ 2 )(K) parameterized by K.
The frequency of synchronous oscillations.
We now compute the period of the synchronous oscillations of (2.1). In a manner similar to that shown in the case of a single oscillator (2.2), we have from (4.1)
on the slow parts of γ i (K). Following exactly the same steps as in the analogous calculation of section 2, we obtain the period of synchronous oscillations
computed to leading order. Thus, the frequency of synchronous oscillations is
where Λ 0 was defined in (2.7). The frequency is the same as that of the uncoupled oscillator (2.2) with natural frequency ω = . By (4.6) and (2.7), we conclude that the frequency of oscillations generated by the coupled system is the mean of the frequencies of the individual oscillators. In analogy to the case of a single relaxation oscillator, we refer to
as the natural frequency of the coupled system to leading order.
Summing up the results of the zeroth order analysis, we conclude that it shows how to construct synchronous solutions of (2.1) to the lowest order. It also explains how the frequency of synchronous oscillations in the coupled system is generated by the natural frequencies of the individual oscillators and is independent of K. Moreover, from the zeroth order analysis, we can see why the time series plotted for u 1 and u 2 display different amplitudes of oscillations ( Figure 3(b) ). Indeed, by (4.1) the generalized nullclines Γ 1 and Γ 2 can be obtained from the v-nullcline Γ of a single relaxation oscillator (2.2) by multiplying it by the scaling factors 2ω1,2 ω1+ω2 , respectively. However, the zeroth order analysis does not explain the transient dynamics during which the system spirals up toward a unique limit cycle in the phase plane ( Figure  3(a) ). It also does not specify the value of K that corresponds to this unique stable limit cycle. Therefore, we need to perform the asymptotic analysis to the next order.
The first order analysis.
According to the zeroth order asymptotic analysis, the phase points (v 1 , u 1 ) and (v 2 , u 2 ) follow closed orbits in the corresponding phase planes. However, the O(δ) terms in the governing equation (3.11) alter this picture. Indeed, suppose the phase points (v 1 , u 1 ) and (v 2 , u 2 ) at the start of the nth cycle (the moment when they hit the right-hand branch of the slow manifold) are located on the right branches of Γ 1,2 (K n ), respectively, for some K n . Because of the O(δ) terms in the governing equation, as the phase points move along, they deviate from the nullclines Γ 1,2 (K n ). By the time they reach the jump points, they 
Similarly, after the phase points jump, they move along the left-hand stable branches of Γ 1,2 (K n ), with some O(δ) deviation (see Figure 7) . Therefore, after one full cycle, the phase points end up on the nullclines Γ 1,2 (K n+1 ),
We want to calculate the "drift" in K after one cycle:
Suppose that at the start of the nth cycle, the phase point (v 1 , u 1 ) is on the right-hand stable branch of Γ 1 (K n ) for some K n :
Using (3.8) and (3.12), we calculate u 1 at the time when v 1 or v 2 (whichever is first) has reached the jump point a r :
We let a By (3.14), the last equation yields
The jump points are independent of K to O(1) but not to O(δ). Note that on the picture we formed by neglecting the O(δ) terms, the projections of the phase point onto the v 1 − u 1 and v 2 − u 2 phase planes reach the jump points a r,l simultaneously ( Figure 6 ), because v 2 = v 1 ≡ v to leading order. However, if we add the O(δ) terms to the expressions for v 1 and v 2 , they become
If c(a r ) is negative, then v 2 will reach a r before v 1 , and therefore, the jump point on the right branch can be determined from the equation
This implies that, up to an error of O(δ 2 ), we have
If c(a r ) is positive, then v 1 reaches a r first and, as before, the two oscillators jump at v = a 0 r . Therefore,
We now continue to estimate ∆ n K. Without introducing any O(δ) error we can change the upper limit of integration in the equation above to a r , because a r − a 1 r = O(δ) according to (4.11) . Therefore,
Right after the jump, on the left stable branch of Γ 1 (K n ) we have
The value of u 1 does not change during the fast jump in the singular limit as → 0. Therefore, from (4.12) and (4.13) we conclude that b
In complete analogy to (4.9), on the left-hand branch of Γ 1 (K n ) we have and therefore,
Here as before we have changed the limits of integration to b l and a l , because this does not contribute any O(δ) error.
By combining (4.12) and (4.14), we obtain that after one full cycle in the phase plane the drift in K is given by
Denote the principal term of the drift by
Then to the lowest order we have a map
Attracting fixed points of the map (4.17) yield the values of K for (4.1) corresponding to the stable limit cycles of (2.1) to the lowest order. Thus, we have reduced the problem of constructing stable synchronous solutions of (2.1) to that of showing the fixed points of (4.17) are stable. Moreover, we note that if such attracting fixed points exist, then the iterations will converge to them with the rate proportional to δ ≡ 1 d . Thus, it will take longer to converge for large d.
An explicit example.
We now illustrate the analysis of this section with an explicit example. In particular, we take f of the following form ( Figure 8 ):
where α, β > 0 and 0 < a < β α . All calculations can be carried out, possibly with a greater effort, for other piecewise smooth functions f .
With this choice of f (v), the equation (3.16) c 1 takes the following form:
Here, the ± sign in front of the second term on the right is chosen for the right/left stable branch of Γ 1 (K). By (4.16) and (4.19), we have
where a is defined in (4.18) and b = f −1 (−a)/{−a}. Note that the particularly simple form of (4.20) is a consequence of the odd symmetry of the function f (v). Hence, up to O(δ 2 ) terms, we obtain the following map:
The map (4.21) is a linear map. It has a unique fixed point at the origin. Moreover, this is an attracting fixed point because L < 0. The rate at which iterations converge to the fixed point is, therefore, δL, i.e., L d . Hence, the convergence is slow for strong coupling.
Constructing a Lyapunov function for a chain of two oscillators.
As we have seen in the previous section, a direct asymptotic calculation, though useful for a system of two oscillators, is cumbersome and therefore would be difficult to apply chains with more oscillators and more general kinetics. This motivates us to develop another method of analysis that would be applicable to a wide class of problems. The phase plane description that follows from the zeroth order asymptotic analysis reveals a family of periodic solutions. The phase portrait is similar to that of a conservative system. The O(δ) corrections can be considered as perturbations. The perturbed system no longer resembles a conservative one, and instead of a family of periodic solutions it has a unique stable limit cycle. In the light of this interpretation, it is natural to look for "energy" functional of the unperturbed "conservative-like" system and to check whether it can be used as a Lyapunov function for the perturbed system. This is the strategy of the analysis presented in this section. In section 6 we will show that the same approach works well for the chains of N oscillators.
We continue to study (2.1). Suppose that the phase point (v 1 , u 1 , v 2 , u 2 ) is in an O(δ) vicinity of the limit cycle (γ 1 ×γ 2 )(K), corresponding to some real K. As before, we assume (3.3), i.e., v 1 and v 2 are O(δ) distance apart. We introduce a function
T is a period of oscillations, and denotes the integral over one cycle. Using (4.4), the expression for A can also be rewritten as
Using (4.1), we evaluate L along the singular orbit (γ 1 × γ 2 )(K):
Clearly, L(K) = 0, wherē
and L(K) > 0 is strictly positive otherwise.
Differentiation of L with respect to the time variable t yields
By (4.1), on the slow segments we have
Furthermore, the combination of (3.4) and (3.14) yields
By plugging (5.5) into (5.4) and after carrying out some algebra we find that
From (5.6), we compute to leading order the change in L after one cycle:
Therefore, L can be viewed as an analog of the Lyapunov function for (2.1). Moreover, we can estimate the rate of convergence of the solution to the steady-state oscillations (corresponding to L = 0) by noting that
If we average ∆L uniformly over the whole cycle, L can be interpolated by the solution of the initial value problem: Equations (5.8) and (5.10) show that the system approaches the steady-state oscillations with rate dependent on δ. These equations explain numerical observations that the transition period is longer for strong coupling d = 1 δ . We illustrate the results of this section with a numerical example. The upper curve plotted in Figure 9 corresponds to the values of L evaluated numerically along the trajectory of (2.1). The analytical predictionL by (5.10) is given by the lower curve. One can see a good fit between theses two curves. The error is mainly due to the error of estimating the initial value L(0).
Therefore, in this section we have recovered the results of section 4. The advantage of the use of Lyapunov function is that it frees us from the cumbersome analysis to the first order. This approach can also be applied to analyze the chains with more oscillators. This will be done in the next section.
6. Analyzing a chain of N oscillators. The numerical simulations for chains of many relaxation oscillators of type (2.1) show the dynamical patterns similar to those that we have studied for two coupled oscillators (Figure 10 ). In the present section, we will apply the approach worked out for chains of two coupled oscillators to chains of N oscillators (1.2).
6.1. The zeroth order analysis. In a singular limit as → 0, we separate the dynamics of (1.2) into the fast and slow motions and assume that
The natural generalizations of functions c i (v) are
where (v, u) = (v 1 , v 2 , . . . , v N , u 1 , u 2 , . . . , u N ) belongs to the phase trajectory of (1.2). As before, the functions c i (v 1 ) need to be redefined for each period. For given initial conditions (v 0 , u 0 ) we denote the trajectory of (1.2) by Z ,δ = (v(t), u(t)). We assume that the trajectory Z ,δ does not leave the bounded domain D ⊂ R v 1 ), c 2 (v 1 ), . . . , c N −1 (v 1 )) T .
Note that (6.1) and (6.2) imply that c is uniformly bounded as δ → 0. From the assumptions above, it follows that
Therefore,
The slow equations now can be rewritten as
It is convenient to have (6.4) rewritten in a vector form: 
Estimates (6.3) and equations (6.5) imply that
By differentiating the equation for u i in (6.4) with respect to v 1 we obtain
On the other hand, using the last equation of (6.4) we have
We divide the equation for u i+1 by the equation for u i in (6.9) and take a similar ratio in (6.10). By setting these two ratios equal we obtain
where all the O(δ) terms are included in δσ i (v 1 ).
Similarly,
After some algebra, the combination of (6.11) and (6.12) yields
where an (N − 1) × (N − 1) matrix Λ is given by 
Note that under the assumptions made in the beginning of this section the term σ is uniformly bounded as δ → 0. By setting δ = 0 we obtain an unperturbed problem: By plugging (6.16) into (6.5) with δ = 0 we obtain the zeroth order approximation of the slow equations:
where I stands for the N × N identity matrix.
In analogy to the analysis of a chain of two oscillators given in section 4.1 we show that the relations (6.17) yield a family of synchronous solutions to (1.2) as d → ∞. This has the following phase plane description. Since the argument almost literally repeats that of section 4, we only outline it. Denote
We refer to the parts of Γ i , where f (v) < 0 as stable. As in the case of a single relaxation oscillator, the extrema a l and a r of f (v) are called the left and right jump points, respectively. According to (6.17), the phase points will follow upward (downward) the right (left) stable branches of Γ i (K). As before, we determine K from the initial data u(t 0 ). We divide the ith equation in (6.17) by ω i , i = 1, 2, . . . , N, and subtract the (j + 1)st equation from the equation j, j = 1, 2, . . . , N − 1. After some algebra (for details see (6.27) and (6.28)), for t = t 0 this results in the linear system for K:
. . , N − 1, and Λ was defined in (6.13). The vector K is uniquely defined by (6.18) because Λ is nonsingular.
All v i components remain equal to v 1 to leading order. When the phase points reach the jump point v = a r (a l ) in the v i − u i phase planes they jump instantaneously to the opposite stable branches of Γ i . By repeating the argument of section 4, we find that the phase points land on the opposite branches of Γ i corresponding to the same value of K and the landing points have coordinates
Thus, in the limit as d → ∞ we have an (N − 1)-parameter family of periodic orbits
Definition 6.2. By Z 0,0 (K) we shall denote the singular ( = δ = 0) trajectory constructed as an alternating sequence of segments of slow motions (6.17) and instantaneous jumps as described above. The constant K is determined from the initial conditions following (6.18).
The frequency of synchronous oscillations.
We now determine the period of the synchronous oscillations. Note that the rows of S add up to the zero row. Therefore, summing up the N top equations in (6.17) results in
By differentiating (6.20) with respect to t and using the last N equations in (6.17) we have
where we have dropped the index of v 1 to simplify the notation. Thus, to leading order (6.22) and the frequency is
where Λ 0 is defined in (2.7). As we expected, the natural frequency of synchronous solutions of the coupled system is to the lowest order the mean of the natural frequencies of the individual subsystems.
Constructing a Lyapunov function.
To account for the deviation from the zeroth order dynamics of (1.2) we construct a Lyapunov function for the system of N oscillators:
where
Next, we want to evaluate L on the singular orbits whose slow parts are given by (6.17) . In preparation for this we derive a few auxiliary identities. We start with
By rearranging terms in (6.26) we obtain
The sum in the square brackets is equal to zero, because ξ solves (6.15). Thus, we have (6.27) for i = 2, 3, . . . , N − 2. Similarly, one can show
By plugging (6.27) and (6.28) into (6.24), we find that along the singular orbits (6.17)
where A i for i = 1, 2, . . . , N − 1 is defined in (6.25). The equation above implies that L(K) ≥ 0. Moreover, the combination of (6.29) and the definition of the matrix Λ (6.13) yields that
Using (6.15), (6.29) , and (6.30), we conclude that
We want to show that the system evolves toward a limit cycle γ(
, on which L assumes its minimum value L(K) = 0. For this, we compute the change of L after a phase point has gone around γ(K):
Proposition 6.3.
and y = (y 1 , y 2 , . . . , y N −1 ) T , y i = K i + ξ i B. Proof. Using (6.24), the last N equations in (6.4), and (6.2), we find that
Next, we plug (6.16) and (6.17) in (6.32) and integrate over one full cycle to obtain
We now simplify G(K).
For this, we need the following identity:
The sum in the square brackets is zero, because ξ solves (6.15). Thus, we have
In analogy to (6.35), we also obtain
Using (6.35)-(6.37), we obtain (6.31).
We want to show that L(u 1 , u 2 , . . . , u n ) → 0 as t → ∞. Since L(K) has a unique zero at K =K, the statement above would imply that the solution of (1.2) will approach the limit cycle, which is to leading order given by (6.17) with K =K, provided that (6.1) holds. We also are interested in identifying the d-dependence of the rate of system's approach to the limit cycle. For this, we get the following expression for L(K).
Proposition 6.4.
where the discrete operators Λ i are defined as follows: Proof. Equation (6.38) follows from (6.29) using (6.35)-(6.37).
Note that Q(y, y) ≥ 0 for any y ∈ R N . Moreover, Q(y, y) = 0 if and only if Λy = 0, where the matrix Λ was defined in (6.13). Since matrix Λ is nonsingular, the quadratic form Q(y, y) is positive definite. By standard results from linear algebra, the quadratic forms P (y, y) and Q(y, y) can be simultaneously reduced to canonical form by the change of basis [22] , because they are positive definite.
In new coordinates, The combination of (6.44), (6.31), and (6.33) yields (6.45) where the constants λ andλ depend on ω 1 , ω 2 , . . . , ω N . The last equation shows that the system evolves toward a stationary state of L that is the limit cycle determined to leading order by (6.17) with K =K. Moreover, the rate of approach is proportional to δ ≡ 
5). Our choice of f (v) for this figure is motivated by our desire to illustrate best the character of transients. The qualitative features of the system's dynamics do not depend on any particular choice of f (v). All v i variables undergo almost identical oscillations. The variables u i oscillate with different amplitudes and exhibit pronounced transient dynamics. Note that though L decreases monotonically in time, the concentration variables u i may change in a nonmonotone manner. This is explained by the fact that L is a function of the squared differences (
We conclude this section by presenting a numerical example. For this, we choose a chain of 10 oscillators of the type (1.2) coupled diffusively. Figure 10 
To extend the analysis of this section to cover such chains it is sufficient to modify the definitions of c(v 1 ) and L(u) as follows:
7. Rigorous justification for the asymptotic analysis of section 6. The goal of this section is to provide a rigorous justification for the asymptotic analysis of dynamics of chains of N coupled FitzHugh-Nagumo oscillators presented in the previous section.
As before, we assume that the nonlinearity f (v) in (1.2) is qualitatively "cubic," i.e., it has two extrema and
Under these assumptions we prove the following theorem. 
In addition, as t → ∞, Z ,δ approaches a closed trajectory
whereK is defined in (6.30) .
Remark 7.1. Note that the latter statement of the theorem implies that (1.2) possesses a globally attracting limit cycle.
To justify the matched asymptotic scheme we need to show that the ansatz
which we have adopted in (6.1), indeed holds. Then we can use the well-known results on singularly perturbed systems [14] to show that after some initial time the trajectories of (1.2) are O( + δ) close to the cylinder γ = K γ(K), built up from the singular orbits (6.19 ). This accuracy is sufficient for construction of the Lyapunov function L (6.24) and for analyzing the system's dynamics on the cylinder γ. First we formulate and prove a few auxiliary lemmas. The first two are concerned with the boundary layer behavior that takes the trajectory from the initial conditions to a neighborhood of the singular periodic orbits γ(K). This boundary layer occurs on two time scales. The first lemma deals with the first part, occurring at the superfast O(d) speed on the fast time scale, in which the trajectory approaches the diagonal manifold v i ≈ v j for all i, j. The second lemma deals with the approach, at an O(1) speed, to the cylinder γ = K γ(K). The next two lemmas concern dynamics near the slow manifold. The first shows that the Lyapunov function decays; with this used to constrain the possible values of L, the next lemma shows that the trajectory must stay close to a limited portion of γ for all (slow) time. All the above lemmas use the bootstrapping hypothesis that the trajectories stay in some bounded domain for all time. The final lemma uses estimates obtained from the first four lemmas to construct a bounded domain guaranteed to contain for all time the trajectories starting in a given bounded domain. After this Theorem 7.1 can easily be proved.
The following lemma shows that for arbitrary initial data, after some time all v i components become O(δ) close, provided that the trajectory remains bounded and the coupling constant d is sufficiently large.
. . , N − 1. Then by changing to the fast time variable τ = t and by subtracting the equation for v i from the equation for v i+1 in (1.2) we find
It is well known that the eigenvalues of the linear operator ∆ 0 : R N −1 → R N −1 are all real and negative [20] . The largest eigenvalue is −λ = −4 sin 2 π 2(N +1) . As long as (v(t), u(t)) ∈ D, from (7.3) we have
Thus,
It is easy to check that for τ ≥ τ 1 ≡ ln(e+1) e+1
Inequalities (7.4) and (7.5) imply that
and provided that (v(t), u(t)) ∈ D. This proves (7.2).
In the next lemma we will show that under the assumptions of Lemma 7.2 the trajectory Z ,δ stays O( + δ) close in C 0 −metric to γ. Recall that we have defined γ as a union of singular periodic orbits (6.19) any trajectory (v(t), u(t)) of (1.2) with initial data from D satisfies
Proof. Recall that after the time t 1 , defined in Lemma 7.2, (7.2) is guaranteed to hold. Let s > t 1 be a fixed moment of time. By Z ,δ we denote the trajectory of (1.2)
We suppose that Z ,δ ∈ D for the interval of time under consideration. Following the standard procedure in singular perturbations theory [14] , we construct a singular ( = 0, δ = 0) trajectory Z 0,0 (K s ) (cf. Definition 6.2).
We also consider a singular trajectory Z 0,δ , the slow dynamics of which are defined by the degenerate system (6.5), (6.6) with initial condition (v 0 , u 0 ) and with function c(v 1 ) satisfying (6.13). We now show that Z 0,δ is well defined and is a regular perturbation of Z 0,0 (K s ). For this, it is sufficient to show that σ(v 1 .8) is bounded, and the matrix (Λ + δE) is invertible for small δ. Therefore,
Geometrically, we construct Z 0,δ as follows. Define the surface Γ δ (K s ), on which dv dt = 0 to leading order in δ, i.e.,
As we have shown in the previous paragraph, the slow manifolds Γ δ (K s ) and Γ(K s ) are C 1 close for small δ > 0. Therefore, the slow manifold Γ δ (K s ) and its boundaries are well defined and are regular perturbations of Γ(K s ). We next define a singular trajectory Z 0,δ (K s ) for (1.2) as an alternating sequence of fast jumps and the slow motions along the stable branches of Γ δ (K s ). For such trajectory Z 0,δ (K s ) and for any finite time T 2 > 0 (T 2 will be specified below) we have
On the other hand, from the results of singular perturbations theory [14] we know that in a bounded region of phase space, Z 0,δ (K s ) provides a zeroth order approximation of Z ,δ , i.e., Z ,δ → Z 0,δ (K s ) as → 0 uniformly on any bounded interval of time. In particular, for > 0 sufficiently small we have
The combination of (7.9) and (7.10) yields that Z ,δ → Z 0,0 (K s ) as → 0 and δ → 0 uniformly on any finite interval of time s ≤ t ≤ s + T 2 and with respect to initial conditions (v 0 , u 0 ) ∈ D. The estimates above and the definition of the singular trajectory Z 0,0 (K s ) imply that for t 1 ≤ t ≤ t 1 + T 2 the phase point (v(t), u(t)) stays in an O( + δ) neighborhood of the singular ( = δ = 0) orbit consisting of fast jumps and slow motions along the stable branches of Γ(K s ). Then if the phase point has not already reached the generalized nullcline (as in the situation depicted in Figure 12 ), it will move first along the line AB (see Figure 12) until it reaches the neighborhood of the generalized nullcline in the vicinity of point B. This part of the motion is taking place on the fast, i.e., O 1 , time scale. After this, the phase point will move upward along the generalized nullcline and will enter the neighborhood of the periodic orbit γ(K) near C. The time of this part of motion is O (1) . The combined time of the motion from A to B and from B to C is estimated by t 2 . Therefore, after time t 1 + t 2 the phase point is guaranteed to be in a neighborhood of the cylinder γ and it will stay there, as long as (v(t), u(t)) ∈ D. Let T 2 = T 1 + t 2 , t 0 ≡ t 1 + t 2 . With these definitions of t 0 and T 2 (7.7) holds.
We have shown so far, that after initial time t 0 and as long as (v(t), u(t)) ∈ D, the trajectories that have started from to each other and undergo relaxation oscillations. The leading order approximation of the period follows directly from Lemma 7.3 and the well-known results for the relaxation oscillations (Chapter III in [14] ). In particular, we have the following corollary.
Corollary 7.4. Under the assumptions of Lemma 7.3, after time t 0 , the period T ,δ of relaxation oscillations of the coupled system (1.2) is equal to
where T 0 is given in (6.22) . Another useful implication of Lemma 7.3 is as follows. Corollary 7.5. Under the assumptions of Lemma 7.3, (7.12) where the constant C 6 is independent of and δ.
Proof. Apply the argument of the proof of Lemma 7.3 for each time interval [nT 2 , (n + 1)T 2 ], n ∈ N.
To study the evolution of the system on the infinite cylinder γ we have employed the Lyapunov function L (6.24). In the following lemma, we show that L decays exponentially on solutions of (1.2) provided that the solutions are uniformly bounded.
Lemma 7.6. There existst(δ) > 0 such that (7.13) and as long as (v(t), u(t)) ∈ D.
Proof. Let T 0 be the leading order approximation of the period of relaxation oscillations of the coupled system given in (6.22) . Lemma 7.3 implies that for sufficiently small positive and δ there exists (7.14) where the singular orbit γ(K t ) is constructed by (6.17)-(6.18). Thus, during one period (v(t), u(t)) can be approximated by γ(K t ) with O( + δ) accuracy.
By taking into account (7.11) and (7.14) and tracking the order of the error in the derivation of the asymptotic formula (6.32), we obtain (7.15) for t ≥ t 0 and as long as (v(t),
. The constants C 9 and C 10 do not depend on and δ. From (7.15) (7.16) where the sequences {L
The statement of Lemma 7.6 follows from (7.16) and asymptotic behavior of {L
In Corollary 7.5 we have shown that after some time t ≥ t 0 , Z ,δ stays in some O( + δ) neighborhood of the infinite cylinder γ = K γ(K). By Lemma 7.6 the function L evaluated on Z ,δ eventually decays to zero and therefore is bounded. In the next lemma we use the bound on L to restrict the dynamics of Z ,δ to the neighborhood of a finite cylinder. Proof. Since Z ,δ can be approximated to leading order in and δ by a singular orbit Z 0,0 (K) it follows from the derivation of (6.38) that the Lyapunov function L(u) can be in turn approximated by the quadratic form
Using the assumption (7.17), for sufficiently small > 0 and δ > 0 we get (7.19) where l i ≡ Λ i y, i = 1, 2, . . . , N − 1. Consequently,
where the bound for |l i | follows from (7.19) . Rewriting the last equation in matrix form, we have Λ (K + Bξ) = l, (7.20) where Λ is defined in (6.39)-(6.44). Since Λ is nonsingular, we obtain the desired bound for K: 
We now show that, for sufficiently small and δ, the size of D T does not depend on either of them. For a singularly perturbed system (1.2) one can separate the system dynamics into two parts: slow motions and fast jumps (see [14] for details).
Without loss of generality, we can assume that during the interval of time under consideration the jump is followed by slow motion. During the jump the change of the slow variable u is O( ). Thus, for sufficiently small u stays bounded during the fast jump, e.g., |u| ≤ 2M , M = diamD 0 . To find the corresponding bound for v we consider
Using (7.1) and the bound for u, from (7.22) one can obtain the bound for v. During the slow motions the time derivatives We need to make several auxiliary definitions. By D t0+1 we denote a bounded domain that contains Z ,δ for 0 ≤ t ≤ t 0 + 1. The finite cylinder γ(KL) is defined in (7.18) withL ≡ max (v,u)∈Dt 0 +1 |L(u)|. The domains D t0+1 and γ(KL) are bounded and, therefore, can be enclosed in the ball B(r) of radius r and centered at the origin. Finally, we define a bounded domain D 2 ≡ B(r + 1) and D 2,T0 such that
We claim that for sufficiently small > 0 and
Since Z ,δ ∈ D 2 at t = t 0 it is guaranteed to stay in D 2,T 0 for the next period T 0 . Therefore, by Lemma 7.7 Z ,δ will be in the neighborhood of γ(KL), i.e., for sufficiently small > 0 and δ > 0
By repeating the same argument for each subsequent period T 0 we conclude that Z ,δ stays forever in D 2 . This proves the lemma.
Once we know that Z ,δ is uniformly bounded, it follows from Lemma 7.3 that after time t 0 Z ,δ undergoes relaxation oscillations and on any finite interval of time (independent of d) it can be approximated by a singular orbit Z 0,0 (K s ), i.e.,
Moreover, by Lemma 7.6 Z ,δ eventually gets trapped in the neighborhood of the singular orbit Z 0,0 (K), i.e.,
Thus, Theorem 7.1 is proved.
8. Nullcline configuration and the dynamics of the coupled system. It is a common intuition that the form of u-nullcline does not affect the qualitative dynamics of a relaxation oscillator as long as it intersects the v-nullcline in the segment connecting two extrema. By contrast, in the current case we now show that the form of the u-nullcline plays an important role in the question of whether or not the trajectory of the coupled system converges to a limit cycle and in determining the rate of convergence.
In the previous sections we have studied the systems of oscillators with nullclines for each uncoupled oscillator vertical in the v i − u i phase plane, i.e., the rate of change of u i does not depend on u i itself:
The equation for u i in the FitzHugh-Nagumo system of equations sometimes is written more generally as
In most cases κ is a small number and it is natural to expect that the dynamics of the coupled system (1.2) do not change qualitatively when the equations for dui dt are substituted by (8.2). Below we shall see that the dynamics of the coupled system with the u i -equations in the form of (8.2) depend in a subtle way on the magnitude of κ.
For simplicity of presentation, in this section we study chains of two oscillators. All conclusions hold for chains of N oscillators as well. We are interested in understanding the dynamics of two coupled FitzHugh-Nagumo oscillators:
where |κ| 1, and otherwise the notation is the same as in section 6. Repeating the same steps as in section 2 we arrive at the counterpart of equation (3.10) with δ = 0:
The ratio on the right-hand side of (8.4) can be approximated by ω1 ω2 as in section 2, because κ is very small. Therefore, to leading order the dynamics of (8.3) is identical to that of (3.3). In particular, to leading order the phase trajectory consists of fast jumps and slow motions along the stable branches of the generalized nullclines Γ 1,2 (K) defined in (4.2).
A family of periodic orbits γ κ (K) constructed from Γ i (K) form an infinite cylinder in the phase space. To estimate the slow evolution of the phase point along this cylinder we use the function L(u 1 , u 2 ) defined in (5.1). As in section 5,
whereK is defined in (5.2). Moreover, (5.3) still holds. Using (3.5), (3.6), and (8.3) the second term on the right-hand side of (5.3) can be rewritten as
Plugging (8.6) into (5.3) and continuing along the lines of section 5, we find the analogue of (5.8), namely,
From (8.7) we conclude that if |κ| δ 2 , the phase trajectory will asymptotically approach the limit cycle γ κ K . As before, the rate of this approach is O(δ). However, if κ δ 2 the rate will be determined by κ (Figure 13(a) ). Figures 3(c) and 13(a) exhibit different densities of the trajectories on the cylinder for κ = 0 and κ = 0.02 (δ = 0.01). This reflects the fact that the rate of convergence to the limit cycle in the latter case is faster than that for the former case. Furthermore, if κ < −δ 2 the trajectory will not converge to a limit cycle, but rather will spiral away until it leaves the region of validity of the asymptotic calculations ( Figure 13(b) ). Thus, at κ = −δ 2 a bifurcation occurs. In fact, for κ = −0.00485 ≈ −δ 2 we find numerically that the phase trajectory does not deviate much from its initial position on the cylinder (Figure 13c ).
9.
Discussion. The analysis in this paper was motivated by experiments and simulations concerning the firing patterns in dopaminergic cells in the substantia nigra [30] . The experimental data suggest that compartments of the dendrites can be modeled by relaxation oscillators with different natural frequencies strongly coupled through fast variables. These assumptions led to the model (1.1). The simulations of (1.1) showed synchronous oscillations and pronounced transient dynamics. Both the synchronous oscillations and the transients are clearly seen in the experimental data, too. Analytical understanding of these dynamical patterns was the main motivation of our work.
The analysis of the model problems (1.2) and (8.1) show a way of studying the dynamics of the physiological model based on (1.1). As the results of section 8 clearly demonstrate, the applicability of our method depends on some rather specific features of the phase planes of the individual oscillators. However, we think that the analysis for the compartmental model with kinetics given by (1.1) in the physiologically relevant range of parameteres can be performed with some modifications along the lines of analyses for (1.2) and (8.1). Without going into detail, we would like to indicate some analogies between these systems. Clearly, when the coupling is very strong the variables v i in the coupled system for (1.1) are going to be close, like those in (1.2) . Thus, the asymptotic ansatz (1.4) can be used to obtain the leading order equation for the coupling currents c i (v 1 ). The effective solution of the leading order problem will require a condition similar to that of the smallness of κ in (8. Ca is very small. Therefore, the presence of the transients in the numerical experiments for the chains of oscillators of type (1.1) (Figure 2(b) ) is consistent with our conclusions for the model problems (1.1) and (8.1).
For a system of two coupled oscillators, we have developed two methods of analysis based on asymptotic expansions of solutions and on Lyapunov's method, respectively. Both methods provide a detailed description of the system's dynamics. The second method can also be used to study chains with an arbitrary number of oscillators. Our analysis reveals an unexpected structure of the phase space: in the limit of large coupling, there is an invariant manifold foliated by periodic orbits. This structure determines the behavior of solutions when the coupling is large but finite. In particular, this analysis shows an unintuitive feature of the dynamics of these systems: the transients are longer for strong coupling. We show that this is not a general property of strongly coupled relaxation oscillators, but it requires a special structure of the phase planes of individual oscillators.
There is a large body of mathematical literature related to various aspects of the current work. Individual and coupled relaxation oscillators have been studied by, e.g., Belair and Holmes [3] , Storti and Rand [26] , Grasman [7, 8] , Rand and Holmes [17] , Rubin and Terman [19] , Izhikevitch [10] , Wang and Rinzel [28] , and Wang and Terman [29] . The effects of strong coupling on synchronization have been addressed in [1, 2, 9] . However, our major result, about the appearance of long transients in the presence of large coupling, has not been previously announced. Chains of phaselocked oscillators have been studied in the context of biological waves (Cohen, Holmes, and Rand [4] , Ermentrout and Kopell [6] , Kopell and Ermentrout [12] , Skinner, Kopell, and Mulloney [23] , and Ermentrout [5] ). It has been shown that chains of relaxation oscillators have different synchronization properties than those of phase-coupled or weakly coupled oscillators and are more likely to synchronize (Somers and Kopell [24, 25] , Wang [27] ), even if there are differences in frequency among the oscillators, such as a frequency gradient. Indeed, chains of relaxation oscillators have been shown to be able to synchronize very quickly compared to phase-coupled oscillators (Somers and Kopell [24] , Wang [27] ). Thus, it is especially surprising that the chains studied in this paper have very long transients.
