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КОЛОКАЦІЙНИЙ ТА КОЛОКАЦІЙНО-ІТЕРАТИВНИЙ  
МЕТОДИ РОЗВЯЗУВАННЯ ІНТЕГРО-ФУНКЦІОНАЛЬНИХ 
РІВНЯНЬ З МАЛОЮ НЕЛІНІЙНІСТЮ 
Розглядаються деякі класи лінійних інтегро-функціональ-
них рівнянь та інтегро-функціональних рівнянь з малою нелі-
нійністю. Наближені розвязки таких рівнянь будуються за до-
помогою колокаційного та колокаційно-ітеративного методів.  
Ключові слова: інтегро-функціональні рівняння, рівняння 
з малою нелінійністю, обернений оператор, наближений роз-
в’язок, колокаційний та колокаційно-ітеративний методи. 
Вступ. При дослідженні різноманітних задач теоретичного і 
прикладного характеру широке застосування мають інтегральні та 
інтегро-функціональні рівняння [7]. Оскільки побудова точних 
розв’язків таких рівнянь можлива лише в окремих випадках, то вели-
кого значення набувають методи побудови наближених розв’язків 
цих рівнянь. Одним з ефективних методів є колокаційний метод та 
одне з його узагальнень, — колокаційно-ітеративний метод [1; 4; 6]. 
У цій статті розглядаються питання можливості застосування 
цих методів до деяких типів інтегро-функціональних рівнянь.  
Основна частина. Розглянемо деякі класи інтегро-функціональ-
них та інтегро-функціональних рівнянь з малою нелінійністю набли-
жені розвязки яких можна побудувати колокаційним та колокаційно-
ітеративним методами. 
1. Лінійні інтегро-функціональні рівняння 
У просторі  2 ;L a b  — дійсних і вимірних на проміжку  ;a b  
функцій, сумовних з квадратом, розглянемо інтегро-функціональне 
рівняння вигляду 
               ; , ;b
a
y x p x y h x f x K x t y t dt x a b      (1) 
   0, ; ,y x x a b   
де  f x  — відома, а  y x  — шукана функції з  2 ;L a b . Відносно фу-
нкцій      , ,  ;h x p x K x t  припускаємо, що вони, відповідно, на проміж-
ку  ;a b  і в квадраті      2; ; ;a b a b a b   задовольняють умови: 
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   ,p x p     (2)  
  h x – диференційовна на  ;a b  і    ' 0, 0,h x l x h x       (3) 
   2 2; .b b
a a
K x t dxdt B     (4) 
Покажемо, що рівняння (1) при виконанні умов (2)–(4) можна звес-
ти до інтегрального рівняння Фредгольма другого роду [3; 5]. Поруч з 
інтегральним цілком неперервним оператором K , який має вигляд  
          2; , ; , 
b
a
Kv x K x t v t dt v x L a b  
 будемо розглядати оператор S  такий, що  
               
1
1
, , ,
  
, , ,
v x x a h a
Sv x
v x p x v h x x h a b


          
  (5) 
де  v x  — довільна функція з  2 ;L a b .  
Зазначимо, що цей оператор, як і оператор K , діє з  2 ;L a b  в 
 2 ;L a b . Легко показати, що оператор S  лінійний. Умови (2), (3) 
гарантують його обмеженість. Дійсно,  
  
 
 
 
1
2 2
'sup 1 1 , 
Sv x p x pS
v x h x l
        
де sup  береться по      2 ; , 0v x L a b v x  . 
Ці ж умови говорять про те, що оператор S  оборотний. Оберне-
ний до нього оператор має вигляд 
              
1
1 1
1 0
, , ,
( ,
S i
i k
i k
v x x a h a
S v x
v x v h x p h x

 
 
        
  (6) 
, 1, .x s s m   Тут, як і надалі, 
        1 11 0 1, , , , ,  , 1, . k ks s s s ms c c c a c h c c b h x h h x s m          
Іншими словами, вираз (6) — це розв’язок функціонального рів-
няння 
          , ; ,y x p x y h x u x x a b       0, ; ,y x x a b   
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(де  u x  — відома,  y x  — шукана функції) за допомогою методу 
кроків. Умова (3) гарантує той факт, що кількість кроків m  скінченна 
і .b am 
  
Неважко переконатись в тому, що оператор 1S  , так як і опера-
тор S , лінійний і обмежений. Таким чином, враховуючи вище сказа-
не, ми можемо розглядати рівняння (1) як операторне рівняння  
          , Sy x f x Ky x   (7) 
де  f x  — задана,  y x  — шукана функції з  2 ; .L a b  
Нехай     Sy x u x , тоді    1( )y x S u x  і ми від рівняння 
(7) переходимо до рівняння 
       .u x f x Tu x   (8) 
Оператор 1T KS   Фредгольмів як суперпозиція Фредгольмо-
вого і лінійного обмеженого операторів  2 . Іншими словами, засто-
сувавши згадану вище заміну, ми перетворюємо інтегро-функціона-
льне рівняння (1) в інтегральне рівняння Фредгольма другого роду 
        ;b
a
u x f x T x t u t dt    
з цілком неперервним інтегральним оператором T , ядро якого 
      
     
1
1
1
; ; ( ) , ,
;
; , ; , 1, 1, ; ,   
m s k
i
m
K x t K x h t t s
T x t
K x t t c b s m x a b




       
  
де         11 1 1 .k kh t h h t    
2. Інтегро-функціональні рівняння з малою нелінійністю 
Розглянемо у просторі  2 ;L a b  інтегро-функціональне рівняння 
з малою нелінійністю вигляду 
 
            
        
;
; ; , ; ; 0, ( ; ),
b
a
b
a
y x p x y h x f x K x t y t dt
G x t t y t dt x a b y x x a b
   
    


 (9) 
де   — малий додатний параметр,  f x  — відома, а  y x  — неві-
дома функції з простору  2 ;L a b .  
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Припустимо, що:  
1)   ;p x p    (10) 
2) ядра    ; , ;K x t G x t  визначені в квадраті  2;a b  і задовольняють 
умовам 
   2 2; ; b b
a a
K x t dxdt B    (11) 
  2 2; ;b b
a a
G x t dxdt G    (12) 
3) функція  ;t y  в області  , D a t b y        вимірна за t  
при всіх y  і неперервна за y  при всіх t  (умова Каратеодорі) і за-
довольняє умову Ліпшиця: 
    ; ; , t y t y L y y     (13) 
де L  — деяка додатна стала. 
При дотриманні умов (9)–(11) інтегральні оператори 
      ; ,b
a
Kv x K x t v t dt 
 
       ; ; ,b
a
v x G x t t v t dt  
 
відображають простір  2 ;L a b  в себе і є цілком неперервними, а лі-
нійний оператор S  оборотний, причому обернений до нього опера-
тор 1S   обмежений [2]. 
Обгрунтування наближених методів розв’язання рівняння (9) 
полягає в тому, що це рівняння шляхом заміни  
                  
1
1
,   ; ,
, ; ,
y x x a h a
u x Sy x
y x p x y h x x h a b


           
 (14) 
зводиться до інтегрального рівняння з малою нелінійністю 
               ; ; ; , ; .b b
a a
u x f x T x t u t dt G x t F t u t dt x a b      (15) 
Слід відмітити, що        1; ;F t u t t S u t  . 
3. Метод колокації розв’язування інтегро-функціонального рівняння  
Ідея методу стосовно рівняння (9) полягає в тому, що наближе-
ний розв’язок  my x  шукаємо у вигляді  
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 
1
( )
m
m j j
j
y x a x

 
 і визначаємо з функціонального рівняння 
 
            
   
; , 
0, ; , 
b
m m m
a
m
y x p x y h x f x K x t y t dt
y x x a b
  
 
  (16) 
  j x  — система лінійно незалежних на  ;a b  функцій, 1,j m , а 
невідомі параметри ( )j ja a n  знаходимо з умови  
   0,  , 0, ,m i i b ax x a i i nn
     (17) 
               ; .bm m m m
a
x y x p x y h x f x K x t y t dt       (18) 
Для знаходження параметрів ja  одержимо систему лінійних ал-
гебраїчних рівнянь 
 
1
, 1, ,
n
ij j i
j
a b i n

   (19) 
в якій ij  обчислюється за формулою  
      , , .1,ij j i j i i ix T x b f x i n      (20) 
Систему рівнянь (19) доцільно записати у векторному вигляді 
k ka b  . 
4. Колокаційно-ітеративний метод розв’язування інтегро-
функціонального рівняння з малою нелінійністю 
Рівняння (9) при виконанні умов (10)–(12) можна звести до інте-
грального рівняння Фредгольма другого роду. Будемо розглядати 
оператори S, такі, що 
              
1
1
,  ; ,
,  ; ,
v x x a h a
Sv x
v x p x v h x x h a b


          
 
      ; ( ; ) ,b
a
v x G x t t v t dt  
 де ( )v x  — довільна функція з 2 ( ; )L a b . 
Зауважимо, що оператор S, як і оператор K, діє з 2 ( ; )L a b  в 
2 ( ; )L a b . Крім того, оператор S є лінійним, обмеженим та оборотним. 
Обернений до нього оператор 1S   має вигляд 
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              
1
1 1
1 0
,  ; ,
, , 1, ,
S i
i k
s
i k
v x x a h a
S v x
v x v h x p h x x s m

 
 
           
 (21) 
   11 0 1, , , , ,S s s s s mc c c a c h c c b          1 , 1, .k kh x h h x S m   Слід відмітити, що (21) — це розв’язок функціонального рів-
няння 
              , ; , 0, ; ,y x p x y h x u x x a b y x x a b      
(  u x  — відома,  y x  — шукана функції) при застосуванні покроч-
ного методу, причому умова (10) гарантує що кількість кроків m  скін-
ченна і .b am 
   
Оператор 1S  , як і оператор S є лінійним і обмеженим. Тому 
можна розглядати (9), як операторне рівняння 
            , Sy x f x Ky x y x     (22) 
де  f x  — задана,  y x  — шукана функції із  2 ;L a b . 
Нехай      ,Sy x u x  тоді   1( )( )y x S u x  і можна від рівнян-
ня (22) прийти до рівняння 
         .u x f x Tu x Fu x    
Оператор 1T KS   є Фредгольмовим як суперпозиція Фредго-
льмового та лінійного обмежного операторів. Тобто, ми від ітегро-
функціонального рівняння з малою нелінійністю (9) приходимо до 
інтегрального рівняння з малою нелінійністю вигляду (15) з цілком 
неперервним інтегральним оператором T , ядро якого 
         
     
1 1
1 1
1
; ; ( ) , ,
;
; ,  ; , 1, 1, ; ,  
m s ii k
i k
m
K x t K x h t p h t t s
T x t
K x t t c b s m x a b

 
 

               
   
де       11 1 1 ( )k kh t h h t       . 
Застосуємо колокаційно-ітеративний метод до рівняння (9). На-
ближений розв’язок ( )ky x  визначаємо згідно формул 
 
      
            1; ; ; , ; , 
k k
b b
k k
a a
y x p x y h x
f x K x t z t dt G x t t y t dt x a b 
 
       (23) 
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   0, ; ,ky x x a b   
      1 , k k kz x y x x   (24) 
   
1
,
n
k
k j j
j
x a x 

 
     1 .j jx S x   
Невідомі параметри ( )k kj ja a n  знаходимо з умови   0k ix  , де 
 ;ix a b , 1,i n  — вузли колокації та 
 
              
      1
;
; ; , ; .
b
k k k k
a
b
k
a
x f x K x t z t dt y x p x y h x
G x t t y t dt x a b

 
    
  


 (25) 
Ввівши позначення 
              
      
1 1 1
1
;
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b
k k k k
a
b
k
a
x f x K x t y t dt y x p x y h x
G x t t y t dt x a b
  

     
  


 
і підставляючи функцію  kz x , визначену формулою (24), в вираз 
(25) для знаходження параметрів kja  одержимо систему лінійних ал-
гебраїчних рівнянь. 
 
1
, 1, ,
n
k k
ij j i
j
a b i n

   (26) 
в якій 
     , ,kij j i j i i k ix K x b x      
     ; , 1, ,bj j
a
K x K x t t dt j n 
     1 ,j jx S x    .ki k ib x   Систему рівнянь (26) можна записати у вигляді k ka b  , де 
, k kb a  — записані у векторному вигляді та   — матриця, складена з елементів ij . 
Зауважимо, що в ролі наближення до шуканого розв’язку можна 
взяти, як функцію  ky x  так і функцію  kz x . Слід звернути увагу 
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на той факт, що на основі аналізу формул (23)–(25) при   0, k x   
1, 2,3, ,k    наближення  ky x  знаходиться методом послідовних 
наближень.  
Алгоритми (16)–(18) і (23)–(25) зводять розглянуту задачу до 
колокаційного та колокаційно-ітеративного методів розв’язання інте-
грального рівняння з малою нелінійністю та з інтегральним операто-
ром Фредгольма.  
Висновки. У статті розглянуто наближені методи розв’язування 
інтегро-функціональних рівнянь. Побудовано і досліджено колока-
ційний та колокційно-ітеративний методи знаходження наближених 
розв’язків інтегро-функціональних рівнянь з малою нелінійністю. 
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