We show how a gradient in the motility properties of non-interacting point-like active particles can cause a pressure gradient that pushes a large inert object. We calculate the force on an object inside a system of active particles with position dependent motion parameters, in one and two dimensions, and show that a modified Archimedes' principle is satisfied. We characterize the system, both in terms of the model parameters and in terms of experimentally measurable quantities: the spatial profiles of the density, velocity and pressure. This theoretical analysis is motivated by recent experiments, which showed that the nucleus of a mouse oocyte (immature egg cell) moves from the cortex to the center due to a gradient of activity of vesicles propelled by molecular motors; it more generally applies to artificial systems of controlled localized activity.
Introduction -The pressure applied by active particles to surfaces and objects has been a recent subject of interest [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] . Generally this pressure depends on the details of the interaction with the wall [1] . Interestingly, it has been shown that under certain conditions equilibrium-like properties of the pressure are retrieved. For spherical particles, pressure is a state function, independent of the wall potential [1, 2] . Furthermore, the normal pressure applied to a curved wall is on average the same as the pressure on a flat wall [3] . Active particle ratchets, in which the force applied by active particles to objects is used to perform work, have been implemented both in experiments and simulations [13] [14] [15] [16] [17] [18] [19] [20] . Work can be extracted from such systems, because they are intrinsically out of equilibrium, due to self-propelled particles constantly inserting energy into the system. However, not every non-equilibrium system can be used to extract work. In fact, it is necessary to break both time reversal and space inversion symmetries in order to do so [21] [22] [23] [24] . Time reversal symmetry in these systems is broken by the interactions between the active particles and the objects. In previously studied active particle ratchets [13] [14] [15] [16] [17] [18] [19] [20] , space inversion is broken by the geometry of the moving objects or their environment, while the particle activity is uniform.
In this work we extend previous studies of the pressure in dry active systems [25] to systems with an activity gradient. We study the pressure exerted by non-interacting point-like active particles with an activity gradient. In this case, a symmetric inert object can be moved due to the pressure, since space inversion symmetry is broken by the gradient in the motion parameters. This work is motivated by recent experiments [26] which observed the motion of the oocyte (immature egg cell) nucleus from the cortex to the center, due to a gradient in the activity of vesicles. Because of the long (hours) timescale of the nucleus motion and the possible lack of momentum conservation in the oocyte experiment [27] , hopefully the simple active particle model we studied can help understand the experiment. We wish to find microscopic rules of motion for the vesicles, modeled as active particles, which explain the observed quantities: vesicle density and velocity profiles, and the resulting velocity of the nucleus. Additionally, our work can describe synthetic systems in which activity can be spatially controlled [28] [29] [30] .
It was shown that for spherical active particles [1, 2] pressure is a state function which depends on the bulk density and the motion parameters. Since the particle dynamics do not conserve momentum, a gradient in the motion parameters can cause a pressure gradient which exerts a force on an object immersed in the active fluid. We ask whether this force is simply given by an integral of a local pressure, which is a function of the particle motion parameters, over the object's surface. If so, for a constant pressure gradient the force is equal to the pressure gradient times the object's volume, analogously to the Archimedes principle (AP) for the buoyant force on an object submerged in a fluid under gravity. We calculate the force on a passive body in the presence of a gradient of activity in one and two dimensions, and show how the AP needs to be modified in active fluids.
One dimensional model -Consider a 1D system of run-and-tumble particles, with position-dependent speed v(x) and tumble rate α(x) [31] , which are confined by hard walls in the domain −d ≤ x ≤ d. We assume that the walls have no effect on the orientation of the particles, as they do not experience torque [1] . We neglect thermal diffusion (for a discussion of the effect of adding diffusion, see Appendix B) and interactions between the particles, both for simplicity and because they have been found to be negligible in the biological system of interest (the oocyte [26] ). A symmetric object in such a system is a piston with identical surfaces on its two sides. To find the force the particles apply to the piston, we first calculate the density of the particles within the bounded domain, in the absence of a piston. The density is discontinuous at the walls, where a macroscopic number of particles accumulates [8, 32, 33] . We therefore write rate equations for the bulk densities of left and right moving particles L(x, t) and R(x, t) [21, 31, 34] , in addition to coupled equations for the numbers of particles accumulated on the walls [35] :
where J R = v(x)R and J L = −v(x)L are the currents of right and left moving particles, and N x L/R is the number of left/right-moving particles at the boundary position x = ±d. Note that the number of particles accumulated on a wall that are moving away from it is zero (i.e.
. We set the total particle number to N , i.e.
is the total particle density. Under this constraint, the steady state solution of Eq. 1 is
As shown in [31] for any dimension, the bulk density is inversely proportional to v, and is independent of the local α. The wall accumulation depends on the local value of α, but not on the local v.
The force on each of the walls can be calculated using the density. For example, the force on the right wall is given by the number of accumulated particles moving against the wall N d R , multiplied by the force a single particle applies, F 1 = µ −1 t v, where µ t is the translational mobility:
, where p ≡ v/α is the persistence length.
Next we find the force applied to an immersed piston with hard wall edges. We denote the position of the piston's center by x p , the piston's width by w p , and the positions of the left and right edges of the piston by x l/r p = x p ∓ w p /2 ( Fig. 1(a) ). Since each of the two parts into which the piston divides the system is itself a 1D box like the one we solved above, the steady-state density of particles in each part is given by Eq. 2, where we replace the normalization constant and the total number of particles for the left/right sides by c 1/2 and N 1/2 , respectively. The force on the piston is thus given by
The piston divides the system into two disconnected parts, and the force on it depends on the number of particles in each part, which determines the values of c 1,2 . We
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iii. : i-iii as in (b). The force is directed towards the center, and its magnitude saturates when the entire piston is in one side of the system. Note that p = v/α is the same in (b) and (c).
choose to set c 1 = c 2 , as would happen in the large system size limit where the density profile is not affected by the insertion of an object. It is also true for periodic boundary conditions, and in higher dimensions for objects that do not divide the system into disconnected parts. This choice, along with particle conservation, N 1 + N 2 = N , determine N 1 and N 2 .
Setting c 1 = c 2 in Eq. 3 yields a force on the piston in the direction of the edge with the smaller local p . Thus a gradient in p is necessary in order to move the piston. The force on the piston satisfies the AP: it is a sum over the piston edges of the local pressure P = c 1 µ
Hence for a constant ∂ x p , the pressure gradient is constant and the force is equal to the pressure gradient times the piston width:
The force on each edge of the piston is proportional to the local p since it is the product of the number of particles accumulated on the piston edge, which is ∝ 1/α, and the force exerted by each particle, which is ∝ v. While both of these components can be spatially dependent, it is easier to understand the limiting cases where either v or α is constant and the other has spatial dependence. In the case of a constant v and a spatially dependent α, the bulk density is constant, and the force on the piston pushes it towards small α regions ( Fig. 1(b) ). In the case of a constant α but varying v, the bulk density is nonuniform, and the particle accumulation on all surfaces is the same due to the constant α. The force on the piston is proportional to the difference in v between the two edges, pushing the piston towards the direction of smaller v (Fig. 1(c) ).
Two dimensional model -Consider a two dimensional system of point-like non-interacting active particles with position dependent speed v, rotational diffusion rate D r and tumble rate α. We begin by studying the motion of a passive disk inside a circular domain (Fig. 2) , using simulations (for simulation details, see Appendix F) to examine the two limiting cases where either the speed v or the persistence time τ = (α + D r ) −1 varies spatially, while the other is constant. The particle density shows similar behavior to 1D: the bulk density is ρ ∝ v −1 [31, 36] (Fig. 2(c) ), while the accumulation on the edge of the disk depends on the local τ but not on the local v ( Fig. 2(d) ).
Unlike in 1D, finding the steady state density in 2D systems is a difficult problem [8, 32, 33, 37, 38] . However, using the method of [1, 3] , it is possible to find the force on an object using the bulk density only, in the limit of small persistence length p = v α+Dr . When the persistence length grows, we show that two correction terms arise.
We start from the continuum equation for the distribution function P(r, θ, t) of particles at position r and motility force direction θ at time t [1, 3] :
whereê θ = (cos θ, sin θ) is the motility force direction, and V (r) is the external potential due to surfaces such as the disk edge and system boundaries.
Consider an isolated object, with a narrow surface potential, inside the system. Following [1, 3] , by using moments of Eq. 4, and the fact that the force on the object is given by F tot = S ρ∇V d 2 r, where S is an area containing the object and no other potentials, we obtain the following expression for the total force the particles exert on the object (see Appendix A):
where the axes were chosen such that F tot x,n is a unit vector normal to ∂S, and d is a line element along ∂S. We define the integrated current J ≡ S Jd 2 r, where J is the current density, and M x1 = dθP(r, θ) sin(nθ). Eq. 5 shows that the force can be divided into three terms, which we denote from left to right F J , F I1 , and F I2 . The integrated current term F J is the only possibly ). For a gradient in Dr, more particles are accumulated on the side with smaller Dr, while for a varying v the accumulation on the disk edge is nearly uniform.
non zero term in the case of constant parameters [3] . In this case, for a symmetric object such as a disk, F = F J = 0. The surface integral term F I1 is the dominant term in the case of small p with respect to the object lengthscales (see D). If ∂S is in the bulk, F I1 = ∂S Px ·nd for the local pressure P (r) = c 2µt p (r), where c = ρ(r)v(r) is a constant. Thus for a linear gradient in p , F I1 has the form of the AP, i.e. it is proportional to A S , the area of S, which is approximately the area of the object for S along and slightly outside of the object surface, and independent of its shape:
In 1D, this is the only non vanishing term (see Appendix C).
In the small p limit, the force is approximately equal to F I1 and therefore it satisfies the AP. As p grows, the current of particles slipping around the object grows and the integrated current F J and area integral term F I2 grow and cause a deviation of the total force from F I1 (Fig. 3) . For a disk, the two correction terms were ob- 
served in simulations to have opposite sign from F I1 , and thus reduce the total force ( Fig. 3(b) ). Since the correction terms seem to be related to slippage of particles on the surface, we checked whether the force on the disk can be enhanced by reducing the slippage and decreasing these terms. We added a sinusoidal modulation to the disk radius:
, where φ is the polar angle around the disk center. We keep F I1 constant by using a linear p gradient and keeping the area of the object constant, to isolate the effects of the other two terms. We find that indeed magnification of the total force can be achieved by modulation of the edge ( Fig. 3(b) ). This is in accordance with previous studies, which showed that the curvature of the boundary affects the force applied by active particles in the case of uniform activity [3, 7, 9, [39] [40] [41] . Discussion -We showed that while the AP applies in 1D, in 2D it generally needs to be modified and is valid only for a small persistence length. When the AP applies, the force exerted by the particles on an object is an integral over a local pressure that is proportional to the persistence length, which plays the role of the gravitational potential in the original AP. Thus this force tends to push objects in the direction of −∇ p . This means that it is possible that the force on the container is nonzero, which is enabled by the breaking of momentum conservation by the particle motion dynamics.
Our model parameters and results can be linked to experimental measurements of particle trajectories, even if sampled at low frequency with respect to the persistence time τ : knowing the long time mean squared displacement and the particle density is sufficient to determine v(x) and τ (x) (see Appendix H). The force calculation for a passive object holds for a moving body in the limit where its velocity is slow with respect to the velocity of the active particles, such that the particles attain their steady state distribution throughout the motion. In addition, since the system is overdamped, the velocity of the object is proportional to the force exerted on it. Thus our force calculation can be used to obtain the velocity of slow moving objects.
Returning to the oocyte [26] , the vesicle density was observed to be approximately uniform, while the measured vesicle velocity increases from the center to the edge of the cell. The resultant force on the nucleus pushes it towards the cell center. Since the sample time used for obtaining the vesicle positions was of the order of magnitude of τ , the measured velocity depends both on the microscopic v and τ , making it possible that the observed spatial variation is due to a variation in either of them. The experimental results are consistent with our model for the case of a τ that increases from the center to the edge, and a constant v (see Appendix I), possibly indicating a spatial variation in the structure of the actin network. The continuum equation for the distribution function P(r, θ, t) of particles at position r and motility force direction θ at time t [1, 3] 
whereê θ = (cos θ, sin θ) is the motility force direction, µ t is the translational mobility and V is the external potential.
Consider an object inside a system of active particles with position dependent v, α and D r . Assume the object's surface potential is very narrow. Define as in [3] , m xn = 2π 0 dθP(r, θ) cos(nθ) and m yn = 2π 0 dθP(r, θ) sin(nθ). Integrating Eq. A1 2π 0 dθ and assuming steady state gives:
where J is the current density. Multiplying Eq. A1 by cos(θ) / sin(θ) and integrating 2π 0 dθ gives:
The total force on the object is given by
where V is the interaction potential of the object with the active particles, and the integral is over an area S containing the object (∇V = 0 outside of S).
We can relate the total force on an isolated object and the total current in an area that contains it as in [3] , by integrating the definition of the current density J (Eq. A2):
While in the constant parameter case the last term on the right hand side of Eq. A5 vanishes, here it does not. Focus on this term:
From now on, we choose thex axis to be along the direction of the total force for simplicity. Therefore we will consider thex component of the force terms. Using integration by parts, we obtain
wheren is a unit vector normal to ∂S, and d is a line element along ∂S. Rearranging Eq. A5, taking only itsx component (since we assumed theŷ component of the force vanishes) and plugging in Eq. A7, we obtain:
where
is the x component of the total force on the object F tot , and J x is the x component of the integrated current J .
Appendix B: Archimedes' principle derivation for 2D systems Consider the surface integral contribution to the force, which we denote F I1 :
We choose the integration area S to follow the edge of the object, surrounding the object at a small distance. Assuming that p is small, bulk values of the probability moments in M x1 are obtained on ∂S: ρ(r) = c v(r) [31, 36] , m x2 = m y2 = 0. In addition, ∇V = 0 there, since the potential is assumed to be narrow and the integration region to be wider. Hence on the edge ∂S:
Plugging this into Eq. B1 and using the divergence theorem we obtain
Note that F I1 = ∂S Px ·nd has the form of an integration of the local pressure P (r) = c 2µt p (r) over the edge of the object (projected on thex axis, since we chose to consider thex component of the force). Since it has this form, with P that does not depend on the shape of ∂S, the divergence theorem immediately yields that as in the Archimedes principle for the buoyant force on an object immersed in a fluid, if the pressure gradient is constant then F I1 is proportional only to the volume of the object and independent of its shape: for a linear gradient in p (equivalently, a linear P gradient), ∂ p ∂x = const and thus
where A is the area of S, which is approximately equal to the area of the object. Hence F I1 = −∂ x P A, analogously to the Archimedes principle. Interestingly, the pressure P (r) = c 2µt p (r) can be obtained from the pressure found in [2] to be exerted by particles with constant v and τ on a flat wall by plugging in v(r), τ (r) and the spatial dependence of the bulk density ρ(r) = c v(r) . In the small p limit, the total force on the object F tot ≈ F I1 and therefore it satisfies the AP. As p grows, the F J and F I2 terms grow and the AP is no longer satisfied by the total force, which no longer has the form of an integral over the object edge of a local pressure. In addition, for a large enough p , the bulk values of the moments ρ, m xn and m yn are no longer be obtained near the object surface due to the current created around the object, making the above calculation invalid.
Note that the division of the force on an object into three terms (Eq. 5) is generally valid for any area S that contains the object. However, the values of each of the three force terms depend on the choice of S. We showed here that a natural choice, which gives a special physical meaning to F I1 , is to have S narrowly follow the edge of the object. When the persistence length is small, the boundary layer near the object edge, in which bulk values of the probability moments ρ, m xn and m yn are not attained, is narrow. Then a choice of S that narrowly follows the object edge and yet remains in the bulk is possible, and the term F I1 has a simple form, thanks to the known bulk values of the probability density moments, which has the physical meaning of being an equivalent to the Archimedes buoyant force, proportional to the object area.
A system with a small translational diffusion would behave qualitatively similar to one without diffusion (as discussed in [36] ). However, diffusion complicates the calculation of the force on an object in several ways. If we include translational diffusion with constant diffusivity D t in our model, then the term D t ∇ 2 P(r, θ, t) is added to the right hand side of Eq. A1. Following its contribution in the force calculation, we find that Eq. 5 is satisfied, with an additional surface term on the right hand side: D t ∂S ρn ·xd . In addition to this direct contribution of the diffusion to the force the particles exert, the diffusion affects our results in two ways. The first is that we no longer have an analytic solution for the bulk density, and hence we no longer have an analytic solution for F I1 even when ∂S is in the bulk. Second, the boundary layer next to the object edge in which the probability moments do not attain their bulk values becomes wider, having a width that grows with D t . Thus while the division of the force on an object into terms as shown in Eq. 5 is still valid (with the addition of the term above), a natural choice of ∂S which gives a clear physical meaning to F I1 no longer exists.
In the main text, the force on a wall in a 1D system was calculated by solving the equations for the particle density. We will now calculate this force using the method of [1, 3] . We obtain the same result, and show that the F J and F I2 contributions to the force vanish in this case.
We will calculate the pressure on the wall at x = d. We will use equations for the right and left moving particle densities, which are like those in main text Eq. 1, but with the wall potential written in the equation -instead of treating the wall as a boundary condition as was done in the main text. The equations are:
Summing and subtracting the equations gives:
Now consider the steady state. Since Eq. C2 implies that in steady state J = constant, demanding J = 0 on the wall gives that J = 0 everywhere, and therefore F J = 0. From J = 0 and Eq. C2 we obtain that ρ∂ x V = v mut σ. Using this, we get that the pressure on the wall at x = d is:
using Eq. C3 we obtain that in steady state σ = 1 α ∂ x (−vρ + µ t ∂ x V σ)). Substituting this into the expression above for the pressure, we obtain:
Taking → 0, the first term (F I1 ) gives the same result we got for the force on the wall from the exact solution. To calculate the second term (F I2 ), we use the exact solution (main text Eq. 2):
Plugging this into the 2nd term gives:
The first term here vanishes as we take → 0. Since the accumulation of particles happens at the point in the potential where the active force is equal to the force the potential applies, which we assume to be x = d (since the potential is extremely narrow around that point):
Thus the second term also vanishes and we get that this entire integral is equal to zero, giving:
Note the same conclusion could be reached without using the full solution, by realizing that particles with active force pointing towards the wall accumulate on the wall, and thus there ρ = σ = R ∝ δ(x − x d ). Combining this with a no flux demand on the wall J = vσ − µ t ρ∂ x V = 0 gives that the second term vanishes.
To understand whether the correction term F I2 is a basic result of the 2D motion the active particles, or it only appears for complex surface geometries, we consider a simple two dimensional system, with a wall parallel to theŷ axis and a p gradient in thex direction (Fig. 4(a) ). Assume that the system is invariant to translations in theŷ direction: the motion parameters and the wall interaction potential are functions of x only.
Start from the continuum equation for the distribution function P(r, θ, t) of particles at position r and motility force direction θ at time t (main text Eq. 4):
By taking moments of Eq. C12, and assuming steady state (all time derivatives vanish) we obtain (a private case of Eqs. 6,7 in [1] SI):
We would like to calculate the pressure exerted by the particles on a wall at x = x w , assuming the interaction potential of the wall with the particles V (x) diverges from 0 to ∞ within x w − < x < x w , and vanishes elsewhere. The regime x > x w is beyond the wall and contains no particles. The pressure on the wall is thus given by
Using Eqs. C13 and the fact that J = 0 (J y = 0 due to the symmetry to translation in y, and J x = 0 on the wall since the particles cannot penetrate it), we obtain:
Note that generally, this integral depends on the shape of ∂ x V . Performing integration by parts gives:
To relate this expression to our previous notations, note that the first term on the right hand side is P I1 = F I1 /L y , and the second term is P I2 = F I2 /L y . To calculate P I1 , we use the fact that at x = x w + there are no particles and therefore ρ = m xn = 0. Assuming the wall potential is very steep, already at x w − for a small the moments of the probability density have their bulk values: ρ = c v(x) [31] (c is a constant determined by the conservation of particle number equation system ρ(r)d 2 r = N ), m x1 = m x2 = 0 (as we observed in the 1D analytic solution and in 2D simulations). Taking → 0, we obtain:
In the limit where the lengthscale over which the potential varies is much smaller than the lengthscale over which the persistence length p (x) ≡ v Dr+α varies p ∂ x p , the second term P I2 is negligible with respect to P I1 . Thus the pressure is P = P I1 , and is independent of the wall potential V (x).
However, the P I2 term doesn't identically vanish as in the 1D wall case. The J x = 0 demand on the wall results in ∂ x V = vmx1 µtρ . But now, differently from the 1D wall case, particles moving against the wall have θ values in the entire half circle that has a component towards the wall, and thus ρ = m x1 on the wall. In addition, contrary to 1D, there is a 1/2 in front of the ρv preventing the cancellation. Overall, we get that in the semi-1D geometry of a flat wall with an p gradient perpendicular to the wall, F J = 0 due to symmetry but F I2 is nonzero (Fig. 4) . The force on the left wall divided into terms according to Eq. 5 (The total force -black, FI1 -red, FI2 -yellow, FJ -blue) for the system in (a), for S that is a narrow strip around the wall: S = {− ≤ x ≤ 0.5x0, 0 ≤ y ≤ Ly}, for some positive . FJ = 0 due to the translation symmetry in the y direction. FI2 is nonzero, contrary to the similar 1D system. (Lx = 50x0, Ly = 100x0, v = x0/τ0, D
Appendix D: Scaling of the force terms
Consider the force on a disk in a 2D bath of active particles (main text Eq. 5):
We will use scaling arguments to show that if S is a circle concentric with the disk, with radius R d + for a small , then in the limit of small persistence length with respect to the disk radius p R d , the integrated current term F J and F I2 are negligible with respect to F I1 . First, the scaling of the F I1 term:
where we assumed that ∂S is in the bulk, and thus on it M x1 ∝ ρv = c, and used the divergence theorem. We then used the fact that the area S surrounding the disk is ∝ R 2 d . The scaling of the F I2 term:
where ρ boundary is the particle density in a narrow edge layer, of width , near the disk's surface. To find how ρ boundary scales, since we are assuming a steady state, demand that the flux of particles into the boundary layer is equal to the flux out. The flux per unit length into the boundary layer is j in = ρ bulk v = c, while the flux per unit length out is j out = ρ boundary τ
. Demanding j in = j out gives that ρ boundary = cτ . Substituting this into the scaling of F I2 , and using the fact that the part of S in which the particle density is nonzero is a ring around the disk surface, with area proportional to R d , gives
We got that
Hence as long as R d p , the contribution of the F I2 term to the force on the disk is negligible with respect to the contribution of the F I1 term.
The scaling of the total current is different depending on how the persistence length p compares to the disk radius R d . In the regime of small persistence length p R, transport around the disk is diffusive. Hence the scaling of the current density is
where in the first transition we used the diffusivity D ∝ v 2 τ and the previously derived scaling of the boundary density ρ boundary ∝ Cτ . Therefore the scaling of the total current in the ring is
meaning that in this case
If the persistence length is of the order of magnitude of the disk radius or larger, p ≥ R d , the particle current around the disk is due to advective transport. Then the current density scaling is
where in the first transition we used ρ boundary ∝ cτ , and in the second transition we used that the difference in persistence length between opposing edges of the disk ∆ p is proportional to the persistence length gradient times the disk lengthscale ∇ p R d . Hence the scaling of the total current in this case is
In this case, F J scales as F I1 .
We test the scaling of the three force terms by observing how they vary in simulations as p changes at constant R d and ∇ p (Fig. 5(a) ), and as R d changes at constant p and ∇ p (Fig. 5(b) ). While the dependence of the terms on R and p is not with the exact power predicted by the scaling arguments, qualitatively the behavior is similar to the one predicted. F I1 ∝ R The two mechanisms included in the model (as defined by Eq. 4) for a change of the direction of motion of a particle, which have corresponding change rates of D r and α, explicitly appear in our expression for the force on an object in the same way, via the persistence length p = vτ with the persistence time τ = (D r + α) −1 . However, they could have a different effect on the value of the force terms through the values of the probability moments ρ, m xn and m yn , which appear in the expressions for J (Eq. A2) and M x1 (Eq. A3).
Run-and-tumble particles (RTP), which correspond to the limit case of D r = 0, and Active Brownian particles (ABP), which correspond to α = 0, have previously been shown to be quite similar. Their dynamics at the coarse grained diffusion-drift level is equivalent [42, 43] . Their accumulation near walls has been shown to be qualitatively similar, yet quantitatively different [33] . Hence we expect the force terms in the two cases of RTP and ABP to be qualitatively similar, but differences in them could arise due to differences in the values of the probability moments ρ, m xn and m yn , especially in the boundary region. In the bulk, in both cases (and for general α and D r values) ρ(r) = c v(r) , m xn = 0 and m yn = 0, where the value of the constant c can vary between the cases due to differences in the boundary behavior leading to a different number of particles being in the bulk. In the boundary region, greater differences in the moment values are expected.
To test this, we consider a system with a persistence time τ (x) and compare the case of RTP: α −1 (x) = τ (x) and D r = 0, to the case of ABP: D −1 r (x) = τ (x) and α = 0, by plotting the force terms of Eq. 5 for the two cases from simulations (Fig. 6) . We observe that for a small enough persistence length, the force terms have nearly identical values in the two cases, while for larger persistence length values there is a noticeable difference yet a qualitatively similar behavior. This makes sense because for small enough p values, our chosen ∂S is in the bulk, and the total force is approximately equal to the surface integral F I1 , which depends only on p and the probability moments at ∂S -in the bulk. The only possible difference is that c could differ between the two cases due to different boundary behavior leading to a different number of particles in the bulk. However for the specific case we considered in Fig. 6 there is no observable difference. As p grows, the area integrals F J and F I2 grow, and they include contributions from the boundary values of the probability moments, which are expected to be somewhat different between the two cases. Indeed we observe noticeable differences in their values between the cases. In addition, at a large enough p , ∂S is inside the boundary region and hence we expect to also find differences between the two cases in the value of F I1 .
Appendix F: Simulation details
We simulated 2D systems of non-interacting active Brownian particles by numerically integrating the overdamped Langevin equation of motion for each of the particles, using the Euler method. The equation of motion for each particle:
where v is the self propulsion speed, r = (x, y) is the particle's position,n θ = (cos θ, sin θ) is a unit vector in the direction of the motility force of the particle, and η is white noise obeying the relations η(t) = 0, η(t)η(t ) = 2D r δ(t − t ). µ t is the mobility, and F ext is the external force on the particle, due to interaction with the system boundaries and objects inside the system. The system and disk boundaries were implemented by a force derived from narrow Lennard-Jones potentials truncated at the minimum, leaving just the repulsive part:
where ∆r = r − r wall is the particle position minus the wall position. For a disk with a modulated edge, in polar coordinates around the disk center the force applied to a particle at position (r, φ) is derived from the potential above with r wall = R d (φ) = R 0 + R 1 cos(nφ).
Additional details for simulations of the circular system presented in the main text Fig. 2: The parameters of the interaction potential of the disk with the active particles were = 7 × 10 −8 F 0 r 0 , σ = The interaction potential parameters for the modulated disk were = 3.7 × 10 −8 F 0 r 0 and σ = 1.86 × 10 −3 r 0 . The average total force on the disk was directly calculated. S with which we chose to work for the calculation of the force terms is a contour along the edge of the modulated disk at a distance dr = r0 30 √ π outside it. We calculated binned averages of the particle density, current density, and the moments m xn , m yn in two rings of width dr around the modulated disk. F J was calculated by summing the current density inside S. F I1 was calculated by using the density and moment values in the second ring as an estimate for the values on the edge of the first ring. F I2 was calculated by subtracting F J and F I1 from the total force. The theoretical calculation of F I1 is Eq. B4, with the value of c estimated by neglecting the wall accumulation of the particles. Force on a disk as a function of its position, for: 1. a static disk held in place (black), 2. a disk that can move due to the forces applied to it by the ABPs, for various ratios of particle and disk motilities µ We can link the model parameters -the speed v(r) and persistence time τ (r) = (α(r) + (d − 1)D r (r)) −1 (in d dimensions [36] ) -to measurable quantities, which are extracted from low frequency imaging of the particle trajectories, with sample time ∆t τ . First, the bulk density is related to the velocity profile by ρ ∝ v −1 [31] . The macroscopic velocity is measured from the sampled position differences ∆x over the time difference ∆t: v m ≡ ∆x/∆t. Since ∆t τ , ∆x ∝ √ D∆t, where D = v 2 τ /d is the diffusivity [36] . Hence the spatial dependence of the macroscopic velocity is given by v m (r) ∝ v(r) 2 τ (r), assuming the motion parameters vary spatially slowly enough (v∇τ 1, τ ∇v 1) to make the diffusivity D(r) = v(r) 2 τ (r)/d locally meaningful (this assumption is self-consistent for extracting the motion parameters of the oocyte vesicles, as seen from Fig. 9 ). Note that while v determines the shape of ρ and vice versa, any ρ and v m profiles can be obtained by tuning v(r) and τ (r). This choice then determines the force on an object, which for small p is in the direction of decreasing p = vτ . For overdamped dynamics, this force is proportional to the object velocity, which is measurable by imaging [26] .
Previously, in [26] , the experimental measurements were used to propose that the active pressure is given by the following expression: P ∝ ρ(r)v m (r) 2 . From the results above we now see that this is simply ∝ p (r), and therefore gives the correct direction and spatial dependence of the active pressure, pushing in the direction of minimal p . Separating the data into bins according to the mean distance from the cell center (r) of each trajectory, we obtained fits for the parameters of the ABP model. The results for a 3-bin division are shown in Fig. 9 . Though the data is noisy, it seems that D r decreases and D increases towards the center, while v is constant within the precision of our measurement.
From the fit of an ABP model to the velocity-velocity correlation, we find that v ≈ 0.09 µm/sec, and τ ≈ 2.5 sec (Fig. 8) . Therefore the persistence length is p = vτ ≈ 0.2 µm, much smaller than the nucleus radius. Thus according to our active particle model, we expect the force on the nucleus to push towards the direction of minimal p , which
