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Abstract 
Bitar, J. and E. Goles, Parallel chip firing games on graphs, Theoretical Computer Science 92 (1992) 
291-300. 
We study the periodic behaviour of parallel dynamics associated with the chip firing game 
introduced by Spencer (1986). We prove that on trees the periods are of length one (fixed points) or 
two. For general graphs we give counter-examples where periods depend on the graph size. We also 
prove that the chip firing game may be used as an algorithm to evaluate logical functions, which 
shows that the dynamics have nontrivial computing capabilities. Finally, we study a related game on 
graphs. 
1. Introduction 
Let G = (V, E) be a finite, undirected, connected graph. Throughout this note we will 
always consider such a kind of graph. The chip firing game introduced in [7] starts by 
assigning to each vertex a finite number of chips. A legal move consists of selecting 
a vertex which has at least as many chips as its degree, and passing one chip to each of 
its neighbouring vertices. This is called firing a vertex. The procedure continues as 
long as there exists legal moves to execute. Clearly, previous dynamics 
is sequential: i.e. vertices are updated one at a time, randomly or in a prescribed 
order. 
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Results about the transient length and other aspects of the sequential dynamics 
have been presented in Cl, 3,8]. 
In this note we study the parallel dynamics of the chip firing game, i.e. to update all 
the vertices at the same time. In this context we prove that, if G is a tree, the limit cycles 
has only period one or two. For other graphs we exhibit counter-examples where the 
period grows with the size of the vertex set 1 VI. Furthermore, we show that the parallel 
chip firing may simulate logical functions by coding bits “I” and “0” as particular chip 
configurations. This last result proves that the parallel chip firing has nontrivial 
computing capabilities. 
Finally, we present a related game where the trees admit only fixed points except the 
“line-tree” G=((l,..., u}, {(i,j)/li-jl= 1)) which has also two cycles. 
2. Parallel chip firing game 
Let G = ( V, E) be a graph, where V= { 1,. . , TZ} is the vertex set and E the set of edges. 
A chip configuration on G is a vector x=(.x1,. , X,)E FU”. The parallel dynamics is 
defined as follows: 
.~i(t+ l)=xi(t)-d;II(xi(t)-_i)+ C Q(.Xj(t)-dj) VieV, (2.1) 
js V, 
where Xi(t)E N is the number of chips on vertex i at step t, Vi = {je Vl(i, j)E E } is the set 
of neighbours of vertex i, and di = ( Vii is its degree. The mapping Q(.) is the threshold 
function, i.e. II (a) = 1 (0) if u 3 0 (U < 0). 
Equation (2.1) is made synchronously on V. It may be interpreted as follows: 
a vertex i loses di chips if its number of chips is at least its degree and receives one chip 
from each firing neighbours. 
Example. Let G = ( ( 1,. , nj, ((j, j)/ Ii -jI = 1)) be the line graph. For rt = 5 the paral- 
lel chip firing for two initial configurations is exhibited in Fig. 1. 
From equation (2.1) it is obvious that the total number of chips s(t) is constant 
during the parallel update, i.e. s(t)=Cjev Xj(t)= N, Vt 30. Hence, the dynamics occurs 
in the finite set Qcard ’ = (0,. . , N jcard ‘. From this remark we conclude that any chip 
configuration converges in a finite time to a limit cycle (x(O), x(l),..., x(T- 1)) of 
period T, i.e. x(t+ 1) is the successor under equation (2.1) of the configuration x(t), 
x(t) # I([‘) tit, f’E [O, T- 11, and x(T) = x(0) (x(0) is used for simplicity in the notation, 
it does not imply transient length = 0). 
Theorem 1. Let G=( V, E) be a tree. Then the parallel iteration (2.1) admits, in the 
steady state, only,fixed points or cycles of period two. 
To prove this theorem we introduce some notations and lemmas. 
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8 0 0 0 0 
71000 
6 2 0 0 0 
61 100 
5 2 1 0 0 
51200 
4 3 0 1 0 
42110 
4 1 2 1 0 
3 3 0 2 0 
3 2 2 0 1 
3 2 1 2 0 
3 1 3 0 1 
2 3 1 2 0 
2 2 3 0 I 
2 2 2 2 0 
22211 
2 2 1 3 0 
2 1 3 I 1 
I 3 I 3 0 
1 2 3 1 1 
1 2 2 3 0 
I 2 2 2 1 
6 0 0 0 0 
51000 
4 2 0 0 0 
41100 
3 2 I 0 0 
31200 
2 3 0 1 0 
22110 
2 1 2 I 0 
I 3 0 2 0 
1 2 2 0 1 
I 2 1 2 0 
I 1 3 0 1 
0 3 I 2 0 
Fig. 1. Fixed-point (a) and two-cycle behaviour (b) of the parallel chip firing game. 
Let us assume that the steady state is the limit cycle (.x(O), . . . . x(T- 1)) with period 
T. We define the local cycles as follows: 
Vie V xi=(xi(0) ,..., xi(T- ~))EQ’, 
Xj=(:Ui(O), . . ., .fi(T- 1))~{0, l}r, 
where xi(t) = I (xi(t) - di) is called the “trace” of vertex i in the limit cycle. The support 
of Xi is defined by 
SUpp(Xi)= (t~[O, T- 11: pi= l} . 
Clearly, one may partition SUpp(Xi) as follows: 
SUpp(Xi)= fi CL, 
k=l 
where CL is a maximal set on [0, T- I] coding a block of l’s: 
C:=[t, t+q] such that xi(t+s)= 1, s=O,...,q and 
(2.2) 
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For instance, given .i$=(OOllllOOlOOllO) one gets Cl =[2,5], Ci={S}, 
C\={ll,ll}. In case Yi=i=(llll,..., 1) or 6=(0000,...,0) we get the tritial 
partitions Ci, = [0, T- l] or Ck = 8 Vk, respectively. 
Lemma 1. Let G = (V, E) be a graph. The parallel chip jiring verifies that: 
(1) _fk = 6 5 .fi = 0 ViE V, Xk = i * Xi = i ViE V, and in both cases the limit cycle is a 
,fixed point (i.e. T= 1). 
(2) Given [s-k, s] ~supp(z?~) a maximal set then there exist jE Vi such that 
[s-k- 1, S- I] ESUpp(Yj). 
(3) Giuen [s-k, s] ~(supp(f~))‘, then there exists jE K such that [s-k- 1, s- 11 E 
(SuPPG;))‘. 
Proof. (1) We prove the case Xk = 6. The proof for Xk = i is analogous. Since G is finite 
it suffices to prove the result for the neighbours of vertex k. From the update rule (2.1) 
one gets 
Xk(t+ l)=Xk(t)+ C :Uj(t)>XJt); 
jsvk 
hence, xdT- ~)~x~(T-~)~...~x~(o)~~~(T- I), so 
xk=(ak,..., a,), ak<dk- 1. (2.3) 
Let us suppose that there exists Jo V,, t’E[O, T- l] such that Xj(t’)= 1, then we have. 
xfJt’+ 1)3x,(t’)+ 1 >x,(t’), 
which is a contradiction to (2.3), so .Yj=6 VjE f$ 
(2) Applying equation (2.1), we obtain 
xi(s)=xi(s-k)-kdi+ C i Zj(s-t). 
jEV, 1= 1 
Since [s-k, s] is maximal, ?ci(s - k - 1) = 0, SO Xi(s - k - I) d di - 1 and 
Xi(s)=xi(s-k-l)-kdi+ C C xj(s-t), 
jeV, f= 1 
so 
kfl 
xi(s)ddi-l-kdi+ C C Xj(s-t). 
jsV, r=l 
Let us suppose now that the property does not hold, i.e. 
vj~ K, 3tTE[s-k- 1, s-l] such that ij(tj*)=O, 
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then cjsvi c~Z: ZC~(S-t)<(k+ I)di-di, SO .~i(s)~<di- 1; then Xi(s)=O, which is a 
contradiction. 
(3) Let us suppose that Vje I’i, 3tl E [s - li - 1, s - l] such that Zj(tj*) = 1. Then in the 
set [s-k, s] the vertex i receives at least di chips, so there will exist t~[s - k, s] such 
that xi(t)>di, which is a contradiction. 0 
Comments. Property 1 asserts that if in the limit cycle a vertex is never fired then no 
vertex is fired. The same behaviour is proved when a vertex is always fired. In both 
cases the limit configuration is a fixed point. 
Properties 2 and 3 assert that maximal sets of l’s or O’s in a vertex imply the 
existence of at least a similar set in its neighbourhood. 
It is important to point out that the previous properties hold in any graph. 
Now, given a limit cycle and the support partition in (2.2), we define 
M=max max IC:l. 
ieV l<k<p, 
Clearly, M is the maximum number of consecutive l’s in the trace vectors in the 
limit cycle. Moreover, 0 <A4 < T, and the cases M = 0 and M = T correspond to fixed 
points, as we proved in Lemma 1.1. 
In a similar way, we define the maximum set associated with blocks of O’s by taking 
the partitions on maximal sets of O’s of the complement of the support: 
(SUpp(Xi))‘= G Dt, iEV, 
k=l 
where 0: are maximal sets coding consecutive O’s on the trace vector Xi. We define 
N=max max ID:1 
icV ISk6qi 
and we also have 0 d N d T. For trees we get finer bounds for M and N. 
Lemma 2. Let G = ( V, E) be a tree and (x(O), , x(T- 1)) be a limit cycle associated 
with the parallel chip$ring game; then 
O<M<T- M=l. 
O<N<T- N=l, 
i.e. when the limit cycle is not a$xed point, the maximal sets are of size 1. 
Proof. We prove for M; for N the proof is analogous. Let us suppose M 3 2 and let 
iOE V be a vertex where a maximum set of l’s occurs, i.e. 
SUpp(Xi,)Z Co = [t, t + M - 11, where Co is a maximal set. 
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From Lemma 1.2, there exists ire Vi, such that supp(Xi,)~C’ =[t- 1, t+M-21 
with C’ being a maximal set (because M is maximum). By Lemma 1.2 there 
exists i2~ vi, such that supp(Xi,)~ C2 = [t-2, t+ M - 31, which is a maximal set. 
Furthermore, i, # i,. In fact, since (t- l)~supp(X,,) (because M >2), i, = i,, implies 
Yi,(t- l)=Zi,(t- l)= 1, which is a contradiction since _ui,(t- l)=O. 
In this way, by applying Lemma 1.2 and since G is a tree, one determines a 
finite sequence of different vertices ii,,, . , is} such that i, is a leaf vertex (i.e. dib = 1, 
Vi,={is_l}) and 
C’=[t,t+M-11, C’=[t-l,r+M-2],..., 
C=[t-ss, t+M-(s-t 111. 
By applying Lemma 1.2 to the maximal set C” on vertex i, we see that there must exist 
a maximal set of length M for a vertex jE Vi, such that 
[t--s-l, t+M-(s+2)]~Supp(.~j). 
Since Vim= {is- 11, j=iS_l and [t-s-l, r+M-(s+2)]~Supp(%i,_,), hence 
Zi,_,(t-s)= 1, which is a contradiction because C’-‘=[r-.s+ 1, r+M-_s] 
GSUpp(Xis_, ) is a maximal set, i.e. .Ui.,_ I (t-s)=O. 0 
Remark. The fact that M 22 was used to prove that the vertices io,..., i, are all 
different. 
Directly from Lemma 2 we obtain the following corollary. 
Corollary 1. For a tree G =( V, E) the period T of the trace qf a limit cycle (X(O), . . . . 
i(T- 1)) is 1 or 2. 
Proof of Theorem 1. Let (X(O), , .x( T- 1)) be a limit cycle. From Lemma 1, it is clear 
that if there exist vertices with trace 6 or i then T= 1. Let us suppose that Vie V 
6#Zi#i. 
Let ig Vand t~[0, T- I] such that .)(-i(t) = 1 with exactly m firing neighbours Xj(t)= 1 
(therefore, with di - m nonfiring neighbours). Because of the 2-periodicity of the traces 
Xj(t)= l(0) * :uj(t+ 1)=0(l). Then si(t+ 1)x0 and 
Similarly, if xi(t)=0 we get .~i(t+2)=xi(t). Then Vtc[O, T- I]x(t+2)=x(t). 0 
Remark. (1) Nontrivial trees may have two cycles, for instance, see Fig. 2. 
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Fig. 2. Two-cycle behaviour on a tree. 
(2) The main theorem cannot be extended to other graphs which admit circuits. 
For instance, let G be a finite ring, i.e. V= {0, . . . . n - l}, E = {(i, i+ 1 (mod n))}. The 
chip configuration x=(021 . . . l)~fO, 1,2}” belongs to a limit cycle with period T=n. 
For n=6, the dynamics is exhibited in Fig. 3. 
021111 
102111 
110211 
111021 
111102 
211110 
021111 
Fig. 3. Period 7’=6 produced by a vehicle 02 on a ring. 
In general, there exist families of graphs with periods growing linearly with the size 
IV1 of the graph [2]. Furthermore, this simple chip firing rule is enough to support 
nontrivial computations. For instances, by coding “1” as a vehicle “02” and “0” by the 
absence of a vehicle one can evaluate any logical function. The elementary gates NOT, 
OR, AND are coded as follows: 
NOT gate: x+not x; one takes the line graph G=({ 1,...,9),{(i,i)/Ii-iI= 1)): 
002Xx1 110; where XX~{20,11}. 
The output is obtained in five steps in vertices 7 and 8, by coding l-20, Ott 11. For 
instance, for x = 0 (or 1) the input is XX = 11 (or 20). The dynamics are exhibited in 
Fig. 4(a) and Fig. 4(b), respectively: 
The AND and the OR gates are modelled in a tree with a vertex of degree three as 
follows: 
AND gate: (x, y)+x A y: 
olxxlYYlo 
1 
1 
0 
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t=O 002111110 
1 010211110 002201110 
2 011021110 011111110 
3 011102110 011111110 
4 011110210 011111110 
5 011111020 011111110 
(a) (b) 
Fig. 4. Dynamics of the NOT gate: (a) The output is YY =02-U= 1. (b) The output is YY = 1 lt+X=O. 
OR gate: (x, y)+x V y: 
01xx2YY10 
0 
In both cases xttXX~(O2,l I}, J >ttYY E { 02,l l} and the output is obtained in the two 
vertices of the vertical branch. 
From these basic gates we may code, in a tree, any logical function g(x,, . . . , x,) and 
given the code of the truth values xi we get the value of g by the parallel chip firing 
game dynamics [2]. 
Furthermore, one may build registers and add and subtract from them. This fact 
permits to simulate several simple programmable machines with the parallel chip 
firing game. Although we cannot know whether or not a register is empty, it seems not 
possible to simulate powerful algorithms. Previous facts prove that the parallel chip 
firing game has a nontrivial computing behaviour which makes it difficult to obtain 
sharper dynamical theorems for transient times in trees or periodic behaviour in 
general graphs. More details of computing capabilities of this game may be seen 
in [2]. 
3. Variable chip firing game 
A related parallel firing game is the following: 
Xi(t+ l)=xi(t)-diQ(Xi(t)-_i)+Q C II (Xj(t)-_j)-: ( 1 (3.1) jsV, 
That is to say, the ith vertex receives at most one chip when there exists at least one 
firing neighbour, and it loses di chips when it has more chips than its degree. 
As in previous paragraphs we define s(f) = CjEv, xi(t). It is clear that s(t+ l)<s(t), 
V’t>O. Due to this fact, the dynamics occurs in a finite set and always converges to 
limit cycles. Furthermore, the system loses a chip (i.e. s(t + 1) <s(t)) if and only if there 
exists a vertex with at least two firing neighbours. Since in the limit cycle the number 
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of chips is constant (i.e. s(t)=c VE[O, T- l]), the previous remark implies that each 
vertex accepts at most one firing neighbour in the steady state. In this situation it is 
easy to see that the steady-state dynamics given by (3.1) and (2.1) are the same. Hence, 
we may state the same result as in paragraph 2. 
Theorem 2. Let G = (V, E) be a tree and (x(O), . . . , x(t- 1)) be a limit cycle associated 
with rule (3.1); then T62. 
Moreover, in this case we may give a sharper result. 
Theorem 3. Let G = (V, E) be a tree such that there exists iE V with degree di 3 3. Then 
T= 1 (i.e. in the steady state there are only$xed points). 
Proof. We know that T< 2. Let us suppose that Xi(O) = 0 and Xi( 1) = 1. Clearly, from 
(3.1) one gets xi(O)=di- 1 and x,(l)=di. NOW, let US suppose di>3: 
xj(l)=di + xi(2)=xi(O)=xi(l)-di+Q 1 X’(l)-’ cl’ 
(j., ’ ‘)- ” 
hence, Xi(O) d 1, which implies that xi(l)62 <di, which is a contradiction because 
Xi(l)= 1. Then we conclude that T= 1. 0 
Remark. (1) When G=(V,E) is the line graph, i.e. G=({l,...,n}, {(i,j)/li-jI=l} 
(i.e. di 62 for any ic V), there exist two cycles. In fact, the configuration 
x=(022(1 122)*220) belongs to a cycle of period two. 
(2) In the case of arbitrary graphs one gets results similar to those in paragraph 2, 
i.e. cycles depending on I VI and the simulation of logical functions [Z]. 
4. Conclusions 
In this paper we determined the two-cycle behaviour of the parallel chip firing game 
on trees. For arbitrary graphs it is no longer true: there exist periodic configurations 
where the period grows with the size of the graph. 
On the other hand, the parallel chip firing game may be seen as a cellular 
automaton and for infinite graphs (as Z, {(i- 1, i+ l)ii~Z})) the dynamics is no 
longer two-periodic because it admits vehicle “02” which breaks the space symmetry. 
This fact, together with the simulation of logical functions, may be interpreted as 
a complexity measure of the dynamics. In this context the parallel chip firing game 
belongs to the Wolfram’s class-4 [9]. 
Finally, other games on graphs have been developed and studied in [4,5,6]. 
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