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Abstract. We discuss some examples of measures on lattice systems, which lack the property
of being a Gibbs measure in a rather strong sense.
1. Introduction
In recent years extensive research has been done on the occurrence of states (probability
measures) on lattice systems which are not of Gibbsian type. Such measures occur for
example in renormalization-group studies [8–13, 17, 18, 21, 40], non-equilibrium statistical
mechanical models [26, 33, 38, 42], image analysis [5, 15, 34], probabilistic cellular automata
[19, 39] and random cluster models [19, 39]. The possibility of their occurrence and their
properties have been considered by various authors [1, 7, 14, 20, 22, 24, 28–32, 36, 37, 41, 44].
This non-Gibbsian behaviour has often been considered ‘pathological’—undesirable—, and
there have been various attempts to control the non-Gibbsianness.
One approach, advocated by Martinelli and Olivieri [36, 37], is to study how the
non-Gibbsian measures behave under decimation transformations, that is, to consider the
restriction of the measure to some sufficiently sparse periodic sublattice. Various examples
where a once renormalized measure is non-Gibbsian have been shown to result in Gibbs
measures again after such mappings, mostly, but not exclusively, in the regime where the
original model has no phase transition [31, 36, 37].
In another approach, developed by Ferna´ndez and Pfister [14], one studies the size of
the set of ‘pathological’ configurations and tries to show that it is small, i.e. of measure
zero. In this case one says that the non-Gibbsianness is ‘weak’ [14, 19, 28, 34].
An even stronger control was recently obtained by Dobrushin in an example first
studied in [41]. In this example one considers the restriction of the plus-phase of the two-
dimensional Ising model to a one-dimensional sublattice. Here the non-Gibbsian measure
can be described as the Gibbs measure for an almost everywhere defined potential [7].
In this paper we present some examples in which the non-Gibbsianness is ‘robust’, either
in the sense of stable under decimations, or in the sense of being due to a large-measure
set. It is known [35] that the two notions are not equivalent; indeed, there are examples of
measures which have a large set of pathological configurations but which become Gibbsian
after decimation.
2. Notation and some standard results
First we will introduce some notation and recall some known facts. For details we refer
to [12, 16]. We consider spins placed at the vertices of the lattice Zd . The configuration
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space is  D SZd , where S is the single spin space. The notation !3 for the finite volume
projection of ! 2  to S3 will be used. The configuration space will be endowed with its
product Borel  -field F . A product measure  will be chosen on .;F/ as a reference
measure. An interaction is a family of real valued functions 83 on S3, indexed by Pf .Zd/,
the set of finite subsets of Zd , and with the property 8; D 0. We consider translation
invariant interactions, i.e. 83Ck.!3Ck/ D 83.!3/, for all k 2 Zd . The interaction 8 is
called absolutely summable whenever∑
330
32Pf .Zd /
jj83jj1 < 1 (2.1)





8X..!  /X/ (2.2)
where .!  /x D !x if x 2 3, and .!  /x D x if x =2 3, while 3c D Zd r 3.
Here 3c is a particular configuration fixed outside the volume 3, and plays the role of the
boundary condition. Whenever the configuration space is compact, absolute summability
of the interaction is a natural condition since it guarantees the existence of finite volume
Hamiltonians. A probability measure on .;F/ is called a Gibbs measure for the interaction




D e−fH83.!3j3c /−H83.3j3c /g (2.3)
for every finite 3. We denote the collection of these conditional probabilities by 5 :D
f3g32Pf .Zd /.







j3.; 3c / − 3.; 3c /j D 0 (2.4)






j3.; 3c / − 3.; 3c /j D 0 (2.5)
for all 3  30 2 Pf .Zd/. For the models we will consider in the following, quasilocality
coincides with the continuity of conditional probabilities with respect to the boundary
conditions (in the product topology).
5 is said to be uniformly non-null with respect to the reference measure  if, for every
3c 2 S3c and ! 2 , there is an " > 0 such that 3.!3/ > 0 implies 3.!3; 3c / > ",
for all 3 2 Pf .Zd/. (In percolation theory uniform non-nullness is called ‘finite energy
condition’, a terminology which is quite suggestive of a Gibbsian description of the
probabilities involved.)
For Gibbs measures the following characterization theorem is known [12, 23, 43].
Theorem 2.1. Let 5 be a consistent family of everywhere defined conditional probabilities
(a ‘specification’), and suppose a reference measure  is given. The following two
statements imply each other.
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(1) There exists an absolutely summable interaction 8 such that 5 is a family of
conditional probabilities corresponding to a Gibbs measure for 8.
(2) 5 is quasilocal, and uniformly non-null with respect to the reference measure  .
Another useful notion, relating different Gibbs measures, is the relative entropy density.
This is defined as follows. Suppose two different probability measures %1, %2 are given on
.;F/. Denote by h%1I%2 the Radon–Nikodym derivative of %1 with respect to %2, whenever





h%1I%2.!/ logh%1I%2.!/%2.d!/ if %1  %2
1 otherwise
(2.6)
is called the relative entropy of %1 with respect to %2. Denote by %F3 the restriction of % to






1 j%F3n2 / (2.7)
defined in van Hove sense, is called the relative entropy density for %1 with respect to
%2. The relative entropy density is actually the rate function describing the (level-3) large
deviation behaviour of %1 with respect to %2. However, the limit above need not exist. It
is known to exist when %2 is chosen to be a Gibbs measure, and hence in particular when
it is a product measure.
Theorem 2.2. The relative entropy density has the following properties.
(1) i.%1j%2/ > 0.
(2) Suppose %1 and %2 are two Gibbs measures for translation invariant interactions.
Then:
(a) i.%1j%2/ > 0 iff %1 and %2 are Gibbs measures for different interactions
(b) i.%1j%2/ D 0 iff %1 and %2 are Gibbs measures for the same interaction.
For a proof, see for example [16, section 15.3], or [12, section 2.6.6].
Now we turn to considering transformations of Gibbs states. Take a positive integer b,
and consider the sublattice bZd having spacing b. This will be the renormalized lattice. In
our notation we will not use rescaled distances.





T .!; d/%.d!/ (2.8)
satisfying the following properties.
(1) The image measure is invariant under a subgroup of the translation group leaving
bZd invariant.
(2) It is strictly local in the sense that:
(a) there exist two van Hove sequences f3ng  Pf .Zd/ and f30ng  Pf .bZd/ such that





6 K D bd:
In the most studied cases the renormalization transformation is a product of kernels
defined on blocks of internal spins:
T .!; d/ D
∏
x2bZd
OT .!B.x/; dx/ (2.9)
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where B.x/ is a block attached to the site x, and OT is blockwise defined. We will use Ising
spin variables S D f−1; C1g, and take a box B.x/  Zd , a translate of a d-cube such that
its first vertex is x. The particular examples of renormalization transformations in which
we will be interested in the following are:
 Decimation transformation
OT .!B.x/; dx/ D .!x − x/ dx (2.10)
 Kadanoff transformation with parameter p > 0







.x − 1/ C .x C 1/
2
dx: (2.11)
The decimation transformation is an example of a deterministic renormalization
transformation while the Kadanoff transformation is an example of a stochastic
renormalization transformation. Kadanoff transformations with trivial scaling have
important applications in image reconstruction problems [5, 15, 17]. For further discussion
on renormalization transformations we refer to [12] and references quoted therein.
3. Examples of non-Gibbsianness which are stable under decimation
Consider a massless Gaussian model on Zd . The configuration space is RZd and the




2Vjk.!j − !k/ if 3 D fj; kg
0 otherwise
(3.1)
where !j , !k 2 R. The functions Vjk are even functions of the differences !j −!k , and we
assume them to be translation invariant, i.e. VjCl;kCl D Vjk , for all j , k, l 2 Zd . By particular
choices of the potential one can describe in general an anharmonic crystal. When all the
functions Vjk are quadratic, the corresponding system is called a harmonic crystal. For
harmonic or anharmonic crystals one can ask the question of whether Gibbs measures can
be constructed for the given potential (where as reference measure the Lebesgue measure is
chosen). It can easily be seen that such a Gibbs measure for a harmonic crystal is actually
an example of a massless Gaussian, i.e. a probability measure defined by the covariance
matrix







Oc.q/ eiq.j−k/ dq (3.2)
with Oc 2 L1.[−;  ]d/, positive and even, and the inverse of the covariance matrix
Bjk D C−1jk satisfying the massless condition∑
k2Zd
Bjk D 0: (3.3)
The mean of this Gaussian measure we will take to be zero. The link between the harmonic
crystal interaction V and the massless Gaussian covariance is given by the relation
Vjk.!/ D 12Bjk.!j − !k/2: (3.4)
For d < 3, such Bjk define a long-range interaction, for d > 3 also nearest-neighbour
interactions can be obtained. For further details and properties of massless Gaussians we
refer to [2–4, 6, 8, 12, 24].
Now we consider the projected massless Gaussian model obtained under the map
!j 7! sign !j ; 8j . (Since the set of those configurations for which the sign is zero is
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negligible, one can choose for this case any value of the projected Gaussian spin variable.)
The projected system is thus a system of Ising spins with a probability measure induced by
the sign map.
Let us fix a particular Gaussian model which is defined by its covariance matrix. We
denote by  the translation invariant (Gaussian) Gibbs measure with mean zero, and denote
the induced measure by %. This measure is known to be a non-Gibbsian measure in
any dimension [8, 12, 24]. It is known to remain non-Gibbsian under a general class of
deterministic transformations [37]. Our new result is that this remains true for stochastic
maps like the Kadanoff transformations. Moreover, we can show that the quasilocality
property breaks down for stochastically transformed measures, something which is as yet
unknown in the deterministic case.
Theorem 3.1. Consider the Kadanoff transformation Kp with parameter p, and a measure %
as defined above. For every p > 0, Kp% is non-Gibbsian. In fact, Kp% is not quasilocal.
First we need a lemma [12, 45]:
Lemma 3.2. Suppose %1 and %2 are two probability measures on a measurable space .X;X /,
such that i.%1j%2/ exists. Consider a renormalization transformation T given on this measure
space. Then the relative entropy density i.T %1jT %2/ exists and
i.T %1jT %2/ 6 constant  i.%1j%2/: (3.5)
Proof of the theorem. It is known that [3, 8, 12, 24]
i.Cj%/ D 0 D i.−j%/ (3.6)
therefore by the lemma above we have
i.Kp
CjKp%/ D 0 (3.7)
i.Kp
−jKp%/ D 0 (3.8)
where C and − are the Dirac measures on the all-plus and all-minus configurations.
It can be seen by the definition of the Kadanoff transformation that it transforms
-measures into product measures, thus there exist product measures Cp 6D −p such that
Kp
C D Cp 8p (3.9)
Kp
− D −p 8p: (3.10)
Since Cp and −p are trivially two Gibbs measures for two non-equivalent one-site
interactions, and Kp% cannot be a Gibbs measure simultaneously for both of these one-
site interactions, by theorem 2.2 we infer that there is no absolutely summable interaction
such that Kp% would be a Gibbs measure for it. Furthermore, it is known that the family of
conditional probabilities corresponding to the measure % is not uniformly non-null [12, 24],
although the measure is strictly positive, that is, every cylinder set has positive measure.
Strict positivity is a weaker property than uniform non-nullness, because for uniform non-
nullness to hold one needs that each cylinder set has positive measure which remains
strictly bounded away from zero under arbitrary conditioning. However, it is easy to see
that under the Kadanoff map the family of conditional probabilities becomes uniformly
non-null, therefore by theorem 2.1 we can conclude that Kp% is not quasilocal. 
Corollary 3.3. Consider an arbitrary decimation transformation T . Then neither the
measure .T  Kp/%, nor the measure .Kp  T /% is Gibbsian. This also holds when T
is replaced by any finite iterate of T .
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Proof. This follows by a similar argument applied to either of the measures by taking note
of the fact that a decimation transformation maps a product measure into another product
measure, and it maps a Dirac measure into another Dirac measure. (Actually, this applies
to a wider class of deterministic transformations.) 
As was shown in [8, 12], some of these projected Gaussians are scaling limits for
majority rule transformations, in particular of relevance in high dimensions. Applying a
different renormalization-group map to it corresponds in renormalization-group language to
making a move in a ‘redundant’ direction [46]. Such a ‘redundant’ direction corresponds
to taking a coordinate transformation in the (here not existing) space of Hamiltonians.
Remark 3.4. A version of theorem 3.1 remains true for other examples of measures which
are strictly positive but not uniformly non-null, in particular for the invariant measures of
both the voter model and the Martinelli–Scoppola model.
The voter model is an interacting particle system defined by the flip rates




1lf!y 6D!x g (3.11)
and the variables (the ‘voters’) !x placed on Zd can take the values zero and one. It is
well known [27] that for d D 1 and d D 2 the only extremal stationary measures are 0
and 1, where the notations 0 and 1 correspond to the configurations !x D 0 and !x D 1,
respectively, for all x 2 Zd . For d > 3, however, there is a one-parameter family of
extremal stationary translation invariant measures fzg06z61, parametrized by the density of
!x D 1 with respect to z. For the voter model, the fact that the relation (3.6) holds for
the extremal translation invariant stationary measures z, has been proven for all d > 3 in
[26]. It is not known in this case, nonetheless it is believed, that the invariant measures
are strictly positive, but the family of conditional probabilities corresponding to them is not
uniformly non-null.
The Martinelli–Scoppola model [38] is a model with stochastic cluster dynamics on
the lattice Z2. The single spin space is S D f0; 1g, where !x D 0 corresponds to an
empty site, and !x D 1 corresponds to an occupied site. A maximal connected set of
occupied sites is called a cluster. A set X  Z2 is called connected if for any two sites
x; y 2 X there exists a sequence fxkgkD1;:::;n  X of sites (a path) such that x1 D x,
xn D y and jxk − xkC1j D 1; 8k D 1; : : : ; n − 1. The dynamics is defined as follows.
At each time t a configuration !t 2 f0; 1gZ2 is given. The configuration !tC1 is defined
by a process consisting of a simultaneous creation and annihilation operation. The creation
operation consists of changing the empty sites at time t into occupied sites at time t C1 with
probability p at each site independently of other sites. The annihilation operation consists
of removing the clusters belonging to the configuration !t , independently of each other
and with probability 1/2. For sufficiently small probabilities p there is but one invariant
measure % for this process. For the Martinelli–Scoppola model the relation (3.6) was proved
in [38]. It is not known, but it is suspected, that the family of conditional probabilities of
the stationary measure for this model also fails to be uniformly non-null [37]. Since in this
model there is no C=− symmetry, Kp% has to be distinguished from a product measure
by means of, for example, some correlation functions. Indeed, it is known that there exist
some fast decaying non-trivial correlation functions [38].
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4. An example of non-quasilocal behaviour on large sets
In this section we show that mixtures of Gibbs measures for different interactions are non-
Gibbsian in a rather strong sense. These measures can simply be shown to be non-Gibbsian
[12]; here we show that the situation is worse in the sense that every configuration is a
point at which quasilocality does not hold.
Let .;F ; / be a measure space, with  D SZd , for some S. Suppose on this measure
space %1 and %2 are two Gibbs measures for the same interaction at different temperatures
1 and 2. It is well known that these two Gibbs measures are singular with respect to each
other, or equivalently jj%1 − %2jjvar D 2. For notational simplicity we will assume that the
interaction is of finite range.
Consider the convex combination % D 12 .%1 C %2/. Denote by 3, .1/3 and .2/3 the
conditional probabilities for %, %1 and %2, respectively. Then
3.; !/ D .1/3 .; !/ for %1—almost all ! 2  (4.1)
3.; !/ D .2/3 .; !/ for %2—almost all ! 2  (4.2)
holds for all finite subsets 3  Zd . We denote by C1 the set of configurations for which
(4.1) holds, and by C2 the set of configurations for which (4.2) holds. Also, we take the
neighbourhood basis
U!;3 D f!0 : !03 D !3g:
Since the two measures are singular with respect to each other, the above considerations
lead to the following conclusion.
Theorem 4.1. Consider the sets
V .1/!;3 D C1 \ U!;3
V .2/!;3 D C2 \ U!;3:
For every ! 2  there exists a volume 30  3 such that for each two configurations
 2 V .1/!;3 and  2 V .2/!;3, whenever dist.@3; @30/ is larger than the range of the interaction,
there is a constant " > 0, independent of 3, such that
lim
3!Zd
j30.; 3c / − 30.; 3c /j > ":
The point here is that the conditional probabilities in 30 are computed at an inverse
temperature 1 or 2, according to what happens outside the larger volume 3, but not
depending on the configuration restricted to the annulus between the boundaries of 3 and 30.
Theorem 4.1 above says that the mixture of two Gibbs measures at different temperatures
is non-quasilocal at every configuration. This is an example of a measure which fails
everywhere to be Gibbsian, thus a case where the ‘pathology’ is extremely severe. Note that
theorem 4.1 can actually be generalized in a straightforward way to any convex combination
of two Gibbs states for two non-equivalent interactions. As a side remark, we observe that
if the two Gibbs measures both remain Gibbsian under decimation, then the strong non-
Gibbsianness of their convex combination is preserved under this decimation.
A particular example of a non-Gibbsian measure for which every configuration is a point
of non-quasilocality is provided by the following example. Consider the nearest-neighbour
ferromagnetic Ising interaction on the two-dimensional square lattice in the subcritical
regime. Denote by C and − the C phase and the − phase, respectively. In [31] it
has been shown that at sufficiently low temperatures the projection to the one-dimensional
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sublattice bZ with b > 3 of C and − are Gibbs measures for two different absolutely
summable interactions. Hence we have by theorem 4.1:
Corollary 4.2. The conditional probabilities for a projection of any mixture  D C C
.1 − /−, 0 <  < 1, onto bZ, with b > 3, are non-quasilocal at every configuration.
Acknowledgments
We thank R L Dobrushin, R Ferna´ndez, C Maes, E Olivieri, S B Shlosman, K Vande Velde
and M Winnink for helpful discussions. After we first submitted this paper, we learned
of the death of Professor Dobrushin. We owe much to his kind interest and challenging
questions and suggestions over a number of years.
This work was supported by EC grant CHRX-CT93-0411, and jointly by the ‘Stichting
Fundamenteel Onderzoek der Materie’ and ‘Stichting Mathematisch Centrum’.
References
[1] Benfatto G, Marinari E and Olivieri E 1995 Some numerical results on the block spin transformation for the
2D Ising model at the critical point J. Stat. Phys. 78 731–57
[2] Bolthausen E and Deuschel J D 1993 Critical large deviations for Gaussian fields in the phase transition
regime, I Ann. Prob. 21 1876–920
[3] Bolthausen E, Deuschel J D and Zeitouni O 1995 Entropy repulsion of the lattice free field Comm. Math.
Phys. 170 417–43
[4] Bricmont J, Lebowitz J L and Maes C 1987 Percolation in strongly correlated systems: the massless Gaussian
field J. Stat. Phys. 48 1249–68
[5] Bruce A D and Pryce J M 1995 Statistical mechanics of image restoration J. Phys. A 28 511–32
[6] Dobrushin R L 1980 Gaussian random fields – Gibbsian point of view Multicomponent Random Systems
ed R L Dobrushin and Ya G Sinai (New York: Marcel Dekker) pp 119–52
[7] Dobrushin R L 1995 Probability and Physics (Renkum, Holland 1995) lecture given at the workshop
[8] Dorlas T C and van Enter A C D 1989 Non-Gibbsian limit for large-block majority-spin transformations
J. Stat. Phys. 55 171–81
[9] van Enter A C D 1996 Ill-defined block-spin transformations at arbitrarily high temperatures J. Stat. Phys.
83 761–5
[10] van Enter A C D, Ferna´ndez R and Kotecky´ R 1995 Pathological behaviour of renormalization-group maps
at high fields and above the transition temperature J. Stat. Phys. 79 969–92
[11] van Enter A C D, Ferna´ndez R and Sokal A D 1991 Renormalization transformations in the vicinity of
first-order phase transitions: What can and cannot go wrong Phys. Rev. Lett. 66 3253–6
[12] van Enter A C D, Ferna´ndez R and Sokal A D 1993 Regularity properties and pathologies of position-
space renormalization group transformations: Scope and limitations of Gibbsian theory J. Stat. Phys. 72
879–1167
[13] van Enter A C D, Ferna´ndez R and Sokal A D 1993 Renormalization transformations: Source of examples
and problems in probability and statistics Proc. V CLAPEM (Sa˜o Paulo 1993) vol 1, pp 233–62
[14] Ferna´ndez R and Pfister Ch-E 1994 Non-quasilocality of projections of Gibbs measures Preprint Lausanne
[15] Geman S and Geman D 1984 Stochastic relaxation, Gibbs distributions and the Bayesian restoration of
images IEEE Trans. Pattern Anal. Machine Intell. 6 721–41
[16] Georgii H-O 1988 Gibbs Measures and Phase Transitions (de Gruyter Series in Mathematics 9) (Berlin:
Walter de Gruyter)
[17] Griffiths R B and Pearce P A 1978 Position-space renormalization transformations: some proofs and some
problems Phys. Rev. Lett. 41 917–20
[18] Griffiths R B and Pearce P A 1979 Mathematical properties of position-space renormalization-group
transformations J. Stat. Phys. 20 499–545
[19] Grimmett G 1995 The stochastic random-cluster process, and the uniqueness of random-cluster measures
Ann. Prob. 23 to appear
Robustness of the non-Gibbsian property: some examples 2473
[20] Haller K and Kennedy T 1995 Absence of renormalization group pathologies near the critical temperature –
two examples Preprint University of Arizona; Austin Archives 95-505; and also in Abstract book of the
conference Disordered Systems and Statistical Physics: Rigorous Results (Budapest 1995)
[21] Israel R B 1981 Banach algebras and Kadanoff transformations Random Fields, Proc. (Esztergom 1979) vol 2,
ed J Fritz, J L Lebowitz and D Sza´sz (Amsterdam: North Holland) pp 593–608
[22] Kennedy T 1993 Some rigorous results on majority rule renormalization group transformations near the
critical point J. Stat. Phys. 72 15–37
[23] Kozlov O K 1974 Gibbs description of a system of random variables Probl. Inform. Trans. 10 258–65
[24] Lebowitz J and Maes C 1987 The effect of an external field on an interface, entropic repulsion J. Stat. Phys.
46 39–49
[25] Lebowitz J L, Maes C and Speer E R 1990 Statistical mechanics of probabilistic cellular automata J. Stat.
Phys. 59 117–70
[26] Lebowitz J L and Schonmann R H 1988 Pseudo-free energies and large deviations for non-Gibbsian FKG
measures Prob. Theory Related Fields 77 49–64
[27] Liggett T M 1985 Interacting Particle Systems (Berlin: Springer)
[28] Lo¨rinczi J 1994 Some results on the projected two-dimensional Ising model Proc. NATO Adv. Studies Inst.
Workshop On Three Levels (Leuven 1993) ed M Fannes et al (New York: Plenum) pp 373–80
[29] Lo¨rinczi J 1995 On limits of the Gibbsian formalism in thermodynamics PhD Thesis Groningen
[30] Lo¨rinczi J and Winnink M 1993 Some remarks on almost Gibbs states Proc. NATO Adv. Studies Inst. Workshop
on Cellular Automata and Cooperative Systems (Les Houches 1992) ed N Boccara et al (Dordrecht:
Kluwer) 423–32
[31] Lo¨rinczi J and Vande Velde K 1994 A note on the projection of Gibbs measures J. Stat. Phys. 77 881–7
[32] Maes C and Vande Velde K 1992 Defining relative energies for the projected Ising measure Helv. Phys. Acta
65 1055–68
[33] Maes C and Vande Velde K 1994 The (non-) Gibbsian nature of states invariant under stochastic
transformations Physica 206A 587–603
[34] Maes C and Vande Velde K 1995 The fuzzy Potts model J. Phys. A 28 4261–71
[35] Maes C and Vande Velde K 1996 Relative energies for non-Gibbsian states Preprint Leuven
[36] Martinelli F and Olivieri E 1993 Some remarks on pathologies of renormalization-group transformations for
the Ising model J. Stat. Phys. 72 1169–77
[37] Martinelli F and Olivieri E 1995 Instability of renormalization-group pathologies under decimation J. Stat.
Phys. 79 25–42
[38] Martinelli F and Scoppola E 1991 A simple stochastic cluster dynamics: rigorous results J. Phys. A 24
3135–57
[39] Pfister Ch-E and Vande Velde K 1995 Almost sure quasilocality in the random cluster model J. Stat. Phys.
79 765–74
[40] Salas J 1995 Low-temperature series for renormalized operators: the ferromagnetic square-lattice Ising model
J. Stat. Phys. 80 1309–27
[41] Schonmann R H 1989 Projections of Gibbs measures may be non-Gibbsian Comm. Math. Phys. 124 1–7
[42] Speer E R 1994 The two species totally asymmetric simple exclusion process Proc. NATO Adv. Studies Inst.
Workshop On Three Levels (Leuven 1993) ed M Fannes et al (New York: Plenum) 91–103
[43] Sullivan W G 1973 Potentials for almost Markovian random fields Comm. Math. Phys. 33 61–74
[44] Vande Velde K 1995 On the question of quasilocality in large systems of locally interacting components PhD
Thesis Katholieke Universiteit, Leuven
[45] Voigt J 1981 Stochastic operators, information and entropy Comm. Math. Phys. 81 31–8
[46] Wegner F J 1976 The critical state, general aspects Phase Transitions and Critical Phenomena vol 6,
ed C Domb and M S Green (New York: Academic) pp 8–124
