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  I
Zusammenfassung 
 
Durch gezielte Erkennung sich anbahnender Fehlerzustände können das An-
sprechen von Sicherheitseinrichtungen vermieden und angepasste Wartungs-
strategien eingesetzt werden. Auf Grundlage einer technischen Systemanalyse 
können die Korrelationen der gemessenen Systemparameter aufgedeckt wer-
den und unter Zuhilfenahme protokollierter historischer Messwertverläufe eine 
Mustererkennung mittels neuronaler Netze durchgeführt werden. 
 
Neuronale Netze stellen eine Variante statistischer Verfahren dar, die auch, 
oder gerade bei Fehlen eines Prozessmodells, den Prozess als nichtlineare 
Funktion über ihre Netzwerkarchitektur abbilden können. Entscheidender Vorteil 
neuronaler Netze ist die Fähigkeit, ähnliche jedoch nicht bekannte Eingangs-
muster dem entsprechenden gelernten Muster zuzuordnen und somit auf den 
korrekten Ausgabevektor abzubilden. Hierbei findet der Wissenstransfer durch 
einen Lernprozess statt, bei dem einem Eingabevektor ein entsprechender 
Ausgabevektor zugeordnet wird.  
 
Problematisch stellt sich die Anwendung auf reale Systeme dar. Fehler sind 
seltene Ereignisse und werden, wenn sie aufgetreten sind im Idealfall so beho-
ben, dass sie nicht wieder auftreten können. Es herrscht somit ein Informati-
onsdefizit.  
 
An vier Referenzfällen wurde die Anwendung des entwickelten Verfahrens er-
probt. Gezeigt werden die Ergebnisse der technischen Systemanalyse, der 
Vergleich unterschiedlicher Netzwerkarchitekturen, Probleme und Lösungsan-
sätze zum Ausgleich des Informationsdefizits sowie eine alternative Behand-
lungsmethode. 
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  1   
1 Einleitung 
Der sichere Betrieb industrieller Anlagen ist die Grundlage einer erfolgreichen 
Volkswirtschaft. Basierend auf einer ausgewogenen Planung und Konstruktion 
der Anlagen stellt die Erhaltung der Betriebsfähigkeit sowie die Vermeidung von 
Störungen über die Laufzeit der Anlagen eine der Hauptherausforderungen für 
den Ingenieur dar. 
 
Technische Systeme zeichnen sich durch einen hohen Grad an Zuverlässigkeit, 
aber auch an Komplexität aus. Mit Hilfe von Prozessleitsystemen wird eine 
Vielzahl von Prozessparametern aufgenommen und so der Gesamtzustand des 
Systems überwacht. Die nach wie vor häufigste Art der Prozessüberwachung 
erfolgt hierbei durch die Kontrolle der Prozessparameter, ihrer Änderungsge-
schwindigkeit oder ihrer Trends etc. Wird der zulässige Bereich verlassen, so 
werden Regeleinrichtungen aktiviert, um die entsprechenden Größen auf zuläs-
sige Werte zurückzuführen. Reicht die Regelfähigkeit dieser Einrichtungen nicht 
aus, so werden Schutzeinrichtungen angesprochen, die zur Abschaltung der 
Anlage oder von Anlagenteilen führen. 
 
Existieren Prozessmodelle, so können Residuen, also die Abweichungen zwi-
schen den gemessenen Prozessgrößen und den durch das Modell berechneten 
Werten, bestimmt werden. Damit kann im Rahmen der Modellgüte eine Ge-
samtschau der Prozessparameter einschließlich ihrer Abhängigkeiten vonein-
ander erfolgen und auf dieser Grundlage korrigierend in den Prozess eingegrif-
fen werden. Da die notwendige Modellierung zumeist zu kompliziert und auf-
wendig und in einigen Fällen gar nicht realisierbar ist, wird diese Vorgehens-
weise selten angewandt. Sie ist aber Gegenstand aktueller Forschung. 
 
Deshalb fällt in der Regel dem Bedienpersonal die Aufgabe zu, aus den Werten 
unterschiedlicher Prozessparameter den Anlagenzustand zu erkennen und, 
falls notwendig, einzugreifen. Dies erfordert ein hohes Maß an Erfahrung, die 
vor allem aus bereits aufgetretenen Abweichungen vom Nominalzustand der 
Anlagen resultiert. Allerdings ist es für das Betriebspersonal schwierig, eine 
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über längere Betriebszeiten auftretende Charakteristik von Abweichungen zu 
analysieren und Ähnlichkeiten bei erneutem Auftreten zu erkennen. Eine Über-
tragung von Erfahrungen auf neue Mitarbeiter ist ein weiteres Problem. Deshalb 
wird die Erfahrung aus dem Anlagenbetrieb derzeit nur unzureichend genutzt. 
In der vorliegenden Arbeit wird dem für das Gebiet betrieblicher Störungen da-
durch abgeholfen, dass das Wissen des Anlagenpersonals mit Hilfe von Rech-
nerprogrammen „konserviert“ wird. 
 
Gegenstand der Arbeit ist es, die Überwachung vieler Prozessparameter und 
deren Korrelationen durch die Entwicklung einer Methode, die die Elemente 
„Parameterüberwachung“, „Nutzung von Informationen aus der Vergangenheit“ 
sowie „modellunabhängige Analyse“ enthält, zu ermöglichen. Dabei ist Rand-
bedingung, dass keine zusätzlichen Messstellen benötigt und deshalb keinerlei 
Veränderungen an der Anlage erforderlich werden. Die Methode unterstützt das 
Betriebspersonal dabei, Störungen frühzeitig zu erkennen.  
 
Dies gelingt mit Hilfe der Mustererkennung. Sich anbahnenden Fehler werden 
aufgrund von Veränderungen in den Signalmustern detektiert und dann dem 
Operateur signalisiert. 
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2 Problemstellung und Zielsetzung 
Auf Grund des hohen Überwachungsgrades technischer Anlagen wird eine 
Vielzahl von Prozessgrößen messtechnisch erfasst. Sich anbahnende Störun-
gen führen, wie gezeigt wird, zu einer Veränderung der Prozessparameter. Die-
se werden mit Fortschreiten der Störungsentwicklung im Allgemeinen größer. 
Das zur Interpretation erforderliche Systemverständnis wird mittels einer techni-
schen Systemanalyse strukturiert aufgebaut. Durch diese werden die Auswir-
kungen auf den Prozess und die relevanten Messgrößen, in denen sich die 
Auswirkungen widerspiegeln, herausgearbeitet. Unter Berücksichtigung des 
bestimmungsgemäßen Betriebs als Referenz stellen Auswirkungen der Störun-
gen Signalmuster dar, die für jeden Fehler signifikant sind und vom Muster des 
Normalbetriebs abweichen. Durch den Einsatz einer geeigneten statistischen 
Methode werden diese Muster aus den Anlagendaten herausgelesen. Im näch-
sten Schritt wird das Wissen über die Fehlermuster dahin gehend genutzt, den 
laufenden Anlagenbetrieb überwachend zu begleiten. Hierzu sind neuronale 
Netze zum Einsatz gekommen, die bereits in anderen Gebieten erfolgreich zur 
Mustererkennung eingesetzt wurden. 
 
Die Entwicklung der Vorgehensweise zur frühzeitigen Entdeckung sich anbah-
nender Störungen soll die Operateure technischer Anlagen wie z. B. Kernkraft-
werke dahin gehend unterstützen, Veränderungen im technischen System so 
rechtzeitig zu erkennen, dass eine Ausweitung zu Störung oder Störfall und 
somit eine Anforderung der Sicherheitssysteme, die bei ihrem weiterem unge-
hinderten Verlauf notwendig würden, nicht erfolgt. Damit wird ein wirkungsvoller 
Beitrag zur Sicherheit des Reaktorbetriebs geleistet, da an der Schnittstelle 
Mensch Maschine, deren Optimierung im Rahmen der Reaktorsicherheitsfor-
schung vom BMWi gefördert wird, die Kommunikation zwischen beiden Ebenen 
verbessert wird. Die Verknüpfung von Systemanalyse und Beurteilung prozess-
leittechnischer Messwerte ermöglicht hierbei eine umfassendere Sicherheitsbe-
urteilung als sie bei getrenntem Vorgehen möglich wäre. Durch diesen Syner-
gieeffekt wird ein wesentlicher Beitrag zur Erhöhung der Sicherheit geleistet. 
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Im Rahmen der Arbeit wird eine Übersicht über die gängigen Methoden der 
Fehlererkennung und ihre Anwendbarkeit zur Fehlerfrüherkennung gegeben. 
Hieran schließt sich ein Überblick über neuronale Netze, der das Verständnis 
ihrer Anwendung in der Fehlerfrüherkennung ermöglicht und die Grundlagen für 
die entwickelte Methode vermittelt. Anschließend wird eine Übersicht über For-
schungsergebnisse auf dem Gebiet der Fehlerfrüherkennung gegeben und der 
Nutzen der vorliegenden Arbeit aus den Defiziten bisheriger Forschungsergeb-
nisse abgeleitet. Auf Grundlage der technischen Systemanalyse, deren Vorge-
hensweise und Anforderungen vorgestellt werden, wird die Merkmalsextraktion 
als Eingangsvektor für die Fehlerfrüherkennungsmethode aufgezeigt. Hierauf 
aufbauend wird die Methode der Fehlerfrüherkennung vorgestellt und ihre pro-
grammtechnische Umsetzung erläutert. Die Anwendung der entwickelten Me-
thode auf Referenzfälle und eine Bewertung der Ergebnisse folgen. 
 
Um die Umsetzung und effektive Anwendung der Methode einschätzen zu kön-
nen, wird ein Vergleich mit der Anwendung unscharfer Mengen („Fuzzy sets“) 
vorgenommen. Somit kann eingeschätzt werden, welche der beiden Methoden 
effizienter ist. 
 
Ziele der Arbeit sind die Entwicklung einer übertragbaren Methodik zur Erken-
nung sich anbahnender Störungen in komplexen technischen Anlagen und der 
Nachweis, dass der Einsatz neuronaler Netze mit realen Daten aus den Anla-
gen möglich ist. Weiterhin wird gezeigt, dass die Verwendung korrelierter Pa-
rameter Vorteile gegenüber der Nutzung von Grenzwerten  einzelner Parameter 
hat. 
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3 Stand der Technik 
3.1 Methoden der Fehlererkennung 
Um die Zahl von Ausfällen technischer Anlagen so gering wie möglich zu hal-
ten, bedarf es eines Systems zur Fehlererkennung. Hierzu muss zunächst defi-
niert werden, wann von einem Fehler und wann von einem Ausfall zu sprechen 
ist. Isermann leitet die Definition des Fehlers aus verschiedenen Normen wie 
folgt ab: „Unzulässige Abweichung mindestens eines Merkmals einer Betrach-
tungseinheit“ /Ise94/. Dabei stellt die unzulässige Abweichung einen über den 
Toleranzbereich hinausgehenden Unterschied, zwischen Ist- und Sollwert dar. 
Der Toleranzbereich ist dabei durch die Randbedingungen des jeweiligen Pro-
zesses gegeben. Isermann unterscheidet weiterhin verschiedene Fehlerarten 
wie z.B. Entwurfsfehler, Konstruktionsfehler, Bedienfehler, etc. Gleichzeitig wird 
betont, dass ein Fehler nicht zwangsläufig die Funktion der Betrachtungseinheit 
beeinträchtigen muss. Allerdings kann ein Fehler, wenn er eine Funktionsbeein-
trächtigung verursacht, eine Störung oder einen Ausfall der Anlage zur Folge 
haben. 
 
Für die in der vorliegenden Arbeit behandelte Fragestellung sind Fehler, die 
einen Ausfall der Betrachtungseinheit zur Folge haben, relevant. Der Ausfall 
wird von Isermann als „nach Beanspruchungsbeginn entstandenes Aussetzen 
der Ausführung einer Aufgabe einer Betrachtungseinheit aufgrund einer in ihr 
selbst liegenden Ursache und im Rahmen der zulässigen Beanspruchung“ defi-
niert. Die verschiedenen Arten von Ausfällen unterscheidet Isermann z.B. auf-
grund der Vorhersehbarkeit des Ausfalls: „Zufallsausfall und systematischer 
Ausfall“, „zeitliches Ausfallverhalten“ sowie „Sprung- und Driftausfall“. 
 
Beim Sprungausfall bewirkt das Auftreten eines Fehlers spontan den Ausfall der 
Betrachtungseinheit. Diese Art von Fehler kann man mit einem Fehlerfrüher-
kennungssystem, das den Fehler, bevor es zu einem Ausfall kommt, erkennen 
soll, nicht beikommen; denn die Identifizierung eines Fehlers und die Durchfüh-
rung notwendiger Gegenmaßnahmen benötigen Zeit, die naturgemäß beim 
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Sprungausfall nicht zur Verfügung steht. Der Sprungausfall muss durch die vor-
handenen Sicherheitssysteme beherrscht werden. 
 
Beim Driftausfall liegt zwischen dem Auftreten eines Fehlers und dem Ausfall 
der Betrachtungseinheit eine Zeitspanne, die dafür genutzt werden kann, den 
Fehler zu identifizieren und zu beheben, bevor es zum Ausfall kommt. 
 
Auf die Frage, ab welcher Zeitspanne von einem Driftausfall zu sprechen ist, 
wird in der gesichteten Literatur nicht eingegangen. Letztendlich sind jedoch die 
Identifizierungszeit und die Zeitspanne, die für geeignete Gegenmaßnahmen 
nötig sind, entscheidend dafür, ob ein Sprung- oder Driftausfall vorliegt. 
 
Um Fehler zu erkennen, muss der zu Grunde liegende Prozess überwacht wer-
den. Bei einem Prozess können die Eingangs- und Ausgangssignale gemessen 
werden. Abbildung  3-1 zeigt schematisch einen Prozess, der durch einen inter-
nen oder externen Fehler beeinflusst wird. Durch einen Fehler werden sich zu-
nächst die internen Prozessparameter und Zustandsgrößen verändern. Nur 
wenn diese Änderungen Einfluss auf das Ausgangssignal haben bzw. eine sig-
nifikante Abweichung der Regelparameter auftritt, kann der Fehler festgestellt 
werden. Zusätzlich zu den auftretenden Fehlern beeinflussen meist nicht mess-
bare Störsignale die Ausgangssignale.  
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Abbildung  3-1: Schematische Darstellung eines Prozesses, der durch einen 
Fehler beeinflusst wird /Ise94/ 
 
Im Folgenden werden verschiedene Methoden der Fehlererkennung vorgestellt 
und ihre Eignung für die zu entwickelnde Methode bewertet. Für die Bewertung 
ist dabei ausschlaggebend, ob  die Art der Prozessüberwachung es erlaubt, 
einen sich anbahnenden Fehler frühzeitig zu erkennen. 
 
3.2 Kontrolle direkt messbarer Signale 
Zu den direkt messbaren Signalen zählen alle physikalisch messbaren Größen, 
die durch die Messtechnik der Anlage aufgenommen werden können. Zur Feh-
lererkennung kann die Grenzwertüberwachung eingesetzt werden, die zu den 
Absolutwertkontrollen zählt. Sobald ein festgelegter Bereich nach oben oder 
nach unten verlassen wird, erfolgt eine Meldung. Entscheidend ist, dass Berei-
che eingestellt werden, die groß genug sind, um die stochastischen und be-
triebsbedingten Schwankungen der Prozessparameter zu tolerieren, deren 
Grenzen aber weit genug vom Auftreten einer Gefährdung entfernt sind. Abso-
lutwertkontrollen sind für statische, nur durch Prozessschwankungen variieren-
de jedoch nicht für dynamische Vorgänge, wie z. B. An- und Abfahrvorgängen, 
geeignet. Hier sind dynamische Anpassungen der Grenzwerte nötig. 
 
Störsignale N  
Prozess 
Ausgangssignal Y(t)Eingangssignal U(t) 
Prozessparameter 

Zustandsgröße X+X 
Fehler  
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Bei der Trendkontrolle wird die Änderungsgeschwindigkeit überwacht, also die 
zeitliche Änderung des Merkmals. Sie wird meist bei sich langsam ändernden 
Signalen angewendet. Durch eine genügend klein gewählte Grenzwertsetzung - 
die zulässige Änderungsgeschwindigkeit wird nach oben und / oder unten be-
grenzt - kann eine Störungsmeldung früher als bei der Absolutwertkontrolle er-
folgen /Ise94/. 
 
Die Kombination von Absolutwert- und Trendkontrolle soll eine möglichst frühe 
Störungserkennung bei einer geringen Anzahl an Fehlalarmen ermöglichen. 
 
Anhand bereits gemessener Signale kann mit Hilfe der Signalvorhersage der 
weitere Verlauf des Signals bestimmt werden. Hierzu wird ein mathematisches 
Modell des Signals benötigt, das beispielsweise durch Regressionsanalyse für 
deterministische Signale oder durch Parameterschätzung für stochastische 
Signale erstellt wird /Ise94/. 
 
Messwerte müssen im Allgemeinen erst aufbereitet werden, bevor sie in der 
Fehlerfrüherkennung genutzt werden. Dies ist notwendig, um Messrauschen 
herauszufiltern oder Ausreißer zu erkennen und zu eliminieren. 
3.3 Analyse von Signalmodellen 
Aus dem zeitlichen Verlauf der Signale kann man bei Annahme stationärer Sig-
nale den Mittelwert und die Varianz des Signals bestimmen. Mit Hilfe dieser 
beiden Größen können verschiedene Funktionen abgeleitet werden, die dann 
das Signalmodell darstellen. Hier ist z. B. die Autokorrelationsfunktion zu nen-
nen, die sich aus dem Produkt eines Signals zum Zeitpunkt t, Y(t), und seinem 
Wert zum Zeitpunkt Y(t+) ergibt: 
 
 T
T 0
1R( ) Y(t) Y(t )dt E Y(t) Y(t )lim T
             ( 3-1) 
 
Die Autokorrelationsfunktion beschreibt den inneren Zusammenhang des Sig-
nals und stellt ein (statistisches) Modell für den Zeitbereich dar /Ise94/. Ein wei-
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teres häufig angewandtes Signalmodell im Zeitbereich, die Autokovarianzfunk-
tion, betrachtet die Abweichungen vom Mittelwert: 
 
 C( ) E (Y(t) Y) (Y(t ) Y)              ( 3-2) 
 
Die fourier-transformierte Autokovarianzfunktion stellt ein Signalmodell im Fre-
quenzbereich dar und wird auch als Leistungsdichte bezeichnet: 
 
  de)(C)i(S i         ( 3-3) 
 
Die Bewertung der Signalmodelle kann nun wieder durch eine Absolutwert-  
oder Trendkontrolle erfolgen. 
3.4 Analyse von Prozessmodellen 
Die geschilderten Methoden erlauben unterschiedliche Untersuchungen der 
Ausgangssignale auf Veränderungen. Woher diese Veränderungen im Einzel-
nen stammen, kann jedoch mit den genannten Methoden nicht ermittelt werden. 
Um dies zu erreichen, werden mathematische Prozessmodelle benötigt, die den 
Zusammenhang von Eingangssignalen, Prozessparametern und Ausgangssig-
nalen nachbilden und zum Teil die Störsignale N (vgl. Abbildung  3-1) von den 
Ausgangssignalen trennen können /Ise94/. Prozessmodelle nutzen die Abhän-
gigkeiten der Signale voneinander, um die daraus resultierende analytische 
Redundanz zum realen Prozess zur Identifizierung und Lokalisierung des Feh-
lers zu nutzen. Sie ermöglichen außerdem die indirekte Berechnung der inter-
nen Prozessparameter  und der Zustandsgrößen X, wodurch eine frühere 
Fehlererkennung möglich wird /Ise94/. 
 
In Prozessmodellen werden dazu die physikalischen und chemischen Zusam-
menhänge, durch die Beziehungen zwischen Ein- und Ausgangsgrößen, bei-
spielsweise durch Differentialgleichungssysteme dargestellt. 
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Die Prozessmodelle stellen damit eine Möglichkeit dar, Fehlerzustände zu er-
kennen. Die Modellierung ist hierbei jedoch, wie bereits erwähnt, sehr aufwen-
dig und in vielen Fällen derzeit nicht möglich. Ein weiterer Nachteil ist, dass 
meist nur das ideale Systemverhalten modelliert werden kann und somit nur 
Abweichungen von diesem erkannt werden. Die Zuordnung zu einzelnen Feh-
lerarten kann, ohne das Vorhandensein einzelner Fehlermodelle, durch das 
Modell nicht realisiert werden. 
 
Mit Hilfe einfacher Prozessmodelle können jedoch Eingangsgrößen für neuro-
nale Netze geschaffen werden, wenn beispielsweise signifikante Parameter 
nicht in Form von Messgrößen vorliegen. 
3.5 Berechnung von Kennwerten 
Die Berechnung von Kennwerten, wie z. B. Wirkungsgraden, aus Ein- und Aus-
gangssignalen bietet oft wichtige Hinweise auf den Zustand eines Prozesses. 
Sind die Einflüsse von Fehlerquellen auf die Kennwerte bekannt, so kann aus 
Änderungen der Kennwerte auf den Fehler geschlossen werden. Da die Kenn-
werte jedoch aus den gemessenen Signalen berechnet werden, stellt die 
Kennwertkontrolle nur eine Erweiterung der Signalkontrolle dar. 
 
Interessante Untersuchungen zur Steuerung chemischer Prozesse an Hand der 
Auswertung von Kennzahlen mit Hilfe neuronaler Netze wurden von Neumann 
/Neu02/ angestellt. Die Idee ist, die bekannten charakteristischen Muster der 
Prozesse im Zustandsraum zur Mustererkennung zu nutzen. Der Zustandsraum 
soll so beschaffen sein, dass man in der Lage ist, die Netze mit einfachen Pro-
zessbeispielen im Labormaßstab anzulernen und sie dann ohne Bedarf des 
Nachlernens am realen Prozess im Produktionsbetrieb einzusetzen. Die dimen-
sionslose Vorgehensweise bewirkt eine Invarianz gegenüber Skalierungsprob-
lemen und bezüglich der Reaktionsparameter. Ein auf dieser Basis arbeitendes 
neuronales Netz benötigt eine intensive Vorverarbeitung der Daten, da eine 
eindeutige Transformation in den dimensionslosen Zustand notwendig ist. Prob-
lematisch sind hierbei sowohl die Übertragbarkeit der Labordaten auf den rea-
len Prozess als auch die Gewinnung der Kennzahlen. 
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3.6 Bewertung der Methoden 
Die vorgestellten Methoden lassen entweder keine effektive Fehlerfrüherken-
nung zu oder sind, wie im Fall der Prozessmodellierung, aufwendig oder nicht 
realisierbar. Es musste daher eine Methode entwickelt werden, die es ermög-
licht, eine datenbasierte Fehlerfrüherkennung durchzuführen. Wie bereits er-
wähnt, stellen neuronale Netze eine Möglichkeit dar, Muster zu identifizieren. 
Entsprechend wird nachfolgend ein einführender Überblick über Aufbau und 
Arbeitsweise neuronaler Netze gegeben. 
  12   
4 Neuronale Netze 
Ein neuronales Netzwerk (NN) besteht aus einer Vielzahl einfacher Verarbei-
tungseinheiten, den Neuronen, und aus den gewichteten Verbindungen zwi-
schen ihnen. Das Vorbild technischer neuronaler Netzwerke bildet das Nerven-
system der Lebewesen. Trotz der relativ langsamen Weitergabe elektrischer 
Impulse durch biochemische Reaktionen ist das Nervensystem in der Lage, 
durch seine stark parallele Arbeitsweise, höchst komplexe Operationen in kür-
zester Zeit durchzuführen. Seriell arbeitende Computer sind trotz ihrer um Zeh-
nerpotenzen schnelleren Verarbeitungszeit einzelner Rechenschritte langsa-
mer.  
Die Vielfalt der Arten künstlicher neuronaler Netze beruht zum einen auf den 
unterschiedlichen Verarbeitungsstrategien, die durch die Neuronen verwirklicht 
werden können und zum anderen auf den verschiedenen Verknüpfungsmög-
lichkeiten der Neuronen untereinander. Neuronale Netze basieren auf der Wei-
terleitung von Signalen, die aus den Eingängen der Neuronen berechnet wer-
den. Dies wird im Folgenden näher erklärt.  
Neuronale Netze sind schichtenweise aufgebaut. Es wird im Allgemeinen zwi-
schen der Eingabeschicht, den verdeckten Schichten und der Ausgabeschicht 
unterschieden. Abbildung  4-1 zeigt den schematischen Aufbau eines künstli-
chen neuronalen Netzes. 
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Abbildung  4-1: Schematische Darstellung eines neuronalen Netzes mit einer 
verdeckten Schicht 
 
Es gelten die folgenden Bezeichnungen: 
 Eingangsgrößen 1 2 NX {x ,x ,...,x }

 
 Ausgabe der Neuronen der Eingangsschicht i io f(x ) i 1,...,N   
 Für die verdeckte Schicht j i,j i i,j i
i i
H w o w f(x )      und 
j jo f(H ) j 1,...P   
 Für die Ausgabeschicht: k j,k j j,k j
j j
I w o w f(H )      und 
k k ky o f(I ) k 1,...,L    
 
 
 
 
 
 
 
  
  
  
xN 
x3 
x2 
x1 y1 
y2 
y3 
yL 
 X

  H

  
wi,j wj,k 
   I

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Neuronen der Eingabeschicht X

 verfügen in der Regel nur über einen Eingang 
z. B. die Messwerte der Prozessparameter einer zu untersuchenden Anlage 
(x1,…,xN). Dabei steht jedes Eingabeneuron für einen Parametermesswert, Sie 
verarbeiten ihr Eingangssignal wie folgt:  
i io f(x )           ( 4-1) 
Hier ist f eine Funktion mit bestimmten Eigenschaften, auf die noch eingegan-
gen wird. 
Neuronen der weiteren Schichten verfügen über so viele Eingänge, wie sie Ein-
gangsverbindungen mit anderen Neuronen haben.  
Die Neuronen der verdeckten Schicht besitzen keine Verbindung nach Außen 
und erhalten ihren Eingang von allen Neuronen, mit deren Ausgabe sie verbun-
den sind.  
Aus der Summe aller Eingänge berechnet sich die Netzeingabe eines Neurons 
der verdeckten Schicht H: 
N
j i ij
i 1
H o w

            ( 4-2) 
Hierbei stellt io  den Output des Neurons aus der Schicht X entsprechend Glei-
chung 4-1 dar. Die Größe ijw  bezeichnet die Gewichtung des Outputs des Neu-
rons i zum verbundenen Neuron j. Die Neuroneneingabe ergibt sich also aus 
der Summe der mit dem Neuron j verbundenen Neuronen multipliziert mit den 
Verbindungsgewichten. Die Ausgabe eines Neurons der verdeckten Schicht 
erhält man somit zu: 
j jo f(H )           ( 4-3) 
 
Der Eingang eines Neurons der Ausgabeschicht errechnet sich nach: 
 
k j,k j
j
I w o           ( 4-4) 
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Als Ausgabewert eines Neurons der Ausgabeschicht erhält man entsprechend: 
 
k k ky o f(I )          ( 4-5) 
 
Daraus ergibt sich die Darstellung des Netzes zu: 
k k jk j jk ij i jk ij i
j j i j i
y f(I ) f w o f w f w o f w f w f(x )
                                 ( 4-6) 
 
Der von Neuronen der Ausgabeschicht berechnete Ausgang stellt die Netzaus-
gabe (y1,…,yL) und damit das Ergebnis des neuronalen Netzes dar. Die aus den 
Eingaben über die einzelnen Neuronen berechnete Ausgabe stellt die Arbeits-
leistung des neuronalen Netzes dar. 
Aus der Eingabe berechnen die Neuronen den Wert ihrer Aktivierungsfunktion, 
also ob und in welchem Maße es auf die Netzeingabe reagiert. Als Aktivie-
rungsfunktion kann theoretisch jede Funktion gewählt werden. Da jedoch im 
Lernprozess, auf den im nächsten Kapitel eingegangen wird, die Ableitungen 
der Aktivierungsfunktion benötigt werden, muss die Aktivierungsfunktion stetig 
sein. Die verschiedenen Arten von Aktivierungsfunktionen werden z. B. in 
/Zel97/ vorgestellt. Die sigmoide Aktivierungsfunktion aj, die in der vorliegenden 
Arbeit verwendet wird, lautet: 
jj jH
1a f(H )
1 e
           ( 4-7) 
Die Ausgabefunktion jo  des Neurons j berechnet sich aus der Aktivierungsfunk-
tion und ist oftmals identisch mit ja : 
j j j jo f(a ) f(f(H )) a           ( 4-8) 
Bei speziellen Anwendungen und, um dem biologischen Vorbild nachzukom-
men, wird mit einem Schwellenwert gearbeitet, der bewirkt, dass ein Neuron 
erst von einer bestimmten Aktivierung an eine von Null verschiedene Ausgabe 
hat. 
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Um die Ausgabe des neuronalen Netzes beeinflussen zu können, stehen ver-
schiedene Möglichkeiten zur Verfügung. Man spricht dabei vom Lernen des 
Netzes. Die am häufigsten verwendete Lernmethode ist die Modifikation der 
Verbindungsgewichte des Netzwerkes (also der Größen wij, wjk; ).  
Die Lernmethoden werden in drei Gruppen unterteilt, das überwachte Lernen, 
das bestärkende Lernen und das nicht überwachte Lernen. Für das Vorhaben 
wurde ausschließlich die Methoden des überwachten Lernens genutzt. 
Beim überwachten Lernen muss die Ausgabe, die das neuronale Netz bei ei-
nem bestimmten Eingabevektor liefern soll, bekannt sein. Es müssen also In-
formationen darüber vorliegen, wie das Netz auf bestimmte Eingaben reagieren 
soll. Um die gewünschte Reaktion zu erreichen, werden die Gewichte der Ver-
bindungen modifiziert. Aufgabe des Lernalgorithmus ist es, dass das Netz nach 
wiederholter Präsentation der Muster, die Assoziation zwischen Eingabemuster 
und korrekter Ausgabe, selbstständig durchführt. 
Ziel des Lernens ist es, dass das neuronale Netz neue unbekannte Eingangs-
daten richtig klassifizieren kann. Das Netz muss deshalb in der Lage sein, das 
gelernte Wissen zu generalisieren. Wie im Folgenden noch gezeigt wird, be-
stimmt die Netzwerkarchitektur die Arbeitsleistung und damit die Anwendungs-
möglichkeit des neuronalen Netzes. Eine Festlegung der Architektur kann also 
nur an Hand einer konkreten Problemstellung erfolgen. Die benötigte Anzahl an 
Neuronen und Neuronenverbindungen  kann im Voraus nicht bestimmt werden, 
sondern muss mit Hilfe von Netzwerkspezifikationen ermittelt werden. Hierauf 
wird noch näher eingegangen. 
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4.1 Training des Netzes – überwachtes Lernen 
Beim überwachten Training eines neuronalen Netzes werden die Gewichte der 
einzelnen Verbindungen so angepasst, dass die Eingabedaten ix  die ge-
wünschte Ausgabe ko  der Ausgabeschicht möglichst genau approximieren. Es 
werden daher Trainingsdaten benötigt, für die die Sollausgabe des Netzes be-
kannt ist. Man spricht hier auch von der Trainingsmenge, wobei ein Eingabe-
satz ein Muster (tp) darstellt. 
 
Nachfolgend wird die Backpropagation-Regel hergeleitet, da sie Grundlage der 
in der entwickelten Methode verwendeten Lernalgorithmen ist. Sie stellt die 
Verallgemeinerung der Delta-Regel für Netze mit mehreren Ebenen (Schich-
ten). Die Backpropagation-Regel ist das mit Abstand am häufigsten verwendete 
Lernverfahren. Die meisten anderen Lernverfahren leiten sich aus der Backpro-
pagation-Regel ab oder sind Modifikationen davon. Die grundlegende Idee ist 
es, eine Fehlerfunktion, die aus der Abweichung von gewünschter und tatsäch-
licher Netzausgabe besteht, zu minimieren. Die Fehlerfunktion kann dabei auf 
verschiedene Art und Weise definiert werden, z. B. als absoluten Fehler, als 
euklidischer Fehler und, wie meist verwendet, als quadratischer Fehler. Der 
quadratische Fehler für ein Muster, also der Netzeingabe und der zugehörigen 
Netzausgabe, ergibt sich wie folgt: 

  l 2p pk pk
k 1
1E (t o ) p 1,...,P
2
     ( 4-9) 
wobei tpk die Lernvorgabe, also die Sollausgabe ist. Da es keinen Unterschied 
macht, wenn man den halben Fehler minimiert, wird der Faktor ½ hinzugefügt. 
Dies hat den Vorteil, dass sich der, durch die folgende Ableitung der Fehler-
funktion, gegen den entstehenden Faktor Zwei wegkürzt. Für den Gesamtfehler 
über alle Lernmuster  P ergibt sich: 

 P p
p 1
E E         ( 4-10) 
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Wie aus Gleichungen (4-6) und (4-9) ersichtlich, ist der Fehler eine Funktion der 
Gewichte w

. Ziel ist es, die Gewichte w

 zu finden, die die Fehlerfunktion mini-
mal werden lassen, also: 
jk
EE min, wenn 0
w
          ( 4-11) 
wobei davon ausgegangen wird, dass die Determinante der zweiten Ableitung 
gleich Null ist. 
Es handelt sich also um ein Gradientenverfahren, das, da das Minimum der 
Funktion gesucht ist, auch Gradientenabstiegsverfahren genannt wird. Ausge-
hend von der Netzeingabe des Neurons j für ein Muster p 

 Npj pi ij
i 1
H o w          ( 4-12) 
erhält man die Aktivierungsfunktion 
j act pjo f (H )           ( 4-13) 
Die Änderung der Gewichte erfolgt unter der Berücksichtigung der Lernrate  
jk
p jk
Ew
w
             ( 4-14) 
Die Lernrate ist ein Maß dafür, in welcher Schrittweite die Änderung der Ge-
weichte stattfindet. Zu große Werte der Lernrate führen dazu, dass die Minima 
der Fehlerfunktion übersprungen werden können, zu kleine Werte führen zu 
einem inakzeptablen Anstieg der Rechenzeit. Oftmals wird die Rechnung mit 
relativ großen Werten begonnen z.B. 0,9 und die Lernrate dann in Richtung 0,1 
verringert. Weitere Einflüsse der Lernrate auf das Training werden nachfolgend 
noch dargestellt. 
Die Anwendung der Kettenregel für die Differentiation ergibt, 
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p p pk
jk pk jk
E E H
w H w
               ( 4-15) 
wobei 
pk
pj jk pk
ijk jk
H
o w o
w w
             ( 4-16) 
und sich der erste Term der Gleichung (4-15) als Fehlersignal schreiben lässt 
p
pk
pk
E
H
              ( 4-17) 
Dies führt beim Einsetzten in Gleichung (4-14) zu: 

   Ljk pj pk
k 1
w o          ( 4-18) 
Hier ist pk : 
        
p p pk
pk
pk pk pk
E E o
H o H
        ( 4-19) 
Man erhält für den zweiten Term: 
pk
act pk act pk
pk pk
o
f (H ) f (H )
H H
            ( 4-20) 
So dass: 
p jk pi pkw o             ( 4-21) 
Handelt es sich um ein Neuron der Ausgabeschicht so wird aus dem ersten 
Term der Gleichung (4-19): 
p
pk pk
pk
E
(t o )
o
      
        ( 4-22) 
Ist das Neuron Teil der verdeckten Schicht, so ergibt sich: 
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p p pk
pk pi ik pk jk
k k i kpk pk pk pk
E E H
( o w ) w
o H o o
                     ( 4-23) 
Wie man sieht, berechnet sich der Gesamtfehler des Neurons j für das Muster p 
aus den gewichteten Fehlern pk  aller folgenden Neuronen k und den Gewich-
ten der Verbindungen von j zu k. 
Eingesetzt in Gleichung (4-19) ergibt sich für ein Ausgabeneuron j: 
pj act pj pj pkf (H ) (t o )            ( 4-24) 
Und im Falle eines Neurons der verdeckten Schicht:  
pj act pj pk jk
k
f (H ) w            ( 4-25) 
Die beiden letzten Gleichungen ermöglichen die rekursive Berechnung von pj  
für alle Neuronen, beginnend mit der Ausgabeschicht rückwärts bis zur Einga-
beschicht. Die Schritte werden so lange durchgeführt, bis eine vorgegebene 
Schranke für den Fehler unterschritten wird.  
Das Backpropagation Lernverfahren ist mit einer Reihe von Problemen behaf-
tet, die kurz vorgestellt werden. 
Es handelt sich bei dem Verfahren um ein lokales Verfahren, das nur in der La-
ge ist, ein lokales Minimum zu finden. Dies ist nicht notwendigerweise das glo-
bale Minimum. Die Fehlerfläche wird mit zunehmender Komplexität des Netzes 
immer zerklüfteter, so dass die Wahrscheinlichkeit, dass der Algorithmus in ei-
nem lokalen Minimum endet, zunimmt. 
Zu Beginn des Trainingsprozesses müssen die Gewichte auf einen von Null 
abweichenden Wert gesetzt werden. Es kann bewiesen werden, dass das Set-
zen  derselben Startwerte für die Gewichte in jeder Schicht nicht zum Lernerfolg 
führt /Zel97/, da sich danach keine unterschiedlichen Gewichte herausbilden 
können. Als gängige Methode werden die Anfangswerte mit Hilfe eines Zufalls-
generators gesetzt. Die zufälligen Werte werden im Allgemeinen aus dem Inter-
vall [-1,1] ausgewählt /Zel97/. 
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Ein weiteres Problem ergibt sich bei der sigmoiden Aktivierungsfunktion und der 
Verwendung binärer Eingabedaten. Die Änderung der Gewichte ijw  ist, wie 
Gleichung (4-17) zeigt, abhängig von oi. Im Mittel liefern die Hälfte aller Einga-
beneuronen die Ausgabe oi=0, so dass sich die Gewichte für diese Verbindun-
gen nicht ändern. Als Lösung wird in /Zel97/ die Änderung des Eingabeberei-
ches auf [-½; ½] vorgeschlagen und das Hinzufügen eines Schwellenwertes, 
der den Wertebereich der sigmoiden Aktivierungsfunktion auf [-½; ½] senkt: 
jj H
1 1o
2(1 e )
           ( 4-26) 
Alternativ kann auch die Tangens Hyberbolicus als Aktivierungsfunktion ver-
wendet werden. 
Um die erwähnten Probleme des Backpropagation Lernverfahrens zu lösen, 
wurde eine Vielzahl von Modifikationen des Verfahrens entwickelt, die im Ab-
schnitt  4.8 vorgestellt werden. 
Das Lernen erfolgt, indem eine Anzahl von Trainingszyklen durchlaufen wird. 
Dadurch soll der Fehler, den das Netzwerk verursacht, verringert werden. Da es  
in der Regel nicht möglich ist, die Fehlerfunktion auf Null zu führen, wird eine 
Fehlerschranke festgelegt, bei deren Erreichen das Training abgebrochen wird. 
Dies ist notwendig, um bei der rechentechnischen Umsetzung zu lange Re-
chenzeiten und auch Übertraining (vgl. Kapitel 4.4) zu vermeiden. Entspre-
chend der Fehlerschranke wird bei der programmtechnischen Umsetzung auch 
mit einer maximalen Anzahl an Zyklen gearbeitet, deren erreichen zum Abbruch 
des Trainings führt, wenn bis dahin die Fehlerschranke nicht unterschritten wird. 
Auf den Einfluss der Trainingsdauer auf das Lernverhalten wird im Abschnitt  4.3 
eingegangen. 
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4.2 Netzanwendung 
Einem erfolgreichen Netztraining, also dem Unterschreiten der festgelegten 
Fehlerschranke, folgt die Erprobung des trainierten Netzes mit unbekannten 
Daten. Damit wird überprüft, ob das Netz in der Lage ist, durch das Training 
unbekannte Daten richtig zuzuordnen. Man spricht hier von der Generalisie-
rungsfähigkeit des Netzes. Diese stellt eine wichtige Größe für die Bewertung 
der Arbeitsleistung des Netzes dar. Auf diese und weitere Arten zur Bewertung 
der Leistung neuronaler Netze wird im Abschnitt  4.9 eingegangen. 
Die Generalisierungsfähigkeit eines neuronalen Netzes ist die für die Anwen-
dung relevante Größe. In Kapitel 8 wird gezeigt, dass ein durch das Training 
minimierter Fehler nicht immer zur optimalen Generalisierungsfähigkeit führt. 
Damit hat die Steigerung der Generalisierung eine Rückwirkung auf die Netz-
werkarchitektur und das Trainingsverfahren. 
 
4.3 Einfluss der Anzahl der Trainingsdurchläufe – Übertraining 
Die Anzahl der Durchläufe, in denen der Trainingsdatensatz vom Netz verarbei-
tet wird, beeinflusst die Genauigkeit, mit der die Lernaufgabe durch das Netz 
gelöst wird. Voraussetzung für eine Verbesserung der Genauigkeit ist jedoch 
die Berücksichtigung einer Reihe von Einflussgrößen, so dass nicht automa-
tisch mit steigender Durchlaufanzahl die Lernaufgabe besser gelöst wird. Auf 
die wesentlichen Größen wird in den folgenden Abschnitten eingegangen. 
 
Ziel des Lernens ist es, die unterschiedlichen Muster der jeweiligen Sollnetz-
ausgabe zuzuordnen. Es werden also Klassenzugehörigkeiten gebildet. Erfol-
gen zu viele Durchläufe mit der begrenzten Trainingsmenge, so verändern sich 
die Klassengrenzen, damit sie den einzelnen Trainingsmustern besser entspre-
chen. Man spricht hier vom „Auswendiglernen“ durch das Netz. Die Verschie-
bung der Grenzen führt dazu, dass eine Anzahl an nicht im Trainingssatz ver-
wendeten Mustern nicht mehr dieser Klasse zugeordnet wird, wodurch die Ge-
neralisierungsfähigkeit des Netzes sinkt /Pat97/. 
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Im Allgemeinen wird ein Abbruchkriterium für die Anzahl der Trainingsdurchläu-
fe festgelegt. Das Abbruchkriterium ist ein Maß für den Fehler, den man für das 
Netz beim Lernprozess toleriert. Diese Schranke sollte dabei nicht willkürlich 
gewählt werden, da zum einen der Lernalgorithmus konvergieren soll und zum 
anderen aber ein Übertraining vermieden werden muss. 
 
Bildet man den so genannten Generalisierungsfehler, also ein Fehlermaß für 
die Generalisierungsleistung des Netzes, so zeigt sich, dass die Optima von 
Generalisierungsfehler und Lernfehler nicht gemeinsam auftreten. Der Genera-
lisierungsfehler durchläuft ein Minimum bei einer bestimmten Anzahl von Trai-
ningsdurchläufen und steigt dann wieder an, wogegen der Lernfehler, Konver-
genz vorausgesetzt, weiter sinkt. Hier ist auch der Grund dafür zu sehen, dass 
sich eine zu niedrige Schranke negativ auf die Generalisierungsleistung des 
Netzes auswirken kann /Pat97/. 
 
4.4 Anzahl Trainingssätze 
Die Anzahl der vorhandenen Trainingssätze ist eine weitere Einflussgröße auf 
die erforderliche Anzahl an Spielen und die Generalisierungsleistung des Net-
zes. Anders /And97/ führt dazu aus, dass die verfügbare Trainingsmenge in 
zwei Teilmengen unterteilt werden muss. Zum einen in die zum Training ver-
wendete und zum anderen in die Testmenge, mit deren Hilfe das trainierte Netz 
seine Generalisierungsleistung an unbekannten Daten zeigen muss. Diese Tei-
lung bewirkt jedoch, dass zum Training nicht alle Muster genutzt werden kön-
nen. Insbesondere vor dem Hintergrund, dass ohnehin zumeist nur geringe 
Mengen von Eingangsdaten zur Verfügung stehen, ist dies ein Nachteil.  
 
Dieser Informationsverlust führt zu einer Ineffizienz, die dadurch größer wird, 
dass mehr Validierungssätze zurückgehalten werden /And97/.  
 
Patterson /Pat97/ erwartet, dass sich aus einem guten Lernalgorithmus mit ei-
ner hohen Wahrscheinlichkeit eine geringe Fehlerrate für die Klassifizierung 
unbekannter Daten ergibt. Die Trainingsbeispiele stellen dabei Punkte bzw. 
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Elemente der gesuchten Zielmenge (Klasse) dar. Das Netz muss nun eine Ver-
allgemeinerung finden, die es ermöglicht, anhand der Trainingsbeispiele eine 
Abbildung auf der Zielmenge vorzunehmen und die Wahrscheinlichkeit zu mi-
nimieren, ein zufällig gewähltes Element falsch zuzuordnen. Hierzu ist eine ge-
wisse Beispielmenge notwendig, die eine Abbildung ermöglicht und dabei eine 
festzulegende Fehlerwahrscheinlichkeit nicht übersteigt. Man kann daher for-
dern, dass die Wahrscheinlichkeit, dass der Verallgemeinerungsfehler unterhalb 
der Schranke bleibt, größer ist als die Wahrscheinlichkeit einer Fehlklassifizie-
rung. Ausgedrückt über eine Ungleichung folgt nach /Pat97/: 
 
)1()(  gEP          ( 4-27) 
 
mit   als tolerierbare Fehlerschranke des Verallgemeinerungsfehlers Eg und (1-
 ) der Wahrscheinlichkeit, dass die Musterklassifizierung höchstens einen Feh-
ler von   hat. 
 
Patterson /Pat97/ gibt Gleichungen an, die aus Untersuchungen von Baum und 
Haussler /Bau89/ stammen, mit denen Grenzen für die Mindestanzahl von not-
wendigen Trainingssätzen bestimmt werden können. Beispielhaft soll hier: 
 
)( 
WP            ( 4-28) 
 
genannt sein. Hierbei ist W die Anzahl der Gewichte und   die Fehlerschranke. 
Einschränkend ist zu sagen, dass dies nur für Netze mit linearer Aktivierungs-
funktion und mit Schwellenwert zutreffend ist. Es wird jedoch die Vermutung 
geäußert, dass die Ungleichung auch für sigmoide Funktionen zutreffend sei. 
Nimmt man beispielhaft eine Fehlerschranke von 0,1 an, so ergibt sich für die 
Mindestanzahl der Trainingssätze das Zehnfache der Anzahl der Gewichtun-
gen. Daraus resultiert bereits für kleine Netze ein immenser Bedarf an Trai-
ningssätzen, was den allgemeinen Erfahrungen widerspricht. Z.B. benutzten 
Himmelblau et al /Wat89/ 20 Trainingssätze in Netzen mit über 100 Gewichten 
und erhielten zufrieden stellende Ergebnisse. 
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Es bleibt festzuhalten, dass keine belastbaren Aussagen zu der notwendigen 
Anzahl von Trainingsdaten vorhanden sind. 
4.5 Einfluss Anzahl der verdeckten Schichten auf Effizienz 
Wie beschrieben wurde, haben der Lernprozess, die Anzahl der Trainingsvor-
gänge und die Anzahl der Datensätze einen Einfluss auf die Leistung neurona-
ler Netze. Hier wird eine weitere wichtige Eigenschaft neuronaler Netze be-
trachtet. Da am Anfang ihrer Entwicklung noch kein Lernalgorithmus vorhanden 
war, der es ermöglichte, die Gewichte der Verbindungen der verdeckten Neuro-
nen anzupassen und auch nicht bekannt war, dass einige Probleme nicht durch 
Netze ohne verdeckte Schichten (einschichtige) gelöst werden können, rückten 
die einschichtigen Netze in den Blickpunkt der Untersuchungen. Da das Kon-
vergenztheorem für einschichtige Perzeptrons besagt, dass, wenn es eine 
Menge von Gewichten gibt, die die Trainingsmuster korrekt klassifizieren, durch 
den Trainingsalgorithmus diese Menge, in endlichen Iterationsschritten, gefun-
den werden kann. Daher führte die Erkenntnis, dass eine Vielzahl von Proble-
men zu keiner Lösung kam, zu einem Stillstand der Entwicklung neuronaler 
Netze. Das aufgetretene Problem lässt sich sehr anschaulich an der Auswer-
tung des ausschließenden „Oder“ („XOR“)- Gatters zeigen. 
 
Ein einschichtiges Netz mit zwei Eingangs- und einem Ausgangsneuron soll die 
möglichen Eingaben den korrekten Ausgaben zuordnen. Die Ausgabe soll da-
bei, entsprechend dem „XOR“- Gatter, Null sein, wenn beide Eingaben gleich 
und Eins, wenn die Eingaben verschieden sind. Daraus ergibt sich die Netzein-
gabe des Ausgabeneurons j zu: 
 
j 1 1j 2 2 jH o w o w           ( 4-29) 
 
Verwendet man eine binäre Schwellenwertfunktion als Aktivierungsfunktion des 
Ausgabeneurons, so ist die Ausgabe des Neurons Null bis der Schwellenwert 
erreicht ist, sonst Eins. Anschaulich erklären lässt sich das Problem, in dem 
man versucht, die gegenüberliegenden Ecken eines Rechteckes mit einer Ge-
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raden von den anderen Eckpunkten zu trennen. Dies ist offensichtlich nicht 
möglich. Abbildung  4-2 zeigt das Problem grafisch. 
 
Abbildung  4-2: Lineare Separierbarkeit und das XOR- Problem /Zel97/. 
 
Ist das vorliegende Problem nicht linear separierbar, so benötigt das neuronale 
Netz verdeckte Schichten. In der Literatur werden bei den Untersuchungen der 
Eigenschaften zumeist so genannte Multi-Layer-Perceptrons verwandt. Es wird 
in den meisten Fällen nur ein Ausgabeneuron eingesetzt, so dass sich das voll-
ständige Netzwerk wie folgt schreiben lässt /Pat97/: 
 
k k jk j jk ij i jk ij i
j j i j i
y f(I ) f w o f w f w o f w f w f(x )
                                 ( 4-30) 
 
mit; j jo f(H )  für Neuronen der verdeckten Schicht, )( kk Ifo  für das Neuron 
der Ausgabeschicht und ix  die Werte der Eingabeneuronen. Die Erweiterung 
auf drei oder mehr Schichten ist dabei leicht möglich. 
 
Widersprüchlich werden in der Literatur die zulässigen Verbindungen in den 
Multi-Layer-Perceptrons festgelegt. In /Nau96/ sind Schichten übergreifende 
Verbindungen zwischen Neuronen nicht zulässig, in /And97/ wird mit Schichten 
übergreifenden Verbindungen, so genannten „short-cuts“, gearbeitet.  
 
0
1
0 1
o1
o2
 
A1 
B0 
B1 
A0 
 4 Neuronale Netze 
 27
Zweistufige Perzeptrons können konvexe Polygone klassifizieren /Zel97/. Dies 
bedeutet anschaulich für den zweidimensionalen Fall, dass zwei Geraden eine 
Lösungsfläche bilden, so dass das „XOR“- Problem gelöst werden kann. 
 
Dreistufige Perzeptrons sind durch Überlagerung und Schnitt konvexer Polygo-
ne in der Lage, beliebige Formen zu repräsentieren. Weitere Schichten ver-
deckter Neuronen besitzen in diesem Modell keine weiteren Fähigkeiten mehr 
/Zel97/. 
 
In /Pat97/ wird auf die Tatsache hingewiesen, dass ein zweischichtiges vor-
wärtsgerichtetes Netzwerk in der Lage ist, eine beliebige stetige Abbildung g 
aus einem n-dimensionalen Würfel [0,1]n in Rm vorzunehmen. Hierzu ist ein 
Netzwerk mit n Eingabe- und m Ausgabeeinheiten vonnöten, wobei in der ver-
borgenen Schicht mindestens 2n+1 Neuronen erforderlich sind. Diese als Satz 
von Kolmogorov bekannte Funktion kann wie folgt verallgemeinert dargestellt 
werden: 
 
 
 


 
12
1 1
21 )(),...,,(
n
j
n
i
iijjn xxxxg       ( 4-31) 
 
wobei j  und ij  stetige Funktionen der Variablen xi sind. Die Einsatzmöglich-
keit beschränkt sich, da für die Darstellung der stetigen Funktion g  eine andere 
unbekannte Funktion j  erforderlich ist. 
 
Die Abbildung  4-3 zeigt die verschiedenen Abbildungsmöglichkeiten der Netz-
strukturen. 
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Abbildung  4-3: Beispiele für Abbildungsfähigkeiten vorwärtsgerichteter Netz-
werke /Pat97/ 
 
Ein Nachteil von Netzen mit mehreren Schichten ist, dass die Gewichtsände-
rungen bei Backpropagation von der Ausgangsschicht zur Eingangsschicht im-
mer kleinere Werte annehmen, woraus sich sehr lange Lerndauern ergeben 
/Zel97/. Um dies zu vermeiden, wurden z.B. Trainingsverfahren wie Backperco-
lation, das in Abschnitt  8.4 noch erläutert wird, entwickelt /Jur91/. 
 
Wie gezeigt wurde, definiert die Anzahl der Schichten eines neuronalen Netzes 
die Funktionen, die durch das Netz abgebildet werden können. Welche Anzahl 
von Neuronen für die jeweilige Schicht notwendig ist, soll im Folgenden be-
trachtet werden. 
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4.6 Einfluss Neuronenanzahl  
In der Literatur gibt es verschiedene Empfehlungen für die Anzahl der Neuro-
nen in den verdeckten Schichten. Diese stammen jedoch aus empirischen Un-
tersuchungen und sind somit stets an das untersuchte Problem gekoppelt. Im 
Allgemeinen wird davon ausgegangen, dass mit steigender Komplexität der 
abzubildenden Funktion auch die notwendige Anzahl der Neuronen steigt 
/Nau96/. Es existieren derzeit keine Regeln mit denen sich bei praktischen 
Problemen die Anzahl der verdeckten Neuronen pro Schicht eindeutig bestim-
men lässt. 
 
Bei Versuchsreihen zur Bestimmung der optimalen Anzahl der Neuronen in den 
verdeckten Schichten ist unter Berücksichtigung der Anmerkungen der Ab-
schnitte  4.3 und  4.4 darauf zu achten, dass Wechselbeziehungen zwischen der 
Anzahl der Trainingssätze, der Zahl der Trainingsdurchläufe und der Neuro-
nenanzahl bestehen. 
4.7 Lernrate 
In der Literatur werden zum Teil recht widersprüchliche Angaben zur Wahl der 
Lernrate gemacht. Die Lernrate hat einen direkten Einfluss auf den für das Trai-
ning benötigten Zeitaufwand; sie sollte also nicht zu klein sein. Bei einer zu 
großen Lernrate können jedoch Minima der Fehlerfläche übersprungen werden 
oder es kann zu Oszillationen in steilen Schluchten der Fehlerfläche kommen. 
Zu kleine Werte können z.B. auf Plateaus der Fehlerfunktion zu extrem lang-
samen Lernzeiten führen. 
 
Zell /Zel97/ stellte in eigenen Versuchen fest, dass Lernraten größer als 1 zu 
optimalen Trainingszeiten führten. Dies lässt sich jedoch nicht verallgemeinern. 
Wie bereits erwähnt, wird oft mit einer variablen Lernrate gearbeitet, die mit re-
lativ großen Werten (>1) beginnt, die dann reduziert werden. 
 
Auch hier bleibt festzuhalten, dass durch Versuchsreihen problemangepasste 
Lösungen gefunden werden müssen, und es keine allgemeingültige Vorge-
hensweise gibt. 
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Eine weitere Möglichkeit besteht darin, die Lernrate nach jedem Iterationsschritt 
für jedes Gewicht neu festzulegen. Erfolgte die Gewichtsänderung im Vorgän-
gerzyklus unterhalb einer festgelegten Schranke, so wird die Lernrate erhöht, 
andernfalls belassen oder verringert.  
4.8 Einfluss der Wahl des Lernverfahrens 
Neben dem Backpropagation Verfahren, das ausführlich im Abschnitt  4.1 vor-
gestellt wurde, sind eine Vielzahl weiterer Verfahren entwickelt wurden. An die-
ser Stelle wird auf die Verfahren „Quickprop“ und „Backpercolation“ eingegan-
gen, da sie bei den programmtechnischen Anwendungen der Arbeit auftauchen, 
und dem Leser so ein leichterer Einblick in die besprochenen Probleme gege-
ben wird. 
 
Das Quickprop Verfahren wurde als schnellere Alternative zum Backpropagati-
on Verfahren entwickelt /Fah89/. Es stellt ein iteratives Verfahren zweiter Ord-
nung zur Bestimmung des Minimums der Fehlerfunktion dar, das sich an das 
Newton-Verfahren anlehnt. Die Fehlerfunktion wird dabei als eine nach oben 
geöffnete lokal quadratische Funktion angesehen, und ihr Minimum wird ge-
sucht. Die Änderung der Gewichte erfolgt dabei nach folgender Regel 
 
)()()( tPtGtwij   
 
wobei G(t) und P(t) sich wie folgt berechnen 
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Hier ist µ der maximale Wachstumsfaktor, der die mögliche Gewichtsänderung 
begrenzt und im Intervall zwischen 1,75 und 2,25 liegen soll /Zel97/. 
 
Quickprop zeigte in vielen Versuchen ein deutlich schnelleres Lernverhalten als 
Backpropagation, ist jedoch auch mit einigen Problemen wie z. B. dem „flache 
Plateau“ Problem behaftet. 
 
Ein Problem der Backpropagation ist, dass bei vielschichtigen Netzen die Ge-
wichtsänderungen der tieferen Ebenen nur sehr langsam ablaufen. Dies kann 
anschaulich dadurch begründet werden, dass von Schicht zu Schicht die trei-
bende Kraft, also die Fehlerabweichung , immer geringer wird. Beim Verfahren 
Backpercolation wird für jedes Neuron ein eigener Aktivierungsfehler und damit 
eine eigene Fehlerfläche berechnet und minimiert /Jur91/. Hierzu wird das Trai-
ningsmuster an die Eingabeneuronen angelegt und durch das Netz propagiert. 
Anschließend wird der globale Fehler des Netzes berechnet und der Gradient 
des Aktivierungsfehlers rückwärts zu allen Schichten verdeckter Neuronen mit 
Ausnahme der ersten verdeckten Schicht zurückpropagiert. Der Aktivierungs-
fehler: 
 
)()1( tataa jjj          ( 4-34) 
 
mit: 
 

i
iijj owa           ( 4-35) 
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wird zu allen verdeckten Schichten zurückgerechnet, und entsprechend werden 
die Gewichte verändert. 
 
Um die Aktivierung eines Neurons zu ändern, können die Gewichte, die von 
den Vorgängerneuronen eingehen oder deren Ausgaben modifiziert werden. 
Sind diese erwünschten Änderungen an jede relevante Zelle des Netzes gelei-
tet worden, so hat jedes Gewicht jeder Zelle eine eigene Fehlerfläche, und das 
Neuron kann seine Gewichte nach dieser Fehlerfläche minimieren /Zel97/. Die 
Änderung des als bekannt vorausgesetzten Aktivierungsfehlers kann demnach 
auf die zwei folgenden Weisen erfolgen: 
j
ij
ij aw
w 
 1          ( 4-36) 
und 
j
i
i ao
o 
 2          ( 4-37) 
 
Backpercolation stellt ein Verfahren dar, das in vielen Fällen eine wesentlich 
höhere Lerngeschwindigkeit als Backpropagation aufweist. Da bei der vorlie-
genden Untersuchung Netze mit nur einer verdeckten Schicht verwendet wer-
den und die Verbesserung der Lerngeschwindigkeit kein vorrangiges Ziel ist, 
wird auf eine vertiefende Betrachtung verzichtet. 
 
Zusammenfassend stellen die unterschiedlichen Lernverfahren verschiedene 
Wege dar, um den Ausgabefehler eines neuronalen Netzes zu minimieren. Wie 
beschrieben wurde, stellt das Minimum der Fehlerfunktion nicht das Optimum 
der Generalisierungsleistung dar, so dass es sich bei den Arbeitsschritten, 
„Aufbau Netzwerk“, „Training und Bestimmung der Generalisierungsleistung“ 
um ein iteratives Verfahren handelt. Um die Netzleistung zu bewerten, werden 
unterschiedlich Gütemaße angewandt, die nachfolgend vorgestellt werden. 
4.9 Gütemaße 
Zur Bestimmung der Leistungsfähigkeit wird eine Leistungsmessung des neu-
ronalen Netzes durchgeführt. Dabei ist zu unterscheiden, ob auf der algorithmi-
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schen Ebene, der Implementierungsebene oder der Hardwareebene verglichen 
werden soll /Zel97/. Diese Unterteilung, die sich in der Informatik bewährt hat, 
kann auch im vorliegenden Zusammenhang dazu dienen, die Vergleichsverfah-
ren zu unterscheiden. Es sollte jedoch beachtet werden, dass die Ebenen nicht 
unabhängig voneinander sind. 
 
Um die Leistungsfähigkeit bestimmen zu können, wurde eine Vielzahl von 
Maßeinheiten entwickelt, die die Vergleichbarkeit ermöglichen sollen. Zell 
/Zel97/ gibt eine gute Übersicht. 
 
In dem in der Arbeit betrachteten Zusammenhang ist die Leistungsbewertung 
des Lernverfahrens maßgebend. Daher wird auf die relevanten Leistungskenn-
größen eingegangen. 
 
Zyklen und Epochen sind Maßeinheiten für Lernverfahren. Als Zyklus wird da-
bei die Präsentation eines Trainingsmusters bezeichnet, als Epoche die Prä-
sentation aller Trainingsmuster. Der Vergleich der Anzahl der Zyklen / Epochen, 
die benötigt werden, um das Konvergenzkriterium zu erfüllen, gibt Aufschluss 
darüber, welche Lernvariante schneller trainiert. 
 
Die Konvergenzwahrscheinlichkeit bietet eine andere Vergleichsmöglichkeit. 
Bei einer Vielzahl von Problemen kann nicht davon ausgegangen werden, dass 
ein Lernverfahren, wenn es in einem Fall konvergierte, auch in allen anderen 
Fällen erfolgreich ist. So kann die Eignung des Lernverfahrens für das zu bear-
beitende Problem ermittelt werden. 
 
Die Generalisierungsleistung ist das wohl wichtigste Vergleichskriterium neuro-
naler Netze. Die Trainingsprozedur ist zwar meist der aufwendigste Teil bei der 
Implementierung neuronaler Netze, jedoch ist die Fähigkeit, unbekannte Daten 
korrekt zu klassifizieren, das eigentliche Ziel des neuronalen Netzes. 
 
Die einfachste Variante ist die Bestimmung der Trefferquote bei der Präsentati-
on unbekannter Daten. Im Allgemeinen wird der vorhandene Trainingsdaten-
satz in die eigentliche Trainingsmenge und die Validierungsmenge aufgeteilt. 
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Da die Validierungsmenge meist recht klein ist, sind für die Trefferquoten keine 
sicheren und belastbaren Daten zu erwarten. Können die Fehler simuliert wer-
den, so sind durch Monte-Carlo Simulationen belastbare Ergebnisse erzielbar. 
 
Eine weitere Möglichkeit besteht darin, die Wahrscheinlichkeit einer korrekten 
Klassifizierung zu bestimmen. Hierbei soll )(0 gP die Wahrscheinlichkeit dafür 
sein, dass das Netzwerk ein zufällig ausgewähltes Muster x aus der unbekann-
ten Verteilung des Prozesses )(x  korrekt klassifiziert /Pat97/: 
 
0
0
)()(
Z
gZgP           ( 4-38) 
 
wobei  dWWZ )(0   das effektive Gesamtvolumen darstellt, das sich aus der 
Dichtefunktion )(W des Gewichtsraumes W ergibt. Z(g) stellt das Volumen dar, 
für das das Netzwerk eine Zielfunktion abbilden kann. Mit anderen Worten, die 
Konstellation der Gewichte, für die die Zielfunktion dargestellt werden kann. 
Während des Trainings wird das effektive Gesamtvolumen 0Z  reduziert, so 
dass die Wahrscheinlichkeit der korrekten Klassifizierung erhöht wird: 
 
0
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Z
gZgP k
k
k          ( 4-39) 
 
wobei kZ  das Restvolumen ist, das nach dem k-ten erfolgreichen Training ver-
bleibt /Pat97/. 
 
Aus der Informationstheorie kann die Shannon-Entropie als Vergleichsmaß he-
rangezogen werden. Sie ist definiert als: 
 



M
i
iiS ppI
1
2log          ( 4-40) 
wobei ip  die relative Häufigkeit der korrekten Fehlerklassifizierung darstellt 
/Wolk90/. 
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Definiert man den Wert einer Information als das Verhältnis der Wahrschein-
lichkeiten ein Ziel zu erreichen bevor und nachdem man eine Information erhal-
ten hat, so erhält man /Wol90/: 
 



 
p
pV 2log          ( 4-41) 
 
mit p als der Wahrscheinlichkeit das Ziel vor und p  der Wahrscheinlichkeit das 
Ziel nach Erhalt der Information zu erreichen. 
 
Aus den in der Literatur ausführlich beschriebenen, hier vorgestellten Methoden 
zur Festlegung und Optimierung von Netzwerkstrukturen, wurden einige aus-
gewählte im Rahmen der Arbeit empirisch untersucht (vgl. Abschnitt  8). 
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5 Übersicht über bisherige Arbeiten zur Fehlerfrüh-
erkennung 
Anwendungsbeispiele für neuronale Netze in der Fehlerfrüherkennung gibt es, 
gemessen an der Gesamtanzahl der Anwendungen, nur wenige. Oft werden 
neuronale Netze dazu eingesetzt, einen Fehler zu diagnostizieren oder den Zu-
stand eines Prozesses zu beurteilen. 
 
In /Kra00/ wurde ein neuronales Netz dazu verwendet, über die Brauchbarkeit 
eines geschweißten Bauteils zu entscheiden. Hierzu wurden sechs Fehler iden-
tifiziert, die zur Unbrauchbarkeit des Bauteils beitragen können. Für jeden der 
Fehler wurde ein separates Netz erstellt. Dies ist zum einen von Vorteil, da das 
Netz dann nur den einen Fehler und den Normalzustand erlernen muss und 
zum anderen als Eingänge nur Größen vorgesehen werden; die für den be-
trachteten Fehler relevant sind,. Wie im Kapitel  7 noch gezeigt wird, führen 
Netzeingänge mit nicht relevanten Größen zu falsche Klassifizierungen. Die 
Ausgänge der sechs Einzelnetze bilden die Eingänge eines übergeordneten 
Netzes, das auf Grund von Expertenwissen trainiert wurde und aus den Einzel-
fehlern auf den Zustand des Bauteils schließt. Besonders hervorgehoben wurde 
die Notwendigkeit der Datenvorverarbeitung, um geeignete Eingangsgrößen für 
die neuronalen Netze zu erhalten. Hier sind die durch Transformation der 
Messsignale erreichte Rauschunterdrückung und die Verstärkung der Prägnanz 
der Fehlercharakteristik zu nennen. 
 
Die Verwendung dynamischer neuronaler Netze zur Fehlerdetektion und Feh-
lerisolierung wurde von Patan et al. /Pat05/ am Beispiel eines Prozesses zur 
Zuckerherstellung untersucht. Dabei werden dynamische Strukturen durch re-
kurrente Netzarchitekturen erreicht. In /Pat05/ wird ein vorwärtsgerichtetes Netz 
durch die Wahl des Neuronenmodells dynamisiert. Dazu wird ein lineares dy-
namisches System eingeführt – der „infinite impulse response“ Filter. Dabei re-
produziert jedes dynamische Neuron sein letztes Signal. Der Ausgang des Neu-
rons lautet wie folgt: 
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y(k) F(g y(k) c)            ( 5-1) 
 
wobei 
n n
i i
i 1 i 1
y(k) (b x(k 1)) a y(k i)
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       
Somit erhält das Neuron eine Information aus der „Vergangenheit“ und kann 
diese bei der Berechnung berücksichtigen. 
 
Das neuronale Netz wurde am Beispiel eines Prozesses zur Herstellung von 
Zucker getestet. Wegen Fehlens realer Fehlerdaten mussten die Fehler mit ei-
nem mathematischen Modell simuliert werden. Es erfolgte eine Datenvorverar-
beitung, bei der die Prozessvariablen skaliert wurden. In der Arbeit wurden zwei 
Gruppen von Experimenten durchgeführt. Zum einen wurden neuronale Netze 
dazu verwendet, Sensorfehler zu entdecken und zum anderen dazu, Fehler im 
Prozess zu entdecken und zu isolieren /Pat05/. Das Training erfolgte hierbei 
durch stochastische Näherungsmethoden, die als Alternative mit kürzeren Re-
chenzeiten zu den Gradientenabstiegsverfahren eingestuft werden. Die beson-
dere Eignung des verwendeten Verfahrens für diesen Fall wurde mit dem Vor-
handensein von Störsignalen begründet. 
 
Power et al. /Pow04/ untersuchten einen Prozess zur Aluminiumgewinnung aus 
Bauxit mit Hilfe von Petri-Netzen. Diese repräsentieren ein dynamisches Modell 
des Systems. Als Netzwerkarchitektur wurden Radiale-Basisfunktionen-Netze 
(RBF Netze) gewählt. Die Besonderheit besteht in der Aktivierungsfunktion der 
Neuronen, die die Basisfunktionen eines Funktionssystems zur Approximation 
mehrdimensionaler Funktionen anhand von Werten an einer Reihe von Stütz-
stellen sind /Zel97/. Da es sich bei den RBF- Netzen um Netze mit nur einer 
Schicht handelt, sind die Gewichte direkt (nichtiterativ) berechenbar. 
 
Das untersuchte technische System wurde in zwei Teilbereiche gegliedert, für 
die jeweils drei Fehler zu identifizieren waren. Es wurde dabei ebenfalls mit si-
mulierten Fehlern gearbeitet, die aus Abweichungen des modellierten Normal-
betriebes gewonnen wurden. Als Ergebnis wurde die Vermutung aufgestellt, 
dass mit kleineren Netzen für einzelne Teilbereiche der Anlage eine akkuratere 
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Fehlerdiagnose möglich ist als mit einem einzigen großen Netz für die gesamte 
Anlage. 
 
Eine Untersuchung sich anbahnender Fehlerzustände führte Himmelblau et al. 
in /Wat89/ durch. Es wurde der chemische Prozess zur Gewinnung von Toluol 
aus Heptan dynamisch modelliert. Dabei wurden fünf Fehler ausgewählt, die mit 
Hilfe dreier Messgrößen erkannt werden sollen. Die Fehlerursachen sind dabei 
entweder nicht messbare bzw. nicht gemessene Prozessgrößen. Die Änderung 
dieser Prozessgrößen führen zu Änderungen der gemessenen Werte. 
 
Die simulierten Fehler wurden in vier unterschiedlichen Ausprägungsgraden 
verwendet. Das Training des Netzes wurde mit dem Backpropagation Verfahren 
durchgeführt. Als Abbruchkriterium wurde eine Schranke von 10% der Differenz 
aus Lerneingabe und Netzantwort gewählt. 
 
Das Training wurde rauschfrei und mit simuliertem Messrauschen durchgeführt. 
Das Messrauschen wurde über eine festgelegte Standardabweichung der Sig-
nale nach einer Normalverteilung simuliert. In einem zweiten Schritt erfolgte die 
simultane Bestimmung der Fehlerart sowie der Schwere der Abweichung. Hier-
zu wurden zwei Netze gekoppelt, wobei das erste Netz die Fehlerursache iden-
tifiziert und das zweite den Grad der Abweichung. 
 
Die Arbeit von Himmelblau et al. hat gezeigt, dass die Fehlerfrüherkennung in 
technischen Systemen durch neuronale Netze im Prinzip realisierbar ist. Auf-
grund des Vorhandenenseins eines Prozessmodells konnten die für die Fehler-
erkennung notwendigen Messgrößen eindeutig identifiziert und so das Netz 
ohne überflüssige Eingangswerte aufgebaut werden. Durch die Verwendung 
von Daten aus einem Modell ist ein Rückschluss zur Übertragbarkeit auf Mess-
daten aus realen Anlagen allerdings nicht möglich.. 
 
Attieh et al. /Att96/ führten Rechnungen zur Mustererkennung von Transienten 
in Kernkraftwerken durch. Ziel war es, dem Kraftwerksoperateur ein Hilfsmittel 
in die Hand zu geben, das es ihm ermöglicht, die Ursache einer Störung zu 
identifizieren. Schwerpunkt der Arbeit war es, die Fehler nicht nur im stationä-
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ren Betrieb zu erkennen, sondern auch im Teillastbetrieb. Es wurde für jeden 
identifizierten Fehler ein separates Netz erstellt, das mit Datensätzen zu allen 
Fehlern und zum Normalzustand trainiert wurde. 
 
Aus der Arbeit gehen allerdings weder die Art der verwendeten Netzwerkarchi-
tektur hervor noch das benutzte Trainingsverfahren und seine Randbedingun-
gen. Die gezeigten Ergebnisse sind viel versprechend; es wurden alle Fehler 
erfolgreich trainiert und die Validierung war erfolgreich. Lediglich die Unter-
scheidung zweier Fehler konnte nicht erfolgreich durchgeführt werden, da die 
zu Grunde liegenden Messwertverläufe zu ähnlich waren. Dem wurde abgehol-
fen, indem die ähnlichen Fehler als ein und derselbe Fehler gewertet wurden. 
 
Das entwickelte System wurde bislang nicht mit Daten unterschiedlicher Lei-
stungen und Grade der Fehler getestet. 
 
Die Arbeit von Liangyu Ma et al. /Lia06/ befasst sich u.a. mit der Vorverarbei-
tung von Messdaten. Auch hier werden der Prozess und die auftretenden Feh-
ler durch ein Prozessmodell simuliert. Als Netzwerkstruktur wird ein Radiale-
Basisfunktionen Netz eingesetzt. Wie bereits bei Power wird in der Arbeit darauf 
hingewiesen, dass es ein prinzipieller Vorteil dieser Netze ist, dass durch den 
einfachen Aufbau mit nur einer Schicht eine direkte Berechnung der Netzwerk-
gewichte möglich ist. Die Änderungen der Parameter werden über eine Fuzzyfi-
zierung der Größen realisiert. Hier ist ähnlich den im Verlauf der Arbeit gezeig-
ten eigenen Überlegungen, eine Festlegung spezieller Werte notwendig. 
 
In der Arbeit von M. Chow und S, Yee /Cho90/ wurde mittels unterschiedlicher 
Netzwerkarchitekturen eine Realtime Anwendung für die Fehlerfrüherkennung 
entwickelt. Es wurden mit Hilfe einer simulierten Fehlerbasis verschiedene 
Netzwerke mit und ohne Berücksichtigung von Messrauschen trainiert. Die 
Aussage, dass die Genauigkeit mit steigender Anzahl Neuronen der verdeckten 
Schicht steigt, widerspricht eigenen Untersuchungen (vgl. Kapitel  8). Die Ver-
wendung von Messwerten und berechneten Größen als Eingangsgrößen wird 
ungenügend diskutiert. Die erwähnte Realtime Erprobung wird nicht beschrie-
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ben; es werden ausschließlich die Ergebnisse unterschiedlicher Trainingsarten 
verglichen. 
 
Rengaswamy et al. /Ren00/ entwickelten eine Vorgehensweise, ein Nachtrai-
ning durch Integrierung eines Bayes Klassifizierers vorzunehmen. Wesentliche 
Punkte der Arbeit sind ein schnelles Training, die Berücksichtigung des zeitli-
chen Verlaufes im Klassifizierer sowie die Möglichkeit des „online“ Nachtrai-
nings. Der Lösungsansatz wird mittels eines Bayes-Klassifizierers entwickelt. 
Somit ergibt sich die Wahrscheinlichkeit einer Klassenzugehörigkeit aus dem 
normierten Produkt von a-priori Wahrscheinlichkeit und der Wahrscheinlich-
keitsdichtefunktion für die entsprechende Klasse. 
 
Die vorgestellten Arbeiten zeigen, dass die Anwendung neuronaler Netze in der 
Fehlererkennung ein Erfolg versprechender Ansatz ist. Es wurde jedoch deut-
lich, dass die Beschaffung realer Fehlerdaten stets ein Problem darstellt, und 
man die benötigten Trainingsdaten durch die Simulation von Fehlern erzeugen 
musste. Diese Simulation erfolgte meist aus der Abweichung vom Normalzu-
stand; es wurden keine individuellen Fehlermodelle entwickelt. Hier ist die 
Schwierigkeit beim Übertragen auf reale Situationen zu sehen, da sich die Ab-
weichungen der gemessenen Größen im realen System in der Regel anders 
darstellen und die Simulationen komplexer Systeme im Allgemeinen keinen 
gangbaren Weg darstellt. 
 
Deshalb wurde im Rahmen der vorliegenden Arbeit durch Anwendung realer 
Fehlerdaten die Brücke zwischen Machbarkeitsstudie der Fehlerfrüherkennung 
und realem Einsatz zur Unterstützung der Kraftwerksoperateure geschlagen.
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6 Entwicklung des Verfahrens zur Fehlerfrüherken-
nung 
Wie im voran stehenden Kapitel dargestellt, wurden bislang eine Reihe techni-
scher Systemen mittels neuronaler Netze bewertet. Dies wurde jedoch stets für 
Einzelfälle durchgeführt. Der Nachweis fehlte, dass die Untersuchungsschritte 
übertragbar und strukturiert, ähnlich der Vorgehensweise bei Sicherheitsanaly-
sen, gestaltbar sind. Im Folgenden wird eine übertragbare Vorgehensweise er-
arbeitet. Dazu werden nachfolgend die einzelnen Arbeitsschritte und die Um-
setzung der Methode in ein Rechnerprogramm vorgestellt.  
 
Ziel ist es, eine möglichst allgemeine Vorgehensweise zu entwickeln, die es 
erlaubt, eine Vielzahl von unterschiedlichen Anwendungsfeldern abzudecken. 
Hierzu ist es notwendig, die einzelnen Entwicklungsschritte klar zu trennen, um 
jeweils die speziellen Anforderungen aus den Anwendungen berücksichtigen zu 
können. Daher ist die Methode modular aufgebaut. Es wird, ausgehend von der 
technischen Systemanalyse, der Systemzustand anhand der Systemmerkmale 
(gemessene Parameter) beschrieben. Dazu werden durch Gegenüberstellung 
von Gut- und Fehlerzuständen die zur Ermittlung der Fehlerzustände notwendi-
gen Systemmerkmale extrahiert. Anschließend werden die Messwerte aufgear-
beitet, um die Trainingsdatensätze zusammenstellen zu können. Danach wer-
den die Systemzustände durch Eingabe der sie charakterisierenden Daten in 
das neuronale Netz klassifiziert.  
 
Die Methode kann ihre Anwendung durch Nutzung  der entsprechenden Mess-
stellenparameter im Betrieb finden. Dabei werden Messdaten aus dem Pro-
zessleitsystem (PLS) verwendet, um eine Zustandsüberwachung des Systems 
durchzuführen und sich anbahnende Fehler dem Bedienpersonal anzuzeigen. 
 
Nachfolgend werden die einzelnen Schritte ausführlich dargestellt. 
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6.1 Technische Systemanalyse 
Ausgangspunkt der Methode ist die technische Systemanalyse. Diese gliedert 
sich in die Schritte: 
 
 Systembeschreibung 
 Fehleridentifikation 
 Beschreibung der Systemzustände „Gutzustand“ – „Fehlerzustand“ 
 Ermittlung der notwendigen Messparameter 
 
Auf der Grundlage von Informationen über die Anlage wird die Abgrenzung des 
für die Entdeckung einzubeziehenden Anlagenbereichs sowie das Verständnis 
der verfahrenstechnischen Gegebenheiten erarbeitet. Dazu werden Informatio-
nen aus 
 
 R+I Fließbildern 
 Anlagenbeschreibungen 
 Betriebsbedingungen und –abläufen 
ausgewertet. 
 
Die Fehleridentifikation erfolgt an Hand der Messwertverläufe der Parameter bei 
auftretendem Fehler sowie der Beschreibungen und Erfahrungen des Anlagen-
personals. Darüber hinaus müssen die unterschiedlichen Betriebsfahrweisen 
berücksichtigt werden.  
 
Die Beschreibung der Systemzustände basiert auf dem Gutzustand und der 
konsequenten Abfrage aller Auswirkungen des Fehlers auf das System. Hier-
durch erhält man eine Übersicht über die Anlagenteile, die vom jeweiligen Feh-
ler betroffen sind. Daraus lassen sich die Messparameter ableiten, die vom 
Fehler beeinflusst werden. Angelehnt an die Ausfalleffektanalyse /FME06/ wer-
den unter Berücksichtigung der Ausfallart die Auswirkungen auf andere Sys-
temkomponenten ermittelt. Darauf aufbauend werden analog zur PAAG Analy-
se /PAA90/ die Auswirkungen auf das System untersucht. Vorteilhaft ist hierbei, 
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dass bei konsequenter Durchführung auch andere Ursachen für Abweichungen 
erkannt werden und so mehrdeutige Zustände identifiziert werden. Dies ist not-
wendig, um falsche Zuordnungen zu vermeiden. 
 
 
Abbildung  6-1: Messgrößenidentifizierung durch FMEA und PAAG 
 
Abbildung  6-1 zeigt schematisch die entsprechende Vorgehensweise. Durch 
den Vergleich wird erreicht, dass alle für den jeweiligen Fehler relevanten 
Messgrößen identifiziert werden und gleichzeitig Zustände erkannt werden, die 
sich in denselben Messparametern auswirken. 
 
Bei der Bewertung des Systemzustandes und der anschließenden Identifizie-
rung der notwendigen Messgrößen muss berücksichtigt werden, ob es sich um 
ein geregeltes oder ungeregeltes System handelt. Dies wird nachfolgend be-
handelt. 
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Abbildung  6-2: Regelkreis 
 
Abbildung  6-2 zeigt einen Regelkreis, der die Regelgröße x über die Stellgröße 
y auf dem Sollwert w halten soll. Abweichungen vom Sollwert sind Folge der 
Störgröße z. 
 
Tritt ein Fehler im geregelten System auf, so wird, so lange die Regelstrecke es 
ermöglicht, der Fehler nicht durch eine Veränderung der Regelgröße x erkenn-
bar sein sondern durch die Veränderungen der Stellgröße y, die einen perma-
nenten Impuls auf die Regelstrecke aufgibt. 
 
In einem ungeregeltem System wird die Störgröße z direkte Auswirkung auf die 
Größe x, nun keine Regelgröße mehr, haben. Der Fehler wird sich dementspre-
chend über eine Veränderung der Größe x manifestieren. 
 
Um den Einfluss auf die Methode der Fehlerfrüherkennung zu zeigen, soll ein 
Beispiel die unterschiedlichen Auswirkungen zeigen.  
 
Ein ungeregelter Wärmeübertrager soll untersucht werden. Als Fehler, der zum 
Ausfall der Einheit führt, wird die Verschmutzung der Wärmeübertragerflächen 
angenommen, ein häufiges Problem bei Wärmeübertragern. Da im ungeregel-
ten System die Eingangsparameter konstant bleiben, werden sich entsprechend 
die Ausgangsgrößen verändern. Aus dem Fehler „unzulässige Verschmutzung“ 
der Wärmeübertragerflächen resultiert ein geringerer Wärmetransport zwischen 
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den beiden Fluiden. Das Wärme abgebende Fluid wird eine erhöhte Austritts-
temperatur aufweisen und das aufnehmende Medium wird weniger stark erhitzt 
werden. Nimmt man betrieblich bedingt veränderliche Eingangsparameter an, 
so lässt sich der Fehler aufgrund der sich ändernden Verhältnisse der Ein- und 
Ausgangstemperaturen identifizieren. 
 
Der gleiche Wärmeübertrager wird nun als geregeltes System betrachtet. Die 
Regelgröße x ist hierbei sinnvoller weise entweder die Rücklauftemperatur des 
Wärme abgebenden Fluids, im Falle eines Kühlkreises, oder die Vorlauftempe-
ratur des Wärme aufnehmenden Fluids, wenn es sich um ein Heizeinheit han-
delt. Hier soll es sich um eine Kühleinrichtung handeln, so dass die Regelgröße 
durch die Rücklauftemperatur festgelegt ist. Tritt nun die Störgröße „Ver-
schmutzung des Wärmeübertragers“ auf, so ergibt sich eine Abweichung zwi-
schen dem Sollwert und der Regelgröße. Durch die Regeleinrichtung kann nun 
beispielsweise der Massenstrom des Kühlmediums erhöht werden, um die er-
forderliche Rücklauftemperatur einzuhalten. Infolge dessen wird sich der Fehler 
nicht mehr am veränderten Verhältnis von Eintritts- zur Austrittstemperatur fest-
stellen lassen. Treten nun zusätzlich wiederum veränderliche Eingangsparame-
ter auf, so lässt sich der Fehler nicht mehr über dass Verhältnis der Ein- und 
Ausgangstemperaturen erkennen. Der Fehler lässt sich hier über die Verände-
rung der Massenstromverhältnisse feststellen, die durch die Erhöhung des 
Massenstroms des Kühlmediums bewirkt wurde. Eine Früherkennung kann hier 
nur durch die Berücksichtigung der Stelleinrichtung und der Regelstrecke er-
kannt werden. In der betrieblichen Praxis bedarf es also genauer Kenntnis und 
einer breiten Datenbasis, um einen systematischen Fehler und seine Auswir-
kungen auf den Regelkreis von „normalen“ betrieblichen Störungen zu unter-
scheiden. 
 
Dies zeigt, dass für die Methode der Fehlerfrüherkennung im Schritt „System-
analyse“ darauf geachtet werden muss, ob es sich um ein geregeltes oder un-
geregeltes System handelt, um die entscheidenden Parameter zu identifizieren. 
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6.2 Merkmalsextraktion 
Aus der technischen Systemanalyse ergeben sich eine Reihe von Messgrößen, 
deren Verläufe als geeignet eingeschätzt werden, um einen Fehler zu identifi-
zieren. Aus den zugrunde liegenden Messwertverläufen müssen nun Werte ext-
rahiert werden, die als Trainingssatz und Validierungssatz für den Einsatz im 
neuronalen Netzen dienen sollen (vgl. Kapitel  4). Sie werden dazu in Gruppen 
eingeteilt, wobei eine Gruppe den Gutzustand die anderen Gruppen die jeweili-
gen Fehlerzustände darstellen. Um zu untersuchen, ob die Messwerte sich un-
terscheiden, wird ihr Mittelwert bestimmt und es wird bewertet, ob eine vermute-
te Abweichung vorhanden ist oder nicht. Da es um die Früherkennung von Stö-
rungen geht, werden die Abweichung im Allgemeinen gering sein, weil  es ja 
Vorraussetzung ist, dass die Früherkennung eine Anzeige macht, bevor es bei 
einzelnen Messwerten zu Überschreitungen von Grenzwerten kommt. Deshalb 
ist zumeist zu erwarten, dass sich die  Mittelwerte oft nicht wesentlich unter-
scheiden. Tabelle  6-1 zeigt dies am Beispiel des Dampfdruckes aus einem Re-
ferenzfall (vgl. Abschnitt  7.1). 
 
Messwert Dampfdruck 
Gutzustand  
[bar] 
Fehler  
[bar] 
9,60 9,57 
9,56 9,48 
9,60 9,56 
9,64 9,57 
9,62 9,55 
9,59 9,63 
9,73 9,58 
9,73 9,57 
9,73 9,59 
9,70 9,51 
Mittelwert: 9,65 Mittelwert: 9,56 
Tabelle  6-1: Mittelwertbestimmung für zeitliche Verläufe von Dampfdrücken 
 6 Entwicklung des Verfahrens zur Fehlerfrüherkennung 
 47
 
Es ist ersichtlich, dass die Mittelwerte sich nur geringfügig unterscheiden. Zur 
Bewertung der statistischen Signifikanz des Unterschiedes zwischen beiden 
Gruppen muss ein statistischer Test herangezogen werden. Für unabhängige 
Stichproben bietet sich der Kruskal-Wallis Test /Kru52/ an.  
 
Hierfür wird die Nullhypothese aufgestellt, dass es keinen Unterschied zwischen 
beiden Messgruppen, den Klassen, gibt. Den vereinigten Messwerten aus bei-
den Gruppen werden nun Ränge zugewiesen, wobei der kleinste Messwert den 
Rang 1 erhält der nächst größere den Rang 2 usw. Aus den Rängen werden 
Rangsummen für die einzelnen Klassen gebildet und die Teststatistik ermittelt: 
 
2
i
h i
T12H 3 (n 1)
n(n 1) n
               ( 6-1) 
 
mit Ti für die Werte der Rangsummen 
 
Kommt es dazu, dass Stichproben denselben Wert haben, werden Zwischen-
ränge eingeführt. Es erhalten dann alle gleichen Messwerte den mittleren Rang. 
Sind z. B. zwei kleinste Werte vorhanden, so erhalten beide Werte den Rang 
1,5. Um diese Bindung zu berücksichtigen wird ein Korrekturfaktor eingeführt. 
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mit ri der Anzahl der gebundenen Beobachtungen. 
 
Damit ergibt sich die korrigierte Teststatistik zu: 
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C
           ( 6-3) 
 
Mittels der Chi-Quadrat Verteilung kann für verschiedene Vertrauensbereiche 
und dem Freiheitsgrad, der sich auf Grund der 2 Klassen zu eins ergibt, der 
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Wert der Chi-Quadrat Verteilung bestimmen lassen und mit dem berechneten 
verglichen werden. Ist der berechnete Wert größer als der der Chi-Quadrat Ver-
teilung so muss die Nullhypothese verworfen werden. Ist dies der Fall, kann 
davon ausgegangen werden, dass sich beide Klassen signifikant unterschei-
den. 
 
Somit erhält man auch für Messreihen, deren Messgrößen scheinbar nicht aus-
reichend verschieden sind, eine statistisch belastbare Aussage bezüglich des 
signifikanten Unterschieds zwischen ihnen. 
6.3 Datenvorverarbeitung 
Die Datenvorverarbeitung stellt einen wichtigen Bestandteil für den effizienten 
Einsatz neuronaler Netze dar. Messrauschen, fehlerhafte Messsignale sowie 
große Absolutwertunterschiede sollen hier stellvertretend als Gründe genannt 
sein. Fehlerhafte Messsignale müssen nicht nur bei neuronalen Netzen vor der 
eigentlichen Fehlererkennung identifiziert und eliminiert werden, um die Bewer-
tung zu ermöglichen, sondern auch bei allen anderen Methoden.  
 
Dies kann durch einfache Plausibilitätskontrollen geschehen. Große Unter-
schiede bei den Absolutwerten können dazu führen, dass  relevante Änderun-
gen kleiner Absolutwerte nicht berücksichtigt werden, da sie von den Einflüssen 
der großen Absolutwerte überdeckt werden. Weiterhin liegen die Daten oft in 
Rohform vor, so dass mit der Vorverarbeitung ihre Glättung erreicht wird. 
 
Zur Vorverarbeitung kommt z. B. die Skalierung in Frage 
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mit   als Erwartungswert und   der Varianz des Eingangswertes xi. Ein weite-
res Verfahren ist die lineare Skalierung 
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wobei a die untere und b die obere Grenze des Eingangssignals darstellen. 
 
Mit der so genannten z-Transformation oder auch Autoskalierung werden alle 
Parameter auf den Mittelwert 0 und die Standardabweichung 1 normiert 
/Kann04/. Die Normierung der Daten erfolgt dabei in zwei Schritten, der Zentrie-
rung um den Mittelwert und der nachfolgenden Normierung auf die Standard-
abweichung 1. 
Schritt 1: 
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das arithmetische Mittel ist. 
 
Schritt 2: 
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die Standardabweichung. 
 
Mit Hilfe von Formel (6-6) und (6-8) ergibt sich: 
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Die genannten Verfahren arbeiten mit den tatsächlichen Signalwerten. Vorstell-
bar ist jedoch auch eine Bewertung des Zustandes eines Merkmales. Es erfolgt 
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also eine Verknüpfung von Signalwert und Expertenwissen, bevor das Merkmal 
als Eingangsgröße in das neuronale Netz gelangt. Kann man unterstellen, dass 
die Änderungsrichtung der signifikante Einfluss für einen Fehler ist, so kann das 
Signal wie folgt transformiert werden. 
 
Wird der Signalwert größer als der Mittelwert, so wird der Eingangswert auf +1 
gesetzt. Stimmt er mit dem Mittelwert überein,, so ergibt sich der Wert Null. 
Sinkt der Signalwert, so folgt als Eingangswert -1. Als Referenzwerte können 
auch unterschiedliche Werte genutzt werden, z. B. die obere und untere Grenze 
des definierten Normalbereiches des Signals. Dann wäre die Netzeingabe, so-
lange sich das Signal im Normbereich befindet Null ansonsten +1 bzw. -1. Kön-
nen alle Eingabegrößen nur drei Werte annehmen, sollten sowohl der Trai-
ningsaufwand minimiert als auch die Generalisierungsleistung des Netzes ver-
bessert werden können, da eindeutige Muster eingegeben werden. 
 
Spielt die Änderungsgeschwindigkeit des Merkmals eine Rolle für die Fehler-
entstehung, so kann das Verfahren entsprechend modifiziert werden, indem 
man Bereiche von Änderungsgeschwindigkeiten als Zustände auffasst, die 
dann mit +1, 0 oder -1 belegt werden. 
 
Basierend auf den dargestellten Schritten zur Vorverarbeitung der Rohdaten 
werden nun die Trainingsdatensätze erstellt. Für jeden identifizierten Zustand 
werden die Messwerte zusammengestellt. Mit Hilfe der Trainingssätze kann 
dann die Erstellung des neuronalen Netzes erfolgen. 
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6.4 Musterklassifikation – Netzwerkerstellung 
Wie im Kapitel  4 beschrieben, gibt es für die Festlegung der Netzwerkarchitek-
tur keine Regeln. Es bedarf vielmehr der Erfahrung des Bearbeiters, um den 
iterativen Prozess der Architekturfindung möglichst effizient zu gestalten.  
 
Abbildung  6-3 zeigt die verschiedenen Ansatzpunkte zur Aufstellung einer ge-
eigneten Netzwerkarchitektur. Hieraus ist ersichtlich, dass eine allgemeingültige 
Vorgehensweise nicht angegeben werden kann. Ausgehend von der Problem-
spezifizierung führt der erste Schritt zur Ermittlung der Eingangsgrößen, die 
entsprechend der vorangehend beschriebenen Arbeitsschritte verarbeitet wer-
den. Aus dem sich ergebenden Eingangsvektor wird eine Netzarchitektur ge-
wählt und das Netz trainiert. Bei erfolgreichem Training wird das Netz mit nicht 
für das Training benutzten Daten validiert. Ist dieser Schritt erfolgreich, so ist 
die Netzwerkerstellung abgeschlossen. In den meisten Fällen wird es eine 
Schleife zwischen der Auswahl des Netzmodells und dem Netztraining geben, 
bis eine für das Training geeignete Architektur gefunden wurde. Führt die Vali-
dierung des Netzes nicht zu der erwünschten Bestätigung des Trainingserfol-
ges, so muss durch Modifizierung der Architektur ein passenderes Netz gesucht 
werden. Es kann jedoch auch dazu kommen, dass die Eingangsgrößen neu 
bewertet werden müssen. 
 
 6 Entwicklung des Verfahrens zur Fehlerfrüherkennung 
 52
 
nicht gut 
Problemspezifizierung 
Auswahl Netzmodell 
Eingangsgrößen 
generieren 
Vorverarbeitung 
Eingangsgrößen 
Training Netz 
Netzvalidierung 
Netwerkarchitektur 
gefunden 
Auswahl 
Eingangsgrößen 
Eingabevektor erstellen 
gut 
nicht gut 
gut 
 
Abbildung  6-3: Vorgehensweise zur Erstellung der Netzwerkarchitektur 
 
Wie im Kapitel  8 gezeigt, haben die Untersuchungen an unterschiedlichen 
Netzwerkarchitekturen ergeben, dass es sinnvoll erscheint, kleinere Netze zu 
bevorzugen. Dies ist jedoch nicht allgemeingültig und führt daher eher zu der 
Empfehlung, die Entwicklung mit kleineren Netzen zu beginnen. 
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7 Anwendungen 
Nachfolgend wird an vier Referenzfällen die Anwendung und Durchführung des 
Verfahrens zur Fehlerfrüherkennung gezeigt. Dem liegt ein Entwicklungspro-
zess zugrunde, bei dem, ausgehend von der ersten Referenzanlage, die ein-
zelnen Schritte der Methode weiterentwickelt wurden. Insbesondere die Ände-
rungen, die sich aus der Anforderung einer möglichst breiten Anwendbarkeit der 
Vorgehensweise ergaben, konnten nur schrittweise, entsprechend dem Erfah-
rungsgewinn, vorgenommen werden. Dies folgt daraus, dass bei jeder Anwen-
dung andere Randbedingungen vorliegen, die es zu berücksichtigen galt. 
 
Ein weiterer Entwicklungsschritt erfolgte bei der Festlegung der Vorraus-
setzungen, die für die Auswahl eines geeigneten Anlagenteils notwendig sind. 
Neben der grundsätzlichen Anforderung, dass es sich um einen Driftausfall 
handeln muss, sind hier die Qualität der Fehlerdokumentation und die Messda-
ten hervorzuheben. 
 
Letzteres wird im ersten Beispiel deutlich, bei dem Messungen von Zweipha-
senströmungen ausgewertet wurden, die mit erheblichen Messunsicherheiten 
behaftet sind. 
 
7.1 Referenzfall „Zwischenüberhitzer“ 
7.1.1 Verfahrenstechnische Beschreibung der Zwischenüberhitzer 
Das Teilsystem „Zwischenüberhitzer“ der Referenzanlage wurde als erstes Bei-
spiel zur Entwicklung und Erprobung des Verfahrens ausgewählt. Das Teilsys-
tem wurde zunächst der technischen Analyse unterzogen, um die Signalmuster, 
die für die Früherkennung geeignet sind, herauszuarbeiten. 
 
Die Zwischenüberhitzer dienen der Überhitzung des Dampfes hinter der Hoch-
druckturbine, bevor er in der Niederdruckturbine weiter entspannt wird. 
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Der Dampf aus dem Reaktor wird vor der Hochdruckturbine abgezweigt und 
hinter dem Zwischenüberhitzer über den Kondensatkühler wieder in den Spei-
sewasserkreislauf rückgeführt. Je nach Betriebszustand kann der Kondensat-
strom über die Stränge „Speisewasserbehälter“ oder „Verweilbehälter“ umgelei-
tet werden (siehe Abbildung  7-1). 
 
Abbildung  7-1: R+I Fließbild der Zwischenüberhitzerkreisläufe Quelle: Betreiber 
 
7.1.2 Fehlerbeschreibung 
Bei der Auswertung der Betriebsdaten wurde eine Leckage im Zwischenüber-
hitzer als Fehler identifiziert. Hierbei kam es zur Leckbildung bei einzelnen Roh-
ren im Rohrbündel des Wärmeübertragers. Der Fehler wurde durch einen über 
mehrere Monate ansteigenden Betrag der Differenz des Massenstroms vor und 
hinter dem Zwischenüberhitzer vom Kraftwerkspersonal vermutet. Im Rahmen 
von Revisionsarbeiten konnte diese Vermutung bestätigt werden.  
 
Auf Grund von Lastwechseln, den beschriebenen Kondensatumleitungen sowie 
der dynamischen Funktion des Vorratsbehälters handelt es sich um ein instati-
onäres System. Hieraus resultiert eine Laufzeitdifferenz. Diese ist bedingt durch 
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die Zeit, die das Medium braucht, um von der ersten Messstelle zur zweiten 
Messstelle zu strömen. Im stationären Zustand ist dies unerheblich, da 
dm / dt 0 . Im instationären Fall resultiert hieraus die Berechnung eines fehler-
behafteten Differenzmassenstromes, der zu einer Anzeige „Leckage“ führen 
kann. Eine einfache Überwachung des Differenzmassenstroms ist somit nicht 
ausreichend, um einen Fehler eindeutig zu identifizieren; es müssen weitere 
Parameter gefunden werden, mit deren Hilfe eine eindeutige Zustandsbe-
schreibung möglich ist. Hier sind die Berücksichtigung der Laufzeitdifferenz so-
wie der Stellungen der Armaturen der Umleitungsmöglichkeiten zu nennen. 
 
Wie bereits erwähnt, trat an einem Zwischenüberhitzerkreislauf ein Fehler auf, 
der bei Revisionsarbeiten bestätigt (Block B RB20) wurde. Der andere Kreislauf 
zeigte im Beobachtungszeitraum keinen Befund. Im Block C weisen die Daten-
sätze für den Zwischenüberhitzer – Kreislauf RB 10 eine ähnliche Charakteristik 
auf wie im Block B RB20, so dass ein ähnlicher Fehler vermutet wird. Da jedoch 
im Zeitraum der Bearbeitung keine Revision stattgefunden hatte, fehlt die Bes-
tätigung oder Widerlegung der Vermutung. Die durchgeführten Arbeiten be-
schränkten sich daher auf den Block B. Als mögliche Ursachen für die aufgetre-
tenen Leckagen sind Materialfehler oder fehlerhafte Schweißnähte der Rohrlei-
tungen aufzuführen. Unter dem Einfluss thermischer und mechanischer Belas-
tungen im Betrieb sind die aufgetretenen Leckagen erklärbar. Die genannten 
Ursachen können nicht direkt durch die vorhandenen Messstellen detektiert 
werden. Die Fehlerfrüherkennung musste daher über die messtechnisch er-
fassbaren Auswirkungen auf die Systemparameter erfolgen. Neben den durch 
die Leckagen resultierenden Massenstromänderungen ergeben sich in Abhän-
gigkeit von der Lage des Lecks (oberhalb bzw. unterhalb der Heizrohrbündel) 
geringfügige Unterschiede der Dampftemperaturen. Darüber hinaus haben die 
Stellungen der Bypassarmaturen und die Füllstände der Sammelgefäße einen 
Einfluss auf die Mustererkennung. Daher wurden die entsprechenden Mess-
größen, soweit vorhanden, als Eingangsgrößen für das neuronale Netz aufge-
nommen. Aufgrund der Messwertverläufe wurde vom Kraftwerkspersonal eine 
Leckage vermutet, was sich dann bei den Revisionsarbeiten bestätigte. Aller-
dings kann der Zeitpunkt des Leckagebeginns nicht genau angegeben werden. 
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Er wurde deshalb in Ansehung der Messwertverläufe festgelegt und muss folg-
lich nicht unbedingt dem wahren Zeitpunkt entsprechen. Es ist davon auszuge-
hen, dass im Laufe der Zeit weitere Rohre von Leckagen betroffen waren, wo-
durch sich der Einfluss auf die Messwerte verstärkte. Somit ist die Erstellung 
des Trainingsdatensatzes mit Unsicherheiten behaftet. Der Messwert „Massen-
strom vor Zwischenüberhitzer“ resultiert überdies aus der Messung einer Zwei-
phasenströmung, die mit Messungenauigkeiten behaftet ist, welche in der Grö-
ßenordung der vermutlich aufgetretenen Leckmassenströme liegen können. 
Somit ist mit einer Messunsicherheit umzugehen, die so groß ist, dass eine er-
folgreiche Fehlerfrüherkennung nur durch Hinzuziehen der erwähnten zusätzli-
chen Messgrößen möglich ist. Aus den zur Verfügung stehenden Messdaten 
lassen sich die in Abbildung  7-2 angegebenen Änderungen der Messwerte in 
Abhängigkeit vom Lastzustand ableiten. 
 
Parameter 
Änderung der 
Größe 
Reaktor- 
leistung 
Heizdampf-
massen-
strom 
Dampf-
druck 
hinter ZÜ
Dampf-
temp. 
Hinter 
ZÜ 
Stellung 
Bypass 
Massen-
strom hin-
ter ZÜ 
Kond.- 
Kühler 
Nominalzustand ↔ ↔ ↔ ↔ ↔ ↔ 
Anfahrvorgang ↑ ↑ ↑ ↑ ↓ ↑ 
Abfahrvorgang ↓ ↓ ↓ ↓ ↑ ↓ 
Fehler (bei 
Nennleistung) 
↔ ↔ ↔ ↑/↓ ↔ ↓ 
Abbildung  7-2: Parameteränderungen in Abhängigkeit vom Lastzustand 
 
Es handelt sich bei den zur Verfügung gestellten Messdaten um Viertelstun-
denmittelwerte, mit denen die Bestimmung der Laufzeitdifferenz, die vermutlich 
im Bereich einiger Sekunden liegt, nicht möglich ist. Die Laufzeitdifferenz kann 
daher entgegen der ursprünglichen Annahme nicht zur Fehlerentdeckung he-
rangezogen werden. 
Da es sich um ein Kraftwerk handelt, das fast ständig im Grundlastbereich be-
trieben wird, war der überwiegende Betriebszustand im Betrachtungszeitraum 
die Nennlast. Im Nennlastbetrieb treten die Einflüsse der Stellungen der By-
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passarmaturen und Zwischenbehälter nicht auf, da diese ausschließlich bei An- 
und Abfahrvorgängen verfahren werden. Dadurch spielt die Laufzeitdifferenz im 
quasi-stationären Anlagenbetrieb für Nennlast keine Rolle und die vorhandenen 
Daten konnten verwendet werden. 
7.1.3 Merkmalsextraktion 
Die Merkmalsextraktion hat das Ziel, diejenigen Größen aus dem vorhandenen 
Datensatz zu identifizieren, die von dem zu diagnostizierenden Fehler beein-
flusst werden. Aus dem Rohdatensatz wurde ein Nennlastdatensatz extrahiert. 
Die Merkmalsextraktion erfolgte mit Hilfe der Signifikanzanalyse für alle Mess-
werte. Es wurde hierbei untersucht, bei welchen Messgrößen ein signifikanter 
Unterschied zwischen fehlerfreiem und fehlerbehaftetem Betrieb feststellbar 
war. Dazu wurde, wie im Abschnitt Systemanalyse beschrieben, ein Zeitpunkt 
für den Einstritt des Fehlers festgelegt. Dann wurden die Messwerte vor und 
nach dem Zeitpunkt mit Hilfe des Kruskal-Wallis Tests /Har94/ miteinander ver-
glichen. 
 
Die Ergebnisse der Signifikanzanalyse sind in Tabelle  7-1 wiedergegeben. Die 
Reaktorleistung stellt die Führungsgröße dar. Damit gleiche Betriebsverhältnis-
se vor und nach dem Fehler zu Grunde gelegt werden, darf die Reaktorleistung 
in diesem Zeitraum keine signifikant unterschiedlichen Werte aufweisen, Wie 
der Tabelle entnommen werden kann, ist dies nicht der Fall. Die Nullhypothese 
ist dabei die Annahme, dass die verglichenen Parameter signifikant verschie-
den sind. Die Annahme wird somit bestätigt. 
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Messgröße 
Ergebnis der 
Nullhypothese / 
² - Wert 
Ergebnis 
Dampfdruck hinter ZÜ 8,99 / 3,84 
Stichproben sind signifikant ver-
schieden bei Vertrauensniveau 
95% 
Temperatur hinter ZÜ 0,82 / 3,84 Stichproben sind nicht signifikant verschieden 
Heizdampfmassenstrom 14,29 / 6,63 
Stichproben sind signifikant ver-
schieden bei Vertrauensniveau 
99% 
Reaktorleistung 0,00 Stichproben sind nicht signifikant verschieden 
Massenstrom hinter 
Kondensatkühler 3,86 / 3,84 
Stichproben sind signifikant ver-
schieden bei Vertrauensniveau 
95% 
Druck im Sammelbehäl-
ter 2,08 / 3,84 
Stichproben sind nicht signifikant 
verschieden 
Regelgefäß 13,72 / 6,63 
Stichproben sind signifikant ver-
schieden bei Vertrauensniveau 
99% 
Kondensatablauf 5,85 / 3,84 
Stichproben sind signifikant ver-
schieden bei Vertrauensniveau 
95% 
Dampfdruck hinter ZÜ 8,99 
Stichproben sind signifikant ver-
schieden bei Vertrauensniveau 
95% 
Temperatur hinter ZÜ 0,82 Stichproben sind nicht signifikant verschieden 
Heizdampfmassenstrom 14,29 
Stichproben sind signifikant ver-
schieden bei Vertrauensniveau 
99% 
Reaktorleistung 0,00 Stichproben sind nicht signifikant verschieden 
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Messgröße 
Ergebnis der 
Nullhypothese / 
² - Wert 
Ergebnis 
Massenstrom hinter 
Kondensatkühler 3,86 
Stichproben sind signifikant ver-
schieden bei Vertrauensniveau 
95% 
Druck Sammelbehälter 2,08 Stichproben sind nicht signifikant verschieden 
Regelgefäß 13,72 
Stichproben sind signifikant ver-
schieden bei Vertrauensniveau 
99% 
Kondensatablauf 5,85 
Stichproben sind signifikant ver-
schieden bei Vertrauensniveau 
95% 
Tabelle  7-1: Ergebnisse Kruskal-Wallis Test 
 
Damit sind aufgrund von technischer Systemanalyse und Merkmalsextraktion 
die folgenden Größen für die Fehlerfrüherkennung heranzuziehen: 
 
 Massenstrom vor Zwischenüberhitzer 
 Massenstrom hinter Zwischenüberhitzer 
 Dampfdruck hinter ZÜ 
 Kondensatablauf 
 Differenzmassenstrom 
 Notablauf Regelgefäß 
Die Messgröße „Notablauf Regelgefäß“ spiegelt eine Stellungsanzeige für eine 
Armatur wider. Da diese Größe nach Aussagen des Betreibers im Nennlastbe-
trieb nur auf Grund des Messprinzips Werte liefert, die jedoch keine Stellungs-
änderung der Armatur bedeuten, also kein eigentliches Stellsignal beinhaltet, 
wurde diese Größe nicht weiter berücksichtigt. 
7.1.4 Anwendung des neuronalen Netzes 
Gehen Daten unterschiedlicher Größenordnungen in ein neuronales Netz ein, 
so kann gezeigt werden, dass relativ gleiche Änderungen von Parametern mit 
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großem numerischen Wert, wie z.B. die Reaktorleistung (ca. 3800MW ther-
misch) höheren Einfluss haben als die Parameter mit kleinen Absolutwerten (z. 
B. Temperatur mit ca. 240°C). Dies ist ergibt sich daraus, dass eine prozentual 
gleiche Änderung einer großen Grundgröße zu einer größeren Änderung führt 
als bei einer kleineren. Dies verursacht eine stärkere Anregung der Aktivie-
rungsfunktion der Neuronen des neuronalen Netzes. Daraus folgt die Notwen-
digkeit, die vorhandenen Rohdaten der Messgrößen vorzuverarbeiten. In einer 
Versuchsreihe wurden, um der Tatsache der unterschiedlichen Größenordun-
gen Rechnung zu tragen, die Rohdaten auf den jeweils größten auftretenden 
Wert bezogen. Sie werden somit auf einen Bereich zwischen Null und Eins ab-
gebildet. In einem ersten Schritt wurde ausschließlich der Betrieb bei Nennlast 
untersucht. Es wurden sowohl Netze mit Rohdaten als auch Netze mit vorver-
arbeiteten Daten trainiert, um an Hand der Generalisierungsfähigkeit den Ein-
fluss der Vorverarbeitung bewerten zu können.  
Bei den Versuchsreihen mit den dazu entwickelten Programmen „NeuroTrain“ 
und „NeuroApp“ (siehe Kapitel  8) trat folgendes Problem auf. Wie bereits er-
wähnt, kann der exakte Zeitpunkt des Fehlers nicht bestimmt werden. Die 
messbaren Auswirkungen des Fehlers nehmen aber mit der Zeit zu. Dies ist in 
Abbildung  7-3 anhand der zunehmenden Differenz der Massenströme zu er-
kennen. 
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Abbildung  7-3: Differenzmassenstrom auf Grund der Leckage 
 
Die Ergebnisse zeigen, dass mit dem neuronalen Netz der Fehler im fehlerbe-
hafteten Zwischenüberhitzer erkannt wurde. Jedoch zeigte sich bei Validie-
rungsversuchen am nicht fehlerbehafteten Zwischenüberhitzer eine nicht zutref-
fende Fehlermeldung. Dabei wurden zum Training des Netzes Daten aus allen 
Stufen der Fehlerausprägung eingesetzt. Da anzunehmen ist, dass hierdurch 
Übergangsbereiche vom Netz bereits als Fehler ausgelegt werden, wurde ein 
modifizierter Trainingssatz erstellt, in dem nur Daten zum Einsatz kommen, bei 
denen der Fehler bereits in ausgeprägterer Form vorliegt (Abbildung  7-4, 
Abbildung  7-7). Es wurde untersucht, in wie weit hierdurch die Wahrscheinlich-
keit von fehlerhaften Zuordnungen reduziert werden kann, ohne die Qualität der 
Trennschärfe zu negativ zu beeinflussen. 
 
Neben den bei der Systemanalyse gezeigten Ergebnissen, stellt die Ausgabe 
des Programms „NeuroApp“ den entscheidenden Punkt der Arbeiten dar (vgl. 
Kapitel 8). Die Ausgabe des Netzsimulators kann als ein Maß für die Wahr-
scheinlichkeit der Fehlererkennung interpretiert werden. Wie unter Kapitel  8 
beschrieben wird der Verlauf der Wahrscheinlichkeit des Fehlers bzw. des Gut-
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zustandes über der Zeit dargestellt. Nachfolgend werden die Ergebnisse der 
Untersuchungen mit unterschiedlichen Ausprägungen der Fehler zur Verwen-
dung für das Training des neuronalen Netzes vorgestellt. 
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Abbildung  7-4: Netzausgabe Zwischenüberhitzer mit Befund, gesamter Fehler-
bereich 
 
Abbildung  7-4 zeigt die Netzausgabe bei Verwendung des gesamten Fehlersat-
zes beim Zwischenüberhitzer mit Fehler. Der Fehler wird eindeutig erkannt. 
Dies erfolgt bereits sehr früh, was durch den unter Kapitel  7.2 diskutierten 
Übergangsbereich erklärbar ist. Es sei hier nochmals darauf hingewiesen, dass 
der tatsächliche Zeitpunkt des Auftretens der Leckage unbekannt ist. Es ist zu 
vermuten, dass auf Grund der Verwendung des gesamten Fehlerspektrums, 
also auch Verwendung der Datensätze, die zeitlich nah bei dem angenomme-
nen Zeitpunkt des Leckagebeginns liegen, auch statistische Fluktuationen als 
Fehler gewertet werden. 
 
Die obige Annahme wird durch die Anwendung auf den fehlerfreien Kreislauf 
bestätigt. Abbildung  7-5 zeigt die Netzausgabe bei Verwendung des gesamten 
Fehlersatzes beim Zwischenüberhitzer ohne Fehler. Es zeigt sich, dass das 
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Netz relativ häufig einen Fehler diagnostiziert, obwohl kein Fehler vorliegt. Das 
neuronale Netz wertet offenbar statistische Abweichungen als Fehler. Auch 
wenn ein Fehler erst bei einem zeitlich länger andauernden Signal unterstellt 
wird, waren die Ergebnisse nicht zufrieden stellend. Es wurde daher nach einer 
Möglichkeit gesucht, die fehlerhaften Zuordnungen zu reduzieren, ohne die 
Sensitivität der Fehlerfrüherkennung negativ zu beeinflussen.  
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Abbildung  7-5: Netzausgabe Zwischenüberhitzer ohne Befund gesamter Feh-
lerbereich 
 
Abbildung  7-6 zeigt die Netzausgabe bei Verwendung des modifiziertem Feh-
lerspektrums beim Zwischenüberhitzer ohne Fehler. Im Vergleich zu Abbildung 
 7-5 ist eine deutlich verbesserte Zustandserkennung zu verzeichnen, was für 
die Wahl des modifizierten Fehlerspektrums spricht.  
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Netzausgabe RB 10 (ohne Fehler, selektierter Bereich)
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Abbildung  7-6: Netzausgabe ZÜ ohne Befund, selektierter Fehlerbereich 
 
Abbildung  7-7 zeigt die Netzausgabe bei Verwendung des modifizierten Fehler-
spektrums beim Zwischenüberhitzer mit Fehler. Im Gegensatz zu Bild 2 wird 
der Fehler erkennbar später, aber rechtzeitig, angezeigt, fällt jedoch besser mit 
dem angenommenen 
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Abbildung  7-7: Netzausgabe ZÜ mit Befund und selektiertem Fehlerbereich 
 7 Anwendungen 
 65
 
Zeitpunkt zusammen. Der Übergangsbereich ist breiter ausgeprägt, was den 
Kompromiss in der Trennschärfe widerspiegelt. 
 
Die gezeigten Ergebnisse spiegeln auch die erfolgreiche Gestaltung der Pro-
gramme „NeroTrain“ und „NeuroApp“ wider.  
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7.2 Referenzfall „Kompensatorschaden an einer Mitteldruck-
turbine“ 
Die Auswahl eines geeigneten Teilsystems fand in Zusammenarbeit mit den 
entsprechenden Verantwortlichen des Kraftwerkes statt. Im Rahmen eines vier-
tägigen Arbeitsbesuchs im Kraftwerk wurden die für die Systemanalyse relevan-
ten Messstellen identifiziert und diese für den entsprechenden Zeitraum aus 
dem Systemspeicher ausgelesen. 
 
Ein Kompensatorschaden stellt ein sicherheitstechnisch relevantes Schadens-
ereignis dar, das nicht über einen direkt messbaren Parameter detektiert wer-
den kann. Es bietet sich daher das Verfahren an, mit dem auf Grund von Mus-
tern relevanter Parameter, der Fehler nachgewiesen werden kann. Im Folgen-
den wurde durch die technische Systemanalyse und die Auswertung der bereit 
gestellten Daten die Möglichkeit untersucht, die Methode erfolgreich anzuwen-
den. 
 
7.2.1 Technische Systemanalyse 
Kompensatoren werden überall dort eingesetzt, wo es nicht möglich ist, über 
eine entsprechende Rohrleitungsführung Längen- und Winkeländerungen auf-
grund von Temperaturschwankungen auszugleichen. Sie fungieren als Deh-
nungsausgleicher und sind infolge konstruktiver Randbedingungen und Werk-
stoffauswahl die Schwachstellen in Rohrsystemen. 
 
Aufgrund ihrer physikalischen Eigenschaften dehnen sich die verwendeten Ma-
terialien bei Temperaturerhöhung aus und ziehen sich mit abnehmender Tem-
peratur zusammen. In Rohrleitungssystemen macht sich dieser Vorgang im 
Wesentlichen durch Längenänderungen in den einzelnen Rohrleitungssträngen 
bemerkbar. Da Rohrleitungen im Allgemeinen an mindestens zwei Anschluss-
punkten fixiert sind, treten zwangsläufig Spannungserhöhungen aus behinderter 
Wärmedehnung und Reaktionskräfte an den Anschlusspunkten auf. Soweit es 
die Randbedingungen zulassen, wird versucht, die Rohrleitungsdehnung durch 
eine elastische Verlegung im System aufzunehmen, d. h. natürlich zu kompen-
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sieren. Wenn alle Möglichkeiten des natürlichen Dehnungsausgleichs ausge-
schöpft sind, werden zum Ausgleich von Längenänderungen Kompensatoren 
verwendet. Darüber hinaus sind beim Betrieb von Kompressoren, Pumpen, 
Turbinen oder Motoren die entstehenden mechanischen Schwingungen so zu 
dämpfen, dass an den angeschlossenen Rohrleitungen, Armaturen und Unter-
stützungskonstruktionen keine Schäden verursacht werden. Außerdem dürfen 
an den Stutzen von Verdichtern, Turbinen, Behältern und Kolonnen die zulässi-
gen Kräfte und Momente nicht überschritten werden. Für die vorgenannten An-
wendungsfälle werden Kompensatoren eingesetzt. 
 
Kernstück eines jeden Kompensators ist der Metallbalg, der durch seine Wel-
lengeometrie und dünnwandige Ausführung als Feder wirkt, wobei er nachfol-
gende Basisbedingungen erfüllen muss, um als Dehnelement Verwendung zu 
finden. Er muss den Betriebs- und Probebedingungen (Druck, Temperatur) des 
Rohrleitungssystems standhalten, gegenüber inneren und äußeren Einflüssen 
korrosionsbeständig sein, flexibel Dehnungen und ggf. auch Schwingungen 
aufnehmen können und dabei eine geforderte Lebensdauer erreichen sowie 
eine ausreichende Knickstabilität aufweisen. 
 
Das Versagen eines Kompensators an der Turbine stellt eine erhebliche Gefahr 
für das Personal sowie für die Sicherheit des Kraftwerkes dar. Eine Früherken-
nung eines sich anbahnenden Schaden am Kompensator stellt somit einen Bei-
trag zur Erhöhung der Sicherheit dar. 
 
In diesem Fall wird die Fehlerfrüherkennung allerdings dadurch erschwert, dass 
der Fehlerursprung, die mikroskopische Rissbildung auf Grund von Materialer-
müdung bzw. Materialfehlern, keine direkte Auswirkung auf üblicherweise ge-
messenen Parameter hat. Erst bei Fortschreiten des Fehlers und einem Aus- 
bzw. Übertritt des Fluids ist mit einer messbaren Auswirkung zu rechnen. 
 
Im vorliegenden Fall sind die Kompensatoren der Einströmung aus der Mittel-
druckturbine in die zweiflutige Niederdruckturbine durch mechanische Belas-
tung gerissen. Es handelt sich um zweilagige Axialkompensatoren, deren prin-
zipieller Aufbau in Abbildung  7-8 gezeigt wird. 
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Abbildung  7-8: Schematische Darstellung eines Axialkompensators 
 
7.2.2 Auswertung der Messdaten 
Da eine direkte Messung der Integrität der Kompensatoren bislang technisch 
nicht umgesetzt wird, muss die Zustandsdiagnose über die gemessenen Sys-
temparameter erfolgen. Es war dementsprechend die Aufgabe der Systemana-
lyse, die relevanten Messstellen zu identifizieren, um eine Zustandsdiagnose zu 
ermöglichen. 
 
Die technische Systemanalyse zeigte eine Vielzahl von Messparametern auf, 
aus deren Verlauf eine Zustandsidentifizierung möglich erscheint. Hier seien 
neben Temperatur und Druckmessstellen vor allem die Schwingungsüberwa-
chung der Turbine genannt, da im Falle eines Kompensatorschadens eine Ver-
stärkung der Schwingungen der Turbinenwelle zu erwarten ist. Diese Vermu-
tung wurde durch die Auswertung des dokumentierten Schadensereignisses 
bestätigt, da ein Schaden auf Grund einer Überschreitung der Grenzwerte der 
Turbinenschwingung festgestellt wurde. In wie weit dies sich als Indikation für 
eine Fehlerfrüherkennung als geeignet herausstellt, musste durch die weiteren 
Arbeiten geklärt werden. Um eine möglichst große Auflösung der Messdaten zu 
erhalten und so auch kurzfristigere Schwankungen berücksichtigen zu können, 
wurden Minutenwerte zur Analyse herangezogen. Hieraus folgte eine sehr gro-
ße Datenmenge, die aufgrund des vorliegenden Datenformates, vorab bearbei-
tet werden musste, um eine Auswertung zu ermöglichen. Die entsprechenden 
Routinen werden im Kapitel  8 vorgestellt. 
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Die aus dem Kraftwerksarchiv extrahierten Daten wurden mittels einer Visual 
Basic Routine in ein zur Weiterverarbeitung durch Excel geeignetes Format 
überführt. Es handelt sich hierbei um eine Sortierroutine, die die Blockdatensät-
ze im Abspeicherungsformat der Kraftwerkswerte in Zeitreihen umwandelt. An-
schließend wurde anhand einer grafischen Auswertung versucht, den Zeitpunkt 
des Kompensatorschadens nachzuvollziehen. Der Schaden wurde durch die 
Überschreitung der Schwingungsgrenzwerte der Turbine und die daraus fol-
gende Turbinenschnellabschaltung identifiziert. 
 
Aufgrund der technischen Analyse wurde folgendes Systemverhalten erwartet. 
Vor dem Abschaltzeitpunkt sollten die gemessenen Parameter (Druck Tempe-
ratur und Schwingungsverhalten Turbine) einen, gegenüber vorangegangenen 
ähnlichen Betriebsfahrweisen, geänderten Verlauf aufweisen. Hierbei sollten 
vor allem die Temperaturen und Drücke hinter der Niederdruckturbine 2 (ND2) 
absinken, da durch eine Leckage ein Druckverlust folgt, der auch ein Absinken 
der Temperatur zur Folge hat. Im Gegensatz dazu sollten die Werte hinter Nie-
derdruckturbine 1 (ND1) konstant bleiben. Demzufolge lässt sich die Abwei-
chung an einer Änderung aus der Differenz zwischen ND1 und ND 2 am besten 
ablesen.  
 
Messwerte Temperaturen: 
ND1 Abdampf 1 SA13T036A 
ND1 Abdampf 2 SA13T066A 
ND2 Abdampf SA14T036A 
ND2 Abdampf SA14T066A 
ND1 Anzapfung A1 SA13T021A 
ND1 Anzapfung A2 SA13T022A 
ND1 Anzapfung A3 SA13T023A 
ND2 Anzapfung A1 SA14T021A 
ND2 Anzapfung A2 SA14T022A 
ND2 Anzapfung A3 SA14T023A 
Tabelle  7-2 Übersicht über die Temperaturmessstellen für die Fehlerfrüherken-
nung 
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Beim Auftreten von Abweichungen ist noch zu klären, ob an entsprechender 
Stelle Maßnahmen getroffen wurden, welche anstelle des Schadens als Erklä-
rung für das beobachtete Verhalten dienen könnten.  
 
Tabelle  7-2 und Tabelle  7-3 geben einen Überblick über die als relevant identifi-
zierten Messstellen. 
 
Messwerte Drücke 
ND1 Anzapfung A1 SA13P021 
ND1 Anzapfung A2 SA13P022 
ND1 Anzapfung A3 SA13P023 
ND2 Anzapfung A1 SA14P021 
ND2 Anzapfung A2 SA14P022 
ND2 Anzapfung A3 SA14P023 
Tabelle  7-3: Übersicht über die Druckmessstellen für die Fehlerfrüherkennung 
 
Im Allgemeinen werden die beiden Niederdruckturbinen mit denselben Dampf-
mengen bei gleichen Dampfparametern beaufschlagt. Daraus resultiert, dass 
eine Abweichung aus einer steigenden Differenz zwischen den jeweiligen Pa-
rametern beider Turbinen ablesbar sein sollte. Dies sollte sowohl bei den Tem-
peraturen als auch bei den Druckmesswerten der Fall sein.  
 
Messwert Prognostizierte Änderung bei 
Fehler 
Temperaturen 
Differenz ND1 & ND2 T036 steigend 
Differenz ND1 & ND2 T066 steigend 
Differenz ND1 & ND2 T022 steigend 
Differenz ND1 & ND2 T023 steigend 
Drücke 
Differenz ND1 & ND2 P022 steigend 
Differenz ND1 & ND2 P023 steigend 
Tabelle  7-4: Erwartete Änderung der Differenzen zwischen den Parametern 
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Tabelle  7-4 zeigt die Differenzen zwischen den Messstellen von Niederdruck-
turbine 1 und 2. Da für Niederdruckturbine 1 keine Veränderungen zu erwarten 
sind, sind steigende Differenzen für alle Differenzwerte zu unterstellen. 
 
Abbildung  7-9 zeigt den Verlauf der Temperaturdifferenzen. Bei den Differenzen 
T036, T066 sowie T023 (auf der linken Achse skaliert) ergeben sich keine signi-
fikanten Änderungen. Die Änderung der Temperatur bei der Messung T036 liegt 
im Bereich von ca. 4 K, der bei Dampf-Kondensat-Mischungen keinen signifi-
kanten Unterschied darstellt. Für die Temperaturdifferenz T022, skaliert auf der 
rechten Achse, ergibt sich eine sehr hohe Differenz, die vordergründig nicht zu 
erklären ist. Da es sich jeweils um dieselben Anzapfstellen der Niederdrucktur-
binen handelt, sind große Abweichungen thermodynamisch nicht zu erklären. 
Die stark erhöhte und breit schwankende Differenz deutet jedoch darauf hin, 
dass sie für den aufgetretenen Fehler nicht relevant ist. Man würde stattdessen 
eine stetig steigende Differenzänderung erwarten, die in Folge des Kompensa-
torschadens dann stark ansteigt. 
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Abbildung  7-9: Änderungen der Temperaturdifferenzen 
 
Wie aus Abbildung  7-10 ersichtlich, unterliegen die Änderungen beim Diffe-
renzdruck ausschließlich statistischen Schwankungen und lassen keinen Rück-
schluss auf einen sich anbahnenden Fehler zu. 
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Abbildung  7-10: Änderungen der Druckdifferenzen 
 
Die Auswertung der Messungen zeigte, dass eine Früherkennung des aufgetre-
tenen Fehlers nicht möglich ist. Als Erklärung hierfür kann die Tatsache dienen, 
dass Messungen von Dampfparametern relativ starke Messunsicherheiten auf-
weisen und somit kleine Abweichungen, wie sie aufgrund des beschriebenen 
Fehlers auftreten würden, im Messrauschen „verschwinden“. 
 
Es bleibt festzuhalten, dass es sich bei dem aufgetretenen Fehler um einen 
Spontanausfall gehandelt hat, der sich im Vorfeld in den gemessenen Daten 
nicht angekündigt hat. Es sind keine signifikanten Muster aus den vorhandenen 
Messdaten zu extrahieren, die es ermöglichen, den sich anbahnenden Fehler 
innerhalb einer Zeitspanne, die die Einleitung von Gegenmaßnahmen ohne 
Schnellabschaltung der Turbine ermöglicht, zu detektieren. 
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7.3 Referenzfall „Lagerschaden“ 
Rotierende Maschinen stellen einen Großteil der im Kraftwerk genutzten Ma-
schinen dar. Alle rotierenden Maschinen besitzen Lager, deren Funktion maß-
geblich für ihr Funktionieren ist. 
 
Bei großen Maschinen wie z.B. Turbinen ist eine Lagerüberwachung bereits seit 
langem etabliert. Hierbei erfolgt meist eine Schwingungsüberwachung. Da dies 
nicht für alle Maschinen ökonomisch sinnvoll ist, werden mobile Messgeräte für 
die Messung an Maschinen eingesetzt. Die Auswertung der Daten erfolgt über 
Software Tools, wobei die Zustandsermittlung für die Lager durch Überwachung 
von Grenzwerten erfolgt. Basierend auf der entwickelten Methode soll hier ver-
sucht werden, sich anbahnende Schäden unter Ausnutzung der zur Verfügung 
stehenden Messdaten zu identifizieren, bevor die festgelegten Grenzwerte er-
reicht werden. 
 
7.3.1 Technische Systemanalyse 
Im vorliegenden Fall werden die Lager durch eine nicht kontinuierliche Stoßim-
pulsüberwachung überwacht, die mit mobilen Handgeräten durchgeführt wird. 
 
Lager erzeugen im Betrieb kontinuierliche und transiente Schwingungen, deren 
Größe und Frequenz von Betriebsbedingungen und Lagerzustand abhängen. 
Die kontinuierlichen Schwingungen enthalten alle Eigenfrequenzen des Sys-
tems mit den zugehörigen Harmonischen. Sie dominieren im Leistungsspekt-
rum. Hierbei ist zu beachten, dass die Amplituden der vom Lager an sich er-
zeugten Schwingungen klein sind. Der Großteil der erzeugten Schwingungen 
werden durch die Last und von außen einwirkende Einflüsse erzeugt. Die konti-
nuierlichen Schwingungen des Lagers stehen dabei im festen Bezug zur Dreh-
zahl, werden aber zum Teil von den Schwingungen des Gesamtssystems über-
lagert. 
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Die transienten Schwingungen werden durch Unregelmäßigkeiten beim Abrol-
len der Lagerelemente in den Laufflächen hervorgerufen. Hierdurch werden 
elastische Wellen im Ultraschallbereich erzeugt. Die im Lager erzeugten Stoß-
impulse haben viele Ursprünge und führen zu einer Vielzahl von Signalmustern 
in den auftretenden Frequenzen. Zufällige Wechselwirkungen von Unregelmä-
ßigkeiten (keine Schäden sondern materialbedingte Unregelmäßigkeiten in der 
Lagerstruktur) erzeugen die so genannte Grundlinie (Grundrauschen) schwa-
cher Stoßimpulse. Abriebteilchen oder Verschmutzungen verursachen zufällige 
Stoßimpulse größerer Stärke und niedriger Frequenzen. Diese werden über die 
so genannte „High Rate“ erfasst. 
 
Lagerschäden wie z. B. Abplatzungen, Vertiefungen oder Lagerbrüche verursa-
chen anfangs periodische Impulse mit festen Intervallen, die jedoch beim Fort-
schreiten des Schadens zunehmend unregelmäßiger werden. Die zugehörigen 
Frequenzen werden über die „Low Rate“ erfasst. 
Da eine nicht kontinuierliche Messung durchgeführt wird, können die periodi-
schen Impulse nicht erfasst und somit nicht ausgewertet werden. Dies stellt ei-
ne Schwierigkeit für die Früherkennung dar, da nur eine begrenzte Anzahl von 
Werten zu Verfügung steht. Hier sollte sich jedoch das entwickelte Verfahren 
bewähren, weil es die Messwerte als Muster identifiziert und so sich anbahnen-
de Störungen anzeigen kann, bevor die standardmäßig verwendete Software 
eine Grenzwertüberschreitung meldet. 
 
7.3.2 Anwendung des neuronalen Netzes 
Die Lager werden in regelmäßigen Abständen nachgeschmiert oder, wenn auf-
grund der Messung eine unzureichende Schmierung vermutet wird. Unzurei-
chende Schmierung kann Lagerschäden hervorrufen. Dabei können die Mess-
werte einen Lagerschaden nahe legen, da hierbei die „High Rate“ ansteigt. Dies 
galt es zu berücksichtigen. Im Fall unzureichender Schmierung wird sich nach 
erfolgter Schmierung der „high rate“ Wert wieder normalisieren. 
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Für die Früherkennung stehen als Ergebnis der technischen Systemanalyse die 
in Tabelle  7-5 aufgeführten Messwerte zu Verfügung. 
 
Messwerte Beschreibung 
Low Rate (dBLR) Messwerte mit kleiner Anzahl hoher 
Impulse 
High Rate (dBHR) Messwerte mit hoher Anzahl schwacher 
Impulse 
Gesamtschwingung horizontal Schwingungsmessung nach ISO 2372 
in horizontaler Achsrichtung 
Gesamtschwingung vertikal Schwingungsmessung nach ISO 2372 
in vertikaler Achsrichtung 
Differenz bB Verhältnis von „High Rate“ zu 
„Low Rate“ 
Tabelle  7-5: Übersicht über vorhandene Messwerte 
 
Da die Differenz db(HR/LR) keine zusätzliche Information darstellt, wird in un-
terschiedlichen Versuchen untersucht, ob sich eine Verbesserung der Früher-
kennung feststellen lässt, wenn sie einbezogen wird. In Ergänzung der oben 
angeführten Messwerte wurden die Wartungsprotokolle der jeweiligen Lager 
ausgewertet. Damit können den jeweiligen Messwerten die tatsächlichen Scha-
densformen sowie die Beobachtungen des Personals zugeordnet werden. Dies 
ermöglicht es, bei der Zusammenstellung der Trainingssätze für die Früherken-
nungsmethode, die Erfahrung des Personals einzubeziehen. Im Gegensatz da-
zu wird durch die üblicherweise verwendete Software ausschließlich der „high 
rate“ Wert und der Differenzwert auf Grenzwertüberschreitung überwacht sowie 
in Zwischenbereichen über eine Ampelfunktion eine Warnfunktion realisiert. 
 
Der Trainingssatz ohne Berücksichtigung von dB wird in Tabelle  7-6 gezeigt. 
Es wurde einer der drei aufgetretenen Schäden zum Training verwendet. Da 
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hier mehrere Messungen durchgeführt wurden, ergibt sich ein Fehlermuster 
unterschiedlicher Ausprägung, was mit den Messpunkten „intakt/Übergang“ zu 
einer sauberen Abgrenzung des Fehlerzustandes führt und so eine Erkennung 
des sich anbahnenden Fehlers ermöglicht. 
Lager SAC03 Datum Zeit LR HR Vib_H Vib_V
27.08.2008 08:09:47 48 42 2,79 2,61
27.08.2008 09:18:40 47 41 2,53 2,37
27.08.2008 10:59:54 47 42 3,16 3,14
17.09.2008 09:09:19 45 41 4,31 6,68
defekt 
29.09.2008 09:19:59 43 40 2,87 4,42
intakt/Übergang 13.12.2007 09:42:31 32 26 2,09 2,2 
Übergang 12.06.2008 13:09:29 38 33 2,78 2,80
09.12.2004 13:20:00 27 23 2,50 2,80
09.12.2004 10:02:00 29 25 2,64 2,51
09.12.2004 10:02:00 29 25 2,64 2,51
intakt 
06.10.2004 13:21:00 26 21 3,68 2,95
Tabelle  7-6: Trainingssatz Lager SAC03 
 
Anhand des Trainingssatzes wurden die Eingangsgrößen des neuronalen Net-
zes festgelegt. Somit besteht die Eingabeschicht des Netzwerkes aus vier Neu-
ronen.  
 
Validierungssatz 
SAC03 Datum Zeit LR HR Vib_H Vib_V
12.02.2009 07:50:37 48 42 3,51 5,73 
11.02.2009 11:31:06 48 42 3,30 3,58 defekt 
11.02.2009 10:01:06 45 41 3,34 4,54 
Übergang 17.06.2008 09:59:13 40 36 3,19 4,01 
intakt 09.12.2004 10:02:00 29 25 2,64 2,51 
Tabelle  7-7: Validierungssatz für Training SAC 03 
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In den Versuchsdurchläufen wurden verschiedene Netzwerkstrukturen (Anzahl 
der Neuronen der verdeckten Schichten, Anzahl der verdeckten Schichten) so-
wie verschiedene Trainingsalgorithmen (siehe Kapitel  8.3) verwendet und die 
Ergebnisse mit Hilfe des Validierungsdatensatzes (Tabelle  7-7) verglichen. 
Als Validierungssatz wurden Messwerte zu einem weiteren aufgetretenen Feh-
ler sowie Messwerte ohne Befund eingesetzt. Die Messwerte, die mit „Über-
gang“ gekennzeichnet sind, wurden im Trainingssatz als „gut“-Werte eingesetzt, 
um die Wahrscheinlichkeit für eine fehlerhafte Zuordnung herabzusetzen. 
 
Zur Verifizierung des Netzwerkes wurde die Gesamtheit der Daten für das La-
ger SAC03 eingesetzt. Abbildung  7-11 zeigt die Ausgabe des trainierten Net-
zes. Es zeigt klar die drei aufgetretenen Schäden. Deutlich zu erkennen sind 
die ansteigende Fehlerwahrscheinlichkeit für einen Fehler im Zeitraum Mitte 
2008. Hier sind jedoch durch die vorhandene Software keine Fehlermeldungen 
dokumentiert worden.  
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Abbildung  7-11 Ergebnis Verifizierung Lager SAC03 
 
In einem weiteren Rechenlauf wurde die Differenz dB als zusätzliche Ein-
gangsgröße für das neuronale Netz implementiert. Dementsprechend wurde die 
Anzahl der Eingangsneuronen auf fünf erhöht und äquivalent zur vorangegan-
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genen Versuchsreihe eine geeignete Netzstruktur und erfolgreicher Trainings-
algorithmus iterativ ermittelt. Der Trainingssatz ist in Tabelle  7-8 aufgeführt. 
 
Lager Datum Zeit LR HR  LR/HR Vib_H Vib_A 
27.08.2008 08:09:47 48 42 6 2,79 2,61 
27.08.2008 09:18:40 47 41 6 2,53 2,37 
27.08.2008 10:59:54 47 42 5 3,16 3,14 
17.09.2008 09:09:19 45 41 4 4,31 6,68 
defekt 
29.09.2008 09:19:59 43 40 3 2,87 4,42 
intakt/ 
Übergang 13.12.2007 09:42:31 32 26 6 2,09 2,20 
Übergang 12.06.2008 13:09:29 38 33 5 2,78 2,80 
09.12.2004 13:20:00 27 23 4 2,50 2,80 
09.12.2004 10:02:00 29 25 4 2,64 2,51 
09.12.2004 10:02:00 29 25 4 2,64 2,51 
intakt 
06.10.2004 13:21:00 26 21 5 3,68 2,95 
Tabelle  7-8:Trainingssatz für SAC03 unter Berücksichtigung der Different dB 
Entsprechend ergibt sich als Validierungssatz; Tabelle  7-9: 
 
Validierungs-
satz Datum Zeit LR HR 
 
LR/HR Vib_H Vib_A
12.02.2009 07:50:37 48 42 6 3,51 5,73 
11.02.2009 11:31:06 48 42 6 3,30 3,58 defekt 
11.02.2009 10:01:06 45 41 4 3,34 4,54 
Übergang 17.06.2008 09:59:13 40 36 4 3,19 4,01 
intakt 09.12.2004 10:02:00 29 25 4 2,64 2,51 
Tabelle  7-9: Validierungssatz für Training SAC 03 mit dB 
 
Die Datensätze sind bis auf die Berücksichtigung der Größe dB identisch. So 
kann der Einfluss der zusätzlichen Größe am besten eingeschätzt werden. Aus 
Abbildung  7-12 wird ersichtlich, dass die Berücksichtigung der Differenzgröße 
die Ausgabe des Netzes deutlich beeinflusst. Kleinere Anstiege im Netzaus-
gang werden gedämpft, wohingegen stärker werdende Anzeichen auf einen 
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Fehler besonders verstärkt werden. Dies kann sich durchaus positiv auswirken, 
da somit sich anbahnende Fehler frühzeitig angezeigt werden. Es besteht je-
doch auch die Gefahr, dass sich fehlerhafte Zuordnungen häufen, da z. B. we-
gen der angesprochenen Nachschmierung fehlerähnliche Muster als Fehler 
interpretiert werden. 
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Abbildung  7-12 Ergebnis der Verifizierung Lager SAC03 mit Berücksichtigung 
der Messgröße dB 
 
In den bislang dargestellten Rechnungen wurden Übergangszustände dem 
Gutzustand zu geordnet. Um den Einfluss der Daten der Übergangszustände 
zu untersuchen, wurden in der folgenden Analyse die Übergangszustände als 
„Teilfehler“ wie in Tabelle  7-10 gezeigt. 
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Lager SAC03 Datum Zeit LR HR Vib_H Vib_V Zustand 
defekt 27.08.2008 08:09:47 48 42 2,79 2,61 1 
defekt 27.08.2008 09:18:40 47 41 2,53 2,37 1 
defekt 27.08.2008 10:59:54 47 42 3,16 3,14 1 
defekt 17.09.2008 09:09:19 45 41 4,31 6,68 1 
defekt 29.09.2008 09:19:59 43 40 2,87 4,42 1 
intakt/Übergang 13.12.2007 09:42:31 32 26 2,09 2,2 0,6 
Übergang 12.06.2008 13:09:29 38 33 2,78 2,8 0,8 
intakt 09.12.2004 13:20:00 27 23 2,5 2,8 0 
intakt 09.12.2004 10:02:00 29 25 2,64 2,51 0 
intakt 09.12.2004 10:02:00 29 25 2,64 2,51 0 
intakt 06.10.2004 13:21:00 26 21 3,68 2,95 0 
Tabelle  7-10: Trainingssatz mit Berücksichtigung von Übergangszuständen 
 
Hierbei wurden im Gegensatz zu den vorangegangenen Rechnungen die Über-
gangszustände nicht dem Gutzustand, also Sollgröße 0, zugeordnet, sondern 
erhielten eine Abstufung 60 bzw. 80% Fehler.  
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Abbildung  7-13 Ergebnis der Verifizierung unter Berücksichtigung der Über-
gangszustände 
 
Wie in der Abbildung  7-13 zu erkennen, findet auch unter Berücksichtigung von 
Übergangszuständen eine starke Überzeichnung statt. Kleinere Ausschläge 
werden fast vollständig unterdrückt, wohingegen fehlerähnliche Muster schnell 
und ausgeprägt dem Fehler zugeordnet werden. Es empfiehlt sich daher Zwi-
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schenzustände nicht zu implementieren, um unzutreffende Fehlermeldungen zu 
vermeiden und so die Trennschärfe zu erhöhen. 
 
Ein wichtiger Gesichtspunkt einer erfolgreichen betrieblichen Anwendung der 
Fehlerfrüherkennung liegt in der Übertragbarkeit der Ergebnisse auf baugleiche 
Anlagenteile. Eine Vielzahl von Komponenten und Anlagenbereichen in Kraft-
werken sind redundant ausgelegt oder mehrfach vorhanden. Ein wichtiger 
Schritt ist daher, die Ergebnisse übertragen zu können und so die Fehlerfrüher-
kennung auch in den Anlagenteilen anwenden zu können, in denen bislang kei-
ne Fehler gleicher Art aufgetreten sind. 
 
Im vorliegenden Beispiel ist ein baugleiches Anlagenteil vorhanden, und die 
entsprechenden Messdaten liegen vor. Auf diese Datensatz wurde das trainier-
te neuronale Netz angewendet. Somit stellt dies den Anwendungsfall dar, bei 
dem in das Netz unbekannte, aber ähnliche Daten eingegeben werden. 
Abbildung  7-14 zeigt die Ergebnisse. 
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SAC02 mit Training aus SAC03  
Abbildung  7-14: Anwendung des Datensatz aus SAC 02 auf trainiertes Netz 
 
Ein Fehler im Frühjahr 1998 wird eindeutig angezeigt. Aus der vom Kraftwerk 
übergebenen Dokumentation ergab sich für den angegebnen Zeitraum jedoch 
kein Schaden; lediglich eine Sondermessung auf Grund einer Störungsmeldung 
wurde vermerkt. 
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Bei der Suche nach Ursachen für diesen durch das Netz angezeigten Fehler, 
der wie die Abbildung  7-14 zeigt, über drei Messungen anhält, erfolgte eine 
Rücksprache mit den Verantwortlichen des Kraftwerkes. Hierbei stellte sich he-
raus, dass in diesem Zeitraum die Anlage unter besonderer Beobachtung stand 
und daher mehrere Messungen durchgeführt wurden. Letztendlich wurde im 
Zuge eines geplanten Wechsels das Lager ausgetauscht, ohne dass der Be-
fund des aufgetretenen Lagerschadens dokumentiert wurde. 
 
Damit konnte nicht nur die Netzausgabe erklärt werden, sondern es zeigt sich, 
dass mit Hilfe der Früherkennung und unter Berücksichtigung der Erfahrung 
aus den anderen Lagern der entsprechende Fehler deutlich früher hätte diag-
nostiziert werden können. Das Verfahren zeigt somit klar den sich anbahnen-
den Fehler an. Gleichzeitig können kleinere, auf Grund mangelnder Schmierung 
auftretende Ausschläge eindeutig zugeordnet und von tatsächlich auftretenden 
Fehlern unterschieden werden. 
 
 7 Anwendungen 
 83
7.4 Referenzfall „Wärmeübertrager“ 
Wärmeübertrager sind die Bauteile, welche die Energieübertragung im Kraft-
werk gewährleisten. Ihr fehlerfreies Funktionieren ist unabdingbar, damit Kraft-
werke ihre Aufgabe erfüllen können. Wärmeübertrager sind den unterschied-
lichsten Umgebungsbedingungen ausgesetzt. Neben Druck und Temperatur 
sind hier die Belastung durch radioaktive bzw. aggressive Medien zu nennen. In 
verfahrenstechnischen Anlagen ist die Anzahl der Einsatzstoffe noch breiter, 
was das Beanspruchungsprofil der Bauteile erhöhen kann. 
 
Häufiger Grund für den Ausfall des Wärmeübertragers ist hierbei ein Zusetzen 
der Wärmeübertragungsflächen. Dadurch wird der Übergang der Wärme ge-
mindert. Dies wird zu Störungen führen, falls zu spät bemerkt wird. 
 
7.4.1 Systemanalyse regenerativer Luftvorwärmer Bauart „Rothe-
mühle“ 
Bei dem betrachteten Aggregat handelt es sich um einen regenerativen Luft-
vorwärmer (LuVo) der Bauart „Rothemühle“. Dieser Zweistrom-Luftvorwärmer 
nutzt die im Rauchgas enthaltende Wärmeenergie, um die im Gegenstrom 
strömende Luft zu erwärmen (vgl. Abbildung  7-15). Der Wärmeübergang erfolgt 
nach dem regenerativen Wärmeaustauschprinzip. Das Bauartprinzip „Rothe-
mühle“ heißt hier, dass es sich um eine feststehende Speichermasse handelt. 
Die alternierende Beaufschlagung mit heißem Rauchgas und Frischluft des 
Speichermediums wird über sich drehende Hauben realisiert. Das Rauchgas 
gibt hierbei die Wärmeenergie an ein Heizblechpaket (Speichermasse) ab, 
nachdem die Haube weitergedreht ist, strömt die Frischluft über das Speicher-
medium und wird aufgewärmt. Dabei ist das Ziel, bei geringem Druckverlust 
einen hohen Wärmeübergang zu gewährleisten. Gleichzeitig wird der kontinu-
ierliche Strom beider Medien gewährleistet. 
 
Die benötigte Luft wird einerseits aus dem Freien und anderseits aus dem Kes-
selhaus durch ein Axialgebläse angesaugt. Zum Anfahren und im Betrieb wird 
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die Luft vor dem Einströmen in den regenerativen Luftvorwärmer durch einen 
Dampfvorwärmer so weit vorgewärmt, dass eine Unterschreitung des Taupunk-
tes auf der Kaltheizfläche vermieden wird. Anschließend wird der Luftstrom im 
Stator in Primär- und vom Sekundärstrom geteilt. Hiermit kann eine Tempera-
turstufung  
 
Abbildung  7-15: Regenerativer Luftvorwärmer „Rothemühle“ 
 
zwischen dem Primärstrom, der den Kohlemühlen zugeführt wird, und dem Se-
kundärstrom, der den Brennern zugeführt wird, erreicht werden. Über einen By-
pass wird ein Teilstrom der Luft am Dampf- und Rauchgas-LuVo vorbeigeführt. 
Dieser Teilstrom fördert die (Mühlen-)Kaltluft zur Regelung der Sichter-
temperatur (vgl. Abbildung  7-16). 
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Abbildung  7-16: Schematische Darstellung des Luftvorwärmers 
 
Der Primärluftstrom wird zur Trocknung der Rohkohle und gleichzeitig zum 
Transport des Kohlenstaubs eingesetzt. Zur Überwindung der Strömungs-
widerstände in den Mühlen und den Staubleitungen dient ein laufschaufelgere-
geltes Axialgebläse (Primärlüfter). Aufgrund des vom Primärlüfter erzeugten 
Drucks liegen die Mühlen und die Zuteiler im Überdruckbereich. Nachdem die 
Luft im Luvo aufgeheizt wurde, wird sie den 4 Mühlen zugeführt. 
 
Der Sekundärluftstrom wird über 2 Verteilerkanäle zu den 16 Brennergruppen 
und zu 4 „over fire air“ Leitungen gefördert. 
 
Auf der Rauchgasseite ist der Luvo als letzte Heizfläche direkt hinter dem Eco-
nomiser angesiedelt. Der Rauchgasstrom wird ebenfalls in Primär- und Sekun-
därstrom aufgeteilt, um verschiedene Temperaturen auf der Luftseite zu errei-
chen. 
 
Die Zustandsüberwachung des LuVos erfolgt über die luftseitige Differenz-
druckmessung p. Aufgrund unterschiedlicher Fahrweisen der Anlage, bedingt 
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durch Veränderungen in den Lastanforderungen und unterschiedliche Kohle-
qualität, lässt sich der Zustand des Wärmeübertragers mit Hilfe eines einzelnen 
Parameters nicht eindeutig zuordnen. Es erfolgen zum Teil Überschreitungen 
des normalen Differenzdruckes, ohne dass eine Verschmutzung vorliegt, und 
es kann vorkommen, dass eine Verschmutzung vorliegt, obwohl kein erhöhter 
Differenzdruck festgestellt wird. Es ist daher notwendig, durch die Berücksichti-
gung mehrerer Parameter eine eindeutige Zustandsbestimmung für den LuVo 
zu erhalten. Hier bietet sich das Verfahren der Früherkennung an, da durch Ers-
tellen von Trainingssätzen eine eindeutige Zuordnung von Anlagenparametern 
und den Zuständen „intakt“ bzw. „Fehler“ des Luvos möglich ist. So kann aus 
den vorhandenen Messdaten ein entsprechendes Fehlermuster extrahiert wer-
den und durch das neuronale Netzwerk erlernt werden. 
7.4.2 Merkmalsextraktion 
Mit Hilfe der nachfolgend aufgeführten Parameter soll die Zustandsüberwa-
chung aufgrund der technischen Systemanalyse eindeutig möglich sein. Si-
cherheitsgefährdende Anlagenzustände, wie zum Beispiel der bereits aufgetre-
tene Fall, dass sämtliche Regelapparaturen maximal aufgefahren waren, da ein 
unzulässig hoher Verschmutzungsgrad des Wärmeübertragers nicht erkannt 
wurde, sollen so vermieden werden. Für die Untersuchung berücksichtigt wur-
den die folgenden Zustände: 
 
 normaler Differenzdruck als Referenzzustand (Zustand 1) 
 erhöhter Differenzdruck bei Verschmutzung (Zustand 2) 
 erhöhter Differenzdruck ohne Verschmutzung (Zustand 3) 
 
Der Referenzzustand wird bei Nennlast definiert. Aufgrund der Erfahrungen aus 
dem Referenzfall „Zwischenüberhitzer“ werden Teillastzustände nicht berück-
sichtigt, da es hierbei zu nicht eindeutig zuzuordnenden Signalen kommt. Nach 
Aussagen des verantwortlichen Kraftwerkspersonals wird bis zu einem Diffe-
renzdruck von 35 mbar über dem luftseitigen Primärteil des LuVos vom ver-
schmutzungsfreien Zustand ausgegangen. 
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Bei verschmutztem LuVo muss gegen den erhöhten Wärmedurchgangswider-
stand geregelt werden, um die Führungsgröße Sichtertemperatur halten zu 
können. Es wird daher der Luftvolumenstrom durch den Primärteil des LuVos 
erhöht, was durch eine Stellungsänderung der Trimmklappen erreicht wird. Um 
eine Erhöhung des Volumenstroms zu erreichen, muss die Leistung der Geblä-
se gesteigert werden. Durch den verringerten Wärmeübergang im Wärmeü-
bertrager ist von Änderungen der Rauchgastemperaturen auszugehen. 
 
Zustand 3 tritt auf wenn die Kohle, aufgrund eines hohen Feuchtegehalts stär-
ker getrocknet werden muss. Dafür muss der Primärluftstrom zur Mühle erhöht 
werden. Um dies zu erreichen, müssen Trimmklappen und Gebläse entspre-
chend geregelt werden. Dies führt zu einem erhöhten Volumenstrom im LuVo, 
woraus ein größerer Differenzdruck resultiert. 
 
Die Fehlerfrüherkennung muss daher in der Lage sein, zwischen den Zustän-
den „2“ und „3“ differenzieren zu können. Da es nicht sinnvoll erscheint, die Zu-
stände 1 und 3 zusammenzufassen, war zu klären, wie das Netz und das 
Netzwerktraining entsprechend gestaltet werden. 
 
Aus der Systemanalyse ergab sich eine Vielzahl von gemessenen Parametern, 
die als geeignet erachtet wurden. Abbildung  7-17 zeigt eine Übersicht. Anhand 
dieser Zusammenstellung wurde für jeden Parameter in Zusammenarbeit mit 
dem Kraftwerkspersonal ihre prognostizierte Änderung sowie deren Verfügbar-
keit (wird der Parameter permanent gemessen) zusammengestellt. Die vorhan-
denen und sich unterscheidenden Parameter sind in Abbildung  7-18 zusam-
mengestellt. 
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Allgemein: 1 2 3
1 Lastzustand des Blockes ‐ ‐ ‐
2 Feuchte der Kohle (Eigenfeuchte/ Gesamtwasseranteil) ‐ ‐ ↑
3 Außentemperatur ‐ ‐ ↓
Luvo:
4 Mittlere Blechtemperatur (Sek) ‐ ‐ ‐
5 Mittlere Blechtemperatur (Pri) ‐ ‐ ↓
6 Δp Primär Luft ‐ ↑ ↑
7 Δp Sekundär Luft ‐ ↑ ‐
8 Temperatur (Pri) Luft vor Luvo ‐ ‐ ‐
9 Temperatur (Pri) Luft nach Luvo ‐ ‐ ‐
10 Temperatur (Sek) Luft vor Luvo ‐ ‐ ‐
11 Temperatur (Sek) Luft nach Luvo ‐ ‐ ‐
12 Temperatur (Pri) Rauch vor Luvo ‐ ‐ ‐
13 Temperatur (Pri) Rauch nach Luvo ‐ ↑ ‐
14 Temperatur (Sek) Rauch vor Luvo ‐ ‐ ‐
15 Temperatur (Sek) Rauch nach Luvo ‐ ↑ ‐
16 Trimmklappenstellung Rauch (Sek) nach Luvo ‐ ↓ ↓
Mühlen:
17 Sichtertemperatur ‐ ‐ ‐
18 Δp über die Mühlen ‐ ‐ ↑
19 Zuteilerdrehzahl ‐ ‐ ‐
20 Mühlenlüfter Leistung ‐ ↑ ↑
21 Mühlenlüfter Volumenstrom ‐ ‐ ↑
22 Volumenstrom Heißluft ‐ ↑ ↑
23 Volumenstrom Kaltluft ‐ ↓ ↓
Frischlüfter:
24 Frischlüfter-Volumenstrom ‐ ‐ ‐
25 Frischlüfterleistung ‐ ‐ ‐
Saugzug:
26 Saugzug-Volumenstrom ‐ ↓ ↓
27 Saugzugleistung ‐ ↑ ↑
Betriebszustände
 
Abbildung  7-17: Zusammenstellung der als relevant erachteten Parameter 
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Allgemein: 1 2 3
2 Feuchte der Kohle (Eigenfeuchte/ Gesamtwasseranteil) ‐ ‐ ↑
3 Außentemperatur ‐ ‐ ↓
Luvo:
5 Mittlere Blechtemperatur (Pri) ‐ ‐ ↓
6 Δp Primär Luft ‐ ↑ ↑
7 Δp Sekundär Luft ‐ ↑ ‐
9 Temperatur (Pri) Luft nach Luvo ‐ ‐ ‐
13 Temperatur (Pri) Rauch nach Luvo ‐ ↑ ‐
15 Temperatur (Sek) Rauch nach Luvo ‐ ↑ ‐
16 Trimmklappenstellung Rauch (Sek) nach Luvo ‐ ↓ ↓
Mühlen:
17 Sichtertemperatur ‐ ‐ ‐
18 Δp über die Mühlen ‐ ‐ ↑
19 Zuteilerdrehzahl ‐ ‐ ‐
20 Mühlenlüfter Leistung ‐ ↑ ↑
21 Mühlenlüfter Volumenstrom ‐ ‐ ↑
22 Volumenstrom Heißluft ‐ ↑ ↑
23 Volumenstrom Kaltluft ‐ ↓ ↓
Frischlüfter:
24 Frischlüfter-Volumenstrom ‐ ‐ ‐
25 Frischlüfterleistung ‐ ‐ ‐
Saugzug:
26 Saugzug-Volumenstrom ‐ ↑ ↑
27 Saugzugleistung ‐ ↑ ↑
Betriebszustände
 
Abbildung  7-18: Auswahl der verfügbaren und relevanten Parameteränderun-
gen  
 
Zur Kontrolle der theoretischen Überlegungen wurden die Messwertverläufe der 
Parameter vom Kraftwerk angefordert, um die prognostizierten Änderungen 
entsprechend überprüfen zu können. Hierfür wurden für zwei Zeiträume vor 
dem Fehler und zwei Zeiträume während des Fehlers durch Abgleich der Ent-
wicklung der Mittelwerte die tatsächlich aufgetretenen Änderungen unter Nenn-
last untersucht. Die Entwicklung der Mittelwerte für die einzelnen Parameter 
sind in Tabelle  7-11 dargestellt.  
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Parameter
6 7 9 13 15 Durchs.16
PD Luft über 
Prim.-Luvo
PD Luft über 
Sek.-Luvo
DEA T LFT H 
LUVO PRIM-
STR         
DEA T RG HI 
LUVO PRIM-
STR
DEA T RG HI 
LUVO SEK-
STR
KI. 2h RG-
Luvo sek.    
10NG06P950.
XQ01
10NG00P950.
XQ01
10NG06T006.
XQ01
10NR06T002.
XQ01
10NR05T001.
XQ01
10NR05S002.
XQ01
Mittelwert 
Gutbereich 
28.08.08 32,94 36,54 304,14 132,93 145,23 36,40
Mittelwert 
Gutbereich 
29.08.08 31,64 36,09 317,31 131,86 147,09 18,84
Mittelwert Fehler 
21.10.08 37,64 46,06 320,57 127,70 153,16 35,29
Mittelwert Fehler 
22.10.08 41,55 46,27 317,71 122,27 147,92 31,62
Durchs. 17 Durchs. 18 Durchs. 19 20 21 24
T Ko-Stb 
Mühle-Sichter 
DEA PD MUE-
LFT/SICHT   
Zuteiler-
Drehzahl     
Wirkleistung 
Mühlenl.-
Gebl.
F Luft Mue-
Lft-Gebl
F Luft 
FrischLüfter  
10NL40T001.
XQ01
10NG09P003.
XQ01
10NL29C011.
XQ06
10NG20E112.
XQ01
10NG20F901.
ZQ01
10NG10F901.
XQ01
Mittelwert 
Gutbereich 
28.08.08 86,77 54,47 78,47 2340,47 517,74 4005,47
Mittelwert 
Gutbereich 
29.08.08 88,56 53,74 78,74 2308,38 512,73 3991,86
Mittelwert Fehler 
21.10.08 84,95 59,17 81,56 2189,65 503,94 4050,13
Mittelwert Fehler 
22.10.08 86,19 60,02 82,12 2168,11 499,10 4007,53
25 26 27
Wirkleistung 
Frischlüfter
F RG hi E-
Filter1+2     
Wirkleistung 
Saugzug
10NG10E112.
XQ01
10NR10F902.
XQ01
10NR10E112.
XQ01
Mittelwert 
Gutbereich 
28.08.08 6530,42 2752,43 7796,85
Mittelwert 
Gutbereich 
29.08.08 6507,78 2749,67 8149,71
Mittelwert Fehler 
21.10.08 7480,13 2735,34 8767,22
Mittelwert Fehler 
22.10.08 7280,64 2720,42 8828,61  
Tabelle  7-11 Mittelwerte für Prozessparameter bei fehlerbehaftetem und fehler-
freiem Nennlastbetrieb  
 
Durch den Abgleich zwischen prognostizierten Parameteränderungen und tat-
sächlich aufgetretenen Änderungen der Messwerte können die für die Fehler-
früherkennung geeigneten Größen ausgewählt werden. 
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Die Größe „Feuchte der Kohle“ ist ein Laborwert, der dementsprechend nicht 
kontinuierlich gemessen wird. Die Außentemperatur ist auf Grund der Tatsache, 
dass ein Großteil der Luft über das Kesselhaus angesaugt wird und somit eine 
von der Außentemperatur relativ unabhängige Mischtemperatur hat, zu ver-
nachlässigen. Die mittlere Blechtemperatur stellt eine berechnete Größe dar, 
die aus den Rauchgastemperaturen ermittelt wird. Da die Rauchgastemperatu-
ren in die Rechnung eingehen, wird die mittlere Blechtemperatur nicht herange-
zogen. Die Differenzdrücke am LuVo stellen das relevante Merkmal dar, an 
Hand dessen der Zustand des LuVos üblicherweise bewertet wird. Es wurde 
hier zuerst eine Betrachtung ohne diese Werte durchgeführt, um den Zustand 
ausschließlich an der Korrelation der Parameter ablesen zu können. Verglei-
chend wurde dann mit den Werten der Differenzdrücke gearbeitet.  
 
Als fehlerspezifisch wurden die folgenden Größen identifiziert: 
 p primär luftseitig 
 p sekundär luftseitig 
 Temperatur primärseitig der Luft hinter LuVo 
 Temperatur primärseitig des Rauchgases hinter LuVo 
 p der Mühlen 
 Zuteilerdrehzahl 
 Mühlenlüfterleistung 
 
Für diese Daten wurden Trainings- und Verifizierungssätze zusammengestellt 
und die Früherkennung durchgeführt. 
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7.4.3 Anwendung des neuronalen Netzes 
Wie bereits erläutert, wurde im ersten Schritt ein Trainingsdatensatz ohne Be-
rücksichtigung der Differenzdrücke erstellt, Tabelle  7-12.  
 
Parameter
Zustand 9 13 18 19 20
gut 302,74 129,06 55,27 79,09 2341,65
303,62 132,72 54,49 79,06 2334,70
304,51 132,97 54,04 79,03 2345,01
305,39 133,22 55,03 79,00 2367,90
306,28 133,47 54,36 78,98 2352,99
307,16 133,72 54,73 78,95 2335,03
308,05 133,96 54,43 78,92 2336,91
315,88 133,59 53,66 78,56 2334,19
314,64 134,21 53,88 78,59 2337,66
314,64 134,82 54,89 78,64 2351,51
314,65 134,35 55,46 78,69 2331,07
314,65 133,76 55,72 78,75 2315,80
314,66 133,17 55,63 78,80 2319,95
schlecht 316,82 124,71 54,96 79,65 2191,95
322,55 129,47 58,56 82,34 2289,83
321,41 129,17 60,83 82,49 2252,89
320,27 128,87 60,15 82,55 2312,18
319,13 128,64 61,55 82,39 2291,49
317,99 128,63 60,46 82,37 2267,62
318,67 128,63 60,03 82,62 2250,89
327,23 124,99 60,27 82,11 2054,24
328,87 126,99 61,75 82,58 2073,11
326,28 126,33 62,98 82,45 2151,95
323,68 125,67 62,59 82,08 2259,39
321,09 124,81 60,73 81,69 2264,30
318,50 123,87 60,63 81,61 2285,99  
Tabelle  7-12: Trainingsdatensatz (5 Eingangsparameter) 
 
Entsprechend wurde ein zweiter Satz zur Verifizierung zusammengestellt 
(Tabelle  7-13). Es wurde jeweils aus beiden ausgewählten Zeiträumen für Gut- 
und Fehlerzustand ein Teil der Daten für das Training, der andere Teil für die 
Validierung verwendet.  
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Parameter
Zustand 9 13 18 19 20
gut 308,93 134,21 53,92 78,84 2344,60
306,53 134,46 54,63 78,70 2340,20
303,98 133,82 55,06 78,56 2322,88
301,42 132,99 53,80 78,43 2322,58
298,87 132,16 54,36 78,29 2323,02
296,32 131,33 53,96 74,30 2358,59
326,82 125,84 53,06 78,78 2280,38
325,26 128,55 53,45 78,75 2279,44
323,70 130,53 53,79 78,72 2265,19
322,13 131,14 53,39 78,69 2296,68
320,57 131,76 53,70 78,66 2311,35
319,00 132,37 52,88 78,62 2295,86
317,44 132,98 53,55 78,59 2307,99
schlecht 319,61 128,62 59,75 82,54 2261,00
320,54 128,62 59,70 82,49 2232,72
321,48 128,61 59,36 82,45 2179,12
322,41 128,60 61,02 82,45 2138,51
323,35 128,60 59,30 82,49 2097,54
324,29 128,30 58,21 82,22 2090,61
317,12 122,94 59,75 81,76 2200,73
316,99 122,21 60,03 82,17 2156,72
316,86 121,62 60,49 81,90 2114,57
316,73 121,03 59,20 81,87 2177,33
316,60 120,45 57,78 82,00 2179,87
315,83 119,86 58,10 82,02 2189,09
313,26 119,46 58,75 82,51 2145,14  
Tabelle  7-13 Validierungsdatensatz 
 
Die Erstellung des neuronalen Netzes wurde, wie in Abschnitt  6.4 beschrieben, 
durch Versuchsreihen vorgenommen. Auf spezielle Anforderungen an das Netz 
und die verwendeten Trainingsalgorithmen wird in Kapitel  8 näher eingegangen. 
Abbildung  7-19 zeigt die Netzantwort bei einem Netz mit fünf Eingangsneuro-
nen und drei Neuronen in der verdeckten Schicht sowie den beiden Ausgabe-
neuronen. Die vorangegangenen Untersuchungen haben gezeigt, dass es vor-
teilhaft ist, sowohl eine Ausgabeneuron für den Gutzustand als auch ein Neuron 
für den fehlerbehafteten Zustand zu nutzen. 
 
Die im Folgenden präsentierten Ergebnisse zeigen die Netzantwort auf den 
vollständigen Datensatz bei Nennlast. Es werden die Ergebnisse präsentiert, 
bei denen Training und Verifizierung erfolgreich waren. Der Verlauf zeigt, dass 
der Fehler tendenziell gut erkannt wird. Aufgrund häufiger Lastwechsel, die 
durch die Fahrweise des Kraftwerkes bedingt sind, kommt es jedoch des öfte-
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ren zu Zuständen, die die Ausgabe des Netzes stark beeinflussen. So wird zum 
Beispiel in regelmäßigen Abständen der Luftvorwärmer durch ein integriertes 
Reinigungssystem gereinigt. Dies führt trotz Fehler zu kurzfristigen Verbesse-
rungen des Zustandes, die das Netz durch eine entsprechende Rückkehr zum 
Gutzustand deutet. 
Validierung Netz 5 Eingabeneuronen 3 verdeckte Neuronen
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Abbildung  7-19 Netzausgabe für Validierungssatz Netzkonfiguration (5/3) 
 
In einem Netz mit sieben Neuronen in der verdeckten Schicht wird tendenziell 
ein ähnliches Resultat erzielt (vgl. Abbildung  7-20). Die Netzantwort ist jedoch 
deutlich inkonsistenter. Ob dies an einer höheren Empfindlichkeit des Netzes 
auf Zustandsänderungen liegt, ist nicht zweifelsfrei festzustellen. Hier zeigt sich 
eine der Schwächen neuronaler Netze, nämlich dass Wissensverarbeitung und 
-speicherung nicht nachvollziehbar sind und daher kaum Rückschlüsse über die 
Gründe unterschiedlichen Netzverhaltens gezogen werden können. 
 
Ein weiterer möglicher Grund liegt in der Erkenntnis, dass oftmals kleinere Net-
ze bessere Ergebnisse erzielen als größere. Hierzu wird auf die Ausführungen 
in Kapitel 4 verwiesen.  
 7 Anwendungen 
 95
Validierung Netz 5 Eingabeneuronen 7 verdeckte Neuronen
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Abbildung  7-20 Netzausgabe für Validierungssatz Netzkonfiguration (5/7) 
 
Eine wichtige Erkenntnis aus den Ergebnissen ist, dass die Identifizierung des 
Fehlers eindeutig aus den herausgearbeiteten Parametern ohne Verwendung 
der eigentliche Kontrollgröße durchgeführt werden konnte. Somit ist der Ansatz, 
die Korrelation von Parametern untereinander zu berücksichtigen, als zielfüh-
rend herauszustellen. 
 
Um vergleichend zu überprüfen, in wie weit die Berücksichtigung der Kontroll-
größe die Performance des Netzes verbessert oder verändert, wurde im Fol-
genden der Trainings- und Validierungssatz um die beiden Größen „Differenz-
druck primär luftseitig“ und „Differenzdruck sekundär luftseitig“ erweitert. 
 
Die übrigen Parameter wurden beibehalten. Somit erhält man für den Trai-
ningsdatensatz Tabelle  7-14 
 7 Anwendungen 
 96
Zustand Parameter
6 7 9 13 18 19 20
gut 36,80 36,86 302,74 129,06 55,27 79,09 2341,65
34,00 37,20 303,62 132,72 54,49 79,06 2334,70
34,20 36,20 304,51 132,97 54,04 79,03 2345,01
33,97 36,88 305,39 133,22 55,03 79,00 2367,90
34,48 36,14 306,28 133,47 54,36 78,98 2352,99
32,80 37,00 307,16 133,72 54,73 78,95 2335,03
33,76 36,49 308,05 133,96 54,43 78,92 2336,91
29,36 35,18 315,88 133,59 53,66 78,56 2334,19
32,63 35,90 314,64 134,21 53,88 78,59 2337,66
32,33 36,18 314,64 134,82 54,89 78,64 2351,51
32,73 36,12 314,65 134,35 55,46 78,69 2331,07
31,97 36,53 314,65 133,76 55,72 78,75 2315,80
29,84 35,08 314,66 133,17 55,63 78,80 2319,95
schlecht 34,46 47,25 316,82 124,71 54,96 79,65 2191,95
39,05 46,76 322,55 129,47 58,56 82,34 2289,83
36,56 47,57 321,41 129,17 60,83 82,49 2252,89
37,84 44,67 320,27 128,87 60,15 82,55 2312,18
38,04 46,14 319,13 128,64 61,55 82,39 2291,49
39,05 44,39 317,99 128,63 60,46 82,37 2267,62
41,16 46,42 318,67 128,63 60,03 82,62 2250,89
39,70 44,14 327,23 124,99 60,27 82,11 2054,24
33,12 46,58 328,87 126,99 61,75 82,58 2073,11
35,05 45,84 326,28 126,33 62,98 82,45 2151,95
44,72 45,65 323,68 125,67 62,59 82,08 2259,39
47,54 45,82 321,09 124,81 60,73 81,69 2264,30
51,10 44,29 318,50 123,87 60,63 81,61 2285,99  
Tabelle  7-14: Trainingsdatensatz für 7 Eingabeneuronen 
 
Zustand Parameter
6 7 9 13 18 19 20
gut 33,47 38,24 308,93 134,21 53,92 78,84 2344,60
31,28 36,16 306,53 134,46 54,63 78,70 2340,20
32,52 36,54 303,98 133,82 55,06 78,56 2322,88
29,57 36,66 301,42 132,99 53,80 78,43 2322,58
31,69 36,59 298,87 132,16 54,36 78,29 2323,02
29,63 34,10 296,32 131,33 53,96 74,30 2358,59
32,53 36,91 326,82 125,84 53,06 78,78 2280,38
32,33 37,02 325,26 128,55 53,45 78,75 2279,44
31,53 36,93 323,70 130,53 53,79 78,72 2265,19
30,28 35,20 322,13 131,14 53,39 78,69 2296,68
33,75 35,48 320,57 131,76 53,70 78,66 2311,35
30,63 35,59 319,00 132,37 52,88 78,62 2295,86
31,04 35,61 317,44 132,98 53,55 78,59 2307,99
schlecht 37,67 48,78 319,61 128,62 59,75 82,54 2261,00
35,84 46,34 320,54 128,62 59,70 82,49 2232,72
40,82 45,95 321,48 128,61 59,36 82,45 2179,12
36,44 45,90 322,41 128,60 61,02 82,45 2138,51
34,57 47,73 323,35 128,60 59,30 82,49 2097,54
40,32 46,90 324,29 128,30 58,21 82,22 2090,61
48,10 45,17 317,12 122,94 59,75 81,76 2200,73
45,52 47,05 316,99 122,21 60,03 82,17 2156,72
36,85 46,35 316,86 121,62 60,49 81,90 2114,57
41,65 45,77 316,73 121,03 59,20 81,87 2177,33
42,81 45,89 316,60 120,45 57,78 82,00 2179,87
42,36 48,57 315,83 119,86 58,10 82,02 2189,09
39,21 45,66 313,26 119,46 58,75 82,51 2145,14  
Tabelle  7-15: Validierungsdatensatz für 7 Eingangsneuronen 
 
Der Validierungssatz ergibt sich entsprechend Tabelle  7-15. 
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Analog zur vorangehend beschriebenen Bearbeitung wurde die Anzahl der 
Neuronen in der verdeckten Schicht variiert. Vergleicht man Abbildung  7-21 und 
Abbildung  7-22, so stellt man fest, dass in diesem Beispiel das Netz mit drei 
Neuronen der verdeckten Schicht beim Gutzustand im Zeitraum Ende August 
2008 eine unbeständigere Ausgabe zeigt. Dies scheint auf den ersten Blick ein 
Widerspruch zu der vorher getroffenen Aussage zu sein, dass kleinere Netze 
ein produktiveres Verhalten zeigen. Es muss hier beachtet werden, dass auf-
grund der größeren Anzahl an Eingangsneuronen eine Erhöhung der Anzahl 
der Neuronen der verdeckten Schicht notwendig sein kann. Es ist zu erkennen, 
dass die zusätzliche Nutzung der beiden Parameter der Druckdifferenzen keine 
entscheidende Verbesserung der Zustandszuordnung bringt. 
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Abbildung  7-21 Netzausgabe für Validierungssatz Netzkonfiguration (7/3) 
 
Klar zu erkennen ist auch, dass das Netz mit drei Neuronen in der verdeckten 
Schicht noch einmal deutlich den Gutzustand indiziert, ein Verhalten, dass bei 
den Netzen mit fünf Eingangsneuronen so nicht beobachtet wurde. 
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Abbildung  7-22 Netzausgabe für Validierungssatz Netzkonfiguration (7/9) 
 
Das Netz mit neun Neuronen in der verdeckten Schicht zeigt die klare Identifi-
zierung des Gutzustands nicht; hier wird ausschließlich die Zustandsdiagnose 
kurzfristig uneindeutiger. 
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8 Programmtechnische Umsetzung 
Bevor eine erfolgreiche programmtechnische Umsetzung erfolgen konnte, 
mussten die grundlegenden Einflussgrößen und Parameter für den Einsatz der 
neuronalen Netze untersucht werden. Da dies an einem Referenzbeispiel mit 
unbekanntem Systemverhalten schlecht möglich war, wurde ein Beispiel ge-
wählt, bei dem die Randbedingungen bekannt waren. 
 
8.1 Untersuchungen mit dem Programm „Chem“ 
Das verwendete Programm basiert auf den Untersuchungen von Himmelblau et 
al. /Wat89/. Die gezeigte Vorgehensweise lehnt sich an die der Arbeit von 
Himmelblau et al. an. Es werden jedoch an einigen Stellen Modifizierungen vor-
genommen, um die Auswirkung der Veränderung der Netzparameter zu zeigen. 
Der dynamische chemische Prozess wird durch das Programm „SYSSIM“ reali-
siert. Es wird die katalytische Gewinnung von Toluen aus Heptan modelliert. 
 
Mit dem Programm „SYSSIM“ werden die Auswirkungen der simulierten Fehler 
auf die Messgrößen berechnet und so die Trainingsdatensätze erstellt. Nach 
erfolgtem Training wird durch eine Monte-Carlo Simulation ein dem Netz unbe-
kannter Fehlerdatensatz generiert und so seine Generalisierungsfähigkeit ge-
testet. 
 
Das Programm „Chem“ (vgl. Abbildung  8-1) setzt das neuronale Netz pro-
grammtechnisch um. Es handelt sich um ein vorwärtsgerichtetes Netz mit einer 
verdeckten Schicht Neuronen ohne „short cut“ Verbindungen. Es wird hierbei 
ein variables Netz generiert, das über eine problembezogene Anzahl an Ein-
gangsgrößen und Ausgangsgrößen verfügt und mit einer variablen Anzahl Neu-
ronen der verdeckten Schicht ausgestattet werden kann. Im Programm imple-
mentiert ist der Trainingsdatensatz, so dass der rechentechnische Aufwand re-
duziert wird, da der Trainingssatz nicht jedes Mal durch das Unterprogramm 
„SYSSIM“ erstellt werden muss. Für die Verwendung des Trainingsdatensatzes 
 8 Programmtechnische Umsetzung 
 100
mit modifizierten Eingabedaten, wurde ein Programmvariante eingesetzt, die 
über einen modifizierten Trainingsalgorithmus verfügt und bei der die Ausgaben 
des Unterprogramms „SYSSIM“ entsprechend transformiert werden, bevor sie 
durch das Netz propagiert werden. Bereits vorprogrammiert sind zwei Aktivie-
rungsfunktionen der Neuronen. 
 
 
Abbildung  8-1 Programmablaufplan Programm „Chem“ 
 
Es kann jedoch durch Hinzufügen modulartiger Routinen oder auch externer 
Programme jede beliebige Aktivierungsfunktion realisiert werden. Als Lernver-
fahren ist das Backpropagation Verfahren programmiert, jedoch kann auch hier 
eine Variation durch Austauschen der entsprechenden Routine erfolgen. Das 
Training erfolgt iterativ und wird durch zwei Abbruchkriterien beschränkt. Zum 
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einen wird eine Schranke für die minimale Änderung der Gewichte bestimmt, 
die das Training abbricht, sobald eine bestimmte Änderung der einzelnen Ge-
wichte unterschritten wird. Dies stellt eine Abweichung von der sonst üblichen 
Fehlerschranke dar, bei der der Trainingsabbruch beim Unterschreiten der tole-
rierten Fehlerabweichung erfolgt. Das zweite Abbruchkriterium ist die vorher 
festlegbare Anzahl der Trainingsspiele. Die Anfangsgewichte der Verbindungen 
werden über einen Zufallsgenerator bestimmt. Zur besseren Vergleichbarkeit 
der verschiedenen Rechenläufe werden stets dieselben Anfangsgewichte ge-
nutzt. 
 
Mit Hilfe der Programme konnten die unter Kapitel  4 vorgestellten Parameter 
und Einflussgrößen des neuronalen Netzes experimentell untersucht werden.  
Der Programmablaufplan ist in Abbildung  8-1 dargestellt. An dieser Stelle wer-
den exemplarisch die Ergebnisse für den Einfluss der Lernrate auf die notwen-
dige Anzahl der Trainingsdurchläufe in Abhängigkeit der Anzahl verdeckter 
Neuronen sowie ein Beispiel für die Validierung unterschiedlicher Netzgrößen 
gegeben. 
 
 
Die Wahl der Lernrate  beeinflusst dabei stark die notwendige Anzahl der 
Trainingsdurchläufe. Zu kleine Lernraten erhöhen die Anzahl deutlich, wie 
Abbildung  8-2 zeigt.  
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Abbildung  8-2 Anzahl der Trainingsdurchläufe in Abhängigkeit von der Lernrate 
 
Vergleicht man Abbildung  8-2 und Abbildung  8-3 so zeigt sich, dass die Opti-
mierung am Parameter Anzahl der Spiele nicht durchgeführt werden sollte, da 
mit Erhöhung der Anzahl von Neuronen in der verdeckten Schicht zwar die 
notwendige Anzahl der Trainingsdurchläufe entscheidend sinkt, aber die Gene-
ralisierungsfähigkeit des Netzes stark abnimmt. Vor dem Hintergrund der Leis-
tungsfähigkeit aktueller Prozessoren kann die Anzahl der notwendigen Durch-
läufe sogar vernachlässigt werden, solange die Problematik des Übertrainings 
nicht aus den Augen verloren wird. 
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Abbildung  8-3 Generalisierungsfähigkeit in Abhängigkeit der Netzgröße 
 
Aus den Untersuchungen konnte als Erkenntnis gewonnen werden, dass bei 
der Suche nach einer geeigneten Netzwerkarchitektur mit kleinen Netzen be-
gonnen wird, die dann schrittweise vergrößert werden. 
 
Zum Einsatz kamen ausschließlich vorwärtsgerichtete Netze ohne Rückkopp-
lung. Unter den verwendeten Trainingsalgorithmen stellte sich der Levenberg-
Marquardt Algorithmus als oftmals sehr effizient heraus. Dieser und weitere 
verwendete Trainingsalgorithmen werden im Abschnitt  8.4 vorgestellt. Die not-
wendige Anzahl von Neuronen in den verdeckten Schichten lässt sich an Hand 
der Generalisierungsfähigkeit mit Hilfe von dem Netz unbekannten Daten be-
werten. Hierzu wurden mehrere Versuchsreihen durchgeführt. Abbildung  8-4 
zeigt eine Auswahl unterschiedlicher Netzkonfigurationen, die mit den Ur-
sprungswerten und skalierten Daten durchgerechnet wurden.  
 
Weiterhin wurde die Anzahl der verdeckten Schichten variiert. Die Ergebnisse 
sind ebenfalls in Abbildung  8-4 aufgezeigt. 
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RB20 Z 0.050 0.056 0.051 0.066 0.088 0.048 0.018 0.010 0.001 0.024 0.005 0.077
RB20 M 0.055 0.057 0.051 0.070 0.088 0.047 0.049 0.033 0.026 0.056 0.033 0.119
RB20 L 0.509 0.710 0.612 0.572 0.980 0.212 0.273 0.135 0.119 0.226 0.166 0.457
RB20 F 0.973 0.942 0.949 0.919 0.987 0.991 0.704 0.516 0.368 0.814 0.633 0.809
RB20 T 0.973 0.939 0.947 0.911 0.987 0.991 0.746 0.645 0.539 0.863 0.760 0.835
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Abbildung  8-4: Trefferquoten unterschiedlicher Netzkonfigurationen 
 
Die Ergebnisse (vgl. Abbildung  8-4 die beiden letzten Rechnungen) zeigen, 
dass die Normierung der Daten in diesem Fall die Wahrscheinlichkeit, einen 
Fehler zu entdecken, nicht erhöht. Dies liegt daran, dass in Matlab eine auto-
matische Skalierung der Eingangsdaten und somit eine Normierung in jedem 
Fall stattfindet. 
 
Abbildung  8-4 zeigt deutlich, dass kleinere Netze in dieser Anwendung, höhere 
Generalisierungsfähigkeiten besitzen als größere Netze. Auffällig ist, dass meist 
einer der Fehler deutlich schlechter gelernt und somit schlechter identifiziert 
wird. Dies entspricht auch den Ergebnissen anderer Arbeiten (vgl. /And97/). Mit 
zunehmender Netzgröße werden einzelne Fehler nicht mehr hinreichend gut 
erlernt, so dass das Netz ungenügende Identifikationswahrscheinlichkeiten bei 
Rechnungen mit nicht trainierten Daten aufweist. Dies wurde schon durch eige-
ne Arbeiten, wie oben beschrieben, bestätigt. 
 
Basierend auf den Ergebnissen wurden die nachfolgend vorgestellten Pro-
gramme zur rechentechnischen Umsetzung des Verfahrens entwickelt. 
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8.2 Programmbeschreibungen 
Für die programmtechnische Umsetzung der Referenzfälle wurden die Pro-
gramme in Matlab erstellt. In Matlab sind verschiedene Netzwerkarchitekturen 
und alle gängigen Trainingsalgorithmen in Form von Funktionen hinterlegt und 
müssen somit nicht mehr programmiert und verifiziert werden. 
 
Die programmtechnische Umsetzung für die Versuchsreihen für den Referenz-
fall „Zwischenüberhitzer“ untergliedert sich in zwei Programme. Im Trainings-
programm „NeuroTrain“ können unterschiedliche Netzarten, Trainingsalgorith-
men und Netzwerksarchitekturen eingesetzt werden. Der Programmablaufplan 
ist in Abbildung  8-5 dargestellt. 
 
Abbildung  8-5 Programmablaufplan für NeuroTrain 
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Entsprechend dem Untersuchungsschwerpunkt werden Trainingsdatensätze 
verwendet (z.B. nur Nennlast, vollständiger Fehlersatz bzw. Teilfehlersatz etc). 
 
Im Programm „NeuroApp“ (vgl. Abbildung  8-6) werden Netze, die erfolgreich 
trainiert wurden, also eine gute Differenzierung zwischen Fehler- und Normzu-
stand zeigten, aus „NeuroTrain“ mit den vollständigen, nicht zum Training und 
Verifizierung verwendeten Datensätzen validiert. Dafür wurden die entspre-
chenden Datensätze eingelesen. Die Ausgabe des Netzes lässt sich, wie an 
den Ergebnissen in Kapitel  7.1.4 gezeigt, über der Referenzzeit abtragen. Man 
erhält damit den vom Netz prognostizierten Zustand des Systems und kann 
diesen mit dem tatsächlich aufgetretenen vergleichen. 
 
Das Programm „NeuroApp“ kann somit auch für die Überwachung im realen 
Betriebsgeschehen eingesetzt werden. Aus dem Prozessleitsystem werden die 
entsprechenden Messparameter herausgelesen und vom Netz analysiert. 
 
Abbildung  8-6 Programmablaufplan für NeuroApp 
 
An Hand der gewählten Netzkonfiguration wurden die auf den Nennlastbetrieb 
beschränkten Daten sowohl für den gesamten Fehlerbereich als auch für den 
eingeschränkten selektierten Fehlerbereich mit dem Programm „NeuroApp“ ve-
rifiziert. Da nur eine geringe Anzahl an Datensätzen aus dem Nennlastbereich 
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für das Training eingesetzt wurde, ist der Einsatz der übrigen Daten desselben 
Zwischenüberhitzerkreislaufes zur Validierung zulässig. 
8.3 Adaption des Programms 
Eine Anpassung des neuronalen Netzes an die Ergebnisse der technischen 
Systemanalyse muss, wie bereits beschrieben, für jede technische Anlage indi-
viduell erfolgen. Außerdem muss gegebenenfalls auch der Trainingsalgorithmus 
variiert werden. Dies ergibt sich aus den unterschiedlichen Ausprägungen der 
resultierenden Fehlerfunktionen, so dass ein angepasster Trainingsalgorithmus 
zum Berechnen der Minima der Fehlerfunktion gefunden werden muss. Hier 
zeigte sich der entscheidende Vorteil der Arbeit mit Matlab. Die Programmrouti-
nen der einzelnen Algorithmen sind bereits hinterlegt und können entsprechend 
je nach Bedarf aufgerufen werden. Um die zum Teil sehr langwierigen Trai-
nings- und Validierungsmethoden zu optimieren, wurde das Programm „Neu-
roTrain“ im Verlauf der Entwicklung so geändert, dass sich die einzelnen Para-
meter, während das Programm abläuft, ändern lassen. Die Änderung des 
Quellcodes ist damit nicht mehr erforderlich. 
 
Erfolgreiche Netzarchitekturen werden zusammen mit den zugehörigen Ge-
wichten an die Anwendungsroutine „NeuroApp“ übergeben. In der Anwen-
dungsroutine wird das trainierte neuronale Netz als unveränderliche Struktur 
übernommen und steht zur Analyse von Daten zur Verfügung. Durch Einlesen 
der Daten erfolgt eine permanente Zustandsbewertung durch das Netz. 
8.4 Trainingsalgorithmen 
Neben den bereits eingesetzten Trainingsalgorithmen nach Levenberg-
Marquardt sowie der klassischen Backpropagation, wurde der „Resilient Back-
propagation“ (RPROP) Algorithmus verwendet. Der Algorithmus nach Leven-
berg-Marquardt stellt dabei das bislang am schnellsten konvergierenden Ver-
fahren dar. Es nutzt, wie auch Backpropagation, das Newton Verfahren, es 
werden jedoch auch die zweiten Ableitungen verwendet. Damit stellt es ein Ver-
fahren zweiter Ordnung dar. Somit benötigt man Ableitungen zweiter Ordnung 
der Fehlerfunktion, die die Rechnung aufwendiger machen, aber die Zahl der 
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Rechenschritte reduzieren. Da es sich bei den vorliegenden Beispielen um klei-
ne Netze handelt, ist die Zahl der Rechenschritte nicht entscheidend und das 
Finden des globalen Minimums der Fehlerfunktion steht im Vordergrund. 
 
Da das Levenberg – Marquardt Verfahren im Refenrenzbeispiel „Lagerschaden“ 
nicht zu zufrieden stellenden Ergebnissen führte, wurde zusätzlich das Resilient 
Backpropagation Verfahren eingesetzt. Durch diesen Algorithmus kann das 
Problem, dass auf flachen Plateaus der Fehlerfläche die Gewichtsänderung 
zwischen den Neuronen zu klein und in steilen Abschnitten die Änderung zu 
groß wird, behoben werden. Dieses in den meisten Algorithmen auftretende 
Problem liegt darin begründet, dass für Backpropagation gilt: 
 
Ew
w
              8-1 
mit  
E – Fehlerfunktion 
w – Gewichtsvektor 
 
Die Idee hierbei ist, dass sich die Gewichtsänderung nicht ausschließlich aus 
der partiellen Ableitung der Fehlerfunktion nach den Gewichten ergibt, sondern 
sich als Funktion des Vorzeichens der partiellen Ableitung der Fehlerfunktion 
nach den Gewichten ergibt. Das heißt, nur die Richtung der Gewichtsänderung 
wird durch die lokalen Gegebenheiten der Fehlerfläche bestimmt, nicht aber 
deren Ausmaß /Rie97/: 
 
Also nicht Ew f( )
w
     sondern 
Ew f(sgn( ))
w
   ; 
somit: 
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(i) (i)
j
j
(i) (i) (i)
j j
j
(i)
j
falls E(w ) 0
w
w falls E(w ) 0
w
0 falls E(w ) 0
w
          
        8-2 
wobei: 
 
(i 1) (i 1) (i)
j
j j
(i) (i 1) (i 1) (i)
j j
j j
(i 1) (i 1) (i)
j
j j
falls E(w ) E(w ) 0
w w
falls E(w ) E(w ) 0
w w
falls E(w ) E(w ) 0
w w
  
  
 
                   
 
        8-3 
 
Dabei muss gelten; 0 1      . 
 
Nachfolgend werden die Ergebnisse ausgewählter Trainingsversuche vorge-
stellt. 
8.5 Ergebnisse 
Neben den bereits unter 8.1 vorgestellten Ergebnissen, werden hier die Resul-
tate aus den Anwendungen der unterschiedlichen Trainingsalgorithmen darge-
legt. Das Resilient Backpropagation Verfahren zeigte bessere Trainingsergeb-
nisse für das Beispiel „Lagerschaden“. Wie im Vergleich von Abbildung  8-7 und 
Abbildung  8-8 zu erkennen, erreicht der RPROP Algorithmus deutlich schneller 
ein Minimum, da er augenscheinlich ein Plateau in der Fehlerfunktion schneller 
überwinden kann. Ein Plateau ist stets dann zu vermuten, wenn sich über viele 
Trainingsschritte keine Minimierung erreichen lässt, wie in Abbildung  8-8 zu 
sehen. 
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Abbildung  8-7: Verlauf des Trainings mit RPROP 
 
Abbildung  8-8: Verlauf des Trainings mit Levenberg-Marquardt 
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Obwohl mit beiden Algorithmen die Unterschreitung des vorgegebenen Lern-
ziels gelingt, zeigt Tabelle  8-1, dass nur mittels PROP ein gutes Ergebnis in der 
Verifizierung erreicht wird. Mit dem Levenberg – Marquardt Algorithmus konnte 
bei ansonsten gleichen Radbedingungen kein zufrieden stellendes Ergebnis 
erzielt werden. 
 
Zustand 
Netz 
Fehler Fehler Fehler Übergang Heile 
RPROP 0.99 0.98 0.99 0.47 0.02 
Lev-
Marqu 
0.01 0.01 0.04 0.02 0.01 
Tabelle  8-1: Netzausgabe im Verifizierungsschritt 
 
Die Ergebnisse zeigen, dass eine erfolgreiche Früherkennung sich anbahnen-
der Fehler nicht nur von geeigneten Daten abhängt, sondern auch ein geeigne-
ter Algorithmus gefunden und damit das neuronale Netz an das zu behandeln-
de Problem adaptiert werden muss. 
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9 Vergleichsmethode 
Durch die Anwendung neuronaler Netze zur Klassifizierung wurden die Korrela-
tionen unterschiedlicher Parameter untereinander berücksichtigt. Um Vor- und 
Nachteile dieses Ansatzes bewerten zu können, musste eine alternative Vorge-
hensweise gewählt werden, die unter denselben Randbedingungen eingesetzt 
werden kann. Es wurde hierfür die Fuzzy Methode gewählt. Die Wahl lässt sich 
wie folgt begründen. Da die Randbedingungen der Untersuchung gleich blei-
ben, also keine Modellbildung erfolgt und keine zusätzlichen Messgrößen instal-
liert werden, musste eine Vorgehensweise gewählt werden, die es ermöglicht, 
das Wissen des Anlagenpersonals zu berücksichtigen und ohne eine Modellab-
bildung des zu Grunde liegenden technischen Systems auszukommen.  
 
Als Vergleichsmethode wurde die Fuzzy Regelung nach dem Ansatz von Mam-
dani gewählt. Es handelt sich hierbei um einen Ansatz, bei dem das Wissen 
durch linguistische Regeln implementiert wird. Damit kann ganz speziell der 
Einsatz der neuronalen Netze bewertet werden, da mit denselben Randbedin-
gungen und auf derselben Wissensbasis die Eingangsgrößen verarbeitet wer-
den.  
 
Nachfolgend wird der Ansatz der Fuzzy Methode und die Einbindung in die Me-
thodik der Fehlerfrüherkennung vorgestellt; anschließend werden die Ergebnis-
se dargestellt. 
 
 
 
 
9.1 Fuzzy Regelung – Ansatz von Mamdani 
Ohne an dieser Stelle eine vollständige Einführung in die Fuzzy Thematik zu 
geben, werden einige Aspekte, die zum Verständnis der Anwendung notwendig 
sind, vorgestellt. Im Gegensatz zur klassischen Mengenlehre, wird eine Fuzzy-
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menge durch ihre Zugehörigkeitsfunktion charakterisiert. Es wird also, anders 
als bei den klassischen Mengen, wo die Zugehörigkeit zur Menge stets Null  
oder Eins ist, eine Zugehörigkeit mit einem Wert aus dem Intervall [0,1] defi-
niert. Somit stellen die klassischen Mengen einen Spezialfall der Fuzzy Mengen 
dar /Tiz98/.  
 
Der Ansatz von Mamdani /Mam74/ sieht vor, dass ein Experte sein Wissen in 
Form von linguistischen Regeln beschreibt. Hierfür werden die folgenden Kom-
ponenten verwendet: 
 
 Fuzzifizierungs-Interface nimmt die Messwerte auf und wandelt ich in ei-
ne Fuzzy Menge bzw. linguistischen Term um 
 Die Wissensbasis beinhaltet die Wertebereiche der Mess- und Aus-
gangsgrößen, die zu den linguistischen Termen assoziierten Fuzzy-
Mengen und die Regelbasis 
 Die Entscheidungslogik, die aus den Messgrößen mit Hilfe der Wissen-
basis Informationen über die „Stellgröße“ gewinnt 
 Defuzzifizierung 
 
Zu Beginn werden linguistischen Terme aus den Messparametern gebildet. Es 
erfolgt eine Partitionierung der Messwertbereiche z. B. in „niedrig“ und „hoch“.  
 
(1) (1)
1 p1 1,..., X            ( 9-1) 
 
Die Partitionierung wird über die Zugehörigkeitsfunktion abgebildet. Die Zuge-
hörigkeitsfunktion kann dabei durch jede, das gesamte Intervall [0,1], über-
schneidende Funktion realisiert werden. Die in der Arbeit für die Beschreibung 
der Eingangsgrößen verwendeten Zugehörigkeitsfunktionen sind monoton stei-
gend stückweise lineare (Abbildung  9-1) und die monoton fallend stückweise 
lineare Funktionen (Abbildung  9-2).  
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µ A
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Abbildung  9-1: monoton steigende lineare Zugehörigkeitsfunktion 
 
Hierbei gilt: 
 
A
0 für x a
x a(x) für a x b
b a
1 für x b
      
       ( 9-2) 
wobei a<b und a der Wert für Beginn der Steigung und b der Wert für das Ende 
der Steigung. 
 
1 
0 
µ B
(x
) 
x 
 
Abbildung  9-2: monoton fallend lineare Zugehörigkeitsfunktion 
 
Entsprechend: 
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B
1 für x a
b x(x) für a x b
b a
0 für x b
      
       ( 9-3) 
 
Es gilt hierbei die Disjunktheitsforderung µa+µB=1.  
 
Die gesuchte Ausgabegröße, in unserem Fall die Zustandsdiagnose des Sys-
tems, wird ebenfalls partitioniert. Hierfür wurden die linguistischen Terme „kein 
Fehler“, „Übergang“, „Fehler“ gebildet. Es ergibt sich: 
 
1 p,..., Y             ( 9-4) 
 
Die entsprechenden mathematischen Grundlagen sowie alternative Zugehörig-
keitsfunktionen werden u. a. in /Tiz98/, /Böh93/ und /Kru95/ behandelt. 
 
Die partitionierten Eingangsgrößen werden über die so genannten Kontrollre-
geln miteinander verbunden. Diese sind nicht als Implikationen sondern als eine 
stückweise Definition der Ausgabefunktion zu verstehen. Es wird damit jeder 
denkbaren Kombination eines Eingangstupels, bestehend aus den partitionier-
ten Eingangsgrößen, die entsprechende Ausgabe zugewiesen. Es wird dafür 
jede Regel einzeln ausgewertet: 
 
1,r n,r1 i n i
Wenn ist A und und ist A dann ist B (r 1,..,k)      ( 9-5) 
 
dabei sind 
1,r 1,ni i
A ...A  und B die linguistischen Terme, die den Fuzzy-Mengen A , 
B  und µy entsprechen. 
 
1,1 n,1
1,k n,k
i1 1 i n i
ik 1 i n i
B falls A und und A
B falls A und und A
     
    
  
    
     ( 9-6) 
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Die Auswertung erfolgt, in dem der Erfüllungsgrad bestimmt wird, zu dem die 
Prämisse bei den vorliegenden Messwerten erfüllt ist. Die Prämissen berech-
nen sich wie folgt: 
 
1,r n,r
(1) (n)
r 1 ni i
min{ (x ),..., (x )}           ( 9-7) 
 
Dabei gibt r den Erfüllungsgrad der entsprechenden Regel r an. 
 
Als Ausgabe ergibt sich die Fuzzy-Menge an „Stellwerten“, die sich durch „Ab-
schneiden“ der Fuzzymenge 
ri
 der Regel Rr beim Grad r ergibt. Jeder mögli-
che „Stellwert“ y wird berechnet nach: 
 
r
1 v r1,r n,r
output(R ) (1) (n)
x ,...,x 1 n ii i
(y) min{ (x ),..., (x ), (y)}          ( 9-8) 
 
Nachdem die Entscheidungslogik jede einzelne Regel ausgewertet hat, müssen 
die Ergebnis-Fuzzy-Mengen mittels Maximumbildung zu einer Fuzzymenge zu-
sammengesetzt werden. 
 
1 nx ,...,x 1 n
(y) max{min{ , (y)},...,min{ , (y)}}           ( 9-9) 
 
Im letzten Schritt der Defuzzyfizierung muss die unscharfe Größe in eine schar-
fe Größe rücktransformiert werden. Diese Größe wird als Wahrscheinlichkeit für 
den Fehler interpretiert. 
 
Im vorliegenden Zusammenhang wurde die Schwerpunktmethode zur Defuzzy-
fizierung gewählt. Als Ergebnis E der Defuzzifizierung wird der Wert verwendet, 
der unter dem Schwerpunkt der von Zugehörigkeitsfunktion und der Ordinate 
begrenzten Fläche liegt.  
 
1 n
1 n
output
x ,..,xy Y
output
x ,..,xy Y
y (y)dy
E
(y)dy



 


 
       ( 9-10) 
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Die Methode entspringt der Idee, dass die Regeln entsprechend dem Erfül-
lungsgrad ihrer Prämissen berücksichtigt werden. Nachteil der Methode ist, 
dass dies formal aus der Theorie der Fuzzy-Mengen kaum zu rechtfertigen ist 
/Tiz98/.  
 
Das Ergebnis wird dann wiederum als Wahrscheinlichkeit für den Fehler inter-
pretiert. Somit kann für jedes Messtupel eines Zeitschrittes eine Fehlerwahr-
scheinlichkeit bestimmt werden. Die Ergebnisse können dann direkt mit denen 
aus der Anwendung der neuronalen Netze verglichen werden. 
 
Die Umsetzung der Anwendung erfolgt mit Hilfe von Matlab. Abbildung  9-3 zeigt 
den Programmablaufplan. 
 
 
Abbildung  9-3 Programmablaufplan Fuzzy Anwendung 
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9.2 Referenzfall „Lagerschaden“ 
Als erster Vergleich wurde der Referenzfall „Lagerschaden“ gewählt. Hier liegen 
wenige Eingangsgrößen und ein überschaubares Parameterverhalten vor. Im 
ersten Schritt werden die Eingangsgrößen: 
• „low rate“ 
• „high rate“ 
• „Schwingung horizontal“ 
• „Schwingung vertikal“ 
 
fuzzyfiziert. Hier stellte sich heraus, dass für die Schwingungsgrößen „horizon-
tal“ und „vertikal“ keine geeigneten Fuzzifizierungsregeln gefunden werden 
konnten. Daher wurden die Größen „low rate“ und „high rate“ fuzzifiziert. Dies 
erfolgte, wie voranstehend beschrieben, durch stückweise lineare Zugehörig-
keitsfunktionen. Die Festlegungen der Grenzen für die einzelnen Zugehörigkei-
ten wurden aus den Daten der Trainingssätze gewonnen, indem die Grenzen 
für „Gut“- und „Fehlerbereiche“ verwendet wurden. 
 
Die Regeln wurden entsprechend den Erkenntnissen der technischen System-
analyse erstellt. Abbildung  9-4 zeigt das defuzzyfizierte Ergebnis. 
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Defuzzifizierte Reglerantwort  
Abbildung  9-4: Ergebnis der Fuzzy Anwendung für Lager SAC02 
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Im Vergleich zu Abbildung  7-11 wird deutlich, dass die kleineren Schwankun-
gen eliminiert werden. Dies liegt daran, dass für das Ergebnis der Erfüllungs-
grad der Prämissen Ausschlag gebend sind. Solange eine Regel dominiert, än-
dert sich die Ausgabe nicht. Es wird jedoch eindeutig der Fehler angezeigt. 
 
Abbildung  9-5 zeigt das Ergebnis nach Defuzzyfizierung für das Lager SAC03. 
Entsprechend der Vorgehensweise bei der Anwendung mit neuronalen Netzen 
wurde dies als Quasi-Realtimeanwendung eingesetzt.  
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Defuzzifizierte Reglerantwort  
Abbildung  9-5: Ergebnis der Fuzzy Anwendung für Lager SAC03 
 
Von den Daten war vorher nichts bekannt bzw. floss in die Gestaltung der Re-
geln und Zugehörigkeitsfunktionen ein. So kann geprüft werden, wie sich das 
System bei unbekannten Daten verhält. Im Gegensatz zu der Anwendung der 
neuronalen Netze ist hier keine eindeutige Zustandsdiagnose möglich. Der auf-
getretene Fehler im Zeitraum Ende 1997 wird zwar gut erkannt, jedoch sugge-
rieren deutlich ansteigende Fehlerwahrscheinlichkeiten im späteren Verlauf 
nicht vorhandene Fehler hin. 
 
Hier ist festzuhalten, dass die Anwendung mit neuronalen Netzen vorzuziehen 
ist. Die Übertragbarkeit zur Analyse häufiger Schadensfälle ist das wesentliche 
Ziel der vorliegenden Arbeit. 
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9.3 Referenzfall „Zwischenüberhitzer“ 
Der Referenzfall Zwischenüberhitzer enthält eine höhere Anzahl an Messpara-
metern als der vorangegangene. Die Eingangsgrößen 
 
 Massenstrom vor Zwischenüberhitzer 
 Massenstrom hinter Zwischenüberhitzer 
 Dampfdruck hinter ZÜ 
 Kondensatablauf 
 Differenzmassenstrom 
 Notablauf Regelgefäß 
 
wurden fuzzyfiziert. Entsprechend erhöht sich die Anzahl der erforderlichen Re-
geln, da jede Kombination der Eingangsgrößen mit der Ausgabe verknüpft wer-
den muss. Hier zeigt sich ein weiterer Nachteil der Fuzzy-Methode, da mit zu-
nehmender Anzahl an Eingangsparametern und in Abhängigkeit der Partitionie-
rung, die Anzahl der Regeln stark zunimmt. 
 
Analog der vorangehend beschriebenen Vorgehensweise wurden die einzelnen 
Schritte durchgeführt. Abbildung  9-6 zeigt das Ergebnis der Auswertung für den 
Zeitraum von 1997 bis 2006. Mitte 2001 ist eine Änderung der Fehlerwahr-
scheinlichkeit zu erkennen. 
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Abbildung  9-6: Ergebnis der Fuzzy Anwendung für RB20 
 
Der Vergleich mit Abbildung  7-4, der entsprechenden Ausgabe des neuronalen 
Netzes, zeigt, dass zum Fehlerzeitpunkt eine Veränderung der Fehlerwahr-
scheinlichkeit erfolgt. Die starke Streuung erlaubt jedoch im Vergleich nur eine 
deutlich schlechtere Aussage bezüglich des Systemzustandes. 
 
Die aufgeführten Beispiele zeigen, dass die Vergleichsmethode für die Anwen-
dungen, bei denen die Auslegungsparameter vorhanden sind, ähnliche Ergeb-
nisse zeigt. Die Übertragbarkeit ist aber deutlich schlechter. 
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10 Zusammenfassung und Ausblick 
Die Ziele der Arbeit waren die Entwicklung einer Methodik zur Erkennung sich 
anbahnender Störungen und der erfolgreiche Einsatz neuronaler Netze zur 
Mustererkennung. Dabei entscheidend war die Verwendung realer Betriebsda-
ten, die auch den Einsatz im laufenden Betriebsgeschehen ermöglicht. Damit 
kann dem Kraftwerkspersonal eine Bewertungshilfe zur Verfügung gestellt wer-
den, die es erleichtert, im komplexen Arbeitsumfeld spezielle Anlagenzustände 
besser zu erkennen bzw. bewerten zu können. Es wurde der Nachweis er-
bracht, dass die Berücksichtigung korrelierter Parameter einen erkennbaren 
Vorteil, und, im Falle der Früherkennung, eine notwendige Vorraussetzung ge-
genüber der Verwendung der üblichen Grenzwertfestlegung einzelner Parame-
ter darstellt. 
 
Die Erarbeitung der Methodik zur Erkennung sich anbahnender Störungen er-
laubt es, unabhängig vom vorliegendem Problemumfeld eine strukturierte Be-
handlung der Fragestellung vorzunehmen. Durch den modularen Aufbau kön-
nen einzelne Schritte unabhängig voneinander modifiziert und erweitert werden. 
Dies vereinfachte beispielsweise die vergleichende Behandlung mittels Fuzzy 
Sets.  
 
Die Implementierung realer Daten aus Anlagen war eine wichtige Vorgabe der 
Arbeit. Vorangehende Arbeiten mit neuronalen Netze für die Fehlerfrüherken-
nung beruhten ausschließlich auf simulierten Fehlerdaten. Somit stellt der er-
folgreiche Einsatz realer betrieblicher Daten zur Früherkennung eine Neuerung 
dar. Dieser bislang in der Literatur noch nicht gezeigte Fortschritt erklaubt den 
Übergang von der theoretischen Bearbeitung hin zur betrieblichen Anwendung 
im Anlagenbetrieb. 
 
Die Korrelation der Parameter beruht auf den physikalischen Zusammenhän-
gen. Ein möglicher Weg, diese zu berücksichtigen, besteht darin, den techni-
schen Prozess mathematisch zu modellieren. Dies ist, wie beschrieben, ein 
aufwendiger Prozess, der durch die Komplexität der technischen Prozesse oft-
mals nur unter Vereinfachungen umsetzbar ist. Die gemessenen Prozesssigna-
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le andererseits spiegeln dabei die Prozessabläufe wider und ergeben so Mus-
ter, mit denen man den Prozesszustand beschreiben kann. Es wurde mit neu-
ronalen Netzen eine Möglichkeit der Mustererkennung gewählt, die durch Aus-
wertung vorhandener Betriebsdokumentation den Anlagenzustand bewertet. Da 
unterstellt werden kann, dass die gemessenen Signale sich bei Soll- und  Feh-
lerzustand der Anlage voneinander unterscheiden und unterschiedliche Fehler-
zustände unterschiedliche Signalmuster hervorrufen, kann so nicht nur eine 
Abweichung vom Sollzustand sondern auch die Art des aufgetretenen Fehlers 
diagnostiziert werden. 
 
Da die Bewertung der Prozessvorgänge aus den Betriebsdokumentationen 
zwangsläufig nur in enger Zusammenarbeit mit dem Anlagenpersonal erfolgen 
kann, wurde deren Erfahrung praktisch konserviert und in abstrakter Weise im 
neuronalen Netz eingebunden. 
 
Die entwickelte Methode wurde an vier technischen Teilsystemen von unter-
schiedlichen Kraftwerkstypen erprobt. Bei der ersten untersuchten Teilanlage 
handelte es sich um den Zwischenüberhitzer eines Siedewasserreaktors. Durch 
eine über längeren Zeitraum stärker werdende Leckage wurde die Leistung des 
Zwischenüberhitzers beeinflusst. Durch Berücksichtigung der identifizierten re-
levanten Parameter konnte die Leckage eindeutig identifiziert werden. Durch 
Anwendung des trainierten Netzes auf den redundanten Zwischenüberhitzer 
konnte die Übertragbarkeit nachgewiesen werden. Dies konnte ohne Nach-
kalibrierung, wie es etwa bei anderen Diagnosesystemen notwendig ist, durch-
geführt werden. 
 
In einem weiteren Anwendungsbeispiel wurde der Riss in einem Rohrkompen-
sator zwischen Mittel- und Niederdruckturbine untersucht. Hier stellte sich her-
aus, dass es sich um einen Ausfall handelte, der nicht durch die installierte 
Messtechnik erfasst werden kann. Der zeitliche Verlauf der Störung erfolgte 
dabei so schnell, dass im Gegensatz zum Fall „Zwischenüberhitzer“ keine Än-
derung an den gemessenen Parametern detektiert werden konnte, die es er-
laubte, eine rechtzeitige Erkennung durchzuführen. 
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Bei der Untersuchung des Lageschadens konnte sowohl die Übertragbarkeit 
auf baugleiche Anlagen nachgewiesen werden als auch ein Schaden detektiert 
werden, der nicht in der Betriebsdokumentation erfasst war. Bei diesem Beispiel 
war es mit Hilfe der zur Auswertung der Daten im Kraftwerk vorhandenen Diag-
nosesoftware möglich, die neue Methodik im Vergleich zum am Markt vorhan-
denen Technologie zu erproben. Es konnte gezeigt werden, dass trotz geringer 
Datenbasis bessere Ergebnisse bei der Diagnose erzielt werden konnten. 
 
Der vierte Referenzfall betraf einen Luftvorwärmer. Hier war eine eindeutige 
Zustandsbestimmung durch die Differenzdruckauswertung wegen der verschie-
denen Betriebszustände und Fahrweisen nicht möglich. Durch die Berücksichti-
gung der im Umfeld gemessenen Parameter konnten der Fehler nachgewiesen  
und die betrachteten Zustände separiert werden. 
 
Es kann zusammenfasst werden, dass trotz einer geringen Datenmenge zu den 
aufgetretenen Fehlern eine erfolgreiche Erprobung an realen Anlagen möglich 
war. Die Beschränkung auf Nennlastdaten stellt, wie bereits angemerkt, keinen 
Abstrich bei den Ergebnissen dar, denn Nennlast stellt den Großteil der Be-
triebsfahrweise der entsprechenden Kraftwerke dar. Weiterhin werden durch die 
entwickelte Methodik Driftausfälle behandelt, die kein zeitkritisches Verhalten 
aufweisen und somit die Zustandsdiagnose im Nennlastfall ausreichend ist. 
 
Der Vergleich mit der Fuzzy Methode verdeutlichte die Stärken des Einsatzes 
neuronaler Netze. Die Mustererkennung und der Umstand, dass keine speziel-
len Werte als Grenzen festgelegt werden, stellen insbesondere bei der Über-
tragbarkeit auf baugleiche Anlagen einen entscheidenden Vorteil dar. 
 
Durch die entwickelte Vorgehensweise wird dem Anlagenfahrer eine Bewer-
tungshilfe an die Hand gegeben, die es ihm ermöglicht durch eine Größe den 
Anlagenzustand zu bestimmen. Besonders in kritischen Situationen, bei denen 
das Personal unter Stress steht, können so Fehler vermieden werden. 
 
Es können in Abhängigkeit von den Randbedingungen Gegenmaßnahmen ge-
troffen oder geplant werden. Da das Erreichen von Grenzwerten und damit die 
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Häufigkeit des Ansprechens von Sicherheitseinrichtungen verringert werden, ist 
ein wirkungsvoller Beitrag zur Erhöhung der Sicherheit gegeben. 
Mittels der trainierten Netze können die entsprechenden Anlagen auf den spe-
ziellen Fehler hin im laufenden Betrieb überwacht werden. Treten neue Ereig-
nisse derselben Fehlerart auf und werden diese erkannt, so brauchen sie nicht 
nachtrainiert werden. Ausschließlich neue Fehlerarten müssen nachtrainiert 
werden. Da die Vorgehensweise jedoch so konzipiert ist, dass für jeden Fehler 
ein separates Netz erstellt wird, kann dies unabhängig von den bereits trainier-
ten Fehlern erfolgen. Auch hier liegt ein Vorteil gegenüber den bislang in der 
Literatur verfolgten Strategien. Diese sahen meist die Implementierung aller 
Fehler in einem Netz vor, was zwangsläufig dazu führt, dass durch jeden neu 
auftretenden Fehler die komplette Netzwerkarchitektur neu erstellt werden  
muss und die bereits erfolgreichen Netze nicht weiter verwendet werden kön-
nen. 
 
Durch eine Erprobung der Anwendung im laufenden Kraftwerksbetrieb kann die 
erfolgreiche Umsetzung nachgewiesen werden. 
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Anhang A: Routinen zur Aufbereitung Datensatz „Kompensa-
tor-schaden“ 
 
 Public Sub löschen() 
 
Dim b As Date 
Dim a 
Dim start As Integer, i As Long, j As Long 
 
i = Workbooks.Count 
 
Workbooks(i).Activate 
 
start = ActiveCell.Row 
 
For i = start To 65536 
 
zeile3: 
    a = Cells(i, 1) 
    If IsNull(a) = True Then GoTo zeile1 
     
    On Error Resume Next 
    b = a 
    If Err.Number = 13 Then GoTo zeile1 
    On Error GoTo 0 
     
    If a = "" Then GoTo zeile1 
   
  
    GoTo zeile2 
     
zeile1: 
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    Rows(i).Delete Shift:=xlUp 
    On Error GoTo 0 
    j = j + 1 
    If j > 200 Then GoTo zeile4 
     
    GoTo zeile3 
 
 
zeile2: 
On Error GoTo 0 
Cells(i, 1).Select 
j = 0 
Next i 
 
zeile4: 
 
 
End Sub 
 Sub suchundkopieren() 
' 
' 
anzahlDursch = 5 'Anzahl der Durchschnitt Reihen in Tabelle1 
For i = 1 To anzahlDursch - 2 
    Sheets.Add 
Next 
 
Sheets("Tabelle1").Select 
 
For i = 2 To anzahlDursch + 1 
 
    Cells.Find(What:="Durchschn.", After:=ActiveCell, LookIn:=xlFormulas, 
_ 
        LookAt:=xlPart, SearchOrder:=xlByRows, SearchDirection:=xlNext, _ 
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        MatchCase:=False, SearchFormat:=False).Activate 
    tmpRow = ActiveCell.Row 
    Range(Cells(1, 1), Cells(tmpRow, 13)).Select 
    Selection.Copy 
    Sheets("Tabelle" & i).Select 
    ActiveSheet.Paste 
    Sheets("Tabelle1").Select 
    'Range(Cells(1, 1), Cells(tmpRow, 13)).Select 
    'Range(Cells(1, 1), Cells(tmpRow, 13)).Select 
    'Selection.Delete 
    Rows("1:" & tmpRow).Select 
    Selection.Delete Shift:=xlUp 
    'Selection.Delete 
Next 
End Sub 
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Anhang B: Anlagenbilder Luftvorwärmer 
 
 
Bild B.1: Luftwege 
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Bild B.2: Temperaturmessstellen
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