ABSTRACT Vaguelette-wavelet deconvolution (VWD) is known as a transform-based image restoration technique that involves applying wavelet-domain denoising to an observed image, followed by the Fourier-domain blur inversion, which can prevent noise amplification in conventional Fourier-domain deconvolution techniques. However, the direct application of VWD often results in poorly restored images because of the artifacts that result from the denoising and inversion stages. In this paper, we thus propose a new image deconvolution technique based on VWD that applies a cycle-spinning and averaging technique and a compressive-sampling-based recovery technique to suppress these artifacts. The experimental results revealed that the proposed technique outperforms the existing deconvolution techniques in terms of both restored image quality and computational cost.
I. INTRODUCTION
Image deconvolution is a fundamental operation in image processing that is utilized in a wide range of applications including microscopy [1] , astronomy [2] , medical imaging [3] , remote sensing [4] , and many others [5] , [6] . The goal of this operation is to restore a latent non-blurred and noiseless image from an observed image that has been degraded by a linear system and noise. Typically, such degradation includes motion or out-of-focus blur and thermal noise in an imaging device.
Observed images are often modeled by the convolution of a latent non-blurred and noiseless image with a blur impulse response followed by noise corruption [7] . For such a model, many deconvolution techniques have been proposed in the literature, which can be classified into two categories: blind [8] - [11] and non-blind [12] - [16] deconvolutions. The former requires no extra information regarding impulse responses, whereas the latter assumes that the blur impulse response is available in the deconvolution. Nevertheless, non-blind deconvolution techniques are of practical importance, as they are often utilized as a building block in blind deconvolution.
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A typical non-blind deconvolution approach comprises blur inversion in the Fourier domain and denoising. In [12] - [14] , regularized blur inversion is first applied to an observed image, followed by denoising of the inverted image. However, these techniques require high computational cost, as they employ computationally intensive denoising techniques, e.g., block-matching and 3D filtering (BM3D) [17] .
Chesneau et al. proposed a novel image deconvolution technique in [15] , [16] , referred to as vaguelette-wavelet deconvolution (VWD). This technique first performs wavelet-domain denoising based on Stein block thresholding (SBT) [18] followed by Fourier-domain blur inversion. Chesneau et al. demonstrated that VWD outperforms conventional deconvolution techniques, such as those presented in [12] , in terms of restored image quality and computational cost. In this paper, we refer to the denoising framework utilized in [15] as SBT-based denoising.
However, as will be discussed in Section II-A, VWD has the following major limitations: 1) SBT-based denoising often produces a severe artifact known as pseudo-Gibbs oscillation (PGO) [19] , which degrades images restored by VWD. 2) The inversion stage assumes that the blur impulse response has no zeros in the Fourier domain. However, actual blur impulse responses may have some zeros, leading to unstable inversion in the Fourier domain.
To overcome these limitations, we propose in this paper a new image deconvolution technique based on VWD that introduces a) a cycle-spinning and averaging technique [19] to suppress PGO, and b) a recovery technique based on compressive sampling (CS) [20] to achieve stable Fourier-domain inversion. As will be briefly discussed in Section II-B, various CS-based deconvolution techniques have been proposed in the literature, such as those described in [21] - [23] . The proposed technique and these conventional techniques are commonly formulated as regularized optimization problems. However, our approach differs from the conventional approaches in the sense that it excludes the blur impulse response from the fidelity term, which is elaborated in Section III-D. This difference leads to higher restored image quality than that obtained using existing CS-based techniques, which is discussed in more detail in Section IV-C.2.
The rest of this paper is organized as follows. Section II briefly reviews VWD [15] and CS-based deconvolution techniques [21] - [23] , and Section III describes the proposed technique. Section IV provides experimental results and compares the proposed technique with several existing deconvolution techniques. Finally, Section V concludes this paper.
II. REVIEW OF VWD AND CS-BASED TECHNIQUES
Let x n 1 ,n 2 and y n 1 ,n 2 be a latent non-blurred image and an observed image, respectively, where n 1 and n 2 represent the vertical and horizontal indices, respectively. In this paper, the image size is assumed to be N × N , where N is a powerof-two integer. The image y is a degraded version of x, and is modeled as
where h is an impulse response representing the blur, represents the convolution operation, and z denotes additive noise that is assumed to be zero-mean Gaussian white noise with a standard deviation σ .
A. REVIEW OF VWD
VWD [15] is based on vaguelette-wavelet decomposition [24] , which is often used to solve a linear inverse problem. Here, let ϑ j 0 ,k 1 ,k 2 and θ j,i,k 1 ,k 2 denote 2D wavelet coefficients of h x, which are shown in Figure 1 based on subband decomposition. In Figure 1 , j = j 0 , j 0 + 1, · · · , J * represent the decomposition scales with j 0 and J * as the coarsest and finest scales, respectively, i = 1, 2, and 3 correspond to the subbands ''HL'', ''LH'', and ''HH'', respectively, and
are indices in the wavelet domain. In this paper, we utilize J * = log 2 N − 1, as indicated in Figure 1 . The vaguelette-wavelet decomposition represents the original image x rather than h x in terms of ϑ, θ, and the corresponding wavelet basis convolved with the inverse of h [24] . Chesneau et al. [15] proposed VWD to estimate a restored imagex for (1) , and derived an error bound between x andx in the vaguelette-wavelet domain. As discussed in Section I, VWD first applies SBT-based denoising to the observed image y, followed by Fourier-domain inversion. Letθ j 0 ,k 1 ,k 2 andθ j,i,k 1 ,k 2 be the wavelet coefficients of the observed image y. SBT-based denoising performs the following shrinkage forθ to denoise y:
where λ * is a constant, (a) + = max (a, 0), and BLK represents the non-overlapping L × L block includingθ j,i,k 1 ,k 2 in each subband (see [15] for more details). L and j 0 are given by L = √ 2 log N and j 0 = log 2 L , respectively. A denoised imageŷ can be obtained by the inverse wavelet transform for ϑ andθ . VWD then restoresx by deconvolving h forŷ in the Fourier domain. LetŶ l 1 ,l 2 and H l 1 ,l 2 be the discrete Fourier transforms (DFTs) ofŷ and h, respectively. Here, the DFT is defined as
VWD assumes that H has no zeros and then computeŝ
The restored imagex is finally obtained by applying the inverse DFT toX .
As mentioned in Section I, VWD has limitations concerning SBT-based denoising and Fourier-domain inversion: 1) SBT-based denoising often produces an undesired artifact inŷ, i.e., under and overshoots around a neighborhood of discontinuities; this artifact is referred to as PGO [19] , and it severely degradesx.
2) The inversion stage assumes that H has no zeros for simplifying the derivation of the error bound in VWD. However, as the actual blur may have some zeros in H , the inversion becomes a singular operation at the zeros, as suggested in [15] . Not only zeros, but also near-zero values severely affect the inversion because they amplify undesired frequency components. Zeros and near-zero values must, therefore, be avoided in the inversion.
B. REVIEW OF CS-BASED TECHNIQUES
Ma and Dimet [21] proposed a curvelet-based deconvolution technique, referred to as Poisson singular integral deblurring (PSID). In this technique, the restored imagex is obtained from partially sampled DFT coefficients of the observed image y. PSID restoresx by approximately solving the following 1 -norm minimization problem:
where x 1,C is the 1 -norm of the curvelet coefficients ofx, X l 1 ,l 2 and Y l 1 ,l 2 are the DFTs ofx and y, respectively, and µ is a regularization parameter. Chen et al. [22] proposed another technique based on an p -norm minimization strategy (1 ≤ p ≤ 2). By employing the DFT operator as a structurally random matrix [25] , the optimization problem can be written aŝ
where x p is the p -norm ofx, h x 1,W is the 1 -norm of the wavelet coefficients of h x, and λ is a regularization parameter. A similar technique can be found in [23] .
It should be noted that the fidelity terms in (5) and (6) in terms of the DFT coefficients commonly include H l 1 ,l 2 , which differs from our approach, as will be discussed in Section III-D.
III. PROPOSED TECHNIQUE
This section introduces a new image deconvolution technique based on VWD that avoids the limitations of the original VWD technique. The proposed technique is based on the following strategies. a) Coifman and Donoho [19] proposed a technique, referred to as cycle-spinning and averaging, for reducing PGO caused by wavelet-domain denoising. This technique is applied to the original SBT-based denoising in VWD to suppress PGO inŷ. b) To achieve stable Fourier-domain inversion, the proposed technique introduces a CS-based recovery approach, in which the restored imagex is obtained by solving an optimization problem for a set of partially sampled DFT coefficients. The details of these methods are presented in the following subsections.
A. SUPPRESSION OF PGO BY CYCLE-SPINNING AND AVERAGING
In a transformed domain, quantization or shrinkage of transform coefficients often produces a ringing artifact, which is referred to as PGO in a wavelet domain. As seen in Figure 2 (a), the SBT-based denoising technique also suffers from PGO, which degrades the quality ofx restored by the original VWD technique. To suppress PGO, the cycle-spinning and averaging technique was utilized for 1D signals in [19] . In this paper, the technique is extended to 2D images and applied to the original SBT-based denoising as follows. Let δ n 1 , δ n 2 = 0, 1, · · · , δ max be the shift values for the n 1 and n 2 directions in the image domain, respectively. By using δ n 1 and δ n 2 , the observed image y n 1 ,n 2 is shifted to y n 1 ,n 2 with
Each shifted image y n 1 ,n 2 undergoes SBT-based denoising and is unshifted to the original pixel alignment. These images are then averaged to obtain the denoised imageŷ. In this technique, although SBT-based denoising produces PGO in each denoised image, the PGO is canceled out by the averaging operation. In this paper, this denoising framework is referred to as modified SBT-based denoising. Figure 2 (b) shows an image that has been denoised using our modified SBT-based denoising with δ max = 3, where the noticeable PGO in Figure 2 (a) has been effectively eliminated. The maximum shift value δ max is optimized in Section IV-A.
B. REALIZATION OF STABLE INVERSION BASED ON CS
In [20] , Poon proposed a CS-based image recovery technique based on the partial DFT coefficients of an image. This technique was formulated as a minimization problem of the total variation (TV) norm [26] and a fidelity term for a set of uniformly and randomly sampled DFT coefficients of an original image. A similar recovery technique is utilized in this paper to avoid the impact of zeros and near-zero values in H .
We first define a set of indices (l 1 , l 2 ) for the DFT coefficients H as follows:
where τ is a prescribed positive constant. It should be noted that the Fourier-domain inversion
is always possible and stable on the set , as the zeros and near-zero values of H can be excluded by setting a suitable value for τ . By regardingX l 1 ,l 2 in (9) as partial information of the DFT of the latent non-blurred and noiseless image x, the proposed technique formulates the following CS-based minimization problem:
to restorex, where x TV denotes the TV norm ofx.
As in [20] , an iterative optimization technique, referred to as the split Bregman method [27] , is utilized to solve the problem (10) . The iteration in the method is terminated when the convergence criterion
is satisfied, wherex (ρ) represents the restored image in the ρ-th iteration, and is a prescribed threshold. As τ and µ in (8) and (10) are highly dependent on the images to be restored, determining the optimal values is very difficult. Thus, the parameters are empirically determined in Section IV-B. Figure 3 depicts the original VWD and our techniques. Introducing the cycle-spinning and averaging technique and the CS-based recovery technique alleviates the limitations involving PGO and inversion instability in the original VWD approach. As shown in Figure 3(b) , our technique comprises four building blocks, i.e., the original SBT-based denoising, cycle-spinning and averaging, Fourier-domain partial inversion, and CS-based recovery. Our technique can be readily implemented by realizing each building block based on the discussion in Sections III-A and III-B.
C. SUMMARY OF THE PROPOSED TECHNIQUE

D. RELATION TO EXISTING CS-BASED TECHNIQUES
To stably perform the essential operatioñ
in Fourier-domain deconvolution, the existing techniques in [21] - [23] formulate the fidelity terms in (5) and (6) by modifying (12) as
In contrast, in the proposed technique, becauseX l 1 ,l 2 in (12) always exists on the set , the differencẽ
is utilized in the fidelity term. To the best of our knowledge, the fidelity term based on (14) has not been utilized in other CS-based deconvolution techniques. Although the difference between (13) and (14) may appear trivial, it severely affects the restored image quality: H l 1 ,l 2 in (13) functions as a weighting factor forX l 1 ,l 2 in the existing techniques. Being the DFT of the blur impulse response h, H l 1 ,l 2 is typically of a low-pass nature, and the fidelity terms in (5) and (6) emphasize the low-frequency components inX l 1 ,l 2 . This behavior of H l 1 ,l 2 causes the restored images to be unsharp in the existing techniques. In contrast, in our technique, because H l 1 ,l 2 is excluded in (10) and (14), high-frequency components can be preserved inX l 1 ,l 2 , resulting in sharp restored images. This result will be further discussed in Section IV-C.2.
IV. EXPERIMENTAL RESULTS
In this section, the proposed technique is compared with several existing deconvolution techniques to demonstrate its effectiveness. The parameters in the proposed technique were optimized prior to comparison. All experiments were conducted on a MacBook with a 1.1 GHz Intel Core m3 CPU and 8 GB RAM.
Throughout this section, the 8-bit grayscale images in Figure 4 are utilized as ideal non-blurred and noiseless (original) images. These images were generated by cropping a 256 × 256 region from each of the original images in [28] . Figure 5 presents the blur impulse responses utilized in the experiments, each of which is summarized in Table 1 . The impulse responses were first convolved with each image in Figure 4 , resulting in 36 blurred images. Then, they were corrupted by zero-mean Gaussian noise with σ = 1, 3, and 5 to obtain a total of 108 test images. 6-th order Symmlet [31] is utilized in our modified SBT-based denoising similar to that in [15] . The image size N = 256 leads to L = 3 and j 0 = 1 in (2).
A. OPTIMIZATION FOR δ max
We first optimized the maximum shift value δ max in (7). Our modified SBT-based denoising was applied to all the test images by varying δ max from 0 to 5 to determine the optimal value. The PSNR [dB] between h x andŷ was utilized to quantitatively evaluate the reduction of PGO. Figure 6 illustrates PSNRs averaged over the test images for each δ max and σ . δ max = 3 was selected as the optimal value irrespective of σ as it provides a sufficiently large PSNR with low computational cost.
B. OPTIMIZATION FOR τ AND µ
To determine the optimal values for τ and µ, the proposed CS-based inversion technique was applied to the results denoised in Section IV-A with τ and µ being varied from 0.02 to 0.14 and from 1 to 100, respectively, wherein the threshold in (11) was set to 10 −3 . For each τ and µ, the PSNRs between the original and restored images were averaged over the test images with the same σ , which are presented in Figure 7 . Table 2 lists the optimal τ and µ for each σ determined from Figure 7 . 
C. COMPARISONS WITH EXISTING TECHNIQUES
In this subsection, the proposed technique optimized in previous subsections is compared with several existing deconvolution techniques, including iterative decoupled deblurring BM3D (IDD-BM3D) [13] , multi-Wiener Stein's unbiased risk estimate and linear expansion of thresholds (MW-SURE-LET) [14] , and the CS-based deconvolution technique referred to as PSID [21] . It should be noted that our comparison does not include the original VWD technique, as it cannot function with H containing zeros; the blur impulse responses in Figure 5 actually have zeros in the Fourier domain.
1) OVERVIEW OF EXISTING TECHNIQUES TO BE COMPARED
IDD-BM3D [13] comprises least-square-based blur inversion and BM3D-based denoising as substeps. These substeps were decoupled based on a game theoretic equilibrium condition; thus, this technique alternatively and iteratively solves the substep problems to obtain the restored imagex. The former substep problem can be solved in the DFT domain while the solution of the latter problem can be obtained by thresholding 3D transformation coefficients for each 3D array.
MW-SURE-LET [14] utilizes a set of images obtained by applying multi-Wiener filtering for the observed image y. These images are first denoised in the wavelet domain by using a denoising function, and then the denoised images are linearly combined to obtain the restored imagex. The denoising function and coefficients of the linear combination are optimized based on the SURE-LET minimization technique.
PSID [21] is a CS-based deconvolution technique formulated as (5) . As the minimization problem (5) can be decomposed into blur inversion and denoising substeps, they are solved by the DFT and thresholding in the curvelet domain, respectively, to estimate the restored imagex.
The parameters in each of the techniques were optimized prior to comparison based on the optimization strategy in [13] , [14] , [21] .
2) RESULTS
The performance of each technique is evaluated based on the PSNR between the original and restored images. Owing to space limitations, the PSNRs of 108 test images are averaged over the original images (Figure 4 ) and the blur impulse responses ( Figure 5 ) for each σ and technique, as shown in Tables 3 and 4 , respectively. Note that the bold letters in Tables 3 and 4 show the best value in each column and σ . Table 5 presents the PSNR and the running time [s] averaged over all the test images for each technique. The proposed technique provides the highest PSNR with the lowest computational complexity among the four techniques being compared in Table 5 . of our approach in terms of visual image quality. Such an advantage of our technique can be attributed to the fact that the DFT of the blur impulse response, i.e., H l 1 ,l 2 , is excluded from the fidelity term as discussed in Section III-D.
These results clearly indicate that the proposed technique is superior in terms of objective and subjective image qualities and computational complexity.
V. CONCLUSIONS
VWD is known as an efficient image deconvolution technique. However, it suffers from limitations in terms of PGO and instability in Fourier-domain inversion. To overcome these limitations, we proposed a modified version of the original VWD technique that uses a cycle-spinning and averaging technique and a stable CS-based inversion technique. Although many other CS-based deconvolution techniques have been proposed in the literature, our technique differs in the sense that the DFT of the blur impulse response is removed in the fidelity term of our optimization problem. Consequently, our technique produces higher restored image quality than that obtained using other techniques.
The experimental results presented in this paper demonstrate the advantages of our technique over existing approaches.
Although this paper focuses on non-blind deconvolution, the blur impulse response is not actually known in real-world imaging. An extension of the proposed technique to blind deconvolution would thus be useful and will be investigated in future work.
