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ABSTRACT 
Greedy quasigroups arose out of a desire to better understand certain combinatorial games. 
In this thesis, I will discuss some basic combinatorial game theory to provide motivation, and 
quasigroup theory as background information. Greedy quasigroups have remarkable algebraic 
properties. In particular, I will answer the question of the existence of subquasigroups and 
isomorphism classes of greedy quasigroups. 
1 
CHAPTER 1. Motivation 
1.1 Definitions 
In John H. Conway's book "On Numbers and Games"(ONAG) he introduces the theory of 
combinatorial games. Several games are introduced with their theory explained. First I should 
specify what is meant by a combinatorial game. 
Definition 1.1.1. A combinatorial game is a game which satisfies the following conditions: 
l. The game is between exactly two players, often they are called Left and Right. 
2. There are several positions and a given starting position. Usually there are only finitely 
many positions. 
3. There is a set of rules which determine the allowable legal moves. It is possible, and 
frequently the case, that Left can have a different set of options than Right at a given 
position. 
4. Left and Right move alternately. 
5. The first player to be unable to move loses. This is referred to as normal play. 
(We can also specify that the last player to move loses; that is the first player without a 
move wins. This is called misere play.) 
6. The game is such that it must end with one player the winner: there are no draws. 
7. There is complete information about the game; there is no bluffing. 
8. Nothing is left to chance. 
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(Guy, R. K. , 1991, p.2). 
Most games people are familiar with are not combinatorial games, since they violate one 
of the conditions. Most games played with cards has chance built into the game. Games 
like Tic-Tac-Toe and chess can end in a draw. Games like Go are not properly combinatorial 
games since the winner of Go is not the last player to move, but the player with the most 
space. (However, Go can be analyzed using the techniques of combinatorial games). 
Games are an extension of Conway's expression of numbers, which is a generalization of 
Dedekind's cuts. All numbers defined in this way are also games, but there are games which are 
not numbers. Historically, games were developed first, and numbers came out of the definition 
of games. 
To express a game, we can write a given position in a combinatorial game as 
where each Li is a position Left could put the game into if it were his turn, and each Rj is a 
position that Right could put the game in if it were her turn. We write xL for a typical left 
option of the game and xR for a typical right option. We can write G = { cL I cR}. 
The simplest game is { 010} = {I} = 0. As Conway says, "I courteously offer you the first 
move, and call upon you to make it." (Conway, J. H. , 2001, p.72). The next simplest game 
is { {I} I} = { 0 \} = 1. In this game, Left can move to the 0 game on his turn, but Right 
can't do anything if it is his turn. In this case Left wins no matter who starts, so the game is, 
by convention, a positive game. Similarly, {I {I}} = {lo} = -1. A positive game is a game 
that Left can win no matter who starts, and a negative game is a game that Right can win no 
matter who starts. We write G > 0 for a positive game, G < 0 for a negative game, and G = 0 
for the zero game. 
We can also create the game { 0 I 0}. In this game, the first player must move the game to 
0, causing the other player to lose. This game is not positive, since Right can win if he starts. 
Similarly, it is not negative. It is not zero, since the first player wins rather than loses. We 
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thus need a fourth category of games. We call such games fuzzy. We define*= { olo }· 
For a fuzzy game, we write G II 0. We write G II> 0 for a game that is positive or fuzzy, 
and G 2:: 0 has the usual meaning. So G 2:: 0 means that Left will always win provided Right 
starts, and G II> 0 means that Left wins provided Left starts. Fuzzy games are examples of 
games that are not numbers. While all numbers are games, not all games are numbers. The 
game * is such an example. 
Games can be inductively built up from games already in existence. So far I have discussed 
two iterations of this creation process. There are 22 games created in the next creation process. 
I will not discuss them all, but will give some insight into where the theory is going. 
Consider the new games created next: { 011}, { 1Jo}, {-1J1} and { 1J - 1 }· In game 
{ 011} Left wins no matter what. We give this game value!, similarly {-110} = -!. There 
is a sense in which there is a half move advantage in these games. See Example 1.2. 7 for an 
explanation. 
In game { -111}, when either player moves, the game is put into a position that is a win 
for the other player. Thus this game has the same outcome as the 0 game, so { -111} = 0. In 
this game each player wants to give the other one the move. However, in the game { 1 J - 1} 
it is to a player's benefit to move, as the moving player's position will improve. Consider 
{ 100 I - 100}. This game has a lot at stake, since both players stand to gain 100. 
1.2 Some basic facts about games 
All games are constructed from simpler games. Game 0 came into existence on the 0th 
iteration. Games 1,-1,*, came into existence on the first iteration and so on. Each game that 
comes in to existence on the nth iteration can only have games the have come into existence 
on previous iterations as its options. I will define some relations on games inductively based 
on the options of the games. 
Definition 1.2.1. We define the negative of a game G by -G = {-cRI - cL }· 
I will now prove some basis facts about combinatorial games. The proofs rely on the fact 
that the games are finite and are thus inductively built up from the 0 game. When we apply 
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induction, the base case is always the empty set and our claims are vacuously true for the 
empty set. We suppose the claim is true for all options of G and reason from there. 
Theorem 1.2.2. In any game G either the game is a win for Left, a win for Right, a win for 
the first player, or a loss for the first player. 
Proof. This is equivalent to the statement: For every game G, either G 2 0 or G <II 0 and 
either G :S 0 or G II> 0. 
Suppose the claim is true for all cL, cR. I want to show that either there is a winning first 
move for Left (G II 0) or that there is not (G :S O).Then if any CL 2 0, Left can win by moving 
to this GL, and following the winning strategy that exists since the game is either positive or 
a 0 game with Right starting. If not, then every CL <II 0, and Right has a winning strategy 
since the position is either fuzzy or in Right's favor. Right simply waits for Left to move and 
applies the winning strategy. The other pair is proven in the same way. The four classes are 
all available and there are no other possibilities. D 
The following table explains the outcome classes. 
Right Starts 
Left has a Right has a 
winning stragegy winning strategy 
Left starts 
Right has a winning strategy G=O G<O 
Left has a winning strategy G>O G II 0 
Table 1.1 Outcome classes 
1.2.1 Sums of games 
We can imagine playing two or more games at once. This leads us to the idea of a sum of 
games. Imagine two games, G, H are placed on a table. When it is Left 's turn to move, he 
selects one game and makes a legal move in it. Then Right does the same. She selects one of 
the games and makes a legal move in it. This sum is called the disjunctive sum or just sum. 
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We can write this as G + H = { GL + H, G + HL\cR + H, G +HR}· Note that this is an 
inductive definition. Left will leave one game alone and move to a left option in the other. 
We now prove some basic facts about sums of games. The proofs usually are based on 
discussing the strategies of playing the games. 
Theorem 1.2.3. For all games G, G - G = 0. 
Proof. The moves for one player in G become legal for te opponent in -G, and vice versa. 
The second player can always win in G - G, by playing the corresponding move in the other 
game. If Left moves to some GL, Right then is able to move to -GL in the other part. D 
Theorem 1.2.4. If G 2: 0 and H 2: 0 then G + H 2: 0. 
Proof. The assumptions say that if Right starts in either component, Left can win in that 
component. (See Table 1.1). The claim is that if Right starts in G + H, Left can still win. 
Left's strategy is to play in the component Right moves in, following the winning strategy. In 
this way, Left will always have a response to Right. Thus Left wins. D 
Theorem 1.2.5. If H is a zero game, then G + H has the same outcome as G. 
Proof. The player that can win in G always responds appropriately if his opponent plays in 
G, only playing in H if his opponent plays there first and then following the winning strategy. 
This strategy guarantees the that the winner of G will win G + H. D 
Definition 1.2.6. We say two games G, H are equivalent if G - H is a zero game. We say 
these games have the same value. 
Example 1.2. 7. Consider the situation { ol 1} + { o\ 1} + { \o}. By the definitions this should 
be a 0 game, i.e. a second player win. I will now verify this by looking possible moves and 
responses. If Left starts, the game becomes { 0 I 1} + { \ 0}, Right moves to 1 + { \ 0} = 1 +-1 = 0 
with Left to move, so Left loses. If Right starts, moving to { 0\1} + { 0 \ 1} lets Left move to 
{ 0\1} where Right moves to 1 and loses. So Right moves to { 0\1} + 1 + { \ 1}, where Left can 
move to 0 + 1 + { \ 0} = 1 + -1 = 0, so Right loses. This method of determining the winner by 
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looking at the game-tree is cumbersome. Knowing the value of games allows you to determine 
winning strategies more easily. 
We must distinguish between the value of a game and its form. The games { -111} , {I} 
both have value 0, but are in different forms. 
From the above theorems, we can see that games form a commutative group under addition 
if we look at the values of games. Games also form a partially ordered set. Note that since we 
can have G II H, we can have games that are not comparable, so we do not get a total order. 
The game * = { olo} is important and interesting. As remarked above, * II 0. Note that 
* + * = {*I*} = 0 since either player moves to *, giving the win to the other player. 
1.3 Examples of games 
Combinatorial games are divided into two types, partisan games where Left and Right 
have different options, and impartial games where Left and Right have the same options. An 
impartial game is thus in the form G = {A, B, C, ... 1A, B, C, ... } We simplify the notation to 
G ={A, B, C, ... }. The game*= { olo} is a typical impartial game. The games I will discuss 
are impartial games. 
1.3.1 Nim 
One of the most important and best known games is Nim. Nim is played with piles of sticks 
or counters. A player may take as many counters as desired from any one pile or "nim-heap". 
Then the next player moves the same way. Since Nim is a combinatorial game, in ordinary 
play, the last player to make a move wins. 
The strategy for Nim with two piles is well-known: make the heaps equal size after your 
turn, once this is done, we can always equalize the piles, thus assuring that if your opponent 
can take a counter, there is a corresponding one for you to take in the other heap, thus assuring 
you will always be able to move. However, if you are stuck with the move and equal heaps, 
then you have no hope against a knowledgable opponent. If this is the case, then you have a 
lost position. 
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When there are more than two piles, we have to use more sophisticated strategy. To see 
what this is, we first analyze the 2-heap version of Nim further. We characterize positions by 
the sense of advantage the player to move has. The empty position is given a value 0 since the 
player to move has no advantage. With just one stone on the table, the player with the move 
has the advantage, so this is a fuzzy position. We give it the value 1*. Similarly for a pile of 
k stones, the player to move takes all k counters and wins. Note that this is the only winning 
move, taking fewer allows the other player to take the rest and win. We give this position the 
value h. Now what if there are two piles? We compute the nim-sum of the piles. This is given 
in Table 1.2. I have left the *'s off the values to make the table more readable. 
+ 0 1 2 3 4 
0 0 1 2 3 4 
1 1 0 3 2 5 
2 2 3 0 1 6 
3 3 2 1 0 7 
4 4 5 6 7 0 
Table 1.2 Nim addition 
Note that the nim-sum is commutative. This makes sense since the order of the piles on 
the table doesn't matter. This sum tells whether the first player can win and helps decide the 
winning move. 
We have already remarked that two equal piles is a loss, so each of these has value 0 and 
this is reflected in the table. The nim sum tells us that the two piles confer the same advantage 
as a single pile with that many counters. How is the table constructed? The construction is 
very simple. Place a 0 in the upper left corner and apply the "mex-rule" 
The mex of a set of natural numbers is the minimal excluded natural number of the set, 
that is the least number not in the set. By the well-ordering principle, the mex must exist and 
is well-defined. To fill in the table, put the mex of all numbers to the left and above the entry 
in question. Formally this may be written % = mex( { qkj }t-:,~ U {qikH;:~). 
Nim-addition also corresponds to binary addition without carrying. Since binary addition 
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is associative, nim-addition is associative as well. Note that with this fact nim-addition is an 
abelian group with 0 as the identity and each element is its own inverse. It makes sense that 
nim-sums should be associative since there is not a grouping imposed on the heaps at the start 
of the game. 
Finding the nim-sum tells us how many to put in a single heap next to our other piles to 
make a 0 game. If the nim-sum of a game is n*, adding a pile of n counters makes the new 
game have value n * +n* = 0 because nim addition is associative. 
This tells us how to play multi-heap Nim: find the nim-sum of any two heaps, combining 
them into a single heap with the same value, and repeat the process until all heaps are accounted 
for. If the value is 0, you are lost against a clever opponent. Any move you make will cause 
the position to have a non-zero value, which is a win for your opponent. Your opponent can 
then reduce the position back to a position with value 0. If the value is positive, there is a way 
to reduce the value to 0, since the game is a first player win. Thus you must be able to put the 
game into a position that is a second player win with your opponent to move, the definition of 
a zero game. 
We can also play Nim under the misere condition. One way to look at this is to imagine 
that one of the counters is poisoned and that taking it poisons the player. One might think 
that this version would be totally different or that the strategy is somehow "opposite" that of 
regular nim. In fact it isn't. Keeping the piles even is the correct strategy, until there are two 
piles of size two. In this case, respond the opposite way you would in normal play. In normal 
play, if your opponent took both counters, you would take both and win, in misere play you 
take one, leaving the poisoned one behind, and if he took one, you would take one in normal 
play, but in misere play, you would take two leaving the poisoned one behind. 
To construct the table this time note that having an empty game is good, since then your 
opponent lost. Call this 1. If there is an empty heap and a heap of one pile, you must take the 
last counter and lose, so this position is also lost. Note that two piles of one heap is a win, and 
the remaining states have the same value as in nim. Construct the table using the mex-rule. 
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+ 0 1 2 3 4 
0 1 0 2 3 4 
1 0 1 3 2 5 
2 2 3 0 1 6 
3 3 2 1 0 7 
4 4 5 6 7 0 
Table 1.3 Misere Nim 
Now, each of these tables for Nim form a quasigroup. (See the next chapter for background 
information on quasigroups.) The table for nim-addition is actually an abelian group as re-
marked above. A natural question is whether or not the misere table is a group, and if it is, 
whether it is isomorphic to ordinary nim-addition. This is a reasonable conjecture, since the 
strategy for both games is the same, except at the key moment. 
1.3.2 Digital Deletions 
The game of Digital Deletions is played on a string of digits. In Conway the theory is 
described for decimal digits, but there is no reason to restrict ourselves to decimal digits in 
general. For now, however, we will discuss the decimal digit game. (The theory for the general 
game is essentially the same). The game is played on a string of digits, say 314159. The player 
to move may strictly decrease any one digit or may delete a zero and all digits to the right. 
This game is clearly an impartial game. Its values are values of Nim-heaps. 
If we precede some string with value *X, (the value of a Nim-heap with x counters), 
with some digit n, the resulting string is a function of x. We call this function f n· xfn = 
{ x' f n, xfn-1, ... , xfi, xfo}, where x' is any option of a position of value x. We can build a table 
for these values. The inductive definition for fn tells us that each entry is the mex of the 
entries above it and to the left with the exception that 0 can never appear in the first row. 
Of course if we were playing in base 16, for instance, we would need 6 more rows. The most 
obvious feature of this table is that it is not symmetric. Conway says this about the game: 
"We can deduce that the entries in each line are ultimately arithmetico-periodic, so that the 
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x Jo Ji h h J4 Js J6 h Js Jg 
0 1 0 2 3 4 5 6 7 8 9 
1 2 1 0 4 3 6 5 8 7 10 
2 3 2 1 0 5 4 7 6 9 8 
3 4 3 5 1 0 2 8 9 6 7 
4 5 4 3 2 1 0 9 10 11 6 
5 6 5 4 7 2 1 0 3 10 11 
6 7 6 8 5 9 3 1 0 2 4 
7 8 7 6 9 10 11 2 1 0 3 
8 9 8 7 6 11 10 3 2 1 0 
9 10 9 11 8 6 7 4 5 3 1 
Table 1.4 Digital Deletions 
game has in principle a complete theory. Perhaps the reader will find out exactly where the 
periodicity occurs. But apart from the formulae xJo = x+l, xh = x+32, (x+9)h = (x+9)h 
for x 2: 3 there seem to be no easy answers" (Conway, J. H., 2001, p.192). (Here +3 is addition 
base 3 without carrying.) 
We can use these to find the value of any position and thus the right move to make. 
Example 1.3.1. Consider 314159. To compute the value, realize that the empty position has 
value 0. We append a 9 to this position, getting a value of 9. Then we append a 5 to this 
position getting a value of 7, and so forth. The value is OJgJsfif4fif3. To evaluate: 
0 -----t 9 -----t 7 -----t 7 -----t 10 -----t 10 -----t 12 
Jg Js Ji J4 Ji fa 
(1.1) 
The position has value 12. To get the right move we imagine that the position really has a 
value 0 and work backwards getting a new chain. 
0f--2f--2f--5f--5f--0f--8 
J3 Jl J4 Jl Js Jg 
(1.2) 
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Now we want to find a way onto the second chain. We need to find a legal move. 
12-
h 10 Jy 10 Jy 7 
/jg /f6 
0---2 2 5---
h h h h 
5---o 
fs 
---8 
Jg 
(1.3) 
You see most transitions from the top row to the bottom row force increases in numbers, 
but we can reduce the 9 to a 1. This move puts us in the bottom row which has value 0. Thus 
we will win! 
It is interesting that there is only one good move and 22 bad moves. In longer strings the 
difference between the number of good moves and bad gets larger. In 8315553613086720000 
the only two good moves are to decrease the 7 to a 6 and to delete the last two zeros while 
there are 65 losing moves! It would certainly be nice to have a simple rule for determining 
what move to make. 
1.3.3 Nim in disguise 
I will eventually show that all short non-partisan games are equivalent to Nim. (A short 
game is a game with finitely many positions.) First we will give some motivation for this 
theorem. Several games look like a different game, but are really a poorly disguised version 
of Nim. The first is Poker Nim. The game is played exactly like Nim, except each player has 
a finite reserve of counters which may be added to any heap. This has no effect since if a 
player is winning, he doesn't need to ever add counters. If his opponent adds counters, he can 
simply remove the counters added, restoring the position, and reducing the number of reserve 
counters in his opponent's cache. 
Northcutt's Game is played with checkers on the rows of a chessboard between White and 
Black, each only moving their own color. Players may only move back and forth along the 
rows without jumping. A checker can not move along the columns. The game ends when one 
player can't move, since all his checkers are pinned against the edge of the board. This game 
is like Poker Nim, where the spaces between the checkers are the sizes of the nim-heaps, and 
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the spaces behind each checker are the reserve counters. (This is a slightly restricted version 
of Poker-Nim). 
Northcutt's Game is potentially infinite in length, since players could alternately advance 
and retreat a particular checker. In Poker Nim, if you allow a player to replace counters he 
has removed, the same situation may arise. However, this is not a significant problem in 
analysis. The key factor is that one player may not indefinitely prolong the game. In Poker 
Nim, eventually the chip reserve will be exhausted, and the player must take from the board 
again. The player with the advantage can always force a win in finite time. 
Now these games give us intuition that maybe any such game is Nim in disguise. 
Theorem 1.3.2. Let G be any game played with a finite collection of non-negative integers so 
that each move affects exactly one of the numbers and changes the number to a different one. 
Any decrease of the number is allowed. Additionally, we may be able to increase the value of 
a number. However, the game is such that is always ends. (We can not increase and decrease 
the same number infinitely often.) The outcome of any position in G is the same as that of 
the position in Nim with the same number value. 
Proof. This game is a generalization of Poker Nim. As in Poker Nim, the player with the 
winning strategy does not need to increase any number. He can simply follow the winning 
strategy for Nim. If his opponent adds to a number, he can simply reduce it to restore the 
position. Since the rules guarantee an eventual end to the game, this insures he can win. D 
Remark 1.3.3. In Poker Nim, the ending condition can be guaranteed by making the counter 
reserves finite and specifying that removed counters are out of play. 
We call the increases in the above game reversible moves. Now we are ready to prove the 
general theorem. 
Theorem 1.3.4. Each (short) impartial game G is equivalent in play to some Nim-heap. 
Proof. Let G = {A, B, C, ... }. Suppose the claim is true for all the options, A, B, C, ... of 
G. Thus these positions are equivalent to Nim-heaps of sizes a, b, c, ... respectively. Let n = 
mex{a, b, c, ... }. We now show G is equivalent to a Nim-heap of size n. 
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Certainly all the numbers 0, 1, ... , n-1 appear among the numbers a, b, c, .. ., so any decrease 
is possible. It is not possible to move to n; but perhaps some of a, b, c, ... are greater than n. In 
any case, we now have the situation from Theorem 1.3.2. By that theorem, we have a situation 
like that of a nim-heap of size n. D 
Note that these theorems are slightly more restricted than Northcutt's Game and Poker 
Nim. Each of these could be infinite if played poorly. The analysis still holds, however. 
The above theorem says that Digital Deletions is really a cleverly disguised version of Nim. 
From the description of the strategy, we learned how to compute the nim-value of a given 
position. Knowing this, we could move to a 0 position if possible and win the game. Any game 
we devise can be played well if we can convert positions into nim-values. 
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CHAPTER 2. Quasigroup Theory 
2.1 Definitions 
In algebra there is the concept of a group, a set with an associative binary operation with 
inverses. This concept can be generalized by only requiring the that right multiplications and 
left multiplications be bijections. The operation does not need to be associative. Such a set 
with the operation, typically called multiplication, denoted · or by juxtaposition, is called a 
quasigroup. All groups are quasigroups. However, the set of integers with the subtraction 
operation is not a group, since it is not associative, but it is a quasigroup. A quasigroup can 
be expressed as the ordered pair consisting of the set and the operation, ( Q, ·). 
We can define two maps on a quasigroup, left and right multiplication by an element. 
First, we define the right multiplication, R( x) : Q ----+ Q; y f-t yx. Left multiplication is defined 
similarly: L(x) : Q----+ Q; y f-t xy. Both L(x) and R(x) are members of Q!, the set of bijections 
from Q to Q. 
Definition 2.1.1. Let (Q, ·)be a quasigroup. The map R: Q----+ Q!;x f-t R(x) defines the 
right multiplication. Similarly we can define left multiplication. 
R(x), L(x) are permutations of the quasigroup for all x E Q. 
Proposition 2.1.2. The map R from Definition 2.1.1 is an injection. 
Proof. First note that from the definition of a quasigroup left multiplication is a bijection. 
Now: 
qR(x) = qR(y) ~ qx = qy ~ xL(q) = yL(q) ~ x = y. 
Similarly since right multiplication is a bijection, L is an injection. 0 
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The disjoint union of the images of R and L denoted R( Q) 1±1 L( Q) is the generating set for 
a free group. We denote this free group G or UMlt(Q, ·). This group is known as the universal 
multiplication group of Q. 
We can extend the embeddings of R( Q) '---+ Q! and L( Q) '---+ Q! by extending their disjoint 
union (L( Q) '---+ Q!) 1±1 (R( Q) '---+ Q!) to a group homomorphism G _, Q! by using the freeness of 
G. The image of this homomorphism may not be all of Q!. The image of the homomorphism 
is called the multiplication group of Q, denoted by Mlt(Q, ·) = G. G is the subgroup of Q! 
generated by L(Q) U R(Q). (Note that this union is not necessarily disjoint.) 
2.2 Quasigroup homomorphisms 
Although homomorphic images of groups are groups, this is not true in general for quasi-
groups. In order to study quasigroups together with homomorphism, another, equivalent 
definition of a quasigroup is necessary. 
Definition 2.2.1. Consider a quasigroup ( Q, ·). We can introduce two new operations on the 
quasigroup, left division and right division. 
Right division is the operation/: Q2 _, Q; (x,y) ...._. x/y = xR(y)-1 . 
Left division is the operation\: Q2 _, Q; (y,x) ...._. y\x = xL(y)- 1 . 
Right division undoes multiplication on the right, while left division undoes multiplication 
on the left. If Q is commutative, x/y = y\x. But it is not true in general that x/y = x\y. 
Consider a set Q equipped with the operations ·, /, \. 
Proposition 2.2.2. The set (Q, ·, /, \) satisfies the following: 
IL: y\(y · x) = x IR: x = (x · y)/y 
SL: y · (y\x) = x SR: x = (x/y) · y 
Proposition 2.2.3. A set with multiplication is a quasigroup if and only if it carries left and 
right divisions satisfying the identities of Proposition 2. 2. 2. 
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It is useful to consider the left and right divisions as well as the multiplication operation 
when considering a quasigroup. 
Definition 2.2.4. A quasigroup homomorphism¢: Q---> Pis a set map between Q and P so 
that (xy)¢ = x¢ ·yep; (x/y)¢ = x¢/y¢ and (x\y)¢ = x¢\y¢. 
We can look at a subset of Q and see if it is still a quasigroup, but we need closure in all 
three operations. 
Definition 2.2.5. A subset S of Q is a subquasigroup if and only if Sis closed under all three 
operations, ·, /, \, of Q. We write S :S: Q. 
2.3 Quasigroup congruences 
Definition 2.3.1. A congruence on a quasigroup Q is an equivalence relation a on Q so that 
a :S: Q2 . The quotient Qa of quasigroup Q by congruence a forms the quasigroup ( Qa, ·, /, \) on 
the equivalence classes of Q with well-defined operations xa ·ya = ( x · y )a; xa /ya = ( x / y )a and 
xa\ya = (x\yr. A quasigroup is simple if Q2 and the diagonal, Q, are the only congruences 
of Q. 
We want to show that quasigroups behave nicely. We want to look at congruence relations 
on quasigroups. To discuss the congruence relations on a quasigroup, we introduce a special 
class of elements of the multiplication group of Q. Let 
p(y, z) = R(y\y)-1 R(y\z). 
Now since yR(y\y) = y · (y\y) = y we have that y = yR(y\y)R(y\y)-1 = yR(y\y)-1. Thus 
yp(y, z) = yR(y\y)- 1 R(y\z) = yR(y\z) = z. Also p(y, y) = R(y\y)- 1 R(y\y) = 1. 
We are ready for a new operation based on p: 
(x, y, z)P = xp(y, z). 
From this definition it can be seen that (y, y, z)P = (z, y, y)P = z for ally, z E Q. 
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Lemma 2.3.2. The operation P preserves quasigroup congruences. That is if XiO'.Yi for 1 :S 
i :S 3, then (x1, x2, x3)Pa(y1, Y2·Y3)P. 
Proof. (x1,x2,x3)P = x1p(x1,x3) = x1R(x2\x2)-1R(x2\x3) = (xi/(x2\x2)) · (x2\x3). Now 
since congruences are preserved by each ·, / and \, the lemma is proven. D 
We can find the relation product o of two relations, a, /3, as follows: 
xa o {3y {:::;> :Jz. xaz/3y 
Definition 2.3.3. Congruence relations are said to be permutable if a o f3 = /3 o a. 
Proposition 2.3.4. The congruence relations on a quasigroup are permutable. 
Proof. Let Q be a quasigroup and let a and /3 be congruence relations on Q with xay and 
yf3z. 
Now since xaxf3x and zaz/3z, we have that z = (x, x, z)Pa(x, y, z)pf3(x, z, z)P = x, so 
za o {3x. Thus xa o /3z implies x/3 o az. Similarly, x/3 o az implies xa o /3z, so a o /3 = /3 o a. D 
An interesting effect of the P operation is the following characterization of quasigroup 
congruences. 
Proposition 2.3.5. Let Q be a quasigroup. Then a subquasigroup of Q2 is a congruence of Q 
if and only if it contains the diagonal subquasigroup Q. 
Proof. A congruence is a reflexive relation and there,fore contains the diagonal. Conversely, 
suppose that Q :S a :S Q2 . It must be shown that a is symmetric and transitive. If xay, 
we have y = (x, x, y)Pa(x, y, y)P = x, so yax. Lastly, if xay and yaz, we have x 
(x, y, y)Pa(y, y, z)P = z, so xaz. Thus a is a congruence. D 
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CHAPTER 3. Greedy Quasigroups 
The addition tables for Nim and misere Nim as well as that of Digital Deletions were all 
generated by a greedy algorithm with certain initial conditions. This raises the question, what 
happens if we determine the initial state of the table and apply the mex-rule to generate the 
table? We will certainly get a quasigroup. What algebraic properties does this quasigroup 
have? Do we get new quasigroups when we start with different initial conditions? Are there 
subquasigroups? When do they appear? Finally, what initial conditions describe interesting 
games and can we apply quasigroup theory to already existing combinatorial games? 
3.1 Generation of greedy quasigroups 
We can generate quasigroups using the mex-rule as follows. Place an element s in the 
multiplication table at 0 · 0. This element is called the seed. For each entry % let % = 
mex( { qkj} 1~1 U { qik }{;;-,~). Each quasigroup will be identified by its seed, since this seed deter-
mines the rest of the elements. So Q 8 specifies the quasigroup generated with seed s. When 
necessary, I will specify operations in the same manner. Thus, ·8 is the multiplication on the 
quasigroup Qs. 
There are other initial conditions and restrictions that can be specified. For instance, 
Digital Deletions specifies that the first row cannot contain a 0. One has to be careful specifying 
restrictions. The table for Digital Deletions is not quite a quasigroup, since a 0 does not appear 
in the first column, so right multiplication by 0 is not bijective. This will be explored further. 
This thesis will only focus on the case where 0 · 0 is specified. 
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Example 3.1.1. The first 11 rows and 11 columns of Q2: 
2 0 1 3 4 5 6 7 8 9 10 11 
0 1 2 4 3 6 5 8 7 10 9 12 
1 2 0 5 6 3 4 9 10 7 8 13 
3 4 5 0 1 2 7 6 9 8 11 10 
4 3 6 1 0 7 2 5 11 12 13 8 
5 6 3 2 7 0 1 4 12 11 14 9 
6 5 4 7 2 1 0 3 13 14 12 15 
7 8 9 6 5 4 3 0 1 2 15 14 
8 7 10 9 11 12 13 1 0 3 2 4 
9 10 7 8 12 11 14 2 3 0 1 5 
10 9 8 11 13 14 12 15 2 1 0 3 
11 12 13 19 8 9 15 14 4 4 3 0 
Table 3.1 Part of the table for Q2 
By their construction, greedy quasigroups are commutative. However greedy quasigroups 
are not associative. In Q8 , (0 · 0) · s + 1 = s · s + 1 # 0 · s + 1 = 0 · (0 · s + 1) (for s # 0). 
However, there are associating triples. Commutativity tells us that (ab)a = a(ab) = a(ba). In 
fact, many triples are associating, and many are not. 
3.2 Column structure of greedy quasigroups. 
We can start analyzing these quasigroups by looking at their columns. We can see some 
interesting patterns in the first few columns. In this thesis, the first column is the 0th column 
since it is the column representing right multiplication by 0. 
Lemma 3.2.1. For 0 < x::; s, s · 0 = x - 1. For x > s, x · 0 = x. 
Proof. Since O·O = s, 1 ·0 = 0, and applying the mex rule to each successive term, we have that 
x·O = mex{s,O, 1, ... ,O·x-1 = x-2} = x-1. For x = s+l, O·x = mex{s,O, 1, ... s-1} = s+l. 
Thus by induction, we can see that 0 · x = x for x > s. 
Lemma 3.2.2. For 0::; x::; s, x · 1 = x. For x > s, x. 1 = {x + 1 
x-1 
D 
x - s =2 1 
x - s =2 0 
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Proof. 0 · 1 = 0 (for s =f 0). Then by induction, for x ::; s: x · 1 = mex{O, 1, ... , x - 1, 0 · x = 
x-1}=x. Forx>s: 
s + 1·1=mex{O,1, ... , s, (s + 1) · 0=s+1} = s + 2. 
s + 2 · 1=mex{O,1, ... , s, s + 2, s + 2 · O} = s + 1. 
So, by induction, for x - s =2 1, x · 1 = mex{O, 1, ... , x - 1, x · O} = x + 1, and for x - s =2 0 
x · 1=mex{O,1, 2, ... , x - 3 + 1, x - 2 - 1, x - 1+1, x · O} = x - 1. D 
Remark 3.2.3. From these lemmas we can see some sort of identity structure. While there 
is no identity element in Q8 , x · 1 = x for x::; s and y · 0 = y for y > s. 
From these lemmas, we can draw the following conclusion: 
Theorem 3.2.4. For x ;::: 2, x · x = 0. 
Proof. 0 · 1 = 0 = 1 · 0. Thus the first place a 0 can appear in the second column is the second 
row, so it must appear there. Then the first place zero can and must appear in the third 
column is the third row. Fill in the first n columns by induction. The first place 0 can appear 
in the n + 1st column is in the n + 1st row. Thus, by induction n · n = 0 for all n 2: 2. D 
Thus there is a unique element that is the square of infinitely many elements of any greedy 
quasigroup. This element is identified with zero. We say that an element is nilpotent if its 
square is 0. In fact, 0 is the only element that is the square of more than one element. 
This fact is very important and plays a key role in most of the proofs in this paper. 
Remark 3.2.5. It appears that at some point, the first n+ 1 elements in a column are precisely 
the numbers 0, 1, ... , n. When this happens, I say the column is complete at entry n. 
For x · 2, the structure is a bit less organized, since this column depends on the first 
two columns. Nevertheless, it can still be worked out. This column's structure allows us to 
discuss the possibility of subquasigroups. The structure of the second column depends on the 
congruence class of the seed mod 3. 
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{
x + 1 x =30,1: 
Lemma 3.2.6. For x < s, x · 2 = 
x - 2 x =3 2. 
Proof. First, we have that 0 · 2 = mex{ s, O} = 1; 1·2=mex{O,1, 1} = 2; 2 · 2 = 0. 
Now, by induction, 
3n · 2 =mex({3n · 0,3n · 1} U {(3n - i) · 2}y~ 1 ) 
=mex( {3n - 1, 3n} U { (3n - 3i) · 2}i=l 
U {(3n - 3i + 1) · 2}i=1 U {(3n - 3i + 2) · 2}i=1 ) 
=mex( {3n - 1, 3n} U {3n - 3i + 1 }f=1 U {3n - 3i + 2}i=1 U {3n - 3i}i=1 ) 
=3n + l. 
(3n + 1) · 2 =mex({3n, 3n + 1} U {(3n + 1- i) · 2}f~i 1 ) 
=mex( {3n, 3n + 1} U {(3n + 1 - (3i + 1)) · 2}f=o 
U {(3n + 1 - (3i - 1)) · 2}f=1 U{(3n+1 - 3i)) · 2}f=1 ) 
=mex( {3n, 3n + 1} U {3n - 3i + 1 }i=o U {3n - 3i}i=1 U {3n - 3i + 2}f=1 ) 
=3n + 2. 
(3n + 2) · 2 =mex( {3n + 1, 3n + 2} U {(3n + 2 - i) · 2}f~i2 ) 
=mex( {3n + 1, 3n + 2} U {(3n + 2 - (3i + 1)) · 2}i=1 
U {(3n + 2 - (3i + 2)) · 2}i=o U {(3n + 2 - 3i) · 2}f=1) 
=mex( {3n + 1, 3n} U {3n - 3i + 2}i=o U {3n - 3i + 1 }i=o U {3n - 3i}f=1) 
=3n. 
D 
Remark 3.2. 7. For 3n + 2 < s, {3n · 2, 3n + 1·2,3n + 2 · 2} = {3n + 1, 3n + 2, 3n }, so after 
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each additional set of three terms, the column becomes complete again. 
The post-seed behavior of the second column depends on the equivalence class of the seed 
mod 3. I will take each one in turn. 
Lemma 3.2.8. The structure of column 2 after the seed is as follows: 
For s ::=3 0 and s ::=3 1 and x > s + 1: 
{
x + 1 x - s =2 0: 
x·2 = 
x - 1 x - s =2 1. 
Proof. For s ::=3 0: 
s · 2 =s + 1 from above; 
s + 1·2 =mex( {s + 1·0, s + 1·1} U {s · 2} U {(s - i) · 2}i=i) 
=mex( { s + 1, s + 2, s + 1} U { s - i}i=1) = s; 
s + 2 · 2 =mex( {s + 2 · 0, s + 2 · 1} U {s + 1·2, s · 2} U {(s - i) · 2}i=1) 
=mex( { s + 2, s + 1, s, s + 1} U { s - i}i=1) = s + 3; 
s + 3 · 2 =mex( { s + 3 · 0, s + 3 · 1} U { s · 2, s + 1 · 2, s + 2 · 2} U {(s - i) · 2}i=1 ) 
=mex( { s + 3, s + 4, s + 1, s, s + 3} U { s - i}i=1 ) = s + 2. 
At this point, the column is compete. Since this column depends on the 0th and 1st columns 
and the 1st column depends on the distance from the seed mod 2, we can replace s + 2 and 
s + 3 by the congruence classes of their distance from the seed mod 2 and repeat the argument. 
Fors ::=3 1: 
s + 1 · 2 =mex( { s + 1, s + 2} U { s - i}i=2 U { s - 1 · 2, s · 2}) 
=mex( { s + 1, s + 2, s, s + 1} U { s - i}f=2 ) = s - 1. 
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Note that the column is complete at this point. 
s + 2 · 2 =mex( { s + 2 · 0, s + 2 · 1} U { (s + 2 - i) · 2}:;!-f) 
=mex( { s + 2, s + 1} U { s + 2 - i}f;!-f) = s + 3. 
s + 3 · 2 =mex( { s + 3 · 0, s + 3 · 1} U { ( s + 3 - i) · 2} :;!-f) 
=mex( { s + 3, s + 4, s + 3} U { s + 2 - i}f;!-f) = s + 2. 
Again, the column is complete at this point. We can replace s + 2, s + 3 with the congruence 
classes of their distance from the seed mod 2 and repeat the argument. 
{
x + 2 x - s =:4 1, 2; 
Lemma 3.2.9. Fors =:3 2, and x > s, x · 2 = 
x - 2 x - s =:4 3, 0. 
Proof. First note that { ( s - i) · 2}7=0 = { s - ilf=o· Then: 
s + 1 · 2 =mex( { s + 1·0,s+1 · 1} U { (s + 1 - i) · 2}:;!-{) 
=mex( { s + 1, s + 2} U { s - i}i=0 ) = s + 3; 
s + 2 · 2 =mex( { s + 2 · 0, s + 1 · 1} U { ( s + 2 - i) · 2}f:f) 
=mex( { s + 2, s + 1, s + 3} U { s - i}i=0) = s + 4; 
s + 3 · 2 =mex( { s + 3 · 0, s + 3 · 1} U { s + 3 - i}f:f) 
=mex( { s + 3.s + 4, s + 3, s + 4} U { s - i}i=0 ) = s + 1; 
s + 4 · 2 =mex( { s + 4 · 0, s + 4 · 1} U { s + 4 - i}::{) 
=mex( { s + 4.s + 3, s + 3, s + 4, s + 1} U { s - i}i=0 ) = s + 2. 
D 
At this point, the column is complete. Now we can replace x with the congruence class of its 
distance from the seed mod 4 and repeat this argument. D 
Column 3 is the last column that I will analyze in this paper. Its structure is slightly more 
difficult than the previous columns. I am going to look at column 3 for s =: 3 2 only, since this 
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is the only case I will need for future theorems. For each of these lemmas, suppose that the 
seed is large. 
Lemma 3.2.10. Some preliminary calculations: s·3=2;1·3=3, 2·2 = 4, 3·3 = 0, 4.3 = 1. 
Proof. 
0 · 3 = mex({O · 0,0 · 1,0 · 2}) = mex({s,O, 1}) = 2. 
1 · 3 = mex( {1 · 0, 1 · 1, 1 · 2, 0 · 3}) = mex( {O, 1, 2, 2}) = 3. 
2 · 3 = mex( {2 · 0, 2 · 1, 2 · 2, 0 · 3, 1 · 3}) = mex( {1, 2, 0, 2, 3}) = 4. 
3. 3 = 0. 
4 · 3 = mex( { 4 · 0, 4 · 1, 4 · 2, 0 · 3, 1 · 3, 2 · 3, 3 · 3}) = mex( {3, 4, 5, 2, 3, 4, O}) = 1. 
Remark 3.2.11. At this point column 3 is complete. 
Lemma 3.2.12. For 5::; x::; s: 
x+l x =:g 5, 8; 
x+2 x =:g 6, 1,2; 
x·3 = 
x-2 x =:g 7, 0, 4; 
x-1 x =:g 3. 
Remark 3.2.13. After each ninth step the column becomes complete. 
D 
Proof. Suppose this pattern holds up to x, where x =:9 5 and x < s. (Suppose also that 
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x + 9 < s.) Note that x ::::3 2. 
x · 3 = mex( { x · 0, x · 1, x · 2} U { x - i · 3}i=1) 
= mex({x - l,x,x - 2} U {x - i}i=1) = x + 1; 
x + 1 · 3 = mex( { x + 1 · 0, x + 1 · 1, x + 1 · 2} U { x + 1 - i · 3}f~}) 
= mex( { x, x + 1, x + 2, x + 1} U {x - i}i=1) = x + 3; 
x + 2 · 3 = mex( {x + 2 · 0, x + 2 · 1, x + 2 · 2} U {x + 2 - i · 3}f!12 ) 
= mex({x + l,x + 2,x + 3,x + l,x + 3} U {x - i}i=1) = x; 
x + 3 · 3 = mex( { x + 3 · 0, x + 3 · 1, x + 3 · 2} U { x + 3 - i · 3}f!{) 
= mex( { x + 2, x + 3, x + 1, x + 1, x + 3, x} U { x - i}i=1) = x + 4; 
x + 4 · 3 = mex( { x + 4 · 0, x + 4 · 1, x + 4 · 2} U { x + 4 - i · 3}f!14 ) 
= mex({x + 3,x + 4,x + 5,x + l,x + 3,x,x + 4} U {x - i}i=1 ) = x + 2. 
At this point column 3 is complete again. 
x + 5 · 3 = mex( {x + 5 · 0, x + 5 · 1, x + 5 · 2} U {x + 5 - i · 3}f!i5) 
= mex( {x + 4, x + 5, x + 6} U {x + 4 - i}f!{) = x + 7; 
x + 6 · 3 = mex({x + 6 · O,x + 6 · l,x + 6 · 2} U {x + 6- i · 3}f!~) 
= mex( {x + 5, x + 6, x + 4, x + 7} U {x + 4- i}f!14 ) = x + 8; 
x + 7 · 3 = mex( {x + 7 · 0, x + 7 · 1, x + 7 · 2} U {x + 7 - i · 3}f!{) 
= mex( {x + 6, x + 7, x + 8, x + 7, x + 8} U {x + 4 - i}f!14 ) = x + 5; 
x + 8 · 3 = mex( { x + 8 · 0, x + 8 · 1, x + 8 · 2} U { x + 8 - i · 3}f!18 ) 
= mex( {x + 7, x + 8, x + 9, x + 7, x + 8, x + 5} U {x + 4 - i}f!{) = x + 6. 
At this point, column three is complete again. The next calculation to consider is x + 9 · 3, 
and the pattern hold by induction. D 
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Now, we know that s =:3 2, then s =:g 2, 5, 8. Each case yields a different pattern after the 
row containing the seed. 
Lemma 3.2.14. Fors =:g 2: 
{
x - 2 x - s =:4 1, 2; 
x·3 = 
x + 2 x - s =:4 3, 0. 
Proof. 
s + 1 · 3 = mex( { s + 1 · 0, s + 1 · 1, s + 1 · 2} U { s + 1 - i · 3} f !{) 
= mex( { s + 1, s + 2, s + 3} U { s - i}i=2 U { s - 1 · 3, s · 3}) 
= mex( { s + 1, s + 2, s + 3} U { s - i}i=2 U { s + 1, s + 2}) = s - 1; 
s + 2 · 3 = mex( { s + 2 · 0, s + 2 · 1, s + 2 · 2} U { s + 2 - i · 3H!i) 
= mex( { s + 2, s + 1, s + 4} U { s - i}i=2 U { s - 1 · 3, s · 3s + 1 · 3}) 
= mex( { s + 2, s + 1, s + 4} U {s - i}i=2 U {s + 1, s + 2, s - 1}) = s. 
At this point, the column is complete. 
s + 3 · 3 = mex( { s + 3 · 0, s + 3 · 1, s + 3 · 2} U { s + 3 - i · 3}f!l) 
= mex( { s + 3, s + 4, s + 1} U { s + 3 - i}f;;D = s + 5; 
s + 4 · 3 = mex( { s + 4 · 0, s + 4 · 1, s + 4 · 2} U { s + 4 - i · 3}f!{) 
= mex( {s + 4, s + 3, s + 2} U {s + 2 - i}f!i U {s + 3 · 3}) 
= mex( { s + 4, s + 3, s + 1} U { s + 2 - i}i=2 U { s + 5}) = s + 6; 
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s + 5 · 3 = mex( { s + 5 · 0, s + 5 · 1, s + 5 · 2} U { s + 5 - i · 3}f!f) 
= mex( { s + 5, s + 6, s + 7} U { s + 2 - i}f!f U { s + 3 · 3, s + 4 · 3}) 
= mex( { s + 5, s + 6, s + 7} U { s + 2 - i}i=2 U { s + 5, s + 6}) = s + 3; 
s + 6 · 3 = mex( { s + 6 · 0, s + 6 · 1, s + 6 · 2} U { s + 6 - i · 3}f!~) 
= mex( { s + 6, s + 5, s + 8} U { s + 2 - i}f!f U { s + 3 · 3, s + 4 · 3, s + 5 · 3}) 
= mex( { s + 6, s + 5, s + 8} U { s + 2 - i}i=2 U { s + 5, s + 6, s + 3}) = s + 4. 
Column 3 is complete to this point. Since columns 0-2 depend on the distance from the 
seed mod 2 and 4, we can replace s + 3 through s + 6 above with any representative of the 
congruence classes of their distances from the seed mod 4 and get the same results. Thus the 
pattern repeats indefinitely. 
Lemma 3.2.15. Fors :::=g 5: 
{
x - 1 x - s =2 1; 
x·3 = 
x + 1 x - s =2 0. 
Proof. 
s + 1 · 3 = mex( { s + 1 · 0, s + 1 · 1, s + 1 · 2} U { s + 1 - i · 3}f!i) 
= mex( { s + 1, s + 2, s + 3} U { s - i · 3}i=1 U { s · 3}) 
= mex( { s + 1, s + 2, s + 3, s + 1} U { s - i} f= 1 = s; 
s + 2 · 3 = mex( { s + 2 · 0, s + 2 · 1, s + 2 · 2} U { s + 2 - i · 3}f!f) 
= mex( { s + 2, s + 1, s + 4} U { s - i · 3}i=1 U { s · 3, s + 1 · 3}) 
= mex( { s + 2, s + 1, s + 4, s + 1, s} U { s - i}i=1 = s + 3; 
s + 3 · 3 = mex( { s + 3 · 0, s + 3 · 1, s + 3 · 2} U { s + 3 - i · 3}f!f) 
= mex( { s + 3, s + 4, s + 1} U { s - i · 3}i=1 U { s · 3, s + 1 · 3, s + 2 · 3}) 
= mex ( { s + 3, s + 4, s + 1, s + 1, s, s + 3} U { s - i }i= 1 = s + 2. 
0 
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At this point, column 3 is complete. We look at the next four to establish that the pattern 
repeats. 
s + 4 · 3 = mex( {s + 4 · 0, s + 4 · 1, s + 4 · 2} U {s + 4 - i · 3}f!{) 
= mex( { s + 4, s + 3, s + 2} U { s + 4 - i · 3}f!{) 
= mex( { s + 4, s + 3, s + 2} U { s + 4 - i}f!{ = s + 2) = s + 5; 
s + 5 · 3 = mex( { s + 5 · 0, s + 5 · 1, s + 5 · 2} U { s + 5 - i · 3}f!f) 
= mex( { s + 5, s + 6, s + 7} U { s + 5 - i · 3}f~f) 
= mex( { s + 5, s + 6, s + 7, s + 5} U { s + 4 - i} f!{ = s + 4; 
s + 6 · 3 = mex( { s + 6 · 0, s + 6 · 1, s + 6 · 2} U { s + 6 - i · 3}f!f) 
= mex( {s + 6, s + 5, s + 8} U {s + 6 - i · 3}f!f) 
= mex( {s + 6, s + 5, s + 8, s + 5, s + 4} U { s + 4 - i}f!{ = s + 7; 
s + 7 · 3 = mex( { s + 7 · 0, s + 7 · 1, s + 7 · 2} U { s + 7 - i · 3}f!{) 
= mex( {s + 7, s + 8, s + 5} U {s + 7 - i · 3}f~[) 
= mex( {s + 7, s + 8, s + 5, s + 5, s + 4, s + 7} U {s + 4 - i}f!{ = s + 6. 
Now, column 3 is complete. The elements in columns 0-2 depend on the distance from the seed 
mod 2 and 4, we can replace s + 4 through s + 7 by the congruence classes of their distances 
from the seed mod 4. 
Lemma 3.2.16. Fors =9 8, s + 1·3 = s - 1. For x 2 s + 2: x. 3 = {x + 1 
x-1 
D 
x - s =2 O; 
x - s =2 1. 
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Proof. 
s + 1 · 3 = mex( {s + 1·0, s + 1·1, s + 1·2} U {s - 4 - i}f,:t U {s - 3 · 3, s - 2 · 2, s - 1·3, s · 3}) 
= mex( { s + 1, s + 2, s + 3, s - 2, s, s - 3, s + 1} U { s - 3 - i}f,:f) = s - 1. 
At this point column 3 is complete. 
s + 2 · 3 = mex( { s + 2 · 0, s + 2 · 1, s + 2 · 2} U { s + 2 - i · 3}f~i) 
= mex( { s + 2, s + 1, s + 4} U {s + 2 - i}f~i = s + 3; 
s + 3 · 3 = mex( { s + 3 · 0, s + 3 · 1, s + 3 · 2} U { s + 3 - i · 3}f~f) 
= mex( { s + 3, s + 4, s + 1, s + 3} U { s + 2 - i}f~i = s + 2; 
s + 4 · 3 = mex( { s + 4 · 0, s + 4 · 1, s + 4 · 2} U { s + 4 - i · 3}f~t) 
= mex( { s + 4, s + 3, s + 2, s + 3, s + 2} U { s + 2 - i}f~{ = s + 5; 
s + 5 · 3 = mex( {s + 5 · 0, s + 5 · 1, s + 5 · 2} U {s + 5 - i · 3}f~f) 
= mex( { s + 5, s + 6, s + 7, s + 3, s + 2, s + 5} U { s + 2 - i}f~i = s + 4. 
Now since the elements in columns 0-2 depend on the distance from the seed mod 2 and 4, we 
can replace s + 2 through s + 5 by the congruence classes of their distances from the seed mod 
4. [] 
3.3 When are there subquasigroups? 
Looking at the tables for nim addition, we see that there is a wealth of subquasigroups. 
There are subquasigroups of size 2n for n = 0, 1, 2 .... (Actually these are subgroups). Misere 
Nim also has infinitely many subquasigroups, but the non-associativity of Qi prevents these 
from being subgroups. Does the same thing happen for Q2, Q3, ... ? If not, why not? What 
subquasigroups might exist? 
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Remark 3.3.1. In all greedy quasigroups, except Qo, 1 · 1 = 1, thus the set {1} is a sub-
quasigroup. We will refer to the empty quasigroup and {1} as the trivial subquasigroups of a 
greedy quasigroup. 
Lemma 3.3.2. If S is a non-trivial subquasigroup of Q8 , then 0 ES ands ES. 
Proof. Since Sis non-trivial, there is some element x E S, x-=/= 1. Then if x-=/= 0, x · x = 0 E S. 
Then, since 0 ES, 0 · 0 = s ES. Ifs E S, thens· s = 0 ES. D 
Lemma 3.3.3. If S is a non-trivial subquasigroup of Q8 , each of s - 1, s - 2, ... 1 E S. 
Proof. s · 0 = s - 1 ES, sos - 1·0 = s - 2 E S. In general, sR(or = s - n ES for n::::; s. D 
The above lemmas indicate that the smallest potential subquasigroup is {O, 1, ... , s }. I will 
call this the hub. The hub appears in contexts other than finding subquasigroups. It seems to 
be an essential part of the structure of a greedy quasigroup. 
Lemma 3.3.4. Fors = 0, 1, 2, the hub is a quasigroup (in fact a group isomorphic to Zs+l 
given by¢: s r-+ 0), and for s ~ 3, the hub is not a quasigroup. 
Proof. One can easily observe that the hub is a quasigroup for s = 0, 1, 2. For s ::::::3 0, 1, by 
Lemma 3.2.6 s · 2 = s + 1 which is not in the hub. By Lemma 3.2.12, for s :::::: 9 5, 8 s · 3 = s + 1, 
and for s =:g 2, s · 3 = s + 2, neither of which is in the hub. D 
Are there subquasigroups larger than the hub? I have already remarked that there are 
larger subquasigroups for Qo, Q1. It turns out that there are no subquasigroups for any other 
greedy quasigroup. 
Theorem 3.3.5. Fors~ 3 there are no non-trivial subquasigroups of Q8 , and the hub is the 
only subquasigroup of Q2. 
Proof. Consider the case s =:3 0, 1 first. By Lemma 3.3.3 any subquasigroup must contain the 
hub. Thus, for s =:3 0, 1 by Lemma 3.3.4 any subquasigroup S of Qs must contains+ 1. Thus 
1 · s + 1 = s + 2 E S. Then s + 2 · 2 = s + 3. Thus any subquasigroup, S, must contain 
0, 1, ... , s + 1, s + 2, s + 3. Let S be a subquasigroup of Q8 • Suppose we have already shown 
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that s + 2n, s + 2n + 1 E S. Now ( s + 2n + 1) · 1 = s + 2n + 2. Then ( s + 2n + 2) · 2 = s + 2n + 3. 
Thus by induction, S = Q s. 
Now for s :=3 2 and s :=g 5, 8. s + 1 · 1 = s + 2 and s + 2 · 3 = s + 3. Suppose we 
have already shown that s + 2n, s + 2n + 1 E S. Now (s + 2n + 1) · 1 = s + 2n + 2. Then 
(s + 2n + 2) · 3 = s + 2n + 3. Thus by induction, S = Q 8 • 
Finally, for s :=g 2, we know that S contains the hub sos· 3 = s + 2 ES. Nows+ 2 · 1 = 
s + 1 E S. Also s + 2 · 2 = s + 4 E S. Lastly s + 4 · 1 = s + 3 E S. Suppose we know that 
s + 4n, s + 4n + 1, s + 4n + 2, s + 4n + 3, E S. Then s + 4n + 3 · 1 = s + 4n + 4 E S. So 
s+4n+4·3 = s+4n+6 ES and s+4n+6·1 = s+4n+5 ES. Lastly, s+4n+5·2 = s+4n+7 ES. 
Thus, by induction S = Q8 • D 
This process of working through each element is called a chaining argument. I will use 
chaining arguments to prove other important facts about greedy quasigroups. 
3.4 Are greedy quasigroups isomorphic to each other? 
One natural question is whether any of the quasigroups are isomorphic. 
Since Qo is the addition table for Nim, it is a group. I have already remarked that Qi is non-
associative for i #- 0. Thus Qo is not isomorphic to any Qi. Suppose there is a homomorphism 
ep: Qi -+ Qj. What properties does it have? 
Lemma 3.4.1 (Nilpotence Lemma). 
(a) If ep is injective then there is a k E Qi such that k, kep are both nilpotent. 
(b) If ep is surjective then there is a k E Qi such that k, kep are both nilpotent. 
Proof. For i #- 0, there are only two elements k E Qi such that k · k #- 0, namely 0, 1, and 
similarly for Qj. 
(a) Let ep be injective. Let x, y E Qi. Suppose that xep, yep are not nilpotent. Let z E Qi 
be nilpotent, then zep is not xep, yep and these are the only non-nilpotent elements in Qj. 
Thus both z, zep are nilpotent. 
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(b) Since </> is surjective, at most two of the nilpotent elements of Qj can be the image of 
non-nilpotent elements of Qi. There must be nilpotent elements on Qi that are mapped 
to nilpotent elements of Qj. 
D 
Lemma 3.4.2. Let </> Qi -+ Qj be a homomorphism and Oi</> 
x<f> · x</> = Oj. 
Proof. Oj = Oi</> = ( x · x )</> = x</> · x<f>. D 
Lemma 3.4.3. If there is an element x E Qi such that x · x = 0 and x<f> · x<f> = 0, then Oi</> = Oj. 
Proof. Let k be one such element. Then Oi</> = (k · k)</> = k</> · k</> = Oj D 
Remark 3.4.4. In particular, Lemma 3.4.2 and Lemma 3.4.3 are true for surjective and 
injective homomorphisms. 
Lemma 3.4.5. For any homomorphism</>: Qi -+ Qj and i, j #- 0, 1, li</> = lj. 
Proof. This follows from the fact that li is the only idempotent element of Qi. (Everything 
else other than oi is nilpotent). D 
Lemma 3.4.6. For any surjective (injective) homomorphism </> : Qi -+ Qj, si</> = Sj. 
D 
Remark 3.4. 7. In fact, this is true if Oi</> = Oj. 
Theorem 3.4.8 (Homomorphism Theorem). 
(a) There is no injective homomorphism </> : Qi -+ Qj. 
(b) There is no surjective homomorphism </> : Qi -+ Q j. 
Proof. Note, by looking at the multiplication table for Qj, that sjL(Oj)H1 = Sj and SjL(Oi)i+l #-
Sj for i < j. Since si</> = Sj, then Sj = si</> = siR(Oi)i+1 </> = si</>R(Oi</>)i+1 = SjR(Oj)i+1 . Thus 
the hub gets mapped to the hub. Thus j + 1 Ii+ l. Perhaps we can "loop" several times, but 
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we must always complete the loop. Thus there is no injective or surjective homomorphism 
</> : Qi --+ Q j ' if i < j. 
So, suppose that j+lli+l, but j-=/= i. Note that siR(O)j-l is nilpotent. Then siR(O)j-l</> = 
si</>R(O</>)j-l = sjR(Oj)j-l = lj. This contradicts Lemma 3.4.2, since a nilpotent must be 
mapped to a nilpotent and lj is idempotent. 
D 
Corollary 3.4.9. Qi 1- Qj for i -=/= j. 
Not only are the Qi 's not isomorphic, there is no injective or surjective homomorphism 
between them. It is natural to ask whether there is any non-trivial homomorphism between 
them. Of course, there is the trivial homomorphism x<f> = 1, 'ix E Qi for any Qi, Qj. It turns 
out that this is the only homomorphism</>: Qi--+ Qj for i-=/= j, for j > 0. If j = 0, then x<f> = 0 
is the trivial homomorphism. 
Theorem 3.4.10. The only homomorphism</> : Qi --+ Qj for i -=/= j is the trivial homomor-
phism. 
Proof. If we have a nilpotent element x such that x<f> is also nilpotent, by Lemma 3.4.3 Oi</> = Oj, 
so then by Lemma 3.4.6 Si</>= Sj· Then the homomorphism fails as in Theorem 3.4.8. 
Thus for any nilpotent x, x</> is either 0 or 1. If x-=/= 0 and x</> = 0, then O</> = (x · x)</> = 
x<f>x</> = oj. Oj = Sj. Then for any nilpotent y, Sj = O</> = (y. y)</> = y</>. y<f>. So Sj is the square 
of y<f>. Thus y<f> = Oj for any nilpotent y. Now, Si</>= (Oi · Oi)</> = Oi</>Oi</> = Sj · Sj = Oj. 
However, in any Qi there are nilpotent elements x, y such that xy =Si· Then Si</>= (xy)</> = 
x<f>y</> = Oj · Oj = s j. This is a contradiction, so we can't have that x</> = Oj. Thus x<f> = 1 j for 
all nilpotent x. In particular Si</>= 1, so Oi</> = (si · si)</> = Si</>· Si</>= lj · lj = 1. Thus </>is 
trivial. D 
The driving force behind the algebraic properties seems to be the definition 0 · 0 = s, where 
0 is the unique element that is the square of infinitely many elements. This curious property 
has been the key idea in most of the above proofs. It is remarkable that such a simple property 
is so powerful. 
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Greedy quasigroups are generated by a very simple algorithm. Only one quasigroup mul-
tiplication is defined, and the rest of the table is filled in with a natural rule. Nevertheless, 
greedy quasigroups have a very interesting algebraic structure. In the next chapter we will 
show some preliminary results relating greedy quasigroups to combinatorial games. 
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CHAPTER 4. Game Theory Applications 
Greedy quasigroups arose out of a desire to better understand certain combinatorial games, 
particularly Digital Deletions. In this chapter I will discuss the relevance of greedy quasigroups 
to combinatorial games, and analyze Digital Deletions. 
4.1 Playing greedy quasigroups as games 
The game of Nim has Q0 as its addition table and misere Nim has Q1 as its addition table. 
The natural question is whether any game has Q2 as its addition table, or for that matter 
whether any Qi is an addition table for a combinatorial game. One problem that arises in such 
games comes from the nonassociativity. In Q2, ( 4 · 3) · 2 = 1 · 2 = 2 while 4 · (3 · 2) = 4 · 5 = 7. 
Thus it can be hard to certain of the Nim-value of the position. For instance, in Q5, what is the 
Q5-value of the position (4, 5, 2). If you take the position as ((4, 5), 2) you get (4·5)·2 = 2·2 = 0. 
However, if you look at it as ( 4, (5, 2)) = 4 · (5 · 2) = 4 · 3 = 1. Thus a Qi-sum of zero means less 
than it does for ordinary Nim. If one player confidently moved to ( 4, 5, 2) thinking he had a 0 
position, his opponent could move to (3, 5, 2) again being confident of having a zero position. 
But in combinatorial games, we are not supposed to be able to keep the nim-sum constant! 
Even in Q 1 , misere Nim, we have this happening, to a lesser extent. Consider the position 
(1, 1, 1) which has Qi-sum 1. Moving to (0, 1, 1) keeps the Qi-sum at 1. Consider (1, 1, 2, 3). 
We compute (1 · 1) · (2 · 3) = 0. However, we can move to (1, 2, 3) which also has Qi-sum 0. 
Yet misere Nim is playable. Can we play Qi for all i? 
I think that we can. In misere Nim, we have to change our strategy at the end. Basically 
when our pile sizes are near the hub. I believe that this same idea works for Qi: play as normal 
Nim, keeping the Qi-sum at 0, until the pile sizes get to the hub, then adopt a new, special 
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strategy. The exact nature of this special strategy is a topic for further research. 
An interesting facet of these games is the value of the empty position. An empty position in 
Q2 has value 2. Thus it should be equivalent to a nim-heap of size 2. Perhaps the larger "payoff" 
received from winning this game can be seen as a reward for playing the more complicated 
end-game strategy. 
Remark 4.1.1. The above idea is largely based on the conjecture that Qi is totally symmetric 
for values greater than the seed. 
4.2 Analysis of Digital Deletions. 
In ONAG, Conway says "The inductive definitions of fn tell us that each entry in the table 
is the mex of the numbers above and to the left of it, except that 0 is not allowed in the Jo 
line. We can deduce that the entries in each line are ultimately arithmetico-periodic, so that 
the game has in principle a complete theory." Then he goes on to say that while some columns 
can be analyzed, "there seem to be no easy answers" (Conway, J. H. , 2001, p.192). 
It turns out that greedy quasigroups play a role in Digital Deletions. If we treat the Digital 
Deletions table as a quasigroup and find its left and right division tables, we can possibly gain 
insight into its structure. The only problem is that Digital Deletions is not quite a quasigroup. 
There is no 0 in the first row. Thus there is no x in the table such that xO = 0. That is to say 
that 0/0 is undefined. Notice that 0 \ 0 = 1. In fact the only undefined division is 0/0. This 
is similar to division in a field, where division by 0 is undefined. However, in Digital Deletions 
we can always left divide by 0, and we can right divide anything but 0 by 0. So in some sense 
it is easier to divide by 0 in Digital Deletions. The right division table for Digital Deletions is 
below. 
This looks a lot like a greedy quasigroup. The only problem is that 0/0 is undefined in the 
Digital Deletions table. If we can define it properly, we can make a greedy quasigroup out of 
its left division table. Two choices come to mind. The first is -1. Certainly that fits the above 
pattern. The top row descends as we move from right to left. The other alternative is oo. If 
we make 0/0 = oo we can then fill in the greedy quasigroup as before. In this interpretation, 
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I 0 1 2 3 4 5 6 7 8 9 
0 ? 0 1 2 3 4 5 6 7 8 
1 0 1 2 3 4 5 6 7 8 9 
2 1 2 0 4 5 3 7 8 6 10 
3 2 3 4 0 1 6 8 5 9 7 
4 3 4 5 1 0 2 9 10 11 6 
5 4 5 3 6 2 0 1 9 10 11 
6 5 6 7 8 9 1 0 2 3 4 
7 6 7 8 5 10 9 2 0 1 3 
8 7 8 6 9 11 10 3 1 0 2 
9 8 9 10 7 6 11 4 3 2 0 
Table 4.1 The right division table for Digital Deletions 
we can imagine that 0 is in the 0 row at the oo position. Either definition seems appropriate. 
I personally prefer the 0/0 = oo definition. This is more consistent with the rest of greedy 
quasigroup theory, since in this quasigroup x · 1 = x for all x. In ordinary greedy quasigroups, 
this only applies for x < s, so defining 0 · 0 = s = oo is consistent with previous results. 
Since Digital Deletions is not commutative, we should not expect the left division table to 
resemble the right division table. In fact, the left division table is quite different from the right 
division table. It is given below. 
\ 0 1 2 3 4 5 6 7 8 9 
0 1 0 2 3 4 5 6 7 8 9 
1 2 1 0 4 3 6 5 8 7 10 
2 3 2 1 0 5 4 7 6 9 8 
3 4 3 5 1 0 2 8 9 6 7 
4 5 4 3 2 1 0 9 10 11 6 
5 6 5 4 7 2 1 0 3 10 11 
6 7 6 8 5 9 3 1 0 2 4 
7 8 7 6 9 10 11 2 1 0 3 
8 9 8 7 6 11 10 3 2 1 0 
9 10 9 11 8 6 7 4 5 3 1 
Table 4.2 The left division table for Digital Deletions 
This is exactly the table from Digital Deletions! Even though the structure of Digital 
Deletions may be hard to nail down directly, using the left and right division tables may help 
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us get a better understanding of its structure. Since the right division table of Digital Deletions 
is itself, the right division table of the right division table of Digital Deletions is still Digital 
Deletions. It turns out that if we look at the left division table for the left division table for 
Digital Deletions, we get Digital Deletions back again. 
I remarked above the left division table looks like a greedy quasigroup. Although it is not 
exactly a greedy quasigroup, it has many of the same properties that greedy quasigroups share. 
It has no subquasigroups, since oo never appears anywhere else in the table. Also Q00 is not 
isomorphic to any other Qi for the same reason that no two greedy quasigroups are isomorphic. 
For Q00 the hub is exactly Q00 and this is false for Q8 for finite s. Thus Q00 can be studied as 
a new greedy quasigroup. 
As I remarked above x · 1 = x for all x E Q00 • Thus Q00 has an identity. This actually 
gives us another way to look at Q00 • As we look at Q8 for larger and larger s, more elements 
are in the hub, and so are such that x · 1 = x. In some sense Q00 is the limit of this process. 
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CHAPTER 5. Summary 
Greedy quasigroups are generated using a simple algorithm, but give us some surprising re-
sults. Each one is not isomorphic to any of the others and most don't have any subquasigroups. 
Although they are generated using a very systematic algorithm, their structure becomes less 
and less ordered as one moves deeper into the table. Although they are generalizations of Nim, 
their non-associativity means they might be difficult to realize as a playable combinatorial 
game. Greedy quasigroups appear in the analysis of Digital Deletions as a right division table. 
Perhaps they appear in the analysis of other combinatorial games. 
The following questions arise: 
• How many error terms are in the multiplication table for the hub for any given s? That 
is, how many terms appear in the multiplication table for the hub that are greater than 
s? 
• Are greedy quasigroups simple? That is, are there non-trivial congruences? Are any 
non-simple? 
• Greedy quasigroups seem to be totally symmetric for entries greater than the seed. Is 
this really the case? 
• How badly non-associative are greedy quasigroups? In particular, if x, y, z > s E Q8 is it 
true that (xy)z = x(yz)? 
• If the above is true, how does it affect playing Q8 as a combinatorial game? 
• Is there a strategy if Q8 is played as a game? 
• What insights into combinatorial game theory can greedy quasigroups offer? 
40 
Digital Deletions can be seen as the quasigroup created when 0 is seeded in either the 
(0, -1) spot or the (0, oo) spot. It appears that greedy quasigroups can be generalized by 
placing the seed in some place other that the (0, 0) spot. These could be called generalized 
greedy quasigroups. What properties do these have? 
• When are two generalized greedy quasigroups isomorphic? Are they ever? We can 
certainly create the same table by different definitions. For example, if we start by placing 
1 in the (0, 1) spot, we will get the table for Nim. Are there non-trivial isomorphisms? 
• How do the size and location of the seed affect the properties of the quasigroup? 
• Does it matter if the seed is greater than or less than the corresponding Nim value? 
• What happens if we define more than one seed? 
• Do generalized greedy quasigroups appear in the analysis of combinatorial games? 
• Can we impose other conditions on the quasigroup? In particular, what if, instead of 
almost every element being nilpotent, we establish that every element is idempotent, and 
then fill in the table? This quasigroup appears to be particularly interesting. 
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