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ABSTRACT
Integrated quantum photonics is a promising platform for the development of quantumtechnologies such as quantum computation, cryptography, simulation and metrology. Theoperations performed by integrated photonic quantum devices have so far largely relied on a
discrete-variables approach, using probabilistically generated single photons as information carri-
ers. Continuous-variables (CV) quantum optics offers an alternative approach, which has shown
significant potential in recent years. Generation of squeezed light, which plays a central role in
CV quantum information protocols, has been recently reported in lithium niobate waveguides.
However, fully integrated on-chip implementations of continuous variables experiments (includ-
ing on-chip detection) have yet to be demonstrated. This thesis presents a series of techniques
which are aimed at developing the building blocks required to perform continuous-variables
experiments on a silicon chip.
First, we demonstrate a silicon-integrated homodyne detector which is suitable for performing
measurements on quantum fields. The device showed comparable shot-noise clearence and speed
to state-of-the art bulk implementations available at the time of its construction. Using this
detector, we performed on-chip homodyne tomography of coherent states.
This is followed by the introduction of an experiment aiming to perform generation and homo-
dyne tomography of single photon states within a single optical chip. Generation of single photons
with the appropriate spectral properties was demonstrated. However, the state reconstructed by
the homodye tomography showed no single-photon contribution. The chapter reports a detailed
characterisation of the experimental setup, which shows that the most likely causes of this result
are not expected to prevent the success of the experiment at a fundamental level. Basing on
the results of this characterisation, we propose a series of improvements to the setup which are
expected to solve the encountered issues.
We also present a proposal for an experiment aiming to use silicon waveguides as a medium
for generation of squeezed light. Key to the success of this experiment is a low-noise pump field.
For this reason, we present a number of improvements to a preexisting technique allowing to
suppress classical noise affecting pulsed lasers. The demonstrated experimental setup relied on a
balanced photodetector which exhibited high shot-noise clearance for low input field powers. The
specifications measured for the balanced detector and the noise suppression setup are sufficient
for performing the proposed squeezing generation experiment.
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Quantum technology is a research area seeking to harness the unique properties ofquantum systems to achieve tasks that are unfeasible by classical means [1]. Quantumcomputing, with its promise of solving classically intractable computational problems, is
perhaps the most famous [2]. A non-exhaustive list of other applications of quantum mechanics
could also include secure communication [3], high precision measurements [4] and simulation of
complex physical systems [5].
The large variety of quantum systems available in nature has led to the development of a
number of different physical implementations of quantum technologies. Among these, one of the
leading platforms is quantum optics. The quantum nature of light has been a popular testing
ground for the most fundamental properties of quantum mechanics, like quantum interference
[6] and the violation of Bell’s inequalities [7, 8]. Additionally, optical implementations of quantum
protocols spanning all branches of quantum technology have been demonstrated [9–15].
The potential of quantum optics was further boosted by the advent of integrated quantum
photonics, allowing optical experiments to be implemented on monolithic single-mode waveguide
circuits [16]. Due to the small size and inherent phase stability of these circuits, the achievable
complexity for quantum photonic devices has grown significantly [17–19]. Among the various
photonic platforms available, silicon photonics stands out as one of the most versatile [20].
To date, the majority of silicon quantum photonics experiments are based on a discrete
variables approach [17, 18, 21, 22]. This approach consists in encoding information on one or
more two-level quantum systems, called qubits [23]. In optical implementations, the physical
realisation of these qubits relies on the generation of single photons [24]. This approach allows
manipulation of quantum states with high fidelities [25], however, the techniques which can
be used to generate single photons states on silicon chips are characterised by probabilistic
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behaviours. In other words, it is impossible to predict if, at a given instant of time, a single photon
will be generated or not.
An alternative encoding approach is called continuous-variables (CV) encoding [26]. In this
approach, the quantum states used to encode information are usually squeezed states [27].
Although these states have proven more difficult to generate than single photons [28–33], their
generation is deterministic. The price of this determinism is a lower gate fidelity [26]. CV encoding
has been successfully applied to quantum information and communication protocols [34, 35] and
to quantum-enhanced measurements [36]. Generation of squeezed states within lithium niobate
waveguides has been recently demonstrated [37, 38]. However, a fully integrated CV experiment,
including on-chip detection of quantum fields, has not been shown yet.
The various pieces of work presented in this document are all aimed at developing the building
blocks required to perform CV experiments on silicon integrated devices. Chapter 2 provides the
quantum optics and silicon photonics background which is at the base of the rest of the thesis.
In chapter 3 we report the design and characterisation of an on-chip homodyne detector which
demonstrated suitable specifications for measuring quantum states of light. The detector was
successfully used to perform homodyne tomography of coherent states.
Chapter 4 presents an experiment which was aimed at performing heralded generation and
homodyne tomography of single photon states within the same photonic chip, using the homodyne
detector presented in chapter 3. To shape the temporal mode of the generated single photons into
a detectable form, the herald photons were filtered by a custom made optical filter composed of
two free-space coupled optical cavities. Generation of correlated photon pairs was shown within
the desired filter channels, however, the quantum state reconstructed by the homodyne detector
has as yet shown no single-photon contribution. The chapter includes a detailed characterisation
of the system which allowed us to determine the most likely cause of this result.
The work presented in chapter 5 is based on a technique named collinear balanced detection
(CBD), originally introduced by K. Nose et al. in 2012 [39]. This technique allows reduction of
the classical noise of a pulsed laser by letting it travel through an imbalanced Mach-Zehnder
interferometer. The chapter presents several improvements to the technique developed by Nose.
On the theoretical side, the originally presented model was expanded to explicitly describe the
evolution of the electromagnetic field through the setup. This model was used to show how the
noise suppression technique can be cascaded to suppress noise at different frequencies. The
cascaded model was then confirmed experimentally, using a fiber-based setup which allowed noise
suppression to the shot noise limit at the lowest frequency (to the best of our knowledge) ever
achieved with collinear balanced detection (CBD). The experimental setup relied on a shot-noise-
limited balanced detector which demonstrated 10 dB of shot-noise clearance across a bandwidth
of 10 MHz for 330 µW of input power. Both the practical implementation of CBD and the balanced
detector were designed to enable the realisation of a future experiment aiming at demonstrating











The purpose of this chapter is to introduce the models and technologies we will refer toin the rest of the document. Section 2.1 presents the fundamental concepts required todescribe the behaviour of the electromagnetic field from a quantum perspective. In section
2.2 we introduce the principles of transimpedance amplification of a current signal generated by
a balanced detector. Section 2.3 reviews some of the most common photonic structures which are
found in silicon optical chips.
2.1 Quantum optics
Quantum optics is the discipline studying the properties of light as a quantum-mechanical system.
The idea of an electromagnetic field energy made from a sum of discrete units was first born 1899,
when Max Planck developed a model describing the spectral density of radiation emitted by a
black body [40]. A few years later, in 1905, Albert Einstein showed how the concept introduced by
Planck could be used to explain the photoelectric effect [41]. Although these two models were
essential to the development of quantum mechanics, the following years of research tended to be
more focused on exploring the quantum properties of matter, rather than light [42].
A deeper level of understanding of the quantum nature of light was reached when, in the
1960s, G. Sudarshan [43], R. J. Glauber [44] and L. Mandel [45] used quantum mechanics to
describe the statistical properties of photodetected light. The result was the definition of quantum
states of light having properties that could not be described using classical optics. When some of
these properties were experimentally observed by Kimble, Dagenais and Mandel in 1977 [46], it
was made clear that classical optics could not provide a complete description of light, and that a
quantum approach was required.
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In this section, we will summarise results presented by various authors [47–53] to give an
overview of the quantum-mechanical description of the electromagnetic field. We will begin
our analysis by introducing the quantum field operators and their mode decompositions in
sections from 2.1.1 to 2.1.4. Sections from 2.1.5 to 2.1.8 focus on the properties of single-mode
electromagnetic fields. Finally, sections from 2.1.9 to 2.1.11 address the problem of performing
measurements on single-mode states.
2.1.1 Fields and operators
In its classical model, light is described as an oscillation of the electromagnetic field [54]. The
propagation of a classical light field is therefore described by Maxwell’s equations, which, in free
space, are expressed as







where E and B are the electromagnetic field amplitudes. For free space fields, these equations
are accompanied by the boundary condition that the field amplitudes must vanish at infinity.
In a quantum mechanical description, the state of this system will be described by a state
vector |Ψ〉, and the observable quantities E and B will be represented by two operators Ê and
B̂. The values of E and B that a measurement of |Ψ〉 would return will be probabilistically
distributed around their classical counterparts.
E = 〈Ψ|Ê |Ψ〉 B = 〈Ψ|B̂ |Ψ〉 .(2.2)
Because equations (2.1) are linear, if they apply to the expectation values of Ê and B̂, they can be
applied to the operators too. This means











B̂ =∇× Â .(2.4)
By simply substituting equations (2.4) into (2.3), we can verify that this expression of the fields
automatically satisfies the second and third Maxwell equation. The choice of Â is not unique;
any Â
′ = Â +∇φ′, where φ is a twice differentiable function, will result into the same electric
and magnetic fields – a property that is named gauge invariance. However, it can be shown that
appropriate choices of φ can lead to particularly convenient expressions for the vector potential.
An example is the Coulomb gauge, which consists in imposing
(2.5) ∇ · Â = 0.
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If this condition is imposed, then the first equation in (2.3) is also automatically satisfied, while
the fourth can be written as





This last equation is the electromagnetic wave equation.
2.1.2 Mode expansion and energy of a quantum field
Let us now consider a set A of classical solutions of (2.6), Ak(r, t), where k is an index identifying
the different elements of the set. In general, Ak(r, t) will be complex, and A∗k(r, t) ∈A . If the set




Ak âk +A∗k â†k
)
where âk and its hermitian conjugate â
†
k are operators expressing the quantum properties of the
field. The expression in (2.7) is called a mode expansion of Â and the Ak are called optical modes.










By applying the first equation in (2.4) to (2.7) we can also obtain a mode expansion for the




















The mode expansions in (2.7) and (2.9) can in principle be written in terms of any complete set
of solutions of the wave equation. However, specific choices of mode sets can lead to particularly
convenient descriptions of the field. For example, one can prove [48] that if the Ak(r, t) are
orthonormal then the operators âk and â
†
k obey the Bose commutation relations:
[âk, â
†
k′]= δk,k′ [âk, âk′]= 0.(2.12)
Let us now consider a set of monochromatic modes, defined as
(2.13) Aω(r, t)= Aω(r)e−iωt.
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where Aω(r) is a time-independent classical field such that Aω(r, t) is a solution of the wave
equation and ω is a real parameter. These modes can be proven to be orthonormal [48]. As
the parameter ω identifying the different modes has a continuous spectrum of values, the
commutation relations in (2.12) can be replaced by
[âω, â
†
ω′]= δ(ω−ω′) [âω, âω′]= 0.(2.14)







It can be shown that this mode expansion provides a particularly convenient expression for the










In other words, the Hamiltonian of a field defined on a single monochromatic mode is the hamilto-
nian of a quantum harmonic oscillator of angular frequency ω and â†ω, âω are the corresponding
creation and annihilation operators. Moreover, the Hamiltonian of a generic field corresponds to
the sum of the Hamiltonians of its monochromatic contributions. The quanta of these harmonic
oscillators are called photons.
2.1.3 Spatial mode functions and Hermite-Gaussian modes
According to the definition introduced in section 2.1.2, a mode of the electromagnetic field must
satisfy the electromagnetic wave equation, and monochromatic modes are no exception. If we
substitute (2.13) into (2.6), we find that for a given monochromatic mode Aω(r, t), its spatially
dependent component Aω(r) must satisfy
(2.17)
(∇2 +k2)Aω(r)= 0,
where k =ω/c. This condition is named Helmholtz equation and it determines the spatial distri-
bution of a monochromatic field. From now on we will refer to the solutions of the Helmholtz
equation as spatial mode functions, or simply spatial modes.
We will now focus on a set of spatial mode functions describing light fields that are common in
optics experiments. These functions are called paraxial waves and are used to describe beams of
light travelling along a specific direction with small divergence. Assuming z to be the propagation









Equation (2.19) is called paraxial approximation. By combining the Helmholtz equation with












which is known as the paraxial Helmholtz equation.
One solution of this equation describing fields that are commonly found in optics experiments
is represented by [49]























, ζ(z)= tan−1 z
z0
(2.22)
and W0 and z0 are two length parameters. For a fixed value of z, the amplitude of the spatial
distribution described by (2.21) is a gaussian function of
√
x2 + y2 , which represents the radial
distance from the z axis. The standard deviation of this gaussian function is proportional to W(z)
and it has its minimal value for z = 0, where W(z)=W0. This position is known as beam waist and
W0 is called the waist radius. The parameter z0 is referred to as Raleigh range, and it represents
the distance from the beam waist for which W(z)=p2W0.
The phase of a gaussian beam in a given point of space is expressed by




For a fixed value of φ, (2.23) represents the equation of a surface of constant phase, commonly
called wavefront. It can be shown that, as long as the paraxial approximation introduced in (2.19)
is valid, a wavefront described by (2.23) can be locally approximated by a spherical surface of
radius R(z) having its center on the z axis [49].
The gaussian beam is not the only solution of the paraxial Helmholtz equation describing a
























and Hl is the l-th order Hermite polynomial. Beams described by this solution are called Hermite-
Gaussian beams and the indexes l and m identify the order of the beam. We can immediately
notice that, for l=0 and m=0, the expression in (2.24) represents a gaussian beam. For higher











. In other words, Hermite-Gaussian beams of any order retain
the same divergence properties and curvature radius of a gaussian beam, but their amplitude
distribution is not gaussian.
Hermite-Gaussian polynomials are a complete, orthogonal set of solutions of the paraxial
Helmholtz equation [49]. This means that any monochromatic quantum field Âω = Aω(r)âω+
A∗ω(r)â
†









where the operators âω,l,m satisfy the commutation relations
[âω,l,m, â
†
ω′,l′,m′]= δ(ω−ω′)δl,l′δm,m′ [âω,l,m, âω,l,m]= 0.(2.27)
Note that each element of the sum in (2.26) is a monochromatic field and can therefore be describe
as a harmonic oscillator.
2.1.4 Non-monochromatic modes
The Hamiltonian defined in (2.16) provides us with a fairly simple description of the behaviour of
a single frequency mode. However, in real experiments fields are more commonly represented
by superpositions of different frequencies forming wavepackets [51]. Let us define a unitary
transformation U that maps the monochromatic set of modes into a set of wavepackets of complex








and U is such that
(2.29) U−1ν,ω =U∗ω,ν.
We can choose the new modes to be orthonormal so that the commutation relations in (2.12) are
maintained. Writing the hamiltonian in terms of these new modes, we obtain


















The expression in (2.30) cannot be decoupled into a sum of contributions from different modes, at
least in general, meaning that these modes cannot be treated as independent harmonic oscillators.
In most practical cases, however, their spectral distribution is localised around a central frequency
ω̄ν and is such that
|ω− ω̄ν|¿ ω̄ν ∀ω such that Uν,ω 6= 0.(2.32)
In this specific case, the mode function can be written as a monochromatic wave of frequency ω̄ν
with a slowly varying, time-dependent complex amplitude Ā :




If this is true, the Hamiltonian can be approximated by
















and the wavepacket modes can be treated as independent harmonic oscillators.
2.1.5 Single-mode quantum operators
In the previous sections we showed how a light field can be decomposed on a superposition of
modes. We also showed that, for appropriate choices of the decomposition base, these modes
can be described as independent harmonic oscillators. We now define a single mode field as a
quantum field that can be described as a single harmonic oscillator of frequency ω, amplitude
(2.35) Êω(r, t)=Eω(r, t) âωei(k·r−ωt) +E∗ω(r, t) â†ωe−i(k·r−ωt)
and Hamiltonian







In this section, we will introduce a set of operators that are essential to the description of the
properties of a single mode field.
The first operator we will define is the photon number operator
(2.37) n̂ = â†â.
The eigenvalues of this operators are all the numbers n ∈N and the corresponding eigenstates |n〉
are called Fock states. By substituting (2.37) into (2.36), it becomes evident that Fock states are
also eigenstates of Ĥ, with eigenvalue ~ω (n+1/2). This means the states |n〉 are characterised by
a well defined number n of energy quanta. For this reason, they are often called photon number
states. The application of the operators â and â† transforms these photon number states as
follows

















For a mechanical quantum oscillator, they would correspond to the normalised position and
momentum operators. By comparing equations (2.39) to (2.35), we notice that, for an electromag-
netic field, q and p are respectively proportional to the field amplitude at phases 0 and π. The
commutator between these two operators is
(2.40) [q̂, p̂]= i.
meaning that q̂ and p̂ are canonically conjugate to each other. As a consequence, the standard
deviations ∆q and ∆q of their probability distributions must satisfy
(2.41) ∆q∆p ≥ 1
2
.
The eigenstates of q̂ and p̂ form two complete orthonormal bases for the Hilbert space of the











where |q〉 is the eigenstate of q̂ with eigenvalue q and |p〉 is the eigenstate of p̂ with eigenvalue
p. Any arbitrary state |Ψ〉 can be completely described by its projection on the q̂ (or p̂) basis, the
quadrature wavefunction:
ψ(q)= 〈q |Ψ 〉 ψ̃(p)= 〈p |Ψ 〉(2.44)
The phase shift operator is defined as
(2.45) Û(θ)= e−iθn̂.
The application of Û(θ) to â results into the addition of a phase factor .
(2.46) Û†(θ)âÛ(θ)= âe−iθ
If we apply the phase-shift operator to |q〉 and |p〉, we obtain
q̂θ = Û†(θ)q̂Û(θ)= q̂cosθ+ p̂sinθ
p̂θ = Û†(θ)p̂Û(θ)=−q̂sinθ+ p̂cosθ
(2.47)
The transformation in (2.47) represents a rotation of angle θ. The rotated operators q̂θ and p̂θ
still satisfy the commutation relation in (2.40) and their eigenstates are still related by Fourier















From (2.35) we can see that
(2.49) Êω(r, t)∝ q̂θ(t),
with
(2.50) θ(t)=ωt−k ·r.
In other words, the quadrature operator q̂θ represents the normalised amplitude of the field at a
given phase θ.
2.1.6 The Wigner function
In a classical harmonic oscillator, the values of p and q can both be known with arbitrary
precision. This means the state of the oscillator can be represented by a single point in the (q,p)
space, which is commonly called phase space. Due to the relation in (2.41), this cannot be done
for a quantum harmonic oscillator. As q and p cannot be simultaneously known with arbitrary
precision, a representation of a physical quantum state in the phase space will need to be a
distribution satisfying (2.41).
Although there are multiple ways of defining a quasiprobability distribution representing a
quantum state of the (q,p), here we will focus on the one named Wigner function, after Eugene
Wigner [55]. The Wigner function is defined as

























where ρ is the density matrix representing the state and ψ is the quadrature wavefunction with
respect to q as defined in (2.44). We can immediately notice that by integrating W(q, p) over p we
obtain ∫ +∞
−∞
W(q, p)dp = ∣∣ψ(q)∣∣2(2.52)
In section 2.1.5 we mentioned that the application of the phase shift operator results in a
rotation of the q̂ and p̂ operators. This means that, if the definition in (2.51) is applied with
respect to the rotated set of operators q̂θ, p̂θ, it will result in a Wigner function that has been




In other words, the probability distribution for each quadrature can be obtained by integrating
the Wigner function over the conjugate one. This procedure is called Radon transform [56]. It is
















∣∣ψ̃(p)∣∣2 = ∫ +∞
−∞
W(q, p)dq.(2.55)











W(q, p)dqdp = 1







where ρ1 and ρ2 are the density matrices of two quantum states and W1(q, p) and W2(q, p)
the correspondent Wigner functions.
2.1.7 Single-mode states
In this section, we introduce a few of the single-mode quantum states that are most commonly
considered in quantum optics. For each type of state, we will discuss the corresponding photon
number and quadrature distributions.
2.1.7.1 Fock states
Fock states, or photon number states |n〉, have already been mentioned in section 2.1.5. They
have been defined as the eigenstates of the photon number operator, meaning that their energy
and photon number are perfectly determined.





(∆H)2 = 〈n| Ĥ2 |n〉−〈n| Ĥ |n〉2 = 0.(2.59)
The average and variance of the probability distribution for a given quadrature q̂θ can be
calculated by using the definition in (2.48):




In other words, Fock states are characterised by quadrature probability distributions centred
around 0, with variances that are independent on the phase θ. Moreover, the quadrature variances
are directly proportional to the energy associated to the state. The corresponding wavefunctions
coincide with the solutions of the Schrödinger equation for a particle in a harmonic potential:










∀θ, where Hn is the n-th order Hermite polynomial. As ψn,θ(qθ) depends on θ only through a
phase factor einθ, the corresponding probability distribution
∣∣ψn,θ(qθ)∣∣2 does not depend on θ. By
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substituting (2.61) into (2.51) it is also possible to show that the Wigner function of a Fock state
is rotationally symmetric around the origin of the phase space.
Special attention should be dedicated to the zero-order Fock state |0〉, generally referred to
as vacuum state, as many other frequently examined quantum states are obtained by applying
transformations to vacuum (see 2.1.7.2 and 5.1). The vacuum state is the ground state of the
electromagnetic oscillator, meaning it represents the state of the field where no light is present.













The quadrature probability distributions with respect to every value of the phase θ are gaussian.
The corresponding Wigner function can be obtained by substituting (2.62) into (2.51)










2 eipxdx = e
−q2−p2
π
The wigner function of the vacuum state is a gaussian function of the distance r =
√
q2 + p2 from
the origin, with standard deviation 1/
p
2 . Quantum states having Wigner functions represented
by two-dimentional gaussians and gaussian probability distributions are called gaussian states.
2.1.7.2 Coherent states
A coherent state is a quantum state defined as follows






where α is a complex parameter. The application of the operator â to a coherent state results in






n |n〉 =α |α〉 .
In other words, coherent states are eigenstates of the annihilation operator. This means that
optical loss does not alter the nature of this type of states: applying loss to a coherent state will
result into a coherent state.
Let us now introduce the displacement operator, defined as








(2.68) |α〉 = D̂(α) |0〉 .
It can be shown [53] that
D̂†(α)âD̂(α)= â+α D̂†(α)â†D̂(α)= â† +α∗(2.69)
which means
D̂†(α)q̂D̂(α)= q̂+|α|cosϑ D̂†(α) p̂D̂(α)= p̂+|α|sinϑ(2.70)
where ϑ is a real parameter such that α= |α|eiϑ. The effect of the displacement operator is to
apply a translation of distance |α| to the phase space towards the direction defined by ϑ. Therefore,
it follows from (2.68) that the Wigner function of a coherent state is obtained by operating a
translation on the vacuum Wigner function.
The averages and variances of the quadrature operators on a coherent state can be obtained
from (2.70):
〈α| q̂ |α〉 = |α|cosϑ, 〈α| q̂2 |α〉−〈α| q̂ |α〉2 = 1
2
(2.71)
〈α| p̂ |α〉 = |α|sinϑ, 〈α| p̂2 |α〉−〈α| p̂ |α〉2 = 1
2
.(2.72)
In other words, the average amplitude of the field described by a coherent state oscillates
sinusoidally with the phase parameter θ. In the limit of αÀ 1/p2 , the quantum fluctuations
in the field amplitude become negligible and the coherent state matches the description of a
classical electromagnetic wave.
Additionally, we can use (2.69) to show that
〈α| n̂ |α〉 = |α|2, 〈α| n̂2 |α〉−〈α| n̂ |α〉2 = |α|2(2.73)
.(2.74)
The photon number distribution of a coherent state follows Poissonian statistics, with average
photon number |α|2 and standard deviation |α|.
2.1.8 The beam splitter
A beam splitter is a device that receives in input two single-mode fields with annihilation operators
â1 and â2 and outputs two single-mode fields defined by â3 and â4 according to the following
transformation
a3 = t1,3â1 + r2,3â2




where t1,3, t2,4, r2,3 and r1,4 are four complex paramenters such that
t1,3 = teiφ1,3 t2,4 = teiφ2,4(2.76)
r2,3 = reiφ2,3 r1,4 = reiφ1,4 ,(2.77)
with t, r, φ1,3, φ2,3, φ1,4, φ2,4 ∈R. In other words, each of the output fields is a linear superposition
of the two input fields. Additionally,
t2 + r2 = 1 φ1,3 +φ2,4 −φ1,4 −φ2,3 =π.(2.78)
By combining (2.75) and (2.78) we obtain
(2.79) n̂3 + n̂4 = â†3â3 + â†4â4 = (t2 + r2)(â†1â1 + â†2â2)= n̂1 + n̂2,
which means that the transformation in (2.75) conserves the total energy of the field. We can also















The parameters t1,3 and t2,4 are called transmission coefficients, while r2,3 and r1,4 are
called reflection coefficient. The squared amplitudes T = t2, R = r2 are called reflectance and
transmittance and, in classical optics, quantify the fraction of energy that is transferred from one
of the input modes into each of the output modes. In quantum optics this property only applies to
the expectation values of the energies. The ratio between R and T is called splitting ratio and it
is usually expressed in the form
(2.81) 100∗R : 100∗T.
For example, a beam splitter having R = 0.5, T = 0.5 is called a 50:50 beam splitter.
It is worth noting that the values of the phases in (2.76) and (2.77) do not affect the splitting
ratio of the system. In real experiments, the values of these phases are usually dependent on
the physical implementation chosen. An example could be the interface between two materials
of different refractive indexes; if light travelling from the lower to the higher refractive index
is reflected back, it undergoes a π phase shift, while if it is reflected when travelling from the
other direction it does not. Assuming the lower refractive index corresponds to the input mode
â1, the situation is described by the matrix above with φ1,3 =φ2,4 =φ2,3 = 0. If the splitting ratio









Beam splitters used in free-space optics experiments are very often based on this kind of system.
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2.1.9 Energy measurements on quantum fields
2.1.9.1 The photodiode
A diode is a device made of two interfacing pieces of semiconductive material, one P-doped
and one N-doped. In the P-doped region there are no free electrons, so electrical conduction is
entirely carried by holes, missing electrons in the valence band of the material. These holes
can be modelled as if they were positively-charged particles. In the N-doped region, instead,
electrical current is entirely carried by electrons. In the area surrounding the interface between
the two regions, electrons and holes diffuse from their respective region into the opposite one,
recombining with each other. This effect results into an absence of charge carriers around the
interface, creating a depletion region where no current can flow. If we apply a high voltage to the
N-doped region and a low one to the P-doped region, as shown in figure 2.1, all of the carriers
will be attracted away from the junction, further extending the size of the depletion region. This
situation is called reverse bias configuration. A reverse-biased diode behaves approximately like
an open circuit.
If light illuminates the depletion region, it can be absorbed and excite an electron from the
valence band to the conduction band, creating an electron-hole pair. In other words, light can
free charge carriers in the depletion region, allowing some current to flow through the diode
even in a reverse-biased configuration. In ideal conditions, every single photon absorbed leads to
the generation of exactly one pair of carriers, meaning that the amount of charge Q∆t travelling
through the diode in a given period of time ∆t is directly proportional to the number of photons
n∆t which have been absorbed by the diode in that amount of time.










where P is the optical power absorbed by the detector. Diodes of this type are named photodiodes
and the current they generate in response to the absorption of light is called photocurrent.
The perfomances of a non-ideal photodiode are usually limited by the fact that not all of
the light that reaches its surface is absorbed; part of it can be reflected, reducing the generated
current. This effect is often quantified by the responsivity R, defined as the ratio between incident
power and current, or by the quantum efficiency η, defined as the ratio between the number of
photons absorbed and the number of charge carriers released. The two are related by [52]:
(2.85) R = ηQe
~ω




Figure 2.1: Schematical representation of a photodiode.
2.1.9.2 Time resolved energy measurements
In the model represented by equation (2.83) we imagined photons to be localised particles colliding
with the detector and we deliberately ignored their spatial and temporal distribution. In a more
rigorous quantum model however, the photon number operator associated to a single-mode field
n̂ is defined on a spatio-temporal mode function that can occupy arbitrarily large spatial regions.
On the other hand, the depletion region of a photodiode has well defined, finite dimensions, so it
only has access to a localised portion of the total energy of the field. Can we represent this energy
as a sum of localised photons? In a rigorous sense, the answer is no [57]. It can be shown, however,
that this description is approximately valid as long as the localised photon number operator is
defined over a volume of significantly larger linear dimensions than the field wavelength [50].
Let us now consider a single mode field with carrier frequency ω̄, travelling along the z
direction on a paraxial beam of mode function ES(x, y, z, t) that is localised around the z axis. Let
us also assume that a reverse-biased photodiode with surface orthogonal to the z direction is
intercepting this field at z = zpd. The area A of the photodiode surface is assumed to be larger
than the beam width. If we discretise time in intervals of duration ∆t, the energy absorbed by the
detector in each interval will be contained in a volume of length c∆t (See figure 2.2). As long as
∆t À 2π/ω, we can define a photon number operator associated with the l− th time interval [58]
(2.86) n̂l = â†l âl
where â†l and âl are the creation and annihilation operators associated to the field contained
in the k-th cylinder. By using equation (2.83), we find that n̂k is proportional to the average
photodiode current in the time interval ∆t






If the field entering the detector is defined on a wavepacket mode with annihilation operator
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Figure 2.2: Time-resolved photodetection over discrete time intervals. In the j-th interval
∆t, the photodiode absorbs the number of photons n̂ j contained in the j-th cylinder of volume
Ac∆t, where A is the detector volume and c the speed of light.











ES(x, y, zpd, t)dtdxd y,





|ΨS,l |2 = 1.





As long as the volumes the âl are defined on do not overlap, they can be considered independent
and obey the bose commutation relations defined in (2.12).
In most practical applications, ∆t can be small enough to consider ES(x, y, zpd, t) approxi-
mately constant in a single interval. In this case, we can approximate l to a continuous distribu-
tion of values. ΨS,l will be replaced by a continuous distribution ΨS(t), which we will refer to as













The commutation relations for the creation and annihilation operators are replaced by:
[â(t), â†(t′)]= δ(t− t′) [â(t), â(t′)]= 0.(2.94)







2.1.9.3 Coherent light detection and optical shot noise
Let us imagine that we are using a photodiode to perform an energy measurement on a classical
field of amplitude α(t). In a classical description of the system, the electromagnetic field has
a well defined energy density in every point of space and time. The current generated by the
photodiode will be given by [47]
(2.96) i(t)= RP(t)∝|α(t)|2
where R is the responsivity of the photodetector and P is the optical power illuminating the











where C is a proportionality constant.
We will now describe the same type of system from a quantum perspective. In section 2.1.7.2
we mentioned that the quantum state that best approximates the properties of a classical field is
a coherent state. However, the energy of a coherent state is not univocally determined. A series
of successive photon number measurements on identical copies of a coherent state α will result
into a series of poissonian-distributed random outcomes with average |α|2. In other words, the
photocurrent generated by the photodiode will correspond to the one obtained in the classical case
modulated by a random noise. This noise is called optical shot noise and is a direct consequence
of the photon number statistics of a coherent state.
Let us assume that the measured coherent state is defined on a temporal mode with wave-
function Ψα(t) reproducing the temporal behaviour of its classical counterpart. For convenience,
we will define α(t)=αΨα(t). The time-dependent photocurrent operator is given by
(2.98) î(t)= Cn̂(t)= â†(t)â(t)
where n(t) is the instantaneous photon number operator defined in (2.93). The power spectral










〈α| â†(t)â(t)â†(t+τ)â(t+τ) |α〉 ei2πντdtdτ
(2.99)
It can be shown [50] that
(2.100) â(t) |α〉 =α(t) |α〉



















The power spectral density obtained with the quantum model is equal to the classical one plus
a frequency-independent contribution of amplitude proportional to |α|2 = 〈n̂〉. This second term
corresponds to the power spectral density of the shot noise and shows two of its fundamental
properties:
1. it is white noise
2. its variance is proportional to the average photon number of the field.
2.1.10 Balanced homodyne detection
Section 2.1.9.1 describes a device that can be used to perform photon number measurements on a
quantum field. Here we will introduce a second type of device, named homodyne detector, and
we will show how this device can be used to perform quadrature measurements. The following
derivations will be based on reference [59].
A schematical representation of a homodyne detector is shown in figure 2.3. Two electromag-
netic fields, ÊS and ÊLO, with annihilation operators âS and âLO, are coupled into the two inputs
of a 50:50 beam splitter. ÊS will be called the signal field, and its state is assumed to be unknown.
ÊLO will be named local oscillator (LO) and it will be a bright coherent state, with amplitude αLO
large enough to be treated classically. The annihilation operator âLO can therefore be replaced
by its eigenvalue αLO. Before entering the beam splitter, ÊS travels through a phase shifter
applying a phase delay ϕ. The operator âS is transformed according to equation (2.46):
(2.102) Û†(ϕ)âSÛ(ϕ)= âS e−iϕ.
The annihilation operators corresponding to the output modes of the beam splitter can be












These two fields are then measured by two photodiodes, which generate two photocurrents:




















where âS(t) is the time-dependent annihilation operator as defined in (2.92), αLO(t)=αLOΨLO(t)
and ΨLO(t) is the temporal amplitude of the LO. We can express αLO(t) as
(2.106) αLO(t)= |αLO(t)|e−iθLO ,
where we have assumed that θLO does not depend on t.
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Figure 2.3: Schematical representation of a homodyne detector
The two photodiodes are connected to an electronic circuit, which outputs the difference
between their photocurrents. Assuming that the photodiodes have equal responsivity, this output
signal is given by
δ î(t)= î1(t)− î2(t)∝αLO(t)â†S(t)eiϕ+α∗LO(t)âS(t)e−iϕ =
= |αLO(t)|(â†S(t)ei(ϕ−θLO) + âS(t)e−i(ϕ−θLO))= |αLO(t)|q̂S,θ(t).
(2.107)
where θ = ϕ−θLO and q̂S,θ(t) is the quadrature operator corresponding to the instantaneous
operator âS(t) with respect to the phase θ, defined in (2.48).









|αLO|Ψ(t)q̂S,θLO (t)dt = |αLO|q̂S,θLO
Where q̂S,θ is the quadrature operator corresponding to âS. In other words, the setup in figure 2.3
allows us to perform measurements of quadratures on a quantum optical field. If the phase shift
ϕ on the âS input is tunable, we can change the value of θ and perform quadrature measurements
with respect to arbitrary angles. The output signal is proportional to the amplitude of the LO,
|αLO|, meaning that we can increase the power of the LO to amplify the detector output signal.
Equation (2.108) is called temporal mode matching condition. As long as this condition is
satisfied, the integral of the homodyne detector output will be proportional to the quadrature of
the field in the optical mode defined by âS. In some practical applications of homodyne detection,
however, a perfect temporal mode matching might be difficult to obtain. For example, we might
not be able to tailor the time mode of the LO to match the one of the quantum field we want to
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measure. Let us assume, instead, that the LO amplitude αLO is constant over time. A light field
of this type is called a continuous-wave (CW) field. Equation (2.107) becomes








|αLO|ΨS(t)q̂S,θLO (t)dt = |αLO|q̂S,θLO
In other words, if an LO of constant power is used, one can still perform quadrature measurements
on the input quantum field by integrating the homodyne detector output over ΨS(t).
2.1.11 Homodyne tomography
One of the most fundamental properties of quantum states is that, in general, they are altered
by the application of a measurement. For this reason, learning all of the information about the
state of a single quantum object is not possible in general: a single measurement on a completely
unknown quantum state can only acquire partial information about the system, and after that
the original state does not exist anymore. Destructive measurements like photodetection even
make the entire physical system unaccessible. Instead, let us imagine that we possess an infinite
number of identical copies of the state. In this case we could perform a different measurement
on each copy and obtain more information about their state. The process of reconstructing a
quantum state by measuring a given number of its copies is named quantum state tomography.
If the quantum state considered describes an optical single-mode field, we can use a homodyne
detector to measure the quadrature with respect to phase θ, q̂θ on some of them, obtaining a
statistical distribution Pθ(qθ). This distribution can be normalised to obtain an approximation of
the probability distribution of qθ:
(2.112) prθ(qθ)= Pθ(qθ)∫ +∞
−∞ Pθ(qθ)dqθ
' |ψθ(qθ)|2
where ψθ(qθ) is the wavefunction associated to qθ, defined in (2.44). Since we assumed the
number of available copies of the state to be infinite, we can measure a distribution for every
value of θ.
In section 2.1.6 we mentioned that the quadrature probability distribution with respect
to a certain phase angle corresponds to the Radon transform of the Wigner function at that
angle. Therefore, the problem of reconstructing a quantum state from its quadrature probability
distribution corresponds to retrieving a function from its Radon transforms. This procedure is
named computed tomography and has found several applications in medical imaging [60]. One
of the most common approaches to solve this problem is a numerical inversion of the Radon
tranformation. The reconstructed function is given by [61]














It must be stressed that this method can be applied to any continuous two-dimensional function,
which does not necessarily need to be the Wigner function of a physical quantum state.
So far we assumed that the number of accessible measurements on the unknown quantum
state is infinite, but in a realistic scenario, the available copies of the unknown quantum state
will in general be limited. A continuous function like the Wigner function, however, needs an
infinite number of parameters to be described perfectly. This means that in any real experiment,
the information contained in the acquired dataset will always be incomplete. As the function
resulting from an inverse Radon transformation is not constrainted to be the representation of a
physical quantum state, an incomplete set of measurements might produce unphysical results.
An alternative reconstruction method that can be used to avoid this problem is called maximum
likelihood estimation [62]. This approach consists in searching the Hilbert space of the system for
the state that has the maximum probability of having generated the set of data obtained from
the measurements.
Let qk be the outcome of a quadrature measurement performed with respect to a phase θk
and let |qk,θk〉 be the corresponding eigenstate. The probability of obtaining this outcome when
measuring a state ρ̂′ is





(2.116) Π̂k = |qk,θk〉〈qk,θk| .
Let S be the set of measurement outcomes obtained. The probability that the entire set was







and is called likelihood.
By finding the state ρmax which maximised the likelihood, we obtain the state that has has
the highest probability of having generated our measurements. As long as the maximisation is
performed over the ensemble of the quantum states physically allowed by the system, it will
never output an unphysical estimate.
2.2 Transimpedance amplification for homodyne detectors
In section 2.1.10 we described how a homodyne detector can be used to perform quadrature
measurements on a quantum field. We can see from equation (2.107) that the output signal of
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Figure 2.4: a) Schematic of a transimpedance-amplified balanced detector. b) Example
of spectral response of a transimpedance-amplified balanced detector.
a homodyne detector is proportional to αLO(t)q̂θ(t), where α is the coherent amplitude of the
LO and q̂θ(t) is the quadrature of the input quantum field with respect to the phase θ. This
detection scheme relies on the LO being bright enough to be considered classical, which means
|αLO|2 À|αLO|. The consequence is that the homodyne output signal is much weaker than the
signals generated by the individual photodiodes. For this reason, homodyne detector outputs
often need to be amplified in order to be measurable [59, 63–66].
In this section we describe an amplification circuit named transimpedance amplifier, which is
often used to amplify the subtraction signal generated by a homodyne detector. This description
is based on the model presented in reference [67].
Figure 2.4a includes a schematic of a homodyne detector connected to a transimpedance
amplifier. The transimpedance amplifier consists of an operational amplifier (OA) having its
output connected to its inverting input through a resistor RG . A capacitor CG is connected in
parallel with RG . RG and CG are called respectively feedback resistor and feedback capacitor.
The non-inverting input of the OA is connected to ground. The two photodiodes of the homodyne
detector (PD1 and PD2) are connected together so that the anode of PD1 and the cathode of
PD2 share the same node. This node is connected to the inverting input of the OA, which is
brought to the same potential as the non-inverting input [68]. The cathode of PD1 is biased with
a constant voltage +V , while the voltage −V is used to bias the anode of PD2. This means both
diodes experience a reverse bias of voltage V . The photocurrent i1 generated by PD1 flows from
the +V node into the input of the transimpedance amplifier, while the current i2 generated by
PD2 flows from the amplifier input to the −V node. This means the total current entering the
amplifier is given by
(2.118) δi = i1 − i2.
In the frequency domain, the output voltage Vout of the transimpedance amplifier is given
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while GBP is the gain-bandwidth product of the OA and Ctot is the total capacitance experienced
by the inverting input of the OA. For the setup in figure 2.4a, Ctot is given by
(2.122) Ctot = CPD1 +CPD2 +CG +COA
where CPD1 and CPD2 are the internal capacitances of the two photodiodes and COA is the capac-
itance of the OA. We can notice that equation (2.119) includes the value of RG as a multiplication
factor. In other words, the amplitude of the output signal can be amplified by increasing the value
of RG . Because of this, RG is commonly referred to as the gain resistance.
If the values of CG and RG are chosen so that p =
p
2 , then G(ν) takes the form of a second
order Butterworth low-pass filter [69] and the power spectrum of Vout(ν) is given by











For this reason, ν̄ is referred to as the 3 dB bandwidth of the detector response. This quantity is
often used as a measurement of the spectral width of the detector passband.
Figure 2.4b shows a typical behaviour of |G(ν)| for three different values of p. The width of
the detector spectral response tends to increase for higher values of p. However, if p >p2 , |G( f )|
presents a peak at high frequencies. As a consequence, different frequency components of δi(ν)
will experience different gains, and the amplified signal will be distorted. The value p =p2 is
the highest value of p leading to a monotone response. For a given value of the gain resistance
RG , the condition p =
p





where it is assumed that CG ¿ CPD1 ,CPD2 ,COA, (2πGBPRG)−1.
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2.3 Integrated Silicon Photonics
An integrated photonic device is a device having all or some of its parts fabricated on a common
substrate [70]. The concept of an optical circuit integrated on a single monolithic device was first
proposed by Stewart E. Miller in 1969 [71]. In the years following Miller’s proposals, waveguides
were developed in a large variety of materials, including crystals, glasses and semiconductors
[70]. Among these, lithium niobate (LiNbO3) was the first material to host a three-dimensional
waveguide [72] and was initially recognised as one of the most promising platforms [73].
The first silicon waveguides were demonstrated by R. A. Soref and J. P. Lorenzo in 1985
[74]. The dimensions of these waveguides were significantly larger than the wavelength of the
guided fields, limiting the level of miniaturisation that could be applied to this platform. The
technology required to achieve a higher level of field confinement was not available until 1995,
when M. Bruel developed a wafer-processing technique called Smart Cut [75]. This technique
allowed to fabricate silicon-on-insulator (SOI) wafers characterised by a thin (∼200nm) film of
crystalline silicon covering a layer of silicon dioxide of unlimited thickness. Two years later, the
first small-scale silicon waveguides were demonstrated [76]
In this section we introduce a number of silicon photonic structures that are commonly part of
SOI optical circuits. The overview presented here is not exhaustive and focuses on the structures
that will be mentioned in the following chapters of this thesis.
2.3.1 Optical waveguides
An optical waveguide is a device that can channel electromagnetic radiation and direct it along
a predetermined path with no diffraction. The confinement of the electromagnetic field inside
dielectric waveguides can be achieved by making use of the contrast in refractive index between
two different transparent materials. Although different waveguide geometries do exist, here we
will focus our attention on the one called strip waveguide, following the derivations reported by
reference [70].
A strip waveguide is composed by a core of rectangular section and high refractive index ncore,
surrounded by a cladding of lower refractive index nclad (see figure 2.5). The core of a silicon
waveguide is unsurprisingly made of silicon, while the cladding can be silicon dioxide, air or a
variety of other materials. The guided electromagnetic field travels inside the waveguide core at
a speed that is influenced by both ncore and nclad. This speed is usually quantified by an effective
refractive index ne f f such that nclad < ne f f < ncore [70].
Let us consider a monochromatic field of angular frequency ω propagating inside a waveguide.
We know from section 2.1.3 that the spatial distribution of a monochromatic field is described by
the Helmholtz equation (2.17). We will now restrict our analysis to solutions of the Helmholtz
equations travelling inside the waveguide with zero divergence. Assuming that the waveguide is
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Figure 2.5: Section (a) and 3D model (b) of a strip waveguide. Typical dimensions for a
single-mode silicon waveguide are w = 500 nm and h = 200 nm [77].
parallel to the z axis, this type of solution can be written as
(2.126) A(r)= A0(x, y)eiβz
where β=ωne f f /c0 is called propagation constant and c0 is the speed of light in vacuum. Solutions
of this type are called eigenmodes of the waveguide. By substituting (2.126) in (2.17), we obtain
(2.127) ∇2A0 + (k2 −β2)A0 = 0.
This equation is known as the transverse Helmholtz equation and it can be used to calculate the
transverse spatial distributions of the eigenmodes supported by the waveguide.
As the waveguide structure is, in general, anisotropic in the (x, y) plane, the solutions of
(2.127) will depend on the field polarisation. It is possible to express these solutions as linear
combinations of two sets of solution with different polarisations, called quasi-TE and quasi-TM
modes. These two sets of modes form a complete basis for the confined solutions of the Helmholtz
equation. This means that the spatial distribution of a field confined inside a waveguide can
always be written as a superposition of the waveguide eigenmodes. A waveguide that supports
only a single eigenmode is called single-mode waveguide.
One characteristic feature of these modes is that they can have non-zero amplitude even in
the cladding region surrounding the core. The portion of electromagnetic field that is distributed
in this region is called evanescent field and its intensity decays exponentially with the distance
from the waveguide core.
2.3.2 Waveguide splitters
A waveguide splitter is an integrated structure which can perform the beam-splitter operation
described in section 2.1.8 between fields guided by waveguides. In this section we will present




2.3.2.1 The evanescent coupler
Let us now consider two single-mode waveguides parallel to the z axis and separated by a distance
d along the x axis. If these two waveguides could be described independently, their eigenmodes
would be characterised by two spatial distributions
A(r)= A0(x, y)eiβA z B(r)=B0(x, y)eiβB z(2.128)
where A0(x, y) and B0(x, y) do not depend on z. However, in section 2.3.1 we mentioned that the
spatial distribution of a strip waveguide eigenmode extends to the cladding region surrounding the
waveguide core. If the distance d between the waveguides is chosen so that A0(x, y) and B0(x, y)
have significant overlap, the guided modes will not be describable as independent anymore.





where κ is a constant quantifying the coupling between the two eigenmodes A and B. If we
assume
(2.130) βA =βB =β,
then the solutions to the two differential equations in (2.129) are such that
A0(z)+B0(z)= (A0(0)+B0(0))e−iκz A0(z)−B0(z)= (A0(0)−B0(0))e+iκz.(2.131)
This means
A0(z)= A0(0)cos(κz)− iB0(0)sin(κz) B0(z)=B0(0)cos(κz)− iA0(0)sin(κz)(2.132)
which leads to
A(z)= [A(0)cos(κz)− iB(0)sin(κz)] eiβz(2.133)
B(z)= [B(0)cos(κz)− iA(0)sin(κz)] eiβz.(2.134)
In other words, the system described above has the behaviour described in section 2.1.8 for a







t = cos(κz)eiβz r = sin(κz)ei(βz+π).(2.136)
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2.3.2.2 The MMI
A multi-mode interference coupler (MMI) is a segment of waveguide having larger width than a
standard single-mode waveguide [79]. Because of this, an MMI supports more than one eigenmode.
These eigenmodes travel along the waveguide with different propagation constants, meaning that
their interference pattern changes as they propagate. For appropriate values of the propagation
constants, the intensity distribution at specific propagation lengths periodically reproduces the
distribution of the input field. A number n of single-mode waveguides can be coupled to the MMI
input and other m single-mode waveguides to its output. This type of device is called a nxm MMI.
In a 2x2 MMI, the design parameters can be chosen so that the multi-mode waveguide
interrupts in a position where the intensity distribution consists in two images of the input
field. These images can be coupled into the two output single-mode waveguides of the MMI.
The result is that the power carried by two input single-mode fields is redistributed into two
output single-mode fields. This operation corresponds to the beam splitting operation described
in section 2.1.8.
The design of a 2x2 MMI with a 50:50 splitting ratio is typically symmetric with respect to
the vertical plane containing the field propagation axis [79]. This means the two input fields
will experience the same reflection and transmission coefficients, r and t. Therefore, the transfer







The absolute values of r and t are set by the splitting ratios, while their phases are related by the








where φt is the phase of t.
2.3.3 Thermal phase shifters
The refractive index of silicon is characterised by a strong temperature dependence [80]. This
phenomenon, called thermo-optic effect, makes the performances of silicon waveguide structures
sensitive to thermal instabilities. However, this sensitivity can be used to make silicon structures
tunable [81].
Let us consider a silicon single-mode waveguide of length L and effective refractive index
ne f f . An electromagnetic field of angular frequency ω travelling through this waveguide will be
characterised by a propagation constant β=ωne f f L/c0, where c0 is the speed of light in vacuum.
If the temperature of the waveguide is changed uniformly, the waveguide effective refractive
index will undergo a change ∆n. The phase delay accumulated by the field travelling through the
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heated waveguide will be




where β′ is the propagation constant of the field inside the heated waveguide. In other words, the
change in refractive index operates a phase shift ∆θ =ω∆nL/c0 on the guided field.
A device that is capable of locally raising the temperature of a waveguide is called thermal
phase shifter. Thermal phase shifters are most commonly resistors placed near a waveguides
[82, 83]. The power dissipated by applying a voltage to these resistors results into a temperature
increase of the resistor itself, which propagates to the nearby waveguide. Using this method,
phase modulation up to the GHz range was demonstrated [84].
2.3.4 Ring resonators
An optical ring resonator is a photonic structure composed by a waveguide that is closed on
a loop and evanescently coupled to one or more input-output waveguides. These input-output
waveguides will be referred to as bus waveguides. In this section we will describe the properties
of ring resonators in two different configurations. The first configuration is called single-bus
configuration and it involves resonators coupled to a single bus waveguide. This configuration
will be described in section 2.3.4.1, following the model presented in reference [85]. The second
configuration is composed of a resonator that is coupled to two bus waveguides on opposite
sides. This configuration is called double-bus configuration or add-drop configuration and will be
described in section 2.3.4.2 following reference [86].
2.3.4.1 Single-bus ring resonators
Let us consider the setup shown in figure 2.6a. The setup includes a ring resonator obtained by
closing a single-mode waveguide of length L into a loop. The resonator is coupled to a single-mode
bus waveguide by means of an evanescent coupler. We will assume that the edges of the bus
waveguides terminate with two optical ports which can be used to input and output fields. These
will be called input port and throughput port.
A monochromatic electromagnetic field E i,1 of frequency ν is coupled into the input port
and then splitted by the evanescent coupler. One of the two output fields of the coupler, E t,1,
is outputted from the throughput port of the bus waveguide. The other coupler output, E t,2 is
injected into the resonator. This field travels along the ring until it reaches the evanescent coupler
again. We will refer to this path as a round trip. Assuming that the ring waveguide is affected by
optical loss, the field that is coupled back from the resonator into the evanescent coupler is given
by
(2.140) E i,2 =αeiθE t,2
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Figure 2.6: a) Schematical representation of a single-bus ring resonator. b) Schematical
representation of a double-bus ring resonator.
where
(2.141) θ = ωL
c
,
while α, called round trip loss, is a real coefficient quantifying the amplitude reduction caused by
optical loss and c is the speed of light in the ring waveguide.
The transfer matrix of the evanescent coupler is the one shown in (2.134), meaning that the















where t and r are the transmission and reflection coefficients defined in (2.136). This relation can
be combined with (2.140) to obtain
E t,1 = −α+ te
−iθ
e−iθ−αt E i,1(2.143)
E t,2 = r1−αte−iθE i,1(2.144)
E i,2 = αreiθ−αtE i,1.(2.145)
The optical power outputted by the throughput port is given by




where φt is a real parameter such that t = |t|eiφt and Pi,1 = |E t,1|2. This quantity has its minimum
for cos(θ+φt) = 1, meaning θ+φt = 2πn, with n ∈ N. From (2.141) we know that the phase
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accumulated by electromagnetic field over a round trip is directly proportional to its frequency.
This means that as a function of the field angular frequency, Pt,1 is characterised by a series of
periodic dips occurring at angular frequencies
(2.147) ωn = (2πn−φt)cL .
When this condition is satisfied the system is said to be resonant. The spectral regions where
the Pt,1 exhibits a dip are called resonances. The spectral distance between two neighbouring
resonance is given by
(2.148) ∆ω=ωn+1 −ωn = 2πcL .
and it is called FSR. From (2.148) we can see that this quantity is only dependent on the length
of the ring and the speed of light inside the waveguide.




This value equals zero for α = |t|, meaning that the electromagnetic field is entirely trapped
inside the resonator waveguide due to destructive interference. This situation is known as critical
coupling. A single-bus ring in this configuration can be used as an optical stopband filter. It can
be shown [85] that in the neighbourhood of a resonance, equation (2.146) can be approximated by
(2.150) Pt,1|ω'ωn ' P(max)t,1 (1−Γγ(ω−ωn))
where P(max)t,1 is the value assumed by Pt,1 if cos(θ+φt)=−1 and Γγ(ω) is a Lorentzian function.






2.3.4.2 Double-bus ring resonators
We will now consider the system shown in figure 2.6b, where two parallel waveguides are coupled
to the opposite sides of a ring resonator by means of two evanescent couplers. We will assume
that no field is input in the Add port, meaning that Ea,1 = 0.
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where t1 and r1 are respectively the transmission and reflection coefficients of evanescent coupler
1, while t1 and r1 are the transmission and reflection coefficients of evanescent coupler 2 (see
figure 2.6b). Assuming that t1 = |t1|eiφ1 and t2 = |t2|eiφ2 , the power outputted by the throughput
port is given by
(2.154) Pt,1 = |E t,1|2 = |t2|
2α2 +|t1|2 −2α|t1||t2|cos(θ+φ1 +φ2)
1+α2|t1|2|t2|2 −2α|t1||t2|cos(θ+φ1 +φ2)
Pi,1.
In other words, Pt,1 equals the power outputted by a single-bus ring with round trip loss α′ =α|t2|
and evanescent coupler phase shift φt =φ1 +φ2. This means the spectral behaviour of Pt,1 is still






The power outputted by the drop port is given by




We can notice that, for α= 1, meaning that no power is dissipated inside the ring, then
(2.157) Pd,1 +Pt,1 = Pi,1.
In other words, in absence of optical loss inside the resonator, the light that is filtered out of
the throughput port due to interference is outputted by the drop port. In that case, the critical
coupling condition is obtained if |t1| = |t2|, which for resonant fields leads to
Pd,1 = Pi,1 Pt,1 = 0.(2.158)
A double-bus resonator can therefore be used to spatially separate resonant fields from non-
resonant ones. Resonant fields are coupled into the drop port, while the non-resonant fields are
output by the throughput port.
2.3.5 Grating couplers
The photonic structures presented until now are used to guide and interfere electromagnetic
fields that are travelling inside a silicon chip. Here we introduce a structure that can be used to
transfer an electromagnetic field from a silicon waveguide into an optical fiber, and vice versa.
Silicon single-mode waveguides are characterised by a rectangular section with typical
thickness on the order of 200 nm [77]. On the other hand, single-mode fibers have circular core
sections with typical diameters of ∼ 8 µm. This means efficient optical coupling between a silicon
waveguide and an optical fiber requires a significant mode conversion.
One photonic structure that is able to perform this conversion is called grating coupler [87]. A
grating coupler is a waveguide segment exhibiting periodically-distributed regions of different
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thickness along the field propagation direction. These regions behave as periodic scatterers,
directing light towards the upper surface of the photonic chip. The scattered light is outputted
from the surface of the photonic device with an angle that depends on the field wavelength. The
geometry of the grating coupler can be chosen so that the spatial distribution of the output field
matches the guided mode of an optical fiber. This means the field can be coupled directly into the
fiber after leaving the optical chip.
2.3.6 Waveguide-coupled germanium photodiodes
In section 2.1.9.1 we discussed how a photodiode can be used to perform energy measurements
on classical and quantum electromagnetic fields. We mentioned that the current generated by
a photodiode is proportional to the amount of optical power absorbed in its depletion region. A
silicon-integrated, waveguide-coupled photodiode must therefore be absorptive for wavelengths
silicon is transparent at. This can only be achieved by the incorporation of other materials than
silicon.
A choice of absorptive material which gained popularity in recent years is germanium.
Germanium is a group IV material that is compatible with Si CMOS processes [88] and strongly
absorptive in the wavelength range from 1 µm to 1.7 µm [89]. However, the deposition of
germanium on silicon tends to be affected by defects, which are caused by the mismatch between
the lattice structures of these two elements and result in an increased dark current [90]. For this
Figure 2.7: a) Schematical representation of vertically coupled (1) and side coupled
(2) silicon-integrated Ge photodiodes. b) Vertical (1) and lateral (2) doping structures
for silicon-integrated PIN Ge photodiodes. P+ and N- correspond to p-doped and n-doped
germanium regions. The letter I marks the intrinsic Ge region and M identifies the metal contacts.
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reason, the deposition of Ge on Si is typically structured in two steps. The first steps consists
in growing a thin (30 nm - 60 nm) layer of Ge using chemical vapour deposition (CVD) at low
temperature (∼350°C). This layer is used as a base for growing a thicker (300 nm - 500 nm) layer
of higher quality Ge at a higher temperature (600°C-800°C).
Figure 2.7a shows two possible coupling structures for a waveguide-integrated photodiode.
In one case (figure 2.7a.1) the germanium layer is grown directly on top of the silicon layer. The
field travelling inside the waveguide is then absorbed by evanescent coupling [91]. Alternatively,
the silicon layer can be partially etched so that the germanium layer interfaces directly with the
waveguide section (figure 2.7a.2) [92]. Two typical doping structures for on chip PIN photodiode











THE ON-CHIP HOMODYNE DETECTOR
In section 2.1.10 we introduced homodyne detection as a technique used to perform quadra-ture measurements on quantum states. This technique was originally proposed by H. P.Yuen and V. W. H. Chan in 1983 [94] and experimentally demonstrated by G. L. Abbas et. al
later in the same year [95]. Since then, homodyne detection has found countless applications in
quantum technologies, from characterising quantum states [51, 96–99] and processes [100, 101]
to quantum metrology [102], cryptography [26] and computation [103].
The phase sensitivity of this technique is both an advantage and a practical weakness. By
measuring the interference of a quantum field with a bright, coherent LO, one can extract
information about phase and amplitude of the detected field at the same time. However, this
operation can only be performed if the quantum field and the LO are phase-stable with each
other. This requirement poses a strong limit to the size and complexity of quantum experiments
relying on homodyne measurements. Free-space implementations typically include a maximum
of two detectors [26, 51, 96–103].
Integrated quantum photonics [16] has provided an effective solution to the problem of
scaling the size of quantum optics experiments [17]. The high phase stability and mode selectivity
allowed by integrated waveguides has proven to be particularly effective for the implementation
of interference-based setups [104]. Therefore, on-chip integration has the potential to largely
extend the scaling limits of experiments based on homodyne measurements.
In this chapter, we present the design, characterisation and application of a homodyne detector
integrated on a SOI optical chip that is suitable for performing quadrature measurements on
quantum states travelling inside silicon waveguides. The main body of the chapter is divided into
three sections. Section 3.2 describes the detector in all of its parts. In section 3.3 we discuss the
specifications demonstrated by the device. Section 3.4 presents a tomographic reconstruction of a
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set of coherent states performed with the on-chip detector. The results included here have been
published in reference [105].
Statement of Work
The integrated chip shown in figure 3.1 was designed shortly before the start of my PhD by the
joint efforts of Dr. Alberto Santamato, Dr. Damien Bonneau and Dr. Gary Sinclair. The design
and construction of the electronic circuit presented in section 3.2.2 was performed by myself. The
Faraday cage mentioned in section 3.2.2 was built by the University of Bristol physics department
mechanical workshop. The improvements to the faraday cage, the characterisation of the detector
reported in section 3.3 and the coherent state tomography experiment reported in section 3.4
were performed by myself in collaboration with Francesco Raffaelli. The measurements obtained
from the coherent state tomography experiment were analysed by Francesco Raffaelli.
3.1 Background
When we described the operating principles of a homodyne detector in section 2.1.10, we did
not take into account any experimental imperfections. The imperfect nature of a real detector,
however, leads to a variety of disruptive effects that can reduce the information one can extract
from measurements.
In this section we describe the physical phenomena most commonly affecting the performances
of a homodyne detector and the physical quantities used to quantify their impact on a quadrature
measurement.
3.1.1 Optical loss, electronic noise and efficiency
Let us imagine that a quantum state of light ρ is undergoing a fraction of loss γ. This situation
can be mathematically described as if the quantum state is travelling through a beam splitter of
transmittance [106]
(3.1) η= 1−γ
where it interferes with the vacuum state that is entering from the other input of the beam






η − q′√1−η , ppη − p′√1−η ) ·W0(q′pη − q√1−η , p′pη − p√1−η )dq′dp′
(3.2)
where q and p are the eigenvalues of the quadrature operators defined in equation (2.39), while
W is the Wigner function form of ρ and W0 is the Wigner function of the vacuum state. By
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substituting η= 0 or 1 and using the normalisation properties of Wigner functions (see 2.57), we
obtain
Wη=0(p, q)=W0(p, q) Wη=1(p, q)=W(p, q).(3.3)
In other words, the effect of loss is to combine the initial state with vacuum in proportions
determined by the parameter η.
Let us now take a step back and change our initial assumptions. We will assume that we
possess a large number of perfect copies of ρ, which we are measuring with a homodyne detector
to perform a homodyne tomography. We know from equation (2.109) that the output of the
homodyne detector is proportional to the instantaneous quadrature of the measured optical
state. The constant of proportionality, however, depends on several factors, including the LO
amplitude, the amplification gain of the detector electronics, the responsivity of the photodiodes
and optical loss. Rather than characterising all of these factors independently, one can sample
the distribution of a known state and use it to calibrate the detector. An ideal candidate as probe
state is vacuum, as it has some very useful properties:
• It naturally occurs on every optical mode where no other light is present, making its
generation simpler compared to other states
• It is completely unaffected by loss
• Its probability distribution is phase-independent, so eventual phase fluctuations on the LO
do not affect the validity of the characterisation
In other words, it is enough to ensure that no light enters the signal input of the homodyne
detector to know that we are measuring the vacuum state. In section 2.1.7.1 we mentioned
that the variance of the vacuum quadrature probability distribution is 1/2. This means that
quadrature measurements can be obtained by normalising the homodyne output against
√
2∆2V0 ,
where ∆2V0 is the variance of the detector output when the input quantum state is vacuum.
However, this relationship is only true if the homodyne detector is not affected by electronic noise.
The amplification electronics of a real homodyne detector is typically affected by broadband
electronic noise Vn characterised by an approximately gaussian distribution with variance ∆2Vn.
The noisy output signal from the detector is therefore given by the sum of noiseless signal and
noise, while its variance is
(3.4) ∆2Vtot =∆2V0 +∆2Vn.
How does this additional noise affect our tomographic reconstruction of the state ρ? The
answer to this question is provided in reference [107]: the reconstructed Wigner function will
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In other words, the effect of broadband electronic noise and loss are described by the same
mathematical model. As ∆2V0 is impossible to measure directly without a noiseless detector,
the noise properties of homodyne detectors are often quantified by a number called shot noise
clearance (SNC) [59], defined as




By combining equations (3.4), (3.5) and (3.6), we obtain
(3.7) η= 1− 1
SNC
.
The combined effect of a lossy quantum state and a noisy homodyne detector is still repre-
sented by equation (3.2), but in this case
(3.8) ηtot = ηlossηnoise
where ηloss is given by equation (3.1) and ηnoise by equation (3.5). ηtot is called detection efficiency,
while ηloss and ηnoise are called efficiency contributions.
3.1.2 Temporal mode matching and detector bandwidth
When we introduced homodyne detection in section 2.1.10, we assumed the photodiodes to be
able to react instantaneously to a change of their input optical power. In section 2.2, however, we
showed that a homodyne detector has a well defined temporal – and spectral – response, which
limits its reaction speed. If r(t) is the response of our detector in the temporal domain, its output
will be [59]




where C is a proportionality constant and αLO is the coherent amplitude of the LO.
How does this speed limit affect the quadrature measurements? In section 2.1.10 we made a
distinction between two cases:
1. The input quantum field and the LO are defined on the same temporal mode
2. The LO is a monochromatic field.
The first case does not occur in any of the experiments described in this thesis, so it will not
be addressed here. Interested readers can find more information on the topic in reference [59].
In the second case, equation (3.9) can be written as

































q̂(t′)φ′(t′)dt′ = q̂φ′ .
The integral of the output current of the homodyne detector over φ is proportional to a quadrature
measurement defined on φ′.
Let ψ(t) be the temporal mode corresponding to the input quantum field. Performing quadra-
ture measurements on a temporal mode that is different from ψ(t) will reduce their quantum
efficiency. The total detection quantum efficiency will be the one defined in (3.8) multiplied by a
third efficiency contribution. Assuming that all of the temporal mode functions are normalised,





In situations where φ′(t) and ψ(t) are significantly slower than the detector response, we can
approximate r(t− t′) with a delta function. In that case φ′(t)=φ(t).
This new efficiency contribution is not a property of the detector in a strict sense. By choosing
an appropriate integration function we can always raise its value to 1, at least in principle.
However, this task can be particularly challenging if the detector response is significantly slower
than ψ(t), even impossible if ψ(t) is unknown. For this reason, high speed is a highly desirable
property of a homodyne detector. If the conditions specified in equation (2.123) are satisfied, this
speed can be quantified by the 3dB bandwidth of the detector spectral response, defined in section
2.2.
It must be mentioned that another effect often posing a strong limit to the detection efficiency
in free-space implementations is the spatial mode mismatch between input field and LO [108].
In the experimental implementations of homodyne detection examined throughout this thesis,
optical fields will always be guided by single-mode waveguides, only supporting a single, well
defined spatial mode and preventing any mismatch. For this reason, the mechanism that links
spatial mismatch to loss of efficiency will not be explained in detail here. Additional information
can be found in [109].
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Single mode waveguides
Strip waveguides Width: 450 nm Height: 215 nm Loss: 1.34 dB/cm
Germanium photodiodes (tested at 1 V bias)
Responsivity: 0.97 A/W, Bandwidth: 23 GHz.
2x2 MMI
Loss: 0.5 dB Imbalance: 5%.
Grating couplers
Loss: 2.5 dB
Table 3.1: Specifications for the IMEC predefined structures.[110]
3.2 Description of the device
The detector consists on two main parts: a SOI chip including the optical components required to
perform homodyne detection and a low-noise, high-speed, off-chip amplification circuit.
The photonic side of this device was originally designed with the exclusive purpose of per-
forming homodyne tomography of single photons generated on chip in an experiment that is
described in detail in chapter 4. The preparation of this experiment affected the development
of the detector itself, leading to the addition of some otherwise unneeded structures and to the
absence of some components that are usually present in general purpose homodyne detectors.
These will be highlighted when appropriate.
3.2.1 The optical chip
A schematic of the optical chip is presented in Figure 3.1. On the top side lies the balanced
detector, composed of a 50:50 MMI splitter which connects to two on-chip germanium PIN
photodiodes by means of two single-mode waveguides. Another single-mode waveguide connects
the top input port of the MMI to a grating coupler, which serves as an input for an external LO.
One more single-mode waveguide at the bottom connects two grating couplers and it is coupled to
a single-bus and a double-bus ring resonator. These two structures are not part of the detector,
they were added to the design in preparation for the experiment described in the next chapter, so
their properties will not be described in detail here. For the purposes of this chapter, it is only
important to mention that an optical field travelling in the bottom waveguide can be coupled to
the drop port of the double-bus ring if its frequency is in resonance with the ring itself. From here,
the field is guided to the bottom input port of the MMI through one last single-mode waveguide.
The chip was fabricated as part of a multi-project wafer run organised by IMEC, a fabrication
foundry located in Leuven, Belgium. The fabrication technology adopted by IMEC is named
iSiPP25G and it is described more in detail in [110]. All of the structures included in the optical
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Figure 3.1: Schematic of the optical chip constituting the optical side of the integrated
homodyne detector. The green dashed box contains the structures considered to be part of
the detector, the remaining have been included in the device in preparation for the experiment
described in chapter 4.
circuit were chosen from a list of tested designs provided by IMEC, with the only exception of the
two resonators. Table 3.1 reports the specifications quoted by IMEC for the chosen structures at
a wavelength of 1550nm.
The reader might have noticed that the design does not include a phase shifter in any of
the two inputs of the detector. As mentioned at the beginning of the section, this device was
originally intended to be used exclusively to perform homodyne detection of single photons. As
the Wigner function of a single-photon state is phase-independent (proof in section 2.1.7), it was
not considered necessary to include one at the time. It is important to stress that the absence of
this component does not compromise the validity of the characterisation reported in this chapter,
or the technological advancement the detector represents. Thermal phase shifters are among the
most basic components of the SOI photonic platform. They are low-loss and easy to fabricate and
could be readily implemented in any future iteration or application of the design presented here.
3.2.2 Detection electronics
To achieve low-noise transimpedance amplification, it is usually of critical importance that the
amplifier is placed as close as possible to the source of the signal. A long connection between
source and amplifier would leave the unamplified signal exposed to parasitic capacitance and
environmental noise. For this reason, most free-space homodyne detectors have the photodiodes
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Figure 3.2: a): Layout of the aluminum PCB hosting the optical chip. The pad labelled "S"
carries the subtraction current between the two photodiodes, while +VPD and −VPD respectively
correspond to the positive and negative bias voltages of the photodiodes. The five pads encircled by
the red square carry the control voltages for the thermal phase shifters on the two ring resonators.
b): Layout of the integrated photonic circuit. Single-mode waveguides are represented by
pink lines, while the blue lines correspond to electric connections.
mounted on the same PCB as the electronics, as close as possible to the transimpedance amplifier
[59, 65]. Integrated optics setups, however, need temperature stabilisation, posing a limit to how
close we can place the optical chip to its electronics. Most commercially printed PCBs are made
from a material named FR4, usually chosen for its fire resistance and high strength to weight
ratio. But, because of its relatively low thermal conductivity [111], FR4 is not an ideal platform
for hosting thermally sensitive components. To this end, boards made of metals like aluminum
are a much better candidates. These do provide a good heat conduction, but their high internal
capacitance makes them unsuitable for hosting high-speed electronics. Our choice was a hybrid
approach: we placed the optical chip on an aluminum board, the amplification electronics on a
two-layer FR4 board and we soldered the two boards together.
The layout of the aluminum board is depicted in figure 3.2a. The area where the chip lies is
marked by a gray square. The electrical components in the optical circuit are connected to the
pads surrounding the square by gold wirebonds. In order to minimise the length of the wirebonds,
a small socket of the same size of the optical chip was dug in the center, so that the surface of the
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Figure 3.3: Schematic of the homodyne detector transimpedance amplification circuit.
The section of the circuit enclosed in the gray area is integrated on the SOI optical chip. A detailed
explanation of the function of every component is reported in the main text of section 3.2.2.
chip would align vertically with the pads on the PCB. The line of pads at the top of the board are
soldered to the FR4 PCB, containing the amplification electronics.
Figure 3.3 shows the complete schematic of the FR4 board, while the layout is depicted in
3.4. The design is based on the circuit developed by Ranjeet Kumar in [59]. The two photodiodes
are connected to the circuit so that the photocurrent of PD1 gives a positive contribution to the
signal, while the contribution from PD2 is negative. This means the current flowing into the
amplification stage corresponds to their difference.
The amplification is performed by an OPA847 operational amplifier in transimpedance
configuration, with a gain resistor R1 = 4.7 kΩ. The capacitor C1 = 0.3 pF, soldered on top of
R1, ensures that the conditions in equation (2.125) are satisfied and the spectral response of
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Figure 3.4: Layout of the FR4 PCB, hosting the homodyne detector transimpedance
amplification electronics. A detailed explanation of the design is reported in the main text of
section 3.2.2.
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the detector is the one defined in equation (2.123). The non-inverting input of the amplifier is
connected to ground through a resistor R2 having equal resistance to R1, to compensate for the
offset caused by current leaking inside the op amp. The capacitor C2, in parallel with R2, prevents
this resistor from adding a significant amount of Johnson noise to the circuit. The OPA847 is
supplied by two fixed voltage regulators, one providing a +5 V voltage ( LM78L05 ) and the other
one -5 V ( LM79L05 ).
Two variable voltage regulators, one positive ( LM317LM ) and one negative ( LM337LM )
provide the voltages reverse-biasing the photodiodes. Their values can be tuned by changing the
resistance of the two trimmers R7 and R8. The minimum absolute voltage provided by these two
voltage regulators is 1.25 V, while the photodiodes specifications were tested at 1 V (data reported
in table 3.1). Moreover, the specs did not contain any details on the maximum reverse-bias voltage
the photodiodes could tolerate. We could not find any commercial variable voltage regulators
providing a minimum absolute voltage below 1 volt, so we added two 1N5819HW diodes in series
with the output of each regulator (D1, D2 on the LM337LM, D3 and D4 on the LM317LM).
One property of a forward-biased diode is that the voltage drop across it is approximately
independent on the current flowing through it as long as this current never approaches zero.
The resistors R3 and R4, both having resistance 100 Ω, were added to the circuit to draw a fixed
amount of current (10mA for a 1 V bias). The laser we used as a LO, a Tunics T100S-HP, can
provide a maximum power of 20 mW, meaning that, according to the values of coupling loss and
responsivity quoted in section 3.2.1, each photodiode can draw a maximum of ∼3 mA, increasing
the total current through the diode to 13 mA. For a total forward current oscillating between
10 and 20 mA, the datasheet of the 1N5819HW diode reports voltage variations under 0.05 V,
which are negligible compared to the 1 V bias. The two 0.1 µF capacitors C3 and C4 were soldered
on top of the resistors R3 and R4 to filter out both of the Johnson noise generated by the two
resistors and the shot noise generated by the diodes.
To prevent power fluctuations, the circuit is powered by two 9 V batteries. Their voltages
are input in the board from two of the contacts of the ribbon connector on the top side of the
board ( +9V and -9V ). The two diodes in series with the main supply line, D5 and D6, ensure
current cannot flow in the wrong direction if batteries are accidentally connected backwards,
while the two Zener diodes ZD1 and ZD2 prevent voltages higher than 16V from entering the
circuit. Decoupling capacitors of capacitance 0.1 µF (C5-C10, fig. 3.3) and 100 µF (C11,C12, fig.
3.3) have been used in various points of the circuit to counter the effect of the tracks inductance.
The solid blue area in figure 3.4 represents the ground plane lying on the bottom layer of the
PCB. To avoid parasitic capacitance, a window was drawn in the ground plane below the input
and output track of the OPA847. The amplified signal is output from the SMA connector at the
center of the board (Vout).
The series of vias placed in line at the bottom of the board in figure 3.4 were used as points
of contact with the pads on the aluminum PCB. The FR4 board was cut along the dashed line,
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Figure 3.5: a) Photo of the assembled device. b) Photo of the Faraday cage containing
the setup.
splitting the vias in half. The halved vias were then soldered to the corresponding pads in the
metal board. The tracks on the left side of the FR4 board carry the control signals of the two
ring heaters, which are provided by external voltage generators. These signals travel directly to
the optical chip across the two boards. Similarly, the tracks on the right connect the thermistor
placed on the aluminum board to the external temperature controller.
A few mistakes were made during the design stage of the FR4 board. The design did not allow
measurements of the raw signal coming from the photodiodes bypassing the amplifier, or to test
the photodiodes separately. To address these problems, a few changes were applied to the board
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after it was assembled. Tracks were cut in the positions A, B, C, D (Figure 3.4) and the solder
mask was scratched away to expose the metal in the yellow areas on both sides of each cut. This
made it possible to bypass the amplification stage (from A to B) during the characterisation of
the photodiodes. In addition, opening the circuit in one of the two supply lines of the photodiodes
(C and D) allowed us to stop current from flowing through the corresponding detector, so that we
could characterise each detector independently.
Once the device was assembled, the aluminum PCB was placed on a peltier used to absorb
heat from the setup, transferring it to a copper block acting as a reservoir. By means of a feedback
loop, the temperature controller regulated the heat transfer in the peltier to keep the temperature
measured by the thermistor stable over time. A fiber v-groove array mounted on a Thorlabs
NanoMAX MAX602D/M positioning stage was used to couple light in and out of the chip as shown
in figure 3.5a.
To prevent interference from radio signals and fields generated by the surrounding electronics,
the whole setup was enclosed in a faraday cage. The cage was fabricated by the University of
Bristol physics department mechanical workshop, but its noise shielding performances were not
adequate. To improve them we coated both the internal and the external surface of the cage with
standard cooking aluminum foil. An SMA connector and a 15 pin D-sub connector were mounted
on the side of the cage. The former allowed to carry the output signal of the detector outside
the cage to be measured, while the latter was used to connect the temperature controller to the
peltier and the thermistors. A photo of the Faraday cage is shown in figure 3.5b. For the purpose
of the experiments described in this chapter, the voltage generators controlling the heaters were
not needed. To prevent them from polluting the signal with additional noise, they were simply
removed. Solutions against electronic noise generated by these additional elements are discussed
in section 4.4.
3.3 Characterisation of the device
This section reports the methods used in characterising the properties of the homodyne detector
and the results obtained. Our characterisation of the detector properties was completed by
analysing its output either in complete absence of light or with a controlled amount of coherent
light coupled into the LO port. The source of this light was a Tunics T100S-HP continuous-wave
tunable laser. Unless otherwise specified, the laser wavelength was set to 1550 nm.
3.3.1 Coupling loss and detection loss
Here we will make a distinction between two different sources of loss. As the purpose of our
integrated detector is to measure quantum fields travelling on a waveguide, the only sources of
loss affecting its efficiency are the MMI splitter and the inefficiencies of the two photodiodes. The
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(a)	 (b)	
Figure 3.6: Characterisation of the responsivity of the two photodiodes. According to the
notation used in Figure 3.3, the graph in (a) shows the response of PD1, while the graph in (b)
corresponds to PD2. The two measured responsivities are respectively (0.80±0.07) A/W and
(0.78±0.06) A/W.
quoted waveguide loss is negligible compared to the other mentioned sources (specifications in
table 3.1), so it will be ignored.
Characterising these quantities requires light to be coupled from outside the chip, and the
structures used to do so are also lossy. In order to distinguish between detector loss and coupling
loss, we needed a rigorous way of measuring the transmission of the grating coupler in the LO
channel. That channel, however, has no optical output (Figure 3.1), and even if it had one, its
output loss would also be unknown. For this reason, the loss in a single coupler could not be
measured directly.
To obtain an estimate of it, we measured the transmission on some test structures lying on the
same chip, which consist of two grating couplers connected by a short waveguide. Assuming the
loss in the waveguide to be negligible and the two grating couplers to be equal, the single grating
coupler loss corresponds to half of the loss in the whole structure. We were in possession of several
copies of this chip, so we were able to repeat the measurement on a total of 20 structures. The
measured average trasmittance was 0.31 for a single grating coupler, with a standard deviation
of 0.03.
Once this value was known, the loss inside the detector could be estimated by varying the
input power in the LO waveguide and measuring the output currents of the photodiodes.
The results are plotted in figure 3.6. The two measured responsivities, (0.80±0.07) A/W for
PD1 and (0.78±0.06) A/W for PD2, take into account both the photodiode inefficiency and loss in
the detector waveguides and splitter. These values correspond to an average quantum efficiency
contribution
(3.15) ηloss = 0.64±0.05
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Figure 3.7: a) Noise suppression performed by our in-house built faraday cage. The red
curve shows the power spectrum of the output signal of the homodyne detector in absence
of noise shielding, the blue curve corresponds to the output signal when shielding is present.
b) Wavelength dependence of the homodyne detector imbalance. The offset oscillates
regularly with wavelength at a constant period of ∼1 nm everywhere except around the two
wavelenghts 1548.2 nm and 1552.4 nm, where it shows two sudden jumps.
3.3.2 Environmental noise suppression
Figure 3.7a shows the power spectrum of the electronic noise in presence and absence of noise
shielding. The cage was able to completely remove the noise induced by external sources and only
the noise floor generated by the board itself remained.
3.3.3 Subtraction imbalance
The theory of homodyne detection relies on a perfect balance of the 50:50 splitter and on perfectly
identical photodiode responsivities, which is a condition obviously not achievable in practice.
Small imperfections in this balance result in a DC offset in the homodyne output signal that
depends on the LO power and disappears when the LO is not present.
By injecting 4.5mW of LO power in the detector at a wavelength of 1550 nm, we measured
a constant offset of -0.076 V in the homodyne output. This value, however, was found to be
significantly wavelength dependent. Figure 3.7b contains a plot of the DC offset as a function of
the wavelength: the imbalance seems to be oscillating regularly with a period of ∼1 nm, except
for two jumps at wavelengths 1548.2 nm and 1552.4 nm, coinciding with the two resonances of
the filter ring (more information in section 4.5.1). This effect is very likely to be caused by part of
the LO being accidentally coupled in another waveguide, resulting in a wavelength dependent
interference effect.
As long as the phase of this interference is constant over time, the system can be modelled
as if the MMI of the homodyne detection had a wavelength-dependent reflectivity. Moreover, if
the difference between the powers measured by the two photodiodes is negligible compared to
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Figure 3.8: Noise variance at different LO powers. The blue dots are the variances of the raw
signal from the detector. The black line marks the electronic noise variance. The red triangles are
obtained by subtracting the electronic noise variance from the raw signal variance and correspond
to the actual shot-noise variance. The red dashed line is a linear fit of the red triangles with slope
1.00±0.02.
the total LO power, the homodyne signal is only translated by the DC offset and the shape of the
measured probability distributions is unchanged. Proof of this statement is reported in appendix
A.1.
3.3.4 Shot-noise clearance and global efficiency
Measuring a power-dependant increase in the output noise variance of the homodyne detector is
not a sufficient proof that the detected noise is optical shot noise. Laser light is often affected by
power fluctuations, which could add an unwanted contribution to the output signal. These two
noises can be distinguished by the different dependance of their variances on the LO power P:
classical fluctuations are proportional to P2, while the shot noise variance scales linearly with P
(See section 2.1.9.3).
Figure 3.8 shows the variance of the output signal measured for different values of P,
represented by the blue dots. The variance at P = 0 corresponds to electronic noise level, also
marked by the black line. We can subtract this value from the blue data to obtain the variance of
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Figure 3.9: Spectral response of the detector for different LO powers. The blue line at the
bottom corresponds to the electronic noise generated by the detector itself, measured in absence
of LO.
the noise introduced by the LO, plotted in red. On a bi-logarithmic scale, this dataset is well fitted
(R2 ∼ 0.997) by a line, meaning the variances are proportional to a power of P. The exponent is
determined by the slope of this line, which is found to be 1.00±0.02. The optical noise variance is
linear with the power, confirming that what we are measuring is, indeed, optical shot noise.
The ratio between the total variance measured at the highest value of P and the electronic
noise variance determines the shot noise clearance. We found this to be SNC=11 dB, which
corresponds to an efficiency contribution of ηSNC = 0.93. The global efficiency of the detector is
therefore given by
(3.16) η= ηloss ∗ηSNC = 0.59±0.05
3.3.5 Spectral profile
The graph in figure 3.9 shows the power spectrum of the detector outputs at different LO
powers P. For P = 0 we have the power spectrum of the electronic noise generated by the board,
corresponding to the blue curve at the bottom. For higher values of P, the power spectral density
increases.
Shot noise is white noise (see section 2.1.9.3), meaning its power spectral density is constant
at all frequencies. This means the power spectral density we measured simply reproduces the
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shape of the detector spectral response. The measured 3dB bandwidth is
(3.17) f3dB ' 150MHz.






where GBW is the gain-bandwidth product of the operational amplifier, RG is the gain resistance
and Ctot is the sum of all of the capacitances affecting the input of the amplifier. The OPA847 has
a GBW of 3.9 GHz and the gain resistor is 4.7 kΩ, meaning the total capacitance of the circuit
is approximately 6 pF. Of these, 3.7 pF corresponds to the internal capacitance of the OPA847.
The quoted bandwidth for the two photodiodes is 23 GHz (see section 3.2.1), corresponding to an
internal capacitance of ∼0.14 pF. The remaining 2 pF correspond to the parasitic capacitance
introduced by the two PCBs.
3.4 Homodyne tomography of coherent states
In section 2.1.7.2 we introduced some of the properties which make coherent light one of the
most basic resources for quantum optics experiments. We mentioned that it approximates the
state of laser light, making it significantly easier to generate in comparison to quantum states of
light[112–115]. We also showed how the nature of a coherent state is not altered by optical loss.
For these reasons, coherent states are often used as information carriers in CV implementations
of quantum key distribution (QKD) protocols [26]. In these protocols, information is typically
encoded by a "sender" into a pair of orthogonal quadratures of a coherent field [116], transmitted
through a "channel" and detected by a "receiver", typically consisting of a homodyne detector
[116].
In this section we describe how the on-chip homodyne detector presented in section 3.2.1 was
used to perform homodyne tomography on a set of coherent states of different amplitudes. By
doing so we demonstrate the ability of the detector to measure quantum fields having comparable
energy to a single photon.
3.4.1 Description of the setup
A schematic of the setup is depicted in figure 3.10. A fiber-coupled CW laser generated by a
Tunics T100S-HP laser source was split by a 99:01 beam splitter. The brightest output beam
was coupled into the LO input of the device, while the other beam was further attenuated by
a variable optical attenuator (VOA). A phase shifter was used to adjust the phase of the VOA
output, which was then coupled into the bottom input port of the optical chip. By setting the laser
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Figure 3.10: Schematic of the coherent state homodyne tomography experiment. A
continuous-wave laser is split by a 99:01 fiber beam splitter. The brighter arm is coupled into the
LO input of the chip, while the other arm is phase-shifted by a phase modulator, further attenu-
ated by a variable optical attenuator (VOA) and coupled on chip. A double-bus ring resonator in
resonance with the laser transfers the field into the bottom input of the homodyne detector.
wavelength to be resonant with the double-bus ring, we could couple the attenuated field into
the bottom input of the MMI (as explained in section 3.2.1). The output of the detector was then
measured with an oscilloscope.
Temperature fluctuations in the fibers on the left side of the setup were causing the phase
between signal and local oscillator to be unstable. The timescale of these variations was measured
to be on the order of 150 µs. One way to address this stability problem would have been active
phase stabilisation, which would have been quite demanding to implement in terms of time and
resources. Instead, we decided to perform the whole data acquisition on a time scale of 40 µs, too
short for the phase fluctuations to be significant. The coherence time of the Tunics T100S-HP
laser is 2.5 µs, so in order to get a sufficient amount of data samples in such a short acquisition
time we projected it on a 7 ns long temporal mode. This allowed us to acquire a full dataset
of ∼ 6000 quadrature values in a time span of 40 µs. During the acquisition, the phase was
modulated with a triangle wave of amplitude π and frequency 200 kHz, to get a distribution of
quadratures spanning the whole phase space.
3.4.2 Experimental results
The density matrix of the measured state was reconstructed using the iterative maximum
likelihood procedure described in appendix B. Equation 2.51 was then used to calculate its
Wigner function. Figure 3.11 shows the Wigner functions obtained for three different coherent
state amplitudes. The absolute values of the coherent amplitudes α of these three states were
calculated using equation (2.74). Their values were 1.40, 1.04 and 0.45.
To verify the coherent nature of the measured states, we calculated the fidelity between each
reconstructed state and a theoretically calculated coherent state of equal α. The resulting fidelity
values were F1.40 = 99.6%±0.3%, F1.04 = 99.3%±0.4%, F0.45 = 99.1%±0.7%.
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Figure 3.11: Reconstructed Wigner functions of three coherent states of different ampli-
tudes. The amplitudes of these three fields are 1.40, 1.04 and 0.45 and their fidelities with ideal
states of equal amplitudes are F1.40 = 99.6%±0.3%, F1.04 = 99.3%±0.4%, F0.45 = 99.1%±0.7%.
3.5 Conclusions
This work represents the first demonstration of an on-chip balanced detector with shot noise
clearance. The measured clearance value was 11 dB.
The quantum efficiency of the detector is η= 0.59±0.05. It must be stressed that this number
represents the efficiency of the detector as a single element. In section 3.1.1 we gave an example
of how, in a complete experimental setup, the total detection efficiency also depends on the
properties of the field that we are detecting. However, in the case of an input field generated on-
chip on a temporal mode that is significantly slower than the detector bandwidth, any efficiency
56
3.5. CONCLUSIONS
contribution that is external to the detector can be neglected. If taken as a total detection
efficiency, η is comparable to values commonly found in other quantum homodyne detection
experiments [108, 117]. The detector is therefore suitable for performing measurements on
quantum fields.
It is worth noting that the detector efficiency could further be improved by applying some
changes to the design. The MMI splitter that is part of the detector has an expected loss of 0.5
dB. The optical loss in a directional coupler equals the waveguide loss, 1.34 dB/cm. This means
that the total loss in a directional coupler with length < 1 mm would be negligible in comparison
to the MMI loss. Directional couplers, however, are more sensitive to fabrication errors, to the
point that achieving a good splitting balance on a single directional coupler can be challenging.
Instead, one could replace the MMI with a tunable Mach-Zender interferometer made from two
directional couplers and a thermal phase-shifter. Even if the splitting ratios of the two couplers
are not perfectly balanced, the phase-shifter would allow us to adjust the total splitting ratio to
50:50. All of the elements composing this structure are expected to have negligible loss compared
to the MMI we used.
Although the imbalance of the detector exhibits some wavelength dependance, its value is
always negligible compared to the power in each of the homodyne output arms. The impact on the
homodyne measurements is simply the addition of a constant term to the probability distribution,
which can be characterised by detecting vacuum and can then be subtracted in post-processing.
The 3dB bandwidth of the detector is 150 MHz. At the time this work was published, on 5th
October 2017, this value was comparable to the state of the art in terms of homodyne detection
bandwidth [65]. More recent work has demonstrated homodyne detection with bandwidths up to
1.2 GHz [66]. It has to be noted, however, that the detector presented in this work contains a
high-pass filter that removes the low-frequency spectral components of the detector. This makes
the device unsuitable for measuring states characterised by a constant displacement, like the
coherent states reconstructed in section 3.4.
Aside from being a proof of principle of the operationality of our homodyne detector, the
tomographic reconstruction of coherent states showcases its potential as a receiver for continuous-
variable implementations of quantum key distribution protocols [118]. We were able to reconstruct











ON-CHIP GENERATION AND HOMODYNE DETECTION OF SINGLE
PHOTONS
S ingle photons are one of the most fundamental resources for optically implementedquantum technologies. Countless experiments, spanning every application of quantumoptics, have relied on the generation, manipulation and detection of single photon states
[7–15]. It is therefore not surprising that great amounts of effort were spent on developing
silicon-integrated structures that could generate single photon states efficiently [24, 119–123].
The ability to generate single photons directly inside silicon waveguides was one of the factors
allowing silicon quantum photonics experiments to grow in size and complexity. To date, the vast
majority of these experiments rely on discrete variables encoding [17, 18, 21, 22].
However, single photons have also found use in CV quantum optics experiments. CV quantum
measurements have offered a convenient set of tools for characterising the properties of single
photon states [114, 117, 124, 125] and there have been proposals for CV experiments using
single photons as information carriers [126, 127]. Moreover, nonlinear processes typically used
to generate single-photon states in heralded sources can also be used to generate other kinds of
quantum states [128, 129]. These photon-added states have received significant interest from the
CV quantum optics community in recent years [114, 130–134].
The experiment described in this chapter makes use of the on-chip homodyne detector
presented in chapter 3 to attempt performing generation and homodyne tomography of single
photon states within the same chip. Section 4.2 includes a description of the methods used to
generate the required single photon states, which involved the development of a dual-cavity filter
system described in detail in section 4.3. The characterisation of the various components of the
experiment is reported in section 4.5, while the experimental results are shown in section 4.6
and discussed in section 4.7.
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system were planned by Dr Dylan H. Mahler. The voltage generators used to power the thermal
phase shifters placed on top of the ring resonators (see section 4.2.1) were developed by Dr Joshua
W. Silverstone. The derivation of the expected single-photon temporal distribution reported in
section 4.2.3 was performed by myself. The delay compensation procedure described in section
4.2.4 was performed by myself in collaboration with Francesco Raffaelli. The design, construction
and characterisation of the setup presented in section 4.3.4, including the implementation of
the locking techniques described in sections 4.2.2, 4.3.2 and 4.3.4 and the spectral matching
procedure in section 4.3.5, were performed by myself. The characterisation of the ring resonator
properties reported in section 4.5.1 was performed in collaboration with Francesco Raffaelli. The
coincidence measurement of filtered photon pairs discussed in section 4.5.5 was performed by




4.1.1.1 The Fabry-Perot interferometer
A Fabry-Perot interferometer is an optical structure composed of a pair of plane parallel mirrors
separated by a distance d. In this section we will briefly describe its spectral properties following
the derivation reported in reference [135].
Let us consider the setup shown in figure 4.1a, where the mirror labelled as M1 is assumed to
have transmission coefficient t1 and reflection coefficient r1, while transmission and reflection of
mirror M2 are respectively coefficients t2 and r2. The optical loss inside the mirrors is assumed
to be negligible. A monochromatic field E0 defined on a plane-wave spatial mode is incident on
M1 with angle ϕ with respect to the normal to the mirror. Part of the power carried by E0 is
transmitted into the gap between the two mirrors, originating a series of successive reflections.
Upon every reflection, a fraction of the field power is transmitted outside the interferometer. On
the n-th time the field is reflected by M2, its transmitted component can be expressed as










Figure 4.1: a) Propagation of an electromagnetic field in a Fabry-Perot interferometer
in the ray optics limit. Two plane parallel mirrors M1 and M2 are placed at a distance d
from each other. An electromagnetic field E0 is incident on M1 with an angle ϕ with respect
to the normal to the mirror. b) Simulated ransmittance and reflectance of a Fabry-Perot
interferometer for different optical frequencies. The mirrors of the interferometers are
assumed to have equal reflectance R = 0.85 and their distance is assumed to be 60 mm.
is the phase difference between two successive reflections on M2, while φ′ is the phase delay
accumulated in a single pass through the interferometer, which includes the phase terms of
t1 and t2. In equation (4.2), c is the speed of light and dϕ = d cosϕ. Similarly, the components
transmitted by M1 at every round trip are




with n ≥ 1.
The total field transmitted through the interferometer is obtained by summing the field
components transmitted by M2 on each reflection







and the total field reflected by the interferometer is given by






The sums in equations (4.4) and (4.5) are geometric series, meaning that




(4.7) Er = E0
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−r1 + (r21 + t21)r2e2iφ
1− (r1r2)e2iφ
.(4.8)
and the corresponding transmittance is given by




As the absorption inside the mirrors was assumed to be negligible, the mirrors reflectances can
be written as
R1 = |r1|2 = 1−|t1|2 R2 = |r2|2 = 1−|t2|2(4.10)
This allows us to express Ttot in terms R1 and R1:





The global reflectance of the system is given by
(4.12) Rtot = 1−Ttot.
Figure 4.1b shows the typical behaviour of Rtot and Ttot as functions of the input field angular
frequency ω: the system transmittance exhibits a comb of periodic peaks. The peaks maxima
coincide with the values of ω such that sinφ= 0, corresponding to φ= nπ, where n ∈N. By using
the definition of φ in equation (4.2) we can obtain the central angular frequency of the n-th peak
of the transmission spectrum:
(4.13) ωn = πncdϕ
.





In other words, the transmission is maximal if dϕ is a multiple of half the field wavelength. When
this condition is satisfied the system is said to be resonant. The spectral regions where the Ttot
exhibits a peak are called resonances.
The difference between the central angular frequencies of two neighbouring resonances is
given by
(4.15) ∆ω=ωn+1 −ωn = πcdϕ
.
This quantity is defined as the FSR of the system. In wavelength units, this is given by













As equation (4.15) only depends on c and dϕ, the FSR is constant throughout the whole spectrum.
If we assume that the reflectances of the two mirrors are equal (R1 = R2 = R) we can rewrite
equation (4.11) as
(4.18) Ttot = (1−R)
2
(1−R)2 +4R sin2(φ) .
In the neighbourhood of the center of the m-th system resonance, |sinφ|¿ 1. Assuming ωm is the
central angular frequency of the resonance and φm the corresponding phase shift value, we can

















By substituting ω = ωm ±γ into (4.20) we can see that for these two values Ttot = 1/2. As the
maximal value for Ttot is 1 and corresponds to ω = ωm, γ corresponds to the FWHM of the
resonance. Assuming γ¿ωm, we can convert the FWHM to wavelength units using equation
(4.17). We can also define the finesse of the interferometer as the ratio between FSR and FWHM






By following a similar procedure to the one used to derive equation (4.20) it is also possible to
show that the transmission coefficient in the neighbourhood of a resonance can be approximated
by
(4.23) ttot = γ
γ−2i(ω−ωm)
where ωm is the resonance central angular frequency.
4.1.1.2 Spherical-mirror cavities
Let us now consider a slightly different system from the one analysed in section 4.1.1.1. Instead
of a pair of parallel mirrors, we will consider M1 and M2 to be two spherical mirrors having their
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concave sides facing each other. We will refer to this type of system as a spherical-mirror cavity
and we will describe its properties following the derivations found in [49]. A monochromatic
field defined on a fundamental gaussian mode (see equation (2.21)) is propagating in the region
between the two mirrors. The propagation axis of the field is assumed to coincide with the
line passing through the centers of the two mirrors. In section 2.1.3, we mentioned that the
wavefronts of a gaussian mode can be approximated to spherical surfaces, with radii depending on
the wavefronts distance from the beam waist. It can be shown that if a gaussian beam is reflected
by a mirror whose surface overlaps with the field wavefront, the reflected beam is retraced back
along the input spatial mode [49]. If this condition is verified every time the beam is reflected on
one of the two mirrors, the spatial distribution of the field will be the same on every round trip. A
spatial mode verifying this condition is called an eigenmode of the cavity.
We define z as the direction of the field propagation axis, while the position of the beam waist
on this axis is assumed to be z = 0. The positions of the mirrors are respectively z1 and z2, so that
(4.24) d = z2 − z1
According to (2.22), the surfaces of the two mirrors and the field wavefronts will only coincide if
R1 = z1 +
z20
z1




We can solve equations (4.24) and (4.25) to obtain
(4.26) z20 =−
d(R1 +d)(R2 +d)(R1 +R2 +d)
(R1 +R2 +2d)2
.
z1 =− d(R2 +d)R1 +R2 +2d
z2 = d(R1 +d)R1 +R2 +2d
.(4.27)
Once z0 is known, every other quantity describing the gaussian beam can be obtained using the
equations in 2.22. However, for these equations to describe a gaussian beam, z0 must be real,










This condition is referred to as the confinement condition for a resonant cavity. If this condition is
satisfied, the resonator is said to be stable and admits a gaussian eigenmode, otherwise it is said
to be unstable.
If the eigenmode condition is satisfied, upon every reflection on M2 the field wavefront
will coincide with the surface of the mirror [49]. This means the mirror does not apply any
deformation to the spatial mode of the field component that is transmitted through M2. In
other words, the spatial mode of the field transmitted by M2 on every reflection event will be
described by the same gaussian beam describing the cavity eigenmode. Similarly, if we assume
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that the field was originally transmitted into the cavity through M1, the eigenmode condition
could only be obtained if the input field wavefront was overlapped to the surface of M1 [49]. In
this condition, the gaussian beam describing the cavity eigenmode also describes the incident,
reflected and transmitted fields. As mentioned in section 2.1.3, the phase of a gaussian mode
along the propagation axis is descibed by




(4.30) ζ(z)= tan−1 z
z0
.




with ∆ζ = ζ(z2)− ζ(z1). Since the field components transmitted by the output mirror at every
round trip are all matched to the same spatial mode, their sum is described by equation (4.4),
with φ defined in equation (4.31). In other words, as long as the cavity input field is matched to
its gaussian eigenmode, the spectral behaviour of the cavity corresponds to the one described in
section 4.1.1.1 for a pair of parallel plane mirrors. The resonant frequencies of the system are the
ones for which φ= nπ, with n ∈N.






The system FSR is
(4.33) ∆ω=ωn+1 −ωn = πcd
which is the same FSR the system would have if the mirrors were planar. Assuming R1 =
R2 = R, the system transmittance is described by 4.18, with φ defined in equation 4.31. In the







It follows that the transmittance in the neighbourhood of a resonance is described by equation
(4.20) and the resonance FWHM is given by (4.20), where dϕ = d.
It has also been mentioned that all of the Hermite-Gaussian modes, defined in section 2.1.3,
are characterised by approximately spherical wavefronts. The considerations we made for the
fundamental gaussian mode can therefore be extended to higher order Hermite-Gaussian modes.
The phase corresponding to a Hermite-Gaussian mode of order (l,m) on the propagation axis is
given by
(4.35) ϕ(0, z)= kz− (l+m+1)ζ(z).
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with ζ defined in (4.30). Thus, the phase delay gained by the field in a round trip is given by
(4.36) φ= 2kd−2(l+m+1)∆ζ.
We can repeat the considerations made for the zero-order gaussian mode to show that the φ
defined in equation (4.36) leads to the same FSR and FWHM obtained for l = 0 and m = 0.
However, the resonant frequencies for a (l,m)-order Hermite-Gaussian mode are given by






This means that, in general, different cavity eigenmodes are resonant at different frequencies.
4.1.1.3 The Pound Drever Hall technique
Many physical implementations of optical cavities are subject to vibrations which can make the
distance between the two mirrors drift over time [136]. Equations (4.13), (4.32) and (4.37) show
how, in general, a drifting cavity length causes the resonant frequencies to drift as well. Let
us now assume that an electromagnetic field generated by a laser source is in resonance with
the cavity system described in section 4.1.1.2 at a given instant of time. In general, the cavity
resonances and the carrier frequency of the laser will drift over time [135]. In this section we
describe a technique that can be used to counteract the relative spectral drift between the two
systems and keep them in resonance over time. This method was first proposed by R. W. P. Drever
and J. L. Hall in 1983 [137]. However, it presents many similarities with technique proposed
by R.V. Pound in 1946 for stabilising microwave cavities [138]. For this reason, the procedure
described here is commonly referred to as the Pound-Drever-Hall technique [135].
In this description, we will assume that the laser field coupled into the cavity is a monochro-
matic field of angular frequency ω. Let us assume that the field phase is being modulated by a
sinusoidal function of angular frequency ω̄. The field travelling towards the cavity will therefore
be described by
(4.38) E in(t)= E inei(ωt+βsin(ω̄t))
where β is the modulation amplitude. If β¿ 1, we can apply the following approximation:








In other words, E in(t) can be written as a superposition of three monocromatic fields:
(4.40) E in(t)= E0(t)+E+(t)+E−(t)
where
E0(t)= E ineiωt E+ = E inβ2 e




Figure 4.2: a) Example of a Pound-Drever-Hall error function. The orange line represents
the simulated transmission resonance of a cavity with FWHM 172 MHz. The blue line is the
error function obtained by applying th method discussed in section 4.1.1.3 to this cavity for a
modulation frequency of 50 MHz. b) Example of locking setup based on the Pound-Drever-
Hall method. The continuous red lines mark the path of the field input into the cavity. The
dashed red lines represent the field component reflected by the cavity. The black lines represent
electrical connections. The operating principles of the setup are described in detail in the main
body of section 4.1.1.3.
Each of these three components interacts with the cavity according to the model presented in
section 4.1.1.2, meaning that the total field reflected by the cavity is
(4.42) Er(t)= r tot(ω)E0(t)+ r tot(ω+ ω̄)E+(t)+ r tot(ω− ω̄)E−(t)
where r tot(ω) is the reflection coefficient defined in equation (4.8) for a field of frequency ω.
Let us now assume that we are detecting the reflected light with a photodetector as described
in section 2.1.9. The measured power Pr(t) at a given instant of time is proportional to the square
modulus of the detected field, meaning that
(4.43)
Pr(t)= Pin |r tot(ω)|2 +Pinβ
2
4







cosω̄t+ Im[χ(ω)]sinω̄t}+ (terms depending on 2ω̄).
where Pin = |E in|2 and
(4.44) χ(ω)= r tot(ω)r∗tot(ω+ ω̄)− r∗tot(ω)r tot(ω− ω̄).
Let us take a closer look to χ(ω). Figure 4.2a includes a plot of the behaviour of the real part of
this function in the neighbourhood of a cavity resonance of angular frequency ωn. In this region,
χ(ω) has an antisymmetric behaviour with respect to ωn. The dip and peak on the sides of ωn
have their respective extremal points at angular frequencies ω− ω̄ and ω+ ω̄. This means that
as long as the laser angular frequency is between these two values, χ(ω) is monotone and can
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be used as an indication of the spectral mismatch between the laser and the cavity resonance.
Moreover, the size of this region depends on ω̄, which means it can be adjusted by changing
the laser modulation frequency. Assuming that we can extract this term from the photodiode
signal and that we have means of controlling the spectral position of one of the physical systems
involved, we can use χ(ω) to actively cancel the detuning in real time. This function is called error
function.
The setup shown in figure 4.2b is an example of a system that is able to perform this operation.
The light reflected by the cavity is spatially separated from the incident beam by means of a
circulator and then detected by the photodiode (PD). The resulting signal is demodulated using a
frequency mixer and the same sinusoidal signal that was input into the phase modulator (PM) to
modulate the laser. By filtering the demodulated signal with a low-pass filter having threshold
lower than ω̄, we obtain [135]
(4.45) V (ω)∝ Re [χ(ω)]cosϕ+ Im[χ(ω)]sinϕ
where ϕ is the relative phase between the photodiode signal and the modulation signal. A PID
controller [139] is used to control a piezoelectric actuator mounted on one of the cavity mirrors.
By inputting V (ω) into the PID controller, we obtain an active feedback circuit that adjusts the
length of the cavity to keep it in resonance with the laser at all times.
We have mentioned that the distance between the maximum and the minimum of the error
function can be scaled by changing the value of ω̄. However, we must keep in mind that in
equation (4.42) the field components E+ and E− are modulated by the corresponding reflection
amplitudes, r tot(ω+ ω̄) and r tot(ω− ω̄). Figure 4.1 shows how these factors approach zero if the
corresponding frequencies tend to ωn. If the value of ω̄ is significantly lower than the cavity
FWHM, then the powers of E+ and E− will be strongly reduced, along with the visibility of the
error function. For this reason, it is generally more effective to choose a modulation frequency
that is larger than (or at least comparable with) half the FWHM of the cavity. This condition
guarantees that, if E0 lies within the resonance, E+ and E− will be outside.
4.1.2 Heralded single photon sources based on silicon ring resonators.
4.1.2.1 Spontaneous four-wave mixing in silicon waveguides
The application of an electromagnetic field to a dielectric material has the effect of polarising
the molecules composing it [47]. If we approximate the atoms or molecules to be infinitesimal
in size, this effect can be described by a polarisation field P , which, for weak fields, is usually
approximated as proportional to the electric field E . For intense electromagnetic fields, however,
the polarisation field is better described by the following relation [140]:
(4.46) P = ε0
(




Figure 4.3: Simplified picture of the SFWM interaction. Two photons of frequencies ω1 and
ω2 are converted into two photons of frequencies ωi and ωs by interacting with the dielectric
medium. The total energy of the fields involved is conserved.
where ε0 is the vacuum permittivity and χ(n) is called nth order susceptibility. In general χ(n) is
a rank n+1 tensor that depends on the properties of the material considered. One can notice
that the approximation of linear dependence between P and E can be obtained by arresting the
series in (4.46) to its first term. For this reason, χ(1) is called linear susceptibility. For dielectric
materials exhibiting inversion symmetry at the molecular level, like silicon, the second order
susceptibility is zero [141]. This means that in the case of a field travelling in a silicon waveguide,
the second order term in equation (4.46) can be neglected. The presence of a third order component
in the susceptibility of silicon, however, is the source of a variety of optical effects called third
order optical nonlinear effects. Interested readers can find informations about all of these effects
in references [141] and [140]. Here we will only focus on one of these effects, which is named
spontaneous four-wave mixing (SFWM).
SFWM occurs when the third-order interaction between the electromagnetic field and the
dielectric medium results in the absorption of two photons and the subsequent emission of other
two photons of equal total energy. It was demonstrated for the first time in 2002 in silica optical
fibre [142], and in 2006 it was used to generate photon pairs in silicon optical waveguides for the
first time [143].
Assuming that the two absorbed photons are monochromatic and have angular frequencies
ω1 and ω2, the emitted photons will have angular frequencies ωs and ωi such that
(4.47) ω1 +ω2 =ωs +ωi.
This means that SFWM can only occur if the two photons of frequencies ω1 and ω2 are present in
the first place. In most applications [24, 119–123, 142, 143], the input photons are usually pro-
vided by a single, bright coherent field named pump. Assuming the pump to be a monochromatic
field of angular frequency ωp, then ω1 =ω2 =ωp and 2ωp =ωs +ωi.
As the values of ωs and ωi satisfying (4.47) are in general not unique, photons are typically
generated probabilistically among all the pairs of values allowed. The picture complicates further
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if the pump is not monochromatic, as the allowed frequency for the input photons is not unique
either. Here we follow the derivations in reference [144] to describe the properties of the quantum
state of the generated field in the approximation of small χ(3). For a pump of coherent amplitude
α and spectral wavefunction φp(ω), this quantum state can be expressed as










dω1dω2φp(ω1)φp(ω2)S(ω1,ω2,ωs,ωi)δ(ω1 +ω2 −ωs −ωi).
and |1〉ωs and |1〉ωi are single photon states defined on the monochromatic modes of frequencies
ωs and ωi. The function S(ω1,ω2,ωs,ωi) in equation (4.49) expresses the interaction among the
different frequency modes, while β is a normalisation parameter chosen so that
(4.50)
∫ ∣∣φ(ωi,ωs)∣∣2 dωidωs = 1.
In the case of a monochromatic pump of angular frequency ωp, the spectral wavefunction of the
pump is φp(ω)= δ(ω−ωp), which means equation (4.48) can be rewritten as
(4.51) |Ψout〉 = |0〉+ iβp
2
∫
dωsdωiφ̄(ωs,ωi)δ(2ωp −ωs −ωi) |1〉ωs |1〉ωi
where
(4.52) φ̄(ωs,ωi)= S(ωp,ωp,ωs,ωi).
There are a series of observations we can make about the quantum state expressed in equation
(4.48). In first instance, we can notice that the second term in the expression is a superposition
of monochromatic photon pairs described by the wavefunction φ(ωs,ωi). In general, this term is
an entangled state and it can only be written as a product of two independent photon states if
the dependence on ωs and ωi in φ can be separated in two different factors, φs and φp, such that
φ(ωs,ωi)=φs(ωs)φi(ωi). The function φ(ωs,ωi) is called joint spectral amplitude (JSA) and holds
information about the spectral properties of the generated photon pairs. Another observation
we can make is that this two-photon term appears in the global state |Ψout〉 in superposition
with vacuum. If we imagine that we are performing an energy measurement on this state, the
measurement outcome will be probabilistic. From the point of view of the measurer, the system
will be randomly generating photon pairs with probability
(4.53) Pi,s = β
2
2+β2 .
which can be approximated by Pi,s ' β2/2 for β¿ 1. From equation (4.49) we can also see that
the unnormalised joint spectral amplitude (obtained by setting β= 1) is proportional to α2. As a




In other words, the probability of generating a photon pair in a SFWM process is proportional to
the square of the pump power.
4.1.2.2 Heralded single photon sources
In section 4.1.2.1 we discussed how SFWM can be used to probabilistically generate pairs of
single photons. A device or structure performing this operation is called photon pair source. Let
us now imagine that we are building an experiment which involves collecting a photon generated
by a photon pair source, applying some generic operations to it and then measuring it. Due to the
probabilistic nature of SFWM, it is impossible to predict at what time a photon will be produced
by the source. As we will see in section 4.2.1, in some experimental setups this could compromise
the feasibility of the experiment.
One technique that was developed to address this problem is called heralding. Here we
will describe the operating principles of this technique under the assumption that the JSA is
separable. This means the output state of the photon pair source can be written as






φs(ωs) |1〉ωs dωs |1i〉 =
∫
φi(ωi) |1〉ωi dωi(4.56)
In section 4.2.3 we will also discuss the case in which the two variables ωs and ωi are maximally
correlated and |Ψout〉 is given by 4.51.
Let us now assume that the two functions φs(ωs) and φi(ωi) do not overlap, so that the
corresponding spectral modes can be coupled into two different spatial modes by means of a
spectral filter, as shown in figure 4.4a. The spatial mode corresponding to φi(ωs) will be referred
to as the signal mode, while the one corresponding to φi(ωi) will be called idler or herald mode.
The idler mode is then coupled into a single photon detector (SPD), which repeatedly performs an
energy measurement on the spectral mode φi(ωi). Upon detection of a single photon in the SPD,
the global state is projected onto







In other words, the detection of a single photon state in the idler mode guarantees the presence
of a single photon state in the signal mode. The information gained from the SPD can then be
used in a hypothetical experiment to know whether or not a single photon is being input into the
setup. A device that can generate single photons using the method we just discussed is called
heralded single photon source.
The setup in figure 4.4a does not take into account the effect of optical loss on the signal and
idler channels. Let us consider the setup shown in 4.4b instead. In this second setup, the two
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Figure 4.4: a) Heralded generation of photon pairs by SFWM for a generic experiment.
The red line identifies the path of the signal photon (|1s〉), while the blue line corresponds to the
idler photon (|1i〉). The operating principles of the setup are explained in detail in section 4.1.2.2.
b) Detection of coincidences between correlated photon pairs generated by SFWM.
The red line identifies the path of the signal photon (|1s〉), while the blue line corresponds to the
idler photon (|1i〉). The operating principles of the setup are explained in detail in section 4.1.2.2.
output modes of the filter travel through two lossy channels of trasmittances ηs and ηi and are
successively measured by two SPDs. An electronic device is used to count the number of single
photons detected in a time interval ∆t by each SPD (C1 and C2). The output signals of the two
detectors are then input into a correlator, which counts the number of events in which a single
photon has been detected by both SPDs at the same time (C1,2). These events are commonly called
coincidences. In the limit of zero loss, for which ηs = ηi = 1, the form of |Ψout〉 in equation 4.55
would guarantee that C1 = C2 = C1,2. If however ηs,ηi < 1, then some of the photons travelling
in each channel would be lost before reaching the SPDs. This means that upon detection of an
idler photon in SPD 2, there would be a probability 1−ηs that the corresponding signal photon
was lost in its channel. Assuming that the number of photon pairs generated by the source in the
time interval ∆t is N, then
C1 = ηsR C2 = ηiR C1,2 = ηsηiR.(4.58)
We define the heralding efficiency of a heralded single photon source as the probability that, upon
detection of a herald photon, a single photon is present in the signal mode. In the setup shown in









In other words, loss in the herald channel does not affect the heralding efficiency of the source,
which exclusively depends on the amount of loss applied to the signal channel.
4.1.2.3 Photon pair generation in silicon ring resonators
The considerations made in sections 4.1.2.1 and 4.1.2.2 apply to any medium exhibiting a third
order nonlinear susceptibility, and silicon is no exception. SFWM occurs naturally in brightly
pumped silicon waveguides, to the point that these structures are often used as on-chip photon
pair sources [24, 119–123].
Let us now imagine that we are coupling a pump field E p in the input port of a single-bus
silicon ring resonator like the one shown in figure 2.6a. The electromagnetic field E in travelling
inside a single-bus resonator is related to E p by equation (2.144), meaning that the corresponding
power is given by[85]




where t = |t|eφt is the transmission coefficient of the evanescent coupler of the ring, α is the round
trip loss and Pp = |E p|2. If we assume that the ring is critically coupled and resonant with the
pump, equation (4.60) becomes
(4.61) Pin = 11−α2 Pp.
Not only equation (4.61) does admit solutions for which Pp > Pin: for α→ 1 Pin diverges. In
other words, the power circulating inside a ring resonator can be significantly higher than the
power of its input field. We can quantify this effect by means of a field enhancement factor, which












As mentioned in 4.1.2.1, the pair generation probability in this type of source depends on the
square of the optical power travelling through the waveguide. This means the number of pairs
per unit of pump power that are generated inside a ring resonator can be significantly higher
than what could be obtained in a regular silicon waveguide. However, the JSA of the photon pairs
generated by a ring resonator is affected by the ring spectral properties [120]. In particular, if
the pump is resonant with the ring, correlated single photon pairs will have significantly higher
probability of being generated in the neighbourhood of two resonant pairs of wavelengths.
We need to consider, however, that the critical coupling condition for a single-bus ring
resonator is α= |t|. This means that the probability that a single photon generated inside the
resonator is coupled into the throughput port is equal to the probability that the photon is lost
inside the ring. In other words, single photons generated inside a critically-coupled ring resonator
experience 50% loss before even leaving the ring. As mentioned in section 4.1.2.2, this translates
into a heralding efficiency ηS = 0.5.
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Figure 4.5: Simplified overview of single photon generation process. The operating prin-
ciples of the setup are explained in detail in section 4.2.1. The dashed arrows represent the signal
(|1s〉) and idler (|1i〉) photons.
4.2 The heralded single-photon source
In this section we describe the methods used to generate single photon states that can be detected
by the on-chip homodyne detector presented in chapter 3. The integrated device at the core of
the experimental setup described here is the one introduced in chapter 3. The specifications of
waveguides and grating couplers included in the optical circuit are reported in table 3.1 and the
performances of the on-chip homodyne detector have been characterised in section 3.3.
4.2.1 Overview of the setup
Figure 4.5 shows a simplified schematic of the process leading to the generation of single photons
detectable by the on-chip homodyne detector. The single-bus ring resonator included in the optical
circuit was used to generate photon pairs by SFWM as described in section 4.1.2.3. We will refer
to this ring as the source ring. The specifications targeted for this structure during the optical
chip design stage are listed in table 4.1. The photon pair generation process was pumped by a CW
laser generated outside the chip by a Tunics T100S-HP laser source. The pump laser was coupled
into the source ring by means of a grating coupler as shown in figure 4.5 and its wavelength
was adjusted to be in resonance with the source ring. The spectral overlap between the pump
wavelength and the source ring resonance was kept stable over time by a control mechanism
relying on a thermal phase shifter placed above the source ring. The details of this mechanism
are discussed in section 4.3.2.
In section 4.1.2.1 we mentioned how the spectra of a pair of photons generated by SFWM
are symmetric with respect to the central wavelength of the pump laser. In section 4.1.2.3 we
also discussed how, if the SFWM process takes place inside a ring resonator, the generation of
pairs within the ring resonances is enhanced to the point that pairs generated off-resonance
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can be neglected. Therefore, the spectra of the two photons in each pair generated inside a ring
resonator are overlapped to a pair of resonances having equal spectral distance from the pump
laser. Although photon pairs are generated from multiple pairs of resonances of the source rings,
for the purpose of this experiment we will only consider contributions from the two resonances
that are three FSRs distant from the pump resonance.
The photon pairs generated inside the source ring were coupled into the double-bus ring.
The purpose of this second resonator was to separate the two photons in each pair into two
different waveguides and will be therefore named filter ring from now on. We will also refer to the
lower-wavelength photon in each generated photon pair as the signal photon, while the higher
wavelength photon will be the idler photon.
As we can see from table 4.1, the filter ring was designed to have a different FSR from the
source. In particular, the former was expected to be exactly 4/3 of the latter. A thermal phase
shifter was added on top of the filter ring, allowing the spectral positions of the filter resonances
to be tuned so that the signal photon was in resonance with the filter ring. It has been mentioned
that the photon pairs used for this experiment were generated within source resonances that were
3 source FSRs distant from the pump, meaning they were 6 source FSRs distant from each other.
As a source FSR corresponds to 3/4 of a filter FSR, the spectral distance between the two photons
was 9/2 of a filter FSR and their distance from the pump laser was 9/4 of a filter FSR. 9/4 and 9/2
are not integer numbers and their distances from the closest integer numbers are respectively 1/4
and 1/2. This means that by setting the signal photon to be resonant with the filter ring, we set
the idler photon to be 1/2 of a filter FSR distant from the closest filter resonance, which according
to table 4.1 is 2.135 nm. As the FWHM of the filter resonances was 40 pm, the idler photon was
not resonant with the filter. Similarly, the pump laser was 1.067 nm distant from the nearest
filter resonance. The signal photon was therefore collected by the filter ring and released from its
drop port, as explained in section 2.3.4.2. From here, a single-mode waveguide coupled the photon
into the homodyne detector (see figure 4.5). On the other hand, the idler photon was unaffected
by the filter ring and was collected off-chip by means of a grating coupler, spectrally filtered by
a free-space dual-cavity filter and detected by a Photon Spot superconducting nanowire single
photon detector (SNSPD).
The specifications of the SNSPD are listed in table 4.2. The free-space filter was composed by
two consecutive linear cavities of different lengths. The two cavities were designed to be both
resonant with the idler photons and the expected FWHMs of their resonances were 1.04 pm
Source ring Filter ring
FSR 3.2 nm (399 GHz) 4.27 nm (533 GHz)
FWHM 20 pm (2.5 GHz) 40 pm (5 GHz)
Table 4.1: Expected specifications for the two ring resonators. The relation between fre-
quency and wavelength units is given by equation 4.17.
75
CHAPTER 4. ON-CHIP GENERATION AND HOMODYNE DETECTION OF SINGLE PHOTONS
Detection efficiency @ 1550 nm 85% ± 5%
Recovery time < 100 ns
Dark counts rate 200 Hz
Jitter, FWHM < 100 ps
Table 4.2: Nominal specifications of the Photon Spot SNSPDs.
and 1.38 pm (see table 4.3). The details of this dual-cavity system will be described extensively
in section 4.3. In section 4.2.3 we will discuss how the combined effect of the narrowband
filtering operation performed by the dual-cavity system and the idler detection performed by
the SNSPD projects the signal photon into a temporal mode that is resolvable by the homodyne
detector. The electronic outputs of both the on-chip homodyne detector and the SNSPD were
connected to a Keysight DSOV134A Infiniium V-Series oscilloscope. Upon a detection event, the
SNSPD outputted an electric pulse that was used as trigger for the acquisition of a string of
homodyne voltages. The delays between the two detector signals were balanced by following the
procedure described in section 4.2.4. Further details on the data acquisition process are included
in section 4.6. The input voltages of the thermal phase shifters placed on top of the source and
filter resonators were provided by two voltage generators built in house by University of Bristol
postdoctoral research associate Joshua W. Silverstone. The generators can be regarded as obsolete
versions of the commercially available Qontrol Systems driver modules.
4.2.2 Frequency locking the source
The Tunics T100S-HP laser used to generate the pump laser has a nominal wavelength stability
of ±5 pm/h [145]. With a source FWHM of 20 pm (see table 4.1), the laser was not expected
to be able to drift out of resonance. However, according to section 4.1.2.3, the amount of pump
light that is coupled into a ring does depend on how well-centered the pump is compared to the
resonance peak. Even if not sufficient to drive the pump out of resonance, a spectral detuning
from the resonance peak would in principle have reduced the coupled pump power, affecting the
generation rate of photon pairs over time.
As the resonances of a ring resonator correspond to dips in its transmission spectrum (see
section 2.3.4.1), a spectral detuning would also correspond to an increase of the pump power
transmitted by the resonator. In section 4.2.1 we discussed how the filter ring was not designed
to be resonant with the pump laser, meaning that the transmitted pump light would be coupled
off-chip from the same output as the idler photons (see figure 4.5). This means that a perfect
matching between pump wavelength and source resonance would correspond to a minimum of
the pump power leaking into the idler output.
Figure 4.6 shows a simplified schematic of the setup we used to maintain stability of the
photon pairs generation rate over time. The idler output of the chip, containing both the idler
photons and the residual pump, were coupled into a 99:01 beam splitter. The output of the beam
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Figure 4.6: Simplified schematic of the setup used to frequency-lock the source ring to
the pump laser. The operating principles of the setup are explained in detail in the main text
of section 4.2.2. Any on-chip components other than the source ring have been omitted as not
relevant to the operation of the system shown.
splitter carrying 1% of the input power was detected by a S154C Thorlabs power sensor (P-R)
connected to a PM100USB Thorlabs power meter (TP). A custom made voltage source (V) was
used to generate the electronic signal used to control the source thermal phase shifter as described
in section 4.2.1. Both the voltage source and the power meter were connected to a computer. The
computer was programmed to read the power measured by TP and adjust the voltage generated
by V accordingly over a period of 1 s.
However, the algorithm executed by the computer did not simply consist in minimising
the power measured by the power meter. The reason is that resonators with nonlinear optical
properties exhibit a resonance shift towards larger wavelengths when significant amounts of
power are coupled into them [146]. This means the condition of minimum residual pump could
only be met if the pump wavelength was spectrally overlapping with the peak of a shifted
resonance. In this situation, however, any disturbance drifting the pump wavelength towards
values higher than the minimal wavelength would reduce the amount of light that is coupled
into the ring. As the size of the resonance shift depends on the amount of optical power trapped
inside the resonator, this decrease in coupling would let the ring resonance relax towards lower
wavelengths. As a consequence, the spectral mismatch between the pump and the resonance
would be further increased, triggering a feedback mechanism that would move the resonance
back to its original position. In other words, matching the pump wavelength to a resonance peak
would compromise the stability of the system. The algorithm we implemented was designed
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to keep the pump matched to a slightly shorter wavelength than the central one, where the
transmitted power was 0.1 dB higher than its minimal value.
4.2.3 Temporal mode of the signal photon
In section 4.2.1 we mentioned that the temporal mode of the signal photons was altered by
spectrally filtering and then detecting the idler photon. Here we will discuss the details of this
process, following the derivation presented in the supplementary material of reference [124]. As
shown in section 4.1.2.1, the spectral properties of a photon pair generated by SFWM can be
described by means of a joint spectral amplitude. The joint spectral amplitude of a photon pair
generated by ring resonator source pumped by a perfectly monochromatic field of frequency ω
can be written as [120]
(4.63) φ(ω1,ω2)= φ̄(ω1,ω2)δ(ω1 +ω2 −2ω)
where ω1 and ω2 are the frequencies of the two generated photons and φ̄ depends on the shape
of the source ring resonances. However, the presence of a spectral filter on the path of the idler
photon restricts the portion of joint spectral amplitude that is relevant to the experiment. The
filter implemented here is composed of two linear cavities having expected linewidths 1.04 pm
and 1.38 pm (more details will be included in section 4.3.1), which are significantly narrower than
the 20 pm width (table 4.1) of the source ring. For this reason, we will assume φ̄ to be constant
within the bandwidth of the free-space filter. As the FWHM of the pump spectral mode is 3.2 fm
[145], the pump laser will be treated as a monochromatic field of frequency ωp. The generated
bi-photon state can therefore be represented as
(4.64)
∣∣Ψs,i〉= φ̄∫ ∣∣1ωs〉∣∣1ωi〉δ(ωs +ωi −2ωp)dωsdωi
where ωs and ωi are respectively the frequencies of the signal and idler photons. Moreover,
(4.65) |1ω〉 = â†ω |0〉
where â†ω is the annihilation operator corresponding to a monochromatic mode of angular fre-
quency ω (see equation (2.13)) and |0〉 is the vacuum state.
The two cavities composing the filter are designed so that their resonances are overlapped
at frequency ωi (see section 4.3.1). As discussed in section 4.1.1.1, the frequency dependence of




where γ is the FWHM of the resonance and ω̄ is the central frequency of the resonance. If the
resonances of the two cavities are perfectly overlapped, they will have equal central frequency ωc.
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Figure 4.7: Expected temporal probability density for the generated signal photons.
The plotted curve corresponds to the square modulus of the temporal wavefunction defined in
equation (4.78) assuming that the FWHMs for cavities A and B are the ones listed in 4.3.






where TA(ω) and TB(ω) are the individual normalised transmission coefficients of the two cavities,
while γA and γB are half their FWHMs. The application of the filter to the idler photon transforms
the bi-photon state into
(4.68)
∣∣∣Ψ′s,i〉= φ̄∫ ∣∣1ωs〉∣∣1ωi〉Ttot(ωi)δ(ωs +ωi −2ωp)dωsdωi
The idler photon is then detected by an SNSPD having the specifications reported in table 4.2.
We will assume the detection process to be instantaneous compared to the idler temporal mode.




where â†(ti) is the instantaneous creation operator defined in equation (2.92). By combining
equations (4.69) and (2.95), we obtain
(4.70)
∣∣1ti〉= ∫ ∣∣1ωi〉 eiωi ti dωi





∣∣∣Ψ′s,i 〉= φ̄∫ Ttot(2ωp −ωs) ∣∣1ωs〉dωs = |1s〉
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which now describes the state of the signal photon as a single element. As |1t〉 and |1ω〉 are related
by the Fourier transform in equation (4.70), we can write





∣∣1ts〉dtsdωs = ∫ T̃tot(ts) ∣∣1ts〉dts




〉= T̃tot(ts)= ∫ eiωs ts .Ttot(2ωp −ωs)dωs
In other words, T̃tot(ts) is the temporal mode amplitude of the signal photon, as defined in section
2.1.9.2. Ttot is defined in equation 4.67 as the product of the two functions TA and TB. According




where T̃A and T̃B are respectively the inverse Fourier transforms of TA(2ωp−ωs) and TB(2ωp−ωs).























Assuming that γA 6= γB, this means
(4.78) T̃tot(ts)=πγAγB
eγB ts/2 − eγA ts/2
γA −γB
Θ(−ts)
The temporal mode probability distribution is given by the square modulus of (4.78). For the
values of γA and γB reported in table 4.3, this function has the shape shown in figure 4.7.
4.2.4 Delay compensation
In section 4.1.2.2 we described how heralding can be used to perform correlated measurements
on photon pairs using single photon detectors. This technique relies on the ability of both the
detectors involved to detect whether or not a single photon was injected into their input. It must
be stressed that this is only possible because the measurement performed by both detectors is an
energy measurement. The setup shown in figure 4.5, however, relies on correlating the single-
photon measurements performed by the SNSPD with quadrature measurements performed by a
homodyne detector. The quadrature operator does not commute with the photon number operator,
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meaning it is not possible to infer the number of photons input into a homodyne detector from
a single quadrature measurement. Therefore, it is not possible to directly measure the delay
between the detection times of the two photons from the detectors outputs without performing
a state tomography for every delay value. However, we do know from section 4.1.2.1 that the
photons in each pair are generated at the same time. Let us assume the generation happens at
time t0, while to,s and to,i are the optical travel times of signal and idler from the source ring
to their respective detectors. Moreover, we define te,s and te,i as the time intervals between the
arrivals of the two photons into the corresponding detectors and the times the corresponding
electronic signals are detected by the oscilloscope. The difference between the detection times is
therefore given by
(4.79) ∆t = to,s + te,s − (to,i + te,i).
Here we describe the method used to compensate for ∆t, referring to the setup shown in figure
4.5. The LO was disconnected from the optical chip. The pump wavelength was set to overlap the
signal resonance and the filter ring was tuned so that the pump would couple into the homodyne
detector. In absence of a LO, the output signal of the homodyne detector was proportional to
the difference between the powers measured by the two on-chip photodiodes. As both of the
output signals of the photodiodes were proportional to the input power (see section 2.1.9.1), their
difference could be considered proportional to the input power as well. The residual fraction of
pump power that was left in the throughput port of the filter ring was coupled off-chip, followed
the path that was designed to carry the idler photons and was then detected by the SNSPD. In
order to achieve further attenuation on the pump power, the dual-cavity system was set not to
be resonant with the pump wavelength. The Tunics T100S-HP laser used to generate the pump
laser was equipped with an amplitude modulator [145]. The modulator was driven by a square
wave of 1 V peak-to-peak amplitude and 100 kHz frequency, generated by a Moku:Lab device
from Liquid Instruments. As a result, both the optical power measured by the homodyne detector
and the count rates measured by the SNSPD were modulated by the square wave. The signals
from both detectors were measured by the Keysight DSOV134A Infiniium V-Series oscilloscope
with a sample rate of 40 GSa/s. The rising edge of the square wave was used as a reference to
compare the arrival times of the two detector outputs. These times were matched by electronically
adjusting the delay between the two channels on the oscilloscope.
The FWHM of the expected temporal probability density |Ttot|2 for the signal photon (shown
in figure 4.7) is 3.6 ns. If the estimation of the delay is wrong by an amount τ, the impact on the
efficiency of the homodyne measurements can be calculated from equation (3.14). The nominal
specifications listed in table 4.2 report a jitter of 0.1 ns. Assuming this is the value of τ, the
efficiency contribution due to temporal mismatch is 99.8%.
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4.3 The free-space dual-cavity system
In section 4.2.3 we discussed how filtering the spectrum of the idler photon before heralding alters
the temporal mode of the signal photon. The integrated homodyne detector used to measure the
signal, presented in chapter 3, was characterised by a 3dB bandwidth of 150 MHz. This means
the detector was expected to be able to resolve temporal features slower than 6.67 ns. According
to equation (3.12), for the signal time mode to be resolvable by the homodyne detector, the filter
bandwidth needed to be narrower than 150 MHz, or 1.2 pm in wavelength units. However, neither
the pump laser nor the local oscillator were expected to be frequency-stable within such a narrow
bandwidth, as the specifications for both lasers reported wavelength variations of up to ±5 pm/h
[145]. As mentioned in 4.1.2.1, the carrier wavelengths of photon pairs generated by a SFWM
process are always symmetrically distributed with respect to the pump wavelength. For the
heralded detection process described in 4.2.1 to be succesful, the idler photons selected by the
free-space filter needed to be correlated to the signal photons spectrally overlapping the LO. In
other words, the filter passband and the LO wavelength needed to be equidistant from the pump
wavelength. To this end, we chose to build a cavity system that would resonate at pump, signal
and idler wavelength, acting both as a filter and as a reference that we could use to keep pump
and LO at a fixed spectral distance.
4.3.1 The two cavities
The system was composed of two consecutive free-space linear cavities (see figure 4.8). To
distinguish them, we will call Cavity A the first cavity the idler photon was coupled into, while
the other one will be referred to as Cavity B. Table 4.3 reports the design parameters targeted for
each cavity.
Figure 4.8: Simulation of the spatial mode profile of the idler photons across the filter
system. The orange line represents the beam radius as a function of the position.
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Figure 4.9: Simulation of cavity transmission spectra. The blue and orange line represent
respectively the Cavity A and Cavity B transmittance as a function of the wavelength of the
transmitted field, calculated by substituting the values reported in table 4.3 into equation 4.18.
The total transmittance of the system described in figure 4.8 is represented by the green line and
corresponds to the product between the individual transmittances of the two cavities.
Figure 4.9 shows a simulation of the expected transmittance of the system at different
wavelengths. The lengths of the two cavities have been chosen so that the ratio between the
corresponding FSRs would be exactly 3/4. This caused the resonances of the two cavities to
overlap periodically every 80 pm. In other words, the total transmittance of the system was
designed to be a comb of peaks having a FWHM of 0.81 pm (101 MHz) and an FSR of 80 pm (10
GHz). The FWHM of the source resonator, reported in table 4.1, is 20 pm, one fourth of the FSR
expected for the dual-cavity system. This means it was not possible for multiple filter resonances
to overlap with a single source resonance simultaneously.
In general, the transmission spectrum of an optical cavity depends on the spatial mode
occupied by the input field [148]. The data shown in figure 4.9 were simulated under the as-
sumption that the spatial mode of the input field would couple perfectly to the fundamental
Cavity A Cavity B
Mirror reflectance 85% 85%
Length 60 mm 45 mm
Finesse 19.3 19.3
FSR 20 pm 26.7
Linewidth 1.04 pm 1.38 pm
Table 4.3: Design parameters for Cavity A and Cavity B
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Figure 4.10: Locking scheme implemented on both Cavity A and Cavity B. The principles
of operation of the setup are explained in detail in section 4.3.2.
mode supported by each cavity. To ensure this condition was satisfied, the required distances
between the optical components involved were calculated by simulating the evolution of the beam
with a software named Raytracer. This software was developed by Ryuji Ukai, from Furusawa
Laboratories1. A simplified schematic of the free-space setup is shown in figure 4.8. The input
field was launched into free-space from a single-mode fiber by means of a fiber coupler. The
coupler included an objective of focal length 6.375 mm mounted on a positional stage, allowing
adjustment of the convergence of the output spatial mode. A lens of focal length 10.0 cm, also
mounted on a positional stage, was placed after Cavity A to focus the beam into Cavity B. The
field exiting Cavity B was then coupled into an optical fiber by means of a second fiber coupler,
identical to the input one. The simulated beam profile is represented by the orange lines in figure
4.8.
4.3.2 Frequency-locking the cavity system
The data plotted in figure 4.9 relied on the lengths of the two cavities being fixed to the two
well-defined values listed in table 4.3. Any free-space optical setup, however, is subject to thermal
noise that can make the positions of its optical components drift over time [136]. As a consequence,
the transmission spectra of the two cavities would have drifted independently, compromising the
periodic resonance matching condition shown in figure 4.9. To avoid this issue, the two cavities
were both frequency-locked to the pump laser mentioned in section 4.2.1. This was done by using
1University of Tokyo
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two conceptually identical setups, one for each cavity, both based on the Pound-Drever-Hall (PDH)
locking method introduced in 4.1.1.3.
Figure 4.10 shows a schematic of the locking setup we implemented on each cavity. The pump
laser was phase-modulated using a fiber phase modulator, driven by a sinusoidal signal generated
by a TEM Mini-PDH unit. The signal frequency was 70 MHz, lower than the FWHMs of the two
cavities but still comparable with them. The modulated laser light travelled through a circulator
and was then coupled into one of the cavities by means of a fiber coupler. The back-reflected
light from the cavity was coupled back into the fiber coupler, extracted by the circulator and
detected by a photodiode. The photodiode signal was then demodulated and low-pass filtered by
the Mini-PDH unit to obtain the PDH error signal as explained in 4.1.1.3. The cavity had one
of the mirrors mounted on a piezoelectric actuator. A TEM LaseLock device was used as a PID
controller [139], taking the PDH error function as an input and adjusting the position of the
actuator to keep the cavity in resonance at all times.
The LaseLock device included two independent PID controllers, meaning that we were able
to use two Mini-PDH units and one LaseLock to implement the scheme described above on both
Cavity A and Cavity B. As the two cavities were locked to the same reference, the overlapping
condition shown in figure 4.9 was ensured. The photodiode used to lock Cavity A was a PDA10CF
Thorlabs amplified photodiode with 150 MHz bandwidth and 5000 kΩ transimpedance gain. The
one used on Cavity B, instead, was designed and assembled in-house and consisted of a FGA01FC
Thorlabs InGaAs photodiode and a transimpedance amplifier built out of an OPA847 operational
amplifier. The transimpedance gain was 4.7 kΩ, while the bandwidth was 150 MHz.
4.3.3 Frequency-locking the Local Oscillator
At the beginning of section 4.3, we mentioned how we needed the dual-cavity system to act as a
wavelength reference for the LO. In section 4.8 we described how the system was designed so
that only one of its transmission lines could overlap with each resonance of the source rings. The
pump laser was kept in resonance with both the source ring and the dual-cavity system by means
of the setups described in sections 4.2.2 and 4.3.2. As the transmission lines of both systems are
periodic in wavelength, the two lines of the dual-cavity system overlapping with the signal and
idler source resonances are guaranteed to be symmetric with respect to the pump wavelength. In
other words, by locking the LO to the dual-cavity system line overlapping the signal we ensure
its spectral overlap with the heralded signal photons.
It is worth remembering that the dual-cavity system exhibited a transmission line only for
wavelengths that were resonant with both Cavity A and Cavity B. For this reason, we needed
to implement a locking method that would selectively generate an error function only for the
overlapping resonances of the two cavities. Figure 4.11a depicts a simplified schematic of the
setup used to frequency-lock the LO to the system. Although some of the elements used for the
locking scheme presented in section 4.3.2 are not represented in the figure, this system relies on
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Figure 4.11: a) Schematic of the setup used to frequency-lock the LO to the dual-cavity
system. The operating principles of the setup are explained in detail in the main text of section
4.3.3. Free-space beams are represented by red arrows, while the other red lines represent
fiber-coupled light. The back-reflected fields from both cavities are represented by dashed lines.
The continuous black lines correspond to electronic signals. b) Simulation of the effect of
the gating circuit on the generated error signal. The orange line corresponds to the power
measured by the photodiode LO-B. The green line is the output signal of the comparator included
in the gating circuit. The blue and red lines are respectively the error signal generated from the
Cavity A back-reflection in absence and in presence of gating.
that scheme being operational. For a complete description of all the optical elements involved in
the dual-cavity system, please refer to section 4.3.4.
The LO was generated by a Yenista Tunics T100S-HP laser, which included an analog
frequency modulation input. After travelling through a phase modulator, the laser was split
into two modes by means of a fiber beam splitter. Each mode was coupled into a circulator and
then input into one of the cavities by means of a fiber coupler. The back-reflections from both
cavities were coupled back into the fiber couplers and extracted by the respective circulators.
The back-reflection from Cavity A was detected by a Thorlabs PDA05CF2 amplified photodiode
(LO-A). A Moku:Lab device from Liquid Instruments was used in combination with the phase
modulator and the LO-A photodiode to perform the PDH method on Cavity A. The Moku:Lab
included a waveform generator, a frequency mixer and a PID controller [139]. The waveform
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Figure 4.12: Schematic of the gating circuit used to frequency-lock the LO. The operating
principles of the device are explained in detail in section 4.3.3. The components enclosed in the
green rectangle were soldered onto a printed circuit board (PCB) designed in-house.
generator provided a 100 MHz modulation signal that was input into the phase modulator. The
mixer was used to demodulate the signal from the LO-A photodiode and obtain a PDH error
function as explained in section 4.1.1.3.
The back-reflection from Cavity B was detected by a Thorlabs DET10N/M InGaAs photodiode
(LO-B). The generated photocurrent was used to gate the modulation provided by the Moku:Lab
by means of an electronic circuit built in-house. A schematic of the gating circuit is shown in
figure 4.12. The section of the circuit that is enclosed in a green square was assembled on a
PCB that was designed in-house. The layout of the PCB is shown in figure 4.13. The circuit
was powered by an external dual-channel 72-10505 Tenma voltage generator, supplying both a
negative voltage (-V=-12 V) and a positive voltage (+V=12 V). The positive voltage was input into
a LM78L05 fixed voltage regulator outputting a +5V voltage, while the negative one supplied a
LM79L05 fixed voltage regulator outputting -5V. A potentiometer external to the PCB (R1) was
connected to the circuit by means of a Molex 3-pin connector (M1) and used to build a potential
divider between the output voltage of the LM78L05 and ground, outputting an adjustable voltage
Vt. The electronic signal generated by the LO-B photodiode was input into the board by means
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Figure 4.13: Layout of the PCB that was part of the gating circuit. The operating principles
of the setup are described in detail in section 4.3.3.
of a BNC connector (BNC1). A polarity switch external to the PCB received in input both Vt
and the signal from LO-B, and its outputs were connected to the positive and negative input
of a TLV3701 comparator. Depending on the configuration of the polarity switch, Vt would be
routed to the non-inverting input of the comparator and the photodiode signal to the inverting
one, or vice versa. Both the inputs and the outputs of the polarity switch were connected to the
PCB by means of a Molex 4-pin connector (M2). The output of the comparator was connected
to the control input an ADG1419 2x1 analog switch. The modulation signal generated by the
Moku:Lab was input into the board by means of a BNC connector (BNC2) and routed into one
of the signal inputs of the ADG1419. The other input was grounded, so that the output of the
ADG1419 would be connected to the modulation signal when the voltage from the comparator
was high, and to ground when the voltage was low. The output signal from the ADG1419 was then
carried outside the PCB from a BNC connector (BNC3) and connected to the phase modulator
as shown in figure 4.11a. Three capacitors of capacitance 1 µF (C1, C2, C3) were added to the
supply lines of TLV3701 and ADG1419 to filter out high-frequency noise.
Figure 4.11b shows how the operation performed by this gating circuit alters the error
function. The orange line is a simulated plot of the signal generated by the LO-B photodiode
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as a function of the LO wavelength. The polarity switch was set so that Vt would be routed to
the non-inverting input of the comparator, while the photodiode signal would be input into the
inverting one. In this configuration, the output of the comparator would be a high voltage when
the signal from LO-B is lower then Vt and a low voltage when the signal is higher. For a value of
Vt represented by the dashed red line in figure 4.11b, the output of the comparator corresponds to
the green line, exhibiting a high voltage only when the LO wavelength is overlapped to a Cavity B
resonance. If this condition is satisfied, the modulation signal from the Moku:Lab is transmitted
through the ADG1419 and input into the phase modulator as shown in figure 4.11a. If, however,
the LO wavelength is not overlapping a Cavity B resonance, then the comparator output will be
a low voltage and the output of the ADG1419 will be grounded, disconnecting the modulation
signal from the phase modulator and disabling the generation of the Cavity A error function. The
resulting signal is represented by the red line in figure 4.11b, which is constant for every LO
wavelength that is not resonant with both cavities. This gated error signal was input into the
PID controller contained in the Moku:Lab, which was used to adjust the the voltage in the LO
frequency modulation input and keep the LO wavelength aligned with a system resonance at all
times.
4.3.4 The complete picture
Figures 4.5, 4.10 and 4.11 represent three different operations performed simultaneously by the
dual-cavity system. Each setup depends on the interaction between the system and one of the
three involved fields, which are respectively the idler photon, the pump laser and the LO. For the
correct operation of the system, all of these schemes needed to be active at the same time without
interfering with each other. The idler photons needed to be able to travel through both cavities
and then be coupled into fiber as shown in figure 4.8. On the other hand, both the pump and LO
locking schemes needed to act independently on each cavity. This means the fraction of pump
and LO that was transmitted by Cavity A was not supposed to be coupled into Cavity B.
Figure 4.14 shows a complete schematic of all the optical elements involved in the system.
Both pump and LO were split into two modes. The LO splitting was performed by a fiber beam
splitter, while the pump was split by means of a polarisation controller and a PBS. This gave us
the ability to adjust the pump splitting ratio by changing the setting of the polarisation controller.
A wavelength-division multiplexer (WDM) was used to combine one of the pump modes and
one of the LO modes into a single fiber, while the two remaining modes were coupled into the
corresponding inputs of the optical chip as described in 4.5.
The fiber containing both pump and LO was then coupled into a phase modulator. The two
Mini-PDH modulation signals required for locking the two cavities (Mod1 and Mod2) and the
gated modulation signal generated by the Moku:Lab for the LO locking scheme (Mod3) were
merged together into a single channel by means of two tee connectors. The resulting electronic
signal was input into the phase modulator. A fiber beam splitter was used to divide the modulated
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Figure 4.14: Complete schematic of the dual-cavity system. The operating principle of the
setup is explained in detail in section 4.3.4. Free-space fields are represented by arrows, all of the
other lines correspond to fiber-coupled fields. The orange dashed lines are back-reflected fields
from the two cavities. The blue dashed lines correspond to the idler photon.
light into two modes, each containing the two locking beams required for one of the cavities. The
two modes were input into two circulators and then launched into free space by means of two
fiber couplers. By adjusting the polarisation controllers placed before the two circulators, we
were able to ensure that the free-space beams were vertically polarised. Each beam was reflected
into one of the two cavities by means of a polarising beam splitter (PBS). The PBSs also ensured
that only the vertically polarised back-reflection from each cavity could be coupled back into
the fiber couplers. Each back-reflected beam was collected by the corresponding circulator and
their pump and LO contributions were separated into different modes by two WDM. The two
pump modes were detected by the amplified photodiodes P-A and P-B and used to implement the
locking scheme described in section 4.3.2. The photodiodes LO-A and LO-B were used to detect
the two LO modes as described in section 4.3.3. The PBS between Cavity A and Cavity B also
had the purpose of reflecting away the transmitted components of the Cavity A locking beams
before they could enter Cavity B. This ensured the independence between the locking signals
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obtained from the two cavities.
At the same time, the pump field that had been injected on-chip was used to generate single-
photon pairs as described in section 4.2.1. The generated idler photons, together with a residual
fraction of the pump, were collected off-chip and coupled into fiber. A 99:01 beam splitter was
used to extract a small fraction of this pump light to frequency-lock the source ring to the pump
laser as described in section 4.3.2. The output of the beam splitter containing 99% of the input
power was coupled into free space by means of a fiber coupler. By adjusting the polarisation
controller placed before the fiber coupler, we made sure the free-space field was horizontally
polarised. This allowed the field to travel through both cavities as shown in figure 4.8 without
being disturbed by the PBSs. The filtered light was then coupled into single-mode fiber. A WDM
was used to separate the filtered idler photons from the residual pump and any additional stray
light that might have been accidentally coupled into the fiber. The photons were then detected by
a SNSPD to trigger the homodyne measurements as described in 4.2.1.
The photodiodes T-1, T-2 and T-3 were used to characterise the transmittance of the two
cavities both independently (see section 4.5.2) and as a single system (see section 4.5.3). The
length of the optical paths between the fiber couplers outputting the locking beams and the
corresponding cavities were chosen so that they would only excite the fundamental gaussian
spatial cavity modes, as described in 4.1.1.2.
4.3.5 Matching the FSRs
The simulated data reported in figure 4.9 relied on the ratio between the lengths of the two
cavities being exactly 3/4. In a real experiment, however, lengths can only be determined with a
certain degree of precision. An example of a situation where the ratio between the two FSRs is
slightly different from the desired value is shown in figure 4.15. The two graphs are the results
of a simulation in which Cavity B was assumed to be 45.5 mm long, rather than 45 mm. The
top graph shows how, if the matching condition is perfectly met at wavelength 1550.39 nm, the
neighbor pairs of matching resonances do not overlap completely. The mismatch between the
two cavities accumulates with every FSR of distance from the perfectly matched resonance,
causing a beat note in the total transmission. The period of the beat note is inversely proportional
to the detuning between the two cavities. For a more detailed description of the origin of this
phenomenon, see appendix A.3.
Each of the two cavities had one of the mirrors mounted on a micrometric stage, meaning
that it was technically possible for us to fine-tune their lengths to compensate for an eventual
detuning. However, it was deemed more effective to adjust the period of the beat note to be equal
to the FSR of the source ring. This solution would have ensured maximal transmission for pump,
idler photons and LO and, as the period of the beat note is inversely proportional to the detuning,
it would have been more robust to accidental changes in the lengths of the cavities.
In addition, the FSR of the two-cavity system had to be tuned to so that one of its transmission
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Figure 4.15: Simulation of the system transmittance in case of mismatch between the
two cavity FSRs. In both graphs, the total transmittance of the system is represented by a
dark green line. The top graph also shows the transmittances of cavities A and B, respectively
represented by a blue and an orange line. The properties of the two cavities were assumed to be
the ones listed in table 4.3, with the exception of the length of Cavity B, which was assumed to
be 45.5 mm. The individual transmittances of the two cavities were calculated by substituting
these values into equation 4.18 and their product corresponded to the transmittance of the whole
system. Fiber coupling losses were not taken into account.
lines would align with the center of each resonance of the source, as mentioned in section 4.3.3.
For this to happen, the source FSR needed to be a multiple of the dual-cavity system FSR. The
expected value for the source FSR, listed in table 4.1, was 3.2 nm, while the simulation of the
dual-cavity filter shown in section 4.3.1 corresponded to an FSR of 80 pm. The ratio between
these two values is 40. As the source linewidth was 20 pm, an error of 0.5 pm on the FSR of
the cavity system would have been enough to compromise this matching condition. Assuming
that two systems were perfectly aligned to the pump wavelength, this mismatch would have
misaligned them completely at both the idler and the signal wavelength. To ensure this matching
condition, we adjusted the lenghts of both cavities while keeping their ratio fixed, so that the beat
period between their spectra would still be equal to the FSR of the source ring. This was done
by iteratively changing the length of Cavity A by a small amount (∼ 10 µm) and then adjusting
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Cavity B to compensate for the change in beat note.
4.3.6 Setting the locking schemes into operation
Section 4.3.4 describes how the dual-cavity system operates once all of the frequency-locking
protocols involved (see 4.2.2, 4.3.2, 4.11) are active. The methods required to activate each of
these protocols, however, can interfere with each other if they are not performed in a specific
order.
As a first instance, the procedure described in section 4.2.2 presupposes the identification of
the wavelength for which the residual pump power outputted by the optical chip is minimal. This
can be measured by changing the pump wavelength and detecting the corresponding variation
on the power detected by the photodiode P-R (see figure 4.14). However, if this is done while the
locking scheme in section 4.3.2 is active, the wavelength variations in the pump might destabilise
the locking state of cavities A and B.
Additionally, the locking method described in section 4.3.3 can only be functional if 4.3.2 is
active. On the other hand, the experimental setup described in section 4.2.1 requires the LO
laser to be spectrally overlapped to the source resonance generating the signal photons. This
means the LO needs to be locked to a specific line of the dual-cavity system, which is the one
matching the signal resonance of the source. Before the LO can be locked, this line needs to be
identified. However, in the setup shown in figure 4.14, the only laser coupled into the source ring
is the pump. The pump can only be used to scan the signal resonance of the source if the schemes
discussed in sections 4.2.2 and 4.3.2 are not active.
The procedure we used to put the various locking schemes into place can be summarised in
the following steps:
1. Identification of the signal resonance of the source. While this step is performed, all
locking procedures are inactive. The pump wavelength is set to be in the neighbourhood
of the signal resonance of the source (this will be better quantified in section 4.5.1). The
corresponding spectral region is scanned by changing the pump wavelength in steps of 1
pm and detecting the power measured by P-R at each step (see figure 4.14). The wavelength
corresponding to the minimal measured power is saved and the LO wavelength is set to the
saved value.
2. Identification of the pump resonance of the source. The pump wavelength is set to
be in the neighbourhood of the pump resonance of the source (this will be better quantified
in section 4.5.1). The corresponding spectral region is scanned by changing the pump
wavelength in steps of 1 pm and detecting the power measured by P-R at each step (see
figure 4.2.1). Both the minimal measured power and the corresponding wavelength are
saved. The scan is repeated starting from a shorter wavelength than the saved one and
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moving towards larger values. When the transmitted power is 0.1 dB higher than the saved
power value, the scan is arrested and the locking protocol described in 4.2.2 is activated.
3. Activation of the cavities locking protocol. As the wavelength of the pump is now
fixed, the protocol described in section 4.3.2 can be activated.
4. Activation of the LO locking protocol. As cavities A and B are now locked to the same
reference, the error function shown in figure 4.11b can be generated. As the wavelength
of the LO is now expected to be overlapping the signal resonance of the source, the LO is
locked to the dual-cavity system transmission line that is spectrally closest to its current
wavelength.
4.4 Environmental noise suppression
In section 3.2.2 we mentioned that the optical chip and the associated electronics were enclosed
into a Faraday cage to suppress environmental noise. This solution was proven to effectively
shield the system from radio frequency noise as long as the two voltage generators used to tune
the on-chip thermal phase shifters were not included in the setup. In order to prevent these
components from inducing unwanted noise into the homodyne detector electronics, they were
placed outside the cage. Before entering the cage, the supplied DC voltages were filtered by
means of two identical custom-made passive low-pass filters. This was done to eliminate all the
Figure 4.16: a) Schematic of the LC filter used to eliminate high-frequency noise from
each phase-shifter signal. The filter is composed by four AL016100NJTS inductors (L) and
three EEUFR1J101L capacitors (C) in a ladder topology [149]. A female-female BNC connector
placed on the side panel of the cage is used to carry the filtered signal inside the cage.b)
Equivalent circuits considered for L and C.
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Figure 4.17: Simulated transfer function of the circuit shown in figure 4.16a. The simu-
lation was performed considering the equivalent circuits shown in 4.16b for L and C.
noise components outside the passband of the filter, leaving the DC components of the signals
unaffected. Figure 4.16a includes a schematic of one of the filters. The design was composed of
four AL016100NJTS inductors (L) and three EEUFR1J101L capacitors (C) assembled in a ladder
topology [149]. In order to minimise the amount of power dissipated into the filter, no additional
resistors were included. The resistances across the thermal phase shifters of the two resonators
were measured with a multimeter. The measured values were 4.36 kΩ for the source ring and
3.06 kΩ for the filter ring.
The transfer function of the filter was simulated using the LTspice simulation software from
Linear technologies and considering the equivalent circuits for L anc C shown on figure 4.16b.
Figure 4.17 includes a plot of the simulated transfer function of the circuit for Rh = 4.36kΩ.
The 3dB bandwidth of the plotted function is 23.1 kHz. The difference between the transfer
functions obtained with Rh = 4.36kΩ and Rh = 3.06kΩ was found to be negligible. Each filter was
assembled onto a proto board, which was enclosed into a RS test box. The test box included a
female BNC connector that was used as filter input and a male BNC used as output. A female-
female BNC connector placed on the side of the Faraday cage was used to input the filtered signal
into the cage.
4.5 Setup characterisation
4.5.1 Source and filter resonators
A laser beam generated by a Tunics T100S-HP laser source was coupled into the pump input of
the optical chip (see figure 4.5). We then scanned the laser wavelength from 1537 nm to 1558 nm
95
CHAPTER 4. ON-CHIP GENERATION AND HOMODYNE DETECTION OF SINGLE PHOTONS
Figure 4.18: Wavelength scan of the transmittance between pump input and idler out-
put of the optical chip for two different values of the voltage applied to the thermal
phase shifter of the filter ring. The plot in figure a) corresponds to a voltage of 0 V, the plot in
figure b) to 8.7 V. The resonances of the source rings are marked by latin alphabet letter, while
the filter ring resonances are identified by greek letters. The input power was 9.85 µW.
in steps of 10 pm, measuring the power outputted by the idler output of the chip at each step by
means of a S154C Thorlabs power sensor(P-R) connected to a PM100USB Thorlabs power meter.
The measured data are plotted in 4.18a and is proportional to the total transmission spectrum
of the channel the laser was travelling through. The optical structures encountered by the field
were the pump input grating coupler, the idler output grating coupler, the source ring and the
filter ring, meaning the plot in figure 4.18a is proportional to the product of the transmission
spectra of these four elements.
The graph shows two sets of equally spaced resonances. One set includes resonances with
minima below 0.1 µW and FSR 3.12 nm and it is marked by latin alphabet letters. The other one
is marked by greek letters and its resonances show larger bandwidth than the ones in the first set,
minima above 0.3 µW and an FSR of 4.20 nm. The graph in figure 4.18b was obtained using the
same method as 4.18a, but in this case a voltage of 8.7V was applied to the thermal phase shifter
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Figure 4.19: Characterisation on the temporal correlation of photon pairs generated
in the source resonator. a) Histogram of the number of coincidences measured for different
delays in the arrival times of the two photons. The total acquisition time is 20 minutes and the
bin size of the histogram is 157 ps. b) Schematic of the setup used to characterise the temporal
correlation of the generated photon pairs. The operation principles of the setup are described in
the main text of section 4.5.1.
placed on the filter ring. The set of resonances marked by greek letters underwent a shift towards
higher wavelengths, which identifies them as the resonances of the filter ring. The remaining set
of resonances must therefore correspond to the source ring. We can also observe that in graph
4.18b resonances A and α are now overlapped. In section 4.2.1 we mentioned that the photon
pairs used in the experiment were the ones generated within resonances that were three source
FSRs distant from the pumped resonance. We also mentioned that the filter ring was tuned to be
resonant with the signal photon. Assuming the pump laser wavelength overlaps resonance D
and the signal and idler photons are generated within resonances A and G respectively, then the
configuration shown in figure 4.18b meets the conditions required for the experiment.
To test the generation of correlated photon pairs from the source ring, we coupled 2 mW of
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pump laser into the pump input of the chip. The voltage across the fliter ring phase shifter was
brought to 0, setting the system in the configuration described by 4.18a. The pump wavelength
was locked to resonance D using the locking scheme described in section 4.2.2. The output of
the chip was coupled into a WDM as shown in figure 4.19b and the two WDM output channels
overlapping resonances A and G were connected to two SNSPDs. The output signals of the
two detectors were input into a UQD-Logic correlator from Universal Quantum Devices, which
was used to count coincidence events as described in 4.1.2.2. Figure 4.19a is a histogram of the
number of coincidences measured for different values of delay between the detection times of the
two photons. The total acquisition time is 20 minutes and the bin size of the histogram is 157
ps. The graph shows a peak of coincidences when the delay reaches 0, proving that the photons
generated in resonances A and G are correlated. The total number of coincidences measured in a
2 ns window around the point of zero delay is 14893934. As the acquisition time was 20 minutes,
the average coincidence rate was 12.4 kHz.
4.5.2 Cavity A and Cavity B
In the description of the methods used to characterise the spectral properties of Cavity A and
Cavity B we will refer to the schematic represented in figure 4.14. The locking procedures
described in sections 4.3.2 and 4.3.3 were not applied and both the LO laser and the horizontally
polarised free-space fields (represented by the dark green arrows in figure 4.14) were blocked. The
only field entering the two cavities was therefore the free-space component of the pump laser that
was vertically polarised. The path followed by this field is represented by the orange arrows. The
Cavity A output beam was reflected into the T-1 photodiode by a removable mirror, represented by
a dashed line. The Cavity B output beam was detected by the photodiode T-2. The two photodiodes
were two S154C Thorlabs power sensors, each connected to a PM100USB Thorlabs power meter.
The wavelength of the pump laser was scanned from 1549.5 nm to 1550.5 nm in steps of 1 pm and
the powers measured by the two detectors T-1 and T-2 were recorded at each step. The measured
transmission spectra are plotted in figure 4.20a and 4.20b respectively. It must be specified that
Source ring resonances Filter ring resonances
Name Central wavelength Name Central wavelength
A 1538.40 nm α 1537.26 nm
B 1541.52 nm β 1541.41
C 1544.65 γ 1545.59
D 1547.79 δ 1549.79
E 1550.95 ε 1554.02
F 1554.12
G 1557.31
Table 4.4: Resonant wavelengths for the source and filter rings in the configuration
shown in figure 4.18a.
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Figure 4.20: a) Wavelength scan of the Cavity A transmittance. The input power was 218
µW. b) Wavelength scan of the Cavity B transmittance. The input power was 210 µW.
1 pm was the narrowest resolution allowed by the Tunics T100S-HP laser [145]. This value is
comparable to the expected FWHMs of the two cavities, listed in table 4.3, meaning the height
and width of the resonances could not be determined with this method. Howewer, we were able
to measure the spectral positions of the resonances within a 1 pm precision and retrieve the
FSRs of the two cavities. The plot in figure 4.20a, corresponding to the transmission spectrum of
Cavity A, contains 51 resonances. The distance between the peaks of the first and last resonance
shown, corresponding to 50 FSRs, is 973 pm ± 1 pm. The Cavity A FSR is therefore 19.46 pm ±
0.02 pm. Figure 4.20b shows to the transmission spectrum of Cavity B, contains 36 resonances.
The distance between the peaks of the first and last resonance in the graph, corresponding to 35
FSRs, is 906 pm ± 1 pm. The Cavity B FSR is therefore 25.88 pm ± 0.03 pm.
To characterise the linewidths of the two cavities, the two T-1 and T-2 Thorlabs power sensors
were replaced by two DET10N/M Thorlabs InGaAs photodiodes. The Tunics T100S-HP laser
source used to generate the pump laser was equipped with and analogic frequency modulator
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Figure 4.21: a) Wavelength scan of the transmittance of Cavity A in the neighborhood
of a resonance. The blue dots correspond to the output signal of the photodiode measuring
the power transmitted by the cavity. The orange line has been obtained by fitting the data
with a lorentzian distribution. b) Wavelength scan of the transmittance of Cavity B in the
neighborhood of a resonance. The blue dots correspond to the output signal of the photodiode
measuring the power transmitted by the cavity. The orange line has been obtained by fitting the
data with a lorentzian distribution.
[145]. The laser wavelength was set to 1550 nm and the modulator was then driven by a triangular
signal having 4 V peak-to-peak amplitude and 10 Hz frequency, generated by a Digilent Analog
Discovery device. In order to prevent the photodiodes from saturating, the polarisation of the
two probe beams was altered by changing the two polarisation controllers placed before the
corresponding circulators (see figure 4.14). As the polarisations of the two beams were not exactly
vertical, only a fraction of their power was reflected into the two cavities by the PBSs. The purpose
of this measurement was only to characterise the shape of the resonances of the two cavities,
so the powers of the two input beams were not measured. Figures 4.21a and 4.21b show the
measured photodiode signal as a function of the modulation voltage. The lorentzian curves of
best fit for the two datasets have respective FWHM 538 mV ± 3 mV and 793 mV ± 4 mV. The
nominal frequency shift applied by the modulation signal to the Tunics T100S-HP laser is -300
MHz/V [145], meaning that the measured FWHM for the two cavities are respectively 161 MHz
± 1 MHz and 238 MHz ± 1 MHz in frequency units, and 1.291 pm ± 0.008 pm and 1.907 pm ±
0.009 pm in wavelength units.
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Figure 4.22: Schematic of the setup used to characterise the spectral properties of the
dual-cavity system. The operating principle of the setup is explained in detail in the main text
of section 4.5.3. Free-space fields are represented by arrows, all of the other lines correspond to
fiber-coupled fields. The orange dashed lines are back-reflected fields from the two cavities.
4.5.3 The dual-cavity system
In this section we describe the methods used to characterise the dual-cavity system. In the
description that follows, we will refer to the schematic represented in figure 4.22. The pump field
was split into two modes by the combined use of a polarisation controller and a fiber PBS. One of
the two output modes was launched into free-space by means of a fiber coupler. A polarisation
controller placed before the fiber coupler was adjusted to make the polarisation of the free-space
field horizontal. The pump field was then coupled into the dual cavity system and travelled
through both Cavity A and Cavity B. The power outputted by the dual-cavity system was coupled
into fiber by means of a fiber coupler and measured by a S154C Thorlabs power sensor (T-3)
connected to a PM100USB Thorlabs power meter. The other output mode of the fiber PBS and
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Figure 4.23: Wavelength scan of the transmittance of the dual-cavity system.
the LO laser were coupled into the same fiber by means of a WDM, so that they could be used as
locking references as described in section 4.3.2 and 4.3.3.
For the purpose of characterising the spectral properties of the system, the polarisation
controller before the fiber PBS was adjusted to maximise the power carried by the PBS output
leading directly to a fiber coupler. The other PBS output was disconnected from the setup. The
LO laser was used as a reference field to frequency-lock the two cavities using the method
described in section 4.3.2 and its wavelength was set to 1547.644 nm. By scanning the pump laser
wavelength from 1546.5 nm to 1548.7 nm in steps of 1 pm and recording the power measured by
T-3 at each step, we obtained the data shown in figure 4.23. The distance between the peaks of
the two resonances at the opposite edges of the plot is 1937 pm ± 1 pm and corresponds to 25
FSRs. This means the FSR of the system is 77.48 pm ± 0.04 pm.
The linewidth of the system was characterised by driving the frequency-modulation input of
the pump laser with a triangle wave of 4 V peak-to-peak amplitude and 100 Hz frequency. The T-3
Thorlabs powerhead was replaced by a DET10N/M Thorlabs InGaAs photodiode. The wavelength
of the pump laser was set to 1553.456 nm. Figure 4.24 includes a plot of the measured photodiode
signal as a function of the modulation voltage. The transmission coefficient of the system in
the neighbourhood of a transmission line is described by equation (4.67). The corresponding
transmittance is given by the square modulus of the transmission coefficient:





where γA and γB correspond to the FWHMs of cavities A and B and ωA and ωB are the central
frequencies of the respective resonances. The orange line in figure 4.24 has been obtained by
fitting the measured data with the function defined in equation (4.80). We assumed the values
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Figure 4.24: Wavelength scan of the transmittance of the dual-cavity system in the
neighborhood of a transmission line. The blue dots correspond to the output signal of the
photodiode measuring the power transmitted by the system. The orange line has been obtained
by fitting the data with the function defined in equation (4.80).
of γA and γB to be half the FWHMs measured in section 4.5.2, while ωA and ωB were used as
fit parameters. The fitted values for ωA and ωB corresponded to modulation voltages of -2.13 V
± 0.01 V and -2.08 V ± 0.02 V respectively. The detuning between the two resonances is given
by the absolute value of the difference between these two values, which is 0.04 V ± 0.03 V. The
nominal frequency shift applied by the modulation signal to the Tunics T100S-HP laser is -300
MHz/V [145], meaning that the detuning between the two resonances in frequency unit is 12
MHz ± 8 MHz, which corresponds to 0.10 pm ± 0.06 pm in wavelength units. The FWHM of the
fitted line is 0.95 pm, or 118 MHz in frequency units.
We also performed a measurement of the total loss introduced by the dual-cavity system on
one of the spectral lines where the resonances of the two cavities are perfectly matched. The LO
laser was disconnected from the setup. The polarisation controller on the output of the pump laser
was set so that the pump power was evenly split between the outputs of the corresponding fiber
PBS. The fraction of pump that was coupled into the WDM was used to implement the locking
scheme described in section 4.3.2. As a consequence, the pump wavelength was in resonance with
both cavities. The power travelling into the horizontally polarised input of the dual-cavity system
was measured by means of a S122C Thorlabs power sensor connected to a PM100USB Thorlabs
power meter and the measured value was 1.77 mW. The power measured by T-3 was 0.79 mW,
meaning that the transmittance across the dual-cavity system for resonant fields was 45%.
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Figure 4.25: Characterisation of the spectral matching between the source ring and the
dual-cavity system. The orange line in figure a) represents the power transmitted through the
optical chip at different wavelengths, while the blue line corresponds to the fraction of that power
being transmitted by the cavity system. Both lines have been normalised against their maxima.
Figure b) shows the behaviour of the two datasets plotted in figure a) in the neighborhoods of the
source ring resonances. Figure C is a plot of the spectral distance between the minimum of each
source ring resonance and the nearest transmission line of the dual-cavity system.
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4.5.4 Spectral alignment between the dual-cavity system and the source ring
Here we report the characterisation of the spectral alignment between the source ring resonances
and the dual-cavity system transmission lines, which was obtained by following the procedure
described in section 4.3.5. In the description of the setup used to perform the characterisation
measurements, we will refer to the setup shown in figure 4.14. The LO laser wavelength was set
to 1547.8 nm and used as a locking reference for cavities A and B as described in section 4.3.2.
The polarisation controller placed on the output of the pump laser was adjusted to maximise the
power outputted by the fiber PBS into the optical chip. The other PBS output was disconnected
from the setup. The field outputted by the optical chip was coupled into a 99:01 fiber beam splitter
and the beam splitter output carrying 1% of the input power was detected by a S154C Thorlabs
power sensor (P-R) connected to a PM100USB Thorlabs power meter. The 99% output from the
99:01 beam splitter was coupled into the dual-cavity system and the power transmitted by the
system was measured by another S154C Thorlabs power sensor (T-3) connected to a PM100USB
Thorlabs power meter. We then scanned the wavelength of the pump from 1536 nm to 1558 nm
in steps of 1 pm size, recording the powers measured by P-R and T-3 at every step.
The normalised measured powers are plotted in figure 4.25a. As previously discussed in
section 4.5.1, the spectrum measured by P-R is proportional to the product of the transmission
spectra of the two on-chip resonators modulated by the spectral profiles of the input and output
grating couplers. The field detected by T-3 had instead travelled through both the optical chip
and the dual-cavity system. This means that the spectrum measured by T-3 is proportional to the
product between the spectrum measured by P-R and the transmission spectrum of the dual-cavity
system. Figure 4.25a shows how the source ring resonances are overlapped to the maxima of
the beatings in the dual-cavity system spectrum. The normalised powers measured by P-R and
T-3 in the neighbourhood of the seven source resonances shown in 4.25a are plotted in 4.25b.
Each one of the plotted resonances has a dual-cavity system transmission line overlapped to its
right side. The distances between the minima of each source resonance and the maxima of the
corresponding dual-cavity system line are plotted in figure 4.25c. Their average value is 20 pm ±
3 pm.
We should keep in mind that the dual-cavity system is frequency-locked to the pump laser,
which is generated by a Tunics T100S-HP laser source having an expected wavelength stability
of ±5 pm/h [145]. As the total acquisition time for the measured data was 2 hours, the variations
measured in the data plotted in figure 4.25c are compatible with spectral drifts caused by
the instability of the dual-cavity system locking reference. The distances between each pair of
resonance could therefore be considered equal within their standard deviation, meaning the FSR
of the source could be considered to be a multiple of the FSR of the dual-cavity system. In this
situation we could ensure the matching between each pair of resonances by locking the source
ring to the dual-cavity system reference laser, using the method described in section 4.2.2.
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Figure 4.26: Characterisation on the temporal correlation of photon pairs generated in
the source resonator and filtered by the dual-cavity system. a) Histogram of the number
of coincidences measured for different delays in the arrival times of the two photons. The total
acquisition time was 2 hours and the bin size of the histogram is 156 ps. b) Schematic of the
setup used to characterise the temporal correlation of the filtered photon pairs. The operation
principles of the setup are described in the main text of section 4.5.5.
4.5.5 Detection of correlated photon pairs filtered by the cavity system
In section 4.3 we stressed that one of the main purposes of the dual-cavity system was to
ensure that the transmission line overlapping the idler resonance of the source ring and the
one overlapping the signal resonance would match the wavelengths of correlated photon pairs.
To verify that this condition was satisfied, we built the setup shown in figure 4.26b. The source
ring was pumped by an external Tunics T100S-HP pump laser, which was frequency-locked
to resonance D (see table 4.4) using the locking scheme described in section 4.2.2. The voltage
across the thermal phase shifter placed on top of the filter ring was brought to 0, setting the
system in the configuration shown by figure 4.18a. We will consider the photons generated by
resonance A as signal photons and the ones generated by resonance G idler photons. As both A
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and G are exactly 3 source FSRs distant from the pumped resonance, the corresponding photons
were expected to be correlated due to energy conservation (see 4.1.2.1). Moreover, neither A
nor G are overlapped to a filter resonance, meaning that both signal and idler photons were
outputted off-chip, as opposed to the scheme described in section 4.2.1. The output of the optical
chip was then coupled into the dual-cavity system as shown in figure 4.14. After travelling
through the dual-cavity system, the field was input into a WDM. The two WDM output channels
spectrally overlapping resonances A and G were connected to two Photon Spot SNSPDs having
the specifications listed in table 4.2 and the output signals of the two detectors were input into
a UQD-Logic correlator from Universal Quantum Devices. The correlator was used to count
coincidence events as described in 4.1.2.2.
Figure 4.26a shows a histogram of the measured coincidences for different delays between
the photon detection times. The acquisition time was 2 hours and the bin size of the histogram
is 156 ps. The graph shows a peak of coincidences when the delay reaches 0, proving that
the photons transmitted by the dual-cavity system lines overlapping resonances A and G are
correlated. The total number of coincidences within a 10 ns window around the point of zero
delay is 54506. As the acquisition time was 2 hours, the average coincidence rate was 7.6 Hz. The
coincidences-to-accidentals ration (CAR) is 160.
Figure 4.27: Noise suppression obtained by filtering the thermal phase shifters input
voltages. The red curve shows the power spectrum of the signal outputted by the homodyne
detector if the thermal phase shifters voltages are not filtered, the blue curve corresponds to the
output signal when the filters are present.
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4.5.6 The environmental noise suppression system
This section reports the characterisation of the noise suppression obtained by filtering the thermal
phase shifter signals of the two ring resonators as described in section 4.4. The power spectrum
of the noise introduced into the Faraday cage by the two voltage generators was measured by
connecting the voltage outputs directly to the corresponding BNC connectors placed on the side
of the cage. We then measured the power spectrum of the homodyne detector with a Keysight
N9912A FieldFox RF analyser. For this measurement, no light was coupled into the optical chip.
The measured power spectrum is shown in figure 4.27 and corresponds to the red line. The blue
line was obtained by adding the two filters to the voltage channels as described in section 4.4.
4.5.7 Expected detection efficiency for the homodyne measurements
For homodyne measurements performed as described in section 4.2.1, we identify three sources of
inefficiency . The first one is the intrinsic inefficiency of the homodyne detector used. As discussed
in section 3.3.4, this corresponds to an efficiency contribution ηHD = 0.59. Another source of
inefficiency is given by the limited heralding efficiency of a critically coupled ring resonator source,
as discussed in section 4.1.2.3. The corresponding expected efficiency contribution is ηHef f = 0.5.
The last contribution is the result of the optical loss experienced by the signal photons while
travelling from the source ring to the homodyne detector input (see figure 4.5). The expected loss
inside the waveguides of the optical chip, mentioned in table 3.1, is 1.34 dB/cm, while the total
length of the waveguides connecting the source ring to the homodyne detector is approximately
200 µm. This value does not take into account the optical loss across the filter ring, as this was
measured separately. The expected optical loss in 200 µm of waveguides is approximately 0.03
dB, corresponding to efficiency contribution 0.994. This contribution was considered negligible in
comparison to ηHef f and ηHD .
To measure the transmittance across the filter ring, we disconnected the PD1 on-chip photodi-
ode (see figure 3.2.2) from the amplification circuit of the homodyne detector. The voltage across
the filter ring thermal phase shifter was set so that the system would be in the configuration
shown in figure 4.18a. A laser generated by a Tunics T100S-HP laser source was coupled into the
pump input of the optical chip. Its off-chip power was 740 µW and its wavelength was adjusted to
overlap resonance δ of the filter ring (see table 4.4). A fraction of the laser power was coupled into
the homodyne detector and split by the homodyne splitter. As PD1 was disconnected from the
circuit, the output voltage of the detector was proportional to the optical power measured by PD2.
The measured value for this voltage was Vp=335 mV. The laser was then decoupled from the pump
input of the optical chip and coupled into the LO input. In this second case, the output voltage of
the detector was Vlo=607 mV. Assuming that the transmittances of the two input grating couplers
was equal, the homodyne splitter was perfectly balanced and the loss in the waveguides was neg-
ligible, the transmittance across the filter ring is given by ηloss =Vp/Vlo = 0.55. This corresponds
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Figure 4.28: a) Real part of the density matrix reconstructed from the homodyne mea-
surements acquired. The delay between heralding signal and homodyne detector signal is
assumed to have been perfectly compensated as explained in section 4.2.4. b) Fidelities of the
reconstructed state with |0〉 and |1〉 as functions of the delay between heralding signal
and homodyne detector signal. F0 represents the fidelity of the state with vacuum, while F1
is the fidelity with a single photon state.
to the detection efficiency contribution due to optical loss. The total expected detection effficiency
is ηHD ∗ηHef f ∗ηloss = 0.16
4.6 Results
The setup described in picture 4.5 was used to couple the generated signal photons into the
on-chip homodyne detector and acquire heralded quadrature measurements. The delays between
the arrival times of the output signals of the homodyne detector and the SNSPD were adjusted
as described in section 4.2.4. Upon detection of a rising edge in the output signal of the SNSPD
at a given time t0, the Keysight DSOV134A Infiniium V-Series oscilloscope was programmed to
save the waveform acquired from the homodyne output on the time interval [t0−250 ns , t0+250
ns] with a sample rate of 40 GSa/s. Using this method, 1200000 waveforms were saved.
The expected temporal probability distribution for the signal photon was calculated from
equation (4.78) using the values of γA and γB measured in section 4.5.2 and assuming t0 as
the detection time of the idler photon. Each of the 1200000 waveforms acquired was used to
obtain a quadrature measurement using equation (2.111). The iterative maximum likelihood
procedure described in section B.2 was used to reconstruct a quantum state basing on the obtained
quadratures, compensating for the expected efficiency value mentioned in section 4.5.7. The real
part of the density matrix of the reconstructed state is shown in figure 4.28a. Its fidelity with the
vacuum state is 0.98 and its fidelity with the single-photon state is 7 ·10−5. In other words, the
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reconstructed state does not show the presence of a significant single photon contribution.
To compensate for eventual mistakes in the delay compensation between the detection times,
reported in section 4.2.4, we applied a temporal translation δ to the expected single photon
temporal mode. The value of δ was changed from -250 ns to 250 ns in steps of 1 ns. For each
step, we reconstructed the density matrix of the corresponding quantum state using the methos
described above. Figure 4.28b shows the fidelities of the reconstructed states with both |0〉 and |1〉
as functions of δ. The reconstructed state shows fidelity near 1 with the vacuum state for every
value of δ.
4.7 Discussion
The experiment presented in this chapter was an attempt to perform generation and on-chip
homodyne tomography of single photons on a single optical chip. However, the state reconstructed
from the homodyne measurements, displayed in figure 4.28, showed a fidelity of 98% with
vacuum. The reconstruction was performed while compensating for all of the expected sources
of inefficiency in the setup, listed in section 4.5.7. Here we will base on the characterisation
measurements reported in section 4.5 for the various elements of the setup to identify the
problems that are most likely to have led to an unsuccessful result.
A good starting point is probably the coincidence measurement shown in figure 4.19a. This
measurement proves that single photons are being generated on-chip in the spectral regions
surrounding the source resonances A and G, and that these photons are correlated in time.
Moreover, the characterisation of the filter ring reported in section 4.5.7 shows that a field that is
resonant with the filter ring is transmitted from its input port to its drop port with approximately
50% loss. The spectral scan in 4.18 is proof that resonance α of the filter is overlapping resonance
A of the source. In other words, there is reason to believe that the signal photons are reaching
the homodyne detector as expected.
The heralding scheme presented in 4.2.1 requires the output signals from homodyne detector
and SNSPD to be temporally matched when they are recorded by the oscilloscope. The matching
procedure adopted in 4.2.4 relies on measurements from the on-chip homodyne detector, which
has a bandwidth of 150 MHz. This means the detector is able to resolve temporal features that
are slower than ∼ 7 ns. An imprecise estimation of the delay between the two signals could
result in the quadrature detection being performed on the wrong time mode, where there is no
signal photon present. However, the tomographic reconstruction shown in figure 4.28 has been
performed for a range of delays spanning a 500 ns time interval without detecting any change.
Hence, we do not expect the results shown in figure 4.28 to have been caused by an error in the
delay compensation process.
When we described the operation of the optical chip in section 4.2.1, we assumed that the
residual pump outputted by the source resonator would be perfectly isolated from the signal input
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of the homodyne detector. If this condition was not true, then a fraction of the residual pump
would be coupled into the homodyne detector. As the wavelength of the LO was approximately
9 nm distant from the pump wavelength, the two fields would not interfere. This means the
only contribution given by the pump to the homodyne output would be an additional vacuum
noise term. Depending on the power ratio between pump and LO, this noise could further reduce
the detection efficiency. The power of the LO was 5 mW, while the input pump power was
approximately 1 mW. Being in resonance with the source ring, the pump field was then subject to
an extinction of approximately 20 dB. This means that, even if the residual pump was entirely
coupled into the homodyne detector after the source ring, the resulting vacuum noise contribution
would have been two orders of magnitude below the LO shot noise level. In other words, the noise
introduced by a leakage of residual pump into the homodyne detector could not have significantly
affected the detection efficiency.
In sections 2.1.10 and 3.1.1 we stressed how homodyne measurements are performed on
a well defined spectral and temporal mode. An input quantum field can only be detected if it
matches (or, at least, if it has a significant overlap with) the measured mode. In particular, the
adopted detection method, presented in section 3.1.2, relies on the LO being aligned to the central
frequency of the signal spectrum. As discussed in 4.3.5, the dual-cavity system was designed so
that one of its transmission lines would overlap with the signal photon spectrum, acting as a
reference for the LO. The spectral scans in figure 4.25 demonstrate how a single transmission
line of the dual-cavity system overlapped each source resonance. The coincidence measurement
in 4.26a shows that the on-chip generated single photons overlapping the two transmission lines
of the dual-cavity system within source resonances A and G are temporally correlated. Therefore,
there must be spectral overlap between the dual-cavity transmission line and the spectrum of
the signal photons. In other words, the dual cavity system is successfully acting as a spectral
reference.
However, this only guarantees the overlap of the LO with the signal photon if the LO is locked
to the appropriate transmission line. The procedure used to identify the appropriate resonance is
explained in 4.3.6: the central wavelength of the signal resonance is measured by scanning the
resonance with the pump laser and detecting the power measured by the photodiode P-R. The
wavelength corresponding to the minimal measured power is recorded and the LO wavelength
is set to be equal to the recorded value. The gated error function obtained as shown in section
4.3.3 is then used to identify the transmission line that is nearest to the recorded wavelength.
The pump and the LO are both generated by two Tunics T100S-HP laser sources. The nominal
absolute wavelength accuracy for these sources is ± 40 pm [145]. The FSR of the dual-cavity
system, reported in 4.5.3, is 77.48 pm ± 0.04 pm. It is therefore definitely possible that the
difference in referencing between the pump and LO laser sources was large enough to move the
LO close to one of the dual-cavity system transmission lines neighbouring the intended one. In
that case, the absence of overlap between the signal photon and the LO would justify the failure
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in detecting any signal photons.
One way to address this problem would be to perform the initial scan of the signal resonance
using the LO laser. In order to do so, part of the LO power would have to be split from one of the
fibers carrying the LO shown in figure 4.14. This could be done by using a fiber beam splitter or a
polarisation controller followed by a PBS. In order to prevent LO light from entering the pump
input (and therefore the homodyne detector) during the acquisition of homodyne measurements,
the splitter would have to be disconnected and removed from the setup immediately after signal
resonance scan is performed.
Let us now assume that the LO was locked to the correct dual-cavity system transmission
line. According to the model shown in section 3.1.2, the temporal mode the measurement is
performed on is selected by integrating the homodyne subtraction signal over the corresponding
temporal probability density φ(t). The section also mentions that a narrow detector bandwidth
can misshape the temporal mode of the detected field, therefore reducing the detection efficiency.
The distorted temporal density is given by the convolution between the original temporal density
and the temporal response of the detector r(t). This effect has not been taken into account in the
estimation of the temporal density function reported in 4.5.7. However, section A.2 reports an
approximate estimation of the efficiency contribution expected from this mismatch, which is 0.64.
Although this number is just a rough estimate of the real efficiency contribution, it shows that
the distortion introduced by the detector bandwidth alone is not large enough to completely erase
any significant single photon contribution from the measurements.
4.8 Conclusions
The aim of the experiment presented in this chapter was to perform generation and homodyne
tomography of a single photon state within the same silicon optical chip. The single photon state
was generated by a heralded single-photon source relying on an on-chip ring-resonator photon
pair source and an off-chip optical filter. The filter was composed of two free-space cavities and
it was used to filter the herald photons spectrally. This dual-cavity system was also used as a
spectral reference to keep the LO of the homodyne detector spectrally locked to the generated
single photon.
The correct operation of this setup required the various components to be kept spectrally
aligned within sub-picometer precision in a spectral region that was approximately 19 nm wide2.
This was achieved by combining three different active locking methods, described in sections
4.2.2, 4.3.2 and 4.3.3, and tuning the spectral properties of the elements involved as described in
section 4.3.5. By doing so, we ensured that the dual-cavity system transmission lines overlapping
the signal and idler resonances of the source ring were spectrally matched to correlated pairs of
photons. Proof of this is given by the coincidence measurement shown in figure 4.26a.
2This is the spectral distance between resonances A and G of the source ring (see table 4.4).
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The single photons generated by the heralded source were coupled into the on-chip homo-
dyne detector through a ring-resonator filter in add-drop configuration. The expected detection
efficiency for the single-photon state was 0.16 (see section 4.5.7). The locking procedures imple-
mented kept the system frequency-stable for the time required to acquire 1.2 million heralded
segments of homodyne output signal, which were post-processed to obtain 1.2 million quadrature
measurements (see section 4.6). Unfortunately, the quantum state reconstructed from the quadra-
ture measurements showed no significant single-photon contribution. As discussed in section 4.7,
we expect the cause of this result to lie on an erroneous identification of the appropriate locking
reference for the LO, caused by the insufficient absolute wavelength accuracy of the two Tunics
T100S-HP laser sources generating pump and LO. In the future, this effect can be avoided by
using the LO laser to characterise the signal resonance of the source ring, as described in section
4.7. This means the encountered problem does not represent a fundamental limit to the success
of the experiment.
The main contributions limiting the expected detection efficiency, identified in section 4.5.7,
are the intrinsic homodyne detection efficiency, the optical loss experienced by the signal photon
and the heralding efficiency of the source resonator. Potential improvements to the efficiency of
the homodyne detector have already been discussed in section 3.5. The loss experienced by the
single photon state in the add-drop resonator can be eliminated by altering the design so that
the drop port of the ring is connected to the idler output of the chip and the throughput port is
connected to the homodyne detector input. In this configuration, signal and idler photons can
be spatially separated by setting the filter ring in resonance with the idler photon. This means
the signal photon would not be in resonance with the filter ring, avoiding the corresponding loss
contribution (see section 2.3.4.2). The heralding efficiency contribution given by the source ring
could simply be avoided by generating photon pairs in a non-resonant type of integrated photon
pair source.
The setup presented here represents a first step towards integration of single-photon based
CV experiment on-chip. We believe that this technology will lay the foundation for experiments
of higher complexity, involving larger numbers of spatial modes than the ones allowed by current
free-space implementations. This particular experiment required significant spectral precision,
imposed by the limited bandwidth of the on-chip homodyne detector used. For this reason, a
consistent part of the experiment had to be built using free-space optics. However, the level of
spectral precision needed can be relaxed by developing higher-speed amplification circuitry for on-
chip homodyne detectors. Bulk implementations of homodyne detectors with bandwidths above 1
GHz have been demonstrated in literature [66] and the techniques they rely on can in principle be
applied to pairs of integrated photodiodes with analogous results [105]. Moreover, the nonlinear
processes at the base of the demonstrated heralded single-photon source can in principle be
used to generate more exotic types of quantum states than just single photons[128, 129]. The
possibility of generating single-photon added coherent states[132], and even entangling them in
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a multi-mode configuration[134], largely expands the range of potential applications that this
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In chapter 4 we examined an example of continuous-variables quantum optics experimentthat could be implemented on a silicon optical chip. The experiment relied on on-chipgenerated single photon states. Although single photons have found applications in CV
quantum optics [114, 117, 124–127], the class of quantum states of light that are most often used
in this field are squeezed states [27].
Squeezed states of light are characterised by quadrature probability distributions that, for
certain phases, are narrower compared to the vacuum state. The first experimental demonstration
of a squeezed light field was performed by R. E. Slusher et al. in 1985 [150]. Since then, squeezed
light has constituted a fundamental resource for the vast majority of the experiments in every
branch of CV quantum optics [26, 151, 152]. It is therefore evident that a meaningful integration
of CV quantum optics on a silicon photonic platform will require the ability to generate squeezed
states within silicon waveguides.
Squeezed light is most commonly obtained from the interaction between a bright pump field
and a dielectric material with nonlinear optical properties [28–33]. However, if the pump field is
affected by classical noise, this noise can transfer into the generated squeezed light, making the
corresponding reduction in quadrature noise undetectable. A technique allowing to address this
problem for pulsed pump fields is named collinear balanced detection (CBD) and was proposed by
K. Nose et al. in 2012 [39]. The original purpose of this technique was to enhance the sensitivity
achievable in stimulated Raman scattering microscopy based on fiber lasers. Subsequently, CBD
was succesfully used by S. Sawai et al. to suppress classical noise in the generation of squeezed
light [153]. In both cases, the technique was implemented using free-space optics.
In this chapter we introduce an alternative description of CBD, which provides an explicit
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form for the electric field amplitude after the application of the technique. This model, discussed
in detail in section 5.4.1, is then used in section 5.4.2 to describe how CBD can be applied multiple
times to the same electromagnetic field to achieve better noise suppression. Section 5.4.3 reports
a fiber-based experimental implementation of both single and cascaded CBD. By implementing
this technique in fiber, we were able to achieve suppression of classical noise to the shot noise
limit at lower frequencies than ever demonstrated before. To avoid pulse broadening caused
by frequency dispersion in the fibers, hollow-core photonic crystal fibers were used. The noise
properties of the field after the application of CBD were characterised using a custom-made
low-noise balanced detector that is described in detail in section 5.3.
The specifications of both the cascaded CBD experiment and the balanced detector were
chosen to enable the realisation of a future experiment, which is described in section 5.2. This
experiment aims to investigate the potential of silicon waveguides as nonlinear medium for the
generation of squeezed light.
Statement of work
The experiment described in section 5.4.3 was designed by Euan Allen. The detector presented
in section 5.3 was designed by myself in collaboration with Yu Shiozawa. The assembling and
characterisation of the detector were performed by myself. The adapted analysis presented in
section 5.4.1 was developed by Euan Allen in collaboration with myself. The model presented in
section 5.4.2 for a cascaded application of the CBD technique was developed by Euan Allen. Euan
Allen also designed and executed the experiments described in section 5.4.3. The hollow core
photonic crystal fibers used in the experimental setups described in section 5.4.3 were fabricated
by Kristina Rusimova.
5.1 Squeezed light
The collection of quantum states we introduced in section 2.1.7 are all defined so that the
corresponding Wigner functions are rotationally symmetric around one point in the phase space.
According to equation (2.53), this means the shape of the corresponding quadrature probability
distributions is independent on the phase. The model discussed in section 2.1.5 for a single-mode
quantum field, however, does not require this symmetry. The only imposition we have made on
the quadrature distributions is that the minimal uncertainties on orthogonal pairs of quadrature
operators must be inversely proportional (see equation (2.41)). This means that, in general, it is
possible to define quantum states of having quadrature distributions variances narrower than
the ones of vacuum with respect to some phases. This property is called squeezing [27]. In this
section we will follow the derivations reported by reference [53] to define two classes of states
exhibiting squeezing: squeezed vacua (section 5.1.2) and squeezed coherent states (section 5.1.3).
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5.1.1 The squeezing operator
We define the squeezing operator as
(5.1) Ŝ(ζ)= e 12 ζ∗ â2− 12 ζ(â†)2
where ζ is a complex parameter called squeezing parameter, while a and a† are the creation and
annihilation operators associated to a generic single mode of the electromagnetic field. We can
show that the squeezing operator is unitary for all ζ:
(5.2) Ŝ(ζ)Ŝ†(ζ)= e 12 ζ∗â2− 12 ζ(â†)2 e 12 ζ(â†)2− 12 ζ∗â2 = 1
Additionally,
(5.3) Ŝ(0)= 1.
It is also possible to show [53] that
Ŝ†(ζ)âŜ(ζ)= âcoshs− â†eiθsinhs(5.4)
Ŝ†(ζ)â†Ŝ(ζ)= â†coshs− âe−iθsinhs(5.5)
where s and θ are two real parameters such that
(5.6) ζ= seiθ.























sinhs = pcoshs− pθsinhs(5.8)
where qθ and pθ are the quadrature operators with respect to the angle θ defined in (2.48).
We can now use the operator defined in (2.45) to apply a rotation of angle θ/2 to the phase
space, so that the new creation and annihilation operators are
â′ = âe−i θ2 â′† = â†ei θ2 .(5.9)
The application of Ŝ(ζ) will transform these two new operators into
Ŝ†(ζ)â′Ŝ(ζ)= âe−i θ2 coshs− â†ei θ2 sinhs = â′coshs− â′†sinhs(5.10)
Ŝ†(ζ)â′†Ŝ(ζ)= â†ei θ2 coshs− âe−i θ2 sinhs = â′†coshs− â′sinhs(5.11)
In other words, it is always possible to choose a frame of reference for the phase space such that
θ = 0. In this frame of reference, equations (5.7) and (5.8) become
Ŝ†(ζ)q̂Ŝ(ζ)= qe−s Ŝ†(ζ)p̂Ŝ(ζ)= pes.(5.12)
117
CHAPTER 5. CASCADED COLLINEAR BALANCED DETECTION FOR CLASSICAL NOISE
SUPPRESSION AT MULTIPLE FREQUENCIES
Therefore, the transformation applied by a squeezing operator with squeezing parameter ζ= seiθ
has the effect of compressing the phase space along the axis defined by the angle −θ/2, while
stretching it along the axis of angle π/2−θ/2. The product between the quadrature operators
defined on these two axes is conserved.
5.1.2 Squeezed vacuum
We define the squeezed vacuum state as the result of the application of a squeezing operator to
the vacuum state:
(5.13) |ζ〉 = Ŝ(ζ) |0〉 .
This means the Wigner function of a squeezed vacuum can be obtained by transforming the vac-
uum Wigner function according to equations (5.12). The averages and variances of the quadrature
operators q and p become


































Equations (5.15) and (5.16) show how the rotational symmetry characterising the quadrature
probability distributions of the vacuum state was broken by the squeezing transformation. The
area of uncertainty delimited by these equations is now an ellipse having axes of length es/4 and
e−s/4.
By using equations (5.4) and (5.5) we can show that
(5.17) 〈ζ| n̂ |ζ〉 = 〈0| Ŝ†(ζ)â†âŜ(ζ) |0〉 = 〈0| Ŝ†(ζ)â†Ŝ†(ζ)Ŝ(ζ)âŜ(ζ) |0〉 = sinh2s
where n̂ is the photon number operator defined as n̂ = â†â. Following a similar procedure, we can
also show that
(5.18) 〈ζ| n̂2 |ζ〉 = 3sinh4s+2sinh2s = 3〈ζ| n̂ |ζ〉2 +〈ζ| n̂ |ζ〉




〉= 2〈ζ| n̂ |ζ〉 (〈ζ| n̂ |ζ〉+1).
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5.1.3 Squeezed coherent states and amplitude squeezing
In section 2.1.7.2 we showed how the transformation applied by the displacement operator
consists in a translation of the phase space. Let us now consider a quantum state defined as
follows:
(5.20) |ζ,α〉 = D(α) |ζ〉 = D(α)S(ζ) |0〉
with D(α) defined as shown in (2.67). The Wigner function of the resulting state can be obtained
by translating the Wigner function of |ζ〉 by a vector (Re(α), Im(α)). The averages and variances
of the quadrature operators q and p can be obtained from (2.70):

































The same relations used to obtain (5.22) and (5.23), combined with (2.37), allow us to find














where φ is a real parameter such that α= |α|eiφ.
Let us now compare the photon number statistics of |ζ,α〉 with the one of the coherent state
|α〉 = D(α) |0〉. In section 2.1.7.2 we discussed how the energy of a coherent state is characterised by
an uncertainty that scales with
p〈n〉 . In a time-dependent energy measurement, this uncertainty
translates into a white noise that we denominated optical shot noise (see section 2.1.9.3). This
noise depends exclusively on the absolute value of α and it cannot be reduced or eliminated
unless the quantum properties of the detected light are changed. Instead, the photon number
uncertainty of |ζ,α〉 is represented by equation (5.25). Let us now assume that |α|2 À sinh2s. In
this regime, the average photon number associated with |ζ,α〉 can be approximated as follows:
(5.26) 〈n〉ζ,α ' |α|2 = 〈n〉α .
where 〈n〉α is the average photon number associated to |α〉. The ratio between the photon number
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We can observe that for θ = 2φ, 〈∆n2〉ζ,α/〈∆n2〉α < 1. This means that, for appropriate choices of
α and ζ, squeezed coherent states exhibit lower photon number noise than their non-squeezed
counterparts. This property is called photon number squeezing.
5.1.4 Generation of squeezed states from nonlinear Kerr interaction
When we introduced third-order nonlinear effects in section 4.1.2.1, we were primarily interested
in SFWM and its application to the generation of photon pairs. Here we focus on another effect
originating from third-order nonlinear interaction: the Kerr effect. The Hamiltonian describing
the Kerr interaction between the medium and a quantum field of annihilation operatior â can be
written as [154]
(5.29) Ĥ = ~kâ†â†ââ = ~kn̂(n̂+1).
where k is a constant depending on χ(3). The evolution of a quantum state under this Hamiltonian
is described by the unitary operator
(5.30) Uk = e
iĤt
~ = eikn̂(n̂+1)t.





The effect of Uk on a quantum state can then be intuitively understood as a photon-number-
dependent phase shift. If the initial quantum state is a coherent state of complex amplitude α,
then Uk transforms it into






The state |κ〉 will be referred to as Kerr state.
In 1990, M. Shirasaki and H. A. Haus showed that by interfering two identical Kerr states on
a beam splitter, it is possible to obtain a quantum state of light that is approximable to squeezed
vacuum [155]. The experimental setup studied by Shirasaki and Haus is shown in figure 5.1
and it is based on a Mach-Zehnder interferometer (MZI) built out of two 50:50 beam splitters.
Two pieces of dielectric material with third-order nonlinear properties, one for each arm of the
interferometer, interact with the fields travelling between the two beam splitters. Provided that
the nonlinear media have the same length, two identical Kerr states are generated. These two
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Figure 5.1: Mach-Zehnder based Kerr squeezer. The output state |Ψ〉 can be approximated
to a squeezed vacuum if the splitting ratios of the beam splitters is 50:50 and to a coherent
squeezed state if the splitting ratios are 90:10.
states interfere on the output beam splitter of the MZI generating a state |Ψ〉 which was shown
to have similar properties to squeezed vacuum. A slight variation of this scheme, presented by
S. Schmitt et al. in 1998, consisted in replacing the two beam splitters in figure 5.1 with two
90:10 beam splitters [156]. Under this condition, the generated state |Ψ〉 can be approximated to
a squeezed coherent state having the direction of lowest quadrature uncertainty aligned to the
direction of the displacement. From (5.28) we can see that, for sufficiently large values of α and
sufficiently small values of s, this state exhibits photon number squeezing.
5.1.5 Detecting photon number squeezing
As discussed in section (2.1.9.3), the photon number statistics of a quantum field can in theory
be measured by repeatedly perfoming energy measurements on the field. However, the process
of detecting photon-number squeezing simplifies significantly if the measured energy noise can
be compared in real time to the statistic of a coherent field of equal power. For this reason, the
characterisation of photon-number squeezing is often performed by means of a balanced detector
like the one shown in figure 5.2a [31, 156–160]. In this setup, the measured field is splitted
by a 50:50 beam splitter. The two beams outputted by the beam splitter are detected by two
photodiodes (PD-A and PD-B) and the resulting electronic signals are collected by an electronic
circuit, which outputs their sum V+ and their difference V−.
The sum signal V+ is proportional to the sum of the energies of the two output fields of the
beam splitter. Due to energy conservation, this is equal to the energy of the input field. What
this means is that, in an ideal setup, V+ is the signal that would be obtained by measuring the
input field with a single photodiode. The difference signal V− is a signal with average 0, gaussian
probability distribution and variance proportional to the average photon number 〈n〉 of the
detected field. In other words, the difference signal reproduces the noise statistics of a coherent
state of equal power to the detected field. Moreover, if classical fluctuations are present in the
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Figure 5.2: a) Schematic of a balanced detector used for photon number squeezing
detection. PD-A and PD-B are transimpedance-amplified photodiodes. The signals V+ and V−
are respectively sum and difference between the output signals of PD-A and PD-B. b) Power
spectral densities of V+ and V− obtained in presence of either classical noise, photon
number squeezing or poissonian shot noise.
input field power, they will induce correlated noise in the two output fields of the beamsplitter.
This noise will be present in V+, while the subtraction operation performed in the generation of
V− will suppress it.
Figure 5.2b shows a hypothetical power spectrum of V+ and V− in three different regimes,
assuming the detection system is perfectly balanced and infinitely fast. The spectrum of V− is
constant across all frequencies and it reproduces the power spectrum of the shot noise measured
from a coherent state with average photon number 〈n〉 (see section 2.1.9.3). If the input state is
an ideal coherent state, then the power spectra of V+ and V− will be equal. For a photon-number-
squeezed state, instead, the power spectrum of V+ will be lower than V− in a range of frequencies
which depends on the process used to generate the input state. In both cases, classical laser noise
will contribute to the power spectrum of V+. This means that, for the values of ω where noise
is present, the spectral power of V+ could be higher than V−(ω) even in case of photon number
squeezing. As the method presented here allows to detect squeezing by observing the power
spectra of V− and V+, it is in general not necessary to be able to resolve the temporal mode of the
detected field.
Let us now assume that the balanced detector shown in figure 5.2a is affected by electronic
noise. This background noise will set a limit to the minimal power spectral density that can
be measured at each frequency. The maximum amount of squeezing that can be detected at a
given frequency can therefore be quantified by a frequency-dependent version of the shot-noise




where V−(ω) is the Fourier transform of V− and Ven(ω) is the Fourier transform of the electronic
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noise signal.
5.2 Kerr squeezing in silicon waveguides
In figure 5.1 we examined a type of setup which can be used to generate photon number squeezing
from Kerr nonlinear interaction. Most practical implementations of this generation process make
use of a slight variation of this setup, where the Mach-Zehnder-based configuration is replaced
by a Sagnac based configuration [142, 156, 161–164]. In this section we present the overview
of an experiment proposal that is based on the latter configuration and uses an on-chip silicon
waveguide as nonlinear medium. At the time this thesis is written, this experiment has not been
completed yet. However, the properties of the devices and experimental setups presented in the
rest of the chapter were chosen in order to enable the realisation of this experiment.
Figure 5.3 shows a schematic of the experimental setup. A pulsed coherent pump field with
50 MHz repetition rate and 2 ps pulse duration is generated by a Pritel fiber laser. The carrier
frequency of the field spectral mode is 1550 nm. The pump power is controlled by means of a
variable optical attenuator (VOA). The field is then split by a 90:10 fiber beam splitter. The two
outputs of the splitter are coupled into the opposite ends of a silicon waveguide by means of two
grating couplers. While travelling through the waveguide, the two fields interact with silicon
as described by equation (5.32), generating two Kerr states. The Kerr states are then coupled
back into the 90:10 beam splitter, where they interfere genetating a photon-number-squeezed
state as discussed in section 5.1.4. The generated state is coupled into a polarisation controller
and then into a fiber PBS. By adjusting the polarisation controller, the splitting ratio of the PBS
is set to 50:50. The two outputs of the PBS are detected by two amplified photodiodes and the
resulting electronic signals are processed by a Keysight InfiniiVision MSOX3104A oscilloscope,
which computes and saves sum (V+) and difference (V−) of the two signals.
Figure 5.3: Schematic of the silicon-waveguide-based Kerr squeezer.
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The optical side of the setup shown in figure 5.3, both on-chip and off-chip, was designed and
built by Euan Allen. Additional details on the balanced detector will be provided in section 5.3.
Simulations performed by Euan Allen showed that the output state of the Sagnac interferometer
is optimally photon-number-squeezed if its power is ∼200 µW.
5.3 The balanced detector
In section 5.2 we presented a plan for an experiment aiming to make use of the third-order
nonlinear properties of silicon waveguides to generate photon number squeezed light. The
proposed setup, shown in figure 5.3, includes a fiber implementation of the balanced detector
described in section 5.1.5. This section reports the design and characterisation details of this
detector, which will also be used to characterise the classical laser noise suppression methods
discussed in section 5.4.
5.3.1 Design considerations
In section 2.1.7.2 we mentioned that the photon number probability distribution of a coherent
state has standard deviation ∆n = |α|, where α is the amplitude of the coherent state. The average
photon number of a coherent state 〈n〉 is given by (2.74), meaning that if the field is bright and
|α| À 1, then 〈n〉 À ∆n. If the field is detected by a photodiode, the generated photocurrent I
will also be such that 〈I〉À∆I. Depending on the sensitivity of the instrument used to generate
this signal, it might be necessary to amplify it in order to be able to measure its shot noise
contribution. As explained in section 2.2 and demonstrated in chapter 3, this amplification can
be performed by a transimpedance amplifier. However, real operational amplifiers have finite
dynamic ranges. As the average of the amplified signal is estimated to be significantly larger
than its shot noise contribution, there could be cases where the saturation of the operational
amplifier is reached for values of the gain that are still insufficient for a shot noise distribution
measurement.
If we assume the measured field to be monochromatic, then the resulting photocurrent will
be a random noise of standard deviation ∆I distributed around a constant value 〈I〉. In this case,
the maximum gain resistence allowed will be determined by the value of 〈I〉. Let us now assume,
instead, that the temporal mode of the detected field is a train of square pulses of length τ and
repetition rate ν. The condition τν< 1 ensures that the pulses do not overlap. In this case, the
value of the gain resistance is limited by the peak power of the pulses, which, for fixed values of
average power and repetition rate, is inversely proportional to the pulse duration. In other words,
narrower pulses will have higher peak powers and will saturate the detector for lower values of
the gain resistance.
However, the detection method presented in section 5.1.5 does not require a detector band-
width that is large enough to resolve - or even distinguish - the individual pulses. On the contrary,
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this technique is often used to detect squeezing at frequencies that are lower than the pump
repetition rate [31, 156–160]. This means the amplification electronics of the detector system
can be designed so that its bandwidth is narrower than the pulses repetition rate. If we assume
the spectral response of the detector to be a step function, the spectral components of the signal
that are outside the detector bandwidth will be filtered out. In the time domain, the resulting
signal will be identical to the one that a CW field of equal average power would generate and the
maximal transimpedance gain allowed will be limited by the field average power.
The spectral response of a transimpedance-amplified photodiode, however, is in general
different from a step function. If the conditions mentioned in equation (2.125) are satisfied, this
function is described by equation (2.123). This means that frequency components outside the 3dB
bandwidth of the circuit will be attenuated by a factor that depends on their spectral distance
from the bandwidth limit, as shown in figure 2.4b. The consequence is that the signal generated
by the detector will retain some features oscillating around the average at the laser repetition
rate, and their amplitude will depend on the distance between the laser repetition rate and the
detector bandwidth limit.
The experiment shown in section 5.2 relies on a pump laser with 50 MHz repetition rate. For
this reason, the targeted value for the detector bandwidth was 10 MHz. According to equation
(2.123), this corresponded to an extinction of -30 dB at 50 MHz.
5.3.2 The amplified photodiodes.
The two transimpedance-amplified photodetectors included in the setup shown in figure 5.3 were
based on two Thorlabs FGA01FC InGaAs photodiodes, each mounted on a PCB containing a
transimpedance amplification circuit. The two circuits were identical. A schematic of one of these
two circuits is shown in figure 5.5, while the layout of the board is shown in figure 5.4. The values
of all the resistances and capacitances included in the design are listed in table 5.1. The layout of
the board was designed by Yu Shiozawa, a visiting student from Furusawa Laboratories1, under
my supervision. This design was originally intended for applications unrelated to the experiments
described in this chapter. However, the PCB shown in figure 5.4 was similar enough to the one
required by the experiments that assembling a circuit on it was deemed more time effective than
developing and printing new design. The parts of the PCB that are covered by the solid grey
area in figure 5.4 were not used. No electronic components were mounted inside this area. The
components used to provide supply voltages for the photodiode and the operational amplifiers
were also chosen by Yu Shiozawa.
The circuit was powered by two 9 V batteries, respectively generating a positive (V+) and a
negative (V-) voltage. The two bias voltages and the ground voltage were connected to the board
by means of a Molex 3-pin connector (M1). The positive voltage was used to power two positive
voltage regulators, a variable one (IC1) and a fixed one (IC2). IC1 is a LT1763CS8 variable voltage
1University of Tokyo
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regulator. A potentiometer (R1) with resistance values ranging beteen 0 and 200 kΩ was used to
control the output voltage of the IC1. This voltage was set to 5 V and used to reverse-bias the
Thorlabs FGA01FC photodiode (PD). IC2 is a LT1763CS8-5 fixed voltage regulator providing a
5V output voltage. The negative voltage V− was used to supply a third voltage regulator (IC3)
This regulator was a LT1964ES5-5 negative voltage regulator outputting a -5 voltage.
The anode of PD was connected to the inverting input of a LT6236 operational amplifier
(IC4) in transimpedance configuration. The value of the gain resistance (R4) was 20 kΩ. The
capacitor C24 in parallel with R4 was used to keep the spectral response of the circuit flat up
to its bandwidth limit (see section 2.2). The non-inverting input of the amplifier is connected to
ground through a resistor R5 having equal resistance to R4, to compensate for the offset caused by
current leaking inside the op amp. The capacitors C18 and C19, in parallel with R5, prevent this
resistor from adding a significant amount of Johnson noise to the circuit. The two ±5 V voltages
generated by IC2 and IC3 are used to supply IC4. The resistor R6 sets the output impedance of
the circuit to 50 Ω. The output signal of the transimpedance amplifier (Vout) is carried outside
the board and connected to the oscilloscope as shown in figure 5.3. Except for the ones mentioned,
all of the other capacitors are used to stabilise the supply voltages of the various components.
5.3.3 Characterisation of the balanced detector
With the purpose of characterising the properties of the balanced detector included in the setup
in figure 5.3, the input fibre of the PBS and the output of the VOA were disconnected from the
90:10 beam splitter and connected to each other. The VOA was adjusted so that the average
optical power input into the PBS would be 330 µW. Figure 5.6a shows the output of one of
Name Value
C1, C4 100 µF
C15, C16, C17 10 µF
C2, C3, C5, C13 1 µF
C6, C7, C8, C12, C14
100 nF
C19, C21, C23, C25
C9, C10 10 nF
C11, C18, C20, C22 100 pF
C24 0.8 pF





Table 5.1: Values of the resistor and capacitor values included in the photodetector
amplification circuit.
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Figure 5.4: Layout of the photodetector circuit board. The values of the resistors and
capacitors involved are listed in table 5.1. The components named IC1, IC2, IC3 and IC4 are
respectively a LT1763CS8 variable voltage regulator, a LT1763CS8-5 fixed voltage regulator,
LT1964ES5-5 fixed voltage regulator and a LT6236 operational amplifier.
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Figure 5.5: Schematic of the photodetector amplification circuit. The components named
IC1, IC2, IC3 and IC4 are respectively a LT1763CS8 variable voltage regulator, a LT1763CS8-5
fixed voltage regulator, LT1964ES5-5 fixed voltage regulator and a LT6236 operational amplifier.
the two photodetectors as a function of time: the signal is characterised by a constant offset
modulated by a periodic function of frequency 50 MHz, which corresponds to the repetition rate
of the input laser (see sections 5.2,5.3.1). The behaviour shown by the other photodetector was
analogous. The math function of the Keysight InfiniiVision MSOX3104A oscilloscope was used to
compute the subtraction between the signals generated by the two photodiodes (which we will
refer to as V−) in real time. The polarisation controller placed before the PBS was adjusted to
change the splitting ratio of the PBS until the average of V− was zero within the oscilloscope
precision (2 mV). The oscilloscope was used to acquire and save a 200 µs long waveform from the
output of each photodetector. The two waveforms were sampled at 312 MHz and were acquired
simultaneously. From the saved data, we then calculated the addition (which will be called V+)
and subtraction (V−) between the two waveforms. This method was applied repeatedly to obtain
50 pairs of corresponding addition and subtraction signals. In order to measure the electronic
noise generated by the balanced detector, the entire procedure was then repeated to acquire other
50 (V+,V−) pairs in absence of input optical power.
Figure 5.6b displays the power spectral densities of V+ and V− averaged over the 50 datasets
acquired in presence of input power, and the average power spectral density of V+ in absence of
input power. As mentioned in section 5.1.5, the power spectral density of V− corresponds to the
shot-noise spectral density of a coherent state of average power 330 µW. As discussed in section
3.3.5, this curve reproduces the spectral response of the balanced detector. The 3dB bandwidth of
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Figure 5.6: Characterisation of the balanced detector properties. a) Output signal of
one of the two photodetectors as a function of time. The average input power coupled into
the detector was 165 µW. b) Power spectra of electronic noise (green line), optical shot
noise (orange line) and classical laser noise (blue line). The power spectra of classical
laser noise and shot noise were obtained respectively from V+ and V− in presence of an input
field of average power P=330 µW. The power spectrum of the electronic noise was obtained from
V− in absence of input power.
the detector is approximately 5.5 MHz. This value is lower than the targeted value, which was 10
MHz. We expect this lowered bandwidth to have been caused by the internal capacitance of the
PCB the circuit is mounted on. In any case, the shot noise clearance, defined as in equation (5.3.1),
is approximately 10 dB for all the frequencies below 10 MHz. This means efficient squeezing
detection can be performed even at frequencies higher than the 3dB bandwidth of the circuit.
Figure 5.6b also shows that, in presence of an input field, the power spectral density of V+
is higher the power spectral density of V− for every frequency below 10 MHZ. In other words,
the input field is affected by classical noise that dominates over shot noise in the whole spectral
region where the detector has maximal shot noise clearance.
5.4 Noise suppression by Collinear Balanced Detection
The graph in figure 5.6b shows how the shot noise of the light generated by the Pritel fiber laser
is dominated by classical noise. If this light was used to generate squeezing as shown in figure
5.3, the quantum noise properties of the resulting field would not be measurable with the method
described in section 5.1.5. One method allowing to suppress this classical noise is the collinear
balanced detection (CBD) technique presented by K. Nose et al. in reference [39].
The model presented by Nose describes the operating principles of CBD in terms of the
properties of the photocurrent iout generated by detecting the output field of the MZI with a
photodiode. Although this description allows to make predictions on the noise properties of iout,
it does not lead to an explicit form for the output field E out. As a consequence, it is not possible to
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predict how this field is going to evolve if further optical operations are performed on it before
detection.
In section 5.4.1, we present a model of the CBD technique which explicitly describes the
evolution of the electromagnetic field through a CBD setup. This model is then used in section
5.4.2 to show how CBD can be cascaded to obtain classical noise suppression around multiple
frequencies. Finally, in sections 5.4.3 and 5.4.4, we report an experiment confirming the model
discussed in 5.4.2.
5.4.1 Theoretical model
Let us consider the MZI shown in figure 5.7a. The complex amplitude of the input field of the
interferometer will be referred to as E0, while E1 and E2 will be the fields outputted by the first




Assuming that the difference between the travel times of E1 and E2 from the first beam splitter
to the second is τ, then
E out = 1p
2
[E1(t)+E2(t−τ)]= 12 [E0(t)+E0(t−τ)] .(5.35)
The intensity of E out is therefore






E∗0 (t) ·E0(t−τ)+E0(t) ·E∗0 (t−τ)
)]
where C is a proportionality constant and I0 is the intensity of E0.
Here we make two assumptions:
1. The temporal distribution of E0 is a train of pulses of period T and length tp, such that
T À tp.
2. τ 6= ntp∀n ∈N.
Assumption 1. allows us to approximate the temporal distribution of E0 to a train of delta
functions of period T. This approximation, combined with assumption 2., ensures that pulses in
E0(t) and E0(t−τ) never overlap temporally. Hence E∗0 (t) ·E0(t−τ)= 0 and
(5.37) Iout(t)= 14 [I0(t)+ I0(t−τ)] .
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where Ĩ0(ν) is the Fourier transform of I0(t). The corresponding power spectral density is
(5.39)
∣∣Ĩout(ν)∣∣2 = ∣∣Ĩ0(ν)∣∣28 (1+cos(2πντ)) .
The average intensity of the field is given by its zero-frequency contribution:
Due to assumption 1., I0(t) is a periodic function of period T. This means its spectral density
is a superposition of a discrete set of frequencies νn = n/T [165]. In absence of noise,
(5.40)
∣∣Ĩ0(ν)∣∣2 = 0 ∀ν 6= νn such that n ∈N.
If equation 5.40 is not satisfied, then I0(t) is affected by noise.
Let us now take a closer look at equation 5.39: we can see that
(5.41)
∣∣Ĩout(ν)∣∣2 = 0, ∀ν= 2n+12τ
with n ∈ N. This means we can choose the value of τ appropriately to extinguish the noise
components in the neighbourhood of a desired frequency, as long as assumption 2. is satisfied.
The average intensity of the field, however, is given by the zero-frequency contribution of Ĩout(ν):
(5.42) Ĩout(0)= Ĩ0(ν)2 .
In other words, the price of applying this noise suppression method is the loss of half of the input
average power.
It must be stressed that the model presented here cannot be used to eliminate the optical
shot noise associated to the field. As discussed in section 2.1.9.3, optical shot noise is an intrinsic
property of coherent states and can only be removed by changing the photon number statistics of
the field quantum state.
5.4.2 Cascaded interferometers for noise suppression at multiple
frequencies
The expanded model presented in section 5.4.1 can be used to describe the behaviour of two
cascaded imbalanced MZI like the ones shown in figure 5.7b. The following analysis was developed
by Euan Allen, a fellow PhD student, and it is presented here with the purpose of demonstrating
how the model discussed in section 5.4.1 can be used to describe more complex setups than the
one displayed in figure 5.7a.
By using equation 5.35, we can write




We can combine the two equations in 5.43 to obtain
(5.44) E out = 14 [E0(t)+E0(t−τ1)+E0(t−τ2)+E0(t−τ1 −τ2)] .
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Figure 5.7: a) Single-stage implementation of CBD [39]. a) Double-stage implementa-
tion of CBD.
The corresponding intensity is
Iout(t)= C |E out|2 = 116 [I0(t)+ I0(t−τ1)+ I0(t−τ2)+ I0(t−τ1 −τ2)](5.45)
where we assumed that τ1 and τ2 were chosen so that all the mixed terms in the square modulus
would vanish.
The Fourier transform of Iout(t) is
(5.46) Ĩout(ν)= Ĩ0(ν)16
(










The corresponding power spectral density is
(5.47)
∣∣Ĩout(ν)∣∣2 = ∣∣Ĩ0(ν)∣∣216 (1+cos(2πντ1)) (1+cos(2iπντ2)) .
What this means is that the noise reduction method presented in section 5.4.1 can be applied
multiple times to improve the noise properties of the input field. The average output intensity is
(5.48) Ĩout(0)= Ĩ0(ν)4 .
meaning that the application of a second noise suppression stage reduced the output power by an
additional factor of 2.
5.4.3 Experimental implementation
The noise suppression methods presented in sections 5.4.1 and 5.4.2 were tested experimentally
using the setup shown in figure 5.8. This setup was designed and built by Euan Allen. Key to the
realisation of the experiment was the balanced detector designed and built by myself, which is
described in section 5.3. Here we will briefly describe the operating principles of this experiment,
while the experimental result obtained will be discussed in section 5.4.4.
A pulsed coherent pump field with 50 MHz repetition rate and 2 ps pulse duration was
generated by a Pritel fiber laser. The carrier frequency of the field spectral mode was 1550 nm.
132
5.4. NOISE SUPPRESSION BY COLLINEAR BALANCED DETECTION
Figure 5.8: Schematic of the double CBD experimental setup. The yellow lines represent
regular single mode fibres. The blue lines represent hollow-core photonic crystal fibers.
A variable optical attenuator (VOA) was used to tune the power of the pump field, which then
travelled through a polarisation controller and was coupled into a fiber PBS. One of the outputs
of the PBS was coupled directly into one of the inputs of a 50:50 fiber beam splitter. The other
PBS output was injected into a delay line built out of a hollow-core photonic crystal fiber. The
length of the delay line was L1 =23 m, which corresponds to a temporal delay τ1 = 77 ns. The
output of the delay line was then connected to the remaining input of the fiber beam splitter.
By adjusting the polarisation controller placed before the PBS it was possible to tune the PBS
splitting ratio. In other words, the system composed of polarisation controller, PBS, delay line and
fiber beam splitter formed an imbalanced MZI having variable reflectivity in the input splitter.
By setting the splitting ratio of input splitter so that the average powers coupled into the output
splitter would be equal, we could reproduce the single-stage CBD setup shown in figure 5.7a.
Alternatively, the reflectance of the input splitter could be set so that all of the input power would
be coupled into one of the arms of the MZI. In this case, the input power would simply be divided
equally between the two outputs of the MZI.
One of the two outputs of the MZI was then coupled to a second MZI. This second interferom-
eter was identical to the first, except for the length of the delay line. This length was L2 =60 m,
corresponding to a temporal delay τ2 = 200 ns. It is worth noting that, even in this second case,
the tunability of the input splitter gave us control on whether the interferometer would perform
CBD or not. In other words, we could use the experimental setup shown to perform zero, one or
two CBD stages on the pump field. The frequencies of maximal classical noise suppression for the
two interferometers can be calculated by substituting τ1 and τ2 into equation (5.41). For n = 0,
these values are ν1 = 6.5 MHz and ν2 = 2.5 MHz.
The field outputted by the second MZI was then coupled into the balanced detector described
in section 5.3. In order to compensate for the different amounts of optical loss affecting the field
for every different configuration of the MZI input splitters, the VOA attenuation was adjusted
so that the average detector input power was 330 µW. The hollow-core photonic crystal fibers
included in the two MZI were fabricated by Kristina Rusimova, from University of Bath.
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5.4.4 Results
The measurements reported here were obtained by setting the setup described in section 5.4.3 in
three different configurations.
In the first configuration, the reflectances of the two MZI input splitters were adjusted so that
no noise suppression would be performed. In the second configuration, CBD would be performed
only on the MZI with delay length L1. In the third configuration, both interferometers were set
to perform CBD.
For each configuration, 50 simultaneous pairs of (V+,V−) waveforms were acquired using the
method described in section 5.3.3. These waveforms had length 200 µs and sampling rate 312 MHz.
Figure 5.9 shows the average power spectral densities of V+ obtained from the three different
configuration and the average power spectral density of V− obtained in the first configuration.
This latter power spectrum marks the shot noise limit, while the addition signals represent
the noise spectral densities in the three different configurations. We can see that in both the
single and the double CBD configuration, the noise spectral density reaches the shot noise limit.
Additionally, the power spectral density acquired in the double CBD configuration shows a
classical noise suppression of 5 dB at frequency ν2.
5.5 Conclusions
In this chapter we introduce a proposal for an experiment aiming to generate photon number
squeezed light using a silicon waveguide as nonlinear medium. We report the construction of a
balanced detector which was designed specifically to enable the realisation of the experiment.
The detector is characterised by a shot noise clearance of 10 dB over a bandwidth of 10 MHz for
Figure 5.9: Average noise spectral density of the field in presence of zero, one or two
CBD stages. Each power spectral density has been averaged over 50 oscilloscope traces of length
200 µs and sampling rate 312 MHz.
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a total input power of 330 µW. Using this detector, we characterised the noise properties of the
pump field which will be used for the generation of squeezed light. The classical noise affecting
this field was found to be dominant over its shot noise, meaning that classical noise suppression
is required for the squeezed light generation experiment to be performed.
We investigated a technique named Collinear Balanced Detection (CBD), developed by K.
Nose et al. [39], as a method allowing to obtain the required classical noise suppression. The
model originally presented by Nose to describe CBD was expanded, so that the explicit form of
the electromagnetic field outputted by a CBD setup could be calculated. This adapted model
was used to describe a cascaded version of CBD, allowing classical noise reduction at multiple
frequencies.
The cascaded CBD model was tested experimentally using a fiber-based experimental setup
involving two cascaded imbalanced MZI. This setup represents the first (to our knowledge)
fiber-based implementation of CBD ever demonstrated. The use of fibers allowed us to set the
lengths of the delays in the MZI so that the power spectral density of classical noise affecting the
input field would be suppressed in the neighbourhood of the two frequencies ν1 = 6.5 MHz and
ν2 = 2.5 MHz. To avoid pulse broadening effects caused by frequency dispersion, these delays
were built out of hollow-core photonic crystal fiber.
The expected classical noise reduction is demonstrated by the spectra plotted in figure 5.9.
Moreover, the extinction obtained around ν1 was sufficient to completely cancel the effect of
classical noise, allowing shot noise limited detection in this range of frequencies. The noise
suppression obtained at ν2 was 5 dB. In other words, this fiber-based implementation allowed us
to demonstrate classical noise suppression to the shot noise limit at lower frequencies than ever
demonstrated before [39, 153]. A manuscript presenting these results is currently in preparation












In this thesis, we reported a number of experiments aiming to develop the infrastructureneeded to perform continuous-variables experiments on silicon photonic chips. We began byaddressing the problem of on-chip detection of quantum states in chapter 3. This chapter
presents an on-chip homodyne detector which meets the specifications required to perform
detection of quantum fields travelling on a silicon waveguide. The device showed 10 dB of shot-
noise clearance and comparable speed to free-space homodyne detectors [65]. Moreover, the
quantum efficiency of the detector was found to be comparable to total detection efficiency values
found in other CV experiments [108, 117]. Among the various effects that were detrimental to the
detector efficiency, one was identified with optical loss in the 2x2 MMI included in the detector.
Potential future improvements to the detector efficiency might involve replacing the MMI with
an MZI built out of directional couplers, which are typically characterised by lower loss. The
detector was also used to perform homodyne tomography of low-amplitude coherent states, which
were generated off-chip. The obtained reconstruction fidelities were above 99%.
The experiment described in chapter 4 had the objective of performing generation and
homodyne tomography of a quantum state of light inside a single silicon chip. The chosen state
was a heralded single-photon state generated by a heralded ring resonator source, while the
detection was performed by the on-chip homodyne detector described in chapter 3. In order for the
generated single photons to be detectable, their temporal mode was tailored by applying a spectral
filter to the corresponding herald photons. The filter was composed of two free-space linear
cavities, which were designed, built and characterised in Bristol. An additional function of this
dual-cavity filter was to serve as a spectral reference to frequency-lock the LO laser used in the
homodyne detection process. We were able to demonstrate the generation of single photons having
the required spectral properties. However, the quantum state reconstructed by the homodyne
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detector showed no single-photon contribution. The most likely cause of this negative result is
identified with an erroneous identification of the LO locking reference, caused by the low absolute
wavelength accuracy of the laser sources used. We provide evidence that other detrimental effects,
even if present, would not be significant enough to completely erase the expected single-photon
contribution from the reconstructed state. We also suggest an experimental procedure which
could potentially avoid the encountered experimental problem and lead to the success of the
experiment. In summary, although the reconstruction of a single photon state was not performed,
the encountered problems do not seem to prevent the success of the experiment at a fundamental
level. We are confident that these problems will be overcome by implementing the suggested
improvements to the experimental procedure.
Chapter 5 takes into consideration a technique called collinear balanced detection (CBD),
which was originally presented by K. Nose et al. [39]. The technique allows suppression of
classical noise affecting a pulsed laser source at specific frequencies. The model presented by
Nose is expanded in order to allow the description of cascaded implementations of the technique,
which can be used to cancel classical noise at multiple frequencies. The obtained results were
tested experimentally using the first (to the best of our knowledge) fiber-based implementation
of CBD ever demonstrated, which allowed us to obtain noise suppression at lower frequencies
than ever demonstrated before. The adopted experimental scheme relied on hollow-core photonic
crystal fibers to prevent pulse broadening caused by dispersion and a custom made balanced
photodetector exhibiting 10 dB of shot noise clearance for input powers below 0.5 mW. The design
of both the balanced detector and the noise suppression setup were chosen in preparation for a
future experiment seeking to generate squeezed light using silicon waveguides as a nonlinear
medium. In other words, as well as adding a number of improvements to CBD itself, the work
presented in this chapter provides a low-noise pump field and a low-noise detector which will be
used to attempt silicon-waveguide-based generation of squeezed states of light.
The work presented in this thesis is oriented towards tackling the problem of both on-chip
generation and detection of quantum states in a CV framework. On the detection side, we were
able to develop a homodyne detector with adequate specifications for on-chip CV experiments.
Despite its need for improvement, the single photon generation and detection scheme we pre-
sented in chapter 4 has shown no fundamental obstacles to its successful operation and can in
principle be applied to CV experiments relying on single photons [114, 117, 124–127] or even
single-photon-added coherent states. We also prepared the ground for squeezed light generation
based on silicon waveguides, providing a low-noise balanced detector and a shot-noise-limited
pump laser. It is anticipated that the technology presented here will lay the foundation for the











A.1 Effect of small imbalances on homodyne detection
measurements
Here we will repeat the derivations included in section 2.1.10 for a homodyne detector having a




+δ R = 1
2
−δ.(A.1)
If we assume δ¿ 1, we can approximate the absoulte values of the transmission and reflection
coefficients as follows:


































If âS is the annihilation operator defined on the input quantum field optical mode and αLO is
the complex amplitude of the LO, then the annihilation operators on the two output modes of the
beam splitter will be
â1 = 1p
2
[(1−δ)âS + (1+δ)αLO] â2 =
1p
2
[(1+δ)âS + (δ−1)αLO] .(A.5)
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If these two modes are measured by two photodetectors, the resulting signals î1 and î2 will be




(1+δ2 −2δ)n̂S + (1+δ2 +2δ)|αLO|2 + (1−δ2)(αLO â†S +α∗LO âS)
]
(A.6)




(1+δ2 +2δ)n̂S + (1+δ2 −2δ)|αLO|2 − (1−δ2)(αLO â†S +α∗LO âS)
]
(A.7)
where n̂1, n̂2 and n̂S are respectively the number operators corresponding to â1, â2 and âS, while
C is a constant. As we have assumed δ¿ 1, all the terms depending on δ2 can be neglected.
Therefore
(A.8) î1 − î2 = 2δC|αLO|2 −2δCn̂S +C(αLO â†S +α∗LO âS).
The homodyne detection model in section 2.1.10 relies on the assumption that the LO is signifi-
cantly brighter than the input quantum field. This means both the average and the standard
deviation of n̂s are negligible in comparison to |αLO|2. Additionally, the last term in equation
(A.8) is equal to the value of i1 − i2 for δ= 0 (see equation 2.107). Therefore
(A.9) î1 − î2 ' 2δC|αLO|2 + ( î1 − î2)δ=0.
In other words, for an imbalance δ¿ 1, the homodyne output will be equal to the one obtained in
the perfectly balanced case, plus a term that is proportional to |αLO|2. This term is independent
on the LO phase and on the nature of the detected quantum field. This means the term can be
characterised by performing homodyne measurements on vacuum and it can then be subtracted
from any successive homodyne measurements.
A.2 Efficiency contribution for single-photon homodyne
measurements due to limited detection bandwidth.
Here we estimate the loss of quantum efficiency caused by the limited bandwidth of the on-chip
homodyne detector described in chapter 3 while measuring single photons with the spectral
properties described in section 4.5.3. Equation (3.12) shows how the temporal mode φ(t) of a
field detected by a homodyne detector is altered by the temporal response r(t) of the detector. By
applying the convolution theorem [147] we obtain
(A.10) φ′(ω)=φ(ω)r(ω)
where φ′(ω), φ(ω) are the respective fourier transforms of the altered temporal mode and the
original temporal mode and r(ω) is the spectral response of the homodyne detector. If the condition







A.3. EFFECT OF A SPECTRAL MISMATCH BETWEEN THE FSRS OF TWO COUPLED
CAVITIES
where ω23db is the 3dB bandwidth of the detector. From section 4.2.3 we know that





where γA and γB are the FWHMs of the two cavities reported in section 4.5.2, C is a normalisation
factor such that
∫ |φ(ω)|2dω= 1 and we have assumed their resonances to be perfectly aligned.
The efficiency contribution due to the distortion effect of the detector is given by [59, 109]
(A.13) ηbw =
∣∣∫ +∞−∞ φ∗(ω)φ′(ω)dω∣∣2∫ +∞
−∞ |φ′(ω)|2dω
=
∣∣∫ +∞−∞ |φ(ω)|2r(ω)dω∣∣2∫ +∞
−∞ |φ(ω)|2|r(ω)|2dω
.
For the values of γA, γB and ω3dB considered, its value is ηbw =0.64.
A.3 Effect of a spectral mismatch between the FSRs of two
coupled cavities
The model presented here describes the changes on the spectral transmission of the dual-cavity
system described in section 4.3 caused by a slight variation of the free spectral range of one of
the two cavities. We know that, in absence of mismatch, the ratio between the FSRs of the two
cavities is chosen to be 3/4. We can extend the generality of this model by only assuming that
(A.14) nAFA = nBFB
where FA and FB are the FSRs of cavities A and B and nA,nB ∈N. Under this condition, if one of
the resonances of Cavity A is overlapped to a resonance of Cavity B at a frequency ω0, then all of
the Cavity A resonances at frequencies
ωk =ω0 +knAFA, with k ∈Z,(A.15)
will be overlapped to a Cavity B resonance. The transmission spectrum of the system will be a
comb of peaks of FSR F = nAFA.
Let us now assume that the FSR of Cavity A is changed to a different value F ′A = FA +δFA,
with δFA ¿ FA,FB. The spectral distance covered by nA FSRs of Cavity A is now F ′ = F +nAδ.
As a result, a Cavity A resonance that used to be at frequency ωk is now moved by knAδFA from
its original position. If the resonances of the two cavities are infinitely narrow, then this shifted
Cavity A resonance can only be aligned to a Cavity B resonance if
(A.16) knAδFA = mFB,
with m ∈N. If δFA/FB is irrational, no combination of k, nA and m will satisfy the condition in
(A.16) and the system will only exhibit transmission at frequency ω0.
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Let us now assume that the FWHMs of the two cavities are not infinitesimal, and their
values are γA for Cavity A and γB for Cavity B. This means the Cavity A resonance at frequency
ωk +knAδFA will share some overlap with a Cavity B resonance as long as
(A.17) mFB −γA −γB < knAδFA < mFB +γA +γB.
Note that if δFA < γA +γB, then condition (A.17) might be satisfied by multiple values of k for a
given choice of nA and m. The transmission spectrum will exhibit a series of peaks in the spectral
region where






This region is centered around the frequency
(A.19) ωm =ω0 +m FAFB
δFA
meaning that the distance between two neighbouring transmissive spectral regions is given by













ITERATIVE MAXIMUM-LIKELIHOOD HOMODYNE TOMOGRAPHY
In section 2.1.11 we introduced homodyne tomography as the problem of reconstructing a
quantum state of light ρ from a set of quadrature measurements performed on identical copies of
ρ. We also mentioned maximum likelihood estimations as one of the possible methods that can
be used to perform a homodyne tomography. Here we describe an iterative algorithm that can
be used to calculate the maximum likelihood estimate corresponding to a set of measurements
with arbitrary precision. This algorithm was first presented in 2001 by J. Řeháček, Z. Hradil
and M. Ježek for discrete-variables quantum systems [166]. The model was then adapted to
a homodyne tomography framework by A. I. Lvovsky in 2004 [167]. The model presented by
Lvovsky included the possibility to compensate for the effect of a non-unitary detection efficiency.
In section B.1 we will describe the algorithm presented by Lvovsky for a perfectly efficient
homodyne detector. In section B.2, we will show how this algorithm can be altered to compensate
for a non perfect detection efficiency.
B.1 State reconstruction with perfect detection efficiency
Let us assume that we possess a number N of copies of an unknown quantum state ρ̂0 of a single
mode field. We perform a series of N homodyne measurements at different phase angles, each on
a different copy of ρ̂0. Let θ j be the phase angle the j-th homodyne measurement is performed at
and q j the measured quadrature value. The result of this measurement is to project the state ρ̂0
onto the eigenstate
∣∣θ j, q j〉 of the quadrature operator q̂θ j . The associated probability is





(B.2) Π̂ j =
∣∣θ j, q j〉〈θ j, q j∣∣ .
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In the photon number basis, this operator can be expanded as follows:
(B.3) 〈m|Π̂ j |n〉 =
〈
m
∣∣θ j, q j 〉〈θ j, q j |n〉















and Hn is the n-th order Hermite polynomial.





Prρ(θ j, q j)






where N identifies the normalisation to unitary trace. If the operation in (B.6) is applied to any
other state ρ̂, it will transform it into a state ρ̂′ such that [167]
(B.7) L (ρ̂′)>L (ρ̂).
where L is the likelihood function defined in (2.117).
We can now consider a trial state ρ(0) which can be chosen arbitrarily. For example, we can
set ρ(0) =N [1̂]. By iteratively applying the operation
(B.8) ρ̂(k+1) =N [R̂ρ(k) ρ̂(k)R̂ρ(k)],
with k ∈ N, we obtain a succession of states ρ̂(k) with progressively higher likelihood. As the
value of k increases, the corresponding state estimate ρ̂(k) will asymptotically tend to the state of
maximal likelihood ˆ̄ρ.
B.2 State reconstruction with non-perfect detection efficiency
In section 3.1.1 we mentioned that a non-ideal homodyne detection efficiency η can be modelled as
if the detected field was travelling through a beam splitter of transmittance η. The transformation
performed by this beam splitter on the input state is called generalised Bernoulli transformation.
An input state represented by the density matrix ρ̂ will be transformed in a state ρ̂η such that
(B.9) 〈m| ρ̂η |n〉 =
∞∑
k=0
Bm+k,m(η)Bn+k,n(η)〈m+k| ρ̂ |n+k〉 .
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The probability associated to a measurement outcome (θ, q) is then given by
Prρη(θ, q)= 〈θ, q|ρη |θ, q〉 =
∞∑
m,n=0




Bm+k,m(η)Bn+k,n(η)〈m+k| ρ̂ |n+k〉〈n |θ, q 〉〈θ, q |m 〉 .
(B.11)




Bm+k,m(η)Bn+k,n(η)〈n |θ, q 〉〈θ, q |m 〉 |n+k〉〈m+k| .
By replacing the projection operator defined in (B.2) with Π̂η, we can compensate for the effect of
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