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が 3 次元空間であるとき若干の利点があるものの，2 次元空間の 2D キャラクタより
は利点が少ない」と述べられている[19]． 












































                           










































































































































要因 インタラクション欲求 タスク達成率 
デザイン 身体化と非身体 身体化 > 非身体 [1] 身体化 > 非身体 [1] 
  生物と非生物 生物 > 非生物 [13]  
  リアリティ 機能に依存 [12] リアリティ有 = 無 [9] 
アニメーション 有 > 無 [15] 有 = 無[74]， 有 < 無[16] 
実存性 画面内の 2D と 3D 3D > 2D [10] 3D > 2D [18] 
  キャラクタとロボット キャラクタ = ロボット [19] タスクに依存 [19] 
能動性（動作の自動生成） 有 > 無 [22]  
学習 有 > 無 [25] 有 > 無 
感情 有 > 無 [27]  
個性 性格 ユーザの性格に依存 [28] ユーザの性格に依存 [28] 
  リアリティ 有 > 無 [9]   
対話戦略 音声 有 > 無 [31]   
  新奇性 有 > 無 [33]   
  声質 有 > 無 [38]   
  韻律 有 > 無 [58]   
  タイミング 有 > 無 [81]   
  ユーモア 有 > 無 [42]   
信頼性 一貫性 有 > 無 [43]   





















































































が，本研究では 2，3 章でエージェントの「実存性」にも着目して検討している． 
1.2.1.で概説した心の理論に基づけば，エージェントシステムと対話したユーザ
は，システムに対する印象（ユーザのシステムに対する内的モデル，システムモデ





































本論文では 2 章以降で以下の検討を行う．なお，2 章及び 3 章は（株）日産自動
車モビリティ研究所との共同研究として実施した． 
 





























































































































                           
10 レースゲームはタスク中負荷の種類が等質で，運転行動の中でもシンプルな条件であるといえる． 

























































































対 49 組[52]から本研究のタスクに適していると考えられる 10 対を選んだものと，
自動車会社におけるナビゲーションシステムのガイダンスについての評価に用い

















                           








18 付録「2.F 事前アンケート用紙（kiss-18）」，「2.G 事前アンケート用紙（内的作業モデル）」を参照されたい． 





1 親しみやすい 1　2　3　4　5　6　7 親しみにくい
2 感じのよい 1　2　3　4　5　6　7 感じのわるい
3 興味深い 1　2　3　4　5　6　7 退屈な(興味深くない）
4 うちとけた 1　2　3　4　5　6　7 堅苦しい
5 きちんとした 1　2　3　4　5　6　7 いいかげんな
6 積極的な 1　2　3　4　5　6　7 消極的な
7 明るい 1　2　3　4　5　6　7 暗い
8 あたたかい 1　2　3　4　5　6　7 冷たい
9 安心な 1　2　3　4　5　6　7 不安な
10 役に立つ 1　2　3　4　5　6　7 役に立たない
11 わかりやすい 1　2　3　4　5　6　7 わかりにくい
12 受け入れられる 1　2　3　4　5　6　7 受け入れられない
13 強気な 1　2　3　4　5　6　7 弱気な
14 あっさりした 1　2　3　4　5　6　7 しつこい
15 熱心な 1　2　3　4　5　6　7 さっぱりした
16 優しい 1　2　3　4　5　6　7 厳しい
17 賢い 1　2　3　4　5　6　7 愚かな
18 好ましい 1　2　3　4　5　6　7 好ましくない
19 信頼できる 1　2　3　4　5　6　7 信頼できない
20 納得できる 1　2　3　4　5　6　7 納得できない
ﾅﾋﾞｹﾞｰﾀｰに対する評価
 




















































                           

















図 2.5a 実験環境（大画面モニタと運転席） 
 
 




















3 日間で計 6 コースの実験を行い，それらを観測するためのアンケートや計測を
行った．表 2.2 にドライバーとナビゲータの組み合わせを示す．なお，本実験でド
ライバーが通過するコースポイントの総数は，47（6 コースの合計）× 5 周=235
である．実験は表 2.3 に示すスケジュールで行った． 







表 2.3 実験のスケジュール 
  １日目 ２日目 ３日目 











9:00                   
10:00 存在あり 存在あり 存在あり 
11:00 DK NH 存在なし DK NT 存在なし DK NO 存在なし 
12:00                   
13:00 存在あり 存在あり 存在あり 
14:00 DY NO 存在なし DY NH 存在なし DY NT 存在なし 
15:00                   
16:00 存在あり 存在あり 存在あり 
17:00 DS NT 存在なし DS NO 存在なし DS NH 存在なし 

















                           


































                           
22 付録「2.E デモ走行アンケート用紙」を参照． 
23 データの記録は，付録「2.D 運転負荷計測アンケート用紙（NASA-TLX）」を使用した． 
24 データの記録は，付録「2.C アミラーゼ値記入表」を使用した． 
25 付録「2.A コース・ポイント図」を参照されたい． 
26 付録「2.B 受諾チェック記入表」を参照されたい． 











（以下，受諾率）を求めた．図 2.7 に平均受諾率の変化を示す． 
全体の平均受諾率は 72%で，ナビゲータ別の平均受諾率は NO(88%) ＞ NH(83%) ＞
NT(52%) の順であった．存在あり条件と存在なし条件とでは，全てのナビゲータに
おいて存在あり条件の方が受諾率は高く，平均するとそれぞれ 81%と 67%であった．
また，コースポイントによる偏りは確認されなかった．試行 1 日目，2 日目，3 日
目の平均受諾率に有意な差はなかった（存在あり：F(2,66)=3.14, p ＞.3，存在な
し：F(2,67)=3.13, p ＞.1）．したがって，試行の順番による慣れの影響はないと
考えられる．また，運転経験が比較的浅いナビゲータ NT は 2 周目以降，受諾率が
大きく下がる傾向が見られた．ドライバーに対する発話プロトコル収録では，NT の
ナビゲーションの内容およびタイミングが適当でなかったことが述べられているた
め，表 2.1 に示したナビゲータ NT の習熟度の低さが提案受諾率に影響を与えた可
能性がある．したがって，ナビゲータの違いと存在条件は提案受諾に大きく影響を
与えているといえる． 

















































































































主成分の寄与率は 15.99%であった．このようにして作成した 17 の評価語× 18 デ








































と，第二因子の有意差はないが（F(2,15)=3.68, p ＞.2），NH ＞ NT ＞ NO の順で




























作業者は 3 名で，実験を撮影した四分割動画を見ながら表 2.4 に従ってタグ付け
を行った．タグ付けを完了した書き下し文の例を図 2.16 に示す．続いて書き起こし
文を XML 形式に自動変換した31．基本的な仕様は CSJ[54]の XML 形式に準拠した．本
研究で新しく追加した XML の仕様を表 2.5 に示す．また，変換が完了した XML ファ
イルの例を図 2.17 に示した．XML 化された文書は XSLT スクリプトによって容易に
検索が可能であり，分析の作業を効率良くすすめることができる．例として，コー




                           
29 書き起こし作業の前に，実験で収録した各種ファイルの名称を統一した．  
30 ただし，ドライバーの運転行動の分析は本稿では行っていない． 









表 2.4 ドライバーの運転行動のタグ 













































DActG='首かしげ'> ドライバーのジェスチャー 首を傾けた瞬間 首が戻った瞬間  
 
<%SOT> 
0001 00006.439-00007.110 L: 
% 音声なし 
0002 00023.224-00024.735 L: 
はい & ハイ 
大丈夫ですか & ダイジョーブデスカ 
0003 00028.770-00029.246 L: 
はい & ハ<H>イ 
0004 00054.723-00058.069 L: 
そうですね & （W ツォ;ソー）（W エス;デス）ネ 
七十キロぐらい & ナナジュッキログライ 
出しちゃっても & ダシチャッテモ 
大丈夫です & ダイジョーブデス 
ここは & （W コ;ココ）ワ 
0005 00059.516-00060.515 L: 
はい & ハイ 









表 2.5 XML の仕様 (CSJ 準拠部分は省略) 
 
 
要素 属性 内容 
 コースポイント 
CoursePoint Number コースポイントの番号 











0001 00004.845-00007.092 D: 
テストテストテストテスト                & テストテストテストテスト 
（省略） 
0009 00045.558-00045.928 D: 






0010 00055.197-00057.108 N: 
そうですね                             & (W ソ;ソー)デスネ 
次                                     & ツギ 
急カーブが                             & キューカーブガ 
















<?xml version="1.0" encoding="UTF-8" ?> 
<Talk TalkID="080219DKNTEX" DriverID="K" NavigatorID="T" Existence="存在あり"> 
  <TalkComment> 
    <Comment CommentStrings="" /> 
    <Comment CommentStrings="FOLDER02_08021900_L" /> 
    <Comment CommentStrings="" /> 
    <Comment CommentStrings="(SOT)" /> 
  </TalkComment> 
    <IPU IPUID="0001" Speaker="ドライバー" IPUStartTime="4.845" IPUEndTime="7.092"> 
      <LUW LUWDictionaryForm="テストテストテストテスト" LUWLemma="テストテストテスト
テスト"> 
      </LUW> 
    </IPU> 
（省略） 
    <IPU IPUID="0009" Speaker="ドライバー" IPUStartTime="45.558" IPUEndTime="45.928"> 
      <LUW LUWDictionaryForm="はい" LUWLemma="ハイ"> 
      </LUW> 
    </IPU> 
    <DAct DActType="D" DriveAct=" ハ ン ド ル " DActStartTime="49" DActEndTime="50" 
DriveSpeedBefore="" DriveSpeedAfter=""> 
    </DAct> 
    <DAct DActType="D" DriveAct=" ハ ン ド ル " DActStartTime="50" DActEndTime="55" 
DriveSpeedBefore="" DriveSpeedAfter=""> 
    </DAct> 
    <DAct DActType="D" DriveAct=" 減 速 " DActStartTime="52" DActEndTime="54" 
DriveSpeedBefore="88" DriveSpeedAfter="67"> 











図 2.19 XSLT スクリプトの実行結果 
 







<?xml version="1.0" encoding="UTF-8"?> 
<xsl:stylesheet version="1.0" xmlns:xsl="http://www.w3.org/1999/XSL/Transform" 
xml:lang="ja"> 
 
<xsl:output method="text" indent="yes" encoding="UTF-8"/> 
<xsl:strip-space elements="*"/> 
 
<!--コースポイント 3 のナビゲータの発言と受諾情報を取り出す--> 
<!--コースポイントを探す--> 
<xsl:template match="CoursePoint"> 
  <!--コースポイント番号が「3」であるものを探す--> 
  <xsl:if test="@CoursePointNumber='3'"> 
   
    <!--CourcePoint の下位要素（descendant::）IPU のうち，ナビゲータの発話を取り出す--> 
 <xsl:if test="descendant::IPU/@Speaker='ナビゲータ'"> 
  <!--周回数を表示--> 
  <xsl:value-of select="@CoursePointRound"/> 
  <xsl:text>,</xsl:text> 
  <!--受諾情報を表示--> 
  <xsl:value-of select="@Accepted"/> 
  <xsl:text>,</xsl:text> 
  <!--1 番目のナビゲータ発話を表示--> 
  <xsl:value-of select="descendant::LUW[a]/@LUWDictionaryForm"/> 
  <!--2 番目以降のナビゲータ発話を表示（なければ空白）--> 
  <xsl:value-of select="descendant::LUW[b]/@LUWDictionaryForm"/> 
  <xsl:value-of select="descendant::LUW[c]/@LUWDictionaryForm"/> 
  <xsl:value-of select="descendant::LUW[d]/@LUWDictionaryForm"/> 
  <xsl:value-of select="descendant::LUW[e]/@LUWDictionaryForm"/> 
  <xsl:value-of select="descendant::LUW[f]/@LUWDictionaryForm"/> 
  <xsl:value-of select="descendant::LUW[g]/@LUWDictionaryForm"/> 
  <xsl:value-of select="descendant::LUW[h]/@LUWDictionaryForm"/> 
  <xsl:value-of select="descendant::LUW[i]/@LUWDictionaryForm"/> 
  <!--改行記号を表示--> 
  <xsl:text>&#x0a;</xsl:text> 
 </xsl:if> 
  





















































































































表 2.10 ナビゲータ発話における単語親密度 
 NH NO NT 
全単語数[個] 4738 4867 2602 
国語辞典掲載の単語数[個] 2468 2835 1446 
全単語中で国語辞典掲載の割合 0.52 0.58 0.56 
平均単語親密度 5.53 5.46 5.54 




























の提案が含まれていることであり，それにあてはまる発話は 6 発話あった（計 13 
発話）． 
(2) 印象評価の実験手続 
前述した 13 個の音声ファイルを順番をランダムにして被験者に 1 つずつ聞い
てもらい，それに対し自分がドライバーなら受諾するかどうか，およびその音響
的な理由を答えることを求めた．ファイルによって音圧レベルが異なるため，音













5 段階評価から，「できる限り受諾したい」に 5，やや「受諾したい」に 4…
「できる限り受諾したくない」に 1 と数値を割り振り，7 人の印象評価を平均し
て印象評定実験における評価結果を求めた．2.2 の運転実験と，本節の印象評価
実験における評価結果の値を表 2.11 に示す．実験における受諾・非受諾の結果と，

















スポイント 3）」の F0 パターンを図 2.20 に，平均受諾率が低かった「ドライバ
ーDK,ナビゲータ NO,存在なし条件（周回数 5，コースポイント 3）」の F0 パター


























































































































(1) 首振りが可能なカメラ（Sony 製 VISCA EVI-D100） 
(2) スピーカーのみ 










評価実験は簡易的に，2.2 の実験のドライバーK，ナビゲータ H の存在あり条件の
1，2 周目にナビゲータが行った提案を合成音声で作成し，3 種類のデバイスを通し
て再生した．音声の合成は，ANIMO FineSpeech V2.1 を使用した．ドライバーの運
転に対するフィードバック発話は行わない．なお，ドライバーは 2.2 の実験者とし
て参加した大学生 3 名である． 
以上の設定で予備実験を行った．予備実験では，ロボットのナビゲーションを受
けながら 2.2 と同じ条件で運転ゲームを行った．デバイスの順番は，(1)カメラ → 








































蔵しており，胴体と頭の動作の制御が可能な NEC 製 PaPeRo（図 3.1）を用いた．以




































2 章の人同士の提案受諾実験において，最も発話が受諾されたナビゲータ NH が
行ったナビゲーション発話を基にする．受諾率の低いドライバーでも受諾したナ
ビゲーション発話は，特に信頼性の高い提案であると判断して，最も受諾率の低
いドライバーDK と NH の間の対話文を抽出する．各コースポイントの 5 周回分の
ナビゲーション発話のうち，「ドライバーに受諾され，かつ最も単語数の多い発
話」を選択して，そのコースポイントの発話テンプレートとした．図 3.2 に，NH








































































































図 3.3 修正前の発話テンプレート 
 
 
図 3.4 修正後の発話文 
 
表 3.1 韻律制御パラメータ（FineSpeech V2.1 の設定） 
韻律制御パラメータ  標準韻律  受諾韻律  
スピード 7 6 
スピードの変化 5 10 
ピッチ 3 3 


























はい で また 右の突き当たりが 
左のガードレールが 切れ始めた 辺りから 


















































































                           





図 3.5 実験環境 
 
 
表 3.2 実験のスケジュール 
（表中，1～6 はその被験者が行った順番．A～F は下表のコース ID） 
受諾韻律 標準韻律 
存在なし 存在あり 存在なし 存在あり 被験者 
  S 非連動 S 連動   S 非連動 S 連動 
DK 1,A 2,B 3,C 6,D 4,E 5,F 
DY 3,A 1,B 2,C 5,D 6,E 4.F 
DN 2,A 3,B 1,C 4,D 5,E 6,F 
 
ID コース 車種 
A 香港 ｽｶｲﾗｲﾝ R33GTR 
B 東京 R246 ｽｶｲﾗｲﾝ R33GTR 
C ｲﾝﾌｨﾆｵﾝ ｽｶｲﾗｲﾝｸｰﾍﾟ V35 
D ｵﾍﾟﾗﾊﾟﾘ ｱｺｰﾄﾞｸｰﾍﾟ 
E ﾆｭｰﾖｰｸ ｱｺｰﾄﾞｸｰﾍﾟ 








図 3.6 実験の流れ 
 
3.4.5. 実験の流れ 
実験は表 3.2 のスケジュールで行った36．  
一人のドライバーは，制御因子を考慮した 6 種類のナビゲータロボットと対話を
行う．なお，2 章の実験では 3 人のナビゲータのうちの一人が事前のデモンストレ
ーション走行を行ったが，その影響が明確に見られなかったため，今回は行ってい





























































                           












て NASA-TLX 値のドライバー平均をとったものを図 3.8b に，韻律条件について













































図 3.9 標準韻律条件におけるアミラーゼ値の増分（実験後-走行練習後） 
 
 





























































































































































































































図 4.1 音声しりとりシステムの概要40 
 
 








各条件の実験終了後に，図 4.2 に示した 20 の形容詞対（音声対話システムの主観評
価実験を行った[70]に基づき選んだ 19 語に，合成音声の明瞭性を評価するために









                           





非常に かなり やや 普通 やや かなり 非常に
やさしい l l l l l l l こわい
親しみやすい l l l l l l l 親しみにくい
かわいらしい l l l l l l l にくらしい
暖かい l l l l l l l 冷たい
人間的な l l l l l l l 機械的な
愉快な l l l l l l l 不愉快な
好きな l l l l l l l 嫌いな
感じのよい l l l l l l l 感じのわるい
打ち解けた l l l l l l l 堅苦しい
明るい l l l l l l l 暗い
充実した l l l l l l l 空虚な
興味深い l l l l l l l 退屈な
複雑な l l l l l l l 簡単な
強気な l l l l l l l 弱気な
陽気な l l l l l l l 陰気な
賢い l l l l l l l おろかな
わかりやすい l l l l l l l わかりにくい
近づきやすい l l l l l l l 近づきがたい
積極的な l l l l l l l 消極的な
派手な l l l l l l l 地味な  




被験者は 19 歳～29 歳の男性 14 名，女性 6 名である．各システムについてしりと
























































図 4.4 直接評価アンケート結果 
 
 
Friedman 検定により，条件 1,2 は，条件 3 より有意にユーザの興味を引き
（p<0.01），人間らしく感じる（p<0.01）ことが分かった．これらの指標の条件
1,2 の間の有意差はなかった．印象の強さは，条件 1＞条件 2＞条件 3 の順であった
（p<0.01）．親しみやすさは，条件 1 と条件 2 の間に有意傾向（p<0.1），テンポの











図 4.5 平均ターン数 
 
分散分析の結果，p>0.8 で，各条件に有意差はなかった．本実験では各システム





















































































































[1] Justine Cassell, “Embodied conversational agents - Representation and 
intelligence in user interfaces,” AI Magazine, Vol.22, No.4, pp.67-83, 2001. 
[2] James C. Lester, Brian A. Stone, “Increasing believability in animated 
pedagogical agents,” Proceedings of the First International Conference on 
Autonomous Agents, pp.16-21, 1997. 
[3] Clifford Nass, Li Gong, “Maximized modality or constrained consistency?,” 
Proceedings of the Auditory-Visual Speech Processing (AVSP’99) Conference, 1999. 
[4] Jonas Beskow, Scott McGlashan, “Olga - a conversational agent with gestures,”  
In Proceedings of the IJCAI-97 Workshop on Animated Interface Agents: Making 
them Intelligent. 
[5] Byron Reeves, Clifford Nass, “The Media Equation: How People Treat Computers, 
Television, and New Media Like Real People and Places,” Cambridge University 
Press, New York, 1996. 
[6] Chris D. Frith, Uta Frith, “Interacting Minds - Biological Basis,” Science, 
Vol.286, pp.1692-1695, 1999. 
[7] Takanori Shibata, Kazuo Tanie, “Physical and affective interaction between 
human and mental commit robot,” In Proceedings of IEEE International Conference 
on Robotics and Automation (ICRA), pp.2572-2577, 2001. 
[8] Frank Hegel, Soeren Krach, Tilo Kircher, Britta Wrede, Gerhard Sagerer, “Theory 
of mind (ToM) on robots: a functional neuroimaging study,” In Proceedings of 
the 3rd ACM/IEEE international conference on Human robot interaction, pp.335-342, 
2008. 
[9] H.C. van Vugt, E.A. Konijn, J.F. Hoorn, I. Keur, A. Elirns, “Realism is not 
all! User engagement with task-related interface characters,” Interacting with 
Computers, Vol.19, No.2, pp.267-280, 2007. 
[10] Helen M. McBreen, Mervyn A. Jack, “Evaluating humanoid synthetic agents in e-
retail applications,” IEEE Transactions on syetems man and cybernetics part a-
systems and humans, Vol.31, No.5, pp.394-405, 2001. 
[11] Doris M. Dehn, Susanne van Mulken, “The impact of animated interface agents: A 
review of empirical research,” International Journal of HumanComputer Studies, 
Vol.52, pp.1-22, 2000. 
[12] 小松孝徳，山田誠二, “エージェントの表出情報と外見がユーザの態度推定に与える影
響,” The 20th Annual Conference of the Japanese Society for Artificial 
Intelligence, pp.3F2-1, 2006. 
[13] Bruce Blumberg, “Building believable animals,” AAAI Technical Report for the 
Sprinf Symposium on Believable Agents, pp.16-20, 1994. 
[14] Clark Elliott(著), 高砂美樹(訳), “人間とコンピュータの間の双方向感情的コミュニ
ケーションの構成要素－感情と人格に関する広範な基本モデルを用いて,” 認知科学, 
Vol.1, No.2, pp.16-30, 1994. 
[15] Clark Elliott, Jacek Brezezinski, “Autonomous agents as synthetic 
characters,” AI Magazine, Vol.19, No.2, pp.13-30, 1998. 
[16] Janet H.Walker, Lee Sproull, R. Subramani, “Using a human face in an 
interface,” In Proceedings of the 1994 ACM Conference on Human Factors in 
Computing Systems (CHI’94), pp.85-91, 1994. 
[17] Michael Wilson, “Metaphor to personality: the role of animation in intelligent 
interface agents,” In Proceedings of the IJCAI-97 Workshop on Animated 
Interface Agents: Making Them Intelligent, 1997. 




communications with gestures between humans and robots,” In Proceedings of 
Twenty-third Annual Meeting of the Cognitive Science Society, 2001. 
[19] Kazuhiko Shinozawa, Futoshi Naya, Junji Yamato, Kiyoshi Kogure, “Differences 
in effect of robot and screen agent recommendations on human decision-making,” 
Human-Computer Studies, Vol.62, No.2, pp.267-279, 2005. 
[20] 中田亨, “ペット動物の対人心理作用能力のロボットにおける構築,” 博士論文, 東京
大学, 2001. 
[21] 柴田崇徳, “人の心を豊かにするメンタルコミットロボット,” 電気学会研究会資料. 
IIC, 産業計測制御研究会 2000, Vol.24, pp.13-18, 2000. 
[22] 近藤敏之，若松良久，伊藤宏司, “人間-エージェントの相互適応系における継続的相互
作用実現のための機能条件,” 情報処理学会, Vol.100, pp.61-66, 2003. 
[23] 今井倫太, “自律移動ロボット用対話システムの研究,” 電子情報通信学会総合大会講
演論文集 情報システム, Vol.1, pp.96, 1997. 
[24] 田中一晶，岡夏樹, “躾による人間とペットロボットの関係の改善,” The 20th Annual 
Conference of the Japanese Society for Artificial Intelligence, pp.3F2-2, 2006. 
[25] 神田崇行，佐藤留美，才脇直樹，石黒浩, “対話型ロボットによる小学校での長期相互
作用の試み,” ヒューマンインタフェース学会論文誌, Vol.7, No.1, pp.27-37, 2005. 
[26] 松本斉子，上田博唯，山崎達也，徃住彰文, “共生ロボットに対するコンパニオンモデ
ルの形成～ホームユビキタス環境における生活実証実験から～,” ヒューマンインタフェ
ース学会誌, Vol.10，No.1, pp．21-36, 2008. 
[27] Russell Beale, Chris Creed, “Affective interaction: How emotional agents 
affect users,” Human-Computer Studies, Vol.67, No.9, pp.755-776, 2009. 
[28] Katherine Isbister, Clifford Nass,“Personality in conversational characters: 
Building better digital interaction partners using knowledge about human 
personality preferences and perceptions,” In Proceedings of the 1998 Workshop 
on Embodied Conversational Characters, 1998. 
[29] 渡辺桂子, 竹内勇剛, “エージェントの身体像に帰属するコンピュータの知的機能,” 
情報科学技術フォーラム一般公演論文集, pp.667-668, 2003. 
[30] Searle John. R., “Minds, brains, and programs,”Behavioral and Brain Sciences, 
Vol.3, No.3, pp.417-457, 1980. 
[31] Moreno Roxana, Mayer Richard E., Spires Hiller A., Lester James C., “The case 
for socialagency in computer-based teaching: do students learn more deeply when 
they interact with animated pedagogical agents?”, Cognition and Instruction, 
Vol.19, No.2, pp.177-213, 2001. 
[32] 藤江真也, “会話ロボット研究の現状と課題,” 人工知能学会言語・音声理解と対話処
理研究会，SIG-SLUD-A902，pp.29-34，2009. 
[33] 水野淳太，乾健太郎，松本裕治, “ウェブニュースを利用した雑談対話システム,” 人
工知能学会言語・音声理解と対話処理研究会資料, Vol.55, pp.1-6, 2009. 
[34] 中田つかを, “「対話を継続維持する」ためには肯定的ストロークが必要不可欠である
という研究,” 鈴鹿国際大学短期大学部紀要, Vol.19, pp.23-47, 1999. 
[35] 谷村圭介，渡辺弥生，”大学生におけるソーシャルスキルの自己認知と初対面場面での
対人行動との関係，” 教育心理学研究, Vol.56, No.3, pp.364-375, 2008. 
[36] 志村栄二，三宅なほみ，吉岡豊，渋谷直樹，筧一彦，”ペーシングボードが会話の継続
性の向上と1発話の長さの延長に有効であった Dysarthria の1例 : 会話分析的手法によ
る効果の検討,” 日本コミュニケーション障害学会, Vol.27, No.1, pp.1-9, 2010.  
[37] 磯友輝子，木村昌紀，桜木亜季子，大坊郁夫, “発話中のうなずきが印象形成に及ぼす
影響－３者間会話場面における非言語行動の果たす役割－,” 電子情報通信学会信学技報
HCS2003-25, Vol.103, No.410, pp.31-36, 2003. 
[38] 山本浩司, 水谷研治, “高齢者コミュニケーション支援システムの開発,” 日本ロボッ
ト学会誌, Vol.18, No.2, pp.34-36, 2000. 
[39] Noriko Suzuki, Yugo Takeuchi, Kazuo Ishii, Michio Okada, “Effects of echoic 
mimicry using hummed sounds on human-computer interaction,” Speech 




[40] 長田純一，ぜんじろう，藤田善弘, ”ユーモアインタラクションの研究1 : 漫才ロボッ
ト「パペじろう」の開発,” 日本デザイン学会研究発表大会概要集, Vol.54, pp.224-225, 
2007. 
[41] ビンステッドキム，滝澤修, “日本語駄洒落なぞなぞ生成システム"BOKE",” 人工知能
学会誌, Vol.13, No.6, pp.920-927, 1998. 
[42] P. Dybala, M. Ptaszynski, R. Rzepka, K. Araki, “Activating Humans with Humor : 
A Dialogue System That Users Want to Interact with,” IEICE Transactions on 
Information and Systems, Vol.E92D, No.12, pp.2394-2401, 2009. 
[43] Katherine Lsbister, Clifford Nass, “Consistency of personality in interactive 
characters: verbal cues, non-verbal cues, and user characteristics,” Human-
Computer Studies, Vol.53, No.2, pp.251-267, 1999. 
[44] A. Bryan Loyall, Batesjill Fain Lehman, “Believable agents: building 
interactive personalities,” Ph.D. Thesis, Carnegie Mellon University, 1997. 
[45] 向井淳, 今井倫太, 安西祐一郎, “観測指向モデルによるロボットの自発的な行動基準
の生成,” 知能と情報 : 日本知能情報ファジィ学会誌, Vol.17, No.3, pp.314-324, 
2005. 
[46] 村上直隆, 片上大輔, 山田誠二, "権威付けによるヒューマンロボットインタラクショ
ン," 情報処理学会研究報告. ICS, [知能と複雑系], Vol.105, pp.105-110, 2002. 
[47] Sherry Turkle, “The second self: Computers and the Human spilit,” Simon & 
Schuster, New York, 1984. 
[48] Dianne C. Berry, Laurie T. Butler, Fiorella de Rosis, “Evaluating a realistic 
agent in an advice-giving task,” Human-Computer Studies, Vol.63, No.3, pp.304-
327, 2005. 
[49] 池上知子, 遠藤由美, “グラフィック社会心理学,” サイエンス社, 1998. 
[50] 深田博己編著，”説得心理学ハンドブック,” 北大路書房, 2002. 
[51] 芳賀繁, 水上直樹, “日本語版NASA-TLX によるメンタルワークロード測定-各種室内実
験課題の困難度に対するワークロード得点の感度-,” 人間工学, Vol.32, No.2, pp.71-
80, 1996. 
[52] 井上正明, 小林利宣, “日本におけるSD 法による研究分野とその形容詞対尺度構成の概
観,” 教育心理学研究, Vol.33, No.3, pp.253-260, 1985. 
[53] 讃井純一郎, 乾正雄, “レパートリーグリッド発展手法による住環境評価構造の抽出,” 
日本建築学会論文報告集, Vol.367, pp.15-22, 1986. 
[54] Maekawa, K., "Corpus of spontaneous Japanese : its design and evaluation", 
SSPR2003, pp.7-12, 2003. (in Japanese) 
[55] 天野成昭, 近藤公久, “NTTデータベースシリーズ 日本語の語彙特性 単語親密度,” 三
省堂, 1999. 
[56] 松本裕治, “形態素解析システム「茶筌」(<特集>使いやすくなった自然言語処理のフリ
ーソフト : 知っておきたいツールの中身) ,” 情報処理, Vol.41, No.11, pp.1208-1214, 
2000. 
[57] 河原英紀, “Vocoder のもう一つの可能性を探る音声分析変換合成システムSTRAIGHT の
背景と展開,” 日本音響学会誌, Vol.63, No.8, pp.442-449, 2007. 
[58] 薮田洋平, 竹内勇剛, “音声インタフェースから発せられる音声の韻律の違いによる対
人的効果,” ヒューマンインタフェース学会論文誌, Vol.8, No.2, pp.223-231, 2006. 
[59] 内藤久詞, 河村真吾, 竹内勇剛, “実世界指向インタラクションに基づく情報提示手法
の提案,” 電子情報通信学会論文誌, Vol.J92-A, No.11, pp.840-851, 2009. 
[60] 小松孝徳, 山田誠二, “適応ギャップがユーザのエージェントに対する印象変化に与え
る影響,” 人工知能学会論文誌, Vol.24, No.2, pp.232-240, 2009. 
[61] 谷忠邦，大坊郁夫，”ユーモアと社会心理学的変数との関連についての基礎的研究，” 
対人社会心理学研究, Vol.8, pp.129-137, 2008. 
[62] Duncan, C.P., “Humor in advertising: A behavioral perspective,” Journal of 
the Academy of Marketing Science, Vol.7, pp.285-306, 1979. 
[63] J. Morreall, “Taking Laughter Seriously,” State Uni- versity of New York 




[64] 村木多津男, ”名作の中のユーモアのパターン,” 笑い学研究, Vol.12, pp.75-81, 
2005. 
[65] 山田 誠二,角所 考, “適応としてのHAI(<特集>HAI : ヒューマンエージェントインタラ
クション),” 人工知能学会誌, Vol.17, No.6, pp.658-664, 2002. 
[66] 駒谷和範，上野晋一， 河原達也， 奥乃博, “音声対話システムにおける適応的な応答
生成を行うためのユーザモデル,” 電子情報通信学会論文誌. Vol.J87-D-II, No.10, 
pp.1921-1928, 2004. 
[67] 神田崇行, 石黒浩, 石田亨, “人間-ロボット間相互作用にかかわる心理学的評価,” 日
本ロボット学会誌, Vol.19, No.3, pp.78-87, 2001. 
[68] 上田博唯，小林亮博，佐竹純二，近間正樹，佐藤淳，木戸出正継, “ユビキタス環境に
おける対話型ロボットインタフェースのための対話戦略の構築,” 情報処理学会論文誌, 
Vol.47, No.1, pp.87-97, 2006. 
[69] 船越孝太郎，小林一樹，中野幹生，山田誠二，北村泰彦，辻野広司, “Artificial 
Subtle Expressionとしての明滅光源による音声対話の円滑化,” 電子情報通信学会論文
誌. A, 基礎・境界, Vol.J92-A, No.11, pp.818-827, 2009. 
[70] 西村義隆，櫛田和貴，土肥浩，石塚満，竹内誉羽，辻野広司, “マルチモーダルプレゼ
ンテーション記述言語MPMLのヒューマノイドへの拡張とその心理学的評価,” 電子情報通
信学会技術研究報告. HCS, ヒューマンコミュニケーション基礎, Vol.105, No.220, 
pp.5-10, 2005. 
[71] Reeves, B., and Nass, C., “The Media Equation,” CambridgeUniversity Press, 
1996. 
[72] 岡田美智男, “Talking Eyes-対話する「身体」を創る,” システム/制御/情報 : シス
テム制御情報学会誌, Vol.41, No.8, pp.323-328, 1997. 
[73] 竹内勇剛, 片桐恭弘, “ユーザの社会性に基づくエージェントに対する同調反応の誘
発,”情報処理学会論文誌, Vol.41, No.5, pp.1257-1266, 2000. 
[74] 村川賀彦, 十時伸, “サービスロボットによる「ふるまい」の評価商業施設での試験運
用,”電子情報通信学会技術研究報告 ヒューマンコミュニケーション基礎, Vol.106, 
No.412, pp.31-36, 2006. 
[75] 大澤博隆, 大村廉, 今井倫太, “直接擬人化手法を用いた機器からの情報提示の評価,” 
ヒューマンインタフェース学会論文誌, Vol.10, No.3, pp.11-20, 2008. 
[76] 丹野宏昭, 下斗米淳, 松井豊, “親密化過程における自己開示機能の探索的検討-自己開
示に対する願望・義務感の分析から-,” 対人社会心理学研究, Vol.5, pp.67-75, 2005. 
[77] “パーソナルロボットPaPeRo”, http://www.nec.co.jp/press/ja/pr-
room/papero.html#r500 より許可を得て転載（アクセス日：2012年1月6日） 
[78] “PaPeRoのご紹介”, http://www.nec.co.jp/products/robot/r500/index.html より許
可を得て転載（アクセス日：2012年1月6日） 
[79] 岸本了造, “マルチメディア通信サービスのためのエージェント言語,” 電子情報通信
学会技術研究報告. 交換システム, Vol.98, No.668, pp.197-202, 1999. 
[80] 沈睿, 菊池英明, 太田克己, 三田村健, “音声生成を前提としたテキストレベルでのキ
ャラクタ付与,”情報処理学会論文誌, Vol.53, No.4, 2012. (採録決定) 
[81] 横山祥恵, 山本大介, 小林優佳, 土井美和子, “高齢者向け対話インタフェース-雑談継
続を目的とした話題提示・傾聴の切替式対話法-,”情報処理学会研究報告. SLP 音声言語


























































 １０．MIYAZAWA Kouki，SHIROSE Ayako，KIKUCHI Hideaki：2008 Computational model 
of the process of learning vowel categories in language acquisition．
Preprints of the 2nd International Workshop on Language and Speech 
Science．（予稿集なし） 
 １１．MIYAZAWA Kouki，SHIROSE Ayako，KIKUCHI Hideaki：2008 Computational model 
of the process of learning vowel categories in language acquisition．








造 - 理研日本語母子会話コーパスを用いた分析 - ．電子情報通信学会技術研




 １ ６ ． MIYAZAWA Kouki, KIKUCHI Hideaki, MAZUKA Reiko ： 2010  Unsupervised 
Learning of Vowels from Continuous Speech based on Self-organized 
Phoneme Acquisition Model．In Proc. INTERSPEECH2010，2914-2917頁． 










 ２０．MIYAZAWA Kouki, MIURA Hideaki, KIKUCHI Hideaki, MAZUKA Reiko：2011 The 
Multi Timescale Phoneme Acquisition Model of the Self-Organizing Based 


























2.B 受諾チェック記入表                                                     
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　名前：　　　　　　　　　　　　　　　　　　　　　　　　ナビゲータの存在条件：
受諾チェック記入表 コース① ｲﾝﾌｨﾆｵﾝﾚｰｽｳｪｲ　ｽﾎﾟｰﾂｶｰｺｰｽ（ｽｶｲﾗｲﾝV35：NH）
１週目 2週目 ３週目 ４週目 ５週目
発話の有無 □□□□□□□□ □□□□□□□□ □□□□□□□□ □□□□□□□□ □□□□□□□□
受諾 □□□□□□□□ □□□□□□□□ □□□□□□□□ □□□□□□□□ □□□□□□□□
否定 □□□□□□□□ □□□□□□□□ □□□□□□□□ □□□□□□□□ □□□□□□□□
受諾チェック記入表 コース② ｺｰﾄ･ﾀﾞｼﾞｭｰﾙ（ｽｶｲﾗｲﾝV35：NH）
１週目 2週目 ３週目 ４週目 ５週目
発話の有無 □□□□□□□□ □□□□□□□□ □□□□□□□□ □□□□□□□□ □□□□□□□□
受諾 □□□□□□□□ □□□□□□□□ □□□□□□□□ □□□□□□□□ □□□□□□□□
否定 □□□□□□□□ □□□□□□□□ □□□□□□□□ □□□□□□□□ □□□□□□□□
受諾チェック記入表 コース③ 香港（R33GT-R：NO）
１週目 ２週目 ３週目 ４週目 ５週目
発話の有無 □□□□□□□□□ □□□□□□□□□ □□□□□□□□□ □□□□□□□□□ □□□□□□□□□
受諾 □□□□□□□□□ □□□□□□□□□ □□□□□□□□□ □□□□□□□□□ □□□□□□□□□
否定 □□□□□□□□□ □□□□□□□□□ □□□□□□□□□ □□□□□□□□□ □□□□□□□□□
受諾チェック記入表 コース④ 東京R246（R33GT-R：NO）
1週目 2週目 3週目 4週目 5週目
発話の有無 □□□□□□□□ □□□□□□□□ □□□□□□□□ □□□□□□□□ □□□□□□□□
受諾 □□□□□□□□ □□□□□□□□ □□□□□□□□ □□□□□□□□ □□□□□□□□
否定 □□□□□□□□ □□□□□□□□ □□□□□□□□ □□□□□□□□ □□□□□□□□
受諾チェック記入表 コース⑤ ﾆｭｰﾖｰｸ（ｱｺｰﾄﾞｸｰﾍﾟ：NT）
1週目 2週目 3週目 4週目 5週目
発話の有無 □□□□□□ □□□□□□ □□□□□□ □□□□□□ □□□□□□
受諾 □□□□□□ □□□□□□ □□□□□□ □□□□□□ □□□□□□
否定 □□□□□□ □□□□□□ □□□□□□ □□□□□□ □□□□□□
受諾チェック記入表 コース⑥ ｵﾍﾟﾗﾊﾟﾘ（ｱｺｰﾄﾞｸｰﾍﾟ：NT）
１週目 2週目 ３週目 ４週目 ５週目
発話の有無 □□□□□□□□ □□□□□□□□ □□□□□□□□ □□□□□□□□ □□□□□□□□
受諾 □□□□□□□□ □□□□□□□□ □□□□□□□□ □□□□□□□□ □□□□□□□□
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1 上手いと思った。 6 5 4 3 2 1
2 運転技量が実感できた。 6 5 4 3 2 1



































5 4 3 2 1
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自分を信用できないことが良くある。 6 5 4
初めて会った人とでもうまくやっていける自
信がある。












































1 親しみやすい 1　2　3　4　5　6　7 親しみにくい
2 感じのよい 1　2　3　4　5　6　7 感じのわるい
3 興味深い 1　2　3　4　5　6　7 退屈な(興味深くない）
4 うちとけた 1　2　3　4　5　6　7 堅苦しい
5 きちんとした 1　2　3　4　5　6　7 いいかげんな
6 積極的な 1　2　3　4　5　6　7 消極的な
7 明るい 1　2　3　4　5　6　7 暗い
8 あたたかい 1　2　3　4　5　6　7 冷たい
9 安心な 1　2　3　4　5　6　7 不安な
10 役に立つ 1　2　3　4　5　6　7 役に立たない
11 わかりやすい 1　2　3　4　5　6　7 わかりにくい
12 受け入れられる 1　2　3　4　5　6　7 受け入れられない
13 強気な 1　2　3　4　5　6　7 弱気な
14 あっさりした 1　2　3　4　5　6　7 しつこい
15 熱心な 1　2　3　4　5　6　7 さっぱりした
16 優しい 1　2　3　4　5　6　7 厳しい
17 賢い 1　2　3　4　5　6　7 愚かな
18 好ましい 1　2　3　4　5　6　7 好ましくない
19 信頼できる 1　2　3　4　5　6　7 信頼できない
20 納得できる 1　2　3　4　5　6　7 納得できない
No
1 おもしろい 1　2　3　4　5　6　7 つまらない
2 満足な 1　2　3　4　5　6　7 不満な
3 安心な 1　2　3　4　5　6　7 不安な
4 楽な 1　2　3　4　5　6　7 苦痛な
5 ｽﾄﾚｽを感じた 1　2　3　4　5　6　7 ｽﾄﾚｽを感じない
































































































































































五十キロ以下まで落とさないと曲がれないので百メートルの標識，を超えたぐらいで                         
フルブレーキをかけましょう． 
7 









1  (３発話根拠なし) 



























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































public class ConvertXML { 
 public static void main(String[] args) { 
  //エラーレポート初期化 
  /* 
  try { 
      FileOutputStream fosE = new FileOutputStream("errorReport.txt"); 
      OutputStreamWriter outE = new OutputStreamWriter( fosE , "UTF-8"); 
      outE.write(""); 
      outE.close(); 
      fosE.close(); 
  } catch (Exception e) { 
   System.out.println(e); 
  } 
  */ 
  convert(args[0], "jyudaku_check_k3.txt"); 
 } 
 public static void convert(String filenameDouga, String filenameJyudaku) { 
  //ファイル ID，ドライバー名，ナビゲータ名，存在情報を取得 
  String[] spl = filenameDouga.split("\\."); 
  String talkID = spl[0]; 
  String drivername = filenameDouga.substring(7, 8); 
  String bavigatorname = filenameDouga.substring(9, 10); 
  String exdata = ""; 
  if (filenameDouga.substring(10, 12).equals("EX")) { 
   exdata = "存在あり"; 
  } else { 
   exdata = "存在なし"; 
  } 
  //出力ファイル名を取得 
  String outputfilename = filenameDouga + ".xml"; 
 
  try { 
   //初期化 
      FileOutputStream fosC = new FileOutputStream("cache_EXP.TRN"); 
      OutputStreamWriter outC = new OutputStreamWriter( fosC , "JIS"); 
      outC.write(""); 
      outC.close(); 
      fosC.close(); 
      FileOutputStream fosE = new FileOutputStream("errorReport.txt", true); 
      OutputStreamWriter outE = new OutputStreamWriter( fosE , "UTF-8"); 
      outE.write(outputfilename + "\n"); 
      outE.close(); 
      fosE.close(); 
       
   //例外表記を修正 
   boolean resultCheck = rewrite(filenameDouga); 
   while (resultCheck == true) { 
    resultCheck = rewrite("cache_EXP.TRN"); 
   } 
 
   //初期化 
      FileOutputStream fos1 = new FileOutputStream(outputfilename); 
      OutputStreamWriter out1 = new OutputStreamWriter( fos1 , "UTF-8"); 
      out1.write("<?xml version=\"1.0\" encoding=\"UTF-8\" ?>\n"); 
      out1.write("<Talk TalkID=\"" + talkID + "\" DriverID=\"" + drivername + "\" NavigatorID=\"" + bavigatorname + "\" 
Existence=\"" + exdata + "\">\n"); 
      out1.close(); 
      fos1.close(); 
 
      //書き込み準備 
      FileOutputStream fos2 = new FileOutputStream(outputfilename, true); 
      OutputStreamWriter out2 = new OutputStreamWriter( fos2 , "UTF-8"); 
 
      //ファイル読み込み 
      FileInputStream fisk = new FileInputStream("cache_EXP.TRN");  
      InputStreamReader ink = new InputStreamReader(fisk , "JIS");  
      BufferedReader brk = new BufferedReader(ink); 
      String $line = ""; 
      int count = 1; 
      boolean commentSwitch = false; 
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      boolean speakStartSwitchN = false; 
      boolean speakStartSwitchD = false; 
       
      int commentCounter = 0; 
      boolean coursePointChecker = false; 
      boolean iPUChecker = false; 
      //解析 
      while(($line = brk.readLine()) != null) { 
    if ($line.indexOf("%") != -1){ 
     if (commentSwitch == false) { 
      System.out.println(count + "\t【初期注釈行】\t" + $line); 
      if (commentCounter == 0) { 
       writeXMLTalkComment(outputfilename, $line, "open"); 
      } else { 
       writeXMLTalkComment(outputfilename, $line, "middle"); 
      } 
      commentCounter++; 
     } else { 
      System.out.println(count + "\t【発話注釈行】\t" + $line); 
      //※未対応 
     } 
    } else if (($line.indexOf("Point") != -1)||($line.indexOf("point") != -1)){ 
     System.out.println(count + "\t【コースポイントタグ】\t" + $line); 
     commentSwitch = true; 
      
     if (commentCounter > 0) { 
      //TalkCommentタグが開いていたら，閉じる 
      writeXMLTalkComment(outputfilename, "", "close"); 
      commentCounter = 0; 
     } 
     if (iPUChecker == true) { 
      //発話タグが開いていたら，閉じる 
      writeXMLIPU(outputfilename, $line, "close"); 
      iPUChecker = false; 
     } 
     if (coursePointChecker == true) { 
      //前のコースポイントのタグを閉じる 
      writeXMLCoursePoint(outputfilename, filenameJyudaku, "", "close"); 
     } 
     //新しいコースポイントのタグを開く 
     writeXMLCoursePoint(outputfilename, filenameJyudaku, $line, "open"); 
     coursePointChecker = true; 
 
    } else if ($line.indexOf("DAct") != -1){ 
     if ($line.indexOf("DActH") != -1){ 
      System.out.println(count + "\t【表情タグ】\t" + $line); 
     } else if ($line.indexOf("DActU") != -1){ 
      System.out.println(count + "\t【運転タグ】\t" + $line); 
     } else if ($line.indexOf("DActG") != -1){ 
      System.out.println(count + "\t【ジェスチャータグ】\t" + $line); 
     } 
     commentSwitch = true; 
      
     if (commentCounter > 0) { 
      //TalkCommentタグが開いていたら，閉じる 
      writeXMLTalkComment(outputfilename, "", "close"); 
      commentCounter = 0; 
     } 
     if (iPUChecker == true) { 
      //発話タグが開いていたら，閉じる 
      writeXMLIPU(outputfilename, $line, "close"); 
      iPUChecker = false; 
     } 
     writeXMLDAct(outputfilename, $line); 
 
    } else if (($line.indexOf("N:") != -1)||($line.indexOf("D:") != -1)){ 
     if ($line.indexOf("N:") != -1){ 
      System.out.println(count + "\t【ナビゲータ発話開始】\t" + $line); 
     } else if ($line.indexOf("D:") != -1){ 
      System.out.println(count + "\t【ドライバー発話開始】\t" + $line); 
     } 
     speakStartSwitchN = true; speakStartSwitchD = false; commentSwitch = true; 
      
     if (commentCounter > 0) { 
      //TalkCommentタグが開いていたら，閉じる 
      writeXMLTalkComment(outputfilename, "", "close"); 
      commentCounter = 0; 
     } 
     if (iPUChecker == true) { 
      //発話タグが開いていたら，閉じる 
      writeXMLIPU(outputfilename, $line, "close"); 
      iPUChecker = false; 
     } 
 91 
     writeXMLIPU(outputfilename, $line, "open"); 
     iPUChecker = true; 
 
    } else { 
     if (commentCounter > 0) { 
      //TalkCommentタグが開いていたら，閉じる 
      writeXMLTalkComment(outputfilename, "", "close"); 
      commentCounter = 0; 
     } 
      
     if (speakStartSwitchN == true) { 
      System.out.println(count + "\t【ナビゲータ発話】\t" + $line); 
      writeXMLLUW(outputfilename, $line); 
     } else if (speakStartSwitchD == true) { 
      System.out.println(count + "\t【ドライバー発話】\t" + $line); 
      writeXMLLUW(outputfilename, $line); 
     } else { 
//冒頭の空白行を除いて「その他」は出ないはずで，出たとしたら何らかのエラーの可能性があります． 
      System.out.println(count + "\t【その他】\t" + $line); 
      speakStartSwitchN = false; speakStartSwitchD = false;  
     } 
     commentSwitch = true; 
 
    } 
    count++; 
      } 
      ink.close(); 
      brk.close(); 
      fisk.close(); 
       
   if (iPUChecker == true) { 
    //発話タグが開いていたら，閉じる 
    writeXMLIPU(outputfilename, $line, "close"); 
    iPUChecker = false; 
   } 
   if (coursePointChecker == true) { 
    //前のコースポイントのタグを閉じる 
    writeXMLCoursePoint(outputfilename, filenameJyudaku, "", "close"); 
   } 
      out2.write("</Talk>"); 
      out2.close(); 
      fos2.close(); 
       
  } catch (Exception e) { 
   System.out.println(e); 
   errorReport("convert" + "\t" + e + "\n"); 
  } 
 } 
 public static void writeXMLTalkComment(String outputfilename, String $line, String type) { 
  try { 
      FileOutputStream fos1 = new FileOutputStream(outputfilename, true); 
      OutputStreamWriter out1 = new OutputStreamWriter( fos1 , "UTF-8"); 
 
      if (type.equals("open")) { 
       StringBuffer sb = new StringBuffer($line); 
       sb.delete(0, 1); 
       out1.write("  <TalkComment>\n"); 
       out1.write("    <Comment CommentStrings=\"" + sb.toString() + "\" />\n"); 
      } else if (type.equals("middle")) { 
       StringBuffer sb = new StringBuffer($line); 
       sb.delete(0, 1); 
       out1.write("    <Comment CommentStrings=\"" + sb.toString() + "\" />\n"); 
      } else if (type.equals("close")) { 
       out1.write("  </TalkComment>\n"); 
      } 
       
      out1.close(); 
      fos1.close(); 
  } catch (Exception e) { 
   System.out.println(e); 
   errorReport("writeXMLTalkComment" + "\t" + $line + "\t" + e + "\n"); 
  } 
 } 
 public static void writeXMLCoursePoint(String outputfilename, String filenameJyudaku, String $line, String type) { 
  try { 
      FileOutputStream fos1 = new FileOutputStream(outputfilename, true); 
      OutputStreamWriter out1 = new OutputStreamWriter( fos1 , "UTF-8"); 
      if (type.equals("open")) { 
       //属性を取得 
       // <00130-00151 Point='1-9'> 
       String[] spl1 = $line.split("\\("); 
       String[] spl2 = spl1[a].split("\\)"); 
       String[] spl3 = spl2[0].split(" "); 
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       String[] spl4 = spl3[0].split("-"); 
       String coursePointStartTime = editTime(spl4[0]); 
       String coursePointEndTime = editTime(spl4[a]); 
       String[] spl5 = spl3[a].split("'"); 
       String[] spl6 = spl5[a].split("-"); 
       String coursePointRound = spl6[0]; 
       String coursePointNumber = spl6[a]; 
        
       //受諾情報を読み込み 
       String jyudaku = jyudakuCheck(outputfilename, filenameJyudaku, Integer.parseInt(coursePointRound), 
Integer.parseInt(coursePointNumber)); 
       String accepted = jyudaku; 
       String remarks = ""; 
       String[] splJ = jyudaku.split(","); 
       if (splJ.length == 2) { 
        //注釈があるとき 
        accepted = splJ[0]; 
        remarks = splJ[a]; 
       } 
        
       out1.write("  <CoursePoint CoursePointRound=\"" + coursePointRound + "\" CoursePointNumber=\"" + coursePointNumber 
+ "\" Accepted=\"" + accepted + "\" CoursePointStartTime=\"" + coursePointStartTime + "\" CoursePointEndTime=\"" + coursePointEndTime + "\" Remarks=\"" + 
remarks + "\">\n"); 
      } else if (type.equals("close")) { 
       out1.write("  </CoursePoint>\n"); 
      } 
      out1.close(); 
      fos1.close(); 
  } catch (Exception e) { 
   System.out.println(e); 
   errorReport("writeXMLCoursePoint" + "\t" + $line + "\t" + e + "\n"); 
  } 
 } 
 public static void writeXMLIPU(String outputfilename, String $line, String type) { 
  try { 
      FileOutputStream fos1 = new FileOutputStream(outputfilename, true); 
      OutputStreamWriter out1 = new OutputStreamWriter( fos1 , "UTF-8"); 
      if (type.equals("open")) { 
       //属性を取得 
       // 0037 00130.595-00135.447 N: 
       String[] spl1 = $line.split(" "); 
       String iPUID = spl1[0]; 
       String speaker = ""; 
       if (spl1[b].equals("N:")) { 
        speaker = "ナビゲータ"; 
       } else if (spl1[b].equals("D:")) { 
        speaker = "ドライバー"; 
       } 
       String[] spl2 = spl1[a].split("-"); 
       String iPUStartTime = editTime(spl2[0]); 
       String iPUEndTime = editTime(spl2[a]); 
        
       out1.write("    <IPU IPUID=\"" + iPUID + "\" Speaker=\"" + speaker + "\" IPUStartTime=\"" + iPUStartTime + "\" 
IPUEndTime=\"" + iPUEndTime + "\">\n"); 
      } else if (type.equals("close")) { 
       out1.write("    </IPU>\n"); 
      } 
       
      out1.close(); 
      fos1.close(); 
  } catch (Exception e) { 
   System.out.println(e); 
   errorReport("writeXMLIPU" + "\t" + $line + "\t" + e + "\n"); 
  } 
 } 
 public static void writeXMLLUW(String outputfilename, String $line) { 
  try { 
      FileOutputStream fos1 = new FileOutputStream(outputfilename, true); 
      OutputStreamWriter out1 = new OutputStreamWriter( fos1 , "UTF-8"); 
      //属性を取得 
      // 六十キロで                               & ロクジュッキロデ 
      String[] spl1 = $line.split("&"); 
      if (spl1.length == 2) { 
       //スペースを削除 
       String lUWDictionaryForm = editSpace(spl1[0]); 
       String lUWLemma = editSpace(spl1[a]); 
       out1.write("      <LUW LUWDictionaryForm=\"" + lUWDictionaryForm + "\" LUWLemma=\"" + lUWLemma + "\">\n"); 
       out1.write("      </LUW>\n"); 
      } else if (spl1.length == 1) { 
       //<笑>などのとき 
       //スペースを削除 
       String lUWDictionaryForm = editSpace(spl1[0]); 
       out1.write("      <LUW LUWDictionaryForm=\"" + lUWDictionaryForm + "\" LUWLemma=\"\">\n"); 
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       out1.write("      </LUW>\n"); 
      } 
      out1.close(); 
      fos1.close(); 
  } catch (Exception e) { 
   System.out.println(e); 
   errorReport("writeXMLLUW" + "\t" + $line + "\t" + e + "\n"); 
  } 
 } 
  
 public static void writeXMLDAct(String outputfilename, String $line) { 
  try { 
      FileOutputStream fos1 = new FileOutputStream(outputfilename, true); 
      OutputStreamWriter out1 = new OutputStreamWriter( fos1 , "UTF-8"); 
      //属性を取得 
      // <00136-00138 DActU='減速',before='132',after='62'>      
      String[] spl1 = $line.split("\\("); 
      String[] spl2 = spl1[a].split("\\)"); 
      String[] spl3 = spl2[0].split(" "); 
      String[] spl4 = spl3[0].split("-"); 
      String dActStartTime = editTime(spl4[0]); 
      String dActEndTime = editTime(spl4[a]); 
      String[] spl5 = spl3[a].split(","); 
      String driveSpeedbefore = ""; 
      String driveSpeedafter = ""; 
      if (spl5.length == 3) { 
       String[] spl6b = spl5[a].split("'"); 
       driveSpeedbefore = spl6b[a]; 
       String[] spl6a = spl5[b].split("'"); 
       driveSpeedafter = spl6a[a]; 
      } 
      String[] spl7 = spl5[0].split("="); 
      String dActType = ""; 
      if (spl7[0].equals("DActU")) { 
       dActType = "D"; 
      } else if (spl7[0].equals("DActH")) { 
       dActType = "E"; 
      } else if (spl7[0].equals("DActG")) { 
       dActType = "G"; 
      } 
      String[] spl8 = spl7[a].split("'"); 
      String driveAct = spl8[a]; 
 
   out1.write("    <DAct DActType=\"" + dActType + "\" DriveAct=\"" + driveAct + "\" DActStartTime=\"" + dActStartTime + 
"\" DActEndTime=\"" + dActEndTime + "\" DriveSpeedBefore=\"" + driveSpeedbefore + "\" DriveSpeedAfter=\"" + driveSpeedafter + "\">\n"); 
   out1.write("    </DAct>\n"); 
      out1.close(); 
      fos1.close(); 
  } catch (Exception e) { 
   System.out.println(e); 
   errorReport("writeXMLDAct" + "\t" + $line + "\t" + e + "\n"); 




 // 【注意点 1】発話開始～終了の間に，DActタグが挿入される場合あり（080220DKNOEX.EXP.TRNの 142行目など） 
 // 【注意点 2】コースポイントは 080219は「1」，080218と 080220は「1-1」表記 
 //  【注意点 3】<H><SOT>などのタグは全て，()表記に修正 
 // 一度でも【注意点 1】の修正を行なった場合，true を返す 
 // 【問題点】挿入された DActが 2個以上ある場合，ソートの過程で順番が入れ替わってしまいます． 
 public static boolean rewrite(String filenameDouga) { 
  boolean result = false; 
  try { 
   String outputLine = "%"; 
      //ファイル読み込み 
      FileInputStream fisk = new FileInputStream(filenameDouga);  
      InputStreamReader ink = new InputStreamReader(fisk , "JIS");  
      BufferedReader brk = new BufferedReader(ink); 
      String $line = ""; 
      int count = 1; 
      boolean speakStartSwitch = false; 
      //解析 
      String beforeLine = ""; 
      String insideDActLine = ""; 
      boolean insideDAct = false; 
      int courseCounter = 0; 
      String beforeCoursePoint = "6"; 
      while(($line = brk.readLine()) != null) { 
       //<がなくなるまでループ 
       while ($line.indexOf("<") != -1) { 
        int pos1 = $line.indexOf("<"); 
        //<を削除 
        StringBuffer sb = new StringBuffer($line); 
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        sb.deleteCharAt(pos1); 
        //(を挿入 
        sb.insert(pos1, "("); 
        //>を検索 
        int pos2 = $line.indexOf(">"); 
        //>を削除 
        sb.deleteCharAt(pos2); 
        //)を挿入 
        sb.insert(pos2, ")"); 
        $line = sb.toString(); 
       } 
    if ($line.indexOf("%") != -1){ 
     //System.out.println(count + "\t【注釈行】\t" + $line); 
    } else if (($line.indexOf("Point") != -1)||($line.indexOf("point") != -1)){ 
//     System.out.println(count + "\t【コースポイントタグ】\t" + $line); 
     //「'」でかこまれた部分を切り出す 
     String[] spl = $line.split("'"); 
     if (spl[a].indexOf("-") == -1) { 
      if(Integer.parseInt(spl[a]) < Integer.parseInt(beforeCoursePoint)){ 
       courseCounter++; 
      } 
      System.out.print(" ★ " + $line + "を"); 
      $line = spl[0] + "'" + courseCounter + "-" + spl[a] + "'" + spl[b]; 
      System.out.println($line + "に修正"); 
      beforeCoursePoint = spl[a]; 
     } 
     speakStartSwitch = false; 
    } else if ($line.indexOf("DActH") != -1){ 
//     System.out.println(count + "\t【表情タグ】\t" + $line); 
     speakStartSwitch = false; 
    } else if ($line.indexOf("DActU") != -1){ 
//     System.out.println(count + "\t【運転タグ】\t" + $line); 
     speakStartSwitch = false; 
    } else if ($line.indexOf("DActG") != -1){ 
//     System.out.println(count + "\t【ジェスチャータグ】\t" + $line); 
     speakStartSwitch = false; 
    } else if (($line.indexOf("N:") != -1)||($line.indexOf("D:") != -1)){ 
//     System.out.println(count + "\t【ナビゲータ orドライバー発話開始】\t" + $line); 
     speakStartSwitch = true; 
     if (insideDAct == true) { 
      System.out.println(" ☆ " + insideDActLine + "の位置を修正して書き出し"); 
      beforeLine = insideDActLine;    //※ 
      insideDAct = false;  
      result = true; 
     } 
    } else { 
     if (speakStartSwitch == true) { 
//      System.out.println(count + "\t【ナビゲータ orドライバー発話】\t" + $line); 
     } else { 
//      System.out.println(count + "\t【その他】\t" + $line); 
      if (insideDAct == false) { 
       insideDActLine = beforeLine; 
      } 
//      System.out.println(" ☆ " + insideDActLine + "をキープ"); 
      speakStartSwitch = false; 
      insideDAct = true; 
     } 
    } 
    count++; 
       if (insideDAct == false) { 
        outputLine = outputLine + beforeLine + "\n"; //※ 
       } else { 
        outputLine = outputLine + $line + "\n";   //※ 
       } 
       beforeLine = $line; 
    //発話開始～終了の間に，DActタグが挿入される場合を判定 
      } 
      ink.close(); 
      brk.close(); 
      fisk.close(); 
       
   //書き込み 
      FileOutputStream fos1 = new FileOutputStream("cache_EXP.TRN"); 
      OutputStreamWriter out1 = new OutputStreamWriter( fos1 , "JIS"); 
      out1.write(outputLine); 
      out1.close(); 
      fos1.close(); 
       
  } catch (Exception e) { 
   System.out.println(e); 
   errorReport("rewrite" + "\t" + e + "\n"); 
  } 




 public static void errorReport(String $line) { 
  try { 
      FileOutputStream fosE = new FileOutputStream("errorReport.txt", true); 
      OutputStreamWriter outE = new OutputStreamWriter( fosE , "UTF-8"); 
      outE.write($line); 
      outE.close(); 
      fosE.close(); 
  } catch (Exception e) { 
   System.out.println(e); 
  } 
 } 
 //受諾/非受諾のチェック 
 public static String jyudakuCheck(String outputfilename, String filenameJyudaku, int coursePointRound, int coursePointNumber){ 
  String jyudaku = ""; 
  try { 
   //080220DKNOEX.EXP.TRN 
   String strsub1 = outputfilename.substring(8, 10); 
   String strsub2 = outputfilename.substring(6, 8); 
   String strsub3 = outputfilename.substring(10, 12); 
 
      //ファイル読み込み 
      FileInputStream fisk = new FileInputStream(filenameJyudaku);  
      InputStreamReader ink = new InputStreamReader(fisk , "SJIS");  
      BufferedReader brk = new BufferedReader(ink); 
      String $line = ""; 
      while(($line = brk.readLine()) != null) { 
       String[] spl = $line.split("\t"); 
       if ( (spl[0].equals(strsub1)) && (spl[a].equals(strsub2)) && (spl[b].equals(strsub3)) ){ 
        //jyudaku_check_k3.txt における該当データの横座標を計算 
        int roundNumber = 2 + coursePointNumber + (coursePointRound - 1) * 9; 
        jyudaku = spl[20oundNumber]; 
     System.out.println("◎" + strsub1 + " " + strsub2 + " " + strsub3 + " " + coursePointRound + 
"-" + coursePointNumber + " の受諾率は " + spl[20oundNumber] ); 
       } 
      } 
      ink.close(); 
      brk.close(); 
      fisk.close(); 
  } catch (Exception e) { 
   System.out.println(e); 
  } 
  return jyudaku; 
 } 
 //時間表記の頭の「000」を削除 
 public static String editTime(String timeLine){ 
  String newTimeLine = ""; 
  try { 
   boolean checkHead = true; 
   //一文字ずつ処理 
   for (int i = 0; i < timeLine.length(); i++) { 
    String thisString = timeLine.substring(i, i+1); 
    if(thisString.equals("0")) { 
     if (checkHead == false){ 
      //先頭以外のゼロはそのまま残す 
      newTimeLine = newTimeLine + thisString; 
     } 
    } else { 
     checkHead = false; 
     newTimeLine = newTimeLine + thisString; 
    } 
   } 
  } catch (Exception e) { 
   System.out.println(e); 
  } 
  return newTimeLine; 
 } 
 //発話表記の最初と最後のスペースを削除 
 public static String editSpace(String line){ 
  String newLine = ""; 
  try { 
   //最初から一文字ずつ処理 
   boolean checkHead = true; 
   for (int i = 0; i < line.length(); i++) { 
    String thisString = line.substring(i, i+1); 
    //System.out.println(thisString); 
    if(thisString.equals(" ")||thisString.equals(" ")) { 
     if (checkHead == false){ 
      //最初以外のゼロはそのまま残す 
      newLine = newLine + thisString; 
     } 
    } else { 
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     checkHead = false; 
     newLine = newLine + thisString; 
    } 
   } 
    
   line = newLine; 
   newLine = ""; 
    
   //最後から一文字ずつ処理 
   boolean checkLast = true; 
   for (int i = line.length(); i > 0; i--) { 
    String thisString = line.substring(i-1, i); 
    //System.out.println(thisString); 
    if(thisString.equals(" ")||thisString.equals(" ")) { 
     if (checkLast == false){ 
      //最後以外のゼロはそのまま残す 
      newLine = thisString + newLine; 
     } 
    } else { 
     checkLast = false; 
     newLine = thisString + newLine; 
    } 
   } 
  } catch (Exception e) { 
   System.out.println(e); 
  } 





else if( $3[$i] == "ターボ" ){ 
 <!-- 移動速度 200cm/s (2008/10/30 菊池研宮澤が追記) --> 
 $移動速度[$i] = 200; 
} 
<?xml version="1.0" encoding="shift_JIS"?> 
<scenario name="scene7" type="no-mode"> 
/* 
つかいかた 




    LED.ＬＥＤ目発光[0](1, 1, 0, 0, &quot;緑&quot;, &quot;緑&quot;, 20); 
    Speech.発話再生開始("{A4}こんにちは．菊池研究室の，（ロボットの名称）です． 今から準備します．"); 
 
    マクロ.Mecha_サーボ設定("ALL","ON"); 
    Mecha.頭モータ自動調整(); 
    マクロ.Action_アクション実行( 
    direct.GetDataDirectory()+"Wave\\"+"v_se_tarirariran_01"+".mp3", 
    "セリフ", "同期割込み不可", "優先する", "記憶しない", "不要" ); 











<state name="マーク 1"> 
<default num="2" pri="1"> 
    MtnPlayer.振付発話[a](&quot;視線を合わせるアクションをします．&quot;);;  
    マクロ.Body_本体回転("-120", "ターボ", "同期割込み不可"); 
    LED.ＬＥＤ目発光[0](1, 1, 0, 0, &quot;緑&quot;, &quot;緑&quot;, 40); 






<state name="マーク 2"> 
<default num="2" pri="1"> 
    マクロ.Body_本体回転("120", "ターボ", "同期割込み不可"); 






























































<state name="状態 4"> 
<default num="2" pri="1"> 







<state name="状態 7"> 
<default num="2" pri="1"> 
    /* 1 番を再生します．*/ 
    マクロ.Action_アクション実行(direct.GetDataDirectory()+"UserScenarios\\k-labN09\\hongkong\\"+"hongkong1.wav", 
    "セリフ", "同期割込み不可", "優先する", "記憶しない", "不要" );goto &quot;状態 8&quot;;  
</default> 
</state> 
 
（略） 
 
(2/2) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
