In recent years fractionally differenced processes have received a great deal of attention due to its flexibility in financial applications with long memory. This paper considers a class of models generated by Gegenbauer polynomials, incorporating the long memory in stochastic volatility (SV) components in order to develop the General Long Memory SV (GLMSV) model. We examine the statistical properties of the new model, suggest using the spectral likelihood estimation for long memory processes, and investigate the finite sample properties via Monte Carlo experiments. We apply the model to three exchange rate return series. Overall, the results of the out-of-sample forecasts show the adequacy of the new GLMSV model.
Introduction
Consider the well known ARFIMA (p, d, q) This standard case of constant variance innovations has been considered in many traditional time series analyses and applications. However, in recent years, there has been a great deal of development with time dependent instantaneous innovation variances (or volatility). Two popular classes have been developed in modeling financial volatility. One is the Generalized AutoRegressive Conditional Heteroskedasticity (GARCH) family, pioneered by Engle (1982) , while the other emphasizes Stochastic Volatility (SV) models, using the ideas of Clark (1973) and Taylor (1982 Taylor ( , 1986 ) (see the survey papers of McAleer (2005) and Shephard (2005) for further details). Note that the so-called 'realized volatility'
can be considered as noise plus the realized value of the latent volatility in SV models (see Barndorff-Nielsen and Shephard (2002) , Bollerslev and Zhou (2002) , and Asai et al. (2012) for further details).
As the conditional volatility displays long memory or long range dependencies in many financial applications, Baillie et al. (1996) and Bollerslev and Mikkelsen (1996) developed the Fractionally Integrated GARCH (FIGARCH) and Fractionally Integrated Exponential GARCH (FIEGARCH) models, respectively. In the light of this evidence, Breidt et al. (1998) developed the long memory SV (LMSV) model, in which log-volatility follows the ARFIMA(p, d, q) (or FARIMA(p, d, q) ) process. Empirical evidence from Breidt et al (1998) , Andersen et al. (2001 Andersen et al. ( , 2003 , Pong et al. (2004) , Koopman, Jungbacker, and Hol (2005) , and Asai et al. (2012) indicate that estimates of d lie between zero and one.
Motivated by these extensions and applications, Arteche (2004) developed the generalized LMSV model, using the Gegenbauer process. The Gegenbauer process is a type of long memory process, developed by Gray et al. (1989) . Incorporating the Gegenbauer process in volatility modeling enables a more flexible class of process for the conditional/stochastic 1 variance that is capable of explaining and representing the observed temporal dependencies in financial market volatility. Arteche (2004) suggested the semi-parametric estimation technique for its long memory parameter.
The main purpose of this paper is to extend the work of Arteche (2004) by considering short memory components and spectral likelihood estimation for general long memory stochastic volatility models.
The organization of the paper is as follows. Section 2 briefly reviews stochastic volatility models, while Section 3 introduces the Gegenbauer ARMA process. Section 4 develops the new generalized LMSV model, and develops its statistical properties. Section 5 suggests estimation via spectral likelihood (SL), which is equivalent to the quasi-maximum likelihood (QML) estimator, and examines the finite sample properties of the SL estimator. Section 5 also explains the method for estimating and forecasting volatility. Section 6 presents empirical results using the exchange rate returns of Japanese Yen (YEN), Euro (EUR), and British Pound (GBP) relative to the US dollar (USD). Section 7 provides concluding remarks.
Review of Stochastic Volatility (SV) Models
An alternative to the modeling of the popular GARCH and related conditional volatility models is a class of models such that the variance follows a certain latent stochastic process.
Suppose that a discrete time series {Y t } is given by Y t = σ t ξ t , where ξ t ∼ IID(0, 1) and the volatility process satisfies:
Two popular cases related to (2.1) have been analysed in the literature:
• {X t } follows a stationary and invertible ARMA(p,q) process given by:
where v t is white noise with zero mean and variance σ 2 v , C is a constant, L is the lag operator, and the roots of φ(L) (AR(p) polynomial) and θ(L) (MA(q) polynomial) lie outside the unit circle to ensure stationarity and invertibility of {X t }.
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• {X t } follows a stationary and invertible ARFIMA(p,d,q) process given by:
where, in addition to the conditions in (2.2), the parameter d ∈ (−0.5, 0.5) to ensure stationarity and invertibility of {X t }.
Particular attention has been paid to the class in (2.3) when 0 < d < 0.5 to model long memory in SV. In this case, (2.1) and (2.3) describe a family of LMSV. This paper introduces a general family of long memory models with SV. In order to develop the theory, we first consider Gegenbauer polynomials and Gegenbauer ARMA (GARMA).
Gegenbauer ARMA (GARMA) Model
Suppose that a time series {X t } is generated by: This family in (3.1) is known as the Gegenbauer ARMA of order (p, d, q; η) or GARMA(p, d, q; η) and enjoys the following properties:
• The power spectrum:
where
corresponds to the ARMA part.
• The process in (3.1) is stationary and explains long memory when |η| < 1 and 0 < d < 1/2, or |η| = 1 and 0 < d < 1/4, with the stationary condition on φ(L).
From (3.2), it is clear that the long memory features are characterized by an unbounded spectrum at the Gegenbauer frequency ω = ω g = cos −1 (η) when |η| < 1, and at ω = 0 when η = 1, in addition to the hyperbolic decay of the autocorrelation function (acf).
For later reference, we consider a special case, namely, the class of GARMA (0, d, 0; η) given by:
Under the AR regularity conditions:
(a1) |η| < 1 and d < 1/2; or (a2) |η| = 1 and d < 1/4, the Wold representation of (3.3) is given as:
, with ψ 0 = 1, and the Gegenbauer coefficients ψ j in terms of the Gamma functions, Γ(.), have the explicit representation: Erdélyi et al., 1953, 10 .9 for details). The coefficients ψ j , j ≥ 2, are recursively related by:
with initial values ψ 0 = 1 and ψ 1 = 2dη. These coefficients, ψ j , reduce to the corresponding standard long memory (or binomial) coefficients when η = 1, such that
Under the MA regularity conditions: 6) where the coefficients, π j , are obtained from (3.5), by replacing d with −d.
In the general case (3.1), the corresponding stationary and invertible solutions can be obtained from: Dissanayake et al. (2016) for further details).
In recent papers, Peiris (2008, 2013) have considered an alternative family of generalized fractional processes given by:
As an extension, Section 4 develops a new family of generalized long memory volatility models using Gegenbauer polynomials.
Generalized Long Memory SV (GLMSV) Models
This section considers the generalized long memory SV (GLMSV) model, defined by:
where {ξ t } is independent of {X t } for all t. In the model, log-volatility follows the GARMA (p, d, q; η) process. From the spectrum of (4.2), it is clear that the log volatility process, {X t }, has generalized long memory when |η| < 1 and 0 < d < 0.5, with a spectral peak at Gegenbauer frequency ω g = cos −1 (η). As distinct from Arteche (2004), we incorporated the short memory components, φ(L) and θ(L), and excluded seasonal long memory to avoid overparameterization in long range dependencies.
Properties of GLMSV
Suppose that {v t } in (3.1) is Gaussian and let γ(k) be the autocovariance function (ACVF)
It follows from the properties of the lognormal distribution that:
. Then the observation equation satisfies the linear state space model, U t = log(σ 2 t ) + log(ξ 2 t ), and reduces to:
3)
It follows from (4.3) that the corresponding spectra are related by:
From the results in Granger and Morris (1976) for the sum of an MA process and noise, we can write:
where {e t } is a white noise process, andψ j is the jth coefficient of the polynomialψ(z) =
The distribution of e t can be obtained by the the convolution of the distributions of X t and t , where {e t } is serially uncorrelated, but is not an independent process.
Clearly, (4.4) implies that the log squared returns of {Y t } have long memory, with the same memory parameter d as in the volatility process {X t }. In particular, when η = 1 and 0 < d < 1/4, GLMSV reduces to the standard LMSV. These spectral properties can be used to identify the GLMSV and LMSV processes in practice. 6
Identification of GLMSV and LMSV
The following lemma on spectral densities can be used to identify LMSV and/or GLMSV.
. Then from (4.4) we have:
Clearly, f * (ω) is bounded from above and bounded away from zero when 0 < d < 0.5, and
Hence, the lemma holds.
The lemma shows that the spectrum of {U t } behaves like that of {X t } near the Gegenbauer frequency, ω g . We illustrate this for three important cases by taking
for simplicity.
Illustrations
• Standard LMSV when η = 1 :
The sdf of {U t } is given by:
and is unbounded as ω → 0 when 0
• GLMSV when |η| < 1 :
The sdf of {U t } is given by: 8) and is unbounded as ω → cos −1 (η) (the Gegenbauer frequency, which is away from the origin) for |η| < 1 and 0 < d < 1/2. 
Estimation and Forecasting

Spectral-Likelihood Estimator
Though the process {v t } is non-Gaussian, a reasonable estimation procedure is to maximize the quasi-likelihood, or the likelihood computed as if {v t } was Gaussian. For the LMSV models, the approaches of So (1999 So ( , 2002 and Doornik and Ooms (2003) enable us to compute the quasi-likelihood exactly, using the autocovariance functions up to order n. For the GLMSV model, it is not easy to calculate the exact autocovariances, but it is possible to obtain their approximate values with the use of the algorithm of McElroy and Holan (2012) .
Hence, the effectiveness of the QML estimation of this type depends on the accuracy of the approximation of the autocovariance functions. Rather than the approximate approach, we suggest a spectral domain estimator, which was used in estimating the LMSV model by Breidt et al. (1998) .
The spectral-likelihood (SL) estimator is obtained by minimizing: 
If we know the value of η a priori, we should omit the observation which corresponds to ω = arccos(η). In a general framework, Hosoya (1997) showed that the SL estimator,λ, is consistent, and:
where λ 0 is the true value,
and Q e (ω 1 , ω 2 , ω 3 ) is the fourth-order cumulant spectral density of e t , defined by (4.5).
Furthermore, the SL estimator has the same limiting distribution as the QML estimator in the time domain. In practice, the second term of U can be estimated by the approach of 
Finite Sample Properties
We conducted Monte Carlo experiments for investigating the finite sample properties of the SL estimator. The parameter values for X t are specified as: In the parameter settings, all the variances of X t are equal to one. Note that the standard deviation of t is σ = π/ √ 2 = 2.221, which is greater than twice the standard deviation of X t . We consider sample sizes n = {1024, 2048}, with R = 2000 replications. For the AR standard deviation, and RMSE decrease as the sample size increases. Next we support the above findings using real data.
Estimating and Forecasting Volatility
We introduce an algorithm of Harvey (1998) regarding signal extraction and forecasting of long memory plus noise processes. Define U = (U 1 , . . . , U n ) , X * = (X 1 − μ, . . . , X n − μ) , and = ( 1 , . . . , n ) , in order to obtain:
where 1 n is an n × 1 vector of ones. Then, the minimum mean square linear estimator of X is given by:
where V = V X + σ 2 I n , and V X denotes the covariance matrix of X * . As noted in Subsection 5.1, V X can be approximated by the algorithm of McElroy and Holan (2012) (see the Appendix for details). Harvey (1998) recommends using the volatility estimate:
are the heteroskedasticity-corrected observations. 
Empirical Analysis
Data and Preliminary Results
The empirical analysis focuses on estimating and forecasting the GLMSV model for three sets of exchange rate data, namely YEN/USD, EUR/USD, and GBP/USD. The sample period is from October 4, 2005 to November 25, 2015, giving 2549 observations. We calculated the returns series, R t = log P t − log P t−1 , where P t is the closing price on day t. We use the first n = 2048 returns for estimating the GLMSV models, and the remaining 500 series for forecasting. The estimation period includes the global financial crisis. Table 2 presents descriptive statistics for the whole sample. As our interest is on volatility, we use the mean subtracted returns,
As a preliminary analysis, we estimated the new generalized fractionally integrated EGARCH (GIEGARCH) model, defined by:
where g(ξ t ) is the generalized return, and φ(L) and θ(L) are defined in Section 3. Following
Hansen, Huang, and Shek (2012), we consider the second-order Hermite polynomial for the 13 Note: FIE and GIE denote the FIEGARCH and GIEGARCH models, respectively. Standard errors are in parentheses. The Gegenbauer frequency is given by ω g = arccos(η).
error term, as:
Assuming that ξ t has finite fourth moment, it is straightforward to show E[g(ξ t )] = 0 and
When η = 1, the new GIEGARCH(p,d,q; η) model reduces to the class of the FIEGARCH(p,2d,q) model of Bollerslev and Mikkelsen (1996) . Following Bollerslev and Mikkelsen (1996) , we truncate the MA(∞) representation of the GARMA process of log-volatility as:
whereψ j is the jth coefficient of the polynomialψ(z)
, with ψ 0 = 1. We calculate the value ofψ j by the approximating technique of McElroy and Holan (2012) up to J = 1000 (see the Appendix). Table 3 shows the QML estimates of the FIEGARCH(1,2d,0) and GIEGARCH(1,d,0; η) models. For the FIEGARCH model, the estimates of d indicate that the conditional log- 
Estimates and Forecasts for the GLMSV Model
In the following, we show the empirical results for the GLMSV models as compared with those of the GIEGARCH model. As explained previously, we use the last 500 observations for the forecasting analysis, based on the approach in the previous section. For this purpose, we calculated the Valueat-Risk (VaR) thresholds, assuming normality of ξ t . Combined with the one-day-ahead forecasts of log-volatility, we computed the 1 and 5 percent VaR thresholds as −2.326σ
and −1.645σ 2 n+1 , respectively, fixing the sample size as n = 2048.
In order to assess the estimated VaR thresholds, the unconditional coverage and independence tests developed by Christoffersen (1998) Note: PV denotes the percentage of violations, which is the percentage of days when returns are less than the VaR threshold. UC, IND, and CC are the generalized method of moments duration-based tests for unconditional coverage, independence and conditional coverage, developed by Candelon et al. (2011) . The number of orthonormal polynomials is set to 5. P values are in brackets.
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and GLMSV models, the tests do not reject the null hypothesis at the 5% and 1% VaR thresholds, thereby indicating that the estimated VaR thresholds are satisfactory.
Concluding Remarks
In this paper, we proposed a new generalized long memory volatility (GLMSV) model, based on the GARMA(p,d,q; η) process, and examined the statistical properties of the new model. We applied the spectral likelihood (SL) estimation method, for which the asymptotic distribution is the same as that of the QML estimator. Then we conducted
Monte Carlo experiments for investigating the finite sample properties of the SL estimator, and found that the finite sample biases are negligible for n = 2048.
In addition, we estimated the FIEGARCH, GIEGARCH, and GLMSV models, using three exchange rate returns for YEN/USD, EUR/USD, and GBP/USD. The empirical results supported long memory for log-volatility, and also showed a non-zero Gegenbauer frequency. Furthermore, the new specification of generalized long memory improved the out-of-sample forecasts for the VaR thresholds satisfactorily, which shows that the GLMSV model is a useful addition to the existing models in the literature.
