In contrast to the current literature, we address the problem of estimating the spectrum from a single common trichromatic RGB image obtained under unconstrained settings (e.g. unknown camera parameters, unknown scene radiance, unknown scene contents). For this we use a reference spectrum as provided by a hyperspectral image camera, and propose efficient deep learning solutions for sensitivity function estimation and spectral reconstruction from a single RGB image. We further expand the concept of spectral reconstruction such that to work for RGB images taken in the wild and propose a solution based on a convolutional network conditioned on the estimated sensitivity function. Besides the proposed solutions, we study also generic and sensitivity specialized models and discuss their limitations. We achieve state-of-the-art competitive results on the standard example-based spectral reconstruction benchmarks: ICVL, CAVE and NUS. Moreover, our experiments show that, for the first time, accurate spectral estimation from a single RGB image in the wild is within our reach. 1
Introduction
Unlike conventional RGB images, hyperspectral (HS) imagery captures more information from the electromagnetic spectrum and represents it using a higher number of spectral bands. This led hyperspectral image (HSI) processing to become a crucial field in many computer vision tasks such as object recognition, segmentation and anomaly detection [28] . There are numerous applications in remote sensing [6, 25] , medical diagnosis [20, 22] , material detection [5] , food inspection [21] and agriculture [12] which make use of spectral data. However, capturing spectral data is difficult due to the limitations of the imaging technology. Commonly used imaging methods apply scanning in the spectral domain to acquire the full spectrum [11] . This acquisition process is time consuming and the equipment is relatively expensive. 1 Our codes and models will be made publicly available at: https://github.com/berk95kaya/Spectral-Estimation 400nm 450nm 500nm 550nm 600nm 650nm 700nm Figure 1 . Our proposed approach estimates spectral bands for an RGB image captured under unknown settings. Here, several bands are estimated for a random eye image in the wild.
One way to obtain spectral data is to infer the missing band information from the RGB image of the scene. This problem is referred to as spectral reconstruction or spectral super-resolution. It is an ill-posed problem since it tries to reconstruct a high number of bands (usually 31 uniformly sampled, 400nm to 700nm) from the RGB image which contains 3 bands. Nevertheless, it is possible to extract high level information from the RGB image which enables reconstruction of spectral bands. In recent years, spectral super-resolution has become an active field of research because it can be applied for the systems where hyperspectral cameras cannot be integrated. It also makes it possible to capture dynamic scenes due to the rapid acquisition property of RGB cameras. Critical for the spectral reconstruction accuracy of such methods are the knowledge of the camera parameters / sensitivities and image contents and physical properties, as well as the availability of training data under the form of paired spectral and RGB images.
There are several methods [26, 2, 4, 32, 1, 10] which employ example-based spectral reconstruction on RGB images. Most common approaches utilize sparse dictionary learning and deep learning methods. The main drawback of these methods is that they assume a CIE matching function to form a relation between the incoming spectrum and captured RGB values. However, this supposition is not true since cameras generally have different spectral sensitivity functions some of which are not similar to CIE. The existence of different camera responses in image acquisition results in different mapping functions from RGB images to spectral domain [3, 24] . Therefore, the sensitivity function of the camera must be used together with RGB data to per- Figure 2 . We put forward three methods for spectral estimation from a single RGB image input captured in the wild. From these methods, the generic model pipeline only uses the input image to estimate the spectrum. On the other hand, the conditional and specialized models utilize the information provided by the sensitivity estimation and classification networks. (RGB image from [15]) form spectral reconstruction. However, the sensitivity function in not always known by the user in many applications, especially in the case where the source of the captured RGB image is unknown.
In this paper we aim at spectral estimation from a single RGB image captured under unknown settings, in the wild. For this purpose, we propose a framework consisting of an estimator CNN model that estimates the sensitivity function given an RGB image and a reconstruction model that takes RGB image as input and conditioned on the estimated sensitivity, produces spectral estimation of the scene.
In this framework, we also propose an efficient CNN architecture to be used as the reconstruction model. Apart from demonstrating the performance of the proposed framework, we also validate the proposed efficient reconstruction model on four standard benchmarks for spectral reconstruction from RGB images.
We also consider controlled cases where the required sensitivity is a member of a finite set of functions. For such cases, we experimented with a CNN-based classifier along with our estimator model to provide a comparison.
The main contributions of this paper can be summarized as follows:
1. We propose an efficient deep learned solution to example-based spectral reconstruction from a single RGB image and achieve state-of-the-art results on standard benchmarks: ICVL, CAVE, NUS. 2. We introduce a deep learning solution for estimating the sensitivity function from a single RGB image input having a reference spectrum. 3. We expand the concept of spectral reconstruction from a single RGB image for in the wild settings. The sensitivity function is first estimated and then used in a conditional model to perform spectral estimation. 4. We study the proposed method along generic and sensitivity specialized models.
Related Work
The spectral responses of digital cameras have significant effects on image formation process. For this reason, these response functions are extensively studied in the literature including the ways to represent them more efficiently. There are several studies which try to regress the sensitivity function using measurement setups. Nevertheless, the estimated sensitivity information is never used as a prior to the spectral reconstruction problem before.
Spectral sensitivity functions. These functions generally exhibit similar characteristics due to the semiconductor sensor designs adapted to human vision system. In common estimation procedures, monochromatic light sources or narrow band filters are used to illuminate a target. Then, the response of the camera is recorded for each channel considering the wavelength target is exposed to [8] . This procedure is costly and time consuming to determine the response of a single camera. Therefore, the methods which build a relation between scene radiance and RGB recordings are more preferred.
Sensitivity estimation with known radiance and RGB images. If the scene radiance and RGB values are provided, the spectral response of a camera can be estimated using statistical methods [9] . Such a recovery is not possible with standard least square solution since the rank of the problem does not allow us to interpret realistic sensitivity responses. Tikhonov regularization is used to estimate the mapping between RGB and spectral data because of the fact that it allows us to form a realistic solution. This is achieved by adding a regularization term which calculates second derivative vectors, imposing smoothness condition for the sensitivities [8] . Li et al. [19] proposed to learn an optimized training set of RGB-hyperspectral pairs and use radial basis function interpolation to infer spectrum of a given image while assuming the spectral power distributions of illumination is known.
Sensitivity estimation without spectral data. Methods without the usage of spectral data directly stem from the hypothesis that the radiance of some materials can be estimated beforehand. In [14] , a color chart is exposed to spectrally smooth illumination and a constrained minimization problem is solved to calculate sensitivities. Similarly, in [17] , a similar problem is solved by representing spectral responses using Principal Component Analysis(PCA). These works assume that the illumination type is same and use a color chart whose reflectance is known. Another work [13] , uses a flag made of fluorescence to have a prior information regarding the radiance and calculates sensitivity accordingly. In [18] , single image estimation is applied only for sky images, whose radiance is assumed to be known by the user of the method. Although there are various approaches existing for sensitivity estimation, an object with a specific radiance spectrum is generally used in the scene to impose extra information. In this manner, our method differs from any other algorithm since no prior information is given to the network along with the training data.
Spectral super-resolution. There are huge number of super-resolution methods applied for spatial domain but only a limited number of works have been published for spectral domain. This is due to the fact that the problem is heavily underconstrained i.e. one has to predict more than 30 channels only from 3 channel values provided. However, it is still possible to upsample three channels to more since most of the hyperspectral bands are highly correlated.
In the method proposed by Arad et al. [2] , they introduce a sparse dictionary from high resolution HS data and use this dictionary with Orthogonal Matching Pursuit (OMP) in order to perform sparse spectral reconstruction. However, most of the state of the art methods stem from Convolutional Neural Networks (CNNs). Recently, Galliani et al. [10] proposed a variant of a Tiramisu [16] network architecture which is generally used for semantic segmentation tasks. Aeschbacher et al. [1] proposed a new spectral upsampling method based on the A+ super-resolution method [30] . Interestingly, Oh et al. [31] proposed to use several consumer-level digital cameras with known spectral sensitivities to optimize hyperspectral imaging.
Spectral reconstruction from a single RGB image stateof-the-art results are obtained by CNNs. Various types of deep CNN architectures are presented in [4] . In this paper, we base our experiments on a novel moderately deep architecture. This network is especially suitable for us because it requires much less memory, computational resources and time to run compared to other recent CNN based state-ofthe-art methods. This allows us to build more complex and memory intensive systems to work together with this network. We also make modifications to this network to adapt it for different sensitivities other than CIE matching function. 
Proposed Methods
In this section we introduce our sensitivity estimation, sensitivity classification, and spectral reconstruction models for conditional, specialized, and generic settings. Image Formation. The channel readings of RGB sensors are integrations over the visible spectrum V .
where I c (u) is the channel reading and L(u, λ) is the spectral radiance corresponding to point u. S c (λ) defines the spectral sensitivity of the channel c ∈ {R, G, B}. In discrete settings we have
where λ n 's are sampled wavelengths [24] (usually 31). In our experiments we use the sensitivity functions and HS data to generate RGB images.
Sensitivity Estimation from an RGB Image
We propose a deep learning approach for estimating the parametrization of the sensitivity functions from a single RGB image input. Parametrization. The estimation of the sensitivities is challenging because of the under-constrained nature of the problem i.e. distinct sensitivity functions may result in similar RGB mappings. However, we found out that its accuracy is not crucial for the task of spectral reconstruction as it is the reconstruction network's job to weigh in this additional information and the RGB image and infer the correct mapping. We represent the sensitivity function in its discrete form (2) , while in literature there are other parameterizations with fewer parameters (such as in [34] Sensitivity estimator network. The proposed fully convolutional network is given in Figure 3 . It consists of 12 convolutional and 4 maxpooling layers. The layers use ReLU activation and the output layer has 3 × d feature mappings.
Here, d is the number of bands in HS data and we have different mappings for each color channel. In forward propagation, the output block is averaged out in spatial axis to produce a single vector containing red, green and blue responses in combined form. This vector is then shaped to its matrix form S ∈ R d×3 . Sensitivity estimation loss. Distinct sensitivity functions can lead to approximately same camera responses (one example is shown in Fig. 5) , an ambiguity very difficult to solve. Therefore, we are not interested in the accurate estimation of the sensitivity function parameters and adjust our loss function in a way which prioritize the difference between our input image and the image reconstructed by the estimated sensitivity:
where H ∈ R n×d is the hyperspectral image, I ∈ R n×3 is the input RGB andŜ ∈ R d×3 is the estimated sensitivity function. In the training process, we calculate the squared Frobenius norm of the difference between input and reconstructed RGB images by using the HS data. We also introduce a mean squared loss function related to the labels (sensitivities):
We also regularize the sensitivity functions by calculating their second derivative vectors. This regularization creates a smoothness effect and prevents aberrations from real world sensor responses. In order to enforce this regularization, we introduce a 2 nd derivative operator T ∈ R (d−2)×d . The smoothness regularization loss is calculated as The total loss function of the network is the following:
Sensitivity Classification from an RGB Image
In controlled settings, where the the cardinality of the set of sensitivity functions is limited, it is possible to implement a classifier model. The aim of such a model is to predict which function is used to form that image so that spectral reconstruction can be performed. In this paper, we propose a simple classifier network as shown in Figure 3 . The features obtained by the last convolutional layer are averaged and turned into probabilities by using softmax function. Then, cross entropy loss between probability maps and labels are used to train the network.
Spectral Reconstruction from an RGB Image
For example-based spectral reconstruction from an RGB image we propose a moderately deep network designed to avoid overfitting to the training data. The architecture can be analyzed in two parts. The core section consists of several convolutional layers, two skip connections, and two residual blocks as in Figure 4 . There is also another branch which behaves as a skip connection and forms a basic mapping to the output. The summation of these two branches builds a spectral reconstruction of the image. l 2 loss function is used to minimize the reconstruction error. However, the solution we pursue must work for several sensitivity functions which may be a set of continuous mappings. Therefore, we derive several modes of operation for the network. Generic model. For the generic model, we train the network in Figure 4 with images generated by different sensitivity functions without providing any additional information about the sensitivity function. The model is expected In other words, each image pixel contains three sensor readings and the sensitivity function. Since in the wild the sensitivity is not known, it has to be estimated by our estimator model beforehand.
Specialized models. Another way of using the spectral reconstruction architecture is forming specialized models for a limited number of sensitivity functions. Models can be trained to create a mapping for each function separately. Still, in the wild, a model selection must be made. This is achieved by using the classification network described.
Experiments and Results
In this section we first describe the experimental setup and discuss the results. For more details and (visual) results we invite the reader to check the supplementary material.
Datasets
In order to evaluate the performance of the proposed methods, we use four hyperspectral datasets commonly used in the literature: ICVL [2] , CAVE [33] , NUS [23] and NTIRE [4] under their default benchmarking settings. The default settings of these datasets assume HS images with 31 wavelengths uniformly distributed between 400nm and 700nm of the visual spectrum and corresponding RGB images generated using specific response functions. We refer the reader to the original works and our suppl. material for more details. 
Synthetic Data and Sensitivity Functions
We want to perform sensitivity estimation and spectral estimation from RGB images in the wild which is applicable to all camera types. For this purpose use the ICVL data and its spectrum as reference. We augment the ICVL data with data generated using sensitivity functions sampled from a continuous set or from a discrete set corresponding to real cameras. These sets are described next and illustrated in Figure 6 . Continuous Set. Using only a limited number of mappings is not only impractical for application, but also prone to overfitting. Therefore, the span of all possible sensitivity responses must be covered in training. For this reason, we introduce a Gaussian Mixture Model (GMM) to randomly generate sensitivities. A randomly generated response is modeled with the following expression for 31 channels.
Here, x ∈ {1, 2, ..., 31} is the channel index and S c (x) is the mapping for color c ∈ {R, G, B}. π j ∈ [0, 1] are the mixture ratios and we use k ≤ 5 to limit the number of components in the mixture. To differentiate the spaces of colors, we limit μ j ∈ [16, 26] for red, μ j ∈ [10, 20] for green and μ j ∈ [5, 15] for blue channels. h j ∈ [2, 6] is the parameter determining the variance and α = 1 8 is the linear scaling factor. Discrete Set. Apart from the randomly generated responses, we aim to evaluate our models for real world data. Therefore, we use the combined dataset of two sensitivity recordings by applying same scaling factor. The first dataset, provided by Kawakami et al. [18] , has measurement recordings for 12 camera brands between 400-700 nm with 4 nm intervals. We used linear interpolation to get 31 channels with 10 nm increments. The second dataset, provided by Jiang et al. [17] , consists of 28 camera measurements. It covers the range of 400-720 nm with 10 nm intervals.By using all these measurements together, we obtain a set consisting of 40 sensitivity responses.
Implementation Details
The methods covered in the paper include the utilization of three network architectures with different settings. The training details and hyperparameters can be found in the supplementary material. The whole dataset is scaled such that the maximum radiance value is equal to one. For sensitivity estimation architecture, the input RGB images are rendered from ICVL hyperspectral data using either continuous or discrete sensitivity sets depending on the mode of operation. Spectral reconstruction model is trained independent of estimation or classification models. Same settings are used for generic, conditional and specialized models. Table 2 . Quantitative comparison on ICVL, CAVE, and NUS benchmarks. We report relative RMSE (rRMSE) and RMSE scores as in [2, 1] and rRMSEG and RMSEG as defined in [10] also after conversion to uint precision. Datasets are linearly scaled to [0,255] range.
ICVL dataset [2] CAVE dataset [33] NUS dataset [ The validation errors are calculated throughout the training. The parameters which result in lowest validation errors are selected to be used in the testing setups (suppl. material).
Experimental Results
Sensitivity estimation. As mentioned before, the performance of the estimator model is assessed by the difference between the input RGB and the RGB formed with the output sensitivity. Root Mean Squared Error (RMSE), Peak Signal-to-Noise Ratio (PSNR), Mean Relative Absolute Error (MRAE), and Structural Similarity (SSIM) values are calculated for the these two images as evaluation metrics. Table 1 shows the average scores for the RGB images generated with groundtruth and estimated sensitivity functions. The experiments are done for ICVL and CAVE datasets separately. For each model, we have two sets of sensitivity functions to perform training. Similarly, we have two sets of sensitivities to create our test set. We present all possible combinations in a single table. Although the continuous set of sensitivities are used to achieve a better generalization, the discrete set can also be used to train the estimator network. As expected, each model performs better on the set which is used in training. Sensitivity classification. If the sensitivity function is picked from a set of camera responses, the classifier model can be used to make a prediction. In such a constrained case, the performance we get from the classifier mainly depends on the number and characteristics of the camera responses in the set. For this reason, we evaluate the accuracy of the classifier by limiting the number of existing functions both in training and testing phases. We repeat this experiment five times by using a different set of sensitivities. The sensitivity functions are randomly selected from our dataset of 40 functions in each test. Figure 7 shows the average accuracy of the classifier model with respect to the number of class labels on ICVL test data. It also compares the reconstruction errors of estimator and and classifier models.
Spectral reconstruction on single camera standard benchmarks. Although our focus is "in the wild" settings, we adhere to the default settings and report our results on the standard ICVL [2] , CAVE [33] , NUS [23] and NTIRE [4] benchmarks to validate our efficient network for the task of example-based spectral reconstruction from an RGB image. Note that these benchmarks assume a single camera / sensitivity function to synthesize RGB image from the HS data. Table 2 compares our results to the best results reported on ICVL, CAVE and NUS to date. We report also the results (ours+E) after enhancing the prediction by applying our model on 8 images obtained by rotation and flip and averaging the results after mapping them back. Our network compares favorable to state-of-the-art, substantially improving the results on ICVL and CAVE. For the NTIRE 2018 challenge [4] we adhere to the same settings and deploy a variant of our solution trained for l 2norm loss. NTIRE has the largest training dataset to date, therefore we add 2 extra blocks to our network and keep all the other settings of the default configuration as used to report results on the ICVL, CAVE, and NUS benchmarks. Table 3 reports our results on NTIRE in comparison with top challenge entries. For Track 1: Clean conditions, our solution ranks below 5 solutions in MRAE terms. For Track 2: Real world, our solution ranks below 3 solutions in RMSE terms. While still competitive on NTIRE, our solution is the most efficient -lowest number of layers and runtime. Constrained settings. We demonstrate the behavior of proposed methods for different number of sensitivity functions. By evaluating these controlled cases, we decide on which method to use in the wild. Similarly, we conduct each ex- periment five times and randomly pick different sensitivity functions from our discrete set in each test. Figure 9 demonstrates the spectral reconstruction error depending on the number of sensitivity functions and the model used.
In specialized model setting, the output label of the classifier is used to select which model will be used to perform spectral reconstruction. In the ideal case, the classifier has perfect accuracy and the correct specialized models is selected for each test image to achieve the best possible results. However, the accuracy of the classifier decreases as the number of possible labels increases. Therefore, it can only be used for controlled cases where the number of sensitivity functions is low.
Unconstrained settings. As a final test, the limits of the generic and conditional models are evaluated. For this reason, the continuous set is used in training which spans a large space of functions. Table 4 shows the spectral reconstruction errors of these models. Although different sensitivity functions are used, the generic model is able to reconstruct the hyperspectral image by extracting features regarding sensitivity in hidden layers. Nevertheless, the proposed conditional model performs much better on average compared to the generic model. The error on CAVE dataset is much larger than the ICVL since the corresponding models are trained with less data. Applying generic model on CAVE even causes corruptions in several bands depending on the sensitivity used which results in lower SSIM scores. Potential of the conditional model. As shown in Fig. 9 and Tab. 4 the performance gap between conditional and generic models is substantial despite the degradation caused by the estimated sensitivity. The last case in Tab. 4 puts forward the capacity of the proposed method, it shows how much the model can perform if the sensitivity is estimated with perfect accuracy. The numerical results confirm that a conditional network can perform almost as much as a specialized model which is trained for that particular sensitivity. Visual Assessment. Figure 8 depicts a visual comparison between the conditional model and the generic model where the RGB image is generated with a function sampled from our continuous set. The groundtruth of the data is also shown. The results support that our conditional model performs better reconstructions as also stated by the numerical results. 
Application in the Wild
Our ultimate goal is to estimate the spectral information from an RGB image taken under unknown settings. In order to exhibit the applicability of our solution, the proposed conditional model is tested on other RGB data. Figure 10 demonstrates the spectral result estimated with our model trained using ICVL data, its reference spectrum, along with the RGB image and its corresponding spectral image from the Harvard dataset [7] . Figure 11 also presents the reconstructions performed on RGB images with unknown source. These visuals also verify the feasibility of our approach in real life settings.
Conclusion
In this paper, we took steps forward towards the estimation of the spectral information from a single RGB image in the wild, with unknown settings. First, we proposed an efficient neural network for example-based spectral reconstruction from RGB images where there is assumed a known camera and prior availability of training pairs of RGB and spectral images. This approach compares favorable in accuracy and/or efficiency with the current state-of-the-art methods on ICVL, CAVE, NUS and NTIRE standard benchmarks. Second, we proposed estimator and classifier models to reveal the sensitivity function that would likely fit an RGB image for a reference hyperspectral image. Third, we combined the sensitivity function estimation with our spec-400nm 450nm 500nm 550nm 600nm 650nm 700nm 400nm 450nm 500nm 550nm 600nm 650nm 700nm 400nm 450nm 500nm 550nm 600nm 650nm 700nm 400nm 450nm 500nm 550nm 600nm 650nm 700nm Our experiments demonstrated that an efficient scheme employing estimation of the sensitivity function and conditioning the spectral reconstruction model is capable of good accuracy for specialized models in the wild. To best of our knowledge, our work is a first successful attempt to estimate spectral data from a single RGB image captured in unconstrained settings.
