




































1るようになる。 さらに,以 前は しば しばグレンジャー因果性 と外生性が













論文では非 定常 時 系 列 が 扱 わ れ,共 和 分 を利 用 した モ デ ル に よ る外 生性 検 定 が











データを用いて2変 数VARモ デルを構築 し外生性検定をおこなって,その
結果を提示する。第5節 は結論である。
2.外生性の定義 と意義
まず,EHRに よ る外生性 の定 義 と意義 を簡単 に解説 す る。 彼 らによって
外生性 は,弱 外生性,強 外生性 および超 外生性 の3種 に分類 されている。本
節 で は,こ れ らの外 生 性 の 定義 と意 義 を前 出 のEngelandHendry,や
Hatanaka(1995),Favero(2001)に基 づいて説 明す る。注意 すべ き点は,
これ らの いず れの定義 において も外生性 は変数Xtと 変 数Yの 関係を意味し
ない ことであ る。例 えば回帰式Y=NIXtに おけ るパ ラメータ β1がXtに対
して外生的か どうかが基本的 な関心事 とな ってい る。 したが って,一 般には1
しば しば 『璃 は,Yの(弱,強,超)外 生変 数で ある』 という言い方をさ
れ るが,『X`は,Yを 与え た ときのYの モ デル(条 件モ デル)に おいて,
瓦 の係数 β1に対 して(弱,強,超)外 生性 を もつ』 とい うのが正確な詐
方 であ る。本稿 では外生性の定義 と して一貫 してEHRの 外生性 を用いて懸
り,`外生性'が 常 にYの 条 件モ デルにおけ るパ ラメータ β1と変数 瓦 の関





.幽いて も,Xtの外生性 を論 じる場 合は しば しばt期 におけ るXt
恥のある係数に採用 され る。
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鶴!,β2はθと一対一対応 にな ってお りβ1,β2からθを導 く変換




のように分割 され,か つaと β2がVariationFree(VF)で
.β1,β2がVFであるとは,β1とβ2の双方 につ いて他方 が どのよ
aが自らの とりうる範囲 に対す る制約 とな らない ことである2)。
昂 がYの 条件 モデル におけ る係数 β1に対 して弱 外生的 で
は弱外生性 を持つ ととい う。 なぜな らこのとき条件 モデルのみ






を考えれば明 らかなよ うに弱外 生性 の条件を満たせば 同時密度関数 を考えて
尤度を最 大化 した場合 と,y,の条件付密度関数のみを取 り出 して 尤度を最犬
化 した場合 とで β1にかかわ る推定量 はすべ て同 じになる。 よ って弱外生怪
が成立す ればY,の条件 モデルの推定 に関 しては単一方程 式で十分 であるど
いえ る。i
ここで外生性 を考 える上での注意 事項 を二 つ述 べてお く。 一つ は上記の'
明で もわかるよ うに弱外生性 を持つ か否かに関 しては どの係数を関心 のあ惹
係数 とす るかに結 果が依存 している とい う点 であ る。 これはモデル定式化・
どのよ うになされ るかが弱外生性検定 の結 果に大き く影響す る可能性 を示
している。 したが って外生性検定 を行 うに際 しては定式化 の誤 りに とりわi
注意すべ きであると考え られる。第2の 注意点 は外生性 とグレンジャー因 、
性 の関連 についてであ る。 一般 に変数Y,がX,に 対 して`グ レンジャー因
性 を持つ'と は コr`の周辺 モデルにお いてY,の過 去値(ラ グ変 数)の 係
が少な くとも一つ は有意 にゼ ロとは異 な ることで ある。 逆 にいえば,`グ慨
ンジャー因果性を持 たない'と は上記 の周辺確率密度関数 において情報集 國
1,にY,のラ グ変数 が含まれ ない ことを意 味 してい る。 この ことか らグレ9
ジャー因果性 は弱外生性の概念 と異な り,関 心 のある係数 を どの係数 とす
かにま った く依存 しな い概念で あることが わか る。実際,上 記 の弱外生悔
定義で は情報集合1,にYの ラグ変数が含まれるか否か はまった く問題 とな
ていない。 この ことか らも弱外生性 とグ レンジャー因果性 は別概念 である
とがわか る。 なお,上 記 の確率 密度関数 において β1が弱外生性 を持ち,
つYがX`に 対 して グレ ンジ ャー因果性 を持 たない ことをEHRで は強外
性 と定義 してい る。 パ ラメー タが強 外生性 を持 てば予測 にお いて次期以降
周辺 モデル経 由での フェー ドバ ックを考え る必要が な くな り,推 定のみな




.まルーカス批判をモデルが回避 して いるか否かに直接 関わ る性 質
・がβ1に対 して弱 外生性 を もち,且 つX,の 周辺 モデルの諸パ ラ
して も,条 件 モデルのパ ラメー タβ1は変化 しない時,変 数X,
,モデルのX,係数 β1に対 して超外生 的であ るとい う。政策 シ ミュ
kおいては,こ の周辺 モデルのパ ラメー タの変化(構 造変化)が
現 していると考え られ る。 したが って超外生性が成立す るため
性に加えて係数 βiの不変性(lnvariance)が成 立す ればよい。
立すれば周辺モデルにおけ る構造変化 にかかわ らす,条 件 モデ
縁ー従来と同 じ係数の推定 値を もちいて政策効果を シミュ レー トし
駕なり,ル ーカス批 判は1司避 され る。現 実には政策変更が あった
ず,経 済主体が全 く行動 を変化 させない ことは考え に くい。 しか
が成立すれば,主 体 の行動 変化が少な くとも統計的 に有意な影
薄えていない と結論付 け られる。
重
ギ3 .モ デ ル と外 生性 の 検 定 手 法
各データのDGPが 線形 モデルで あ らわ され ると仮定 して以 下の
愈う。そ こで,DGPがVARに 従 う場 合の弱外生性 と超外生性

































い ま,Xrに よるYの 推定 を考 え る。yrのxrが与え られ た場合の条
値を考え ると以下のよ うに定式化で きる。
yr=E[yr㍑ ρろ]+el
E[〃,1ヱ。ろ]一 μr+δ(∬,一μグ)
た だ し,パ ラ メ ー タ δ は 回 帰 係 数 で あ り,δ=σ 罫/xxQ"であ る 。et .
であ り,そ の分散 は(4)(5)よ りσ既(σ 穿 であ る.さ て ここ 一
a
合1,によ りあ らわ されてい る変数 を まとめてZtと書 き線形 モデル
す る。 なお当期のX,,Yの 条件 付期待値 の関係 を表す β1が本稿に





とな る。 前節で示 した とお り弱外生性 の条件 は周辺 モデルのパ ラメセ
件 モデルのパ ラメー タを制約せ ず 自由に変動す る(variationfree




確に展開されていないので,こ こで この ことを示 してお く。
Pにおけるパラメー タの変動可能 な範 囲は追加的な制約 がない限
れ次のようになる。





され る の で 周 辺 モ デ ル の パ ラ メ ー タ は μざ とXXQで あ る 。
1(7)の条 件 モ デ ル に お い て 関 心 あ る 係 数 に 関 す る パ ラ メ ー タ を 考 え
一δの場合にはβ1-XYa/σ・・お よび 、,の分散 σ擾 σ詮2が 条件モ
Q





ばならない。(8)の条件 下で は周辺 モデル のパ ラメー タXulとXXQ
紡 な値であろう と(9)の 変動範囲 は影響を受 けない。 したが って
了関心ある係数 β1はそ の分散 も含 めて周 辺 モデ ルのパ ラメー タ と
'る
。次にβ1≠δの場合 に はVFで はな い ことを確 かめ る。(7)を
、てまとめなおす と
纏τご+rzr-(δ一β1)μざ+e, (10)
・係数はこの場合 も δ=XYQ/XXQとな りこれは上 記の β1=δ の場 合
一107一
と同 じく周辺 モデルパ ラメータ とVFで あ るu。 よ ってあ とは分散 に関し'
VFで あるか否かを確 かめれば よい。β1=δの場合 と異 な り(10)におけ`
誤差項 は ω,=一(δ一β1)犀+e,である。 誤差 項 の非ゼ ロバ イアスは定数
に吸収 され るので一般性 を失わずE(xu,)=0と仮定で き る。 よ って分散
みを考え るとVar(Yu,)一(μざ)2とな り,ま たCov(x,,e,)=0を利用する 駈
レ蜘)一 σ謝+β1(/,SN"/)・+(Qryr)・{〔Tu,
Q:rx〕2σ}}・
VFで あるためにはパ ラメー タμ∴σxxにかか わ らずVar(ω,)>0の全




すなわち条件(8)の もとで周辺 モデルのパ ラメータの値に関わ らず,(11
を満たす全実 数値 をYY'Qが取 らな ければな らない。 ところで(11)右辺
{}内 には周辺 モデ ルのパラ メー タのみ存在 す るが,こ の{}内 が正
場合 右辺全体 は必ず 負 とな る。 よ って この場 合 σ}.y.は負の値 を もとりう
場 合でな けれ ばVar(ω,)はゼ ロよ り大 であ る全実 数値を取 りえない。
しな が ら(8)よ りQYYは 正 のみ の実 数値 を とる。 よ って β,≠δの
{}内 の 周辺 モ デ ル パ ラ メー タが い か な る値 を とる か に よ って 噛
Var(ω,)のと りうる範囲 が制約 を受 ける ことにな り,し たが って周辺






においては,μ到は周辺 モデルにお けるX,の 推定値で
゜X
+utは周辺モデル残差で ある事を利用す る。 す なわちx,の周辺 モ
,%残 差をY,の条件 モデル に説明変数 と して加え てその係数 の有
.するとよい。 この場 合,帰 無仮説が δ一β1=0で ある。 よ って弱
りを帰無仮説 として検 定をお こなって いることになる。 この検定方
、β1に対 して弱外生性 を持て ば,条 件 モデルのみ を用 いた推定 で も
推定には十分であ る ことによ く対応 して いる。 周辺 モデ ルの残 差
デルにおいて有効 な情 報が含 まれて いれ ば同時推定 をお こな った方
だからである。 なお,DGPが(3)で あ るとの仮定が真 であれば必
.料ま成立するはずで あ る。 よ ってVARに お ける この弱外 生性検定
陸VARと 想定す ることが 真であ るか 否かの定式化 の誤 りを検定す
にもなっている:i)。
外生性の検定法を述べ る。超外生性 はルー カス批判を モデルが回避
か否かに直接関わ る性質であ る。X,がβ1に対 して弱外生性 を もち,
の周辺モデルの諸パ ラメー タを変 更 して も,条 件モデ ルのパ ラメー
化しない時,変 数X,がYの 条件 モデルの係数 β1に対 して超外生
謁 とい う。 した が って,弱 外 生 性 に 加 え て 係 数 β1の 不 変 性
ce)が成立す れば よい。 この超外 生性 の検 定 につ いては,弱 外生
生性のよ うに明 確 な手 法が 存在 す るわ けで はな い。 本 稿 では,
dHendry(1993)にお ける係数 β1の定式化 に基づ く超外生性 の検
ことにす る。 まず係数 β1が,X,の1次 と2次 のモー メ ン トに依存
すると仮定 して,β1を次 のよ うに定式化す る。








β1がX,のモーメ ン トの変化 に関わ らず変化 しな い ことが係数 β1が」鴎に関
して不変 であ るための条件で あ る。 よって β1が不変性 を持 つ ための条件は
γ1=γ2=γ3=0とな る。検 定す るため には(4)(5)(6)(12)より,
y、・=β1ヱf+γZ,+(δ一β1)(_Xxtut)+γ1(Xut)2+γ2σIXXμさ+XXr3Q!+Error
を利用す る。 まず,右 辺 第3項(2、一μわ は21の周辺 モデル の誤差項 と考え
られ る。 前述 したようにβ1がXtに関 して弱外 生的で あれ ばこの係数はゼロ
であ る。 よって,超 外生 性 を検 定す る には弱 外生性 が確認 されていればY
のモデルに(μざ)2,σ酪犀XXQrの3変 数を加えて その係数 γ、=γ2=γ3=0を
検 定 す る ことで不変 性 を確 かめ れ ばよい。 弱 外生 性 に加 えて γ1=γ2=r3
=0が 成立 していればパ ラメー タは超外生性 を持つ ことにな る。 ただし,こ
の場合 も帰無仮説を超外生性有 りと しているこ とに注意 が必 要である。実際
の検定 に際 して は μ斎,QXXtにそれ ぞれの推定値 と して 名,O,zxt=ezrを代入す
るこ とにな る。分散均一 モデルで はQzztは本 来tに 依存せず一定 とされるが
この場合 δ野=e2と す ることで検 定が可能 とな る。従 って実 際 にはβ1が,
X,の1次 と2次 のモー メ ン トに依存 す るのではな く1次 のモ ーメントと理
論値 か らの乖 離の大 きさに依存す ると考えて いる。
EngelandHendryでは共分 散行列 Σ が一 定 でない場合 に必要な若干の
修正 について も述べ られて いる。 ただ し,不 均一分散 が存在する事 自体がモ
デルの定式化の誤 りを示唆す る場合 もある。 したが ってよ り慎 重な分析が必
要で あ り,分 散不均一 な場合 はモデルを再考 し可能 な ら分散不均一を回避す






























編 静,,.n長蝋 山媒 新熊 富蝋 石刀1県および福
「あた り県民所得(単 位100万円)を 用 いた
。 これ らの県民所 得 に
く;:は90年基準の実質値を対数変換 した もので ある。それぞれAI,
一111一
GF,ME,SZ,ノVO,YNNI,TM,ISおよびFIと 表記す る。
次 にこれ らの変数 に対 して単位根検定 をお こない定常性の確認をおこオ
て お く。 単位根検定 の手法 と しては最 も一般的 な手法 であ るADF検 定 ・
こな う。ADF検 定 の詳 細 につ い て はDickeyandFuller(1979)や
(1988)を見 られたい。 本文末尾 の表1が 各変数 に対 してADFテ ス トを 、
た結果であ る。 なお検定は定数項 と トレン ドの両 方を含 むモデルでおこ・
てい る。ADF検 定 におけ るラグ次数 は誤差項 の2次 までの系列相関を
し相関のな くなる最 小の次数を採用 した。表 中の括弧()内 の数値が.
次数であ る。結果 的にラ グ次数ゼ ロの場 合はADF検 定で はな くDF検 、1
お こな ったこ とになる%塾
この単位根 検定の5%有 意水準の臨界値 は 一3.55である。 この結果よ
れ らのデータは原系列 では非定常 の帰無仮説を棄却で きな いことが明ら
な った。 そこで,見 せ かけの回帰の問題を回避す るため に以 下では階差
を もちいてモデルを構築す る ことにす る。 変数はすべて対数変換 したの
の階差変数 は成 長率 を表 している。 階差変数は元の変数を小文字で表記 幽





とす る。関心 ある係数は これ まで と同 じ くx,の係数aで あ る。 また本
は2変 数 モデルを考 えるので,g,は定数項 とX,とY,の ラグ変数 ならび蘇
ミー変数で ある。 この ような モデルの場合 ダ ミー変数 によ る構造変化点
の時点に定 め るかは大きな問題であ る。オ イルシ ョックや金融 自由化等




採 用 してい る。
条件 モデル と周辺モデルの推定結果 を用 いて弱 外生性 と超外生性の
お こな う。3節 で述べ たよ うに実 際の検定 において は μざ,σ酵 にそれ1
推定値 として 喝,rrQt=♂を代入す る。 よ って検 定のた めのモデルは,
yr=β1コじ戸 一γz,+(δ一 β1)箆,+γ1fノ+2-Y`Lurxr+27sur
とな る。(13)において弱外生性 を検定す るたあには,
∬o:(δ一β1)=0,弱 外生性あ り
H,:(δ一β1)≠0,弱 外生性 な し1
と して検 定 をお こなえば よい。 超外生性 を検 定す るに は弱外生性に加
γ1=γ2=γ3=0が成立 す るか 否かを検定 すれ ばよいの で(δ一β1)ニ0
件 の もとでは,
H。:r,=γ2=γ3=0,(超外生性 あ り)
H,:γ1=γ2=γ3のうち少 な くとも一 つはゼ ロで ない,(超 外生性なG
の検定 をお こな えばよい。 この ために γ1,γ2,γ3それぞれ の係数 に対する
定 な らびに γ1=γ2=η=0を 検定す るF検 定の双方 の検定 をおこなっ
まず,超 外生性 を持つ ことの必 要条件で もある弱外生性検定 の結果が表
あ る。 な お括 弧 【 】 内 はP値 であ る。 以下 では,所 得の成長率とマ'
伸 び率の関係を考え る上 での参考のため,全 国 レベ ルの国民所得成長'
ネー伸 び率の2変 数 モデル において同様 の検定をお こな った場合の結 .
き加えてあ る。
表2の 結果 よ り,各 県 モデルおよび全 国デー タモデルの いずれにお腰
`弱外生性 あ り'の 帰無仮説 は棄却 されるにいた らなか
った。 このこ'
域 モデルにおいてマネーサ プライ伸 び率 を外生変数 と して扱 って推定を
な って も情報 損失がない ことを意味 して いる。 また,本 稿のモデルにお







3である。括弧 【 】内はP値 である。 なお,超 外生性 の検定結果
)において,超 外生性あり(○)と は`関 心のある係数が不変'の 帰
説が有意に棄却されなかったことを表 し,本稿の解釈ではこれは政策変
のMの変動に応 じて経済主体の行動の変化が有意に観測 されなかった
を意味する。一方,超 外生性無 し(×)は 帰無仮説が有意に棄却された
「を表し












超外生性の帰無仮説が棄却 されたと考え られる。 愛知県の場合には
0を帰無仮説 とするt値が10%有意水準で有意に仮説を棄却 している
ではなく,γ且=γ2ニγ3=0を帰無仮説 とする同時検定でのF検 定統計
10%水準で帰無仮説を棄却 している。 また,岐 阜県では γ2=0を帰無
とするt値が5%有意水準で有意に仮説を棄却 しているだけではなく,





一方,三重県,静 岡県,長 野県,山 梨県,新 潟県,富 山県,石 川県および
福井県の8県 については γ且,γ2,γ3それぞれに対す るt検定の結果 も7i二箆
=ri=0を同時検定す るF検 定の検定結果の双方ともに`超 外生性有り'
の帰無仮説を棄却するには到 らなか った。係数の変化が経済主体の最適化行
動の変化に伴って生 じると考える限 りにおいて,こ の検定結果は上記の8県
















られる。 また,外 生性検定はモデルの定式化の影響を受けやすい点にも ・
が必要であり,この結果をもっていわゆる構造方程式モデルにおいても
生性が満たされているをするのはやや早計であろう。
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の主目的である超外生性検定の結果,愛 知県 ・岐阜県では超外生
仮説は棄却された。一方で他の8つ の県では超外性性有 りの帰
却されなかった。超外生性が無いことは,周 辺モデルのパラメー
'
《表現される構造変化や政策変更に伴 って,条 件モデルにおける
が構造変化を起こす可能性を示 している。 この構造変化は,経
漣行動の変更に伴って起こると考えられる。よって各県別のモデ
,ら超外生性がある県とされる8県 と,超外生性無 しとの検定結果を
とでは経済主体が最適化行動を変化させる速度や変化の大きさが異
えられる。実際今回の検定では,人 口や産業の流動性が高 く最適化
化させることのコス トが相対的に低いであろう都市圏(愛 知県)近
獅て超外生性有 りの帰無仮説は棄却 された。この検定結果の差が政策
対する行動調整の規模に起因するとすれば,本 稿の結果は県によって
及効果が異なることも示唆していることになろう。
しながら,本稿の分析ではいかなる経済構造の下で超外生性がなくな
のことは明示的に分析されていない。それらを明らかにするためには,
全県レベルでの分析を試みて各県を超外生性の有無で分類 した上での
な分析が必要であろう。よって本稿では検定結果か らマネーサプラ
箪が政策変更の代理変数となるような金融政策に対する反応が中部地
環の各県で異なる可能性を指摘 し,全国規模のより詳細な分析は今後
としたい。
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表1:単位根検定結果
変数 検定統計量
Y 一 〇.58(1)
M 一1.89(1)
AI 一 〇.61(1)
GF 一 〇.08(1)
ME 一 〇.07(0)
SZ 一〇.67(0)
NO 0.43(0)
yハT 一 〇.19(0)
NI 一 〇.46(0)
TM 一 〇.54(0)
IS 一1.05(0)
FI ‐o.s8ci>
表2:弱外生性検定(両 側10%有意:*,両 側5%有意:**)
弱外生性検定
(δ一β1)=0
y 1.22(0.241
ai 0.99(0.37]
9f 一 〇.37CO.71]
me 0.47(0.65]
sz 0.21[0.83)
no 1.01[0.337
yn 一1.16CO.26」
ni 一 〇.02[0.98]
tm 0.80[0.43]
ZS 一 〇.34[0.74]
fi 0.56(0.58]
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表3:超外生性検定(両 側10%有意:*,両 側5%有意:**)
(超外生性あり○,無 し×)
ひ
ai
me
sz
加
脚
],ni
tm
?
?
t検定
y,=o
一2.05
[0.059]
一1.75
[0.10]
一1.41
【0.18】
0.25
[0.807
0.35
(0.73]
一 〇.92
(0.38]
0.027
[0.987
一 〇.21
[0.84]
一 〇.44
[0.67]
1
Co.s7]
一 〇.26
[o.ao]
t検定
r2=o
1.05
co.si]
一1.25
[0.23]
2.23
(0.044)
一1.05
co.31]
一1.11
[0.297
0.15
【0.88】
0.41
[0.697
1・1
[0.56]
一 〇.12
【0.90】
一 〇.37
CO.71]
一 〇.63
[0.54]
t検定
r3=o
一1.00
[0.33]
1.93
CO.0637
一1 .55
[0.157
o.7s
OO.457
1.14
[0.287
一 〇.21
00.84]
一 〇.43
[0.67)
一 〇.56
00.58]
一 〇.12
[0.91)
0.30
[0.777
0.67
[0.52]
戸検定
1.63
CO.23]
2.54
【0.099】
3.11
[0.063]
0.53
CO.677
0.44
[0.737
0.41
00.75]
1
[0.907
0.12
[0.957
0.40
[o.7s]
0.12
[0.957
0.20
[0.897
超外生性の
有無
△
X
X
0
O
0
0
0
0
0
0
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