Abstract An (n, k)-Sperner partition system is a collection of partitions of some n-set, each into k nonempty classes, such that no class of any partition is a subset of a class of any other. The maximum number of partitions in an (n, k)-Sperner partition system is denoted SP(n, k). In this paper we introduce a new construction for Sperner partition systems and use it to asymptotically determine SP(n, k) in many cases as n k becomes large. We also give a slightly improved upper bound for SP(n, k) and exhibit an infinite family of parameter sets (n, k) for which this bound is tight.
Introduction
A Sperner family is a family of subsets of some ground set such that no set in the family is a subset of any other. Sperner families have been extensively studied (see [1] , for example). Meagher, Moura and Stevens introduced Sperner partition systems in [10] as a natural variant of Sperner families. An (n, k)-Sperner partition system is a collection of partitions of some n-set, each into k nonempty classes, such that no class of any partition is a subset of a class of any other. Most of the research on Sperner partition systems has focussed on investigating, for a given n and k, the maximum number of partitions in an (n, k)-Sperner partition system. This quantity is denoted SP(n, k). The exact value of SP(n, k) is known in the following situations.
• SP(n, k) = 1 when k = 1 or k n < 2k (for then any partition has a class of size n or 1).
• SP(n, k) = n−1 n/k−1 when k divides n (see [10] ).
• SP(n, k) = n−1 n/2 −1 when k = 2 (using the Erdős-Ko-Rado theorem, see [8] ).
• SP(n, k) = 2k when n = 2k + 1 and k is even (see [8] ).
Note that for all unsolved cases we have k 3, n > 2k and k does not divide n.
In the unsolved cases, bounds are known on SP(n, k). Let n and k be positive integers such that n k, and let c and r be the unique integers such that n = ck + r and r ∈ {0, . . . , k − 1}. In [10] , the authors show that SP(n, k) MMS(n, k) where MMS(n, k) = n c k − r + Note that 0 r(c+1) n−c 1 because 0 r k − 1. Using this upper bound together with Baranyai's theorem [2] , the authors of [10] establish that SP(n, k) = MMS(n, k) = n−1 c−1 when k divides n, as stated above. Finally, they show that SP(n+1, k) SP(n, k) and hence establish a naive lower bound SP(n, k) NLB(n, k) where
Despite its naivety, NLB(n, k) has hitherto been the best lower bound known on SP(n, k) for general n and k. In [8] , Li and Meagher show that SP(2k + 1, k) ∈ {2k − 1, 2k}, SP(2k + 2, k) ∈ {2k + 1, 2k + 2, 2k + 3} and SP(3k − 1, k) 3k − 1. They also establish an inductive lower bound by showing that SP(n + k, k) k · SP(n, k) for n k 2.
In this paper we introduce a new construction for Sperner partition systems using a result of Bryant [3] . With this we are able to establish that the upper bound MMS(n, k) is asymptotically correct in many situations where c is large. Theorem 1. Let n and k be integers with n → ∞, k = o(n) and k 3, and let c and r be the integers such that n = ck + r and r ∈ {0, . . . , k − 1}. Then SP(n, k) ∼ MMS(n, k) if
• n is even and r / ∈ {1, k − 1}; or • k − r → ∞.
Note that the lower bound NLB(n, k) only implies the result of Theorem 1 when r is very small compared to k, and the result of [8] that SP(n + k, k) k · SP(n, k) never implies Theorem 1 (see Lemmas 5 and 6) .
We also prove a result which provides an implicit upper bound on SP(n, k) for k 4. In order to state it we require some definitions. For any nonnegative integer i and real number y i, let , where c and r are the integers such that n = ck + r and r ∈ {0, . . . , k − 1}.
For fixed n and k, the left hand side of the inequality
is nondecreasing in p and hence there is a unique nonnegative integer p such that (1) holds for each p ∈ {0, . . . , p } and fails for each integer p > p . This p is an upper bound for SP(n, k).
We will see in Corollary 15 that p is always at most MMS(n, k). In practice p can be found via a binary search, beginning with NLB(n, k) p MMS(n, k). It is worth mentioning the connection between Sperner partition systems and detecting arrays, which are used in testing applications to allow the rapid identification and location of faults. We can represent an (n, k)-Sperner partition system with p partitions as an n×p array in which the (i, j) entry is if and only if the ith element of the ground set is in the th class of the jth partition (according to arbitrary orderings). This array is then a (1, 1)-detecting array (see [5] ) because it has the property that for any j 1 , j 2 ∈ {1, . . . , p} and 1 , 2 ∈ {1, . . . , k}, the set of rows in which the symbol 1 appears in column j 1 is not a subset of the set of rows in which the symbol 2 appears in column j 2 . (Intuitively this condition means that the "signature" of any one possible fault cannot be masked by the signature of any other.) So SP(n, k) can equivalently be interpreted as the maximum number of columns in a (1, 1)-detecting array with n rows and k symbols. This paper is organised as follows. In the next section we introduce some of the notation and results we require. In Section 3 we detail the main construction we use to prove Theorem 1 and establish that it asymptotically matches the upper bound of MMS(n, k) when c is large and r = k − 1. The proof of Theorem 1 is completed in Section 4 using a variant of our main construction. We then move on to prove Theorem 2 in Section 5 and to exhibit an infinite family of parameter sets for which the upper bound implied by Theorem 2 is tight in Section 6. Finally, in Section 7, we conclude by examining the performance of our bounds for small parameter sets.
Preliminaries
For integers n and k with n k 1 we define c = c(n, k) and r = r(n, k) as the unique integers such that n = ck + r and r ∈ {0, . . . , k − 1}. We use these definitions of c(n, k) and r(n, k) throughout the paper and abbreviate to simply c and r where there is no danger of confusion. We also use n = ck + r frequently and tacitly in our calculations.
An (n, k)-Sperner partition system is said to be almost uniform if each class of each of its partitions has cardinality in { n k , n k } and hence each partition has k − r classes of cardinality c and r classes of cardinality c + 1. For nonnegative integers x and i, we denote the ith falling factorial x by (x) i . For a set S and a nonnegative integer i, we denote the set of all i-subsets of S by S i . A hypergraph H consists of a vertex set V (H) together with a set E(H) of edges, each of which is a subset of V (H). We do not allow loops or multiple edges. A clutter is a hypergraph none of whose edges is a subset of another. A clutter is exactly a Sperner family, but we use the term clutter when we wish to consider the object through a hypergraph-theoretic lens. A set of edges of a hypergraph is said to be i-uniform if each edge in it has cardinality i, and a hypergraph is said to be i-uniform if its entire edge set is i-uniform.
In this paper, an edge colouring of a hypergraph is simply an assignment of colours to its edges with no further conditions imposed. Let γ be an edge colouring of a hypergraph H with colour set C. For each c ∈ C, the set γ −1 (c) of edges of H assigned colour c is called a colour class of γ. For each c ∈ C and x ∈ V (H), we denote by deg We will make use of a result of Bryant from [3] .
Theorem 3 ([3])
. Let H be a hypergraph, γ be an edge colouring of H with colour set C, and Y be a subset of V (H) such that any permutation of Y is an automorphism of H. There exists a permutation θ of E(H) such that |θ(E)| = |E| and θ(E) \ Y = E \ Y for each E ∈ E(H), and such that the edge colouring γ of H given by γ (E) = γ(θ −1 (E)) for each E ∈ E(H) is almost regular on Y .
In fact, we will only require the following special case of Theorem 3.
Lemma 4. Let n and k be integers with n k 1, let H be a clutter with |V (H)| = n, and let {X 1 , . . . , X t } be a partition of V (H) such that any permutation of X i is an automorphism of H for each i ∈ {1, . . . , t}. Suppose there is an edge colouring γ 0 of H with colour set C ∪ {black} (where C does not contain black) such that, for each c ∈ C, |γ Proof. Let X = V (H). We will construct a sequence of edge colourings γ 0 , . . . , γ t of H with colour set C ∪ {black} such that, for each s ∈ {0, . . . , t} and c ∈ C, |γ −1
, and x∈X i deg γs c (x) = |X i | for each i ∈ {s + 1, . . . , t}. Note that γ 0 satisfies the claimed conditions. Furthermore, it suffices to find an edge colouring γ t satisfying the required conditions, because then its non-black colour classes will induce an (n, k)-Sperner partition system with the desired properties.
Suppose inductively that an edge colouring γ s satisfying the required conditions exists for some s ∈ {0, . . . , t − 1}. Now apply Theorem 3 with Y = X s+1 to γ s , to obtain an edge colouring γ s+1 of H. For each c ∈ C, |γ
(x) = |X s+1 | and γ s+1 is almost regular on X s+1 . Thus γ s+1 satisfies the required conditions and the result follows.
The next two lemmas show that existing results in [8, 10] do not suffice to establish Theorem 1. Lemma 5 shows that the lower bound of NLB(n, k) only implies the conclusion of Theorem 1 when r is very small compared to k, and Lemma 6 shows that SP(n + k, k) k · SP(n, k) never implies the conclusion of Theorem 1.
Lemma 5. For integers n and k with n > 2k, k 3, n → ∞, and r = o(k) we have because k 3 and c 1, and again the result follows.
Lemma 6. For integers n and k with n k, k 3 and n → ∞, we have
Proof. Let c = c(n, k) and r = r(n, k). Note that
where we used the fact that
in the first inequality and the fact that
, the last expression can be seen to be decreasing in c for c 2 and hence at most 25 36
.
We conclude this section with a product construction for Sperner partition systems which generalises the inductive result of Li and Meagher mentioned in the introduction.
Lemma 7. If m, n and k are positive integers such that m k and n k, then
Proof. Let X and Y be disjoint sets with |X| = m and |Y | = n. Let p = SP(m, k) and let P = {π 1 , . . . , π p } be an (m, k)-Sperner partition system on X with p partitions, where π i = {π i,1 , . . . , π i,k } for i ∈ {1, . . . , p}. Let q = SP(n, k) and let Q = {ρ 1 , . . . , ρ q } be an (n, k)-Sperner partition system on Y with q partitions, where ρ j = {ρ j,1 , . . . , ρ j,k } for j ∈ {1, . . . , q}. We claim that σ i,j,y : i ∈ {1, . . . , p}, j ∈ {1, . . . , q}, y ∈ {1, . . . , k}
(with the second component of the subscripts treated modulo k) is an (m + n, k)-Sperner partition system with kpq partitions. To see that this claim is true, suppose that π i,z ∪ ρ j,z+y ⊆ π i ,z ∪ ρ j ,z +y for some i, i ∈ {1, . . . , p}, j, j ∈ {1, . . . , q} and y, z, y , z ∈ {1, . . . , k}. Because X and Y are disjoint, π i,z ⊆ π i ,z and ρ j,z+y ⊆ ρ j ,z +y . So, because P and Q are Sperner partition systems, i = i , z = z , j = j and, because z = z , y = y . This establishes the claim and hence the theorem.
Main construction
The following technical lemma will be useful in our constructions. It enables us to partition the edges of certain uniform hypergraphs into triples that are "balanced" in some sense.
Lemma 8. Let t be a positive integer, let H be a nonempty (2t)-uniform hypergraph with V (H) = X, and let Y be a subset of X. Suppose that there are nonnegative integers e 0 , . . . , e t such that
. . , t}; (ii) e i e i+1 + s for each i ∈ {0, . . . , s − 1} where s is the largest element of {0, . . . , t} such that e s > 0.
For any p ∈ {0, . . . , 1 3 |E(H)| }, we can partition some subset E * of E(H) into p (unordered) triples such that
Proof. We prove the result by induction on |E(H)|. In fact, we prove a slightly stronger result in which we do not require the full strength of (ii) when p = 1 but only that e 0 1 (note |E(H)| 3 when p = 1). Let s be the largest element of {0, . . . , t} such that e s > 0. Let the type of an edge E of H be |E ∩ Y | − t and the type of a triple be the multiset [x 1 , x 2 , x 3 ] where x 1 , x 2 , x 3 are the types of the three edges in the triple. If p = 0 the result is trivial. If p = 1, we can take a single triple of type [−s, 0, s], because |E(H)| 3 and e 0 > 0. So we may assume p 2. In each of a number of cases below we first choose some initial triples of specified types and then add the remaining triples (if any are required) by applying our inductive hypothesis to the hypergraph H formed by the unassigned edges. The edges in the initial triples can be chosen arbitrarily subject to their specified type.
If s ∈ {0, 1, 2}, then using (i) and (ii) it is easy to confirm that we can choose triples of the types listed and then apply our inductive hypothesis to find the rest of the triples, so assume ).
•
for each i ∈ {−s + 1, . . . , s − 1} \ {0}. Using this fact, along with (i) and (ii), it can be confirmed that we can choose triples of the types listed and then apply our inductive hypothesis to find the rest of the triples.
} for each i ∈ {−s + 1, . . . , s − 1} \ {0}. Using this fact, along with (i) and (ii), it can be confirmed that we can choose triples of the types listed and then apply our inductive hypothesis to find the rest of the triples. To see this, note the following.
, then H contains no edges of type s or −s, so the condition (ii) required to apply our inductive hypothesis is weaker. Because of this, the fact that |d i − d j | 1 for i, j ∈ {0, . . . , s − 1} is sufficient to establish this condition.
< e s , then we only require one further triple and so the fact that e 0 1 suffices to establish our inductive hypothesis.
The next, very simple, lemma will be used to show that condition (ii) of Lemma 8 holds in the situations in which it is applied. Lemma 9. Let n and t be positive integers such that n 6t − 2 is even, and let e i = n/2 t−i n/2 t+i for each i ∈ {0, . . . , t}. Then e i > e i+1 + t for each i ∈ {0, . . . , t − 1}.
Proof. The result holds when t = 1, so assume that t 2. Let i ∈ {0, . . . , t − 1}. By routine calculation
Thus it suffices to show that e i+1 t 2 because then
The following lemma encapsulates the main construction used in our proof of Theorem 1.
Lemma 10. Let n and k be integers such that n 2k, k 3, r = 0, and n and ck are both even. Let u ∈ {1, . . . ,
There exists an almost uniform (n, k)-Sperner partition system with p partitions where
Proof. Note that r is even because n and ck are both even. Fix u ∈ {1, . . . , c 2 } and let a = a(u) and b = b(u). Let X 1 and X 2 be disjoint sets such that
, and let
Note that |A| = a and |B| = b. Furthermore, no set in A is a subset of a set in B because, for any A ∈ A and B ∈ B, |A ∩ X i | u > |B ∩ X i | for some i ∈ {1, 2}. So the hypergraph H with vertex set X and edge set A ∪ B is a clutter. Let C be a set of p colours other than black. Observe that, for each i ∈ {1, 2}, any permutation of X i is an automorphism of H. Thus, by Lemma 4, it suffices to find an edge colouring γ of H with colour set C ∪ {black} such that, for each c ∈ C, |γ −1 (c)| = k and x∈X i deg
for each i ∈ {1, 2}. Call a set of edges
Case 1. Suppose that k is even. Then each partition in an almost uniform (n, k)-Sperner partition system contains an even number, k − r, of classes of cardinality c and an even number, r, of classes of cardinality c + 1.
Because
compatible pairs. Also, |E (i,j) | = |E (j,i) | for each (i, j) ∈ I and, if c is even, a pair of edges from E c/2,c/2 is compatible. Thus, we can find a 2 disjoint compatible pairs in A (one edge in E c/2,c/2 will be unpaired in the case where c is even and |E c/2,c/2 | is odd, and all edges will be paired otherwise).
Take an edge colouring γ of H with colour set C ∪ {black} such that each non-black colour class contains r edges in B that form , and e i = |E (t−i,t+i) | = |E (t+i,t−i) | for each i ∈ {0, . . . , t} to find p disjoint triples of edges in A. The
since k − r 3. Note that each triple given by Lemma 8 is compatible, and that the number of edges in E (i,j) assigned to triples is equal to the number of edges in E (j,i) assigned to triples for each (i, j) ∈ I . Thus we can partition all, or all but one, of the unassigned edges in A into a−3p 2 compatible pairs. Take an edge colouring γ of H with colour set C ∪ {black} such that each non-black colour class contains r edges in B that form
by our hypotheses and A = E c/2,c/2 . Let γ be an edge colouring of H with colour set C ∪ {black} such that each non-black colour class contains k − 1 edges in B that form k−1 2 compatible pairs and one edge in A. Again γ has the properties we desire.
To extend the approach of Lemma 10 to cases where n is even and ck is odd would involve finding complementary triples of edges in B. This can be difficult because the edges in B are "unbalanced" in terms of the sizes of their intersections with X 1 and X 2 . To circumvent this problem we will introduce, in Section 4, a variation on our construction in which the edges in B are "balanced". First, however, we show that, when c is large and r = k − 1, the lower bound implied by Lemma 10 asymptotically matches the MMS(n, k) upper bound.
Proof of Theorem 1 when n and ck are even. By our hypotheses, r = k − 1. Furthermore, SP(n, k) = MMS(n, k) when r = 0, so we may assume 2 r < k − 1. Let a(j) and b(j) be as defined in Lemma 10 for each j ∈ {1, . . . , . For each j ∈ {0, . . . , 
We will bound a w and then apply (2) . We now show that − a(w). We now count, in two ways, the number of pairs (S, B) such that S ∈ A c , B ∈ B and S ⊆ B.
• Each of the b(w) sets in B has exactly c + 1 subsets in X c and each of these is in A c , because no set in A is a subset of a set in B.
• By the definition of A, min(|S ∩ X 1 |, |S ∩ X 2 |) w − 1 for each S ∈ A c . Each of the n c − a(w) sets in A c has n − c supersets in
w − 2, all of these supersets of S are in B. For each of the 2 n/2 w−1 n/2 c−w+1
− w + 1 of these supersets of S are not in B.
Equating our two counts, we see that (3) 
Using a w > a(w) k−r − 1 and (4) in (2) we obtain
or, equivalently,
n/2 c−w+1
In the above, note that δ 1, δ 2, for any x ∈ {0, . . . , c}. By using this fact and then applying Stirling's approximation we have, for n → ∞ with k = o(n) and any x ∈ {0, . . . , c},
(note that n → ∞ with k = o(n) implies c → ∞). Applying this fact twice in (5) yields SP(n, k) > MMS(n, k)(1 − o (1)). Combined with the fact that SP(n, k) MMS(n, k), this establishes the result.
Proof of Theorem 1
As discussed after Lemma 10, we require a variation on our main construction in order to complete the proof of Theorem 1.
Lemma 11. Let n and k be integers such that n 2k, k 3, n is even and ck is odd. Let u ∈ { c+1 2 , . . . , c−1} be such that u = c+1 2 if r = 1. There exists an almost-uniform (n, k)-Sperner partition system with p partitions where
Proof. Note that each partition in an almost uniform (n, k)-Sperner partition system contains an even number, k − r, of classes of cardinality c and an odd number, r, of classes of cardinality c + 1.
Fix u ∈ { c+1 2 , . . . , c − 1} and let a = a(u) and b = b(u). Let X 1 and X 2 be disjoint sets such that
, and let X = X 1 ∪ X 2 . As in the proof of Lemma 10, for each
Unlike the proof of Lemma 10, let
Note that |A| = a and |B| = b. Furthermore, no set in A is a subset of a set in B because, for any A ∈ A and B ∈ B, |A ∩ X i | > u |B ∩ X i | for some i ∈ {1, 2}. Thus the hypergraph H with vertex set X and edge set A ∪ B is a clutter. Observe that, for each i ∈ {1, 2}, any permutation of X i is an automorphism of H. Let C be a set of p colours other than black. By Lemma 4, it suffices to find an edge colouring γ of H with colour set C ∪ {black} such that, for each c ∈ C, |γ
for each i ∈ {1, 2}. Again, call a set of edges , and e i = |E (t−i,t+i) | = |E (t+i,t−i) | for each i ∈ {0, . . . , t} to find p disjoint triples of edges in B. The hypotheses of Lemma 8 can be seen to be satisfied using Lemma 9 and because p b r b 3 since r 3. Note that each triple given by Lemma 8 is compatible, and that the number of edges in E (i,j) assigned to triples is equal to the number of edges in E (j,i) assigned to triples for each (i, j) ∈ I . Thus we can partition all, or all but one, of the unassigned edges in B into ). Then γ has the properties we desire. by our hypotheses and B = E (c+1)/2,(c+1)/2 . Take an edge colouring γ of H with colour set C ∪ {black} such that each non-black colour class contains one edge in B and k − 1 edges in A that form k−1 2 compatible pairs. Again γ has the properties we desire.
The approach of Lemma 11 can also be applied when n and k are both even. However, computational evidence indicates that this approach almost always underperforms Lemma 10. We can now prove the remainder of Theorem 1.
Proof of Theorem 1. We saw in Section 3 that Theorem 1 holds when n and ck are both even. Here, we first use Lemma 11 to deal with almost all of the remaining cases where n is even, and then use the monotonicity of SP(n, k) in n to complete the rest of the proof. Case 1. Suppose that n is even, ck is odd, and r = 1. The proof is very similar to the proof in the case where n and ck are even, but we highlight the differences.
Let 
We now show that
− a(w). We now count, in two ways, the number of pairs (S, B) such that S ∈ A c , B ∈ B and S ⊆ B.
• Each of the b(w) sets in B has exactly c + 1 subsets in
and each of these is in A c , because no set in A is a subset of a set in B.
• By the definition of A, max(|S ∩X 1 |, |S ∩X 2 |) w for each S ∈ A c . Each of the By equating our two counts, (7) holds.
Using (6) and (7) in place of (2) and (3), it is now routine to obtain the desired conclusion by following the argument from the case of the proof where n and ck are even.
Case 2. Suppose that n is odd, or that n is even and r = 1. By our hypotheses, k − r → ∞. Note that
where the first inequality follows because 
If n is even and r = 1, we have SP(n − 1, k) = MMS(n − 1, k) from [10] and thus (8) definitely holds. So the theorem holds in all the cases where n is even. But, having established this, we may assume that n is odd and we know that SP(n − 1, k) = MMS(n − 1, k)(1 − o (1)). Hence the proof is complete, using (8).
Proof of Theorem 2
Let X be a ground set, let S be a family of subsets of X, and let i be an integer. If each set in S has cardinality at least i, then we define ∂ i (S) to be the family of all sets in
that are subsets of some set in S. Similarly, if each set in S has cardinality at most i, then we define the ∂ i (S) to be the family of all sets in
that are supersets of some set in S. The following theorem, due to Lovász [9, p. 95] , gives a convenient approximation to the Kruskal-Katona theorem (see [6, 7] for the original theorem).
Theorem 12 ( [9] ). If i 2 is an integer, X is a set and S ⊆
Recall that the function LL i was defined just prior to the statement of Theorem 2 in the introduction. It will be important for our purposes that, for a fixed integer i 2, LL i (x) is monotonically increasing and concave in x for x 1 (see [4, Lemma 4] ). We will make use of the following simple consequence of Theorem 12.
Lemma 13. Let H be a clutter with edge set E, and c be an integer such that |E| c for each
Proof. If each edge in E has cardinality c, then ∂ c (E) = E and the result holds trivially. So we may suppose inductively that the maximum cardinality of an edge in E is j c + 1 and that the result holds if the maximum cardinality of an edge in E is j − 1.
Let E i = {E ∈ E : |E| = i} for each i ∈ {c, . . . , j}, and let H * be a hypergraph with vertex set V (H) and edge set
. Because H is a clutter, H * is a clutter and
for some real y 2j − 1 and hence |∂ j−1 (E j )| y j−1 y j = |E j | using Theorem 12. Thus |E * | |E|.
by Theorem 12 and so |E * | 2c+1 c + 1.
So in either case |E * | min(|E|, 2c+1 c + 1). The result now follows by applying our inductive hypothesis to E * and noting that ∂ c (E * ) = ∂ c (E).
The bulk of the work of proving Theorem 2 is accomplished in the following lemma. It establishes that (1) holds subject to the existence of a clutter with desirable properties. It then only remains to show that, given an (n, k)-Sperner partition system with p partitions, a clutter satisfying the hypotheses of Lemma 14 can be obtained by considering the partition classes containing a particular element. (In fact, we must also do some tedious checking to ensure that (1) holds for "small" values of p not covered by Lemma 14.) In the proof of Theorem 2, this special element is chosen as one that, according to a certain metric, tends overall to appear in smaller partition classes.
Lemma 14. Let n and k be integers such that n 2k + 2 and k 3, and let p be an integer such that p max If there is a clutter with n−1 vertices and edge set E such that |E| p and E∈E c−|E| |E|+1
Proof. Let H be a clutter satisfying the hypotheses of the lemma and let X = V (H). For each i ∈ {0, . . . , n−1}, let E i = {E ∈ E : |E| = i} and let E >c = E c+1 ∪· · ·∪E n−1 . We abbreviate pc(k−r) n to a 0 . We consider two cases according to minimum cardinality of an edge in E. Case 1. Suppose that |E| c − 1 for each E ∈ E. Then the only edges in E that make a positive contribution toward and hence |E c | + |E >c | 1. Let H * be the hypergraph with vertex set X and edge set , and because H * is a clutter each of these can be in at most one of E c−1 and ∂ c−1 (E c ∪ ∂ c (E >c )). Thus, by Theorem 12,
Consider g as function on the real domain a 0 a |E| and note that the global minimum of g is less than n−1 c−1
. Now, g is monotonically increasing for a 1 < a |E| and concave for a 0 a a 1 , where a 1 = pc(2k−r) 2n
. Thus, it achieves its global minimum either at a = a 0 or at a = a 1 . However, g(a 1 ) = a 1 + . Now, setting δ = a 0 − pc(k−r) n and noting that 0 δ < 1,
As in Case 1a, the result follows.
Case 2. Suppose that |E| c − 2 for some E ∈ E. Using Case 1 as a base case, we may suppose inductively that the minimum cardinality of an edge in E is j c − 2 and that the lemma holds when the minimum cardinality of an edge in E is j +1. For any family S of subsets of X, define d (S) = S∈S c−|S| |S|+1
. Note we have assumed that d (E)
. Let H * be the hypergraph with vertex set X and edge set
* is a clutter and ∂ j+1 (E j ) is disjoint from E j+1 . Thus it suffices to show that
and |∂ j+1 (E j )| |E j | because then we will be able to apply our inductive hypothesis to H * to obtain the required result. Each edge in E j is a subset of n − j − 1 edges in ∂ j+1 (E j ), and each edge in ∂ j+1 (E j ) is a superset of at most j + 1 edges in E j . Thus |∂ j+1 (E j )| n−j−1 j+1
where the second equality follows because
and |E * | |E| as required because, using j ∈ {0, . . . , c − 2} and k 3, we have c − j − 1 1 2 (c − j) and n − j − 1 2(j + 2).
Proof of Theorem 2. Let p 0 = SP(n, k), let X be a set with |X| = n, and let P be an (n, k)-Sperner partition system on ground set X with p 0 partitions. We may assume r = 0 because, when r = 0, SP(n, k) = Case 1. Suppose that p 0 p 1 . We will find a clutter satisfying the conditions of Lemma 14 and so complete the proof. For each x ∈ X, let P(x) be the set of all partition classes of P that contain x. For a subset S of X we define d(S) = c + 1 − |S|, and for a family S of subsets of X we define d(S) = S∈S d(S). Note that, for each partition π in P, we have d(π) = k − r because π has exactly k classes and the sum of the cardinalities of the classes is equal to n = ck + r. . Let H be the hypergraph with vertex set X = X \ {z} and edge set E = {S \ {z} : S ∈ P(z)}. Note that H is a clutter and |E| = p 0 because P is a Sperner partition system with p 0 partitions. Thus, because d(z) p 0 (k−r) n and p 0 p 1 , H satisfies the conditions of Lemma 14 and we can apply it to produce the required result.
Case 2. Suppose that p 0 < p 1 . In this case we show directly that (1) holds for some real number p p 1 and hence that it holds for p = p 0 (recall that the left hand side of (1) is nondecreasing in p).
6 The case n = 3k − 6
In this section we exhibit a new infinite family of parameter sets (n, k) for which we can precisely determine SP(n, k). For this family, the value of SP(n, k) matches the upper bound given by Theorem 2, and hence it supplies examples both of the theorem's usefulness and of situations in which its bound is tight.
Lemma 16. Let k 11 be an integer such that k ≡ 4 (mod 6) and let n = 3k − 6. Then SP(n, k) =
for each i ∈ {1, 2, 3}, it is routine to check this by considering cases according to the congruence class of k modulo 6.
7 Bounds for small n and k We conclude this paper by displaying the values of the upper and lower bounds we have obtained for some small parameters (n, k).
In Table 1 we list, for 4 k 7 and 2k + 2 n 33 a lower bound and an upper bound on SP(n, k) in the top and bottom rows respectively of the appropriate cell. The upper bound is the bound implied by Theorem 2 and is followed by the improvement over MMS(n, k) in brackets. The lower bound is the best one attainable via our results and those of [8, 10] and is followed by the source of the bound according to the following key. "M" refers to a bound obtained through the monotonicity of SP(n, k) in n; " [8] " refers to one of the bounds given in [8] (and stated in our introduction); "L7" refers to Lemma 7 and is followed by the values of m and n used; and finally "L10" and "L11" refer to Lemmas 10 and 11 and are followed by the value of u used. The exception to the above is when k divides n, in which case the known exact value of SP(n, k) is placed by itself in the cell.
Figures 1 and 2 visualise bounds on SP(n, k) for the example values k = 5 and k = 10 respectively. Values of n between 2k + 2 and 100 appear on the horizontal axis, and above each are a grey and a black line segment. The grey segment gives the interval between NLB(n, k) and MMS(n, k), whereas the black segment gives the interval between the best known lower and upper bounds on SP(n, k) according to the results in this paper and in [8, 10] . Note that the vertical axis is log scaled. 
