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Abstract
This thesis investigates the wetting of simple liquids using two density functional the-
ory (DFT) models. The first model is a discrete lattice-gas model and the second a
continuum DFT model of a hard-sphere reference system with an additional attractive
perturbation. The wetting properties of liquids are principally investigated by studying
the binding, or interface, potential of the fluid and this thesis presents a method by
which a binding potential can be fully calculated from the microscopic DFT.
The binding potentials are used to investigate the behaviour of the model fluid de-
pending on the range to which particle interactions are truncated. Long ranged particle
interactions are commonly truncated to increase computational efficiency but the work
in this thesis shows that in making this truncation some important aspects of the in-
terfacial phase behaviour are changed. It is demonstrated that in some instances by
reducing the interaction range of fluid particles a shift in phase behaviour from wetting
to non wetting occurs.
The binding potential is an input to larger scale coarse grained models and this is
traditionally given as an asymptotic approximation of the binding potential. By using the
full binding potential, calculated from the DFT model, as an input, excellent agreement
can be found between the results from the microscopic DFT model and the larger scale
models. This is first verified with the discrete lattice-gas model where the discrete
nature of the model causes some non-physical behaviour in the binding potentials. The
continuum DFT model is then applied which corrects this behaviour.
An adaptation to this continuum model is used to study short ranged systems at high
liquid densities at state points below the ‘Fisher-Widom’ line. The form of the decay of
the density profiles and binding potentials now switches from monotonic to oscillatory.
This model leads to highly structured liquid droplets exhibiting a step-like structure.
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Chapter 1
Introduction
Wetting is a very important process both biologically and industrially with a huge field
of application. As an example, consider how water behaves when it is in contact with
the leaf of the lotus plant. The water is repelled by the leaf and forms spheres, it does
not ‘wet’ the leaf. This is beneficial for the plant as the water easily rolls off the leaves,
collecting small bits of debris as it goes and so helps the leaf to remain clean, improving
its ability to photosynthesise. When thinking of lubrication however, this would be a
very undesirable property. A lubricating oil must wet the surface, maintaining a constant
film to ensure good lubrication.
On macroscopic length scales, wetting manifests itself in how a droplet of liquid
behaves in contact with a substrate [1, 2]. The substrate is usually a solid boundary
but the following discussion could also apply to a liquid in contact with a different,
immiscible liquid, water and oil, say. When a liquid droplet is placed on a substrate, the
edge of the droplet meets the substrate at a specific angle θ as shown in Fig. 1.1. This
contact angle measures the degree to which a liquid wets the substrate. Three different
wetting regimes are identified for a liquid droplet surrounded by a gas which are shown
in Fig. 1.1. These are described as complete wetting for θ = 0◦, partial wetting for
0◦ < θ < 180◦ and non-wetting for θ = 180◦. Only the case of partial wetting has the
traditional droplet shape (Fig. 1.1a). The complete wetting ‘droplet’ is really a liquid
film and the non-wetting case is a perfect sphere. The observed wetting behaviour is
driven by the thermodynamic principle that a system will evolve towards a state of
least free energy. For the system as shown in Fig. 1.1, there are three interfaces present,
each coloured differently in the figure, a liquid-gas (blue), wall-liquid (red) and wall-gas
(green) interface and for every interface there is an associated surface tension which
has the dimensions of energy per unit area. For these three interfaces, the associated
surface tensions are denoted γlg, γwl and γwg for the liquid-gas, wall-liquid and wall-gas
interfaces respectively. Naively, one could then consider that for such a system of a fixed
volume of liquid on a substrate, that it is only the relative areas of the interfaces and
the magnitude of their surface tensions which determine the free energy of the system.
1
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The surface tension is the energetic cost of increasing the area of an interface by one
unit and arises as follows [3]: Attractive bonds between fluid particles serve to lower the
free energy of the system. A fluid particle in the bulk of the liquid has more neighbouring
fluid particles to form a bond with than a similar fluid particle positioned at the interface.
This interfacial particle can not form as many bonds with other particles which raises
the free energy and so a liquid-gas interface has a positive surface tension as it raises the
free energy of the system. A liquid-gas interface must have a positive surface tension,
otherwise, complete mixing would occur to maximise the interfacial area between the
two fluids which would lower the energy. For a solid and a liquid, where the solid can
not be deformed, this is not the case and the interface between them could have either
a positive or negative surface tension. The particles in a solid are often packed together
more densely than in a liquid and so an interface formed between a solid and a liquid can
result in more attractive bonds than for the liquid phase alone. This leads to a lower free
energy meaning that in this case the wall-liquid interface has a negative surface tension.
If a system is made up of only a suspended liquid droplet then this liquid must form
a sphere as this minimises the surface area of the interface for a fixed volume of liquid,
resulting in the least possible total energy of the system. If this liquid droplet is brought
into contact with a substrate then it is no longer sufficient to simply minimise the liquid-
gas interfacial area to minimise the free energy of the system. The areas of the wall-liquid
and wall-gas interfaces must also be optimised in order to find the configuration of lowest
energy. The droplet, while not forming a complete sphere will still hold the shape of a
spherical cap (as in Fig. 1.1a) as this is the most efficient shape to reduce the liquid-gas
interfacial area for a fixed area of the wall-liquid interface. A droplet with a contact angle
of θ = 90◦ will be a half-sphere which gives the least liquid-gas interfacial area for a fixed
volume of liquid on a substrate. This ignores the case of θ = 0◦ when the liquid forms a
film over the substrate rather than a droplet. If the droplet begins to spread out over the
surface then the contact angle decreases, the wall-liquid interfacial area increases and so
does the liquid-gas interfacial area. If the drop contracts from the half-sphere then the
contact angle increases above θ = 90◦, the wall-liquid area then decreases leading to a
corresponding increase in the wall-gas area, the liquid-gas area must also increase. This
trade off between the different interfacial areas and their relation to the contact angle is
encapsulated in Young’s equation:
cos(θ) =
γwg − γwl
γlg
. (1.1)
Complete wetting is characterised by a contact angle of θ = 0◦, inserting this into
Young’s equation leads to γwg = γlg + γwl, if the liquid does not completely wet the
substrate then θ > 0◦ and from Young’s equation γwg < γlg + γwl. From this it is given
that wetting only occurs if the wall-liquid and liquid-gas surface tensions are equal to or
less than the the surface tension for the wall-gas interface. Physically, this means that
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θ
Partial Wetting
(a)
Non Wetting
(b)
Complete Wetting
(c)
Figure 1.1: Different characterisations of the wetting of a liquid droplet on a solid
substrate. The degree to which the liquid wets the solid can be measured by a contact
angle θ that the droplet makes with the substrate. Complete wetting is characterised by
θ = 0◦, completely non-wetting by θ = 180◦ and intermediary states are characterised
as partially wetting for 0◦ < θ < 180◦. A non-wetting droplet of θ = 180◦ is a perfect
sphere, more wetting droplets are spherical caps to minimise the liquid-gas interface as
much as possible. There are three different interfaces each coloured differently, liquid-gas
(blue), wall-liquid (red) and wall-gas (green).
wetting will occur if it is energetically favourable to replace the single wall-gas interface
with the wall-liquid and liquid-gas interfaces.
1.1 Mesoscopic Modelling Techniques
The above arguments are valid in the mesoscopic regime, when liquid droplets are small
enough that gravity can be neglected. For such small droplets, a popular model for
calculating the shape of a droplet is the interface Hamiltonian (IH) model [4, 5]. The
free energy of a liquid film is expressed as a function of the local film height above a
solid interface:
F [h(x)] =
∫ [
g(h) + γlg
√
1 + (∇h)2
]
dx, (1.2)
where h is the thickness of the liquid film above a position x on the interface. Finding the
function h which minimises this free energy gives the equilibrium film height profile. A
typical droplet profile found via a minimisation of Eq. (1.2) is displayed in Fig. 1.2. The
function g in the above functional is called the binding, or interface, potential [4, 5, 6, 7]
and is related to the disjoining pressure, Π = −∂g/∂h [8, 9]. The binding potential
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arises from an effective interaction between two interfaces.
This interaction is the result of interactions between fluid particles and can be seen as
arising in a similar manner to the surface tension. The surface tension is the additional
energy that arises due to a particle interacting with another particle across an interface.
If this particle also has a pairwise interaction with a third particle across a different
interface then the total energetic change is not simply the sum of the two separate
surface tensions. The binding potential measures this change beyond that of the sum of
the two surface tensions, this idea is made clearer in Chapter 2 when the binding potential
is properly defined. The binding potential is often approximated by a simple form,
typically some asymptotic expansion depending on the specific fluid under consideration.
The exact form is determined by the range of the particle interactions within the liquid
and solid. If all interactions are short ranged then the binding potential will have an
asymptotic expansion of the form [4]
g(h) = a exp(−h/ξ) + b exp(−2h/ξ) + · · · , (1.3)
where ξ is the bulk correlation length. In this case the binding potential quickly decays
to zero since a particle does not have to be well separated from an interface to not
interact with it. If there are long ranged (dispersion) interactions the asymptotic form
will be
g(h) =
a
h2
+
b
h3
+ · · · . (1.4)
The decay rate is now much slower as particles can still ‘feel’ an interface even when
well separated from it. It will also be shown later how the form of Eq. (1.4) arises based
on the nature of the particle interactions. Combinations of these two forms are also
possible.
A particularly important aspect of the IH model is its application in the thin film
equation where the dynamics of thin liquid films may be studied. Under the long wave-
length approximation [10], where surface gradients and contact angles must be small the
gradient term in Eq. (1.2) can be approximated
√
1 + (∇h)2 ≈ 1 + (∇h)2/2 and then
the free energy functional reduces to
F [h] =
∫ [
g(h) +
γlg
2
(∇h)2
]
dx, (1.5)
where a constant term is omitted. This is now in a suitable form that can be used in the
thin film evolution equation [10, 11], which, in gradient dynamics form, is given by [12]
∂h
∂t
= ∇ ·
[
Q(h)∇δF [h]
δh
]
, (1.6)
where Q(h) is a mobility factor depending on h and δF/δh is the functional derivative
of the free energy with respect to the film height profile.
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1.2 Microscopic Interactions
For mesoscopic size liquid droplets and films, an asymptotic form of the binding potential
is usually adequate. However, the small h behaviour of the binding potential is not
accurately described. As such this reduces the range of applicability of fluids modelled
in this way, for example, the IH model, with the asymptotic result of Eq. (1.4), truncated
after a few terms, used as input will not accurately describe droplets at sizes approaching
the microscopic regime. This thesis aims to address this problem by making a full
calculation of the binding potential to improve on the asymptotic results. The binding
potential connects the microscopic and mesoscopic length scales, it represents all of the
atomistic interactions between fluid particles, taking place on a scale of Angstroms, as
a single effective potential with a range up to hundreds of nanometres. Any calculation
of the binding potential should be made on the basis of these microscopic interactions.
The forces between atoms and molecules arise in a number of different ways in-
cluding; dipole-dipole, dipole-induced dipole and dispersion forces [13]. The first two
mechanisms, also known as Keesom and Debye forces, only occur with polarised parti-
cles, dispersion forces occur between all particles. The random fluctuations of electron
clouds can temporarily induce a dipole in a particle, these induced dipoles can then
interact with other particles, inducing dipoles and attracting them. These dispersion
forces are non-additive but the effect of this non-additivity is much stronger in solids
and can often be ignored in liquids. Fluid particles can also repel each other. This could
occur as a result of polarised particles at longer ranges or, more usually, there is a short
ranged repulsive force from overlapping electron clouds of the particles. The Lennard-
Jones potential [13, 14, 15] is often used to model these van der Waals forces and fits
well with experimental measurements [13, 15]. The binding potential coarse grains all
of these microscopic effects into a single potential.
This thesis presents a method by which the binding potential can be calculated from a
starting point based on these microscopic particle interactions. This idea has previously
been applied using numerical simulations[6, 16] where, for example, Tretyakov et al. [17]
describe a method of parameter passing based on molecular dynamics simulations to
match up between the microscopic and mesoscopic regimes. In this thesis, a density
functional theory (DFT) based method of calculating the binding potential is presented.
With this method, the binding potential can be calculated fully, including in the small h
regime. The method will be verified by calculating the shape of liquid droplets using only
the DFT model and comparing these results with droplets found by using the binding
potential, calculated from the same DFT model, as an input to the IH model.
This thesis is arranged as follows: Chapter 2 outlines some necessary background
material for the study of fluids on a microscopic scale. From a starting point of statistical
mechanics and thermodynamics a general overview of DFT is presented. Chapter 3 is
based on the publications [18] and [19] and describes a discrete DFT, the lattice-gas (LG)
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Figure 1.2: A droplet profile found via the IH model, Eq. (1.2). The droplet is a spherical
cap with a very thin precursor film present.
model, and uses it to outline a method by which the binding potential may be calculated.
In chapter 4, based on [20], a continuum DFT model is used to reproduce many of the
results found with the LG model, this then goes further to investigate conditions for
when oscillatory binding potentials occur.
Chapter 2
Background Information
This chapter sets out the necessary background information that is required to formulate
a general density functional theory (DFT) model. This proceeds so far as to introduce
fundamental measure theory (FMT) which gives a good approximation for hard-sphere
systems and provides a starting point for the model introduced in chapter 4. Several
other important concepts such as the binding potential are also discussed.
2.1 Density Functional Theory
DFT gives a theoretical framework within which macroscopic thermodynamic quantities
of a fluid, such as the Helmholtz free energy [14, 21], can be calculated, taking as input
the potentials for how the particles interact with each other. DFT is particularly suited to
describing inhomogeneous fluids such as at interfaces or within some confining geometry.
The thermodynamic quantities are given as functionals of a microscopic density profile.
One considers a fluid of particles of a particular bulk density. A gas is a very low density
fluid and a liquid is a higher density one. Crystals, which are not considered here, have
an even higher average density but while, in the absence of an external field, liquids
and gases have a uniform density, crystals do not and exhibit long ranged order. The
‘particles’ of the fluid could be the atoms or molecules that make up a fluid or even
colloids in a suspension, in the latter case one then considers colloidal gases or liquids
immersed in a liquid solvent. The interface between two phases is not sharp on the
microscopic scale. There is a smooth transition from one phase of a particular fluid
density to the other. The next sections give a general overview, starting from statistical
mechanics, of how this formalism arises. The section draws on the presentations of DFT
given in Refs. [14], [22] and [23].
2.1.1 Thermodynamics and Statistical Mechanics
Consider a fluid system made up of N identical, spherical particles of mass m where each
particle can be described by three dimensional (3D) position and momenta variables,
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r = (rx, ry, rz) and p = (px, py, pz) respectively. The Hamiltonian of such a system is
a function of the 6N variables of positions rN = {r1, . . . , rN}, and momenta, pN =
{p1, . . . ,pN} of the particles given by
H = K(pN ) + Φ(rN ) + Vˆ (rN ), (2.1)
where
K(pN ) =
N∑
i=1
|pi|2
2m
, (2.2)
is the kinetic energy contribution, Φ(rN ) is the potential energy contribution arising
from inter-particle interactions and Vˆ (rN ) is the energy arising from an external field.
Each particle is assumed to couple independently with the external field so the energetic
contribution may be expressed as
Vˆ (rN ) =
N∑
i=1
V (ri), (2.3)
where V (r) is the external potential felt by a particle at position r. The motion of all of
these fluid particles could be tracked by solving the set of 3N coupled Newton’s equa-
tions of motion subject to 6N initial conditions. Computationally, this is an impossible
undertaking as, for example, a cubic centimetre of water contains approximately 3×1022
water molecules. This is also unnecessarily detailed since, while the motion of individual
fluid particles is highly fluctuating and chaotic, average quantities are very stable [21].
It is from these average quantities that the macroscopic thermodynamic variables arise,
i.e. the internal energy of the fluid is the average of the Hamiltonian
U = 〈H〉. (2.4)
Rather than finding a time average, it is often easier to calculate ensemble averages.
A statistical ensemble is a collection of identically prepared systems each giving a
‘snapshot’ of the fluid. Averaging over all of these snapshots gives the ensemble average.
The first law of thermodynamics states that the internal energy of a fluid can only change
as a result of heat being added to the system, work being done on the system or particles
being added to the system. The first law can be expressed as
dU = TdS − pdV + µdN, (2.5)
where T , S, p, V , µ are the temperature, entropy, pressure, volume and chemical poten-
tial respectively. These variables appear in three conjugate pairs, each pair containing
one intrinsic variable, such as the temperature, which does not increase with the system
size, and one extrinsic variable, such as the entropy, which does change with the system
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size. The change in the internal energy is then governed by the changes in the extrinsic
variables of entropy, volume and particle number. An assumption is made here that the
system is quasi-static [21], without this assumption definitions of temperature, pressure
and chemical potential don’t make sense. Of the seven variables given in Eq. (2.5), three
are held constant to define a particular ensemble. If T , V and N are held constant
then this defines the canonical ensemble. This should be considered as a non-insulated,
closed system where its temperature is fixed by some, much larger, external reservoir.
It can not exchange particles with its surroundings. Later the grand canonical ensemble
will be discussed, this is similar to the canonical ensemble but the system is no longer
constrained to have a fixed number of particles (e.g. the container has porous walls)
and instead the chemical potential is fixed by the external reservoir. As the system
size is increased, the thermodynamic limit [24] is approached where all ensembles be-
come equivalent. With this in mind, whichever ensemble makes the problem the most
tractable should be chosen.
In the canonical ensemble, the ensemble average of a quantity x = x(rN ,pN ) is
defined as
〈x〉 =
∫∫
x(rN ,pN )f(rN ,pN ) dr dp, (2.6)
where f is a probability density function normalised such that∫∫
f(rN ,pN ) dr dp = 1, (2.7)
and dr dp refers to the coordinates of all of the particles. For this particular ensemble
the probability density function is given by
f(rN ,pN ) =
1
h3NN !
exp(−βH)
QN
, (2.8)
where h is Planck’s constant, β = 1/kBT , with kB being Boltzmann’s constant, and the
normalisation factor QN is an important quantity known as the partition function and
is defined as
QN =
1
h3NN !
∫∫
exp(−βH) dr dp. (2.9)
The probability that the system is in a particular state is proportional to exp(−βH),
see Eq. (2.8). The partition function QN is used to normalise the probability density
function and the h3NN ! term in both the partition function and the probability density
function ensure that they are dimensionless and also correspond with the equivalent
results from quantum statistical mechanics. Since the particle momenta only occur in
the Hamiltonian in the kinetic energy term, the partition function can be simplified by
(analytically) performing the momenta integrals. This integration leads to [14]
QN =
ZN
N !Λ3N
=
1
N !Λ3N
∫
exp(−β(Φ(rN ) + Vˆ (rN ))) dr, (2.10)
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where Λ =
√
βh2/2mpi is the thermal de-Broglie wavelength [14]. When working with a
particular ensemble it is often useful to define a particular free energy, the energy of the
system which is available to perform work [25]. For example, when stretching a spring
not all of the energy expended is stored as a restoring potential, some is lost through
friction, etc, the increase in the free energy of stretching the spring is that energy which
is then available to restore the spring. Since N and V are fixed in the canonical ensemble
then the first law of thermodynamics, Eq. (2.5), can rearranged to give
dU − TdS = dF = 0, (2.11)
where the Helmholtz free energy has been defined
F = U − TS, (2.12)
and is the appropriate free energy to work with in the canonical ensemble. Note that
dF = 0 in Eq. (2.11) because Eq. (2.5) was made under the assumption that the system
should be at equilibrium. The second law of thermodynamics states that
dS ≥ 0, (2.13)
i.e. globally, entropy increases over time. From the second law it follows that for canonical
ensemble system out of equilibrium, dF ≤ 0. To restate this: the Helmholtz free energy
of a system decreases as it approaches equilibrium and is at a minimum when equilibrium
is reached. This important result underpins much of the work presented here and it is
this necessity to evolve towards a state of least free energy that drives the behaviour of
liquid droplets discussed in the previous chapter and illustrated in Fig. 1.1.
The importance of the partition function is the link it provides between the micro-
scopic properties of the system to the macroscopic thermodynamic quantities. If the
partition function is known, then all macroscopic variables can be calculated [25]. In
particular, in the canonical ensemble the free energy is given
F = −kBT ln(QN ). (2.14)
The derivation of this link is as follows [21]: Revisiting Eq. (2.4), the internal energy is
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given
U = 〈H〉 = 1
h3NN !QN
∫∫
HN exp(−βHN ) dr dp,
= − 1
QN
∂
∂β
1
h3NN !
∫∫
exp(−βHN ) dr dp,
= − 1
QN
∂QN
∂β
= − ∂
∂β
ln(Qn),
= kBT
2 ∂
∂T
ln(QN ). (2.15)
The entropy can be found as a derivative of the Helmholtz free energy
S = −
(
∂F
∂T
)
V,N
, (2.16)
which, when inserted into Eq. (2.12), gives the differential equation
F − T ∂F
∂T
= U. (2.17)
Using the result found in Eq. (2.15) this differential equation has the solution
F = −kBT ln(QN ), (2.18)
where a term linear in T is set to zero to satisfy the demand that entropy is zero at
T = 0.
2.1.2 A Functional of the Grand Free Energy
Suppose now that the condition of a fixed number of particles in the canonical ensemble
is relaxed and particles are free to enter and leave the system. The number of particles
in the system is now dependent on the chemical potential which is determined by the
coupling of the system to a large external reservoir of particles. The condition of fixed
µ, V and T defines the grand canonical ensemble. The grand canonical ensemble could
be visualised as a small subsystem of the canonical ensemble, where everything outside
of this sub-system now makes up a reservoir. This reservoir is sufficiently large that it
fixes the chemical potential and the temperature of the subsystem. With the particle
number free to fluctuate, but with fixed volume, the first law can be expressed as
dU − TdS − µdN = dF − µdN = dΩ = 0, (2.19)
where the grand free energy is defined
Ω = F − µN. (2.20)
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The grand free energy, Ω, is the appropriate free energy to consider in the grand canonical
ensemble. It is a Legendre transform of the Helmholtz free energy and as equilibrium is
approached the grand free energy decreases and reaches a minimum at equilibrium, the
partition function of this ensemble is defined
Ξ =
∞∑
N=0
1
h3NN !
∫∫
exp−β(H− µN) dr dp. (2.21)
The classical trace is defined
Tr x =
∞∑
N=0
1
h3NN !
∫∫
x drdp, (2.22)
and so the grand canonical partition function can be expressed as Ξ = Tr exp(−β(H−
µN)). The partition function now not only integrates over all positions and momenta of
the particles but also sums over all the possible numbers of particles in the system. There
are close links between the canonical and grand canonical ensembles and the partition
functions can be related by
Ξ =
∞∑
N=0
eβµNQN . (2.23)
One should also expect that the partition function Ξ can be related to the grand free
energy in a similar fashion to Eq. (2.18), this indeed the case and the grand free energy
is given
Ω = −kBT ln(Ξ). (2.24)
This result can be found in several ways. One such way is to consider the grand canonical
ensemble as the system size increases and it approaches the thermodynamic limit. As
this limit is approached the fluctuations about the average particle number decrease to
zero [24] and so the grand partition function can be written
Ξ ≈ eβµ〈N〉Q〈N〉. (2.25)
Taking the logarithm of this partition function gives
−kBT ln(Ξ) = −kBT ln(Q〈N〉)− kBT ln(eβµ〈N〉) = F − µN = Ω, (2.26)
which links the grand partition function to the grand free energy. This is perhaps
the simplest way to arrive at this result but it can also be found without taking the
thermodynamic limit [25].
In order to calculate averages in this ensemble a probability density function is defined
f0(r
N ,pN ) =
exp(−β(H− µN))
Ξ
, (2.27)
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where f0 has been given the subscript to make explicit that it is an equilibrium prob-
ability density function. A probability density function is an equilibrium one if it does
not change in time and is a function of the Hamiltonian H, the probability density in
Eq. (2.8) also satisfies this criteria. The ensemble average of a quantity in the grand
canonical ensemble is then defined
〈x〉 = Tr xf0(rN ,pN ). (2.28)
The purpose of this present section is to establish the grand free energy as a functional
of the density profile and to this end the one body particle density is defined
ρ(r) = 〈ρˆ(r)〉, (2.29)
where ρˆ(r) =
N∑
i=1
δ(r− ri) is the density operator. The density operator is also used to
rewrite Eq. (2.3) as
Vˆ (rN ) =
∫
ρˆ(r)V (r) dr, (2.30)
where the form of V (r) remains to be specified. It is worth pointing out here that for
a fixed interatomic potential Φ(rN ), the particular choice of external field V (r) specifies
the Hamiltonian, Eq. (2.1), and therefore defines the probability density function. As
such, the probability density function, which is a function of the particle positions and
momenta, is also a functional of the external field.
The above is all that is required to find the grand free energy as a functional of the
density profile. First, with no particular justification for the particular form, the grand
free energy is defined as a functional of a probability density function
Ω[f ] = Tr [f(H− µN + kBT ln f)]. (2.31)
The probability density function f here, is not necessarily an equilibrium one, but does
satisfy the normalisation condition Tr f = 1. If the equilibrium probability density,
Eq. (2.27), is inserted into this functional then
Ω[f0] = −kbT ln(Ξ) = Ω, (2.32)
which verifies that this functional returns exactly the grand potential of the system for
the equilibrium probability density. One can then prove [22] that for any f such that
Tr f = 1,
Ω[f ] > Ω[f0] = Ω, (2.33)
i.e. that the grand free energy for a non-equilibrium state with distribution f has a higher
value of Ω[f ] than the equilibrium state. As the system evolves towards equilibrium Ω[f ]
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decreases towards to the equilibrium value, Ω, which is the minimum. Secondly, it can
also be proved that the density profile ρ(r) is uniquely defined by the choice of external
field [22]. This equivalently shows that a particular choice of ρ(r) fixes an external
field V (r) which in turn defines the equilibrium probability density function f0. It then
follows from Eq. (2.33) that
Ω[ρ(r)] > Ω[ρ0(r)] = Ω, (2.34)
where ρ0 is the equilibrium density profile. The results from Eqs. (2.31) to (2.34) form
the basis of DFT. They show that the grand free energy can be expressed as a functional
of the density profile and moreover, that the functional is minimised at equilibrium to
give exactly the grand free energy. The density profile which minimises this functional
is the unique equilibrium density profile.
From the definition of the grand potential functional in Eq. (2.31), expanding the
Hamiltonian into its separate parts, the grand free energy can be rewritten as
Ω[ρ(r)] = F [ρ(r)] +
∫
ρ(r) (V (r)− µ) dr, (2.35)
where
F [ρ(r)] = Tr [f(K + Φ + ln(f))], (2.36)
can be identified as an intrinsic Helmholtz free energy by comparison with Eq. (2.20),
which does not depend on the external field. Finally, the intrinsic Helmholtz free energy
can be further separated into an ‘ideal’ part and an ‘excess’ part which gives
Ω[ρ(r)] = Fid[ρ(r)] + Fex[ρ(r)] +
∫
ρ(r) (V (r)− µ) dr, (2.37)
where Fid[ρ(r)] =
∫
kBTρ(r)(ln(Λ
3ρ(r)) − 1) dr is the exact free energy for an ideal
gas. The thermal de-Broglie wavelength, Λ, can be determined for real fluids if desired
although it only appears as a scaling factor, as such it does not alter phase transitions
and other phenomena of interest and can safety be set to Λ = 1. All contributions from
the fluid-fluid particle interactions are contained within Fex and this functional must
almost always be approximated. It is only known exactly in a few special cases such as
for a one dimensional (1D) fluid of hard rod mixtures [26]. Finding a good approximation
for Fex is one of the main challenges associated with DFT.
Since, from Eq. (2.34), the equilibrium probability density is the one which minimises
the free energy functional then it must also satisfy the Euler-Lagrange equation
δΩ[ρ]
δρ(r)
= kBT ln(Λ
3ρ(r)) +
δFex
δρ
+ V (r)− µ = 0. (2.38)
The solution to this equation gives the equilibrium density profile. It is usually appro-
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priate to solve such an equation numerically and it is common practice to implement
a simple Picard iteration scheme to this end. Picard iteration proceeds by rearranging
Eq. (2.38) into a form where the density profile is given as an expression which itself
depends on the density profile like so
ρ(r) = Λ−3 exp
[
β
(
−δFex
δρ
− V (r) + µ
)]
. (2.39)
Successive iterations of the above, with a suitable initial approximation for ρ(r), lead to
the equilibrium density profile. There are many possible forms in which one may express
Eq. (2.39), one particularly useful form is
ρ(r) = ρb exp(c
(1)(r)− βV (r)− c∞), (2.40)
where c(1) = −βδFex/δρ is the one-body direct correlation function and ρb is the uniform
bulk fluid density. The constant c∞, which depends on the choice of µ and T , is the value
of the one-body direct correlation function in the bulk fluid. It is found by requiring
that as r → ∞ then V (r) → 0 and ρ(r) → ρb, to satisfy this, the term in the exponent
in Eq. (2.40) must be zero as r→∞. This is ensured by c∞ which is defined c(r)→ c∞
as r →∞. The exact form of Eq. (2.40) arises from separating the chemical potential in
Eq. (2.39) into ideal and excess parts, µ = µid + µex. Considering only an ideal gas, in
the bulk one finds that
µid = kBT ln(Λ
3ρb), (2.41)
and then inserting this into Eq. (2.39) leads to Eq. (2.40) where µex = −c∞. Obviously in
Eq. (2.40) the value of the bulk fluid density must be known, and the chemical potential
can be found from this. The reverse is true of Eq. (2.39). The algorithm for performing
this minimisation procedure is given in Chapter 3.
2.2 Approximations of the Free Energy
A great number of different approximations for the excess Helmholtz free energy Fex have
been developed, some having a fairly wide range of applicability and others being more
specialised, see Ref. [23] for a review of different approaches. The excess Helmholtz free
energy needs to account for the interactions taking place between the fluid particles. It is
usually a reasonable assumption in liquids to consider only pair interactions and neglect
all three-body and higher interactions. Numerous different models for pair interactions
have been proposed, perhaps the most simple is that of hard-spheres where the pair
interaction is defined
vhs(r) =
∞ for 0 < r ≤ σ0 for r > σ, (2.42)
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where σ is the diameter of a hard sphere. The hard sphere potential contains only a
repulsive term which models the impenetrability of the spheres, this is what makes the
spheres ‘hard’. Other than this the particles do not interact with each other. The hard
sphere potential is not a very realistic model for the interactions between atoms and
molecules as there is no attempt made to model the attractive forces between particles.
However, despite the potential not being too representative of the true physics of the
fluid, it remains a very useful model potential as will be discussed shortly. More realistic
model potentials exhibit a longer ranged attractive component as well as a short ranged
repulsion and include the square-well and Lennard-Jones 12-6 potentials. A very simple
approximation for the Helmholtz free energy is to make a gradient expansion in Fex
[22, 27, 28], which is applicable for fluids with short ranged interactions and only valid
for slowly varying density profiles. Another approximation is to make a functional Taylor
expansion about some reference density [22].
If one considers a fluid where the particles interact only via pair interactions, then
differentiating the grand free energy with respect to the pair potential v(r1, r2) leads to
δΩ
δv(r1, r2)
=
δFex
δv(r1, r2)
=
1
2
ρ(2)(r1, r2), (2.43)
where ρ(2)(r1, r2) is the two body density distribution. An expression for Fex can now be
found in principle by performing a functional integration of Eq. (2.43). This integration
must be performed using a “charging” parameter α [23]:
vα(r1, r2) = vr(r1, r2) + αvp(r1, r2). (2.44)
This separates v(r1, r2) into a reference potential vr and a perturbation vp where the ref-
erence potential is often the repulsive part of the pair interaction and the perturbation is
the attractive part. The parameter α acts to “turn on” the attraction, this charging goes
from α = 0, corresponding to purely repulsive interactions, to α = 1 which corresponds
to the full pair potential. Performing this integration gives
Fex[ρ(r)] = Fr[ρ(r)] +
1
2
∫ 1
0
∫∫
ρ(r1, r2; vα)v
(2)
p (r1, r2) dr1 dr2dα, (2.45)
where ρ(2)(r1, r2; vα) is the two body density distribution that depends on the “charged”
pair potential vα. The one body density profile ρ(r) must not change with α and so
an additional, fictitious, external potential, which changes with α, is required to enforce
this. This additional potential vanishes for α = 1 leaving only the true external potential.
The above result in Eq. (2.45) forms the basis of so-called “perturbation theories”
where some specification for ρ(r1, r2; vα) must be found. A simple approximation is to
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take ρ(2)(r1, r2; vα) = ρ(r1)ρ(r2), independent of the choice of α. This leads to
Fex[ρ(r)] = Fr[ρ(r)] +
1
2
∫∫
ρ(r1)ρ(r2)v(|r1 − r2|) dr1 dr2, (2.46)
where Fr is the free energy of the reference fluid. Hard-sphere systems make an ideal
candidate for that reference fluid and so it is important to be able to accurately model the
hard-sphere system in order to obtain reasonable results for the full system. The most
basic representation of hard-spheres is to make a local density approximation (LDA),
Fr[ρ] = Fhs[ρ] =
∫
fhs(ρ(r)) dr, (2.47)
where f is a purely local function of the density profile [29]. The next step beyond
a LDA is to introduce a weighted density approximation (WDA) whereby a weighted
(averaged) density is constructed from the true density profile
n(r) =
∫
ρ(r′)w(r− r′) dr′, (2.48)
which is then used to give the hard sphere free energy as a functional of a local function
of this weighted density
Fhs =
∫
f(n(r)) dr. (2.49)
An early example of a WDA [30] uses the weight function
w(r) =
3
4piσ3
Θ(σ − r), (2.50)
where Θ is the Heaviside step function. Many WDA models have been developed, but
perhaps the most successful is fundamental measure theory developed by Rosenfeld and
described in the next section. All WDA schemes also satisfy the contact density theorem
[31], which, for purely hard systems (where there is no attraction between fluid particles
or with an external boundary) is
βp = ρc, (2.51)
where ρc is the fluid density at the point of contact with an external boundary. This
sum rule relates the pressure of the fluid with the density at contact, it also provides a
useful consistency check when solving such problems.
2.3 Fundamental Measure Theory
Fundamental measure theory (FMT) provides a very good approximation for the func-
tional Fhs[ρ] for a hard sphere system [14, 32, 33, 34, 35]. This makes FMT ideal for
calculating the properties of the reference fluid for perturbation methods of the form
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of Eq. (2.46). FMT is a class of WDA first formulated by Rosenfeld [32] with various
subsequent adjustments made by others [33, 36, 37, 38]. Variations of FMT have even
gone so far as to address hard polyhedra as well as hard spheres [39]. Of primary focus
here is the ‘White Bear’ version of FMT for hard-spheres formulated by Roth et al. in
Ref. [33] and independently derived by Wu et al. in Ref. [40]. This updated version uses
a different equation of state to the original Rosenfeld derivation and is slightly more
accurate close to the contact region when compared with simulation data.
The main idea of FMT is similar to that of WDAs, that the excess Helmholtz free
energy can be expressed with weighted densities. Here though, the free energy is ex-
pressed as an integral over a function of a set of weighted densities, rather than just a
single weighted density, i.e.
Fex =
∫
Φ({nα}) dr, (2.52)
where the set of weighted densities {nα(r)} are found, as before, as convolutions between
the one-body density profile ρ(r) and a set of weight functions {wα(r)},
nα(r) =
∫
ρ(r′)wα(r− r′) dr′. (2.53)
The set of weight functions consists of four scalar weights and two vector weights defined
by
w3(r) = Θ(R− r),
w2(r) = δ(R− r),
w1(r) =
w2(r)
4piR
,
w0(r) =
w2(r)
4piR2
,
w2(r) =
r
r
Θ(R− r),
w1(r) =
w2(r)
4piR
,
(2.54)
where Θ is the Heaviside step function, δ is the Dirac delta function, R is the radius of
a hard sphere and r = |r|. Integrating over the w3, w2 and w1 gives the volume, surface
area and radius of a sphere. Depending upon the manner in which Φ is derived it can
take various forms, the White-Bear version is [33]
Φ({nα}) = −n0 ln(1−n3) + n1n2 − n1 · n2
1− n3 + (n
3
2− 3n2n2 ·n2)
n3 + (1− n3)2 ln(1− n3)
36pin23(1− n3)2
.
(2.55)
For a uniform bulk fluid this gives the Carnahan-Starling equation of state [14].
In order to solve the Euler-Lagrange equation, Eq. (2.38), the one body direct corre-
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lation function must be calculated. This is found to be
c(1)(r) = −
∑
α
(∫
δΦ
δnα
(r′)wα(r′ − r) dr′
)
. (2.56)
Further details can be found in Ref. [34]. Note also the change in sign in the argument
of the weight function which affects the vector weights. If the system under study is
periodic, all of the required convolutions, both for the weighted densities and the one
body direct correlation function, can be performed in Fourier space which is very useful
for larger systems. Non-periodic systems can usually be made periodic; they must just
be large enough to avoid unwanted effects such as wrap around effects from structures
interacting with their own periodic image. When numerically solving Eq. (2.38), the
numerical routine will break down if n3(r) > 1 at any value of r at any iteration as
Eq. (2.55) becomes undefined. Simply iterating Eq. (2.40) can cause very large changes
in the density profile between each iteration, particularly when the density profile is far
from its equilibrium value. The size of these changes can be restricted and this in turn
prevents Eq. (2.55) becoming undefined. To restrict the step size, one first calculates the
updated density profile via Eq. (2.40). This updated profile is denoted ρup, then a small
proportion of this profile is mixed with the density profile from the previous iteration
step to find the new density profile:
ρnew = αρup + (1− α)ρprev, (2.57)
where α is the proportion of the trial density profile, ρup, that is mixed with the pre-
vious profile, ρprev. In Ref. [34], Roth also sets out a method by which the choice of
α is optimised at each step to be as large as possible using a rudimentary line search.
Following the Picard iteration scheme until it converges gives the equilibrium density
profiles shown in Fig. 2.1.
The density profiles in Fig. 2.1 are for a hard-sphere fluid against a hard planar wall.
Higher density fluids show a greater amount of structuring in the contact region close to
the wall. This structuring is caused by layers of particles stacking against the substrate.
The density at the point at which the fluid makes contact with the wall is the contact
density, on the figure this is at z = σ/2, and as previously discussed, this satisfies the
contact theorem [23, 31, 34]
ρ(z = σ/2) = βp. (2.58)
The present FMT model as described is not sufficient to describe the freezing of hard
spheres but with a suitable modification, where a tensor weight is added, this deficiency
can be corrected [38, 41, 42]. The focus of this thesis does not concern any crystalline
structure and so this tensor modification is not implemented here.
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Figure 2.1: Density profiles of a hard-sphere fluid against a hard planar wall for a range
of bulk fluid densities. The fluid is modelled using the continuum DFT model introduced
in this chapter. As the density is increased, more structure is seen in the profiles in the
region close to the wall. The density profiles then decay to their bulk values.
2.3.1 Reduced Dimensions
It is often the case that a system of interest has an external field that does not vary in all
three spatial dimensions. This is the case in Fig. 2.1, where the potential only depends
on the perpendicular distance of a fluid particle from the hard planar wall surface and
not on its position in either of the other two dimensions tangent to the wall. In such a
situation it is useful to take advantage of the symmetry of the equilibrium density profile
which always mirrors that of the external field [22, 43]. Thus, if
V (r) = V (x, y), (2.59)
say, then
ρ(r)→ ρ(x, y), (2.60)
at equilibrium. The computational effort required to find the equilibrium density pro-
file in such a situation is greatly reduced by analytically integrating over the invariant
dimensions in the convolutions. For example, as in Fig. 2.1, if the external field only
varies in one direction (usually taken to be the z direction) then ρ(x, y, z) = ρ(z), and
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the weighted density convolution becomes
nα =
∫∫∫
ρ(x′, y′, z′)wα(x− x′, y − y′, z − z′) dxdydz,
=
∫
ρ(z′)w1Dα (z − z′)dz,
(2.61)
where
w1Dα (z) =
∫∫
wα(x, y, z) dxdy. (2.62)
When reducing the model to an effective 1D version, the corresponding weight functions
are
w1D3 (z) = pi(R
2 − z2)Θ(R− |z|),
w1D2 (z) = 2piRΘ(R− |z|),
w1D2 (z) = 2pizez Θ(R− |z|),
(2.63)
where w1, w0 and w1 are related as in Eq. (2.54) and ez is the unit vector in the z
direction. The weight functions for an effective two dimensional (2D) model can similarly
be found:
w2D3 (r0) = 2
√
R2 − r20 Θ(R− r0),
w2D2 (r0) =
2R√
R2 − r20
Θ(R− r0),
w2D2 (r0) =
2r0√
R2 − r20
Θ(R− r0),
(2.64)
where r0 = (x, y) and r0 = |r0| is the length of this vector, as before, the remaining three
weight functions have the same relation as in Eq. (2.54). Note that both w2D2 (r0) and
w2D2 (r0) diverge as r0 → R. These singularities mean that it is difficult to represent the
weight functions numerically in real space. However, despite this, the Fourier transforms
of the weight functions remain well behaved and can be found analytically. The weight
functions only ever appear as part of the convolutions in Eqs. (2.53) and (2.56) which
means that, this problem is resolved if the convolutions are performed in Fourier space
via the convolution theorem. The Fourier transforms of the weight functions are then
used directly and the real-space functions never need to be represented numerically.
At this point, a fundamental measure DFT model has been set up and given in a
form of reduced dimensionality. Before proceeding to the next chapters some additional
ideas are discussed that have a bearing on the main content of this thesis.
2.4 Liquid-Gas Coexistence and Wetting
In the absence of any external field the equilibrium density profile of a fluid takes a
uniform value. This value is the bulk fluid density and must satisfy the Euler-Lagrange
equation, Eq. (2.38). If for a particular choice of temperature, pressure and chemical
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potential (T , P and µ), there exists two densities, ρ1 and ρ2, both of which satisfy the
condition
δΩ
δρ
∣∣∣∣
ρ=ρ1
=
δΩ
δρ
∣∣∣∣
ρ=ρ2
= 0, (2.65)
and also satisfy Ω[ρ1] = Ω[ρ2] then the two densities represent two distinct phases that
are said to coexist. The two states, with densities ρ1 and ρ2, have the same chemical
potential, pressure and temperature and, energetically, it is equally favourable to be at
either fluid density. Usually these two densities will correspond to a dense liquid phase
of the fluid and a sparse gas phase, denoted ρl and ρg respectively. The coexisting liquid
and gas densities over a range of temperatures are displayed in a phase diagram such as
that shown in Fig. 2.2 for a fluid where the free energy is approximated by Eq. (2.46).
The calculation of a phase diagram is demonstrated in Chapter 3. Two curves are shown
in Fig. 2.2, the binodal (red curve) displays the coexisting liquid and gas densities for
particular choices of temperatures where it is also assumed that µ = µc, the chemical
potential at liquid-gas coexistence. The spinodal (blue curve) is the locus where the
compressibility is predicted to go to zero and is also the point where in a dynamical
theory for the liquid, such as dynamical density funtional theory (DDFT), the fluid
becomes linearly unstable [54]. A uniform fluid at a state point inside this curve will
spontaneously separate into its liquid and gas phases. As the temperature is increased
the coexisting densities of the two phases come closer together until they merge at the
critical point, above which there is only one fluid phase.
The hard-sphere model described in §2.3 can not describe liquid-gas phase separation
since there is no attraction between particles. As discussed previously, it is possible to
construct a FMT functional that can model the crystal phase. In this case the model
can exhibit a fluid-crystal phase transition which leads to a different phase diagram.
The attraction between particles is necessary to describe liquid-gas phase separation
as there must be an energetic gain from having densely packed particles to offset the
energetic cost, governed by the chemical potential, of increasing the number of particles
in the system. One can then tune a system at a fixed temperature towards liquid-gas
coexistence by adjusting the chemical potential. For a given temperature there is one
value of the chemical potential that will allow coexisting liquid and gas.
In the bulk, a fluid at the point of liquid-gas coexistence is equally likely to be in
either phase as both have the same value of the grand free energy. In the presence of an
external field, i.e. at a surface, this is not the case and wetting phenomena can occur. In
a microscopic model, formulated in the grand canonical ensemble, such as DFT, particles
are free to enter and leave the system, governed by the chemical potential. Consider the
implications of this for a liquid droplet on a substrate, at coexistence with its vapour.
If the contact angle of the droplet is θ > 0◦ (see Fig. 1.1), then from Young’s equation,
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Figure 2.2: The binodal curve (solid red) for the model fluid described in Chapter 4.
The curve shows the two coexisting fluid densities for various temperatures. Above the
critical temperature Tc phase separation no longer occurs. The spinodal curve (blue
dashed) shows the point of linear instability of the fluid. The black arrows show the
density increasing on approaching liquid-gas coexistence as the chemical potential is
increased.
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Eq. (1.1), the surface tensions are related
γwg < γwl + γlg. (2.66)
Fluid particles will leave the system to eliminate the liquid phase, thereby eliminating
the wall-liquid and liquid-gas interfaces and replacing them with the single wall-gas
interface. As such it is not possible for a droplet to be an equilibrium structure in the
grand canonical ensemble, since the single wall-gas interface is always more energetically
favourable, i.e. the droplet evaporates.
Consider case (c) of Fig. 1.1, where θ = 0◦ and the ‘droplet’ is really a liquid film.
In this case the substrate must be attractive and so, in a grand canonical system, more
particles enter the system to lower the free energy and so the liquid film grows until
the entire domain is filled with liquid. Therefore, at a planar substrate when µ < µc,
the value at coexistence, there are only two possible equilibrium structures in the grand
canonical ensemble: either the low density gas fills the system, or the higher density liquid
does. This could also be inferred from noting that the liquid-gas interface always has an
energetic cost associated with it. The two possible equilibrium structures both exclude
this interface. Wetting is identified as the liquid filling the system and non-wetting when
the gas fills the system. Note that in Chapter 1 a ‘partially wetting’ case was discussed,
microscopically, this is subsumed into the non-wetting class. The phenomena described
here rely on the fluid being at a point of liquid-gas coexistence, µ = µc. If instead, the
chemical potential is lower than its coexistence value, then the bulk phase far from the
wall is the gas phase regardless of the substrate. Similarly, for µ > µc the liquid phase
always forms far from the wall. However, for a wall that is say, wet at µ = µc, when
µ < µc one can find a thick but finite film of the liquid on the wall. As µ → µc, the
thickness of this film then diverges.
This description of wetting holds for planar substrates. On a curved substrate, the
curvature of the interfaces can restrict the size of the liquid film [44, 45]. A liquid film of
a finite thickness then forms instead of the infinitely thick film that forms for a planar
interface. To find an equilibrium state consisting of a droplet resting on a substrate one
must treat the system in the canonical ensemble with a fixed number of particles. It is
demonstrated in later chapters that it is possible to describe such a droplet structure
with DFT by constraining the average density of the system. The droplet is then a
constrained equilibrium structure.
The excess fluid density at an interface, known as the adsorption, is calculated as
Γ =
1
A
∫
(ρ(r)− ρb) dr, (2.67)
where A is the area of the surface. This gives a convenient measure of wetting for
microscopic systems. At equilibrium, if Γ is small and finite then the fluid is non-wetting.
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If Γ→∞ then the fluid wets the interface. The wetting phase transition can be observed
(or not) by adjusting certain parameters and observing the change in the adsorption.
Consider a fluid at a fixed temperature T where µ < µc in contact with a substrate.
The adsorption at the substrate-fluid interface is small and finite. On increasing µ
towards µc the adsorption increases because the liquid film adsorbed at the wall grows
in thickness. When the chemical potential reaches the point of coexistence the adsorption
either diverges towards infinity or remains small and finite, as shown in Fig. 2.3. If the
adsorption diverges then this corresponds to the formation of a macroscopically thick
liquid film and the fluid ‘wets’ the substrate [4]. Choosing T and µ defines a particular
state point on the phase diagram, Fig. 2.2. For a fixed T , µ → µ−c corresponds to
approaching the binodal in a direction perpendicular to the y axis, as marked on the
phase diagram by the black arrows. In two of the adsorption isotherms shown in Fig. 2.3 a
discontinuous jump to a higher density is observed. This occurs as a result of crossing the
pre-wetting line and is discussed further in Chapter 3. For sufficiently high temperatures
the pre-wetting line is no longer crossed on the approach to liquid-gas coexistence and
no discontinuous jump occurs, this is the case for the fourth (pink) adsorption isotherm
in Fig. 2.3. The location of pre-wetting line, and indeed any other wetting phenomena, is
not purely a property of the fluid itself, it also depends on the properties of the interface
that the fluid is in contact with. The location of the pre-wetting line is not displayed on
the bulk fluid phase diagram of Fig. 2.2 as this displays properties that depend only on
the fluid itself.
2.5 Surface Tension
The surface tension of an interface is the free energy per unit area cost of that interface.
Density functional theory models can be used to calculate the surface tension. The
exact method will be described with reference to the DFT model previously discussed.
Consider an effective 1D DFT where the excess free energy is of the form of Eq. (2.46) and
the reference system is a hard-sphere fluid. This calculation is simpler in one dimension
but is equally applicable in higher dimensions. The surface tension of the liquid-gas
interface must be calculated at the point of liquid-gas coexistence, for a system not at
coexistence there is only one fluid phase and the liquid-gas interface does not exist. For
the bulk system, the free energy can be calculated as
Ωb = −pV, (2.68)
where p is the pressure and the volume, V , is just the length of the system in the
effective 1D model. The surface tension can be calculated from an equilibrium density
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Figure 2.3: Adsorption isotherms as the chemical potential is varied towards the coexis-
tence value. As ∆µ = (µ− µc)→ 0 the adsorption either diverges and becomes infinite
if the fluid wets the interface or remains small and finite if it does not. Results for
various values of the wall attraction strength parameter w are displayed. This result is
calculated using the model fluid introduced in Chapter 4.
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profile sought from the initial condition
ρ(z) =
ρl if L/4 < z < 3L/4ρg otherwise, (2.69)
where L is the length of the 1D system. The equilibrium density profile is the gas phase
separated from the liquid phase by two interfaces as shown in Fig. 2.4. The system
must be large enough that the bulk liquid and gas densities are attained and the two
interfaces are well separated. Recall also that the equilibrium solution is calculated with
periodic boundary conditions to employ the convolution theorem which necessitates two
interfaces. The liquid-gas surface tension is calculated from
γlg =
Ω− Ωb
2
, (2.70)
where Ω is the grand free energy of the density profile given in Fig. 2.4. Since both
the liquid and gas density have the same free energy per unit volume then the only
contribution to the free energy of the system, beyond that of the bulk energy, is that
from the two interfaces, i.e. the surface tension. The division by 2 in Eq. (2.70) is to
account for the presence of two interfaces. In this 1D system the interface has unit
area, in higher dimensions the excess free energy of the system would also need to be
divided by the area of the interface to find the surface tension. The ‘equilibrium’ solution
presented in Fig. 2.4 is not the true equilibrium solution (it is not a global minimum of
the free energy), this is just a meta-stable equilibrium point at which the minimisation
routine stalls. The true equilibrium solution is simply the bulk fluid.
A wall fluid interface is calculated in a similar manner. The equilibrium density
profile is found from an initial condition of the bulk fluid against the wall. The wall-
fluid surface tension is found as the excess free energy. In this instance there is only a
single interface so there is no need to divide the result by two, as in Eq. (2.70). Both the
wall-liquid, γwl, and the wall-gas, γwg, surface tensions are found in this manner, only
one of these results will be a true equilibrium, the other will be a local minimum of the
free energy depending on if the fluid wets the wall or not.
2.6 The Binding Potential
The binding potential, g(h), was introduced in Chapter 1 and asymptotic forms (e.g.
Eq. (1.4)) were presented for it. Further details of its properties are now given. A fluid,
at the point of liquid-gas coexistence with a fixed average density will phase separate
into its two distinct phases and, in the absence of gravity, one phase will form a sphere
surrounded by the other phase. This is the equilibrium configuration for the fluid. Since
the free energy per unit volume of the gas phase is equal to that of the liquid phase,
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Figure 2.4: The equilibrium density profile used to calculate the surface tension from the
model fluid described in Chapter 4. Two interfaces are necessary due to the periodicity of
the system, the surface tension is half the excess (above bulk) free energy of the system.
the free energy of the entire system is simply be the bulk free energy of the system for
that volume plus an additional contribution from the surface tension of the liquid-gas
interface, i.e.
Ω = V ωb +Aγlg, (2.71)
where ωb is bulk free energy per unit volume of the fluid and the volume and interfacial
area are given by V and A respectively. It is assumed here that the contribution to Ω
in the above due to the curvature of the liquid-gas interface is negligible. Curvature
introduces a correction of O(σ/R) to Eq. (2.71) where R is the radius of curvature. The
situation becomes more complex in the presence of a planar wall where the liquid forms
a film of thickness h on the wall as depicted schematically in Fig. 2.5. Before describing
the free energy of this system it is useful to relate the thickness, h, of the liquid film to
the adsorption of the system
Γ ≈ h(ρl − ρg). (2.72)
The adsorption is a much more appropriate measure of the thickness of the film at
microscopic length scales. In particular, this is because for very weakly attractive or
repulsive walls, the contact density of the fluid could be less than the bulk value which
would give a negative adsorption. A negative film height does not make conceptual sense
but would clearly be required to describe such a situation. Secondly, a film height is
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Figure 2.5: A schematic of the system from which the binding potential is calculated. A
liquid film separates a semi-finite slab of gas from a solid planar wall.
harder to define microscopically as the interfaces are diffuse so some specification must
be made on what exactly a film height is; where does the liquid film end and the gas
begin?
Using the adsorption as the measure of film thickness the grand free energy of this
system can now be given as
Ω(Γ) = V ωb +A(γwl + γlg + g(Γ)). (2.73)
The binding potential g(Γ) can then be identified as the excess energetic contribution
to the grand free energy beyond that of the surface tensions and, since everything else
in the system is accounted for, it must describe an effective interaction between the two
interfaces.
A selection of binding potentials are displayed in Fig. 2.6. These binding potentials
are calculated using the method presented below in Chapter 4 for a model Lennard-Jones
(LJ) fluid at a planar wall with varying attractive strength. The parameter f denotes
the attractive strength of the wall. For the most attractive case of f = 1.4 the binding
potential has a single energetic minimum occurring as Γ→∞, the adsorption becoming
infinite at equilibrium is precisely the definition of wetting. As f decreases a second
minimum appears at a low value of the adsorption. This represents a meta-stable non-
wetting state but the true equilibrium is still a thick wetting film. Eventually, as f is
further decreased, this local minimum at low adsorption becomes the global minimum.
This first happens in the figure for f = 1.0. The equilibrium state of the system is
now corresponding to a small value of the adsorption, it is non-wetting. The contact
angle that a liquid droplet makes with a substrate can also be found from the binding
potential:
θ = cos−1
(
1 +
g(h0)
γlg
)
, (2.74)
where h0 is the equilibrium film thickness. Note also in Fig. 2.6 that there is an energetic
barrier separating one state from the other. When seeking equilibrium solutions to the
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grand free energy it is important to bear this in mind when selecting an initial condition
as the solution could become stuck at what is only a local minimum of the free energy.
If the system is not at coexistence then an additional term of AΓ(µc − µ) needs to
be added to Eq. (2.73) to account for the energetic cost of forming a liquid instead of
a gas. For µ < µc this additional term causes the tail of the binding potential to rise
and then Γ → ∞ ceases to be a minimum of the free energy as shown in Fig. 2.7. Two
different finite adsorptions can then be minima of the free energy and, for a particular
choice of µ these could both be the global energetic minimum. Note that in Fig. 2.7, for
∆µ 6= 0 the minimum of the free energy is found at a small finite adsorption. When
the chemical potential reaches its coexistence value (∆µ = 0), the global minimum now
occurs at an infinite adsorption. There exists a value of µ as ∆µ → 0 where the global
minimum of the free energy shifts to a higher value of the adsorption (this higher value
of the adsorption tends to infinity as coexistence is approached). This particular point
corresponds to the crossing of the pre-wetting line discussed in §2.4. Choosing a chemical
potential off coexistence will constrain a particular average density and gives one method
by which the particle number may be constrained in a system. A different constraint,
not requiring a global change in the chemical potential will be introduced in Chapter 3
which will be required when calculated a binding potential. Chapters 3 and 4 now set
up a DFT for the purpose of demonstrating a method by which the binding potential
may be calculated from a microscopic viewpoint which can then be used in larger scale
models.
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Figure 2.6: Binding potentials for the model fluid described in Chapter 4 against sub-
strates of varying attractive strength, f . Wetting behaviour is determined from the
binding potentials. Low adsorption global minima indicate non-wetting fluids while
global energetic minima occurring as Γ→∞ indicate a wetting fluid.
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Figure 2.7: The excess free energy calculated for the discrete model described in Chap-
ter 3, parametrised by β = 0.9 and βw = 0.74. As the chemical potential moves away
from the value at liquid-gas coexistence the free energy of the thick liquid film increases.
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Chapter 3
A Discrete DFT Model
This chapter, based on the work published in Refs. [18] and [19], introduces a discrete
DFT, the lattice-gas (LG) model, and it is used to demonstrate the calculation of binding
potentials. This simple DFT model provides a rather crude description of a fluid but
despite this it is still able to display much of the physics one would expect to see in
the full system. Even though there are some aspects of the model that are not as
accurate as would be desired this is offset by the ease and speed by which results can be
calculated. Due to the simplicity of this model, one can very quickly develop intuition
and understanding about the real system. In addition to this, it is also possible to tackle
more complex systems [46] that would be difficult to tackle with more accurate, but
computationally expensive, continuum models. One final advantage is that, since this is
a discrete model, all of the integrals that occur in the continuum model now appear as
summations which can be calculated much faster. Much larger systems can be handled
as a result of this extra computational efficiency. In this chapter the LG model is derived
and then used to demonstrate some basic properties of the model. The derivation can
be compared with that of a general continuum DFT model from Chapter 2. A method
is then described where the average adsorption can be constrained and this is then used
to calculate droplet density profiles and binding potentials. Some shortcomings with the
model are also discussed which necessitates the application of the continuum model that
is used in the next chapter.
3.1 The Lattice Gas Model
The space of a 3D system consisting of N identical, hard spherical particles is covered
by a discrete cubic lattice. The fluid particles are then constrained to each sit entirely
within a single lattice site, as shown schematically in Fig. 3.1. Each lattice site is a cube
with a side length equal to the diameter of a fluid particle σ. As such only a single
fluid particle can occupy a lattice site at a given time and the entire space is filled by
M = Mx ×My ×Mz lattice sites where Mx, My and Mz are the number of lattice sites
33
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Figure 3.1: A simple continuum fluid (a) is modelled by discretising space over a lattice
(b), each lattice site can be occupied by only one particle and the particles are constrained
to sit wholly within one lattice site.
in the x, y and z directions respectively. Any configuration of the N particles can then
be described by the set of occupation numbers {ni} = {n1, n2, . . . , nM} which specify if
a site is occupied by a fluid particle (ni = 1) or empty (ni = 0).
As discussed in Chapter 2, the kinetic energy contribution to the Hamiltonian can be
integrated out, it is only the potential energy of the fluid, i.e. that arising from the fluid-
fluid particle interactions and the interaction of the fluid particles with an external field,
which determines the macroscopic behaviour of the fluid. Fluids consisting of particles
with a different mass or kinetic energy say, would have different total energies but the
appearance of any phase transitions or other phenomena would not be affected. It is
only the positions of the particles that determine potential energy contribution which
on the lattice is defined as
Φ({ni}) =
M∑
i=1
niVi − 1
2
∑
ij
ijninj, (3.1)
where the first term is due to the external field arising from confining walls say, and the
second term is the contribution from interactions between particles within the fluid. It
has been assumed here that three-body and higher interactions between fluid particles
can be neglected. The factor of a half included is to avoid double counting of the
pair interactions. The summation notation used in the first term of Eq. (3.1) refers to
a 3D sum over all of the lattice sites in the system, the indicies i = (ix, iy, iz) and
j = (jx, jy, jz) denote 3D coordinates. The notation for the second summation denotes
a double sum over all possible pairs of lattice sites. This shorthand notation is used
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frequently throughout this chapter, written out fully this is
∑
ij
ijninj =
M∑
i=1
M∑
j=1
j6=i
ijninj. (3.2)
The strength of a pair interaction between two particles at i and j is determined by the
parameter ij which is fully defined later.
In analogy with Eq. (2.8) the probability of the particles being in a particular con-
figuration is
P ({ni}) = e
−βΦ({ni})
Z
, (3.3)
where the partition function is defined as
Z =
∑
all states
e−βΦstate , (3.4)
where Φstate is a shorthand for the potential energy of a particular state, a state here
simply refers to a particular configuration of particles.
The LG model is a discrete, rather than a continuous, DFT and as such the grand
potential turns out to be a function of the set of lattice densities {ρi} and not a functional.
Such a function can be derived in the following rather intuitive manner. A more rigorous
derivation follows. The Helmholtz free energy is calculated from the partition function
as
F = −kBT lnZ, (3.5)
but for a fluid defined by the Hamiltonian Eq. (3.1) this partition function is very diffi-
cult to evaluate. Making certain assumptions to simplify this Hamiltonian allows some
progress to be made. Consider a totally non-interacting system, i.e. Vi = 0 and ij = 0
for all i and j. Every configuration of particles is now equally likely and so the partition
function is just the total number of possible configurations for the system of M cells and
N particles i.e.
Z =
M !
N !(M −N)! . (3.6)
Using this definition, along with Stirling’s approximation that ln(N !) ≈ N lnN −N , in
Eq. (3.5) gives
F = −kBT [M lnM −N lnN − (M −N) ln(M −N)], (3.7)
since Stirling’s approximation is applied it is necessary that both M and N are large.
The ultimate goal is to end up with a function of the density profile, with that in mind,
using the definition of the bulk number density (ρ = N/M), the free energy function is
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rewritten as
F = MkBT [ρ ln ρ+ (1− ρ) ln(1− ρ)]. (3.8)
This now leads to an expression for the free energy in terms of the fluid density, for a
non-interacting system. The system has been made non-interacting by turning off the
attractive fluid-fluid interactions and removing the external field. There remains a hard-
sphere like interaction arising from the stipulation that only one particle can occupy a
lattice site at one time. If this condition is relaxed then Eq. (3.6) no longer holds and
so the final form of Eq. (3.8) must be different. The hard-core interaction can be seen in
the ln(1−ρ) term of Eq. (3.8): if ρ > 1 then the system is over-occupied and this term is
undefined. If this is now considered a reference state then additional interactions, such
as attraction between pairs of particles, can be added to this function to arrive at the
version of the model which is ultimately used here. The system is then no longer at a
uniform density and so the bulk number density ρ is replaced with the set of local lattice
densities {ρi} and the multiplication by M is replaced by a sum over all lattice sites.
This is essentially the same procedure that was described by Eq. (2.46) in the previous
chapter. A more rigorous derivation now follows in the grand canonical ensemble, after
which it is worth looking back here to see the two derivations arriving at a similar point.
3.1.1 A Derivation via the Gibbs-Bogoliubov Inequality
This derivation tackles the problem of evaluating Eq. (3.1) by expressing the true lattice
free energy as a perturbation about a simpler free energy. The Gibbs-Bogoliubov in-
equality is then applied to express this perturbation about the reference fluid as an upper
bound on the true free energy which is then minimised to obtain a ‘best’ approximation
of the full lattice fluid free energy.
Similarly to Eq. (3.3), the probability of a grand canonical system being in a partic-
ular state is
P ({ni}) = e
−β(Φ−µN)
Ξ
, (3.9)
where the number of particles in the system is found as
N =
M∑
i=1
ni. (3.10)
The grand canonical partition function is defined as
Ξ = Tr e−β(Φ−µN), (3.11)
where the trace operator is
Tr x =
∑
all states
x =
1∑
n1=0
1∑
n2=0
· · ·
1∑
nM=0
x. (3.12)
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The grand free energy is then given by
Ω = −kBT ln Ξ, (3.13)
and equating this with Eq. (3.11) gives
e−βΩ = Tr e−β(Φ−µN). (3.14)
This can be further manipulated by considering the energy for a particular state, Φ, as
a perturbation to some reference state:
Φ = Φ− Φ0 + Φ0 = Φ0 + ∆Φ. (3.15)
The currently undefined reference state here is not just the non-interacting state de-
scribed in the previous section but is chosen to be a function of a set of variational
parameters {φi}. Separating the fluid into a perturbation about a reference system
allows Eq. (3.14) to be expressed as
e−βΩ = Tr e−β(Φ0−µN)e−β∆Φ, (3.16)
which is precisely the definition of the statistical average of the perturbation ∆Φ in the
ensemble of particles interacting via a reference potential energy Φ0. The statistical
average of a quantity x in the reference system is expressed as
〈x〉0 = Tr
(
x
e−β(Φ0−µN)
Ξ0
)
, (3.17)
and so Eq. (3.16) can be rewritten as
e−βΩ = e−βΩ0〈e−β∆Φ〉0, (3.18)
where exp(−βΩ0) = Ξ0. Due to the fact that exp(−x) is a convex function of x, the
relation holds that 〈exp(−x)〉 ≥ exp(−〈x〉) and so
e−βΩ ≥ e−βΩ0e−β〈∆Φ〉0 . (3.19)
The Gibbs-Bogoliubov inequality is then found by taking the logarithm of both sides:
Ω ≤ Ω0 + 〈∆Φ〉0. (3.20)
The Gibbs-Bogoliubov inequality gives an upper bound to the true grand free energy,
Ω, where this bound depends only on the reference system. The non-local terms in
Eq. (3.1) mean that it is very difficult to calculate the grand free energy of the full system.
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By applying Eq. (3.20) this grand free energy can be approximated by an expression
depending only on the reference system. The importance of this is that the reference
system can be specified by a set of local variational parameters such that the grand
free energy can be found. Since this perturbation about a reference system is an upper
bound to the true grand free energy, minimising it gives a ‘best’ approximation to Ω.
The reference energy is specified as
Φ0 =
M∑
i=1
(Vi + φi)ni, (3.21)
where Vi is the external field and {φi} is the set of (as yet undetermined) mean field
parameters which incorporate the effect of particle interactions. It is these parameters
which are varied in order to perform the minimisation discussed above. The aim is to
derive a discrete DFT model and as such the grand free energy should appear as a func-
tion of the set of lattice densities, {ρi}, which can be varied instead of the set {φi} to
minimise the grand free energy. The density at a particular cell ρi is the statistical aver-
age of the occupation number of that cell, in the reference system, defined by Eq. (3.21),
this is
ρi = 〈ni〉0 =Tr
(
e−β(Φ0−µN)
Ξ0
ni
)
,
=
1
Ξ0
[
1∑
n1=0
e−β(V1+φ1−µ)n1
]
. . .
 1∑
ni=0
nie
−β(Vi+φi−µ)ni
 . . .[ 1∑
nM=0
e−β(VM+φM−µ)nM
]
,
=
[∑1
n1=0
e−β(V1+φ1−µ)n1∑1
n1=0
e−β(V1+φ1−µ)n1
]
. . .
[∑1
ni=0
nie
−β(Vi+φi−µ)ni∑1
ni=0
e−β(Vi+φi−µ)ni
]
. . .
[∑1
nM=0
e−β(VM+φM−µ)nM∑1
nM=0
e−β(VM+φM−µ)nM
]
,
=
∑1
ni=0
nie
−β(Vi+φi−µ)ni∑1
ni=0
e−β(Vi+φi−µ)ni
=
e−β(Vi+φi−µ)
1 + e−β(Vi+φi−µ)
. (3.22)
Note that the above manipulation is only possible due to the local nature of the varia-
tional parameters {φi} and that a particular choice of φi uniquely determines the density
at that point. Also shown in Eq. (3.22) is the grand partition function of the reference
state
Ξ0 = Tr exp
(
−β
M∑
i=1
(Vi + φi − µ)ni
)
, (3.23)
which can then be used with Eq. (3.13) to give the grand free energy of the reference
state
Ω0 = −kBT
M∑
i=1
ln[1 + e−β(Vi+φi−µ)]. (3.24)
This grand free energy function can then be recast in terms of the lattice densities by
inserting the result of Eq. (3.22), rearranged to 1− ρi = (1 + e−β(Vi+φi−µ))−1, which now
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gives the grand free energy as
Ω0 = kBT
M∑
i=1
ln(1− ρi). (3.25)
The next steps of the derivation can in part be motivated by a view to rewrite the above
in a form akin to that of Eq. (3.8). More importantly though, Eq. (3.25) only depends
on the external field, Vi, and the variational parameters, φi, implicitly through ρi, this
dependance is made explicit. Firstly, Eq. (3.25) is rewritten as
Ω0 = kBT
M∑
i=1
[(1 + ρi − ρi) ln(1− ρi)] . (3.26)
Taking the logarithm of the result in Eq. (3.22) gives ln(1− ρi) = ln(ρi) + β(Vi +φi−µ)
which is then used to write Eq. (3.26) as
Ω0 = kBT
M∑
i=1
[ρi ln ρi + (1− ρi) ln(1− ρi) + β(Vi + φi − µ)] , (3.27)
which now has an explicit dependence on Vi and φi. Note that for a system in which
Vi = φi = 0, Eq. (3.27) reduces down to the form initially proposed in Eq. (3.8) since in
the absence of an external field ρi = ρ ∀i and recalling that Ω = F − µN .
The perturbation to the reference state is defined from Eqs. (3.1) and (3.21):
∆Φ = −1
2
∑
ij
ijninj −
M∑
i=1
φini. (3.28)
The statistical average of this quantity is required and this is found to be
〈∆Φ〉0 = −1
2
∑
ij
ijρiρj −
M∑
i=1
φiρi, (3.29)
since ρi = 〈ni〉0 and 〈ninj〉0 = 〈ni〉0〈nj〉0 due to the fact that reference system is non-
interacting and so the trace can be separated into individual terms in ni following the
procedure in Eq. (3.22). Finally, inserting Eqs. (3.27) and (3.29) into Eq. (3.20), gives
the upper bound of the true grand free energy:
Ω ≤ Ωˆ = Ω0 + 〈∆Φ〉0,
= kBT
M∑
i=1
[ρi ln ρi + (1− ρi) ln(1− ρi)]− 1
2
∑
ij
ijρiρj +
M∑
i=1
(Vi − µ)ρi. (3.30)
This is now a discrete, mean field DFT, depending implicitly on {φi}, where since the
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variational parameters uniquely determine the density profile {ρi} (Eq. (3.22)), finding
the set {ρi} which minimises Eq. (3.30) is equivalent to choosing the set {φi} which
minimises the function. Minimising this function gives a best approximation for the
true lattice free energy Ω = −kBT ln Ξ where Ξ is the partition function of the full
system defined by Eq. (3.1). For the sake of brevity, throughout the remainder of this
chapter the grand free energy in the reference system Ωˆ is referred to simply as the
grand free energy and is denoted Ω. It should be remembered that this remains only an
approximation to the true lattice free energy.
3.1.2 Defining the Potentials
By specifying the Hamiltonian in Eq. (3.1), all particle interactions above two body (pair)
interactions were neglected. The pair interactions are now fully defined as
ij =

|i− j|6 , (3.31)
which is inspired by the attractive component of the popular Lennard-Jones 12-6 poten-
tial and models the attractive dispersion interactions between simple fluids such as Argon
[14]. Because of the specification that a lattice site may only be occupied by one particle
a hard-core repulsion enters into the grand free energy function in the ln(1 − ρi) term.
The lattice fluid itself is now fully defined and could be used to study fluid behaviour in
a wide range of confining geometries. In order to calculate the binding potential, only
the most simple boundary, that of a semi-infinite, planar wall is required, as shown in
Fig. 2.5. The external field arising from such a confinement is
Vi =
−w/z3 for z > 0,0 for z ≤ 0, (3.32)
where w governs the strength of the interaction and z is the perpendicular distance from
the wall of the particle at i. The interaction of a fluid particle with a single particle in
the wall is governed by a similar interaction to that of Eq. (3.31), it is the net interaction
of the fluid particle with all of the particles in the wall that brings about the form of
Eq. (3.32). Note that for this external field only the dimension that is perpendicular to
the wall is important and so a reduction of the effective dimensionality of the model can
be undertaken.
Neglecting particle interactions beyond pairs of particles greatly reduces the com-
putational effort required to evaluate the partition function and equivalently the grand
free energy function. However, even with only pair interactions it is still very compu-
tationally expensive, requiring roughly M2/2 evaluations. Since the strength of pair
interactions decays fairly quickly (∼ r−6) it seems reasonable to only consider pairs of
particles within a certain truncated interaction range Lσ. Later, in §3.4.3, the effect of
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Figure 3.2: An illustration of reducing the dimensionality of the pair interaction terms.
Here a reduction is made from a 2D system to an effective 1D one. The 1D interactions
are weighted so that the two models coincide and a ‘self’ interaction arises to account
for interactions with the fictitious particles the same horizontal distance from the wall
as the reference particle.
making this truncation is investigated and it is shown that some care still needs to be
taken to ensure that important physical behaviour is not lost.
3.1.3 The Model in Lower Dimensions
Since the LG model is a DFT, formulated in the grand canonical ensemble, the equilib-
rium density profile matches the symmetry of the external field. The only external field
considered here is that of a planar wall and so, as with the FMT model in §2.3.1, the
effective dimensionality of the model can be reduced. In this discrete case the particle
interactions are summed over any invariant dimensions to give weights for the interac-
tions in the reduced dimension. This is demonstrated in Fig. 3.2 which shows how a 2D
system is reduced down to an effective 1D system. Reducing the dimensionality in such
a way ensures that results calculated in the full 3D model exactly coincide with those
results from an effective 2D or 1D model in the same confining geometry.
Even though throughout this chapter the external field is always a planar wall, where
the equilibrium density profile varies in only one dimension, it is still useful to have the
2D reduction of the model. It is shown at a later point how, by fixing the average
density in the system, liquid droplet profiles can be found in the effective 2D system.
These droplets correspond to ridges in the full 3D system. The 2D interaction weights,
truncated to a range of Lσ, are given by
ij =


(i′2 + j′2)−3 + 2k′≤
√
L2−i′2−j′2∑
k′=1
(i′2 + j′2 + k′2)−3
 for |i− j| ≤ L
0 otherwise.
(3.33)
In the above, i′, j′ and k′ give the separation in the i, j, and k dimensions of a pair of
particles at positions i and j. The interaction weights for the 1D model can similarly be
CHAPTER 3. A DISCRETE DFT MODEL 42
calculated.
3.1.4 Bulk Fluid Phase Diagram
The LG model is now fully defined and a particular fluid is fully specified by the choice
of β, µ,  and L. The inverse temperature is set to β = 1 throughout and the chemical
potential, unless explicitly stated, is µ = µc, the coexistence value. A particular fluid
is then specified by the choice of fluid-fluid interactions strength  and the truncation
length of fluid interactions L. The bulk fluid phase diagram can now be calculated which
shows the densities at which liquid and gas phases of the fluid can coexist. Recall that
liquid-gas coexistence occurs when the pressure p, chemical potential µ and temperature
T in each phase are the same. An expression can be found for p and µ in terms of the
Helmholtz free energy per unit volume. For a fixed temperature the coexisting liquid
and gas densities can be found as the solution to the simultaneous equations
p(ρg) = p(ρl)
µ(ρg) = µ(ρl). (3.34)
For the LG model it is even easier to calculate the phase diagram. The LG model
exhibits a ‘hole-particle’ symmetry that leads to the relation ρg = 1− ρl and so one can
simply solve the single equation
p(ρ) = p(1− ρ), (3.35)
to find the coexisting densities.1 The pressure can be found from Eqs. (2.5) and (2.11)
which give dF = −pdV + µdN , leading to
p(ρ) = −
(
∂F
∂V
)
N,T
= ρ
∂f
∂ρ
− f, (3.36)
where f = F/V is the free energy per unit volume. The chemical potential can similarly
be found as
µ(ρ) =
(
∂F
∂N
)
V,T
=
∂f
∂ρ
. (3.37)
For the LG model, in the absence of an external field, the free energy per lattice site is
f = F/M = kBT [ρ ln ρ+ (1− ρ) ln(1− ρ)]− 1
2
ρ2
∑
ij
ij,
= kBT [ρ ln ρ+ (1− ρ) ln(1− ρ)]− 1
2
ρ2α,
(3.38)
1This symmetry means that the LG model can also be used to study a two component fluid where
ni = 0 if a lattice site is occupied by fluid 1 and ni = 1 for fluid 2. The formulation of the model remains
the same.
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and α =
∑
ij/ is the total integrated range of the particle interactions divided by
the energy of the interaction between nearest neighbours. It is the integrated strength,
α, rather than the bare strength parameter  alone that determines the location of the
phase boundaries in the phase diagram. In a later section (§3.4.3) the range of particle
interactions is truncated to various lengths L, this changes the value of α and so  is
adjusted to ensure that the product α does not change. By doing this the fluid remains
at the same point on the phase diagram and the bulk fluid densities do not change. With
this definition for f the pressure is found to be
p(ρ) = −kBT ln(1− ρ)− 1
2
ρ2α. (3.39)
The coexisting densities are then found by solving Eq. (3.35) which yields
kBT

=
α(2ρ− 1)
2[ln ρ− ln(1− ρ)] . (3.40)
This relation maps out the binodal curve which is the locus of coexisting densities of
the liquid and gas phases, and is plotted in Fig. 3.3, for the specific case of α = 5. The
spinodal curve is also shown which plots the point of linear instability of the fluid, i.e.
where
∂2f
∂ρ2
= 0, (3.41)
leading to
kBT

= αρ(1− ρ). (3.42)
Spontaneous phase separation into the two coexisting densities occurs within the spin-
odal. Note that, unlike the phase diagram for the continuum fluid in Fig. 2.2, the phase
diagram for the lattice fluid is symmetric about ρσ3 = 0.5 which again reflects the
hole-particle symmetry of the LG model. As a result of this symmetry the critical
temperature must occur at ρσ3 = 0.5 and so the critical temperature is found to be
T = 0.25α/kB. Above this critical temperature phase separation no longer occurs and
only a single phase can be found.
The phase diagram is also shown in the chemical potential-temperature plane in
Fig. 3.3b. From Eq. (3.37)
µ(ρ) =
(
∂F
∂N
)
T,V
=
∂f
∂ρ
= kBT ln
(
ρ
1− ρ
)
− αρ. (3.43)
Inserting the result from Eq. (3.40) into this equation gives the chemical potential for
liquid-gas coexistence as
µ(ρ) = µ = −α
2
. (3.44)
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Figure 3.3: Phase diagrams of the lattice fluid for an integrated pair interaction strength
α = 5: (a) the red curve shows the binodal, the coexisting densities of the liquid and
gas phases. The spinodal curve is plotted in blue, spinodal decomposition takes place
within this curve. (b) The phase diagram in the chemical potential-temperature plane.
The chemical potential of liquid-gas coexistence is always µ = −0.5α.
3.2 Solutions to the Model
The set of lattice densities, {ρi}, which minimises the grand free energy function Eq. (3.30),
is the equilibrium density profile and give the best approximation of the equilibrium
grand free energy. This density profile is found as a solution to the set of coupled
equations
∂Ω({ρi})
∂ρi
= 0. (3.45)
The solution to Eqs. (3.45) is sought numerically via Picard iteration as with the con-
tinuum model. Equation (3.30), together with Eq. (3.45) gives
ρk+1i = (1− ρki ) exp
β
µ+∑
ij
ijρj − Vi
 , (3.46)
where the density profile of the kth iteration is used to find the density profile of the
(k + 1)th iteration. The iteration continues until a suitable convergence criterion is
satisfied. The criterion used here is that the density profile calculated at the (k + 1)th
does not differ significantly from the density profile at the kth iteration, i.e. the solution
is at a stationary point. This difference between two density profiles, δ, is measured
as the sum of the absolute value of the difference between each lattice site in the two
profiles:
δ =
M∑
i=1
|ρk+1i − ρki |. (3.47)
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The convergence criterion is satisfied when δ is less than some specified value. In these
calculations convergence is achieved when δ < 10−7. As discussed below, the system is
made sufficiently large so that there are no errors induced by the constraint of system
size.
An initial density profile must be supplied as a starting point for the routine, the
better this approximation, the faster the method converges. Often, as is shown in § 3.3
there is a previously calculated state point that can be used as an initial approximation.
A mixing procedure must also be applied when solving this discrete model as, if 0 ≤ ρ ≤ 1
then the grand free energy, Eq (3.30), becomes undefined. Here, at each iterative step,
the mixing procedure
ρnewi = αρ
k+1
i + (1− α)ρki , (3.48)
is used. Even when a very small step size is chosen (α = 0.001) this method still converges
within a satisfactory amount of time so there is no need to employ the adaptive step size
method here that is discussed in §2.3 and Ref. [34].
In the continuum model it is very advantageous to enforce periodic boundary condi-
tions on the system so that convolutions can be performed in Fourier space. There is no
such advantage in the LG model and so periodic boundary conditions are not necessary.
If the interaction range of a particle in the system extends beyond the system boundary
then it can be modelled as interacting with some fictitious lattice site of an assumed
density. Usually it is assumed that the fluid is at the bulk density beyond the edge of
the domain, the frequent exception is if the interaction would be with a particle inside a
solid boundary, the confining wall say, in this case the assumed density is set to zero. In
this manner particle interactions of any truncation range can be accommodated as long
as the system is large enough that the fluid has reached its bulk value by the time the
edge of the domain is reached. For the work presented in this chapter a system extending
100 lattice sites from a confining wall is sufficiently large. Solutions from systems larger
than this have been calculated and shown to no appreciably change the results.
3.3 Adsorption Isotherms
In §2.4, wetting was described as the adsorption diverging as the chemical potential value
at liquid gas coexistence is approached. This phenomenon is now demonstrated with the
LG model. For a chemical potential below that of liquid-gas coexistence (i.e. µ < µc so
a low density gas is the preferred phase) the fluid adsorption is small and finite. As the
chemical potential is increased towards µ = µc, the adsorption slowly increases. For a
temperature below the wetting temperature (T < Tw), as µ → µ−c then the adsorption
remains small and finite. For a temperature above the wetting temperature (T > Tw)
then Γ→∞ as µ→ µ−c , corresponding to a macroscopically thick liquid film [4]. All of
this behaviour is observed in Fig. 3.4 which was calculated from the LG model. For this
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discrete model the adsorption is now defined
Γ =
M∑
i=1
(ρi − ρb)
A
. (3.49)
The adsorption is calculated in reference to a bulk density, if a similar procedure is carried
out for µ > µc then the bulk density would be the liquid density and now drying (rather
than wetting) would be characterised by Γ→ −∞ as µ→ µ+c . The isotherms displayed
are calculated by fixing a particular fluid (the choice of  and L), and a particular
substrate (the choice of w), and then calculating the equilibrium density profile for a
particular value of µ < µcoex. Fixing  is equivalent to setting a specific temperature and
so these adsorption curves are called ‘isotherms’. The adsorption can then be calculated
from the equilibrium density profile via Eq. (3.49). This process is then repeated with an
incremented value of µ, steadily increasing the chemical potential, calculating Γ at each
point, until µ = µcoex. The resulting data is then plotted as seen in Fig. 3.4. Each choice
of µ and  defines a particular state point. For a fixed , when seeking the equilibrium
density profile for a state point defined by µ+ ∆µ, if the equilibrium density profile for
the state point defined by µ is known, then this can be used as the initial condition of the
numerical minimisation. The µ state point can be very close to the µ+ ∆µ state point
and so the equilibrium density profile is found very quickly. In Fig. 3.4 the attractive
strength of the wall w, not the fluid-fluid interaction strength , is varied. Increasing w
has a similar effect to raising the temperature (or decreasing ). In several of the curves
the discontinuous jump from crossing the pre-wetting line is observed [4]. The isotherm
for βw = 1.2 clearly shows the fluid crossing the pre-wetting line and discontinuously
jumping to a higher density. For an even more strongly attracting wall, βw = 2.3
say, this transition has become continuous corresponding to the fluid no longer crossing
this pre-wetting line. One can observe the size of the jump getting smaller through
the βw = 1.2 and βw = 1.3 curves before becoming smooth for βw = 1.7. After the
initial discontinuous jump from crossing the pre-wetting line, similar smaller jumps in the
adsorption can be observed. These smaller discontinuities are ‘layering transitions’ which
result from particles packing in layers against the substrate, increasing the adsorption
discontinuously as another layer is added. Because of the discrete nature of the LG
model, these layering transitions are strongly amplified although are still possible to
observe in continuous models, see e.g. Ref. [47].
A simple Picard iteration scheme easily finds minima of the grand free energy function
as these are stable stationary points. This method can not find the unstable maxima (and
saddles). By using more sophisticated numerical techniques, any stationary point can be
found and the full evolution of a stationary point with respect to a particular parameter
can be followed. The continuation software ‘AUTO’ is used to follow the stationary
points of a 1D lattice of size M = 40. The fluid-fluid particle interactions are reduced
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Figure 3.4: Isotherms of the adsorption of a fluid as the chemical potential approaches
that of liquid-gas coexistence. The interaction strength (temperature) is fixed at β = 1
and the strength of the wall-fluid interactions is varied. For weakly attractive walls, the
fluid is non wetting and the adsorption remains small and finite. For stronger attractions
the adsorption diverges as coexistence is approached. A fluid crossing the pre-wetting
line can be observed as a discontinuous jump to higher densities in some isotherms.
Subsequent jumps are then layering transitions. For more attractive substrates the
discontinuity smooths out and the pre-wetting line is no longer crossed.
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Figure 3.5: Adsorption isotherms calculated via continuation techniques, even unstable
stationary points are found using these methods. Note that the model used here has
only short ranged interactions up to the nearest neighbour lattice sites, as described in
Ref. [18]. The black lines show the isotherms as calculated by solving the LG model with
a Picard iteration method where only the stable fixed points are found.
to only up to the next-nearest neighbour interactions, using the pair potential described
in Appendix A and Ref. [18]. The adsorption is then calculated for these stationary
points and this is plotted against the chemical potential as shown in Fig. 3.5. The
isotherms found from the Picard iteration scheme are shown overlaying these results
and then jumps in the adsorption from crossing the pre-wetting line can be identified
as switching from one branch of solution to the next. This simpler, shorter ranged
pair potential is used with the continuation method of finding the equilibrium density
profile as for larger systems, particularly with longer fluid-fluid interaction ranges, the
equations quickly become unwieldy and harder to work with so this method is only used
for this small, short ranged example given here. In Fig. 3.6 a single isotherm is plotted
with both continuation techniques (green curve) and the LG model (red curve). On the
same figure the free energy of the system (blue curve, right axis) is also plotted with
the aid of continuation techniques. The Picard iteration results show that the solution
branch corresponding to the least free energy is always found. The pre-wetting jump
occurs exactly at the point where the free energies of the two solution branches cross.
The pre-wetting line terminates where there is only one possible solution branch, this is
the point where the two fold bifurcations seen in the continuation results coalesce.
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Figure 3.6: The jump of crossing the pre-wetting line occurs as a result of switch from
one solution branch to the other, the point of least free energy is always found. The
red curve is the adsorption isotherm calculated by minimising the free energy via Picard
iteration, the green curve is the adsorption isotherm found by following all stationary
points including the unstable ones. The blue curve shows the free energy calculated for
each point on the green curve.
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3.4 Calculating the Binding Potential
The binding potential was defined via Eq. (2.73) as the free energy per unit area that
arises from the interaction between the wall-liquid and liquid-gas interfaces. A method
is now outlined by which the binding potential may be fully calculated from the LG
model or any other DFT model. This method correctly calculates the small Γ behaviour
of the binding potential which is missed in the usual asymptotic results such as Eq. (1.4).
Using only the asymptotic results for the binding potential works well for larger drops,
however, as the microscopic regime is approached the results become unacceptable. If
the full binding potential is used as input to the IH model, droplets should be calculated
that are of the same shape as those calculated from a purely microscopic method such
as DFT.
The binding potentials are calculated in a similar way to how the adsorption isotherms
were found in § 3.3, however now it is the adsorption Γ, not the chemical potential which
is the important variable. The problem is that while µ is a natural parameter to be
varied, the adsorption is usually an output quantity, calculated from the equilibrium
density profile. However, by using a method which is introduced shortly, the adsorption
of a system can be constrained and used as an input parameter. With Γ now a control
parameter, the binding potential can be calculated: For a particular choice of  and L,
with µ = µc, the equilibrium density profile, constrained to have the desired adsorption,
is found. From this density profile the grand potential of the system can be calculated,
the value of the binding potential at that particular adsorption is found from this via a
rearrangement of Eq. (2.73):
g(Γ) =
Ω− Ωb
A
− γlg − γwl, (3.50)
where the binding potential is given as a function of Γ. The desired adsorption can then
be incremented slightly and, using the previous state point (where a state point is now
defined by the choice of Γ) as an initial approximation, the new constrained equilibrium
density profile for the incremented adsorption constraint can be found. This method of
incrementing the adsorption, recalculating the profile and then finding the next value
of the binding potential is repeated over the desired adsorption range. Examples of the
binding potentials found using this method are displayed in Fig. 3.7.
From this series of points it is necessary to give an algebraic form of the binding
potential so it can be used as input to larger scale models such as the IH model. To find
an algebraic form of the binding potential the data points calculated using the above
method must be fitted to some appropriate ‘fit function’. The particular form of the fit
function proposed here is
gf (Γ) =
A(exp(−P (Γ))− 1)
Γ2
, (3.51)
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where
P (Γ) = a0Γ
2e−a1Γ
2
+ a2Γ
2 + a3Γ
3 + a4Γ
4 + a5Γ
5 + a6Γ
6, (3.52)
and A, a0, a1, a2, . . . are parameters to be fitted. The motivation behind the choice
of this fit function is as follows: at large adsorptions gf (Γ) reproduces the behaviour of
the asymptotic result and decays ∼ Γ−2 for Γ → ∞. This asymptotic behaviour also
requires that the coefficient of the highest order Γ term (a6 in Eq. (3.52)) is positive.
For small x, exp(x) ≈ 1 + x, and so at small adsorption gf behaves like −P (Γ). The
choice of the second exponential term in (3.52) is motivated by the asymmetric form of
the low adsorption minima of the binding potentials, as seen in Fig. 3.7. The parameter
A fixes the ∼ Γ−2 decay rate of the binding potential and this can either be fitted from
existing data or calculated directly as is shown in §3.4.1. The quality of Eq. (3.51) as a
fit function can be observed in Fig. 3.9 where a comparison of the fit function is shown
against the result calculated directly from the model.
From the inset of Fig. 3.7 the long ranged ∼ Γ−2 decay is seen, the straight black
line in this inset is 0.07Γ−2 which is included to illustrate the decay rate. It is shown
in the following section how this decay rate may be calculated analytically using the
sharp kink approximation. The inset of Fig. 3.7 also shows the occurrence of oscillations
in the tails of binding potentials. A zoom of the tail of a binding potential can also
be seen in both Figs. 3.9 and 3.10 which highlights these oscillations. In the following
chapter it is discussed how such oscillations can occur naturally as a result of physical
considerations. However, the oscillations here, which do not decay with Γ, are an artefact
of the discrete nature of the lattice model. These oscillations occur as a result of forcing
a particular adsorption on the system. If the equilibrium density is found for a particular
film thickness, the natural way to increase the thickness of the film is to add an additional
layer of fluid particles. This increases the adsorption by approximately σ(ρl − ρg). The
increments of Γ are much smaller than this; the only way for the film to increase by this
small increment is to either shift the entire density of the liquid film or to deform the
interfaces. Whichever option is selected, the free energy of that film must be increased.
The oscillations in the tails of the binding potential are the result of this raising of
the free energy. The deformation of the liquid-gas interface is demonstrated in Fig. 3.8
where the two red curves show density profiles that correspond to local minima in the
tails of the binding potentials. The other non-optimum density profiles have a different
structure of the liquid-gas interface. As well as a deformed interface these profiles also
settle to a different liquid density. The gas density for all of the curves is the same.
3.4.1 The Sharp-Kink Approximation
The large Γ decay rate can be directly calculated by making the sharp-kink (SK) approx-
imation. The SK approximation neglects the shape of the interface between different
phases in a fluid and instead assumes that the density profile transitions discontinuously,
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Figure 3.7: A set of binding potentials calculated via the LG model with β = 0.9.
For a weakly attracting substrate the global minimum of this potential is at a very low
adsorption and corresponds to a state of non-wetting. For more attractive substrates
wetting occurs and the global minimum is found as Γ→∞. The low adsorption minima
have an asymmetric shape, increasing much more sharply to the left of the minimum
than to the right. The inset shows the same curves on a log-log scale where the decay
rate can be observed. The solid black line in this inset is 0.07Γ−2. Oscillations in the
tails of the binding potentials can also be observed in the figure inset.
as a step function, from the density of one phase to that of another. It is a useful tool
to study the energy of films of various thicknesses and for suitably thick films gives a
reasonable estimate of the free energy of the film. For thinner films however, the shape
of the interfaces becomes more important and the SK approximation is not so reliable.
The SK approximation for the 1D LG model assumes a density profile of the form
ρz =

ρl for z < h,
ρg for z > h,
0 otherwise,
(3.53)
where z is the number of lattice sites away from a substrate and hσ is the thickness of the
liquid film. The free energy of such a film can then readily be calculated via Eq. (3.30).
Since the grand free energy can be calculated for a liquid film of any given height h then
the binding potential can be analytically calculated. The binding potential for a fluid
with a full ranged external potential, but fluid-fluid interactions truncated to a range L,
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Figure 3.8: The deformation of the interface as a result of the discrete nature of the
LG model. The red curves show density profiles corresponding to two local minima of
the oscillations of the tails of the binding potentials. The other curves show the density
profiles for non optimal points of the oscillatory tails. The deformation of the interface
can be observed in the non-optimum curves compared to the two red curves which are
essentially the same interface translated along by one lattice spacing.
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is, for film heights h > L,
gsk(h) = (ρl − ρg)σ3
∞∑
i=h+1
Vi. (3.54)
Making an asymptotic expansion of the summation and truncating after the first term
gives
gsk(h) ≈ wpi(ρl − ρg)σ
3
12h2
≈ wpi(ρl − ρg)
3σ3
12Γ2
. (3.55)
This result can then be used to find the parameter A in Eq. (3.51). This calculation has
also shown that the Γ−2 decay is not an arbitrary choice but occurs naturally as a result of
the form of the particle interactions. If the fluid-fluid interactions are also not truncated
then gsk contains a term in  that also decays as h
−2. The SK results are plotted against
the full LG data in Fig. 3.9 on a log scale where the equivalent decay rates are apparent.
The SK results do not exhibit the oscillatory decay of the full LG results as there is
no interface to be deformed. The comparison of the SK binding potential with the one
from the full model show that the SK binding potential passes through the middle of the
oscillations of the LG model. It does not simply pick out the minima of the oscillations
as one might expect. This suggests that the SK approximation slightly overestimates
the binding potential compared to the LG model but this is only noticeable on this
logarithmic scale. This discrepancy is likely due to making the asymptotic expansion
when calculating the SK result, this treats the system in more of a continuum manner
than it is in reality. The LG is in effect just a crude numerical integration.
3.4.2 Fixing the Adsorption
In order to constrain a particular adsorption, a procedure first outlined by Archer and
Evans [48] is implemented. At each step in the Picard iteration scheme the density
profile must be updated as
ρnewi = (ρ
old
i − ρb)
Γd
Γ
+ ρb, (3.56)
where Γ is the adsorption of the density profile {ρoldi } and Γd is the desired adsorption
of the final profile. The algorithm for finding the equilibrium density profile is given by
Algorithm 3.1. Constraining the adsorption is equivalent to adding a fictitious external
potential to the system that stabilises a film of a desired height, h, (or equivalently an
adsorption Γ). This fictitious potential decays to zero at distances far from the wall and
although it is not known a-priori it can be calculated on the fly during the minimisation
procedure. A selection of density profiles constrained to various values of Γ and the
fictitious potentials required to stabilise these profiles are displayed in Fig. 3.10. This
figure also shows a binding potential curve (a) marked with coloured points each of which
correspond to a density profile (b) at various constrained adsorptions. The effective
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Figure 3.9: The sharp-kink results together with the full DFT results and the fit function
Eq. (3.51). The sharp kink results match the decay rate of the DFT data as expected
but they can not describe the small Γ behaviour of the binding potential. It is only the
DFT results that exhibit the erroneous oscillations, both the fit function and sharp-kink
results do not suffer from this discretisation problem.
Algorithm 3.1 The Picard iteration scheme to numerically solve the Euler-Lagrange
equation to find the equilibrium density profile. A mixing step is included to ensure
that the solution does not break down. Step 3 is an optional step by which the average
density can be constrained.
1: Set initial density profile
2: Compute new density profile
3: Constrain the density if desired
4: Mix with previous solution
5: Check convergence of solutions
6: if Solution has converged then
7: End
8: else
9: Goto line 2
10: end if
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potentials (c) that arise from the density constraint can also be matched up with these
profiles. For the density profile that corresponds to the point almost exactly at the
minimum of the binding potential (green crosses), the fictitious potential is very small
and does not deviate too far from zero. To force an adsorption below the equilibrium
value (red crosses) a repulsive fictitious field is required whereas attractive fictitious fields
are required to stabilise density profiles with larger than equilibrium adsorptions (violet
squares, say). The tail of the binding potential is shown in (d) where the oscillatory
structure of the binding potential can be observed, again, this figure is marked with a
series of coloured points which relate to fictitious potentials (e). The fictitious potential
required to stabilise a particular adsorption depends on where the adsorption value lies in
relation to one of the local stationary points of the oscillations. The closer the adsorption
is to a local minima or maxima, the smaller the magnitude of the fictitious potential and
the larger the adsorption the longer the non-zero part of this fictitious potential extends
for. For any constrained adsorption, only a very small fictitious potentials is required to
stabilise it.
This particular method of fixing the adsorption is necessary as it forces the density
profile into two distinct phases by only adjusting the density of areas not at the bulk
gas density. An alternative method replaces Eq. (3.56)
ρnewi = ρ
old
i
Γd
Γ
, (3.57)
which adjusts the density uniformly across the system and is equivalent to a shift in
the chemical potential in the system. This second method is not suitable as for average
densities that lie outside of the spinodal, the bulk density is uniformly raised instead
of separating into two phases. The density profile of a uniformly raised average density
is actually the lower energy configuration and therefore more a true equilibrium than
the higher energy case found by forcing the fluid into two separate phases. Uniformly
raising the density like this has an energetic cost as the fluid is not at the density of the
energetic minimum. However, the energetic cost of raising the density is not as high as
the cost of the formation of a liquid-gas interface. The further this uniform density is
away from the equilibrium density, the higher the cost, when the cost of this uniform
film is greater than the cost of forming the interface, the fluid phase separates. The
density at which this occurs is given by the spinodal.
The binding potential is a function of the film thickness, h, and this is related to
the adsorption Γ ≈ h(ρl − ρg). This relation assumes that the fluid is in two distinct
phases, if the density of the fluid over the entire system is uniformly raised instead then
this relation no longer holds. By raising the density uniformly, the value of the fluid
density in the bulk has been changed. This is a change in the state point of the fluid.
An additional problem with using Eq. (3.57) to fix a film height is that for smaller film
heights this corresponds to a large shift in the chemical potential, taking the system far
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Figure 3.10: In (a) the binding potential g(Γ) for a fluid with bulk gas density ρσ3 =
0.107 and temperature β = 0.9 against a planar wall with attraction strength βw = 0.6
is displayed. A magnification of the tail of g(Γ), for larger values of the adsorption Γ is
shown in (d). Marked on g(Γ) are points that correspond to the density profiles displayed
in (b), and the corresponding fictitious potentials V effi , which are displayed in (c) and (e).
The marked points have adsorption values: Γσ2 = 0.004, 0.304, 0.6, 1.6, 3.6, 4.6, 5.6,
6.6, 7.6, 8.6, 9.6 (note that the density profiles for the final four values are not displayed
in (a) and (b), for clarity). The fictitious potential is that which must be applied to
stabilise a film of liquid with the given adsorption in an open (grand-canonical) system.
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from the point of liquid gas coexistence.
3.4.3 The Range of Pair Interactions
In §3.1.2 the pair interactions were defined along with a range L beyond which pair
interactions were truncated. Other models, such as molecular dynamics simulations,
also frequently rely on truncated pair interactions for computational efficiency [17, 49,
50]. Even though the individual potential contribution from the interaction of a single
pair of well separated particles is very small, the net contribution can be significant.
Binding potentials are now used to explore these truncation effects. Recall that it is the
combination of  and L together that determines the position of the fluid on the phase
diagram. In the following investigation into truncation effects  is adjusted alongside L
so that for any value of L, the fluid’s position in the phase diagram does not change. All
of the results presented here for different ranges of pair interaction have the same bulk
liquid and gas densities. When a value of  is quoted it corresponds to the value of  at
a reference range L = σ, i.e. interactions only with the nearest neighbour lattice sites.
In §3.1.4 a parameter α was defined as the integrated range of particle interactions, for
this range of L = 1σ, α = 6 for the 3D system. The actual  is then given by
 =
αrr
α
, (3.58)
where αr and r are the reference values.
If all interactions are truncated, including the interaction with the external field,
then one observes a change in the rate at which the binding potential decays to zero as
shown in Fig. 3.11. The change in decay rate can not be clearly seen from the main figure
however the inset, which shows the same data on a logarithmic scale, is very clear. As
the truncation range L is decreased (the interactions become shorter ranged) the decay
rate switches from an algebraic decay (g ∼ Γ−2) to an exponential one. If only the fluid-
fluid pair interactions are truncated, as in Fig. 3.12, then as can be seen from the inset
of this figure, the decay rate does not change. What is particularly interesting about
Fig. 3.12 is how the minima for small Γ change with L, as L is increased (longer ranged
interactions) the value of the minimum decreases. In particular, between the ranges of
L = 2 and L = 3 the minimum decreases sufficiently to become the global minimum
whereas before it was only a local one. This decrease of the minimum is indicative of
the fluid becoming less wetting. When the minimum decreases to such an extent that
it becomes a global minimum then the phase behaviour of the fluid has changed from
wetting to non-wetting. Obviously the particular choice of parameters here (β = 0.8
and βw = 0.5) was made so as to highlight this shift in phase behaviour and there
exists a great range of parameter choices for which a shift in phase behaviour would not
be seen, although the fluid always becomes less wetting. The truncation range L is an
important consideration, particularly for state points close to a wetting transition, the
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Figure 3.11: The change in the rate at which the binding potential decays to zero
according to the range at which interactions are truncated. All interactions including
those in the external field are truncated. As the truncation range L is decreased the
decay switches from algebraic to exponential. The fluid state point is defined by β = 0.9
with an external field with attractive strength parameter βw = 0.7.
particle interaction ranges must be long enough to correctly capture the phase behaviour.
While it is true that a fluid with long ranged interactions would be less wetting than a
short ranged fluid that is otherwise identical, the purpose of this discussion is to highlight
the effects of choices made in the mathematical modelling of the fluid. The decision to
truncate particle interactions is usually made to increase computational efficiency and
not to better capture physical behaviour. It is not always safe to assume that the tails
of the long-ranged interactions can be truncated even though they have only a small
potential energy contribution, the net effect can be very significant.
3.5 Liquid Droplets and the Interface Hamiltonian Model
Constraints on the average density are not only used to calculate the binding potential
but also to find droplet profiles. At first the idea of finding a droplet as an equilibrium
solution may appear to contradict the previous assertion that the density profile follows
the symmetry of the external field. Clearly, a droplet on a planar substrate in the
2D model (a 3D ridge) varies in two dimensions, not the one dimension predicted by
considering the symmetry of the external field of the planar wall. However, averaging
over all possible positions of the droplet on the substrate, all of which are energetically
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Figure 3.12: Binding potentials calculated for a variety of different pair interaction
truncation ranges L. A shift in phase behaviour from wetting to non-wetting is observed
as L is increased. The state point of the fluid is set by β = 0.8 and the wall exerts an
attraction governed by βw = 0.5.
equivalent, would result in a density profile varying only in one dimension. Thus, a
droplet from the statistical mechanics point of view is a state where the centre of mass
is constrained to a certain point along the surface. An example of droplet profiles on
substrates of varying attractive strength are displayed in Fig. 3.13. The figure shows a
series of droplet profiles on a planar wall each with the walls being increasingly attractive.
The droplets spread out as w increases and eventually form a wetting film. Looking
closely at the profiles there is a very thin precursor film adhering to the substrate across
the whole width of the domain. The height of this film is given by the height at which
the minimum of the binding potential occurs. To call such an area of raised density a
‘film’ could be argued to be misleading as the thickness of this film is less than a single
fluid particle so it is really just a few particles adsorbed ‘here and there’ to the substrate.
A liquid droplet calculated via the DFT model should coincide with the result of
a liquid droplet calculated from the IH model given by Eq. (1.2). The droplet profiles
found via the IH model are film height profiles, where the height of the liquid film is
given as a function of its position on the interface. The density profiles that are found
directly from the DFT model must be coarse-grained down to a similar form in order to
make a comparison. The exact form of such a reduction depends upon how the liquid
film height is defined. The height of the liquid film could be defined as the contour of
the point half-way between the liquid and gas densities, ρ = 0.5 for the LG model, this
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Figure 3.13: Two dimensional droplet profiles for varying choices of w. As the attractive
strength of the wall increases, the contact angle reduces and the droplet spreads out
across the surface. Note that droplets with contact angles far above θ = 90◦ can easily
be found which is very difficult for other approaches such as the IH model.
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Figure 3.14: A comparison of film height profiles generated from the LG DFT (symbols)
with those from the IH (dashes) model with the appropriate binding potential found
using the DFT method described in §3.4. The droplet height profiles are calculated for
a fluid state point defined by β = 0.9 with a interactions range of L = 5 at various wall
strengths βw.
contour can then be used as the film height profile. Alternatively one could define the
height of the liquid film via Eq. (2.72) by relating it to the local adsorption at that point
on the surface. The comparison displayed in Fig. 3.14 follows this second method of
coarse-graining the DFT results, by following this method, rather than picking out the
ρ = 0.5 contour, the precursor film can be seen. Very good agreement between the two
methods is found with the IH results nicely following the DFT data for a wide range of
contact angles. Comparisons are only made for contact angles up to θ = 90◦ as it is very
difficult to find droplet profiles beyond this with the IH model. This is because the film
height profile, h(x), becomes multivalued when θ > 90◦. The DFT model has no such
restriction and easily generates liquid droplets with contact angles up to θ = 180◦ as is
demonstrated in Fig. 3.13. For droplets where θ > 90◦, extracting a film height profile
via the adsorption would give misleading results as it is only possible to find a height
profile that is single valued.
To give a slightly more quantitative comparison than in Fig. 3.14, the contact angles
of the droplets can be directly compared. It is not straightforward to extract a contact
angle from the height profiles since they contain a precursor film which the droplet
smoothly transitions into. Such a droplet can be considered as having three distinct
regimes: the precursor film, a spherical cap, and some transition region between these
CHAPTER 3. A DISCRETE DFT MODEL 63
two [51]. Using this spherical cap is one way to find a contact angle. By fitting a circle
to the apex of the droplet, the contact angle that this circle makes with the substrate
can be considered as the contact angle of the droplet itself. Since the top of the droplet
is a stationary point the radius of curvature at this point is just the second derivative of
the film height profile
rc =
1
h′′(xmax)
. (3.59)
This can then be used to find the contact angle
θc =
pi
2
− cos
(
a
rc
)
, (3.60)
where a is half the distance between the two points where the circle meets the substrate.
This could also be identified as the radius of the droplet. A second method to extract
a contact angle is to find the steepest gradient in the height profile and take this to be
the contact angle. This again relies on the idea that the droplet has a spherical shape
in which case the steepest gradient is indeed the contact angle. A comparison of the
contact angles is displayed in Fig. 3.15, both options for finding the contact angle from
a film height profile are compared with the DFT contact angles found via Eq. (1.1). The
two methods of finding the contact angle agree well for larger contact angles, but the
circle fitting method is much more accurate for smaller contact angles. Fitting by the
largest gradient overestimates the contact angle close to the wetting transition. Overall
the matching of contact angles shows very good agreement between the DFT and IH
models although as noted already, the IH model is only able to find contact angles up
to θ = 90◦ whereas the contact angles found via DFT are given up to θ = 180◦.
A comparison between the DFT results and Eq. (1.5), which is the IH model under the
long wavelength approximation, is also made in Fig. 3.15. This comparison is included as
making the long wavelength approximation is a necessary step in deriving the thin film
equation, Eq. (1.6) which describes the dynamics of liquid films and sliding droplets. It is
possible to study the time evolution of fluids using DDFT [52, 53, 54, 55] but dynamics of
larger droplets are much more easily studied via Eq. (1.6). Making the long wavelength
approximation assumes that the contact angles are small and Fig. 3.15 verifies that the
agreement between the two methods rapidly breaks down for larger contact angles. Using
a binding potential as input to the thin film evolution equation could only be expected
to yield accurate results for θ < 30◦.
3.6 Conclusions
This chapter has focussed on a discrete DFT model, the lattice-gas model. The LG is
fully derived here with long ranged interactions between fluid particles, the full 3D model
is then reduced down to effective 1D and 2D versions which give a large computational
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Figure 3.15: A comparison of contact angles calculated for liquid droplets calculated via
DFT and the IH model. Contact angles for the IH model under the long wavelength
approximation are also displayed. The long wavelength contact angles only agree for
θ < 30◦. Good agreement is found for the full IH model right up to θ = 90◦ beyond
which only the DFT model is able to find droplet profiles.
CHAPTER 3. A DISCRETE DFT MODEL 65
saving whilst still giving an exact match with the full 3D model under the same confining
geometry. This model is then principally put to use in demonstrating a procedure for
calculating a binding potential. This procedure allows a binding potential to be fully
calculated even for a very small film thickness (or adsorption). Traditionally asymptotic
forms of the binding potentials are used as input to larger scale models. This full
calculation gives a form for the binding potential applicable at much smaller scales.
The method of calculating the binding potential is essentially to find a constrained
equilibrium free energy for incrementally increasing film heights where the particular
form of the constraint, which effectively introduces a small fictitious external field to
stabilise a film, not only fixes the average density of the system but also forces it to sit
in two distinct phases.
The binding potential calculated from the LG model can be fitted to an algebraic
form and then used as an in input to mesoscopic models such as the IH model. In order to
verify this method of calculating the binding potential, the output from the IH model,
when using the binding potentials calculated using DFT as an input, was compared
with raw output from the DFT model alone. In particular, the film height profiles of
liquid droplets and their contact angles were compared from each of the models and very
good agreement was found between them. The calculated binding potentials were also
used to demonstrate the effects of truncating particle interactions, it was shown that
the macroscopic phase behaviour of a fluid could change if the particle interactions were
truncated at too short a range, this was indicated by a shift of the minima of the binding
potentials at low adsorption from a local to a global minimum as the truncation range
was increased.
The LG model is very simple and computationally quick to work with. However,
being a discrete model means it can not capture certain physics. The structure of
density profiles at a solid interface is not well described and layering transitions, seen in
the adsorption isotherms, are too strongly emphasised due to particles being constrained
to lattice sites. The biggest problem with this model as a demonstration of the method by
which binding potentials can be calculated is that the discrete structure forces oscillations
to occur in the tails of the binding potentials. To correct these artefacts the following
chapter describes a continuum model based on the hard-sphere DFT of Chapter 2.
The calculations performed here are repeated and reconfirmed before exploring some
interesting structuring that occurs at state points below the ‘Fisher-Widom’ line. Below
this line one expects to find oscillatory, rather than monotonic, decay of density profiles
and binding potentials and highly structured 2D droplets can be found.
Chapter 4
A Continuum DFT Model
This chapter introduces a continuum DFT model, modelling the fluid as a hard-sphere
reference state with the additional attractive pairwise interactions between fluid particles
treated using a simple mean-field approximation. These attractive interactions take the
form of a truncated and shifted LJ potential. This model is used to calculate binding
potentials in the manner described in the previous chapter, correcting some of the errors
arising from the discrete nature of the LG model and giving a better description of the
contact line region. Towards the end of this chapter, a second, short ranged attractive
pair potential, the Asakura-Oosawa (AO) potential is used instead of the LJ potential.
With this short ranged pair potential and at lower temperatures, the fluid has density
profiles and binding potentials that are strongly oscillatory for fluids at state points
below the Fisher Widom (FW) line [56, 57, 58]. Interesting droplet structures can be
found that arise from the oscillatory nature of these binding potentials.
4.1 The DFT Model
The perturbative approximation for the free energy introduced in Eq. (2.46) is used to
calculate binding potentials in this chapter. The excess Helmholtz free energy of a fluid
is expressed as a perturbation about some reference state:
Fex[ρ(r)] = Fr[ρ(r)] +
1
2
∫∫
ρ(r1)ρ(r2)v(|r1 − r2|) dr1 dr2. (4.1)
The reference fluid is the hard-sphere fluid described by the White Bear FMT model
discussed in Chapter 2. The perturbation is a pairwise interaction v which accounts for
the attractive interactions between fluid particles and the factor of 1/2 in Eq. (4.1) is
included to prevent double counting of the particle interactions. The grand free energy
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of such a fluid system is then given by
Ω[ρ(r)] = kBT
∫
ρ(r)(ln(Λ3ρ(r))− 1) dr +
∫
Φ({nα}) dr
+
1
2
∫∫
ρ(r1)ρ(r2)v(|r1 − r2|) dr1 dr2 +
∫
ρ(r) (V (r)− µ) ,
(4.2)
where Φ({nα}) is given by Eq. (2.55). The attractive pair interaction is defined as a
truncated and shifted Lennard-Jones (LJ) potential
v(r) = vLJ(r)− vLJ(rc), (4.3)
where rc is a cut off range and
vLJ(r) =
4
(
(σ/r)12 − (σ/r)6
)
if σ < r ≤ rc
0 otherwise.
(4.4)
The cut off range rc is analogous to the truncation range L in the previous chapters.
The effect of varying this range is discussed below. The density profile that minimises
Eq. (4.2) is also the solution to the Euler-Lagrange equation
δΩ
δρ
= 0. (4.5)
The presence of attractive interactions means that phase separation can occur to the
liquid and gas phases. All of the results in this chapter are calculated at the point of
liquid-gas coexistence. The bulk fluid phase diagram in Fig. 4.1 shows the coexisting
liquid and gas densities and is found by solving the simultaneous equations
p(ρg) = p(ρl),
µ(ρg) = µ(ρl),
(4.6)
at a fixed temperature T . This gives the points where the pressure, chemical potential
and temperature are equal for each phase. In the bulk fluid, the FMT weighted densities
become much simpler, the vector weighted contributions vanish and the scalar weighted
densities are simply the bulk density multiplied by the integrated weight function. The
Helmholtz free energy per unit volume in the bulk fluid is
f(ρ) = kBTρ(ln(Λρ)− 1) + 4piR
3ρ2
1− 43piR3ρ
+
4
3piR
3ρ2
(1− 43piR3ρ)2
+
1
2
ρ2
∫
v(r) dr, (4.7)
and the pressure and chemical potential can be found via Eqs. (3.36) and (3.37). The
solution of Eq. (4.6) for various values of T gives the phase diagram plotted in Fig. (4.1).
The spinodal is also plotted in this figure which is found identically as in Chapter 3.
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Note that in Eq. (4.7) the form of the potential, v(r), is not important, it is only
the integrated value of this function which determines the free energy per unit volume.
As such, the phase diagram of a fluid where the Helmholtz free energy is given by the
form of Eq. (4.1) with any choice of v(r) would just be a rescaling of the one given in
Fig. 4.1. To ensure that varying the cut off ranges, rc, does not alter the bulk fluid
phase behaviour and phase diagram, the interaction strength  is renormalised so that
the integrated strength of the pair potential remains equal to the value when rc → ∞.
When an interaction strength, , is quoted in this Thesis, this is the equivalent value for
rc →∞ and the true interaction strength is
true = /
(
1 + 2
(
σ
rc
)9
− 3
(
σ
rc
)3)
. (4.8)
In Chapter 2 a method to numerically minimise the grand free energy was presented
which used the Picard iteration scheme
ρ(r) = ρb exp(c
(1)(r)− βV (r)− c∞). (4.9)
With the additional contribution from the pair potential v, the one body direct correla-
tion function is now c(1)(r) = c
(1)
hs (r) + c
(1)
p (r), where
c(1)p (r) = −β
δ
δρ(r)
1
2
∫∫
ρ(r)ρ(r′)v(|r− r′|) dr dr′,
= −β
∫
ρ(r′)v(|r− r′|) dr′.
(4.10)
As with the LG discussed in Chapter 3, the iterative scheme is continued until a conver-
gence criterion is satisfied. The difference in the density profiles between two successive
iterations must become less than a specified value, again this criterion is set to be
δ < 10−7. The continuous density profile is discretised and the difference between the
two successive density profiles is calculated as Eq. (3.47). In this instance the sum is
over all discrete calculation points rather than the lattice sites. The solution space is
discretised with a step size of δx = 0.01σ for 1D calculations. The effect of the grid
spacing on the accuracy of calculations is demonstrated in Fig. 4.9. A coarser grid space
is used for 2D models but this is shown to give results consistent with the finer 1D model.
The system size is again made large enough so that the density profile is fully reduced
to the bulk density and so the size of the system does not affect the results.
In Chapter 2 the FMT reference fluid was reduced to describe a fluid in a 1D or 2D
geometry. This reduction in complexity leads to a faster calculation. An expression for
the pair potential in lower dimensions is required to reduce the dimensionality of the full
model. This is found by integrating over the invariant dimensions, as in Eqs. (2.63) and
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Figure 4.1: Phase diagram for the continuum model. The parameter  is the integrated
strength of the pair potential v(r). The red solid curve shows the binodal, which are the
coexisting liquid-gas densities. The blue curve is the spinodal which is linear instability
threshold of the fluid.
(2.64). The resulting 1D pair potential is
v1D(z) =
v1DLJ(z)− pi(r2c − z2)vLJ(rc) if σ < r < rc0 otherwise, (4.11)
where
v1DLJ(z) =
2pi
(
2σ12z−10 − 2σ12r−10c + 5σ6r−4c − 5σ6z−4
)
/5 for σ < z ≤ rc
2pi
(−2σ12r−10c + 5σ6r−4c − 3σ2) /5 for z ≤ σ. (4.12)
A similar expression can be calculated for the effective 2D model, this 2D expression can
easily be found but is quite lengthy and so is omitted here.
It is assumed that the fluid particles interact with the particles in an external bound-
ary via the pair potential Eq. (4.3) and an additional hard-core repulsion term. The net
integrated interaction of a single fluid particle with all of the particles in the external
boundary is given by the external field
V (r) =
2piσ3f
3
(
2
15
(
σ
z + σ/2
)9
−
(
σ
z + σ/2
)3)
if z ≥ σ/2, (4.13)
where z is the perpendicular distance of a fluid particle at r from the wall and V (z)→∞
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f Model βγlgσ
2 βγwlσ
2 βγwgσ
2 θ
0.3
MD 0.489 0.375 −0.014 137◦
DFT 0.373 0.290 −0.002 142◦
0.6
MD 0.489 0.028 −0.014 99◦
DFT 0.373 0.053 −0.028 103◦
1.0
MD 0.489 −0.548 −0.062 39◦
DFT 0.373 −0.419 −0.102 32◦
Table 4.1: A comparison of contact angles and surface tensions for molecular dynamics
simulations with the present DFT model for the temperature T = 0.75Tc.
if z < σ/2. The parameter f gives the density of the particles that make up the container
wall and  is the same interaction strength parameter from Eq. (4.4). The product f
determines the attractive strength of the external field and can be replaced by the single
parameter w = f. Using the product notation f allows for easier comparison with
existing simulation data [59] and shows the relative attractive strength of the external
field compared to the fluid-fluid interaction strength. The absolute parameter w allows
an easier comparison of fluids defined by various choices of  on the same substrate.
One motivation for selecting Eq. (4.3) as the pair potential in this model is its frequent
use as a model potential in numerical simulations [17, 49, 59]. Here, a comparison is
made with the simulation results presented in Ref. [59]. The surface tensions and contact
angles for a fluid within different external fields for both the present DFT model and the
simulation results of [59] are shown in Table 4.1. The agreement of the contact angles
between the two models is surprisingly good. DFT is a mean field theory and so does not
capture all of the interfacial fluctuations that the molecular dynamics (MD) simulations
do and so some discrepancy should be expected. The MD results were found for a fixed
temperature of T = 0.75Tc and the DFT results were found equivalently for  = 4/3c
where c is the critical value of  for a fixed β = 1. This gives coexisting densities of
ρgσ
3 = 0.0127 and ρlσ
3 = 0.7606 for the simulation results and ρgσ
3 = 0.0277 and
ρlσ
3 = 0.6367 for the DFT results. There are differences between the surface tensions
but interestingly, the calculated contact angles are in very good agreement.
4.1.1 Density Profiles and Adsorption Constraints
The equilibrium density profiles of this model fluid within the external field Eq. (4.13) can
be found by minimising the free energy following the procedure laid out in Chapter 2 and
using Algorithm 3.1. A selection of such profiles are displayed in Fig. 4.2. Comparing
these continuum density profiles to the results found from the LG model shows that
a lot more fluid structure is resolved in the continuum model. In particular, strong
density peaks relating to packing of fluid particles can be observed for strongly attracting
substrates. A wetting film is observed for the curves corresponding to f = 1.4 and
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Figure 4.2: Density profiles for the continuum fluid with β = 1.1 and µ = µc against
a substrate of varying attractive strength. There is more fluid structure for greater
attractive strengths f , particularly for f ≥ 1.2, when the fluid wets the wall and so
there is a thick (macroscopic) film of the liquid adsorbed on the wall.
f = 1.5. In these cases there is a thick film of the higher density liquid adsorbed on the
wall.
A constrained equilibrium can be found by applying Eq. (3.56) during the minimi-
sation procedure. This gives a liquid film having a particular value for the adsorption
that is effectively stabilised by a fictitious external field. A fluid constrained to have
various values for the adsorption is displayed in Fig. 4.3 along with the fictitious po-
tentials required to stabilise them. In the figure the plain lines show the constrained
density profiles for various Γ and the lines of the same colour marked with points show
the corresponding fictitious potentials, which are plotted against the opposite vertical
axis. Density profiles with lower adsorptions are shown in 4.3a and higher adsorptions
are shown in 4.3b where the quantity of liquid adsorbed at the wall is approaching what
may be called a macroscopic value. In these higher adsorption density profiles the fluid,
moving away from the wall, first has the coexistence bulk liquid density value before
then decaying to the bulk gas density. The data in 4.3a also corresponds to the coloured
points on the binding potential in 4.3c which gives insight into why the fictitious po-
tentials have a negative or positive sign. The fictitious fields have a negative sign for
positive gradients of the binding potential and a positive sign for negative gradients.
To illustrate this consider a density profile with Γσ2 = 1 under the true external field
without the fictitious stabilising field. The gradient of the binding potential at this point
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is negative. In this situation the system would relax to the equilibrium density profile
at Γσ2 = 0.5, decreasing the adsorption. More strongly attractive external fields lead to
equilibrium density profiles with a higher adsorption value and so, to stabilise this film
with Γσ2 = 1, an additional attractive field must be added to the true external potential.
Conversely, to stabilise a density profile with an adsorption value that lies outside of the
potential well of this local minimum, an additional repulsive external field is required.
The unconstrained behaviour in this case would increase the film thickness towards the
minimum at infinite adsorption. The repulsive fictitious field forces a lower adsorption.
The density profile that sits exactly at the local minimum, for Γσ2 = 0.5, has a fictitious
external field that is uniformly zero, this is the unconstrained solution. Note that this
is only a local minimum of the free energy and the true equilibrium solution is actually
found as Γ→∞. The density profile corresponding to Γσ2 = 0.2 (red curve) is plotted
in 4.3a but the corresponding fictitious field is not plotted. This is because it is very
large, approximately two orders of magnitude greater than the fictitious fields for the
other adsorption values displayed in Fig. 4.3. For the larger adsorption values shown
in 4.3b, the fictitious field extends only as far as the liquid layer and the magnitude of
this field decreases for larger adsorptions as the energetic minimum is approached. The
fictitious field is only very large when the adsorption is very small. Such a large fictitious
field is not surprising since to enforce Γ → 0, one has to remove all of the liquid from
the surface thereby cancelling the effect of the true external field that is attracting the
fluid to the wall. Therefore, one must expect the fictitious potential to be of the same
magnitude as the true potential as Γ→ 0.
With the same adsorption constraint applied to the 2D model, droplet profiles (3D
ridges) can be found as constrained equilibrium solutions to the model. A selection of
droplet profiles are shown in Fig. 4.4 for contact angles of θ = 151◦, 20◦ and 87◦. A lot
more structure at the wall can be observed in these results from the continuum model
than could be observed in the LG model results in Chapter 3. The contact region where
the edge of the droplet meets the substrate is quite diffuse with substantial density
oscillations, as seen in 4.4e. Packing of particles in the body of the droplet can also
be seen from the density peaks close to the substrate. The thin precursor film is also
present which shows just one or two density peaks. A zoom of this precursor region is
shown in Fig. 4.4b for all three droplets.
4.1.2 Binding Potentials
The continuum DFT model is now used to calculate binding potentials using the same
method as described in Chapter 3 with the LG model. To briefly recap: this method
calculates the binding potential by finding the constrained equilibrium density profiles
for a range of Γ. For each Γ the value of the binding potential at that point is calculated
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Figure 4.3: Density profiles for a fluid with β = 1.1 and µ = µc with specified values of
the adsorption displayed together with the fictitious external potentials that are needed
to stabilise them. In (a) and (b) the plain lines are the density profiles (left axis) and
the lines with points are the fictitious potentials (right axis). The fictitious potential
for Γσ2 = 0.2 is not displayed as its magnitude is greater than the scale displayed, it
is approximately 100 times larger than the other potentials. Smaller adsorption values
are shown in (a) which also correspond to the coloured points of the binding potential
shown in (c).
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Figure 4.4: Droplet profiles for a fluid of fixed volume with β = 1.1 and rc/σ = 5
against substrates of varying attraction strength f . The contact angles for the droplets
in (a), (c) and (d) are θ = 151◦, 20◦ and 87◦ respectively. A plot of the density profiles
at the wall in regions away from the droplets (i.e. the precursor film) is shown in (b)
and a zoom of the contact region of the droplet in (c) is shown in (e).
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from
g(Γ) =
Ω(Γ)− Ωb
A
− γwl − γlg. (4.14)
This series of points gives the binding potential which can also be fitted to an algebraic
form where Γ gives a measure of the film thickness. An example of these binding poten-
tials for a fluid with β = 1.1 and rc = 5σ for various substrate attractive strengths is
shown in Fig. 4.5. The inset of this figure shows that the binding potentials still exhibit
the expected ∼ Γ−2 decay but no longer have oscillatory tails as the liquid film is able
to grow smoothly unlike the previous discrete model where the growth was constrained
by the lattice. It is shown below in §4.2 that oscillations can still occur in the contin-
uum model but these oscillations stem from the physics of the system rather than as
an artefact of the lattice modelling. Aside from the absence of oscillations, the binding
potentials found via the continuum model exhibit the same qualitative behaviours as
found in those from the LG model. One slight difference is that the low adsorption
minimum of the binding potentials occur at lower adsorption values than with the LG
model. For instance, the minimum for the f = 0.3 case in Fig. 4.5 occurs at a very small
negative value of the adsorption. Negative adsorptions are much easier to resolve with
the continuum model due to the finer resolution of the structure of the density profile
in the contact region. The adsorption values at which minima occur are lower than for
the LG model because the coexisting liquid and gas densities are much closer together
in value in the continuum model. A liquid film of a given thickness in the continuum
model has a much lower adsorption than a film of the same thickness described by the
lattice model.
These binding potentials should be related to the density profiles that are displayed
in Fig. 4.2. Note that for f < 1.2 the global minimum occurs at a low value of the
adsorption which corresponds to a non-wetting fluid. This is reflected in the density
profiles of Fig. 4.2 where the corresponding density profiles all have only a small amount
of fluid adsorbed to the wall. The global energetic minimum occurs at infinite adsorption
in Fig. 4.5 for the external fields f = 1.2 and f = 1.4 and then density profiles for
these cases in Fig. 4.2 show a macroscopic liquid layer adsorbed to the wall. When
calculating the density profiles some care should be taken to ensure that the density
profile corresponding to the true equilibrium is found. The numerical solution to Eq. (4.5)
depends on the initial condition used in the minimisation procedure. If, for instance, for
the external field with f = 1.0, the initial condition is given as a profile with density near
that of the bulk liquid, then the minimisation procedure generates the density profile
that is the local minimum with infinite adsorption. To find the global minimum an
initial condition with a low adsorption must be supplied.
The depth of the potential well of the low adsorption minimum is strongly depen-
dent on the fluid-fluid interaction strength , or equivalently, the temperature. As the
temperature is decreased (or  is increased) the point on the phase diagram at which
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Figure 4.5: A range of binding potentials found using the continuum DFT model. The
fluid-fluid interactions have an attractive strength of β = 1.1 and are truncated beyond
a range of rc = 5σ. The inset shows the same data on a logarithmic scale. The binding
potentials have the same ∼ Γ−2 decay, due to the external field that is not truncated.
liquid-gas coexistence occurs moves further away from the critical point. The densities
of the coexisting liquid and gas phases move further apart and the depth of the well
in the binding potential increases. This behaviour is illustrated in Fig. 4.6 where the
binding potentials for two different external fields are shown. The first case, (a), is for
a fixed attractive strength of the external field, βw = 0.7. The external field does not
change as the value of  is varied. The attractive strength of the second external field
in case (b) is defined relative to the fluid-fluid interactions, i.e. w = f. Here the at-
tractive strength of the substrate is increased with increasing , but this still leads to
a raising of the minimum value at low adsorption, as the fluid becomes more wetting.
Whichever external field is chosen, the depth of the potential well for small Γ decreases
as the critical temperature is approached.
For the LG model, it was shown that truncating the particle interactions can have a
significant effect on the wetting behaviour. The continuum DFT results show that this
is generally true and is not just an artefact of the lattice model. In Fig. 4.7, interaction
ranges are truncated at a range of values from rc = 2.5σ to rc = 20σ. In computer
simulations it is common to truncate the Lennard-Jones potential at a range of rc = 2.5σ.
However, the results in Fig. 4.7 show that there is a change in the interfacial phase
behaviour when increasing the range of fluid-fluid pair interactions from 5σ to 10σ. This
shows that for this temperature, making the usual rc = 2.5σ truncation would lead to an
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Figure 4.6: As the strength of fluid-fluid interactions is increased (or temperature is
decreased) the fluid becomes less wetting and the depth of the low adsorption minima
increases. Results are shown for (a) a substrate of fixed attractive strength w and (b)
a substrate with an attractive strength relative to that of the fluid-fluid interactions f .
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Figure 4.7: The binding potential for β = 1.1 and βw = 1.25 calculated for a range of
different values of the cut-off range rc. Computer simulations often truncate the particle
interactions at a range of rc = 2.5σ. Here, there is a shift in the interfacial phase
behaviour as the range of the interactions is varied. Going from rc = 5σ to rc = 10σ
changes the system from non-wetting to wetting.
incorrect prediction of the wetting behaviour. The five binding potentials displayed in
Fig. 4.7 are all for the case when the external potential has a fixed strength of βw = 1.25
and the range is not truncated. Each calculation is made at the same point on the bulk
fluid phase diagram by renormalising  according to the truncation range, c.f. Eq. (4.8).
This observation is particularly pertinent in light of the good agreement with computer
simulation results shown in Table 4.1. That the LG model also shows this phenomenon,
illustrates the fact that even though it is a very simplistic model, it does in fact predict
the same behaviour as the more accurate continuum model which is in fair agreement
with the computer simulation results.
The binding potentials calculated from the continuum model can be fitted with the
same algebraic form as used for the lattice model, the one given in Eq. (3.51). Some
examples of the fitting parameters are given in Appendix B. A good fit is achieved with
this function as is demonstrated in Fig. 4.8. This fit function can be used as input to
the IH model to find droplet film height profiles and these can be compared directly
with film height profiles extracted from the 2D droplet density profiles calculated using
DFT. The above binding potential results have all been found from the effective 1D
version of the model where a finer value of the grid spacing for the numerics can be
used (∆x = 0.01σ). However, in order to make comparisons of droplet profiles between
the DFT and the IH models, the binding potentials that are to be used as input to
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the IH model are calculated from the effective 2D model which requires a coarser grid
(∆x = 0.25σ). The effect of the coarser grid is that there can be small errors, particularly
within the integration of the LJ perturbation, compared to the 1D model. These small
errors can lead to sizeable deviations in the comparisons between the contact angles
of the two models. These errors are particularly prevalent at state points close to the
wetting transition where small shifts in the minimum of the binding potential, g(h0),
lead to appreciable changes in the calculated contact angle. Therefore, for a consistent
comparison, it is better to calculate both the binding potentials and the droplet profiles
from the same effective 2D model. However, the 2D model is far more computationally
expensive. This is particularly so for larger rc, i.e. truncating the LJ tail at greater
ranges. The total system must be at least twice as wide as the range rc which means
large computational domains must be used and therefore slow calculations with large
memory requirements. Using the 1D version of the DFT model means that calculations
can be made with greater accuracy, at longer truncation ranges and in a shorter space
of time. A comparison of density profiles calculated from the 1D and 2D versions of the
model are displayed in Fig.4.9. Various grid spacings in both one and two dimensions
are displayed and there is good agreement between all of the results. Discrepancies
enter in numerical integration. Numerical integration is necessary for calculating free
energies, etc, and small variations here between the 1D and 2D versions of the DFT can
cause significant variation in the calculation of contact angles and droplet profiles. Even
though the 1D DFT is more accurate than the coarser 2D DFT, it is not an important
consideration. The less accurate 2D model is sufficient to demonstrate the applicability
of the method of calculating the binding potential for use as an input in larger scale
models.
Using the binding potential, calculated with the 2D DFT, as input to the IH model,
liquid droplet profiles are found and directly compared with those calculated using DFT.
This comparison is shown in Fig. 4.10, the parameters used to fit the binding potentials
to Eq. (3.51) are given in Appendix B. Excellent agreement is found between the two
models over a wide range of contact angles. A very small discrepancy exists in the
contact line region where the IH model slightly underestimates the film height. To make
this comparison a film height profile is extracted from the 2D density profile by first
calculating the local adsorption at each point along the surface and then converting this
a film height via Eq. (2.72) to give the height of the droplet at each point. The two
droplets are both constrained to have the same average film height, which is identical to
fixing the volume of the two droplets. No constraint is made upon the maximum height
of the droplets but the agreement of this maximum height between the two methods is
very good.
An alternative method of finding a film height profile from the density profile of a
liquid droplet is to use the contour of a specific density value, such as the density value
(ρl + ρg)/2 which is the value half way between the two coexisting densities. Finding
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Figure 4.8: A demonstration of the quality of fit achieved with the fit function given
by Eq. (3.51) with a binding potential calculated from the continuum DFT model. The
binding potential displayed here is for a fluid with β = 1.1, βw = 1.06 and rc = 5. The
black line is the fit function and the green symbols are the data points from the DFT
calculation.
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Figure 4.9: A comparison is made between results from the 1D version of the continuum
DFT and the 2D version. The equilibrium density profile for a fluid with β = 1.1 and
µ = µc against a wall with f = 0.9 and f = 1.3 is calculated from the 1D DFT for
grid spacings of ∆x = 0.01σ and ∆x = 0.1σ, and from the 2D DFT for grid spacings of
∆x = 0.1σ and ∆x = 0.25σ. A wetting film is observed for f = 1.3 and a non-wetting
film for f = 0.9. The lines represent results from the 1D DFT and the points are from
the 2D DFT. Even a very coarse grid spacing of ∆x = 0.25σ is in good agreement with
the finer grid spacings of the 1D DFT. Errors between the different dimensionality and
grid spacings of the models enter during numerical integration.
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Figure 4.10: A comparison of droplet profiles for the fluid with β = 1.1, rc = 5σ and
µ = µc with various wall strengths, f = 0.8, 0.85, 0.9, 0.95, 1.01, 1.02, 1.04. The coloured
lines show film height profiles calculated from the DFT model and the black lines show
the corresponding droplet profile found from the IH model using the binding potential
obtained from the DFT model as input. Excellent agreement is found for the whole
range of contact angles.
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Figure 4.11: An alternative method for extracting a film height profile, namely, the
density contour half way between the bulk coexistence liquid and gas densities is used to
find the droplet profile. More structure can be seen with this method. The plain lines
are the density contour and the lines with points are the profiles found by calculating
the local adsorption. The black lines show the IH results. The droplet profiles are the
same as those from Fig. 4.10, a fluid with β = 1.1 and f = 0.8 (red curve) and f = 1.04
(blue curve).
a height profile in such a way better shows the structure of the droplets in the contact
region as illustrated in Fig. 4.11. However, this does not give as much insight into the
nature of the adsorption on the surface away from the droplet, i.e. in the precursor film.
The method of calculating a local adsorption, used in Fig. 4.10, clearly allows for better
comparison with the IH model and accurately fits the height of the droplet compared to
the IH output. For droplets with a contact angle of θ > 90◦ the local adsorption becomes
somewhat misleading and the contour method is a much more meaningful measure of
the droplet profile. In such a case only the density contour can accurately describe the
droplet, since the adsorption method can not describe the multivalued nature of the
droplet profile.
The contact angles from the two models can be directly compared. A contact angle is
found using the DFT results by calculating the three interfacial surface tensions and then
applying Young’s equation, Eq. (1.1). A contact angle is extracted from the IH model
results by fitting a circle to the apex of the droplet and finding the contact angle of this
circle. Excellent agreement between the two methods is found as shown in Fig. 4.12. Note
that only the DFT results are able to extend far beyond θ = 90◦. Note too that these
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Figure 4.12: A comparison between contact angles, θ, found using DFT together with
Young’s equation and with those found from the IH model with a binding potential
calculated from DFT as input. These results are for varying wall attractive strength f
and for fixed β = 1.1.
results are for the macroscopic contact angle which is only attained by larger droplets.
Indeed the comparison is not even made directly between the DFT droplet and the IH
droplet profiles. Instead, the DFT contact angle is found from Young’s equation and
does not require calculating a droplet profile. However, regardless of whether or not
this macroscopic contact angle is a good approximation of the true contact angle of the
droplets, a direct comparison of the droplet profiles obtained from the two models agree
down to very small volumes, as shown in Fig. 4.13. As the volume of a droplet increases
the contact angle obtained from the profile approaches the macroscopic contact angle.
The coloured lines in Fig. 4.13 show the results from the DFT, the black lines are the IH
droplet profiles. Good agreement is found for all droplet volumes, but getting slightly
worse for very small droplets. It is possible to find solutions to the IH model that are
droplets with a macroscopic contact angle slightly beyond θ = 90◦. However, for such
a case, the agreement with the DFT is not good and fitting the droplet with a circle is
a very bad approximation of the film height profile, even though it accurately predicts
the macroscopic contact angle. This poor fit stems from the inability of the film height
profile to display the multivalued character of the droplet profile.
CHAPTER 4. A CONTINUUM DFT MODEL 85
0
5
10
15
20
25
0 5 10 15 20 25 30 35 40
h
(x
)/
σ
x/σ
Figure 4.13: A droplet with a macroscopic contact angle of θ = 87◦ at various volumes.
Good agreement is found between the DFT and IH results down to very small droplet
sizes. The agreement gets slightly worse for very small droplet sizes. These droplets are
for β = 1.1 and f = 0.8.
4.2 A Model Fluid with Oscillatory Binding Potentials
In the work above for the LJ fluid all of the binding potentials displayed have a monotonic
decay. One can observe oscillatory binding potentials, but these occur for states where
the liquid phase wetting the wall is metastable with respect to the solid. The occurrence
of oscillatory binding potentials is connected to the location in the phase diagram of
the so-called Fisher Widom (FW) line [56]. This line denotes the locus in the phase
diagram at which the asymptotic decay of the correlations crosses over from monotonic
to damped oscillatory. This form of decay can be seen in both the radial distribution
function of the bulk fluid g(r)1 and also in the inhomogeneous fluid density profiles.
In colloid-polymer mixtures the location of the FW line is closely related to the size
ratio q = σp/σ of the polymer diameter, σp to the colloid diameter, σ. Moreover, in
colloid-polymer mixtures one finds the FW line is located well away from freezing which
means that in such systems one can observe oscillatory liquid-gas interfacial profiles
and multiple layering transitions [47, 60]. Note that in the colloid-polymer context the
“liquid” is a colloid rich phase and the “gas” is a colloid poor phase. The layering
transitions observed in the Asakura-Oosawa (AO) model of colloid-polymer mixtures is
1The radial distribution function is given by the Ornstein-Zernike equation. Monotonic or damped
oscillatory decay is determined by the smallest complex pole in the integrand, i.e. the complex solutions
of 1− ρbcˆ(k) = 0 where cˆ(k) is the Fourier transform of c(2)(r). Find further details in Refs. [57] and
[14].
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Figure 4.14: The potential v = vhc + vao where vao is the AO potential parametrised by
β = 0.64 and q = 0.5. The hard core repulsion is given by vhc.
indicative that the binding potential for this system is oscillatory, since each new “layer”
corresponds to a different minimum in g(Γ). Indeed, the presence of layering transitions
in any system is indicative of oscillatory binding potentials. In this section results are
presented for a fluid of particles interacting via the AO potential:
vAO(r) = −
(
1− 3r
2σ(1 + q)
+
r3
2σ3(1 + q)3
)
for σ ≤ r ≤ σ(1 + q), (4.15)
and vAO = 0 otherwise. The depth of the attractive well is governed by the parameter
 =
1
6
piσ3pzp
(
1 + q
q
)3
, (4.16)
where zp is the polymer fugacity. In this thesis the value of  is simply quoted, the
fugacity could be found from this if desired. The origin of this attractive potential
arises from an entropic gain when colloids are close together. Around each colloid is
a region of excluded volume stemming from the hard-core interactions of the colloids
and polymers. As two colloids approach, the net excluded volume decreases, increasing
the accessible volume within the system and leading to a rise in entropy [61]. The size
ratio of the colloids to the polymers, q, defines the range of interaction for the potential,
R = (1 + q)σ. A plot of this potential is displayed in Fig. 4.14.
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4.2.1 Density Profiles with Oscillations at the Liquid-Gas Interface
Whatever the interaction potential between the fluid particles, there is normally some
oscillatory structure at a wall-liquid interface (see for example, the curve for f = 1.5 in
Fig. 4.2), although the ultimate (asymptotic) decay of the density profile into the bulk
liquid can be either monotonic or oscillatory, depending on which side of the FW line
the bulk state lies. The decay from the liquid phase to the gas phase at the liquid-gas
interface is almost always monotonic (see Fig. 4.3b). However, for smaller values of q and
large values of the interaction strength,  (equivalently low temperature), oscillations can
be found on the liquid side of the liquid-gas interface, as seen in Fig. 4.15. The inset
of the figure shows a zoom of part of the liquid-gas interface where oscillations are
observed. The amplitude of these oscillations increases as  increases. The interaction
of the fluid particles with the container wall is also assumed to be via the AO potential,
Eq. (4.15), where, as with the external potential used previously, the net interaction of
a single fluid particle with the entire wall is found by integrating the interaction of a
single fluid particle over a uniform density wall. The parameter governing the strength
of this external field is w.
The oscillations occur as a result of competition between the attractive and repulsive
components of the interactions [23], where the repulsion originates from the hard core
interactions of the reference fluid. The position of the state point on the bulk fluid
phase diagram depends on both the size ratio, q (i.e. the interaction range), and the
depth of the potential well . It is illustrated in Fig. 4.16 that it is the range of the pair
potential that is the more important parameter in determining the onset of oscillations
in the binding potential. The two curves in Fig. 4.16 are both at the same state point
in the phase diagram, since the integrated strength of the pair potential in Eq. (4.15)
for each of the two sets of parameter values gives the same result for each fluid. Only
the binding potential for the fluid with the shorter ranged interaction (q = 0.5), but
the deeper potential well, exhibits oscillations. The binding potential for the fluid with
longer ranged interactions (q = 1.0) decays monotonically as Γ → ∞. The location on
the bulk fluid phase diagram of the FW line is not uniquely determined. It is the shape
and depth of the potential well, , rather than the total integrated interaction strength
(which determines the position on the phase diagram), that is important.
4.2.2 Oscillatory Binding Potentials and Highly Structured Droplets
Oscillatory density profiles lead to the occurrence of oscillatory binding potentials. For
each interface in the density profile there is a decaying envelope of oscillations to the
bulk density. For a wall-liquid and liquid-gas interface that are well separated, the
oscillations from each interface decay to the bulk value and the two interfaces do not
interact. As the two interfaces approach each other the envelopes of the oscillations
from each interface overlap. In effect, the liquid gas interface constrains the shape of the
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Figure 4.15: Constrained density profiles for the AO fluid for state points below the FW
line. Strong oscillations occur at the wall-liquid interface and weaker oscillations occur
at the liquid-gas interface. The amplitude of the oscillations increases with increasing
 or decreasing temperature. The external field is constant with attraction strength
βw = 0.7 and the size ratio parameter which determines the range of interactions is
q = 0.5.
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Figure 4.16: As the range of the interactions R = (1 + q)σ is decreased, oscillations
appear in the binding potential. These two states are at the same point on the bulk
fluid phase diagram.
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Figure 4.17: Binding potentials for the AO fluid with β = 0.64 and q = 0.5. Oscillations
occur in the tails of the binding potentials as a result of the oscillatory structure of the
density profiles. The oscillatory structure from the wall-liquid interface can not smoothly
transition into the oscillations of the liquid-gas interface at all film heights. The inset
shows |βg(Γ)| which highlights the oscillatory decay as Γ→∞.
density oscillations from the wall-liquid interface and similarly, the wall-liquid interface
constrains the liquid-gas interface. Any constraint must raise the free energy of the
system. Some configurations, determined by the film thickness (or Γ), raise the energy
more than others because the oscillations from one interface can not smoothly transition
into the oscillations of the other. This causes oscillations in the free energy of the system
and can be seen in the binding potentials plotted in Fig. 4.17. Note that these oscillations
decay with increasing Γ whereas the erroneous oscillations that occurred in the discrete
DFT model had a constant amplitude as they were determined by the lattice spacing.
The presence of these oscillations means that the previously proposed fit function,
Eq. (3.51), is no longer appropriate. The fit function proposed for these oscillatory
binding potentials is
gf (h) = a3 cos(a1h+ a2) exp(−h/a0) + a4 exp(−h/a0) + a5 exp(−2h/a0) + · · · , (4.17)
where a0, a1, · · · are parameters to be fitted. The first term in this fit function accounts
for the oscillatory behaviour and the remaining terms are inspired by the asymptotic
form given in Eq. (1.3). The form of Eq. (1.3) arises when all of the particle interactions
are short ranged. This fit function gives an excellent representation of the calculation
results as can be seen in Fig. 4.18. Using this fit function as an input to the IH model,
CHAPTER 4. A CONTINUUM DFT MODEL 90
droplet profiles such as those shown in Fig. 4.18 are obtained. The figure shows three
droplets of increasing volume. The droplets are very low and long with a step like
structure in the contact region. The binding potential used to generate this droplet is
also shown in the figure. It is given here as a function of the film height h ≈ Γ/(ρl− ρg)
and the minima correspond to the observed steps in the droplet profiles.
The droplet profiles can also be found directly using DFT as shown in Fig. 4.19,
although, of course, the DFT gives a much more detailed description of the structure on
the surface. This figure shows two different droplet profiles (a) and (c), both droplets
show a lot more structuring than the regular droplets observed near the wetting tran-
sition when it is above the FW line (Fig. 4.4). In particular, in the contact region a
terrace-like structure is found. This is most clearly observed in the ρσ3 = 0.375 contour
displayed in Fig. 4.19b. Above this stepped region the droplet takes on the form of a
spherical cap. On approaching the wetting transition the droplet spreads out a lot more,
becoming very wide and flat as shown in Fig. 4.19c. Here there is no spherical cap com-
ponent to the droplet and instead it is very flat, dominated by the local minima of the
oscillations of the binding potential. Each minimum corresponds to having an additional
layer of particles at the wall. The global minimum in g(h), displayed in Fig. 4.18, is at
h ≈ 0.1σ, which corresponds to a low, sub-monolayer, number of particles absorbed on
the wall. This can also be seen from the density profiles outside the droplets in Fig. 4.19.
For an increased film thickness, there is a local minimum in g(h) in Fig. 4.18, at h ≈ σ,
corresponding to an almost complete monolayer adsorbed on the wall. However, the
free energy for this configuration is much higher than for the two minima either side,
corresponding to a near empty surface (h ≈ 0.1σ) or two adsorbed layers (h ≈ 1.7σ).
The minimum in g(h) at h ≈ 2.5σ, corresponding to three layers of particles, is an even
lower free energy state. The fact that two or three almost complete layers is a lower
energy state than a single layer is reflected in the density profiles in Fig. 4.19, where a
single layer of particles adsorbed at the wall can not be observed. Finally, Fig. 4.19d
shows an intermediary, non-equilibrium, density profile found during the minimisation
to the droplet shown in (c), the initial condition was a half circle of the liquid density
surrounded by the gas. It must be stressed that this minimisation procedure is not rep-
resentative of the true spreading dynamics of the system. However, intermediary forms
such as that in (d) suggest that there may be very interesting dynamics as these droplets
evolve towards equilibrium. It should be mentioned however, that in some other systems
[62] the fictitious dynamics generated by the Picard iteration is actually very similar to
the true dynamics from DDFT. This thesis does not make any dynamical study but it
would be an interesting avenue of research in the future.
The droplet profiles observed in Figs. 4.18 and 4.19 are remarkably similar to droplet
profiles observed in the experiments reported in Ref. [63]. See also the discussions in
Refs. [1, 64]. These experiments were for PDMS on a silicon wafer surface and terraced
droplet profiles were observed, pointing to an underlying oscillatory binding potential.
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Figure 4.18: Film height profiles calculated from the IH model where oscillatory binding
potentials are used as input. The droplet forms distinct layers and spreads out as the
volume is increased with no increase in the maximum height. These results are for the
AO fluid with β = 0.65 and βw = 0.81. The parameters to fit this binding potential
to Eq. (4.17) are: a0 = 0.908, a1 = −7.352, a2 = 5.901, a3 = −0.011, a4 = −0.00015,
a5 = 0.045, a6 = 0.423, a7 = −0.77, a8 = −0.231, a9 = 0.559. The symbols show the fit
with the data directly from the DFT calculation.
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Figure 4.19: Two droplet density profiles, (a) and (c), for state points below the FW line.
A lot of structure is observed in the drops, particularly in the contact region which is
more clearly seen from the ρσ3 = 0.375 contour (b). An intermediary state (d) suggests
the possibility of some interesting dynamics.
Layered droplets have also been observed in atomistic MD simulations of small droplets
on surfaces [65].
4.3 Conclusions
This chapter investigated the calculation of binding potentials using continuum DFT.
The specific model implemented took a hard sphere fluid as a reference state and treated
the pairwise attractive interactions between fluid particles as a perturbation about the
hard sphere fluid. The hard sphere fluid is modelled by the accurate White Bear version
of FMT. Initially, the pair interactions are modelled by a truncated and shifted Lennard-
Jones potential. This model was compared with numerical studies in Table 4.1 where
it performed favourably. Density profiles varying in both one and two dimensions are
displayed where more of the details of the structure of the density profile are described
than in the discrete DFT. This is still a mean field model however so some interfacial
fluctuation effects that may be present are not captured with DFT. By using an adsorp-
tion constraint, the binding potentials are calculated for the continuum fluid and these
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are used to demonstrate that truncating fluid-fluid pair interactions can have profound
effects on the predicted wetting behaviour. Specifically, it was shown that, for a certain
choice of parameters, changing the truncation range from rc = 5σ to rc = 10σ, leads
to a shift in phase behaviour, from wetting to non-wetting as the truncation range is
increased. This change in phase behaviour occurs far beyond the usual truncation range
of rc = 2.5σ that is used in computer simulations.
The calculated binding potentials are fitted to an algebraic form and then used as
input in the IH model to generate droplet profiles. These droplet profiles can then be
compared to droplet profiles that are calculated directly using DFT by first generating
a 2D droplet density profile and then integrating over this to obtain the film height
profile. Excellent agreement is found between the two methods when comparing the
droplet profiles. This good agreement also extends down to small droplet volumes. A
comparison of macroscopic contact angles from each model is also made where, again,
excellent agreement is found for all contact angles 0◦ < θ < 90◦. Only the DFT model is
able to find droplet profiles for θ > 90◦. The good overall agreement validates the coarse-
graining approach demonstrated throughout this thesis; using DFT to obtain accurate
approximations for the binding potential g(Γ) and then inputting this in the IH model,
Eq. (1.2).
The Asakura-Oosawa (AO) model pair potential is considered as a typical model
fluid having a short ranged pair interaction potential. Such potentials arise as the
effective interaction potentials between colloids in suspension, say. For this short ranged
potential, at lower effective temperatures (higher ), density profiles with oscillatory
decay are observed. These occur when the bulk fluid state is to the right of the FW line
in the phase diagram. At such state points, there can also be oscillations in the density
profile of the liquid-gas interface. In this regime, the oscillations that occur at the wall-
liquid interface also have a large amplitude. These oscillatory density profiles give rise
to oscillations in the tails of the binding potentials. By fitting the new algebraic form
in Eq. (4.17), suitable for short ranged interactions, to these binding potentials, droplet
height profiles can be found from the IH model. These droplet profiles which occur close
to the wetting transition have a very pronounced terraced structure, are very thin and
lose their spherical cap shape. Such droplet profiles can also be found directly using
the DFT model in two dimensions which show the same stepped structure. A spherical
cap is still found for larger droplets but there remains a high degree of structuring
at the contact regions for these cases. Intermediary density profiles found during the
minimisation procedure suggest some interesting dynamics that would be worth further
study with DDFT or by performing time simulations with the thin-film equation.
Chapter 5
Final Remarks
This thesis has presented a method for calculating the binding potential for a fluid
that is valid for all film thicknesses. The binding potential, or the related disjoining
pressure, is important not just because of the physical properties of the fluid that they
reveal, but because they act as inputs into mathematical models to study liquids at
larger, mesoscopic scales. Despite the importance of the binding potential it is often
only represented by an asymptotic form that can not accurately describe the shape of
the binding potential for liquid films of very small film thicknesses. This thesis addresses
this problem by presenting a method that can be used to calculate the binding potential
which takes into account the microscopic particle interactions.
The calculation is performed with density functional theory (DFT), together with
a method of finding the constrained equilibrium density profile for a liquid film of any
given thickness. The local film thickness is related to the adsorption and so a liquid
film of a particular thickness is fixed by constraining the adsorption of the system. The
method of fixing the adsorption effectively forces an additional fictitious external field
on the system which decays to zero beyond the desired film thickness. Not only does
this method fix the adsorption to a particular value, but it also ensures that the system
phase separates into a liquid and gas phase even for average densities that lie outside
of the spinodal curve. A series of points of a binding potential are found through this
method and these are then fitted to an algebraic form so that they may be used in the
larger scale models. A particular form of the fit function is proposed here that exhibits
the observed behaviour of the binding potentials.
In order to give some verification of this method, droplet profiles are calculated from
two different models and compared. The first model is the mesoscopic interface Hamilto-
nian (IH) model which takes the binding potential as input. The binding potential used
as input is calculated using the above, DFT based, method. The second model calculates
a droplet profile using DFT two dimensions, constraining the total number of particles
in the system to be equal to some specified value. This DFT model takes as input the
same microscopic parameters that are used to calculate the binding potential which is
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the input for the first model. Remarkably good agreement was observed between the
two models.
In order to illustrate the approach this method was applied using a simple DFT, the
discrete lattice-gas (LG) model. The droplet profiles calculated directly from the LG
model fit excellently with the droplet profiles from the IH model across a wide range
of contact angles. Good agreement was also found in the comparison of the contact
angles calculated from each method. However, one weakness of this model is due to the
presence of oscillations that occur in the tails of the binding potentials as a result of
the discrete nature of the model. The origin of this is that it is not possible to have a
liquid film at any possible film thickness and still maintain the equilibrium shape of the
liquid-gas interface and the correct bulk liquid density. The free energy of the liquid film
oscillates as a result.
A continuum DFT model is formulated by using the White Bear version of funda-
mental measure theory (FMT) to calculate a hard-sphere reference fluid and then adding
a truncated and shifted Lennard-Jones (LJ) potential as a perturbation. By using this
continuum model the oscillations in the tails of the binding potentials are eliminated.
The particles in the continuum model are not restricted to specific grid points and so
the thickness of the film can smoothly increase while maintaining the equilibrium shape
of the liquid-gas interface. Comparisons between the droplet profiles found from this
continuum DFT and the IH model are in excellent agreement across the whole range of
accessible contact angles. The comparison of the contact angles themselves is also very
good. The contact angles which are calculated from these models are the macroscopic
contact angles. There is good agreement between these contact angles from the two
models but they are not always a true representation of the actual contact angle that
might be estimated from the droplet profile itself when the droplets have a small volume.
Systems interacting via a short ranged pair potential, the Asakura-Oosawa (AO)
potential, were also investigated. This model potential is more applicable to colloidal
suspensions than atomistic systems. For this system the density profiles that are highly
oscillatory and this in turn leads to binding potentials with oscillatory decaying tails.
This oscillatory form also manifests itself in the 2D droplet profiles which show highly
structured liquid droplets. Results from both the DFT and the IH model for a state
near the wetting transition both predict very flat terraced droplets that also hint at
interesting dynamical behaviour.
As well as its use as an input to larger scale models, the binding potential also
gives important information about the wetting behaviour of the fluid. The location
of the global minimum indicates if the fluid wets a substrate or not and the value of
the binding potential at this minimum can be used to calculate the contact angle of a
liquid droplet. From this a study into the effects of truncating particle interactions was
made. Interactions between fluid particles are often truncated in computer simulations
in order to speed up calculations. This is purely a choice made in the modelling of
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the fluid and does not represent the real physics of the system. The binding potentials
calculated in this Thesis show that truncating the particle interactions can result in the
true phase behaviour of the system to sometimes be lost. Truncating the fluid-fluid
particle interactions to shorter ranges leads to a model fluid that is more wetting and
this can sometimes occur to the extent that a non-wetting fluid appears to be a wetting
fluid purely because the interactions have been truncated. It is hoped that the fully
microscopic binding potential calculated in this Thesis will prove to be of use in future
studies of droplets spreading and other such fluid interfacial phenomena. To this end,
tables of parametrised binding potentials are included in Appendix B.
Appendix A
A Simpler Lattice Pair
Interaction
In §3.3 a simpler pair potential was mentioned that only extended to next-nearest neigh-
bour lattice sites. This is the same potential that was used in Ref. [18] and is now defined
here. This potential was defined for a 2D system although it can be reduced down to
an effective 1D system if desired. The ‘nearest neighbour’ lattice sites to a particular
site are defined as those lattice sites either horizontally or vertically adjacent to it. The
‘next nearest neighbours’ are those lattice sites which are diagonally adjacent, this is
illustrated in Fig. A.1. The nearest neighbour lattice sites interact more strongly than
the next nearest neighbours where there is some freedom to choose the extent to which
the next nearest neighbour interactions are weaker than the nearest neighbour interac-
tions. The pair potential described in Eq. (3.31) would give that for a nearest neighbour
interaction of strength , the next nearest neighbour interactions would have a strength
of /8. In his PhD thesis Robbins showed that the taking interaction weights of  and
/4 for the nearest and next nearest interactions is the optimum choice to find circular
droplets. These interaction weights are given in Fig. A.2 for both the 2D system and the
equivalent 1D reduction.
(a) Nearest neighbours (b) Next nearest neighbours
Figure A.1: The nearest and next nearest neighbour lattice sites.
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Figure A.2: (a) The optimal interaction weights to give circular droplets with this short
ranged potential. (b) The reduction of this potential for an effective 1D system.
Using this potential the lattice free energy becomes
Ωˆ = kBT
M∑
i=1
[ρi ln ρi + (1− ρi) ln(1− ρi)]
− 1
2
∑
jnni
ρiρj − 1
2
∑
jnnni

4
ρiρj +
M∑
i=1
(Vi − µ)ρi,
(A.1)
where the summation index jnni indicates the sum over all lattice sites j which are
the nearest neighbours of i, and similarly jnnni denotes the sum over the next nearest
neighbours.
Appendix B
Parameters for the binding
potential fit functions
This appendix lists the parameter values used to fit the binding potential to an algebraic
form for many of the results presented in this Thesis. For monotonically decaying binding
potentials the fit function is
g(Γ) =
A(exp(−P (Γ))− 1)
Γ2
, (B.1)
where
P (Γ) = a0e
−a1Γ2 + a2Γ2 + a3Γ3 + a4Γ4 + a5Γ5. (B.2)
The parameters associated with a selection of binding potentials calculated from the
discrete LG model are given in Table B.1 and the parameters for the continuum DFT
are given in Table B.2.
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Figure β βw L A a0 a1 a2 a3 a4 a5
3.7 & 3.14 0.9 0.5 5 −0.073 1.313 8 −3.072 3.253 −1.248 0.168
3.7 & 3.14 0.9 0.55 5 −0.081 1.199 8 −2.205 2.173 −0.762 0.094
3.7 & 3.14 0.9 0.6 5 −0.088 1.100 8 −1.443 1.291 −0.393 0.042
3.7 & 3.14 0.9 0.65 5 −0.095 1.014 8 −0.786 0.609 −0.139 0.011
3.7 0.9 0.7 5 −0.123 0.809 8 −0.203 0.128 −0.010 0.0002
3.12 0.8 0.5 3 −0.057 0.920 8 −0.699 0.437 −0.072 0.004
3.12 0.8 0.5 4 −0.057 0.922 8 −0.920 0.599 −0.123 0.009
3.12 0.8 0.5 5 −0.057 0.924 8 −1.063 0.707 −0.158 0.012
3.12 0.8 0.5 10 −0.056 0.944 8 −1.285 0.863 −0.204 0.017
3.12 0.8 0.5 20 −0.036 1.520 8 −1.985 1.464 −0.389 0.036
Table B.1: This table lists the parameters used in the fitting function to fit the binding
potentials, calculated from the LG model, to an algebraic form. The parameters are
identified by the figure in which the binding potential is used, the title of that curve in
the figure and some additional identification where applicable. Values are rounded to
three decimal places and the value of a1 is enforced.
Figure β f rc A a0 a1 a2 a3 a4 a5
4.10 1.1 0.8 5 −0.310 0.147 3.621 −0.378 0.174 −0.028 0.002
4.10 1.1 0.85 5 −0.336 0.151 3.237 −0.302 0.139 −0.021 0.001
4.10 1.1 0.9 5 −0.362 0.155 2.962 −0.233 0.109 −0.016 0.0008
4.10 1.1 0.95 5 −0.388 0.158 2.774 −0.168 0.081 −0.012 0.0006
4.10 1.1 1.01 5 −0.420 0.160 2.663 −0.093 0.051 −0.007 0.0004
4.10 1.1 1.02 5 −0.426 0.160 2.658 −0.081 0.043 −0.006 0.0003
4.10 1.1 1.04 5 −0.437 0.160 2.659 −0.056 0.036 −0.005 0.0002
Table B.2: This table gives the parameters from fitting the binding potentials calculated
using the continuum DFT to an algebraic form for a selection of the results shown in
Chapter 4.
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