In porous media, there are three known regimes of fluid flows, namely, pre-Darcy, Darcy and post-Darcy. Because of their different natures, these are usually treated separately in literature. To study complex flows when all three regimes may be present in different portions of a same domain, we use a single equation of motion to unify them. Several scenarios and models are then considered for slightly compressible fluids. A nonlinear parabolic equation for the pressure is derived, which is degenerate when the pressure gradient is either small or large. We estimate the pressure and its gradient for all time in terms of initial and boundary data. We also obtain their particular bounds for large time which depend on the asymptotic behavior of the boundary data but not on the initial one. Moreover, the continuous dependence of the solutions on initial and boundary data, and the structural stability for the equation are established.
Introduction and the models
Fluid flows are very common in nature such as in soil, sand, aquifers, oil reservoir, sea ice, plants, bones, etc. Contrary to the usual perception of their simplicity, they, in fact, can be very complicated and are modeled by many different equations of various types. Broadly speaking, they are categorized into three known regimes, namely, pre-Darcy (i.e. pre-linear, non-Darcy), Darcy (linear) and post-Darcy (i.e. post-linear, non-Darcy). While the Darcy regime is well-known, the other two do exist and are studied in physics and engineering. For example, when the Reynolds number is high, there is a deviation from the Darcy law and Forchheimer's equations are usually used to account for it [9, 10] , see also [2, 20, 21] . On the other end of the Reynolds number's range, when it is small, the pre-Darcy regime is observed but not well understood, although it contributes to unexpected oil extraction, see [8, 22, 23] and references therein.
Concerning mathematical research of fluids in porous media, the flows' diverse nature is much overlooked. Almost all of the papers focus on the Darcy regime which is presented by the (linear) Darcy equation, see e.g. [25] . The post-Darcy regime has been attracted attention recently with the (nonlinear) Forchheimer models, see [1, 5, 6, 12, [15] [16] [17] [18] 24] and references therein. In contrast, the (nonlinear) pre-Darcy regime is virtually ignored. Moreover, the three regimes are always treated separately. This is due to the different natures of the models and the ranges of their applicability. However, this separation is unsatisfactory since the fluid may present all three regimes in different unidentified portions of the confinement. Therefore, there is a need to unify the three regimes into one formulation and study the fluid as a whole. This paper aims at deriving admissible models for this unification and analyze their properties mathematically. To the best of our knowledge, this is the first paper to treat such a problem with rigorous mathematics.
We now start the investigation of different types of fluid flows in porous media. Consider fluid flows with velocity v ∈ R n , pressure p ∈ R, and density ρ ∈ [0, ∞). Depending on the range of the Reynolds number, there are different groups of equations to describe their dynamics.
The most popular equation is Darcy's law: For experimental values of α, see e.g. [22, 23] .
When |v| is large, the following Forchheimer equations are usually used in studying post-Darcy flows.
Forchheimer's two-term law av + b|v|v = −∇p. Here, the positive numbers a, b, c, d, and m ∈ (1, 2) are derived from experiments for each case. The above three Forchheimer equations can be combined and generalized to the following form:
where g F (s) = a 0 + a 1 s
with N ≥ 1, α 0 = 0 < α 1 < . . . < α N , a 0 , a N > 0, a 1 , a 2 , . . . , a N −1 ≥ 0. The generalized Forchheimer equation (1.6) was intensely used by the authors to model and study fast flows in the porous media (see [1, 3-6, 11-15, 18] ). The techniques developed in those papers will be essential in our approach and analysis below.
In previous work, each regime pre-Darcy, Darcy, or post-Darcy was studied separately, even though they exist simultaneously in porous media. In particular cases, some models must consider multi-layer domains with each layer having a different regime of fluid flows, see for e.g. section 6.7.8 of [24] . The goal of this section is to model all regimes together in the same domain.
We write a general equation of motion for all cases (1.1)-(1.6) as 8) where G is a vector field on R n with G(0) = 0. In this paper, based on the known equations (1.2)-(1.6), we study G of the form 
Taking the modulus both sides of (1.8), we have
where
By (1.10), we have
We assume By (g1)-(g3), we can invert equation (1.12) to have
Combining this with (g4), we can solve from (1.8) and (1.9) for v = −k g (|v|)∇p, thus,
In particular, when ξ > 0
One can interpret equation (1.14) as a generalization Darcy equation (1.1) with conductivity k = K(|∇p|) depending on the pressure's gradient.
We consider the following two main models. Below, 1 E denotes the characteristic (indicator) function of a set E. Model 1. Function g(s) is piece-wise smooth on (0, ∞). Based on (1.2), (1.1) and (1.6) and their validity in different ranges of |v|, our first consideration is the following piece-wise defined function
where α ∈ (0, 1), and s 2 > s 1 > 0 are fixed threshold values. To avoid abrupt transitions between three regimes, we impose the continuity onḡ(s), that is,
Clearly, conditions (g2)-(g3) are satisfied. Then
where Z 1 = c 2 s 1 and Z 2 = c 2 s 2 . Also, (g4) holds true with
Thus, we derive function K(ξ) in (1.15) explicitly as 18) where
2 , and
( 1.19) Note that, similar to the functionḡ, this functionK is continuous on [0, ∞), continuously differentiable on (0, ∞) \ {Z 1 , Z 2 }.
Model 2. Function g(s) is smooth on (0, ∞). Another generalization is to use a smooth interpolation between pre-Darcy (1.2) and generalized Forchheimer (1.6). Instead of (1.17), we propose the following 20) where
Normally, a 0 > 0 and, thus, the model (1.20) already contains the Darcy regime in its formulation. Nonetheless, our mathematical study in this paper allows the case a 0 = 0 as well.
If only one function g I is studied, then we can impose a i > 0 for all i = −1, 0, . . . , N . The weaker condition (1.21) is used here to allow comparison between g I functions with different powers α i , see section 5.
The main advantage of g I overḡ is that it is smooth on (0, ∞). This allows further mathematical analysis of the flows. It also can be used as a framework for perspective interpretation of field data, i.e., matching the coefficients a i for i = −1, 0, 1, . . . , N to fit the data.
Similar to Model 1, conditions (1.10) and (g2)-(g4) are satisfied with
where s(ξ) = G −1 I (ξ). In case we want to consider dependence on the coefficients of g I (s), we denote a = (a −1 , a 0 , a 1 , . . . , a N ), g I (s) = g I (s, a), and K I (ξ) = K I (ξ, a).
(1.23)
Model 3. Another way to describe the flows of mixed regimes is to take the formula (1.14) and define the conductivity function K(ξ) directly that possesses some desired properties. In doing so, one can impose the smoothness on K(ξ). An important feature in constructing K(ξ) is to preserve its behavior when ξ → 0 or ξ → ∞ to be the same as that ofK(ξ). As ξ → 0 it is clear from (1.18) thatK(ξ) is like ξ β 1 . For sufficiently large ξ we haveK(ξ) = K F (ξ) defined by (1.11). Thus, we recall from Lemma 2.1 of [11] that the function K F (ξ) satisfies
with d 0 > 0 depending on N and α N . In summary, we want K(ξ) to behave like ξ β 1 for small ξ, and, as in (1.24), like (1 + ξ) −β 2 for large ξ. Therefore, ones can introduce
Here, positive coefficients a, b, c, and parameters β 1 , β 2 can be used to match experimental or field data. This functionK belongs to C ∞ ((0, ∞)).
Model 4.
Ones can also refine the model (1.26) to match more accuratelyK(ξ) in (1.18). Specifically, K(ξ) is close to M 1 ξ β 1 when ξ → 0, and to K F (ξ) when ξ → ∞. Then we choose
Above, we have introduced several models which can be used to interpret experimental and field data. We now use them to investigate the fluid flow's properties. They are used together with other basic equations of continuum mechanics which we recall here.
Continuity equation
where φ ∈ (0, 1) is the constant porosity. Constitutive law for slightly compressible fluids dρ dp
where 1/κ > 0 is small compressibility.
Combining the above two equations with (1.14), we obtain
Since κ is large, we neglect the last term in this study. Such a simplification is commonly used in petroleum engineering. The full treatment requires more accurate models for the flows and can use the similar analysis as in [5, 6] .
By rescaling t, we assume κ = 1 and obtain the following reduced equation
We will study the initial, boundary value problem (IBVP) associated with the partial differential equation (1.28 ). We will derive estimates for the solutions, and establish their continuous dependence on the initial and boundary data, and, in case K = K I , on the coefficients of the function g I (s) in (1.20) . As seen in the next section, the PDE (1.28) is degenerate when either |∇p| → 0 or |∇p| → ∞. Moreover, it possesses a monotonicity of mixed type which requires extra care in the proof and analysis.
The paper is organized as follows. In section 2, we present important properties of K(ξ) including its type of degeneracy (Lemma 2.1) and monotonicity (Lemma 2.4). They are essential not only for the remaining sections 3-5 in this paper but also for our future work on the models. In section 3, we study solutions of (1.28) subjected to the time-dependent Dirichlet boundary condition ψ(x, t). We derive estimates the L 2 -norm for a solution p(x, t) and the L 2−β 2 -norm for its gradient, both for all t ≥ 0 and, particularly, for large t, see Theorems 3.3 and 3.7. Furthermore, we show in Theorems 3.4 and 3.8 that if the boundary data is asymptotically small as t → ∞, then so are these two norms. Section 4 is focused on the continuous dependence of solutions on the initial and boundary data. Theorem 4.2 shows that the difference between two solutions p 1 (x, t) and p 2 (x, t) with boundary data ψ 1 (x, t) and ψ 2 (x, t), respectively, is small if their initial difference p 1 (x, 0) − p 2 (x, 0) and the boundary data's difference ψ 1 (x, t) − ψ 2 (x, t) are small, see (4.21) . Especially when t → ∞, the estimates of p 1 (x, t) − p 2 (x, t) depend on the asymptotic behavior of ψ 1 (x, t) − ψ 2 (x, t). In section 5, we consider particularly g = g I (s, a), K = K I (ξ, a) and prove the structural stability of equation (1.28) with respect to the coefficient vector a of the function g I . In order to obtain this, we first establish in Lemma 5.1 the perturbed monotonicity for our degenerate PDE. It is then proved in Theorem 5.2 that the difference P (x, t) between the two solutions which correspond to two different coefficient vectors a (1) and a (2) is estimated in terms of their initial difference P (x, 0) and | a (1) − a (2) |, see (5.14) . Moreover, when time goes to infinity, this difference can be controlled by | a (1) − a (2) | only, see (5.15).
Basic properties and inequalities
In this section, we study some properties of the conductivity function K(ξ) which play crucial roles in the analysis of the PDE (1.28). For comparison purpose we define the function
where β 1 > 0 and β 2 ∈ (0, 1) are defined in (1.19) and (1.25), respectively. Let ξ c = β 1 /β 2 . It is elementary to see that
, and hence,
For m, ξ ≥ 0,
If m ≥ β 2 and ξ > δ > 0 then
This inequality is obviously true when ξ ≤ δ. Hence,
Consequently, for all m ≥ β 2 and δ > 0,
In particular, when K = K I ones can take
Proof. The inequalities in (2.4) clearly holds for K =K. When K = K M , (2.4) can be easily proved by using relation (1.24). We prove (2.4) for K =K now. For 0 ≤ ξ < Z 1 , we have
Above, we used, for the first inequality, the fact that the function x/(x + 1) is increasing. For ξ > Z 2 , we have from (1.24) that
Therefore, relation (2.4) follows (2.7), (2.8), and (2.9).
Note that ξ 0 = G I (1). We consider the following two cases. Case 1: ξ > ξ 0 . Then s > 1 and we have from (2.10) that
This and the fact K I (ξ) = 1/g I (s) = s/ξ give
. The first inequality of (2.11) immediately yields the lower bound for K I (ξ) as
For the upper bound of K I (ξ) we note for ξ > ξ 0 that
Combining the second inequality of (2.11) and (2.13) gives
Case 2: 0 < ξ ≤ ξ 0 . We have 0 < s ≤ 1 in this case and
Utilizing this in (2.15) yields
Since ξ ≤ ξ 0 , we obtain
where C 4 = 1/ξ
and
Combining inequalities (2.12), (2.14) and (2.16), we have for both cases that
Note that
Hence we obtain (2.4) from (2.17). Combining (2.4) with (2.2) and (2.3) gives (2.5). The proof is complete.
Combining (2.4) and (P3) gives the upper bound for K(ξ) as
Lemma 2.2. Let K = K I ,K, and K M as in (1.22), (1.26), and (1.27), respectively. Then for all ξ > 0 one has
and, consequently,
In case K =K in (1.18), the inequalities (2.19) and (2.20)
By the chain rule, we have from (1.16) that
Now, for any s > 0, ones observe that
and, by the fact 0
Therefore, inequality (2.19) follows this and (2.23). If K =K thenK
(2.24)
We recall from [1] that
Then the relation (2.19) obviously follows (2.24) and (2.25) for 0
This leads to (2.19) .
On the other hand, K ′ F (ξ) ≤ 0 by (2.25), and
The proof is complete. 
.
Proof. Let y = y ′ and denote by [y, y ′ ] the line segment connecting y and y ′ . 
is piecewise continuous on [0, 1] with at most four points of jump discontinuity at which |γ(t)| = Z 1 or Z 2 . By fundamental theorem of calculus,
At t where h ′ (t) exists, we calculate
By (2.19) and Cauchy-Schwarz inequality
Applying Lemma 2.1 and triangle inequality |γ(t)| ≤ |y| + |y ′ |, we infer
Together with (2.28), it implies 
In both cases, we have
which proves (2.27). Case 2: The origin belongs to [y, y ′ ]. We replace y ′ by some y ǫ = 0 such that 0 ∈ [y, y ǫ ], and y ǫ → y ′ as ǫ → 0. Then let apply the inequality established in Case 1 for y and y ǫ , then let ǫ → 0.
Remark 2.5. Our proof of (2.33) from (2.30) simplifies DiBenedetto's arguments in [7] , p. 13, 14.
Degree Condition: One of the following equivalent conditions
(Above, (2 − β 2 ) * is the Sobolev exponent corresponding to 2 − β 2 .)
Hereafter, we assume the Degree Condition. Then the Sobolev space
holds for all functions u ∈ W 1,2−β 2 (U ) which vanish on the boundary Γ, where C PS is a positive constant.
In statements and calculations throughout, we use short-hand writing
3 The IBVP and estimates of its solutions Let K(ξ) be one of the functionsK(ξ), K I (ξ),K(ξ), K M (ξ). Consider the following IBVP for the main PDE (1.28):
on ∂U × (0, ∞).
Dealing with the boundary condition, let Ψ(x, t) be an extension of ψ from x ∈ Γ to x ∈Ū .
We will focus on estimates forp(x, t). The estimates for p(x, t) can be obtained by simply using the triangle inequality |p(x, t)| ≤ |p(x, t)| + |Ψ(x, t)|.
Also, our results are stated in terms of Ψ(x, t). These can be rewritten in terms of ψ(x, t) by using a specific extension. For instance, the harmonic extension is utilized in [11] with the use of norm relations in [19] .
Throughout the paper, we will frequently use the following basic inequalities. By Young's inequality, we have
3)
For any r ≥ 1, x 1 , x 2 , . . . , x k ≥ 0, and a, b ∈ R n , (
We also recall here a useful inequality from [13] .
Definition 3.1. Given a function f (t) defined on I = [0, ∞). We denote by Env(f ) a continuous, increasing function F (t) on I such that F (t) ≥ f (t) for all t ∈ I. 
Notation for constants. In this section and section 4 below, the symbol C denotes a generic positive constant independent of the initial and boundary data; it may depend on the function g(s) and the Poincaré-Sobolev constant C P S in (2.34). In a particular proof, C 0 , C 1 , . . . denote positive constants of this type but having their values fixed.
Energy estimates
In this subsection, we obtain L 2 -estimates for the solution p(x, t) for all time t ≥ 0 and for t → ∞.
Theorem 3.3. There exists a positive constant C such that for all t ≥ 0,
Proof. Multiplying both sides of first equation in (3.2) byp, integrating over the domain U and using integration by parts we find that
Using Cauchy's inequality and the bound (2.18) for function K(·), we obtain
Let ε > 0. By Hölder's and Young's inequalities,
. By virtue of (2.5) and applying (3.6) to r = 2 − β 2 , a = ∇p, b = −∇Ψ, we have
Hence, we obtain
Using Poincaré-Sobolev's inequality (2.34), we bound U |∇p| 2−β 2 dx from below by
For comparison of ∇Ψ-terms on the right-hand side of (3.13), applying Hölder's inequality gives
Then we have from (3.13) that
Denote y(t) = p(t) 2 . We rewrite (3.15) as
On the RHS of (3.16), we apply inequality (3.4) to have
Applying (3.7) and (3.8) in Lemma 3.2 to (3.18), we obtain (3.9) and (3.11), respectively.
In case the boundary data is asymptotically small as t → ∞, we prove in the next theorem that so is p(t) . for some C 1 > 0. We choose δ sufficiently small so that C 1 δ 2 ≤ ε 2 /2, and then, with such δ, choose δ 0 to satisfy
Therefore, the desired estimate (3.20) follows (3.24). In the case (3.21) is satisfied, we have (3.20) holds for any ε > 0, which implies (3.22).
Gradient estimates
This subsection is focused on estimating the L 2−β 2 -norm for ∇p(x, t). The following function H(ξ) will be crucial in our gradient estimates.
Definition 3.5. Define for ξ ≥ 0, the auxiliary function
We compare H(ξ) with K(ξ)ξ 2 and ξ 2−β 2 in the following lemma.
Lemma 3.6. For any ξ ≥ 0,
For any δ > 0 and ξ ≥ 0,
Proof. By Corollary 2.3, the function K(ξ)ξ is increasing, hence we have
This proves the second inequality of (3.26). Combining this with the second inequality in (2.5) for m = 2 yields the second inequality in (3.27). By Lemma 2.1,
For ξ > ξ c , using properties (P2) and (P3) of K * (ξ) in section 2, we have
For ξ ≤ ξ c , according to Corollary 2.3 the function ξ 2 K(ξ) is increasing thus
Combining the above two inequalities we have
Applying (2.4) in Lemma 2.1 to compare K * (ξ) with K(ξ) in (3.32) yields
Hence, we obtain the first inequality of (3.26). Next, we prove the first inequality of (3.27). Since it trivially holds true for all ξ ≤ δ, it suffices to consider ξ > δ. From (3.28),
According to Corollary 2.3, the function K(s)s β 2 is increasing thus
which, together with (2.4), proves the first inequality of (3.27). The proof is complete.
Bounds for the gradient in terms of the initial and boundary data are obtained in the next theorem.
Proof. Multiplying the first equation in the (3.2) byp t , integrating over the domain U , using integration by parts for the first integral on the RHS and by the fact thatp t = p t − Ψ t ; we have
For the first integral on the RHS, using definition (3.25) of H(ξ) we have
where, for the sake of simplicity, we denoted
Summing (3.12) and (3.36) gives
(3.38)
It follows from (3.26) that
Let ε > 0. Applying Cauchy's inequality for I 2 , and using the fact (2.18) that K(·) bounded
Again using (3.26),
c . For I 3 , applying Cauchy's inequality gives
Combining (3.38)-(3.41), we obtain
(3.42) Selecting ε = δ/(4C 1 ) in (3.42) with δ ∈ (0, 1] and using (3.37), we find that
Thanks to estimate (3.9) of p(t) 2 and by using (3.4) to bound
It follows from Gronwall's inequality that
which, by monotonicity of function Envf (t) and definition of E(t), leads to
We bound H(x, t) from below by the first inequality in (3.27) with δ = 1, and bound H(x, 0) from above by the second inequality of (3.27). It results in Again, by using the first inequality in (3.27) with δ = 1 to bound H(x, t) from below in terms of |∇p(x, t)| 2−β 2 , we obtain estimate (3.35) from (3.47).
Below is a counterpart of Theorem 3.4, but for the gradient instead.
Proof. First, we estimate the limit superior of U H(x, t)dx as t → ∞. Let δ ∈ (0, 1]. Applying (3.8) H(x, t)dx 
Thanks to the fact δ ≤ 1, it follows that lim sup 
for some C 5 > 0 is independent of δ, δ 0 , and δ 1 . First we choose δ 1 sufficiently small satisfying
δ ≤ ε/3. Next, we choose δ 0 > 0 much smaller than δ 1 , δ that satisfies
Then (3.49) follows (3.56). Finally, under condition (3.50), the estimate (3.49) holds for all ε > 0, which proves (3.51).
When time t is large, we improve the estimates in Theorem 3.7 by deriving uniform Gronwalltype inequalities.
Proof. On the right-hand side of (3.13), we use (3.14) again but this time to bound p in terms of U |∇p| 2−β 2 dx. Then, with the same choice of ε, we have instead of (3.15)
Integrating (3.59) in time from t − 1 to t, we have
where C 1 > 0 is independent of δ. Let ε ∈ (0, 1]. Applying Cauchy's inequality to integrals on the RHS of (3.36), we have the following:
(3.61) Then using (2.18) for the second integral on the RHS of (3.61), we have
By virtue of (3.26), we find from (3.62) that
Integrating (3.63) in time from s to t where s ∈ [t − 1, t], we have
Integrating (3.64) in s from t − 1 to t shows that
(3.65) Estimating first term of (3.65) by
(3.66) Estimating the double integral on the RHS of (3.66) by combining the second inequality of (3.27) with (3.60), we obtain 1 2
In (3.67), choosing ε = δ = 1, using (3.17) and (3.45) give
Combining this with the first inequality in (3.27) with δ = 1 yields (3.57). Combining (3.57) with (3.9), we obtain (3.58).
As for t → ∞, we have the following alternative results.
Corollary 3.10. Ones have
Proof. Combining (3.11) and the limit superior of (3.57), we have lim sup
which implies (3.68). Let δ 1 ∈ (0, 1]. On the left-hand side of (3.67), we neglect the time derivative term and apply (3.54) to bound H(x, t) from below in terms of |∇p(x, t)| 2−β 2 . It yields
Under condition (3.69), we have from Theorem 3.4 that lim t→∞ p(t − 1) = 0. Passing t → ∞ in (3.71) gives lim sup
Letting ε → 0, δ → 0, and then δ 1 → 0, we obtain (3.70).
Remark 3.11. (a) Comparing with (3.34), the inequality (3.58) explicitly shows the independence on the initial norm ∇p(0) L 2−β 2 . Also, the term t t−1 ∇Ψ t (τ ) 2 dτ explicitly shows that the dependence on the second derivative ∇Ψ t of the boundary data is not accumulative in time on the whole interval (0, t).
(b) Since lim sup
the results (3.68)-(3.70) in Corollary 3.10 improve (3.35) in Theorem 3.7 and (3.48)-(3.51) in Theorem 3.8.
Continuous dependence on the initial and boundary data
In this section, we establish the continuous dependence of the solution of problem (3.1) on the initial and boundary data. We consider
Let p 1 (x, t) and p 2 (x, t) be two solutions of (3.1) with boundary data ψ 1 (x, t) and ψ 2 (x, t),
For the difference between two boundary data, we define
First, we obtain the estimates for P (t) in terms of D(t) and individual solutions p 1 (x, t), p 2 (x, t).
Proof. First, we find a differential inequality for P (t) 2 . We define
Multiplying (4.1) byP , integrating the resulting equation over U , and using integration by parts, we obtain
Using the monotonicity in Lemma 2.4 for the first integral on the RHS, and property (2.5) with m = 1 for the second integral, we have
(4.5)
By (3.6), 6) where C 1 = d 5 /2 1+β 1 . Using Hölder's inequality for J 2 and J 3 terms in (4.5), we find that
Utilizing estimates (4.6)-(4.8) in (4.5), we obtain
Applying Hölder's inequality with powers
, we have
This implies Λ(t)
Combining (4.10) with Poincaré-Sobolev inequality (2.34) yields
Using (4.11) to estimate the first integral on the RHS of (4.9), we obtain for all t > 0 that 12) where
. Denote y(t) = P (t) 2 and rewrite (4.12) as
Applying (3.7) in Lemma 3.2 to (4.13) proves (4.3). Similarly, applying (3.8) in Lemma 3.2 to (4.13), we obtain (4.4).
Next, we combine Proposition 4.1 with results in section 3 to derive more specific estimates. According to (3.9),
By (3.34) and (3.58),
To simplify expressions of our estimates, we set 16) and define the function
ThenŶ(t) ≤ Y(t) and X (t) ≤ Y 1/2 (t). These properties and (4.14), (4.15) imply
Above, we used the fact 1/2 > (1 − β 2 )/(2 − β 2 ) and Y(t) ≥ 1 .
For asymptotic estimates, we will use the following numbers
lim sup
(4.20)
Now we can estimate the L 2 -norm ofP (t) utterly in terms of the initial and boundary data.
Proof. It follows from (4.3), (4.18) and (4.19) that
which implies (4.21).
We have from limit estimates (3.68) and (3.11) that lim sup
Combining (4.23) with (4.4) we obtain lim sup
Note that 1/2 > (1 − β 2 )/(2 − β 2 ), then (4.22) follows (4.24).
Structural stability
In this section, we consider the case K(ξ) = K I (ξ, a) in (1.23), and study the dependence of the solutions to IBVP (3.1) on the coefficient vector a. Let N ≥ 1 and the exponent vector α = (−α, 0, α 1 , . . . , α N ) be fixed. Since a satisfies condition (1.21), we denote the set of admissible a by S, that is,
The following "perturbed monotonicity" is important for our structural stability in this section; it plays the same role as the monotonicity (Lemma 2.4) for the continuous dependence in section 4. Below, the notation ∨, resp. ∧, denotes the maximum, resp. minimum, of two numbers or two vectors meaning coordinate-wise.
Lemma 5.1 (Perturbed Monotonicity). Let K I (ξ, a) be defined as in (1.23). For any coefficient vectors a (1) , a (2) ∈ S, and any y, y ′ ∈ R n , one has
, a (2) ) are positive constants defined by
Proof. Let a (1) , a (2) ∈ S and y, y ′ ∈ R n . Same as in Lemma 2.4, it suffices to consider the case when the line segment [y, y ′ ] does not contain the origin. For t ∈ [0, 1], let
and define
We have
In calculations below, we use the following short-hand notation for partial derivatives X s = ∂X/∂s, X ξ = ∂X/∂ξ, X a i = ∂X/∂a i , and X a = ∂X/∂ a.
Elementary calculations give
• Estimation of I 1 . By Lemma 2.2,
Same as the proof of (2.29),
Hence, it follows (5.3) that
Same calculations in (2.31) and (2.32) of Lemma 2.4 show that
It follows from (5.4) and (5.5) that
(5.6)
• Estimation of I 2 . We find the partial derivative of K(ξ, a) in a. In calculations below, we denote, for convenience, α −1 = −α.
For i = −1, 0, 1, . . . , N , taking the partial derivative in a i of the identity K(ξ, a) = 1/g(s(ξ, a), a), we find that
Similarly, from sg(s, a) = ξ, we have for i = −1, 0, 1, . . . , N ,
which implies
Then we obtain
and consequently,
Using ( Let R be a compact subset of S and let the boundary data ψ(x, t) be fixed. For i = 1, 2, let a (i) ∈ R, and let p i (x, t) be the solution of (3.1) with K = K(ξ, a (i) ). Our goal is to estimate p 1 (x, t) − p 2 (x, t) in terms of a (1) − a (2) .
We will use the results in section 3 for estimates of p 1 and p 2 . Examining constants d 2 , d 3 , d 4 in section 2, and d 6 , d 7 in Lemma 5.1, we see that they can be made dependent only on N , α, α N , β 1 , β 2 and the following constants Consequently, the constants C, C 0 , C 1 , . . . in calculations and bounds in section 3 can be made dependent only on N , α, α N , β 1 , β 2 ,c R , c R and C PS . Such dependence will also apply to the generic, positive constant C in this section.
Let Ψ be the extension of ψ as in section 3.1. The calculations in section 4, when used in this section, will correspond to Ψ 1 = Ψ 2 = Ψ.
Let P = p 1 − p 2 . We have Proof. Multiplying equation (5.12) by P , integrating over U , and by integration by parts, we find that 1 2
By the perturbed monotonicity (5. 
