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We describe a two-photon quantum interference effect which differs from the Hong-Ou-Mandel effect in that
the destructive quantum inference occurs on a component of the state where two photons are in a single output
mode while maintaining the two-photon events in the alternative mode. This effect is manifestly nonclassical but
requires more sophisticated technology to observe than the Hong-Ou-Mandel effect. The theory outlined in this
paper can also be used to classify two-photon states into classes which are related by the ability to transform the
states within the class by using only linear optical interactions. This theory shows that there is an infinite number
of these classes of two photon states when there are two or more modes which can support the photons.
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I. INTRODUCTION
The Hong-Ou-Mandel effect [1] is a well-studied and
experimentally tested effect which is a phenomenon arising
definitively from the quantized electromagnetic field and not
a classical wave theory. Part of the reason why this particular
effect is so well studied is that it is highly favorable to the non-
idealized conditions found in experiments, such as requiring
only two photons, being highly tolerant to photon loss, and no
requirement to count the photon number, to name but a few.
The effect also has utility in terms of quantum information and
quantum metrology applications (see Sec. IIIC of [2]).
Here we describe a type of two-photon nonclassical
electromagnetic interference which achieves a manifestly
quantum interference in a single noncoincidence component
of the state. In particular one looks for a reduction in the
number of two-photon counts in one particular mode while
maintaining two-photon counts in the other output mode and
the two-photon coincidences which occur in separate modes.
This paper shows that such an experiment will require linear
optics, an unbalanced source of two photons, low loss, mode
stability, and photon-number-resolving detectors.
In the past these requirements would have been seen as
extremely challenging to achieve simultaneously. However,
with recent advances in technology that has made possible the
ability to count photons in a low-loss, low-noise environment
and the ability to cause individual modes with very low loss and
high stability to interact, then this effect should be observable
(see [3] for an overview of the technological issues involving
these experiments).
In the process of showing how one can figure out the
parameters required for such a non-coincidence dip, the theory
also shows some very interesting features of two photon
systems under linear scattering processes. In particular, the
theory in this paper gives a necessary and sufficient condition
to show if two two-photon states can be transformed into one
another using a linear process. It is also possible to show what
the equivalence classes of states are under linear processes.
*a.lund@uq.edu.au
This paper is organized as follow: Sec. II will give a review
of the Hong-Ou-Mandel effect and the typical calculation for
this effect, Sec. III describes the general theory for solving
problems involving engineering quantum states deterministi-
cally using linear optics, and Sec. IV will describe the specific
case of two-photon states and how to achieve a nonclassical
interference in a single noncoincidence component of the
output state. Section V will discuss some of the experimental
prospects for observing this effect. In Sec. VI we will outline
the difficulties in performing the same construction for states
with more than two photons, and finally, we will summarize
the main conclusions of this work.
II. HONG-OU-MANDEL EFFECT
Here we will briefly outline the theory of Hong-Ou-Mandel
(HOM) interference which sets the scene for this paper and also
introduces the methodology used for examining these types of
transformations.
Consider two single photons incident upon a 50:50 beam
splitter. The two bosonic modes containing the photons will be
described by annihilation operators labeled a and b. The action
of the beam splitter can be described by the unitary operator
U = exp[iπ/4(a†b + b†a)]. One finds that this Hamiltonian
generates a linear transformation of the mode operators in the
Heisenberg picture. Hence the effect of the transformation in
the Heisenberg picture can be written as a matrix multiplication
as
U†
(
a
b
)
U = 1√
2
(
1 1
1 −1
)(
a
b
)
. (1)
The matrix which describes the linear interaction [on the
right-hand side of Eq. (1)] is a unitary matrix which is not
to be confused with the unitary operator on the Fock basis
U . In the more general case of linear transformations of m
modes any m × m unitary matrix can be used to describe a
linear interaction of modes. That is, for some general linear
interaction of modes Ugen, the Heisenberg evolution will be
U†genaiUgen =
m∑
j=1
ui,j aj , (2)
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where the coefficientsui,j form a unitary matrix (different from
U but determined by it) which describes the linear interaction.
This general case covers all possible arrangements of linear
elements such as beam splitters and phase shifters within the
m modes.
In the case of the 50:50 beam splitter from Eq. (1) with
two single photons as input, this transformation can be used
to calculate the output state and, consequently, the photon
counting statistics. This can be done as follows:
U |1,1〉 = Ua†b† |0,0〉
= Ua†U†Ub†U†U |0,0〉
= Ua†U†Ub†U† |0,0〉
= 1
2
(a† + b†)(a† − b†) |0,0〉
= 1
2
(a†2 − b†2) |0,0〉
= 1√
2
(|2,0〉 − |0,2〉),
where we have used the fact that U |0,0〉 = |0,0〉, which can
be found by the form of the unitary operator which describes
the state evolution in the Fock basis [i.e.,U on the left-hand side
of Eq. (1)]. Also, we have used the inverse Heisenberg picture
evolution to make the substitution in the operators which are
conjugated by the unitary operator U .
Here we can directly see the HOM effect. The |1,1〉 term
has been removed due to a destructive interference effect. If
we were to think of the electromagnetic field as a classical
wave with the detectors generating clicks in proportion to the
incident field strength, then this complete interference which
removes the cases where single photons are incident upon both
output modes would not be possible. Hence this kind of output
is generally called a “quantum interference” effect.
The general approach in an experiment to see this effect
is to attempt to look for this destructive interference in the
output statistics. However, in general one would need more
than two modes to describe the situation where photons which
are incident upon the beam splitter are not generally perfectly
matched. One then adjusts the experiment until the modes
have a higher overlap. This results in a reduction or “dip” in
the coincident photon counts as the experimental parameters
are adjusted and the mode mismatch decreases.
III. EQUIVALENCE OF MULTIVARIATE POLYNOMIALS
AND BOSONIC STATISTICS IN THE FOCK BASIS
The above procedure shows that when one performs the
state evolution, a change of variables occurs in a polynomial
which describes how the creation operators act on the vacuum.
The two annihilation operators a and b described above
commute with one another, and in general the annihilation
operators from any number of distinct bosonic modes will
mutually commute. Therefore, if linear interactions are all that
one considers, then the vacuum part of the pure state can be
effectively discarded as the linear interaction leaves that part
unchanged and it is just “along for the ride” in the calculation.
This leaves a description of the pure state which reduces to a
polynomial. If there are m modes, then this polynomial will
have m variables. If the input state is a Fock state with total
occupation number n, then the polynomial will be of degree
n. In the case above we get a two-variable polynomial which
is of degree 2. This pure-state polynomial equivalence was
illustrated in great detail and mathematical rigor in Aaronson
and Arkipov [4] but is a commonly used technique that was
well known before their paper.
In more detail, we can write Fock basis states by applying
the creation operator to the vacuum,
|n1,n2, . . . ,nm〉 = a
†n1
1 a
†n2
2 · · · a†nmm√
n1!n2! · · · nm!
|0,0, . . . ,0〉 . (3)
It is important to note that we never mix creation and
annihilation operators here. As all the modes by definition
commute, we can treat the creation operators here as being
in any order we like. Instead of a list of numbers describing
the Fock state, we can just think of an m-variable monomial
as describing the state, where we reconstruct the state by the
above equation if we so desired.
Superpositions of basis states are then represented by m-
variable polynomials where the monomials have been added
in exactly the same way as they would be in the Fock basis.
For example, with two photons in two modes we could have
the state
1√
2
(|2,0〉 + |0,2〉) = 1
2
(
a
†2
1 + a†22
) |0,0〉 . (4)
Here we see on the right-hand side a degree-2 polynomial in
two variables. The two variables are the creation operators for
the two modes. This polynomial contains all the information
needed to reconstruct the state in the Fock basis.
Returning to the polynomial representation, we can repre-
sent the evolution of a n-photon state under a linear interaction
by a unitary change of variables of the polynomial describing
the input state. We do not run into operator ordering issues here
as all the elements commute. In general this transformation will
take monomials to polynomials, or in a language more aligned
with quantum mechanics, this transformation can generate
entanglement.
We will generally ignore normalization in this work,
although it is important and worth commenting on at this point.
The unitary nature of the change of variables ensures that the
state amplitude remains constant. Usually, what is desired is
the relative statistics of events at the output. That is how often
both detectors click relative to one detector going click. In this
case the normalization is not important as the normalization
coefficient is not important when considering these relative
statistics.
The motivating problem that was presented in the Introduc-
tion can now be quite simply stated in terms of this polynomial
representation: Two states are equivalent under linear optical
transformations if the representative polynomials of the two
states are the same polynomial under a unitary change of
variables. This problem seems simple, and indeed, in cases
with one or two Bosons this is the case. But for higher numbers
of particles, the general procedure can be quite difficult.
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IV. QUADRATIC FORMS
Consider polynomials of the form∑
i,j
Ti,j xixj , (5)
where we use xi to represent our creation-operator variable for
mode i. As we can always commute variables here, it is always
possible to symmetrize T and produce the same polynomial.
In fact, the symmetric form of this expression is unique.
As polynomials of this form are quadratic, they represent
two-photon states under the polynomial representation of
states given in the last section. The range of indices over which
the sum is taken indicates the number of modes considered for
the particular state. So the matrix T will, in general, be m × m,
where m is the number of modes under consideration.
Now consider applying the unitary change of variables
which corresponds to a linear interaction as described in Eq. (2)
to states of this form. The variables x represent the creation
operators, so the transformed polynomial will become∑
i,j
Ti,j
∑
k
ui,kxk
∑
l
uj,lxl =
∑
k,l
∑
i,j
ui,kTi,j uj,lxkxl
=
∑
k,l
T ′k,lxkxl. (6)
Writing the relationship between T and T ′ as a matrix
equation, we find that the state after the interaction is
T ′ = UtT U, (7)
where the superscript t denotes a matrix transpose. If T is
symmetric, then T ′ is symmetric, and hence this transforma-
tion preserves the uniqueness of T for the quadratic form.
What is needed to classify these states under the require-
ment stated at the end of the previous section is to find
some procedure to identify a special state T which uniquely
identifies the classes of states accessible under all possible
choices of the unitary matrix U .
If the polynomial coefficients described in T were only real
numbers, then the symmetric matrix would be diagonalizable
by a unitary matrix (or, more specifically, an orthogonal
matrix) using the spectral theorem, and this would give us a
way of giving a unique characterization of the quadratic form
under unitary changes of variables. However, to describe all
possible superposition states, Ti,j may, in general, be complex,
and therefore a standard orthogonal diagonalization will not
achieve a decomposition which contains the transpose as
required here.
What is needed is a decomposition which is in the form
T = UtDU, (8)
where U is unitary matrix and D characterizes the set of states
which are related by a unitary change of variables. Note again
the use of the transpose and not the adjoint. This decomposition
is possible for general symmetric matrices using a procedure
known as the Takagi factorization [5]. This procedure results
in a diagonal D which is related to the spectrum of T and
hence can be used to uniquely categorize the class into which
the state T belongs.
This factorization is a generalization of the singular-value
decomposition. An important result of the Takagi factorization
is that the unitary matrix U which achieves this decomposition
is the same unitary that diagonalizes the positive definite matrix
T †T (using the adjoint operation). The diagonal matrix of
eigenvalues of this matrix D′ is then a diagonal matrix with
only positive entries. The entries along the diagonal in D′
will be related to those in D by the modulus squared. The
entries in D will be, in general, complex. However, there are
two procedures which can be absorbed into the definition of
U which will make D unique. First, the amplitude of each
component in D can be ordered from largest to smallest by
conjugating by permutation matrices. As permutation matrices
are also unitary matrices, this change can be absorbed into U .
Second, the phase angles can all be removed, and the entries of
D can all be non-negative by incorporating into U a diagonal
matrix with entries along the diagonal to make the phase angle
of D zero. The removal of the phase factors is possible because
of the use of the transpose and not the adjoint in the defining
relationship for the decomposition. This procedure will work
for any finite m where D is of dimension m × m.
Note that the matrix D is still a valid state when used as the
coefficients in the quadratic form. As it is diagonal, it will have
a form which contains only squares of the creation operators.
Therefore this state is a superposition of the states with two
photons in a single mode. One could think of this state as a
generating state and the matrix U as dictating the required
linear interaction to transform onto the target state. However,
this need not be the case. If some other state shares the same
D when decomposed as above, then one can find a unitary
matrix (and hence a linear interaction) which will transform
between them. That is, if we have two states TA and TB with
decompositions
TA = UtBDUB, (9)
TB = UtBDUB, (10)
where the D matrix is common between the two, then by
swapping the transpose and conjugation operations
D = (U †B)t TBU †B (11)
and hence
TA = UtA(U †B)t TBU †BUA = (U †BUA)t TBU †BUA. (12)
So to transform between states TA and TB the linear interaction
required is that which has the unitary matrix U †BUA.
To illustrate these steps of this decomposition, consider
the case where m = 2 and the factorization of T was already
performed and found matrices U0 and D0 such that T =
Ut0D0U0 and
D0 =
( 1
2
√
2
0
0 −
√
3
2
√
2
)
. (13)
The entries in D0 need to be swapped as the larger one is
second. If we use the matrix
U1 =
(
0 1
1 0
)
U0 (14)
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as the unitary matrix in the factorization instead, then the
diagonal matrix becomes
D1 =
(
−
√
3
2
√
2
0
0 1
2
√
2
)
. (15)
Then, finally, the negative term is made positive by choosing
the unitary to be
U2 =
(
i 0
0 1
)
U1. (16)
This works as the decomposition involves the transpose of the
unitary matrix and not the adjoint. With U2 as the choice of
unitary the diagonal matrix in this example would become
D2 =
( √
3
2
√
2
0
0 1
2
√
2
)
. (17)
The key result from this work is that this matrix D2 is the
representative matrix of the class of states that the original
state described by the hypothetical (and not specified in this
example) T belongs to.
For a more concrete example consider again two photons
in two modes in the following state:
1
2
|2,0〉 + i√
2
|1,1〉 − 1
2
|0,2〉 , (18)
which has a polynomial representation with the elements of
the symmetric T matrix of
T1,1 = −T2,2 = 1
2
√
2
,T1,2 = T2,1 = i
2
√
2
, (19)
or
T = 1
2
√
2
(
1 i
i −1
)
. (20)
To start the factorization we need to diagonalize T †T .
T †T = 1
4
(
1 i
−i 1
)
= 1√
2
(
1 −i
−i 1
)( 1
2 0
0 0
)
1√
2
(
1 i
i 1
)
= U †D2U. (21)
Here the matrix for D = diag(1/√2,0) is already in descend-
ing order, so we do not need to add extra permutation matrices
to reorder the eigenvectors in U . Also for this particular case,
there is no relative phase on the diagonal entries which does
not end up being a global phase. Therefore this choice for D
and U is sufficient to achieve uniqueness. Then we can verify
that these matrices decompose T as UtDU ,
UtDU = 1√
2
(
1 i
i 1
)( 1√
2
0
0 0
)
1√
2
(
1 i
i 1
)
= 1
2
√
2
(
1 i
i −1
)
= T . (22)
The solution here with the form of U and D can also be used to
describe a procedure to generate the state from Eq. (18). This
state could be generated by using a single-mode two-photon
state |2,0〉 and passing it through a 50:50 beam splitter which
has a π/2 phase shift on transmission for both input modes.
As another example consider the two-mode two-photon
state
1√
2
|2,0〉 + i√
2
|1,1〉 , (23)
which has a polynomial representation with the elements of
the T matrix of
T1,1 = 12 , T2,2 = 0, T1,2 = T2,1 =
i
2
√
2
. (24)
We can decompose this matrix as UtDU using the same
procedure as above, where
D =
(√
3+1
4 0
0
√
3−1
4
)
(25)
and
U =
⎛
⎜⎝
√
3+1√
2
√
3+√3
i√
3+√3
i(√3−1)√
2
√
3−√3
1√
3−√3
⎞
⎟⎠, (26)
which can also be written as
U = exp
{
i arctan
(√
2 −
√
3
)(
0 1
1 0
)}
, (27)
which describes the operation of a beam splitter with re-
flectivity 1/(3 − √3) ≈ 78.9% and a phase shift of π/2 on
transmission for both input modes. The D matrices from this
example and the previous example are different. The D matrix
is unique, and therefore the two states are not transformable to
each other under linear optical transformations.
This example gives a case where one can start from
a particular two-photon state and, using a linear optical
interaction, deterministically remove a two-photon component
from the state through destructive quantum interference. This
is similar to the HOM where the interference is on the |1,1〉
component, but here it is found instead on the |0,2〉 term. The
behavior of this destructive interference can be calculated as a
function of the beam-splitter interaction strength and is shown
in Fig. 1. For this particular state the |2,0〉 and |1,1〉 terms are
equal at the destructive interference point, and there is a fairly
small reduction in the |0,2〉 term from its maximal value to
zero.
We can also draw some other conclusions from this
example. First, the D matrix represents a state in the same
sense as the T matrix generates a polynomial which represents
a bosonic state. The only difference between the different
classes of two-photon states generated by linear optical
transformations is the relative proportions of the two-photon
components between modes. In this example the unique state
representing this class is
a |2,0〉 +
√
1 − a2 |0,2〉 , a =
√
3 + 1
2
√
2
. (28)
Second, as the D matrix represents a state, not all non-negative
ordered diagonal matrices are permitted to describe classes of
states. State normalization puts a restriction on the entries. The
restriction is that the sum of the squares of the elements of D
add to 1/2.
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FIG. 1. (Color online) Probability of detecting two-photon con-
figuration events for the input state equation (28) when interacting
at a beam splitter with reflectivities between 0.5 and 1 and a π/2
phase shift on transmission for both input modes. At the reflectivity
found in the example of 1/(3 − √3), P (1,1) and P (2,0) are equal
and nonzero, and P (0,2) is zero. This is exactly what is expected
from the starting point of the example with the state from Eq. (23).
Extending this theory to m-mode two-photon states is a
straightforward generalization of the above process. The T
matrix will become m × m and the decomposing matrices’
dimensions will be similarly extended. The D matrix will
have m entries and, as stated above, is also a quantum state.
The restrictions on the entries of D in this case can be written
compactly using the trace as Tr{D2} = 1/2. This means that
there are m − 1 decreasing numbers that lie between 0 and
1/
√
2 which define the class of states. The important point to
take out of this discussion is that the classes are parametrized
by a continuous number, and hence there are infinitely many
distinct classes.
V. EXPERIMENTAL CONSIDERATIONS
Observing this kind of destructive quantum interference
effect in an experiment will be much more challenging than
observing the traditional HOM effect, as will be discussed in
this section. However, the technology available in contempo-
rary laboratories is superior to that available at the time of the
Hong-Ou-Mandel experiment.
One considerable challenge in the HOM effect is being able
to “find” the destructive interference by ensuring that the two
input modes have a high degree of overlap. If the mode overlap
is poor, then one can think of the inputs as being classical
particles. We can simulate this effect by considering the two-
photon input state to be completely decohered. The resulting
probability distribution for this case is shown in Fig. 2. This
figure shows that at the point where the maximum interference
is observed the distribution for classical particles results in a
probability of roughly 10% for P (0,2). Therefore, if we use
the state from the example, then any noise sources which will
change this probability must be much smaller than this 10%
value.
FIG. 2. (Color online) The distribution for classical particle pairs
when sourced from a state which is a decohered version of the state in
Eq. (28). Instead of total destructive interference of the P (0,2) term,
a nonzero minimum value is observed.
One issue which has the same negative effect on the
experiment in this case when compared with HOM is mode
mismatch. In the case of completely mismatched modes one
can think of the input state as a mixture of two-photon inputs
where the mixing occurs over the two input modes. This will
render the destructive interference incomplete, reducing the
size of the effect. However, this is exactly the same as the HOM
effect, and quite some effort has been made in defining modes
which have a very high overlap to maximize the nonclassical
interference.
Two effects that will together negate the ability to see this
effect are photon loss and number resolution of detection.
Being able to resolve the number of photons detected was not
required for a traditional HOM experiment as the detection
events involved single photons triggering individual detectors.
A multiphoton event would cause the number of detection
events to drop, and those events where the total number of
detectors that registered events was not equal to the expected
number of photons in the experiment (i.e., two) were discarded.
This postselection also had the effect of negating losses. Only
those events where all the photons successfully traveled from
the source to detectors were considered in the final statistics.
Unfortunately, none of these desirable properties can be used
for the effect outlined in this paper. If one cannot completely
distinguish between photon numbers and there is loss present,
then some events which form part of the signal (two-photon
events) will be the result of noise (one-photon events). What
one wants to observe is the null signal, and these noise events
will cause a degradation of this signature. Furthermore, dark
counts within detection events will also cause extra noise on
the signal and will degrade the effect being searched for in
much the same way.
The story here is not all negative. After many years,
much of the technology needed to meet these requirements
is operating in modern laboratories. However, we do not wish
to understate the difficulty in achieving all these requirements
simultaneously to observe this effect.
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VI. HIGHER-ORDER POLYNOMIALS
Unfortunately, performing this decomposition for states
which have a larger number of photons will be more complex
than the case of two photons presented in Sec. IV. This section
will outline the reasons for this and possible directions that
one may explore but will not give a solution in this case.
Consider the case of three-photon states, which would be
represented by polynomials of the form∑
i,j,k
Ti,j,kxixjxk. (29)
Immediately, we see that the coefficients Tijk are not a
quantity which would naturally be represented in matrix form.
Nevertheless, it is possible to show that T will be transformed
as
T ′i,j,k =
∑
a,b,c
Ta,b,cui,auj,buk,c. (30)
This shows that the transformation has no matrix representa-
tion. In fact the T coefficients here form a rank-3 tensor. This
could continue for higher photon numbers, and in general for
n photons T would be a rank-n tensor.
What is possible to show is that these transformations form
an algebraic structure called the unitaryGmodule. The essence
of this construction is a mapping called a group action which
has the form ϕ : U × T → T , where U is an element of the
unitary group and T is a linear space of tensors which contains
the T objects that define the state coefficients. This mapping
must preserve the group structure of U and be linear in T ,
which Eq. (30) indeed does.
The question of equivalence posed at the end of Sec. III
can then be related to a construction called the orbits of the
group action ϕ. The orbit of an element t is defined by the set
{t ′ ∈ T |∃u ∈ Uϕ(u,t) = t ′}. This is all elements of T which
can be “reached” by the group action when starting from t .
The equivalence question is then reframed as asking if two
elements are in the same orbit. Although one may be able to
guess this for some cases, a generic procedure for all cases,
as has been outlined in this paper for the two-photon case, is
what would be desired.
VII. CONCLUSION
This paper has shown that using the polynomial repre-
sentation of quantum states and the Takagi factorization of
a complex symmetric matrix, it is possible to find necessary
and sufficient conditions for when two-photon quantum states
can be transformed to each other using only linear optical
interactions. We have used this theory to find conditions in
which a two-photon quantum interference experiment will
result in destructive interference of the component of the
state where two photons are in one mode. This interference
is different from the standard Hong-Ou-Mandel two-photon
interference but is still a manifestly quantum effect. There
are many experimental challenges which need to be overcome
simultaneously to observe this; however, it is not inconceivable
that this could be observed in the near future.
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