In 5G communication, linear and planar arrays are used for both positioning and communication. As the arrays grow in size, the conventional far-field assumption is increasingly being violated and curvature of the wavefront should be taken into account. We explicitly contrast near-field and far-field uplink localization performance from a Fisher information perspective and show how a simple algorithm can provide a rough initial estimate for maximum likelihood estimation. Our results show that invoking the more general near-field model allows for joint estimation of a user's location and clock bias in the uplink, while the far-field model may lead to overly pessimistic performance assessment.
I. INTRODUCTION
Radio-based localization systems rely on measurements of distance and angle to determine the location of a user [1] . In particular, cellular localization has largely utilized measurements of time-difference-of-arrival (TDOA) in either uplink or downlink. Such measurement are not affected by any clock bias of the user, but require 3-4 base stations [2] . With the advent of 5G, where large arrays are used to provide improved spectral efficiency, angle measurements have become possible [3] , [4] . Estimating the angle-of-arrival (AOA) at different base stations, the user's location is determined by a set of bearing lines, so that localization can be performed without any stringent synchronization requirements [5] . When both user and base station are equipped with large arrays, both the user's position and orientation can be inferred [6] . Orientation information is important in robotics applications, such as autonomous driving. Extensive studies have been performed to assess the fundamental performance of array-based positioning [7] , [8] (through the Cramér-Rao bound (CRB)), as well as to develop practical algorithms [6] , [9] . These works have revealed that positioning is possible with a single base station, provided that either the user can synchronized to the base station or that sufficient resolved multi-path is available.
In parallel with these works on positioning, the communication community, which has made significant progress in realizing 5G systems with large antenna arrays and mm-wave carrier frequencies, is now moving towards different technological enablers [10] , such as large intelligent surfaces, and extreme aperture arrays. In such extreme scenarios, the common assumption of far-field propagation is violated, requiring us to revisit the models, the performance characterization, and algorithm design. Such activities have now started in communication [11] , [12] and radio localization [13] . A key difference is that in near-field, the curvature of the wavefront Henk Wymeersch is with the Department of Electrical Engineering, Chalmers University of Technology, Sweden. e-mail: henkw@chalmers.se. This research was supported, in part, by the EU Horizon 2020 project 5GCAR (Fifth Generation Communication Automotive Research and innovation). needs to be taken into account. The presents both challenges and opportunities.
Near-field localization has a history dating back approximately 30 years in the context of source localization. In [14] , the impact of an imperfectly calibrated array on near-field source localization was studied and a calibration method was proposed. In [15] , the direction-of-arrival (DOA) of multiple sources was estimated using the MUSIC algorithm and a maximum likelihood (ML) approach. The latter was shown to be superior in low SNR conditions, though comes at a significant complexity cost. In [16] , an ESPRIT-based method was proposed and the performance was theoretically determined. In contrast to the above works in the narrowband regime, [17] considered wideband signals and proposed an ML estimator. At the same time, the CRB was derived, showing the benefit of the wideband regime. The extension [18] relied on an expectation-maximization method, which is computationally less demanding than ML. In [19] , time-varying sources were studied in the narrowband regime in terms of the CRB. A different problem was tackled in [13] , where the positioning performance of an array deployed as a large intelligent surface was determined. The CRB was derived, showing a quadratic increase in the size of the array.
In this paper, we consider the source to be a communication transmitter, with known signal format and known payload. We present a wideband, near-field signal model and provide a Fisher information analysis to determine the dominant directions of information. In contrast to existing works, we explicitly account for the clock bias of the transmitter. A simple joint localization and synchronization method is presented and evaluated. Our main contributions are:
• A Fisher information analysis of uplink near-field joint localization and synchronization with a linear array; • A simple joint localization and synchronization method using sub-array processing.
II. SYSTEM MODEL
We consider a 2D scenario with a user equipment (UE) located at x = [x, y] T (or [d, θ] T in polar coordinates, with d = x and θ = arccos(x/ x )) and a base station (BS) with an N + 1-element 1 linear array with element spacing ∆, with locations x n = [n∆, 0] T , n ∈ {−N/2, . . . , N/2}. The UE has an unknown clock bias B (expressed in meters) and sends an OFDM signal with transmit power P t at a high carrier frequency f c (e.g., 28 GHz or higher) and a total bandwidth W = (K +1)∆ f , where ∆ f is the subcarrier spacing and K + 1 is the number of subcarriers. For notational convenience, but without any loss of generality, we let k ∈ {−K/2, . . . , K/2}. We further introduce d n = x − x n and δ n = x − x n − B, which allows us to express the signal observed on antenna n, subcarrier k as
where T s = 1/W , c is the speed of light, and w n [k] complex zero-mean Gaussian noise with variance N 0 /2 per real dimension. The complex channel gain at antenna n is α n = ρ n e jψ with ρ n = λ/(2πd n ) and ψ = −2πd 0 /λ. We will assume that α n is not used directly for localization (so it is treated as a separate unknown); that the bandwidth is sufficiently small to ignore beam squint (i.e., W f c ); that there is no multipath; and that the transmitted signal spectrum is symmetric (|s[k]| = |s[−k]|). Our goal is to determine x and B from the observation Y ∈ C (N +1)×(K+1) .
III. STANDARD OPERATING CONDITIONS A. Standard Model and Fisher Information Matrix
The standard operating conditions are as follows:
• Far-field operation: When x > 2(N ∆) 2 /λ, the farfield regime with plane wave assumption holds. • Narrow-band operation: When N ∆ c/W , the signals at the different antennas are not resolvable in the delay domain. For a linear array, the difference in distances is given by [15] 
Considering the Taylor series expansion 2 of the function f (z) = √ 1 + z 2 − 2z cos θ around z = n∆/d 0 = 0, we find that in far-field d n − d 0 ≈ −n∆ cos θ. In addition, under the narrow-band model, we have that 2πkδ n /((K + 1)T s c) ≈ 2πkδ 0 /((K + 1)T s c) and that α n = α 0 . We will use d = d 0 and α = α 0 throughout this paper. This leads to the standard model
where
with
] is composed of the sum of the FIM for each subcarrier and each antenna J(η) =
in which the derivatives are given by
where ∂ω n [k]/∂d = kr f , ∂ω n [k]/∂θ = −n∆ sin θ, ∂ω n [k]/∂B = −kr f . We find that, since {j} = 0, J 1,i =1 = 0 (here J i,i refers the entry in J(η) on row i, column i ). Hence, we can ignore ρ when determining the FIM of η = [ψ, d, θ, B] T . We introduce e i as an all-zero vector with a 1 on index i, b = [1, 0, −1] T , and γ = |α| 2 (2π/λ) 2 /N 0 . Then
in which E K,i = 
where e Since e x is orthogonal to e x,⊥ , this decomposition shows that delay estimation provides radial information with intensity γE K,2 E N,0 r 2 f and AOA estimation provides tangential information with location-dependent intensity γE K,0 E N,2 ∆ 2 y 2 / x 4 . Hence, AOA information is only useful for short distances.
B. Localization Algorithm
We express the observation as
where S is a diagonal matrix containing the data symbols and a M +1 (·) is a vector of length M + 1 with entries [a M +1 (β)] m = exp (j2πβm/(M + 1)) , for m = −M/2, . . . , M/2. We can exploit on the sparse nature of Y by applying a 2D-
where the impact of the data symbols has been removed. Here, where F N denotes the M × M discrete Fourier transform matrix. Higher accuracy can be achieved by zero-padding Y and applying larger FFT matrices. The peak of |Z| directly provides us an estimate of cos θ and δ 0 r f . As indicated by the FIM, the parameters are not identifiable, so we can only localize the user when the bias B is known. The complexity of this method is of order O(N K log KN ). 3 The Jacobian is given by T =[e T 1 ; 0, x/d, y/d, 0; 0, −y/d 2 , x/d 2 , 0; e T 4 ] in which the ";" operator separates rows in a matrix.
IV. NON-STANDARD OPERATING CONDITIONS

A. Narrowband Near-field Model and FIM
In the case of near-field, the approximation d n − d 0 ≈ −n∆ cos θ does not hold so we express, under narrowband propagation, the phase in (2) as
which allows us to formulate the following Theorem. The proof follows directly from tedious but straightforward calculation of (6). 
1 ∆ sin θ, 0] T , and
2 cos 2 θ, C 1,2 = C 2,1 = ∆ sin θA
We observe that the first 3 components are similar to those in the standard case (8) , up to a scaling. On the other hand, J N 4 and J N 5 are due to the near-field propagation. In particular, J N 4 couples the channel phase with the UE distance and the AOA. The diagonal element C 1,1 in J N 5 provides additional information on the distance, which allows J N (η) to become full rank. This information is due to the dependence of the curvature on the UE location, but not on the bias.
B. Wideband Far-field Model and FIM
Under wideband far-field communication, the phase in (2) becomes 
We observe that the radial information in J W 2 is now scaled and that there is an additional term J W 4 that provides distance information with positive information E K,2 r 2 f A
2 ∆ 2 cos 2 θ/d 2 , which is important for large ∆/d. The information is larger near the end-fire (θ ≈ 0), as this is where the delay spread is maximized. Note that the amount of information due to large bandwidth is generally less than the amount of information due to near-field.
C. Localization Algorithm
In general, the model is no longer of the form (13) so that a 2D-FFT will lead to multiple peaks. A pure maximum likelihood approach can be formulated, but leads to many local optima. Instead, we propose a sub-array approach as in [11] . We divide the rows of YS H (SS H ) −1 into groups of lengthÑ , with groupñ corresponding to the observations at antenna (ñ − 1)Ñ + 1 throughñÑ , with array center xñ = x −N/2 + [∆((ñ − 1)Ñ + 1 +Ñ /2 0] T . Here indexing n starts at 1. The value ofÑ should be chosen to satisfy the following conditions:
• Far-field condition:Ñ ≤ √d λ/(2∆ 2 ), so that the farfield assumption is valid per sub-array (here,d is an expected distance to the UE); • Narrowband condition:Ñ c/(W ∆), so that paths are unresolved per subarray. With these conditions (and ensuring thatÑ ≥ 1), the method from Section III-B can be applied to each sub-array, providing
where νñ and ñ are measurement errors due to the background noise and the finite resolution of the FFTs. The complexity of the method is of order O(N K logÑ K). Note that in the narrowband far-field regime,Ñ = N + 1, so that the method reverts to the one from Section III-B.
V. NUMERICAL RESULTS
A. Scenario
We consider a nominal scenario at a carrier f c of 28 GHz bias B = 20 m. The array has N + 1 = 129 elements spaced at λ/2, corresponding to a total size of 69.11 cm and a farfield distance of 175 m. Source code is available at https: //tinyurl.com/y3jybhdp.
B. Fisher Information
We will evaluate the position error bound (PEB 4 ) for several models: the standard model (4), the general model (1), as well as the narrowband near-field model (14) and the wideband farfield model (15) . We will consider both known and unknown clock bias B. In Fig. 1 we show the PEB as as a function of the distance d = x . We see that the standard model cannot provide any bound when B is unknown, as the FIM is rank-deficient. For all other cases, the PEB is well-defined. The far-field models work well for distances larger than 8 m, while for shorter distances the near-field models provide lower PEB. Moreover, at short distances, the PEB does not depend on whether we know B, while for large distances, the PEB quickly increases when B is unknown. This clearly shows the potential of joint synchronization and positioning in near-field. In Fig. 2 , we show the PEB as a function of the inter-antenna spacing ∆, normalized by the wavelength λ. In this case, the PEB under the standard model does not depend on ∆, as it is mainly limited by the estimation of 4 The PEB is defined from the FIM J(ψ, x, B) as trace[J −1 (ψ, x, B)] 2:3,2:3 and is expressed in m. the distance. The general model leads to lower PEB for large antenna spacing, and larger PEB for small antenna spacing (for the case of unknown B). Note that for very large ∆ the PEB of the general model increases due to the path loss. For both figures, it is interesting that the main benefit in for small d or large ∆ comes from the near-field information, not the wideband information. Of course, since the PEB is a local bound, this information may be hard to access due to local optima of the likelihood function.
C. Algorithm
We now evaluate the performance of the method described in Section IV-C, whereby the AOAs are computed using a 2DFFT with 10N points in the spatial domain and K + 1. points in the frequency domain. The position of the UE is found by the intersection of the resulting (N + 1)/Ñ lines. Then, the bias is determined from the UE position estimate and the range estimates. The resulting performance is shown in Fig. 3 as a function of distance. We observe low position RMSE for distances below 10 m. After that the performance degrades due to path loss and more far-field-like propagation. After around 20 m distance,Ñ = 1, so that the problem is no longer identifiable. The localization performance is worse than the PEB in Fig. 1 , as the method has not been optimized for position performance. Moreover, the bias estimate has orders of magnitude larger error, as it is based on low-quality range estimates (the resolution at W = 100 MHz is only 3 m). This error can be further reduced by using larger FFTs along the frequency dimension.
VI. CONCLUSIONS
When large arrays are used for positioning, near-field and wideband propagation must be taken into account. This presents challenges and opportunities for the development of localization systems beyond 5G. We have performed a Fisher information analysis and proposed a simple joint localization and synchronization method for this regime. Our results show that near-field propagation can be exploited in uplink. Immediate suggestions for future research are the inclusion of hybrid combining at the BS, as in [11] , the study of downlink localization with a single receive antenna [21] , as well as the inclusion of a more realistic propagation model [22] , accounting for coupling and electromagnetic theory.
