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In proton and positron storage rings with many closely spaced bunches, a large number
of electrons can accumulate in the beam pipe due to various mechanisms (photoemission,
residual gas ionization, beam–induced multipacting). The so-formed electron cloud in-
teracts with the positively charged bunches, giving rise to instabilities, emittance growth
and losses. This phenomenon has been observed in several existing machines such as
the CERN Super Proton Synchrotron (SPS), whose operation has been constrained by the
electron-cloud problem, and it is a concern for the Large Hadron Collider (LHC), under
construction at CERN.
The interaction between the beam and the electron cloud has features which cannot
be fully taken into account by the conventional and known theories from accelerators
and plasma physics. Computer simulations are indispensable for a proper prediction and
understanding of the instability dynamics.
The main feature which renders the beam–cloud interactions so peculiar is that the
the electron cloud evolves during the passage of a bunch. The electrons are attracted by
the protons electric ﬁeld and move toward the beam axis, where they reach very large
density and a distribution which is spiked and highly non–uniform. The electron density
evolution during the passage of a bunch is studied by means of numerical and analytical
tools and its consequence on the beam stability and emittance growth are investigated.
The simulations are mainly done with the code HEADTAIL, originally written at
CERN in 2002, which computes the localized interaction of a single bunch with an elec-
tron cloud over successive turns, using a particle-in-cell approach. The code has been
debugged, benchmarked and extended, as part of the thesis work. New features have been
added to the code, for a more realistic modelization of the accelerator elements and of the
electron distribution in the vacuum chamber.
The upgraded code is used for the study of fast single–bunch instabilities induced by
electron cloud. These instabilities, which depend on the cloud density, beam intensity
and on several other beam and machine parameters, are threshold effects, have a rise time
comparable to the synchrotron period and are similar to the strong head–tail instability
arising from conventional impedances.
For moderate electron–cloud densities, the simulations revealed another effect, previ-
ously unrecognized or confused with noise, namely a slow incoherent emittance growth
IIIbelow the fast instability threshold. Extrapolated to the typical store time in the LHC,
the magnitude of this growth may be signiﬁcant. This thesis has identiﬁed in the periodic
crossing of resonances, due to the combined effect of the electron–cloud induced tune
shift and synchrotron motion, the responsible of emittance growth below the instability
threshold, with a mechanism similar to halo formation in space–charge dominated beams.
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Introduction
At the European Organization for Nuclear Research (CERN), near Geneva, the Large
HadronCollider(LHC)ispresentlyunderconstruction. Itisthelargestandhighestenergy
storage ring in the world and will provide proton–proton collision at 14 TeV center–of–
mass energy.
A ﬁgure of merit of a collider performance is the luminosity, which is the event rate
for a process of unit cross section. The luminosity L of a storage ring can be expressed
in terms of the number of particles N1 and N2 of the two counter–rotating bunches, the
number of bunches per beam kb, the revolution frequency frev and the beam sizes σ∗
x and
σ∗
y at the collision point:
L = kb
frevN1N2
4πσ∗
xσ∗
y
. (1.1)
LHC is designed to reach a luminosity of 1034 cm−2 s−1, which is orders of magni-
tudes higher then in existing accelerators [8].
In order to achieve the maximum luminosity it is necessary to store as many particles
as possible and minimize the transverse dimensions of the two counter–rotating beams.
Different dynamics effects can reduce the luminosity in a storage ring, both limiting
thebeamintensityorincreasingitstransversesize. Mostofthemarecollectiveeffects, due
to the fact that the beam is made of a collection of charged particles which interact with
themselves and with the surrounding via electro–magnetic ﬁelds. A peculiar phenomenon
which may give rise to instabilities and beam blow–up is the so-called electron–cloud
effect. In the accelerator beam pipe, the electrons are generated via ionization of the
residual gas and, from the vacuum–chamber wall, via photoemission due to synchrotron
radiation or via secondary emission due to electron or ion impact. These electrons can
collectively or coherently interact with the beam and, thereby, degrade the performance
of accelerators operating with intense positively charged beams, such as the LHC.
In this dissertation, single–bunch transverse effects due to electron cloud in the CERN
LHC and SPS proton rings are studied by means of analytical and numerical tools.
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Part I introduces the concepts of particle accelerator physics that will be used in the
second part. Fundamentals of linear beam dynamics are given in Chapter 2, while in
Chapter 3 collective effects are discussed. A brief (not complete) overview of what
is the current understanding of electron–cloud induced instability is given in Chapter 4,
providing the background for Part II, where the original contribution to these studies,
produced in the framework of this thesis, is presented.
Simulations have been done mostly using the code HEADTAIL, written at CERN in
2002 for studiesoftransverse single–bunch instabilities. Part ofthe thesiswork concerned
code development, debugging and benchmarking. Chapter 5 discusses the new features
which have been implemented in HEADTAIL. They all go into the direction of a more
complete modelization of the cloud–beam interaction in a synchrotron, by taking into
account the effects of the beam chamber conducting walls and, as a ﬁrst attempt, of the
focusing and defocusing elements which determine the optical functions.
The electron distribution inside the beam pipe is a key feature. In HEADTAIL, the
electron cloud is assumed to be localized at a few positions along the ring. The minimum
number of points of interactions needed to correctly capture the nature of the instability
is discussed, in this and in the following chapters, and alternative methods of determining
their positions are studied.
Inthereality, theelectronsareeffectivelyconcentratedinparticularmachineelements,
such as in the magnet regions, where they are trapped by the ﬁeld lines. These magnetic
elements also inﬂuence the transverse distribution of the electron cloud. In the dipole
regions, whichcovermorethan80%oftheSPSandLHCrings, theelectronspopulatetwo
vertical stripes and the strong magnetic ﬁeld lines suppress their motion in the horizontal
plane.
In Chapter 6 the electron density evolution during the passage of an LHC–type pro-
ton bunch is studied, both in a magnetic ﬁeld–free environment and in a dipole region.
In addition to numerical simulations, also an analytical approach is presented, using the
approximations of round beam, linear transverse force and ﬁeld–free region. From the
electron density evolution, the tune shift experienced by the beam particles, which de-
pends on their longitudinal position in the bunch, is evaluated.
The fast dipole instability induced by the electron cloud and its associated emittance
growth are the subjects of Chapter 7. The strong head–tail instability is a threshold mech-
anism. After a discussion on the choice of the numerical parameters, this chapter presents
the studies of the emittance growth rate and instability threshold dependence on electron
cloud density, beam current and chromaticity, for CERN LHC and SPS. Results of simu-
lations with the code HEADTAIL are compared and benchmarked with other codes and
with simpler models. The effects of the electron cloud characteristics (e.g. its evolution
inside a dipole magnet) on the development of the instability are also discussed in Chap-
ter 7 and simulations which take into account the beam–size variation along the ring are
presented.
Below the threshold of the strong head–tail instability, characterized by a rapid beam
2size blow–up with a rise time comparable to the synchrotron period, at “moderate” elec-
tron cloud densities a slow, long–term, emittance growth is still present, as hinted at by
measurements and simulations.
Chapter 8 discusses HEADTAIL ’weak–strong’ simulations, to investigate the charac-
teristics of this slow beam–size increase, which is an incoherent effect, and to distinguish
between the numerical noise contribution and the physics behind it. A mechanism similar
to what happens in space–charge dominated beams, namely the periodic crossing of a res-
onance, is expected to be responsible of halo formation and emittance growth. The code
HEADAIL, in its weak–strong modality, is benchmarked with a simpler analytical code,
adapted from space–charge studies to account for the electron cloud incoherent effects,
and the two codes are used to validate the model of resonance crossing.
Finally, since predicting the exact growth rate requires understanding which reso-
nances will be excited in the real machine, a modiﬁed version of HEADTAIL has been
developed to follow the evolution of the beam particles through the focusing and defo-
cusing element of the SPS FODO cell. Between the elements, the particles experience a
quasi–continuous interaction with the electrons, whose distribution can be chosen inde-
pendently at each location. Preliminary results of these simulations are presented, in the
weak–strong approximation, as a ﬁrst important step toward the modelization of realistic
accelerator components.
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4Part I
Concepts6Chapter 2
Accelerators and beam dynamics
Accelerators and storage rings are used to accelerate relativistic charged particle beams,
keep them focused to the required size and make them collide for high energy physics
experiments. These machines control the motion and the behavior of the charged particles
by means of electromagnetic ﬁelds. There are two main levels to describe the dynamics
of a charged particle beam in an accelerator. The ﬁrst one is to look at the beam as
a collection of non interacting particles, moving in the environment prescribed by the
machine design (single particle description). The second step is to take into account
the interactions with the electromagnetic ﬁelds produced by the beam itself (collective
effects).
This chapter brieﬂy describes the CERN accelerators, in particular the Large Hadron
Collider (LHC), and it provides a short introduction to concepts and nomenclature in
accelerator physics and single-particle linear dynamics. The treatment of non linear and
collective effects will be introduced in Chapter 3.
2.1 The CERN LHC and its injector chain
The Large Hadron Collider (LHC), presently under construction at CERN, will provide
proton-proton collisions at 14TeV center of mass energy. It is being installed in the 27 km
long underground circular tunnel which was previously hosting LEP (the Large Electron
Positron collider). To steer and focus the beams, superconducting magnets will be used,
which will operate at a temperature of 1.9 K. The dipoles will provide a magnetic ﬁeld of
nearly 8 Tesla.
The two counter-rotating beams will circulate in separate vacuum chambers and they
will cross and collide in four experimental areas (CMS, ATLAS, LHCb and ALICE),
located around the ring.
The proton beams will be injected in LHC with an energy of 450 GeV and then further
accelerated up to the collision energy of 7 TeV. Figure 2.1 shows the CERN accelerator
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Figure 2.1. CERN complex
82.2 – Linear beam dynamics
complex and the whole injector chain for the LHC. The protons, emitted from a Duo-
plasmatron source, from which they exit with a kinetic energy of 100 keV, pass through
a linear accelerator (LINAC 2), where they reach 50 MeV. Then, they are further accel-
erated by circular machines: the PSB (Proton Synchrotron Booster), with ejection energy
of 1.4 GeV, the PS (Proton Synchrotron), where they are accelerated up to 26 GeV, and
then the SPS (Super Proton Synchrotron), a ring of about 7 km length, where they reach
the energy of 450 GeV.
2.2 Linear beam dynamics
A detailed treatment of accelerator physics and beam dynamics can be found in several
books (e.g. [1,2,3,4,5],...) In this section only a basic, non exhaustive introduction to
beam dynamics concepts is given which will be useful throughout the dissertation.
In the accelerator the beam particles move under the inﬂuence of the Lorentz force
due to electric   E and magnetic   B ﬁelds as:
d  p
dt
= q
 
  E +  v ×   B
 
(2.1)
where
  p = γm0  v (2.2)
is the relativistic momentum of a particle with rest mass m0, charge q, velocity   v and
γ ≡ 1/
 
1 −
 
v
c
 2, c being the speed of light. In the following treatment, it will be
always made the approximation v ≈ c, but γ < ∞
The environment in which the beam is moving, in the single particle description, is
set by the electric and magnetic ﬁelds of the various accelerators components. In a syn-
chrotron, radio-frequency (RF) cavities provide the longitudinal electric ﬁeld to accelerate
the beam and produce its longitudinal bunched structure. In the transverse plane, verti-
cal dipole magnets guide the particle trajectory onto a circular path. The trajectory on
which ideally all particles move is called the design orbit. In reality the particles will per-
form oscillations around it, under the action of focusing forces provided by quadrupole
magnets.
Fig. 2.2 shows the cross section of a quadrupole magnet and the force applied to
a particle passing at different locations in the magnet. The force is zero at the center
and increases linearly with the offset. Due to the ﬁeld pattern, the Lorentz force in a
quadrupole magnet is always focusing in one transverse coordinate and defocusing in the
other. An overall focusing of the particle motion in both transverse planes can be obtained
by an alternating sequence of quadrupole polarities (principle of strong focusing [6]), as
sketched in Fig. 2.3. The most common structure consists in the repetition of identical
units called FODO cells. Each cell contains a horizontal focusing (F) quadrupole, a drift
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Figure 2.2. Cross section of a quadrupole magnet (from K. Wille, Maria Laach Lec-
tures). With the polarities shown, the horizontal component of the Lorentz force for a
positive charge moving into the plane of the drawing, is directed toward the axis, the ver-
tical component is directed away from the axis. The magnet is horizontally focusing and
vertically defocusing.
Figure 2.3. An alternating series of focusing and defocusing lenses provides an overall
focusing effect (from CAS Proceedings [3])
space (O), a horizontal defocusing (D) quadrupole and another drift space. The dipole
magnets for bending are inserted in the drifts between the quadrupoles.
Higher order multipole magnets are also used, to correct non linear beam perturba-
tions.
2.2.1 Rotating coordinate system
The synchrotron is commonly modeled so that its designed beam trajectory is a circle of
circumference 2πR. The description of the particle motion is done in a coordinate system
moving with a reference particles along the design orbit, which is illustrated in Fig. 2.4
102.2 – Linear beam dynamics
The reference particle 0 has exactly the design energy and follows the design orbit turn
after turn in the accelerator. This ﬁctitious particle is called the synchronous particle. Its
trajectory is described by the coordinate s = vt. Assuming ultra relativistic speed, we
have v ≈ c and therefore d2s/dt2 = 0. The motion of the other particles is described
relative to the reference particle by means of six coordinates (x, x’, y, y’, z, δ) in the
six-dimensional phase space, where x′ = dx/ds and y′ = dy/ds are the horizontal and
vertical slope, and δ =  p/p is the relative momentum deviation of the particle. The
synchronous particle will have all six coordinates equal to zero.
x
y
z
0
\
U
s=0
Figure 2.4. Coordinate system for particle motion in a circular accelerator
2.2.2 Transverse dynamics
In the ﬁrst order (linear approximation), the transverse magnetic ﬁeld in which the parti-
cles are moving can be written as:
Bx =
∂Bx
∂y
y = −B1x (2.3)
By = B0 +
∂By
∂x
x = B0 + B1y
where B0 and B1 are respectively the dipole and quadrupole coefﬁcients of the ﬁeld.
Assuming no coupling of horizontal and vertical plane, the equations of motion are:
x
′′ +
 
1
ρ2(s)
− k(s)
 
x =
1
ρ
δ (2.4)
y
′′ + k(s)y = 0
where ρ(s), radius of curvature of the charged particle q in the vertical dipolar ﬁeld, and
k(s), focusing strength of the quadrupolar ﬁeld component, are:
ρ(s) =
p
qB0
k(s) =
 
∂By
∂x
 
q
p
(2.5)
The general solution for x(s) is the sum of the complete solution xβ(s) of the homoge-
neouspart, describingthebetatronmotion, andaparticularsolutionoftheinhomogeneous
equation.
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The solution can be written as:
x(s) = xβ(s) + D(s)δ (2.6)
D(s) is the dispersion function and describes the momentum–dependent part of the mo-
tion.
Betatron oscillations
Assuming particles with the nominal momentum (i.e. no momentum spread, δ = 0),
the equations of motion can be described by the second order homogeneous differential
equation of the general form:
u
′′ + K(s)u = 0, u = x,y (2.7)
with periodic coefﬁcients K(s + 2πR) = K(s).
Equation 2.7 is known as Hills equation.
It is possible to write the solution of Eq. 2.7, for periodic K(s), in terms of sine or
cosine functions, with amplitude and phase derivative dependent on s (Floquet theorem):
u(s) =
√
ε
 
β(s)cos(Φ(s) − Φ0), u = x,y (2.8)
The constants ε and Φ0 are determined from the initial conditions. β(s), which contains
theamplitudedependenceons, iscalledbetatronfunctionandisperiodic, withperiodicity
2πR. The phase term Φ(s) is related to β(s) by:
Φ
′(s) =
1
β(s)
, Φ(s) =
  s
s0
1
β(s)
ds (2.9)
From Eq. 2.9, it follows that the beta function may also be interpreted as the local wave-
length of the particle transverse oscillations (betatron oscillations) divided by 2π.
The horizontal (or vertical) betatron tune is deﬁned as:
Q ≡
1
2π
 
ds
β(s)
(2.10)
and represents the number of pseudo-harmonic betatron oscillations in the x(y)-plane per-
formed by a particle in one revolution period.
In the approximation of a constant focusing (smooth focusing approximation), the
unperturbed single particle motion is modeled as a simple harmonic oscillator, β(s) = ¯ β
is taken to be a constant and Eqs. 2.7 and 2.10 reduce to:
u
′′ +
 
Qu
R
 2
u = 0, Qu =
R
¯ βu
(2.11)
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From Eq. 2.5, follows that the focusing strength K(s) depends on the particle momen-
tum. Therefore, particles with different δ ≡ ( p/p) have different betatron tunes. The
(linear) chromaticity is deﬁned as
Q
′ ≡
Q(δ) − Q(0)
δ
(2.12)
and couples the betatron motion with the particle momentum.
Matrix description
Another way of writing the solution of Hills equation (Eq. 2.7) is by expressing it in terms
of the initial conditions, as a combination of two linearly independent solutions:
u(s) = C(s,s0)u0 + S(s,s0)u
′
0 (2.13)
u
′(s) = C
′(s,s0)u0 + S
′(s,s0)u
′
0
or, using a matrix notation,
U(s) = M(s,s0)U(s0) (2.14)
where
U(s) =
 
u(s)
u′(s)
 
, U(s0) =
 
u0
u′
0
 
(2.15)
and
M(s,s0) =
 
C(s,s0) S(s,s0)
C′(s,s0) S′(s,s0)
 
. (2.16)
M(s,s0) is the transfer matrix from s0 to s and depends only on the properties of
the machine segment [s0,s]. The functions C(s), S(s) are called sine-like and cosine-like
function, because
C(0) = 1, C
′(0) = 0, S(0) = 0, S
′(0) = 1 (2.17)
and
det M(s) =
       
C S
C′ S′
        = 1 (2.18)
The transfer matrix between any points s0 and s in the ring can be written as a multipli-
cation of the matrices of shorter segments:
M(s,s0) = M(s,sn)M(sn,sn−1)...M(s1,s0) (2.19)
The matrix notation is particularly useful, since it is usually possible to assume K(s)
of Eq. 2.7 piecewise constant. Dependent on the type of magnetic element the particle is
passing through, one has:
K(s) =



0 drift space
1/ρ2 dipole ﬁeld
±k focusing or defocusing quadrupole ﬁeld
(2.20)
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In this case it is possible to integrate Eq. 2.7 algebraically and to analytically express the
matrix coefﬁcients in each segment where K(s) is constant. The solution for the complete
lattice of optical elements is then obtained by multiplying the individual matrices in the
desired sequence.
Depending on whether K is positive, zero or negative, the matrix for a segment ex-
tending from s1 to s2 = s1 + l is:
K > 0
 
focusing
element
 
M =
 
cos
√
Kl 1 √
K sin
√
Kl
−
√
K sin
√
Kl cos
√
Kl
 
(2.21)
K = 0 (drift) M =
 
1 l
0 1
 
(2.22)
K < 0
 
defocusing
element
 
M =
 
cosh
 
|K|l 1 √
|K| sinh
 
|K|l
−
 
|K|sinh
 
|K|l cosh
 
|K|l
 
(2.23)
Twiss parameters and phase ellipse
By differentiation of Eq. 2.8 it is:
 
u(s) =
√
ε
 
β(s)cos(Φ(s) − Φ0)
u′(s) =
√
ε 1 √
β(s) [−sin(Φ(s) − Φ0) + α(s)cos(Φ(s) − Φ0)] (2.24)
with
α(s) ≡ −
β′(s)
2
(2.25)
It is also useful to deﬁne the function
γ(s) ≡
1 + α2(s)
β(s)
(2.26)
The functions β(s), α(s) and γ(s) are referred to as the Twiss parameters and are periodic
of period 2πR.
The sine-like and cosine-like functions can be expressed in terms of the Twiss param-
eters and the phase function Φ. The transfer matrix between the points s (characterized
by α, β, Φ(s)) and s0 (to which corresponds α0, β0, Φ0) is:
M(s,s0) =


 
β
β0(cos Φ + α0 sin Φ)
√
ββ0 sin Φ
 
1
ββ0[(α0 − α)cos Φ − (1 + αα0)sin Φ]
 
β0
β (cos Φ − αsin Φ)


(2.27)
where  Φ = Φ(s) − Φ0 is the phase advance between the two points.
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Figure 2.5. Phase space ellipse of the particle motion in the plane (u,u′)
The transformation matrix over one revolution, assuming α = α0 = 0, takes the form:
M(s0 + L,s0) =
 
cos2πQ β0 sin2πQ
− 1
β0 sin2πQ cos2πQ
 
(2.28)
Equations 2.24, combined with the Twiss functions, yield:
γu
2 + 2αuu
′ + βu
′2 = ε (2.29)
This is the equation of an ellipse in the horizontal or vertical phase space (u,u′)
(Fig. 2.5). For α = 0 the axes of the ellipse are parallel to the u and u′ axes and the
semi-axis are
 
εβ(s) in the u-direction and
 
ε/β(s) in the u’-direction. If α is not zero,
the ellipse is tilted.
The ellipse assumes different orientations at different locations s around the ring,
according to the function β(s), but it can be demonstrated that its area πε is constant and
ε, called single particle emittance, is an invariant of motion. Following the trajectory of
a single particle over many revolutions, its phase-space coordinates at a ﬁxed location
s = s0 map out the ellipse, because for each turn in the accelerator the point (u,u′) makes
Q non-integer turns in the phase plane.
2.2.3 Transverse beam emittance
So far, only the motion of a single particle has been considered and in Eq. 2.29 has been
introduced the single-particle emittance ε, invariant of motion.
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For a particle ensemble it is also possible to deﬁne a beam invariant. Let’s consider
a particle beam centered around the reference orbit (x,x′) = (0,0) and assume that at
a certain location s the particles coordinates ﬁll the (x,x′) phase space, up to the phase
ellipse of amplitude εbeam. It can be derived [7] that all trajectories will remain inside or
on the phase ellipse when the particles move around the ring. Since the ellipse area is
invariant, also the density in the phase space is invariant (Liouville theorem), provided the
particle energy is constant1.
The beam emittance is deﬁned as the amplitude εbeam of the smallest ellipse which
encloses a given percentage of the total beam trajectories and for LHC is deﬁned for one
standard deviation of the phase space distribution function.
Considering a beam particle trajectory with emittance equals to εbeam:
x(s) =
√
εbeam
 
β(s)cos(Φ(s) − Φ0), (2.30)
the rms beam envelope is deﬁned as
σb,x(s) = xmax(s) =
√
εbeam
 
β(s) (2.31)
and the rms beam divergence is
σ
′
b,x(s) = x
′
max(s) =
√
εbeam
 
γ(s) (2.32)
From now on, the index beam will be omitted and the symbol ε used to denote the beam
emittance.
Statistical deﬁnition of beam emittance
To avoid the arbitrariness of the ellipse chosen as a contour in the previous deﬁnition of
beam emittance, it is useful to introduce a statistical deﬁnition of emittance.
Considering the beam as a set of points (xi,x′
i) in a two-dimensional phase space, the
statistical emittance is a measure of their spread in that plane and is deﬁned as [7]:
ε ≡
 
x2   x′2 −
 
xx′ 2 (2.33)
1In case the particle energy is varied (i.e. during acceleration) the quantity which is conserved is the
so-called normalized emittance:
εN ≡ γrelβrel ε
that refers to the area in the (x,px) canonical phase space.
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where:
x2 ≡
1
N
N  
i=1
(xi − ¯ x)
2, (2.34)
x′2 ≡
1
N
N  
i=1
(x
′
i − ¯ x
′
i)
2, (2.35)
 
xx′ 
≡
1
N
N  
i=1
(xi − ¯ x)(x
′
i − ¯ x
′
i) (2.36)
are the second-order momenta of the point distribution with respect to the barycenter
deﬁned by the coordinates ¯ x = 1
N
 N
i=1 xi and ¯ x′ = 1
N
 N
i=1 x′
i.
2.2.4 Longitudinal dynamics and bunch structure
Synchrotrons use Radio-Frequency (RF) cavities to accelerate the beam particles and to
keep them grouped into bunches. The accelerating voltage across the RF-cavity gap can
be expressed as:
V = ˆ V sin(ωRFt) = ˆ V sinφ(t), (2.37)
The RF frequency ωRF is an integer multiple of the nominal revolution frequency ω0,
ωRF = hω0, (2.38)
where h is called harmonic number. In these conditions the synchronous particle 0, which
has the nominal frequency, energy and trajectory, will always experience the same RF
phase when passing the RF gap, φ(t) = φs, called synchronous phase.
The other particles, in general, will not be synchronized with the RF ﬁeld and cross
the gap at a different and varying phase φ, receiving a different kick with respect to the
synchrotron particle. Figure 2.6 shows a case where the synchronous particle 0 does not
gain or lose any energy from the RF ﬁeld (φs = 0). A generic particle A behind the
synchronous particle (zA < 0) will arrive in the RF cavity later ( tA > 0, φA > 0) and
get a negative kick ( p < 0). For ultrarelativistic particles, above the transition energy,
a decrease in momentum  p/p corresponds to an increase of the revolution frequency
frev = 2πω0 of the particle (negative mass effect):
η ≡
 frev/frev
 p/p
=
1
γ2 − α < 0 (above transition energy) (2.39)
where η is the slippage factor and α, the momentum compaction factor, is a machine
parameter. The transition energy at which η = 0 is γtr = 1/α2.
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Figure 2.6. RF voltage (top) and phase space (φ,W) (bottom) in which the synchronous
particle 0 and the generic non-synchronous particle A moves, for a non-accelerating
bucket (φs = 0), above transition energy (η > 0)
As a consequence, at a later turn particle A will arrive in the RF-cavity before the
synchronous particle, therefore getting a positive kick, followed by a reduction in revolu-
tion frequency. Over many turns particle A will oscillate around the synchronous particle
(characterized by p0 and ω0), according to these equations of motion:
dφ
dt
= −
hηω0
2πRp0
W (2.40)
dW
dt
= eˆ V (sinφ − sinφs) (2.41)
where the new variable W = 2πR p, canonically coniugated to φ, has been introduced.
From this set of ﬁrst order equations of motion one can also derive a second-order
differential equation for the RF-phase φ:
¨ φ +
 2
s
cosφs
(sinφ − sinφs) = 0 (2.42)
where
 s =
 
eˆ V h|η|ω0 cosφs
2πRp0
(2.43)
In the approximation of small phase oscillations  φ = φ − φs << 1, the equation of
motion Eq. 2.42 becomes:
¨ φ +  
2
s φ = 0 (2.44)
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where  s now represents the synchrotron angular frequency. The synchrotron tune, which
is the number of synchrotron oscillations per turn, is
Qs =
 s
ω0
=
 
eˆ V h|η|cosφs
2πγmpc2 (2.45)
with the assumptions of ultrarelativistic particles with velocity c, frequency of revolution
ω0 = c/R and momentum p = E/c.
Considering Eq. 2.42 for φs = 0 (see Fig. 2.6), it represents the equation of the non-
linear pendulum. The separatrix is the curve corresponding to the extreme stable par-
ticle trajectory in the phase space (φ,W) and the stable region enclosed by it is called
RF-bucket. The particles inside a bucket perform synchrotron oscillations around the syn-
chronous particle and constitute a bunch. The harmonic number h, previously deﬁned in
Eq. 2.38, represents the number of buckets that can be ﬁlled with bunches.
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20Chapter 3
Collective effects in particle accelerators
For high intensity charged beams, the electromagnetic ﬁelds generated by the beam itself
become important and perturb the particle motion driven by the external guiding ﬁelds.
Thus, the single-particle approach (Sec. 2.2) is not enough to describe the beam dynamics
but collective effects arising from the interaction of the beam particles among themselves,
with their environment (possibly including “foreigner particles” such as electrons) and
with the other beam, should be taken into account. Depending on the beam intensity, the
characteristics of the vacuum chamber, and other accelerator parameters, they may cause
beam losses, give rise to instabilities or degrade the beam quality by causing emittance
growth and poor lifetime, thus limiting the performances of the collider.
In this chapter a few aspects of collective effects which will be useful in the following
chapters are brieﬂy discussed, while a detailed treatment can be found e.g. in Refs. [3,5].
3.1 Tune shift due to collective effects
The transverse single-particle motion, under the inﬂuence of the external accelerator fo-
cusing ﬁelds, can be approximated by linear oscillations around the closed orbit (smooth
focusing approximation). In the vertical (horizontal) plane, Eq. 2.11 becomes:
y
′′ +
 
Q0y
R
 2
y = 0 (3.1)
where Q0y(x) is the unperturbed vertical (horizontal) betatron tune. The electromagnetic
self-ﬁelds can be considered as perturbations of the particle motion and introduced on the
right-hand side of the equation of motion
y
′′ +
 
Q0y
R
 2
y =
e
γmp β2
relc2
 
  E
self +  v ×   B
self
 
y
(3.2)
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Considering a linear (or linearized) perturbation in y:
y
′′ +
 
Q0y
R
 2
y = Ky, (3.3)
where
K = −
1
γmp β2
relc2
∂F self
y
∂y
(3.4)
the motion can still be described by an oscillator, with perturbed tune Qy determined by:
Q
2
y = Q
2
0y − KR
2 (3.5)
For small perturbations |KR2| << Q2
0y, the tune shifts by an amount:
 Qy ≡ Qy − Q0y ≈ −
KR2
2Q0y
= −
βyR
2
K (3.6)
It can be derived that this result is valid, to ﬁrst order, independently of whether the
perturbation is spread out over the circumference of the accelerator or lumped at a discrete
location.
In case of non-uniform focusing, with a varying beta-function, βy(s), the tune shift is
given by:
 Qy =
1
4π
 
dsβy(s)K (3.7)
The shift in the betatron frequency of oscillation can affect the beam as a whole (co-
herent tune shift) or individual particles in different ways, giving rise to a tune spread
(incoherent tune shift).
3.1.1 Direct space-charge
An example collective phenomenon is the space-charge effect, arising from the internal
forces in the beam, as a collection of (positive) charged particles. This effect scales as
1/γ3 and is therefore important only for moderate relativistic beams, while for the LHC
it is negligible (PS at injection energy γ = 1.49; SPS at injection energy, γ = 27.7, LHC
at injection energy γ = 479.6, at top energy γ ≈ 7000).
Considering a coasting beam with circular cross section of radius a, uniform density
ρ, moving with velocity v = βrelc in the s–direction, and assuming open space boundary
conditions, the electric and magnetic ﬁelds on a particle of charge e inside the beam are:
Er =
eρ
2ε0
r, Bθ =
βrel
c
eρ
2ε0
r (3.8)
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The Lorentz force in the radial direction is:
Fr = e
 
  E +  v ×   B
 
r
=
e2ρ
2ε0
(1 − β
2
rel)r =
e2ρ
2ε0γ2r (3.9)
The electrostatic and magnetic force have opposite directions, which leads to the partial
cancellation (∝ 1/γ2) between the two forces.
The tune shift due to space charge is, from Eq. 3.6 and 3.4,
 Qy = −
R2
2Q0yγmp β2
relc2
∂Fy
∂y
=
rp R2λ
a2Q0yβ2
relγ3 (3.10)
where λ = πa2πρ is the line density and rp is the classical proton radius. To obtain this
relationauniformfocusing, anunbunchedbeam, auniformdensityandcircularsymmetry
have been assumed. In case of a Gaussian transverse distribution (with rms sizes σx and
σy) and a bunched beam, with a proﬁle slowly varying with the position z inside the
bunch, it is possible to write (Laslett tune shift):
 Q
Lasl
sc,y (z) =
rpR2λ(z)
Q0yβ2
relγ3σy(z)[σx(z) + σy(z)]
(3.11)
The space-charge tune shift depends on the longitudinal position inside the bunch. This
leads to a tune spread in the bunch and, since the particles execute synchrotron oscilla-
tions, to a modulation of the tune.
The presence of a perfectly conducting wall close to the beam imposes boundary con-
dition E// = 0 on its surface. If the chamber wall is not round, this modiﬁes the electric
ﬁeld of the beam and the effect on the tune shift [9]. A solution of the electrodynamics
equations for the new boundary conditions with the method of the image charges is given
in [5,10], for both electric and magnetic boundary conditions.
3.2 Wake ﬁelds and impedances
Collective effects can arise when an intense particle beam interacts electromagnetically
with the surrounding (e.g. with the metallic vacuum chamber) and generates a so called
wake-ﬁeld. An ultrarelativistic beam leaves behind it an electromagnetic ﬁeld whenever
the vacuum chamber is not perfectly conducting (resistive wall), or is not a smooth pipe.
This ﬁeld acts back on the beam, perturbing its motion. Under unfavorable conditions, the
perturbations on the beam further enhance the wake ﬁeld and lead to an instability, known
as collective instability. The beam and the environment form a self-consistent dynamical
system and the wake-ﬁeld is the mediator of their interaction. A detailed description of
wake-ﬁeld collective effects can be found in [5,11], on which the treatment in this section
is based1.
1In the discussion of wake ﬁelds and impedances, c.g.s. units will be used, if not stated otherwise.
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Figure 3.1. The test charge e experience an electromagnetic ﬁeld generated by driving
beam of charge q which has an offset a from the axis, [5]
In order to characterize the beam induced electromagnetic ﬁelds, a ﬁrst non self-
consistent picture is introduced. The beam is considered rigid and unaffected by the wake
ﬁeld it generates. It is assumed to move with the speed of light and, in this ultrarelativistic
limit, causality dictates that the ﬁeld will only be behind the beam (thus the term wake).
The wake ﬁeld is related to the force seen by a test-charge following the beam at a cer-
tain distance. Figure 3.1, shows the driving beam, at offset a from the axis, followed at
distance z by a test particle with charge e and transverse offset r.
The transverse force felt by the test particle a time t and longitudinal position s is
given by:
Fx = e(Ex + cBy) (3.12)
Fy = e(Ey − cBx) (3.13)
where Ex,Ey,Bx,By are the ﬁeld components obtained by solving Maxwell equation in
the structure geometry. The total momentum change experienced by the test particle
during its travel of the distance L of interest (e.g. the whole ring or a structure period) is
given by:
 py =
  −L/2
L/2
dsFy
 
s,t =
s + z
c
 
= eW⊥(z)q a (3.14)
where the wake function W⊥m(z) has been introduced. The wake-function is fully deter-
mined by the geometry of the structure. Mathematically it can be considered as Green
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Figure 3.2. Sketches [5] of the transverse wake function W⊥(z). It vanishes for z ≤ 0.
function, since it represents the response of the vacuum chamber environment to a δ-
function excitation.
Figure 3.2 shows the general behavior of the transverse wake functions. Since the
driving beam travels with the speed of light, the wake vanishes in front of it:
W⊥(z) = 0 (z > 0) (3.15)
It can be proven that at the origin (z → 0−) the transverse wake potential must be
zero:
lim
z→0− W⊥(z) = 0
−. (3.16)
From Eq. 3.14, the transverse wake force experienced by the test-particle is propor-
tional to the ﬁrst order momentum of the beam, corresponding to a transverse offset
a ≡  y , but is independent of the offset of the test-particle itself.
3.2.1 Deﬁnition of impedance
The wake ﬁeld potential is a useful concept for studying collective effects in the time do-
main. For working in the frequency domain, instead, the impedance has to be introduced,
which is related to the wake function through a Fourier transformation:
Z⊥(ω) = i
  −∞
+∞
dz
c
e
−iωz/cW⊥(z) (3.17)
and it is expressed in  /m.
The transverse impedance Z⊥(ω) can often be modeled by a so-called resonator
model:
Z⊥ =
c
ω
Rs
1 + iQ
 
ωR
ω − ω
ωR
 , (3.18)
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where Q is the quality factor, Rs is the shunt impedance and ωR is the resonant frequency.
To this impedance corresponds the wake function (obtained performing a Fourier
transformation)
W⊥(z) =
cRs
Q
ωR
ω
e
αz/c sin
ωz
c
, (z < 0) (3.19)
where α = ωR/(2Q) and ω =
 
ω2
R − α2.
In the limit Q → ∞ and Rs → ∞, and ﬁxed Rs/Q, the wake function becomes:
W⊥(z) =
cRs
Q
sin
ωRz
c
(3.20)
The wake ﬁeld oscillates in the longitudinal direction with frequency ωR, without decay-
ing.
Viceversa, to Q ≈ 1 corresponds a short range wake-ﬁeld, whose amplitude is rapidly
decaying in z (broad-band resonator impedance model).
3.3 Beam instabilities
Transverse wake-ﬁelds can cause beam instabilities. In the following, the instability
mechanisms are illustrated using a two-particle model. The bunch is represented as two
macroparticles separated by a distance |z|, which is of order of the bunch length. Each of
the two macroparticles is considered to be a rigid point of charge Nbe/2, interacting with
the accelerator environment and with each other through the wake-ﬁelds.
3.3.1 Beam break-up mechanism
As seen in Sec. 3.2, if the beam is off center (e.g. due to betatron oscillations), a dipole
wake ﬁeld is excited by the head of the bunch and cause transverse deﬂection of the tail.
For a high intensity beam, the betatron motion of the particles in the tail of the bunch can
be seriously perturbed, leading to a transverse break-up of the beam.
This kind of instability is of major interest in linear accelerators, where there is no
synchrotron motion that acts as a stabilizing mechanism by mixing the particle positions
longitudinally.
In the two-particle model, the leading particle, unperturbed by its own wake ﬁeld,
executes free betatron oscillations
y1(s) = ˆ y cos
ωβs
c
, (3.21)
ωβ being equal to c/β in the smooth focusing approximation (Eq. 2.11).
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The trailing macroparticle, at distance |z| behind, sees a deﬂecting wake ﬁeld left by
its leading partner, according to Eq. 3.14. The equation of motion for the trailing particle
is:
y
′′
2 +
 ωβ
c
 2
y2 = −
Nbe2W⊥(z)
2γmpc2L
y1 (3.22)
where W⊥z is the transverse wake ﬁeld over the length L of interest. Equation 3.22,
combined with Eq. 3.21, shows that particles in the tail of the bunch are driven exactly on
resonance by the oscillating wake left by the head of the bunch. The solution to Eq. 3.22
is
y2(s) = ˆ y cos
ωβs
c
− ˆ y
 
NbrpW⊥(z)c2
4ωβγL
 
s
c
sin
ωβs
c
(3.23)
The rising time
τ
BBU =
 
NbrpW⊥(z)c2
4ωβγL
 −1
(3.24)
characterize the oscillation amplitude growth of the tail, relatively to the bunch head.
3.3.2 Strong head–tail instability theory
In circular accelerators, the particle are no longer frozen longitudinally but they execute
synchrotron oscillations, thus constantly exchanging their relative longitudinal position,
with frequency
ωs =
2π
Ts
= Qs
c
R
(3.25)
To illustrate the mechanism of the strong head-tail instability, also called transverse
mode coupling instability (TMCI), a constant short-range wake function W0 is assumed.
The two macroparticles perform synchrotron oscillations with equal amplitude but oppo-
site phase. During time 0 < s/c < Ts/2, particle 1 leads particle 2; the equations of
motion of the two macroparticles are:
y
′′
1 +
 ωβ
c
 2
y1 = 0 (3.26)
y
′′
2 +
 ωβ
c
 2
y2 =
NbrpW0
2γ(2πR)
y1 (3.27)
During time Ts/2 < s/c < Ts, particle 2 is leading and the same equations hold with
index 1 and 2 exchanged. Then Eqs. 3.26 and 3.27 apply again and so on, since, every
half-synchrotron period, the two macroparticles switch position. From Eqs. 3.26, the
solution for y1 is a free betatron oscillation, which can be written as:
˜ y1(s) = ˜ y1(0)e
−iωβs/c, (3.28)
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with
˜ y1 ≡ y1 + i
c
ωβ
y
′
1. (3.29)
Substituting Eqs. 3.28 into Eq. 3.26, yields:
˜ y2(s) = ˜ y(0)e
−iωβs/c + i
NbrpW0c
4ωβγ 2πR
 
c
ωβ
˜ y
∗
1(0)sin
ωβs
c
+ ˜ y1(0)se
−iωβs/c
 
(3.30)
If ωβ >> ωs (which is usually the case) the second term can be dropped, because is
much smaller then the third one, and it is possible to write the solution for the equation of
motion during the ﬁrst half of synchrotron period in a matrix form:
 
˜ y1
˜ y2
 
s=cTs/2
= e
−iωβTs/2
 
1 0
iT 1
  
˜ y1
˜ y2
 
s=0
(3.31)
where the positive, dimensionless parameter T has been deﬁned:
T ≡
NbrpW0c2
8γRωβωs
(3.32)
The time evolution during the next half synchrotron period can be obtained by exchanging
indices 1 and 2. The total transformation over one full synchrotron period is therefore:
 
˜ y1
˜ y2
 
s=cTs
= e
−iωβTs
 
1 0
iT 1
  
1 iT
0 1
  
˜ y1
˜ y2
 
s=0
= (3.33)
= e
−iωβTs
 
1 − T
2 iT
iT 1
  
˜ y1
˜ y2
 
s=0
The stability of the system is determined by the eigenvalues of the matrix:
λ± = e
±iφ, sin
φ
2
=
T
2
(3.34)
φ should be real, which is fulﬁlled if |sin(φ/2)| ≤ 1, that means:
T =
NbrpW0c2
8γRωβωs
≤ 2 (3.35)
In the smooth focusing approximation (β is constant), Eq. 3.35 can be written as:
T =
NbrpW0
8γβyQs
≤ 2. (3.36)
The strong head-tail instability is a threshold mechanism, different from the linac case
where the beam tail is always unstable. Synchrotron oscillation is a stabilizing mechanism
in circular accelerators. By periodically exchanging the roles of leading and trailing par-
ticles, if T ≤ 2, the growth made during the half synchrotron period when the particle is
trailing does not accumulate over many turns and the beam is stable.
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Effect of chromaticity
Several formalisms exists which include the betatron–frequency spread due to chromatic-
ity in the treatment of the strong head–tail instability (see [13] and references therein). A
coasting–beam approach [14] yields the following threshold for the bunch intensity:
N
th
b =
32
√
2
3
Qy |η|ǫl
eβrelc2
fr
ZBB
y
 
1 +
fξ
fr
 
(3.37)
where ǫl = β2
relmpγc2(4σt)( p/p)max π/2 is the longitudinal emittance at 2σ (in eVs),
( p/p)max is the relative momentum spread at 2σ, fr = ωr/2π is the resonance frequency
of the broad band resonator, with peak impedance ZBB
y in the vertical plane, and fξ is the
chromatic frequency, given by:
fξ = Q
′frev
|η|
(3.38)
From the formula it can be observed that a positive chromaticity increase the threshold
of the strong head–tail instability.
In Appendix A the formula will be validated and the threshold dependence on the
longitudinal emittance and the characterisitics of the broad-band impedance checked, as
an application of the electron–cloud code HEADTAIL to studies of instabilities driven by
conventional impedances.
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Electron Cloud collective effects in the
LHC
A very peculiar case of beam-environment interaction, which can induce collective insta-
bilities and emittance growth, is the electron cloud phenomenon.
Electron clouds are presently limiting the performance of several operating storage
rings, notably the two B factories, PEP-II [15] and KEKB [16,17], the Los Alamos Proton
Storage Ring [18], and RHIC [19,20]. An electron cloud occurs with LHC-type beam in
the CERN SPS, where many of its characteristics, including heat load and conditioning
effects, can be studied in situ for conditions resembling those of the LHC [21,22].
4.1 The electron cloud build-up
5 eV
γ γ γ
20 ns 5 ns 5 ns 20 ns
photoelectron
secondary electron
LOST
10 eV
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Figure 4.1. Schematic of electron cloud build-up mechanism in LHC (courtesy F. Rug-
giero).
Due to the close bunch spacing of 25 ns [23], a signiﬁcant number of electrons can
accumulate in the LHC beam pipe as a result of a combination of processes, as schemati-
cally illustrated in Fig. 4.1. Each passing bunch generates a number of primary electrons.
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Figure 4.2. Simulations of electron-cloud build-up along two bunch trains of LHC-beam
in SPS dipole regions. A SEY of 1.3, reﬂectivity r = 1, a nominal bunch spacing of 25 ns
and a gap of 225 ns between the trains are considered (courtesy D. Schulte).
These seed electrons are accelerated by the beam electric ﬁeld, can impact on the other
side of the vacuum chamber and, if the secondary emission yield (SEY) is greater than
unity, can create a large number of secondaries. If the traversal time of the electron across
the vacuum chamber is comparable to the time interval between two bunches, a resonance
condition is established and the number of electrons grows exponentially (beam induced
multipacting). The electron-cloud build up stops at a density roughly equal to the neu-
tralization density [24], where the attractive force from the beam is on average balanced
by the space charge repulsion of the electron cloud. Figure 4.2 shows typical electron
cloud build-up during a passage of two bunch trains of LHC-beam in SPS. Saturation is
reached at the end of the ﬁrst train, then the electron density decreases very fast in the
gap of 225ns between the trains. In the second bunch train, the saturation level is reached
faster since there are more seeds electrons, left from the previous bunches.
Primary electrons –the seeds of the electron cloud build-up– are created by a variety
of different processes. In LHC at injection energy they are mainly produced by residual
gas ionization or by lost beam particles hitting the wall and generating ions and electrons.
At top energy the main mechanism of primary electron production is photoemission from
synchrotron radiation.
The characteristics of the electron cloud build-up are determined by the surface prop-
erties, the chamber geometry and the beam parameters.
Photoelectron yield and photon reﬂectivity of the walls must be reduced to keep the
number of seed electrons low. A sawtooth chamber in the arcs is used for this purpose.
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Figure 4.3. Total SEY (δ) at normal incidence and the contribution of secondary and
reﬂected electrons for a Cu surface at about 10 K, in various states of conditioning, as a
function of the primary electrons energy (courtesy R. Cimino [25]).
Thesecondaryelectronemissionconsistsoftwocomponents: thetruesecondariesandthe
elastically reﬂected electrons, important especially at very low energies (< 30 eV) [25].
To reduce the secondary emission yield (SEY), the warm straight sections of LHC are
coated with low SEY materials such as TiZrV non evaporable getter (NEG) thin ﬁlm.
Another technique successfully applied in the SPS is the so called beam scrubbing, that
uses the beam itself to condition the chamber surface and reduce the SEY, by electron
bombardment.
Figure 4.3 shows the Secondary Emission Yield, measured at cryogenics temperature,
as function of the energy of the incident electron. The latter depends on the chamber
geometry and on parameters such as beam intensity, transverse size, bunch length and
bunch spacing. It is therefore possible to choose the beam conﬁguration paying attention
to the possible concerns for electron cloud (e.g. a proposed LHC upgrade based on very
long superbunches would reduce electron cloud effects, while the foreseen reduction of
the bunch spacing from 25ns to 12.5 ns would aggravate them).
The strength of the magnetic ﬁeld as well as the ﬁeld conﬁguration have an impact
on the dynamics of the electrons, which are constrained to follow the ﬁeld lines. In
inhomogeneous magneticﬁelds, e.g. quadrupoles, electrontrapping canoccur, potentially
enhancing the electron cloud effect. In dipole regions, which represents about 80% of
the machine, the electrons undergo only a vertical motion during their lifetime (i.e. the
time to traverse the vacuum chamber) because the cyclotron period is generally much
shorter than the bunch length and they do not receive any net horizontal kick by the
bunch. Therefore, at high intensity, electrons are concentrated in two vertical stripes,
symmetrically positioned with respect to the beam, as a combined effect of the electron
334 – Electron Cloud collective effects in the LHC
energy distribution and of the SEY energy dependence.
At CERN the build-up code ECLOUD [26,27] is used to predict the electron cloud
generation, distribution and saturation level in the LHC. In order to constrain the input
parameters (not always precisely known) like SEY and reﬂectivity, measurements of the
electron cloud build-up (e.g. build-up length, saturation density, decay, threshold inten-
sity) have been performed in the SPS with the LHC type beam and compared with simu-
lations [28].
4.2 Electron cloud effects
The beam-induced electron cloud can provoke a serious heat load on the LHC beam
screen. This is a great concern for the cold parts of the LHC, where it may quench the
superconducting magnets. Inside the 1.9 K cold bore of the magnets, the electron cloud
heat load is intercepted by a dedicated beam screen, which is held at a higher temperature
of 5–20 K in order to provide a total cooling capacity up to 2.4 W/m per beam. This value
accommodates also the heat load due to synchrotron radiation, impedances and collision
debris. The remaining cooling capacity of about 1.0 W/m can be allocated for the electron
cloud [23].
The electron cloud may also induce noise in beam diagnostics, beam position moni-
tors and feedback pick-ups, due to unequal electron bombardment. This can be partially
cured by data processing at higher frequencies [29]. Moreover electrons impinging on
the chamber wall cause gas desorption, which may affect beam lifetime by increasing the
vacuum pressure.
Another great concern related to the electron cloud, is the degradation of the beam
quality, duetothepossiblegenerationofcollectiveinstabilities(coupled-bunchandsingle-
bunch) and emittance blow-up. Cures for these phenomena are the transverse feedback
and the use of high positive chromaticity, even if for the LHC the chromaticity budget will
be more strict than for the SPS. Simulations [30,70,31] and experiments [17,32,33] in-
dicate the possibility that the electron cloud may also sustain long term emittance growth
due to the incoherent tune spread induced by the pinched electrons and nonlinear reso-
nances.
4.2.1 Electron cloud induced instabilities
Historically, the ﬁrst observations of an electron–cloud driven instability were made with
a bunched beam in a small proton storage ring (PSR) at INP, Novosibirsk, in 1965 [34].
Coherent betatron oscillations and beam losses occurred above a threshold proton inten-
sity. Soontheinstability wasidentiﬁedasdueto electronsandit wascuredwith transverse
feedback. A few years later, another PSR at INP also suffered an electron–cloud insta-
bility, in this case with a coasting proton beam [35], which was cured by increasing both
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Figure 4.4. Vertical beam size along a train followed by a test bunch at KEKB LER
[16]; the three curves refers to three different current of the last (test) bunch
beam current and gas density.
Also the coasting proton beam in ISR at CERN was affected by a coupled electron–
proton instability in 1972 [36], cured by inserting cleaning electrods to keep the electron
level low. It has been explained using the two–stream instability theory known in plasma
physics and applied to accelerators by [37] and [38]
Multibunch instabilities were ﬁrst observed at the KEK Photon Factory [39] and they
were subsequently explained [40]: if a bunch is sent through the electron cloud offset with
respect to the other bunches, it will perturb the electron-cloud distribution and the next
bunch will receive an additional deﬂection caused by this perturbation. This instability is
expected to be very weak for the LHC at collision energy (the rise time is on the order of
1 s) but it can be a concern at injection energy and in the SPS.
The electron cloud can also drive single-bunch instabilities, which have features sim-
ilar to the beam break-up in linear accelerators and to the strong head-tail instability in
synchrotrons. The head and the tail motion of a single bunch are coupled by the induced
distortion of the electron cloud distribution, and the oscillations performed by the elec-
trons around the bunch, as it passes through the cloud, play a key role.
A single-bunch instability of a positron bunch due to electrons created by ionization
of the residual gas was ﬁrst discussed for linear accelerators [41,42], where a coherent
oscillation of both electron and positrons grows from any small initial perturbation of the
beam distribution and makes the bunch tail unstable. This instability can be studied in
analogy to the two–stream and to the hose instability [43] studied in plasma physics.
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Figure 4.5. Vertical beam size as a function of the beam current, at KEKB LER [16]
Later on, when a blow up of the vertical size was observed at the Low Energy Ring
(LER) in the KEK B Factory, as a plausible explanation a similar single-bunch two-stream
instability was proposed [44,45].
Figure 4.4, from [16], shows the size blow up affecting bunches in the tail of a train,
where the electron-cloud build-up reaches its saturated value. A test bunch was injected
behind a bunch train and its charge increased. Figure 4.4 also shows how the transverse
size of the test bunch depends on (i.e. increases with) its own current, thus conﬁrming the
single-bunch nature of the instability.
The threshold behavior of the electron-cloud induced strong instability is shown in
Fig. 4.5, from [16]. A fast blow-up of the vertical beam size occurs above a threshold
value of the beam current (which depends on the level of electron-cloud in the chamber,
reduced by the presence of solenoids). Nevertheless, even below the threshold of the
fast blow-up, there is evidence of a slower, more gradual beam size increase. A physi-
cal explanation for this phenomenon, which has been found also in simulations and for
long time has been attributed to measurements’ or numerical noise, will be proposed in
Chapter 8 of this thesis.
Machine experiments in the CERN SPS, with an LHC test beam, revealed emittance
growth and losses above a certain current threshold. Figure 4.6, from [46], shows relevant
beam losses affecting bunches in the tail of a train, already at about 4 ms after injection.
The instability in the SPS is different in the two transverse planes: a coupled-bunch
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Figure 4.6. Intensity of the LHC beam vs. time after injection at the CERN SPS in 2000,
for four bunches in the head and in the tail of a bunch train [46]. Losses are visible after
a few ms for the trailing bunches.
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Figure 4.7. Snap shot of horizontal (left) and vertical (right) position (in  m) of the ﬁrst
48 out of 72 bunches in SPS with LHC beam, measured by high bandwidth monitors,
when an electron-cloud induced instability is present [48].
instability is observed in the horizontal plane, while the vertical plane is affected by a
single-bunch instability [47, 48]. Figure 4.7 shows how in the horizontal plane (left)
the bunches oscillate approximately in phase, manifesting a low-order coupled bunch
instability, while there is no phase or amplitude correlation between the bunches in the
vertical plane (right), thus showing single bunch character. This difference is explained
by the effect of the vertical dipole magnetic ﬁelds, in which the electron cloud is mainly
concentrated [21]. Here electrons can freely move up and down along the ﬁeld lines
during a bunch passage, while they are constrained in the horizontal plane.
4.3 Analytical treatments of single bunch instability
The interaction between the beam and the electron cloud in a storage ring is very peculiar
and has features which cannot be fully taken into account by the conventional and known
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Figure 4.8. Schematic of the single-bunch instability induced by electron cloud (cour-
tesy G. Rumolo)
theories from accelerators and plasma physics. Computer simulations appear indispens-
able for a proper prediction and understanding of the instability dynamics. Attempts have
nevertheless been done to establish correspondences with existing theories and to develop
analytical models for the beam-cloud interaction, in order to get additional insight and
furnish scaling laws.
The mechanism that causes the beam to go unstable under the action of the electron
cloud wake ﬁeld is schematically shown in Fig. 4.8. Assuming that the bunch enters the
electron cloud with its head slightly offset (upper part of Fig. 4.8), there will result a
global net force acting on the tail electrons in the direction of the head centroid position
and consequently an accumulation of electrons in that region. The newly reconﬁgured
electron distribution will thus kick the following bunch particles toward the higher density
region. The motion of the head will therefore be transmitted and ampliﬁed at the tail of
the bunch. The tail deﬂection increases over successive turns (lower part of Fig. 4.8).
This simple intuitive picture applies if the synchrotron period is much longer than the
rise time of the instability. In this case, the instability resembles the conventional Beam
Break Up (BBU) in linacs. If the synchrotron tune is large, instead, the bunch parti-
cles will mix longitudinally. This prevents the coherent dipole motion from growing to
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Figure 2: Bunch shape deformation due to the interaction with electron cloud. The position of
Figure4.9. Bunchshapedeformationduetotheinteractionwithelectroncloud(courtesy
K. Ohmi). Results from simulations [45] with ρe = 1 × 1012 m−3. The transverse
amplitude of the simulation microbunches distributed in the longitudinal phase space is
plotted after 100 turns in KEKB. The two ﬁgures are for synchrotron tune Qs = 0 (a) and
Qs = 0.0015 (b).
high values, but the instability will still manifest itself as either a strong or regular head-
tail instability and as an emittance growth distributed all along the bunch. Figure 4.9,
taken from [45], shows the bunch shape deformation obtained from simulations with and
without synchrotron motion. Figure 4.9(a) depicts the deformation of the positron bunch
without synchrotron oscillations. The ﬁgure is reminiscent of the BBU observed in linear
accelerators. Including also the synchrotron oscillation, the beam breakup changes its ap-
pearance and now resembles a head-tail instability. Figure 4.9(b) shows the bunch shape
deformation with synchrotron oscillations. There is a correlation of transverse amplitude
and longitudinal phase space position, which is characteristic of head-tail motion. Note
that the magnitude of the oscillation amplitudes is reduced by the synchrotron motion.
4.3.1 Electron-proton two-stream instability
The instability of a proton beam passing through a background population of electrons
in the beam pipe can be regarded as a two-stream instability similar to those studied in
plasma physics. Relative streaming motion of beam particles through the background
electrons provides the free energy to drive the classical two-stream instability, appropri-
ately modiﬁed to include the effects of transverse beam dynamics, geometry and spread
in the betatron frequencies.
The two-stream instability picture does not take into account synchrotron motion and
therefore the longitudinal mixing of the bunch particles, which has proven to be a very
important ingredient in the description of the single bunch instability evolution (Fig. 4.9)
in LHC type beams.
Without involving Vlasov formalism, an intuitive picture is presented here to describe
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the dipole two-stream instability as induced by the coupling of the electrons and protons
oscillation frequencies. The plasma electrons oscillate incoherently at ﬁrst, but, gradually,
they and the bunch particles develop a coherent oscillation due to their mutual interaction.
After the bunch passage, the coherence of the electrons is lost. On the next revolution,
the further distorted bunch impresses an enhanced coherent motion on the electron cloud,
which in turn increases the oscillation along the bunch.
Following the approach by Koshkarev and Zenkevich (KZ model) in 1970, the equa-
tions of motion for the transverse dipole oscillations Xe,p of electrons and protons, consid-
ering only forces due to external focusing and the charged particles of the other species,
are:
d2Xe
dt2 = −Q
2
e 
2   ¯ Xe − ¯ Xp
 
(4.1)
d2Xp
dt2 + Q
2 
2Xp = −Q
2
p 
2   ¯ Xp − ¯ Xe
 
(4.2)
where   is the revolution frequency and Q is the (horizontal) betatron tune due to
external focusing. The tunes Qe,p, in the coupling terms on the right side, describe the
“bounce frequencies” ωe,p = Qe,p  with which electrons and protons perform coherent
oscillations in the potential of the other beam.
Assuming exponential solutions Xp = ξp exp[i(nθ − ωt)] and Xe = ξe exp(−iωt)
for Eqs. 4.1, 4.2, one obtains a dispersion relation for the oscillation frequency ω as a
function of mode number n = kR = 2πR/λ:
(n  − ω)
2 = Q
2 
2 + Q
2
p 
2 ω2
ω2 − Q2
e 2 (4.3)
The relation is valid assuming there is no spread in the betatron and bounce frequencies,
then it is possible to replace the particle amplitudes by their averaged value. This is a
fourth-order equation for ω and can also be written as:
(Q
2
e − x
2)[Q
2 + Q
2
p − (n − x)
2] = Q
2
eQ
2
p (4.4)
with x ≡ ω/ . In absence of coupling, the dispersion relation has the solutions
ω = ±ωe ω = n  ±
 
Q2 2 + ω2
p (4.5)
Instability results when two of these modes overlap. In particular one should pay attention
at values of n such that ωe ≈ n  −
 
Q2 2 + ω2
p.
Approximate solution [38] can be obtained by assuming ω close to ωe. The solutions
become complex, and hence unstable, when Qp is larger than a threshold value:
Q
thresh
p =
(n − Qe)2 − Q2
2
 
Qe(n − Qe)
(4.6)
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with a growth rate above threshold given by
1
τ
= Im
 ω
 
 
=
Qp 
2
 
Qe
n − Qe
(4.7)
This theory has been developed for coasting beams and successfully applied to de-
scribe instabilities in the CERN ring ISR [38]. In order to adapt it to short bunches, the
electrons and protons bounce frequencies are, according to [55].
ω
2
e =
2λprec2
kxσx(σx + σy)
(4.8)
ω
2
p =
2λerpc2
γkxσx(σx + σy)
(4.9)
Here re,p = e2/(4πε0me,pc2) are respectively the classical electron and proton radius,
σx,y are the transverse dimensions assumed to be equal for electrons and protons, and
kx is a parameter derived from the integration over the transverse beam shapes; in case
of Gaussian distributions of equal size it is k = 2. The line densities for protons and
electrons are given by λp = Np/2σz and λe = 2πσxσyρ0,e.
Inserting numbers for LHC at injection energy, considering the most unstable mode
n ≈ Qe + Q, leads to a very small electron density allowed in contrast to the threshold
found in simulations (see later), suggesting that this theory, developed for coasting beams,
cannot be successfully applied for short bunches.
A parameter to discriminate between short and long bunches [50, 51] is n, which
represents the number of oscillations that the electrons perform during a bunch passage
(1σz):
n ≡
1
2π
 
2Npσzre
σy(x)(σx + σy)
(4.10)
A bunch is considered “short” if n ≈ 1, as is the case for LHC and SPS with LHC-type
beam.
An analogue in plasma physics for short bunches is the so-called hose instability,
which refers to the beam break-up of a single bunch passing through a plasma [43].
4.3.2 Electron cloud wake-ﬁeld and head-tail instability
An important aspect of the electron response to the passing beam is their accumulation
near the beam center, which is sometimes called electron pinch. With a brief delay, the
pinched electrons follow any transverse-longitudinal perturbation of the beam distribution
(see Fig. 4.8), e.g. a tilt of the head of the bunch. A deformation in the beam shape,
therefore, induces a perturbation in the cloud potential which in turns affects the bunch
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itself while it is passing through. This phenomenon can be interpreted as an effective
electron-cloud wake-ﬁeld, it may give rise to fast head-tail instabilities and, under some
approximations, can be studied in the frame of the conventional transverse instabilities
theory for circular accelerators (Sec. 3.2). Nevertheless, there are important differences
between the wake-ﬁeld generated by electron-cloud and a conventional wake-ﬁeld [52,
53], which make the electron-cloud treatment in terms of impedance very peculiar.
Figure 4.10 shows the computed wake-ﬁeld induced by the electron cloud on the pass-
ing bunch, obtained by HEADTAIL simulations (see Chapter 5). A longitudinal bunch
slice is displaced by a certain amount (e.g. a vertical offset  y) and then the cloud re-
sponseisevaluatedintermsofelectric-ﬁeldontheaxisatsuccessivetimes. Normalization
by the slice displacement and total charge, yields the dipole wake function on axis, shown
in the picture on the right side. On the left ﬁgure, an average wake–ﬁeld is instead com-
puted, by considering the net force over all the beam particles contained in a subsequent
slice.
Shapes in the two cases appear quite different, unlike what would happen in case of
a conventional wake ﬁeld, where the two deﬁnitions of wake would lead to the same
results. Wake functions on axis reach much larger values and exhibit a spiky structure
that is smoothed out to a more regular, quasi–sinusoidal proﬁle when the integration over
the bunch slice is carried out. In the case presented here, the force on axis is about 20
times stronger then its average over the entire bunch cross section, as a consequence of
the highly spiked distribution of the pinched electrons (Chapter. 6) on the axis.
From Fig. 4.10, one can also deduce another peculiar characteristic of the electron-
cloud wake ﬁeld, which distinguishes it from a conventional wake-ﬁeld. The shape and
amplitude of the wake function depend on where the displaced slice is located along
the bunch, that is, the wake is not translational invariant. This feature arises for several
reasons, such as the electron pinch along the bunch, the variation of th electron oscillation
frequency with the local beam current and the nonlinear transverse force.
Generalized 2D impedance
Thedependenceoftheelectroncloudwakeﬁeldonthelongitudinalpositionofthedriving
chargecanbetakenintoaccountbygeneralizingtheconceptofwakeﬁeldfromonewhich
depends only on the distance between the driving and the test particle, W(z − z′), to one
which depends separately on both particle position W(z,z′).
W(z − z
′) −→ W(z,z
′)
Thegeneralizedwake-ﬁeldisrelatedtothegeneralizedimpedance, Z(ω,ω′)(cfrEq.3.17),
through a two–dimensional Fourier transform:
W(z,z
′) = −
i
4π2
   
Z(ω,ω
′)dω dω
′ (4.11)
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Figure 4.10. Wake ﬁelds averaged on the transverse beam cross section (left) or calcu-
lated on the axis (right), obtained by HEADTAIL simulations (see Chapter 5). Different
bunch sections at z = 0 (head), at z ≈ 0.4 and at z ≈ 0.8 have been transversely displaced
to compute the wake ﬁeld induced on the following part of the bunch.
The mathematical framework for this generalization has been worked out in great de-
tails in [54], where the strong head-tail threshold for the generalized impedance has been
derived analytically from the Vlasov equation – as for the conventional one-dimensional
impedance [5]– through expansion into a set of orthonormal functions and solution of a
matrix eigenvalue equation, which now involves a double integral over the 2D-impedance.
Analytical estimate of the fast instability threshold
A simple two-particle model gives a threshold for the development of instability [45] The
integrated wake ﬁeld per revolution experienced by the tail of the bunch per revolution
frequency, in a two-particle approximation, is of the order of1
W0 ≈
8πρe(2πR)
Nb
(4.12)
The fast head-tail instability threshold can be computed using the formulas derived
in Sec. 3.3 for the two-particles analysis of the conventional strong head-tail instabil-
ity. In particular, from Eq. 3.36 follows that a beam blow-up arises when the parameter
(NbrpW0)/(8γβQs) is equal to 2.
Using for the wake-ﬁeld the expression of Eq. 4.12, this translates into a threshold
value for the electron cloud density of:
ρ
thr
e =
2γQs
πrp(2πR)β
(4.13)
1in c.g.s. units
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In Section 7.2, simulations results are compared with this analytical estimate, for LHC at
injection energy, giving good agreement.
Broadband resonator impedance model
Following the approach by [55], the electron cloud transverse wake ﬁeld responsible
for single-bunch instabilities can be approximated by the one of a broadband resonator
(Eq. 3.19):
Wx,y(z) =
 
cRs
Q
 
ωR
¯ ω
e
αz/c sin
 ¯ ω
c
z
 
(4.14)
With
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2rec2
σx,y(σx + σy)
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2πσz
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where α = ωr/(2Q) and ¯ ω =
 
ω2
r − α2. The longitudinal coordinate z, assuming
negative values, refers to the position of the test charge with respect the driving charge. Q
is the quality factor, λc the cloud line density, c the light velocity, k a coupling parameter,
taken to be equal to 2, and Henh is an enhancement factor due to the cloud size and the
pinching of the electrons during the bunch passage. The quality factor Q has a ﬁnite value
in the range 3–6, arising from the nonlinear force acting on the electrons and the resulting
frequency spread. The longitudinal beam proﬁle and the variation of the beam size around
the ring, both introduce additional spreads of the electron oscillation frequency, which
would further lower the effective quality factor. In Section 7.2.1 results of electron-cloud
PIC simulation with the code HEADTAIL will be compared with those obtained using the
corresponding broadband resonator model, showing a reasonable agreement at the onset
of the instability.
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HEADTAIL and other codes
The code HEADTAIL is used to study single-bunch transverse instabilities. Section 5.1
discusses the simulation model and describes the original version of HEADTAIL, as of
2002 [56]. In the last three years, the code has been debugged and new features have been
implemented. The original contribution to the HEADTAIL code development as part of
this thesis work is presented in Sec. 5.2.
Section 5.3 brieﬂy describes or refers to other codes which have been employed, in
collaboration with their authors and developers, for benchmarking purpose and for ex-
ploring features which are beyond HEADTAIL computational time limits.
5.1 The simulation model in HEADTAIL
The code HEADTAIL for the single bunch instability has been described in [56], [27]
and [57]. The simulation models the turn-by-turn transverse interaction of a single bunch
with an electron cloud, assumed to be produced by the preceding bunches, whose density
is inferred from parallel simulations with the ECLOUD code [26]. For the purpose of
the simulation, the n-kick approximation is used: the electron cloud is concentrated at
one or more interaction points (called IPs or kicks, in the following) along the ring. Both
the protons and the electrons are represented by macroparticles (NEL macroelectrons and
NPR macroprotons) and the bunch is divided into NBIN longitudinal slices which enter
into, and interact with, the cloud on successive time steps, as schematically illustrated
in Fig.5.1. The transverse electrical interaction between the protons and the electrons
of each slice and vice-versa is computed by a 2D particle-in-cell (PIC) algorithm [58],
adapted to HEADTAIL from D. Schulte’s Guinea-Pig code for linear-collider beam-beam
studies [59,60].
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NBIN bunch slices
y
x
s
beam orbit
NPR bunch particles
NEL electrons in 1 slice
Figure 5.1. Schematic of the physical model for the cloud-beam interaction in the
HEADTAIL code
The equations of motion for the two species are:
d2  xp,i(s)
ds2 + K(s)  xp,i(s) = −
e
γmpc2
nkick−1  
n=0
  Ee[  xp,i(s);fe(x,y,t)]δ(s − nsel)
d2  xe,j
ds2 = −
e
me
  Ep[  xe,j;fp,SL(x,y)] (5.1)
where the positions of electrons and bunch particles are represented by the vectors
  xe ≡ (xe,ye) and   xp(s) ≡ (xp,yp).
K(s) is the transfer matrix between two subsequent interaction points, located at
s = nsel, n = 0,1,...,(nk − 1) (5.2)
where nk is the total number of IPs along the ring and sel = (2πR)/nk is the distance
between them.
fe(x,y,t) and fp,SL(x,y) are the distribution functions of the electron cloud and of the
bunch particles contained in one slice, respectively, which produce the electric ﬁeld Ee(p).
The interaction between bunch and electron cloud is simulated as following: the
macroelectrons have an initial distribution which extends transversely over the whole
beam chamber and their velocities are set to zero. A fresh, new electron cloud distri-
bution is generated at every interaction point. The protons are initialized at the beginning
of the simulation with a Gaussian distributions in the six-dimensional phase space. Prior
to each interaction with the electron cloud, the bunch is sliced.
As the bunch slice k interacts with the electron cloud concentrated at the IP, the par-
ticles therein contained and the electrons receive a mutual kick. The perturbed electron
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cloud then acts on the particles in the next bunch slice (k + 1), whereas the kicked pro-
tons contained in the slice k are propagated using a linear transport matrix to the next
interaction point, where they encounter a newly generated electron cloud.
Synchrotron motion is included in the simulations. Hence, the beam macroparticles
slowly interchange their longitudinal positions and, in particular, they move from one
bunch slice to another during several turns.
Inthetransverseplane, betweentwointeractions, thebunchispropagatedbyarotation
matrix Mring which models the betatron focusing. From Eq. 2.27, assuming β = β0 and
α = α0 = 0 at the interaction points, it follows, for the horizontal plane:
Mring,x =



cos
 
2πQx
nk
 
β0,x sin
 
2πQx
nk
 
− 1
β0,x sin
 
2πQx
nk
 
cos
 
2πQx
nk
 


 (5.3)
The effect of chromaticity is modeled by an additional rotation matrix Mξ(δ) which
depends on the energy of each particle:
Mξ,x =



cos
 
2πQ′
xδ
nk
 
β0,x sin
 
2πQ′
xδ
nk
 
− 1
β0,x sin
 
2πQ′
xδ
nk
 
cos
 
2πQ′
xδ
nk
 


 (5.4)
With a further rotation Msc, the tune shift due to space charge or beam-beam can
optionally be introduced in the bunch particles motion [61].
Msc,x =



cos
 
2π∆QLasl
sc,x
nk
 
β0,x sin
 
2π∆QLasl
sc,x
nk
 
− 1
β0,x sin
 
2π∆QLasl
sc,x
nk
 
cos
 
2π∆QLasl
sc,x
nk
 


 (5.5)
Where  QLasl
sc,x is the Laslett tune shift of Eq. 3.11.
Depending on whether this last rotation is applied around the center of the chamber
or around the center of each individual bunch slice ¯ xn(z), it models either a beam-beam
interaction or a space charge force. Putting it all together, the transverse phase space
coordinates of the generic bunch macroparticle are transformed over one turn according
to:
 
xn+1
x′
n+1
 
= Mξ,x(δ)Mring,x
 
Msc,x(z)
 
xn − ¯ xn(z)
x′
n +  x′ − ¯ x′
n(z)
 
+
 
¯ xn(z)
¯ x′
n(z)
  
(5.6)
A similar transformation applies in the vertical plane.  x′ represents the change
in momentum induced by the electron-cloud and/or other impedance kicks, respectively
indicated by  x′
EC and  x′
BB:
 x
′ =  x
′
EC +  x
′
BB (5.7)
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The HEADTAIL code can in fact optionally include regular impedances, represented by
broad-band resonators (Eqs. 3.18–3.19), as extra kicks [57]. This feature will be used in
Sec 7.2.1, where the electron cloud effects are modeled by a transverse resonator wake
ﬁeld.
Other features are also available in the code, such as the amplitude detuning, which
is introduced as a tune dependence on the single particle actions Ix;y, and second order
chromaticity.
HEADTAIL is a very versatile code which has been successfully used to study other
effects in addition to electron cloud related problems. Shown in Appendices A and B are
studies of conventional strong head-tail instabilities induced by a broad-band resonator
impedance and of decoherence due to space-charge, performed with HEADTAIL.
5.1.1 HEADTAIL output
The code HEADTAIL provides various output ﬁles in ascii format.
Bunch averaged quantities evolution
The most important output contains information on the bunch evolution over the simu-
lation time. It is possible to get the evolution of the horizontal, vertical and longitudi-
nal centroid position, the transverse rms beam size and emittance, the bunch length and
the fraction of particles lost at the wall. For the studies presented in the following, the
evolution of the transverse emittance (deﬁned in Eq. 2.33) versus time will be the most
important quantity.
Internal bunch structure
Other diagnostics provides information of the longitudinal bunch proﬁle N(z) and of the
internalbunchstructure, simulatingthesignalsfrompick-upmonitors(N(z)× x(y) (z))
and from quadrupole pick-ups (N(z) × σx(y)(z)). The local bunch intensity N(z), the
centroids  x  and  y  and the rms sizes σx(y)(z) are the quantities computed for each
longitudinal slice into which the bunch is divided.
6D–phase space coordinates
HEADTAIL samples the 6-dimensional bunch phase-space at a certain time rate deﬁned
by the user (usually only at the beginning and at the end of the simulations, due to the
huge disk space required). It is also possible to follow the evolution of a single particle’s
six coordinates over the simulation time and/or to analyze the Pointcar sections (x,x′),
(y,y′), (x,y), (z,δ).
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Electron density evolution
In the studies of Sec. 6.3, the evolution of the electron density in the beam chamber during
the bunch passage has been obtained from an HEADTAIL output ﬁle. In a similar way,
also the bunch/cloud potentials and electric-ﬁelds can be printed at different time steps.
Wake ﬁeld
For certain kinds of studies (e.g. those in Sec. 7.2.1 and in [53]), it is useful to have as
output the transverse wake-ﬁeld generated by an electron-cloud. To obtain it, dedicated
simulations can be performed, displacing a longitudinal bunch slice by a certain amount
(e.g. a vertical offset  y). The cloud response (thus the wake-function) is evaluated either
in terms of electric-ﬁeld on the axis, normalized by the slice displacement and charge, or
as an average wake–ﬁeld, considering the net force over all the beam particles contained
in a subsequent slice (see Sec. 4.3.2).
5.2 New features in HEADTAIL
The code, as in 2002, has been updated and new features have been added [63]. Among
them, it is now possible to include the effect of electric conducting boundary conditions
(b.c.) at the chamber wall for a rectangular geometry, instead of using the previous open
space b.c. The cloud-beam interaction points, originally equally spaced around the ring,
can be located with a random phase advance between them, and can have variable beta-
functions values. Finally, another option that has been added to HEADTAIL is the pos-
sibility to freeze the cloud potential from turn to turn in order to study incoherent effects
(Chapter. 8)
5.2.1 Conducting boundary conditions
As boundary conditions could play an important role in the global system dynamics, in
HEADTAIL there now is the option to set perfectly conducting electrical b.c. on a rect-
angular chamber (−a,a) × (−b,b), as an alternative to solving the Poisson equation for
calculating the electric ﬁelds in the open space.
With conducting boundaries, the electric potential is assumed to be zero on the wall.
A fast-Fourier-transform Poisson Solver for a rectangular pipe, based on sine transforma-
tions, is used. The electric ﬁeld can signiﬁcantly differ from the open-space case espe-
cially in the proximity of the boundary wall.
Theoretical ratios of the horizontal electric ﬁeld computed for open-space and con-
ducting boundaries for a beam centered in a rectangular chamber of half width a and half
height b, at the wall (x = a,y = 0) are expressed through the analytical formula [63],
515 – HEADTAIL and other codes
 0
 0.05
 0.1
 0.15
 0.2
 0.25
 0.3
 0.35
-1 -0.8 -0.6 -0.4 -0.2  0  0.2  0.4  0.6  0.8  1
E
y
 
(
a
r
b
.
 
u
n
i
t
s
)
x/a
w b.c.
w/o b.c.
 0
 0.05
 0.1
 0.15
 0.2
 0.25
 0.3
 0.35
-1 -0.8 -0.6 -0.4 -0.2  0  0.2  0.4  0.6  0.8  1
E
y
 
(
a
r
b
.
 
u
n
i
t
s
)
x/a
w b.c.
w/o b.c.
Figure 5.2. Vertical electric ﬁeld as a function of the horizontal position along the axis
y = +b/2 of a square (right) and of a rectangular chamber with a = 2b (left), computed
with and without conducting boundary conditions, for a beam centered in the chamber,
with a transverse rms size σb = a/10.
obtained by summing the contributions from the source and image charges:
Ebc
Eos
= 2
∞  
m=0
(−1)m
2m + 1
(5.8)
+ 4
∞  
m=0
(−1)m
2m + 1
∞  
n=1
sin
2
 
arctg
 
2m + 1
2n
a
b
  
(−1)
n ,
which results in
Ebc
Eos
       
a=b
= 1.31
Ebc
Eos
       
a=2b
= 0.54 . (5.9)
This theoretical ratio is very satisfactorily reproduced by our Poisson solver.
The difference between the electric ﬁeld in open space and in a rectangular box be-
comes more critical as we move closer to the box wall in both directions. Figure 5.2
shows the vertical components of the electric ﬁeld on a line y = +b/2. The ﬁelds differ
in this region by more than a factor 2.
The presence of the boundary conditions becomes more important in simulations for
dipole-ﬁeldregions(Sec.7.4). Theelectronspopulatestripesatacertaindistancefromthe
chamber wall, thus inducing image charges, which contribute considerably to the electric
ﬁeld at the center of the chamber. As a result, using the appropriate conducting b.c. leads
to a less serious beam blow up than open–space b.c.
5.2.2 Position of the cloud-beam interaction points
The number and location of the interaction points (IPs) of the beam with the electron
cloud along the ring and the phase advance between them are very important in the study
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of incoherent effects, since the kicks at a ﬁxed position may lead to resonance excitation
(Chapter 8). Normally, in the code, the IPs are equally spaced, their position is ﬁxed along
the ring according to Eq. 5.2 and it does not change from turn to turn.
Now it is possible to alternatively choose a random phase advance between the kicks,
where only the total number of IPs over the circumference is given but their location is
randomly chosen every turn. In Section 7.1.3 a comparison between these two options is
discussed.
Alternatively, it is also possible to ﬁx the position of the interaction points at the begin-
ning of the simulation (e.g. not equally spaced) and keep it constant over the successive
turns. Since in reality the electron cloud is not uniformly spread over the whole ring, but
it is concentrated at particular locations, such as in the dipoles or in other accelerators
structures (e.g. collimators), this option is a useful step toward the modelization of the
real machine.
For speciﬁc studies a fourth option is also available which consists of concentrating
an arbitrary number of interaction points in only one betatron wavelength [64], but it has
proven to be not very relevant at least for simulations of high electron cloud densities in
LHC.
5.2.3 Different beta values at the IPs
Another feature that goes in the direction of modeling the real accelerator structure is the
possibility to set different β values and therefore to change the beam size at the different
interaction points. In the original version of HEADTAIL, instead, an average value for β
was chosen and kept ﬁxed at every location. The effect of introducing a beta modulation
will be discussed in Section 7.5.
5.2.4 “Frozen-cloud” model
In the HEADTAIL code, the interaction between the electrons and the beam particles is
computed using a strong-strong model. The electron cloud evolves during the passage of
the bunch and creates a transverse potential, which depends on the longitudinal coordinate
z (i.e. the longitudinal distance from the center of the bunch), and inﬂuences the motion of
the beam particles. At every interaction point, the electron distribution is ’refreshed’ and
the electric ﬁeld is computed anew, according to the actual position of the macroparticles.
In order to focus on the incoherent emittance growth and to speed up the simulations,
the possibility to compute the potential created by the electrons only at the ﬁrst interaction
point and to use the same potential for the subsequent ones (weak-strong approximation)
has been introduced in the code. The electric ﬁeld acting on the protons still depends on
the longitudinal position of the particle, but the ﬁeld stays the same for every turn and
every interaction point. This new option has been called the “frozen-cloud” or “static-
potential” approximation. However, also in this approximation, the electron distribution
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still evolves during the passage of the bunch [80], or, in other words, the frozen poten-
tial is still z-dependent. Of course, the frozen ﬁeld approximation cannot give rise to the
strong dipole instability, but for electron-cloud densities below the threshold, the simu-
lated emittance growth rate of a bunch moving in the static potential is about the same as
that found with the standard ‘strong-strong’ HEADTAIL code, where the electron cloud
evolves dynamically and the electric ﬁelds are recomputed at every interaction point. In
Chapter 8, where it will be used to study electron cloud induced incoherent effects, results
will be shown to justify the approximation (Sec. 8.1).
5.2.5 Other new features
A large number of other small improvements of the code has been made in the last three
years, for speciﬁc studies.
Feedback system
A feedback system has been implemented in the code. It damps the transverse position of
the bunch centroid, according to a speciﬁed gain. The damping time is presently assumed
to be about 10 turns, for the SPS. The noise of the feedback system is also taken into
account in the model and it is about 10−5 m. The damper is found to have little effect
on the single-bunch emittance growth simulations of LHC-beam in SPS. In fact, its main
operational purpose is to cure coupled-bunch instabilities and its 20-MHz bandwidth is
too low to damp head-tail motion inside a bunch.
Initial electrons distribution
HEADTAIL, as of 2002, considered the electrons initially uniformly distributed inside
a rectangular or elliptical chamber. Eventually, they could be distributed as one or two
uniform vertical stripes, whose thickness and horizontal location were given as input pa-
rameters. This model has been reﬁned considering Gaussian shaped stripes, in order to
allow a better agreement with the experimental observation at the SPS for setting the
initial electron distribution (Sec. 6.3.3) in dipole magnetic ﬁelds.
Also in the ﬁeld–free regions it is now possible to initialize the electrons as a Gaussian
distribution, in order to smoothen the edges of the distribution.
Longitudinal bunch shape
For particular studies it is necessary to consider the real longitudinal bunch distribution.
For conventional instabilities, differences have been found assuming a Gaussian bunch
or a parabolic one [5]. For this reason, since a proton bunch sometimes has a parabolic
shape, this distribution has been implemented as an option in the code.
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Symmetrized macroparticles distribution
In order to remove any initial artiﬁcial dipole perturbation due to the ﬁnite number of
macroparticles, it is possible to completely symmetrize the initial distribution of macro-
protons and/or macroelectrons, so that for each particle at position (x,y) there are equiva-
lent partners at (x,−y), (−x,y) and (−x,−y). These options have been used in Chapter 8
simulations, since the interest there is only in incoherent effects.
RF cavities position
In HEADTAIL as of 2002, the longitudinal kick due to RF force was appropriately scaled
and applied at every cloud–beam interaction point, as if there where nk RF cavities around
the ring. There is now the option, speciﬁc for some rings, to chose the number of RF cavi-
ties (usually one) and therefore apply the longitudinal kicks only once per turn, regardless
of the number of beam–cloud IPs.
5.2.6 HEADTAIL – FODO version
A new version of HEADTAIL, whose features are not yet incorporated in the main ver-
sion, has been developed in order to model the real evolution of the beam particles in a
FODO cell (Sec. 2.2), thus relaxing the approximation of smooth-focusing considered in
HEADTAIL. In the new version, called “HEADTAIL–FODO”, it is possible to follow the
motion of the protons through the focusing and defocusing elements, while experiencing
a quasi continuous interaction with the electron cloud in between. In addition, it is now
possible to choose the electron distribution independently in each element, for example
as two vertical stripes in the dipoles and uniform in other regions.
For the time being, this has been done “ad hoc” for SPS lattice and it is described in
Sec. 8.4, where preliminary results are also discussed.
A great limitation is the excessive computing time needed when considering a large
numberofbeam-electroninteractionsperturn. Forthisreason, simulationswithHEADTAIL–
FODO can presently only be performed using the weak-strong model for the interaction
between the cloud and the bunch ( 5.2.4). The implementation of the same features in
Quick–PIC (described in Sec. 5.3.2), which thanks to its parallel capacities allows the use
of more than 2000 IPs per turn, will as well allow the strong-strong study of the coherent
instability for a realistic lattice.
5.3 Other codes
The work presented here has been mostly done with the code HEADTAIL. Other codes
have been employed, thanks to collaborations with the authors and owners, for bench-
marking purpose and to explore features which are above HEADTAIL computational
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time limits.
5.3.1 PEHTS
Several codes model electron-cloud single-bunch instabilities, using macroparticles [67].
In particular, HEADTAIL has been benchmarked in several occasions with PEHTS [68],
developed at KEK1, showing very good agreement [69,70,71].
5.3.2 QuickPIC
QuickPIC is a parallel plasma code developed at UCLA2 and USC3, for studies of plasma
wake-ﬁeld accelerators in a quasi-static approximation [72]. The code has been adapted
to the study of electron cloud effects in storage rings [73,74] by a collaboration between
CERN and USC, started in 2002. Due to its parallel capability, it allows modeling the
electron-beam interaction with a large number (order of 2000) of kicks per turn.
To model the proton betatron motion, it makes use of the smooth-focusing approxi-
mation. A ﬁrst attempt to include the FODO elements in the code has been done in 2004,
during a two-weeks visit by the author to Dr. T. Katsouleas’ group at USC, but for the mo-
ment it has been abandoned. The plan is to ﬁrst complete the testing of these features in
the much simpler HEATDAIL code, at least in a particular regime where the weak-strong
model is valid, before eventually extending it to the more complex QuickPIC.
5.3.3 MICROMAP
The code MICROMAP, developed at GSI4 for studies of space-charge problems [75],
halo formation and resonance crossing, has been adapted to the studies of incoherent ef-
fects induced by the electron cloud, in the frame of CARE–HHH, a European sponsored
collaboration among laboratories [76]. The code is described in Chapter 8, where bench-
mark results with HEADTAIL are also presented.
1High Energy Accelerators Research Organization, Japan
2University of California at Los Angeles
3University of Southern California
4Gesellschaft f¨ ur Schwerionenforschung, Germany
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Electron density evolution in a bunch
potential
During the passage of a proton bunch through an electron cloud, the electrons are attracted
by the positively charged bunch and start oscillating around the beam axis.
This and the following chapters deals only with the particles motion in the transverse
plane, since the electron can be assumed not to move longitudinally, since the electric
ﬁeld of a relativistic bunch is mainly transverse and, therefore, the electron motion in the
longitudinal direction negligible compared with the transverse oscillation.
In this chapter, the radial electron density evolution during a bunch passage is stud-
ied. Firstly, in Sec. 6.1, an analytical calculation is done considering various longitudinal
bunch distributions, a round beam and a linear transverse force. Section 6.2 discusses the
extension, via computer simulation, to a nonlinear transverse force, i.e. due to a Gaus-
sian transverse beam proﬁle. From the electron density evolution, it is possible to infer
the z–dependent tune shift experienced by the beam particles, which is responsible for
the incoherent emittance discussed in Chapter 8. Section 6.3 shows the electron density
evolution in SPS and LHC chambers, both in dipoles and in ﬁeld free regions, performed
with the HEADTAIL code (Sec. 5), with the beam parameters of interest in the following
chapters.
Since there is a correspondence between the time t and the longitudinal coordinate
with respect to the bunch center z, namely the time being related to z through
t =
nσz − z
c
, (6.1)
these two variables will be used indifferently. The value z = −nσz corresponds to the
head of the bunch (which is characterized by a longitudinal rms size σz) and, in terms of
time, the bunch enters the cloud at the instant t = 0.
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Figure 6.1. Flow diagram of the analytical procedure to compute the electron density
evolution.
6.1 Analytical treatment, linear force approximation
Figure 6.1 shows a schematic of the analytical procedure. Speciﬁcally, the model con-
siders a cylindrically symmetric bunch passing through an electron cloud. Firstly, the
equation of motion of a single electron in the bunch potential, under the simplifying ap-
proximation of a linear transverse force, is solved for several longitudinal bunch proﬁles.
Next, assuming an initially Gaussian electron distribution of ﬁnite temperature in the
transverse phase space, the evolution of the electron density during the bunch passage is
computed using Liouville’s theorem. Finally, from the electron distribution so obtained,
the tune shift experienced by individual protons can be calculated as a function of their
transverse and longitudinal position. An explicit analytical solution is derived for any
arbitrary longitudinal proﬁle, under the approximation of a linear transverse force. The
two special cases of a uniform and a Gaussian longitudinal proﬁle are also considered.
The starting point is the electron distribution in the four-dimensional transverse phase
space. In the linear force approximation, the horizontal and vertical planes are uncoupled.
The electron density distribution and the spatial density are thus factorized as follows:
ρ(x,˙ x,y,˙ y,t) = ρx(x,˙ x,t) ρy(y,˙ y,t) (6.2)
ne(r,t) ≡ ne(x,y,t) = nx(x,t) ny(y,t) (6.3)
where a dot denotes the time derivative and the projected spatial densities are obtained by
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integrating the phase-space densities over the electron velocities:
nx(x,t) =
 
d˙ xρx(x,˙ x,t) . (6.4)
By symmetry assumptions, ne depends on x and y only in terms of the radius r ≡  
x2 + y2.
From Liouville’s theorem, the electron density in the phase space is locally preserved.
Hence, with the hypothesis of an initially Gaussian distribution for the electrons in their
transverse phase space, it is possible to write for the horizontal distribution
ρx(x,˙ x,t) = ρx(x0,˙ x0,0) =
√
λe
2πσ0 ˙ σ0
e
−
x2
0
2σ2
0 e
−
˙ x2
0
2 ˙ σ2
0 , (6.5)
and an analogous expression applies to the vertical plane. Here, the parameters σ0 and
˙ σ0 denote the horizontal rms size of the initial electron distribution and its horizontal rms
velocity, respectively. For the circularly symmetric problem considered here, the vertical
density has the same form with identical rms size and velocity. Later on, some approx-
imate compact expressions will be derived for the special case of small initial electrons
velocities, compared with the (correlated) velocities acquired in the beam potential, i.e.
˙ σ0 ≪ ωeσ0.
If we can solve and invert the equation of motion of a single electron in the bunch
potential, (x0,˙ x0) can be expressed as a function of (x,˙ x,t) and inserted into the right-
hand side of (6.5) in order to get the electron density at the time t 1.
6.1.1 Equation of motion
A cylindrically symmetric Gaussian transverse bunch distribution is considered, charac-
terized by the rms transverse beam size σr (namely σr = σx = σy)
ρb(r,t) =
e λb(t)
2πσ2
r
e
− r2
2σ2
r , (6.6)
where λb(t) is the is the beam longitudinal proﬁle as a function of time t = (nσz − z)/c
(see Eq. 6.1).
The equation of motion in the horizontal plane (a similar expression holds for the
vertical) is
me¨ x = −eEb,x(r,t) = −
e2λb(t)x
2πε0r2
 
1 − e
− r2
2σ2
r
 
, (6.7)
where the ﬁeld Eb(r,t) has been obtained using Gauss theorem.
1A similar method was used in [77] to compute the beam density evolution under the inﬂuence of
nonlinear ﬁeld errors.
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Under the linear approximation (strictly valid for r ≪ σr) the motion of an electron
in the bunch potential is decoupled for the two transverse planes. The equation in the
horizontal plane becomes
¨ x + ω
2
e(t)x = 0 , (6.8)
where
ω
2
e(t) =
λb(t)rec2
σ2
r
(6.9)
is the electron oscillation frequency and re ≡ e2/(4πε0mec2) the classical electron radius.
With the linear approximation, it is possible to solve the equation of motion (6.8) and
invert the solution, yielding (x0,˙ x0) as a function of (x,˙ x) in the form:
x0 = a(t)x + b(t)˙ x (6.10)
˙ x0 = c(t)x + d(t)˙ x ,
where the coefﬁcients a(t),...,d(t) depend on the longitudinal distribution, and for a con-
servative system (ad − bc) = 1. The electron distribution in phase space is computed
by inserting (6.10) into (6.5) and the spatial electron density evolution is obtained by
integrating over the velocities as in Eq. 6.4.
6.1.2 Tune Shift
From the electron density it is possible to compute the electric ﬁeld acting on the protons
of the bunch and the incoherent tune shift of the beam over one turn around the ring. The
tune shift in the horizontal plane is given by Eq. 3.7,
 Qx =
1
4π
 
2πR
ds β(s) kx , (6.11)
where
 kx = −
e
γmpc2
∂ ˜ Ee,x
∂x
(6.12)
and ˜ Ee,x(r,z) is the ﬁeld experienced by a proton at position (r,z). Using:
∂ ˜ Ee,x
∂x
=
∂ ˜ Ee,r
∂r
         
y=0
, (6.13)
the tune shift becomes
 Qx(r,z) =
 
ds β(s)
rp
γ
 
˜ ne(r,z) −
1
r2
 
˜ ne(r
′,z)r
′dr
′
 
(6.14)
where ˜ ne(r,z) = ne [r,t = (nσz − z)/c].
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In principle, the proton beam size depends on the beta functions and, thus, also the
electron density ˜ ne(r,z) depends on the position around the ring s. In the following the
smooth focusing approximation is used (with β(s) = ¯ β) and a constant electron-cloud
density, so that the integrand becomes independent of s, and the integral over s amounts
to a multiplication by the circumference 2πR:
 Qx(r,z) ≈
2πR¯ βrp
γ
 
˜ ne(r,z) −
1
r2
 
˜ ne(r
′,z)r
′dr
′
 
(6.15)
In the next sections, the tune shift is derived for two speciﬁc longitudinal bunch proﬁles
and for the general case.
6.1.3 Longitudinal Uniform Bunch Proﬁle
Inthecaseλb(t) = λb, constant, theequationofmotionreducestotheharmonicoscillator,
whose solution can be written in terms of
C = cos(ωet) (6.16)
S = sin(ωet) , (6.17)
where the angular frequency ωe is given by
ω
2
e =
λbrec2
σ2
r
. (6.18)
The time dependent electron density is
ne(x,y,t) =
λeω2
e
2π˙ σ2
0S2 + ω2
eσ2
0C2 e
−
ω2
er2
2( ˙ σ2
0S2+ω2
eσ2
0C2) , (6.19)
which reduces to
ne(x,y,t) ≈
λe
2πσ2
0C2 e
−
ω2
er2
2( ˙ σ2
0S2+ω2
eσ2
0C2) (6.20)
in the low-temperature or strong-beam limit, ˙ σ0 ≪ ωeσ0. The right-hand side depends
only on r, as a result of the circular geometry.
The tune shift for a particle at position r and z in the bunch is obtained from Eq. 6.15,
keeping only the lowest-order terms in (ωer), as
 Qx(r,z) ≈
¯ β(2πR)λerp
4πγC2σ2
0
1
1 +
S2 ˙ σ2
0
C2ω2
eσ2
0
 
1 −
ω2
er2
2(C2ω2
eσ2
0 + S2 ˙ σ2
0)
 
. (6.21)
The tune shift depends on the longitudinal position with respect to the bunch center
and it decreases parabolically with transverse distance r.
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For ˙ σ0 ≪ σ0ωe, the tune shift becomes maximum at periodic intervals along the
bunch, when
C
 
t =
nσz − z
c
 
= cos
 
ωez − ωe
nσz
c
 
= 0
or
z =
nσz
c
+
1
ωe
(2k + 1)
π
2
, k = 0,1,...
The maximum tune shift is
  ˆ Qx ≈
¯ βRλerpω2
e
2γ
1
˙ σ2
0
. (6.22)
It depends inversely on the square of the initial electron velocity spread.
6.1.4 Generalization to Arbitrary Distribution in z
In the case of a non-constant longitudinal beam distribution, the electron oscillation fre-
quencyvarieswithtime. Ifthechangeinfrequencyisadiabatic, sothat|3˙ ωe/2ωe| , |¨ ωe/˙ ωe| ≪
2ωe , it is possible to apply the WKB approximation [78]. The general solution, dropping
small terms, is:
x(t) =
c1  
ωe(t)
cosS(t) +
c2  
ωe(t)
sinS(t) , (6.23)
where
S(t) =
  t
0
ωe(t) dt (6.24)
and c1 and c2 are determined from the initial conditions x0 and ˙ x0.
In the general case of an arbitrary longitudinal bunch distribution λb(t) – but consid-
erating as before a linear transverse force –, it is still possible to invert the solution, to
determine (x0,˙ x0) as a function of (x,˙ x), as in Eq.(6.10) and to insert the result into the
expression of the electron distribution in phase space (6.5). The density ne(r,t), obtained
by integrating over the velocities, then becomes
ne(r,t) =
λe
2πD(t)
e
− r2
2D(t) (6.25)
with
D(t) = d(t)
2σ
2
0 + b(t)
2 ˙ σ
2
0 (6.26)
which depends on the longitudinal proﬁle of the bunch.
Again assuming the smooth focusing approximation, the tune shift in the horizontal
or vertical plane has the general form
 Qx,y(r,z) =
1
4π
¯ β(2πR) k =
λerp¯ βR
γ r2
 
1 −
e− r2
2D (r2 + D)
D
 
. (6.27)
626.1 – Analytical treatment, linear force approximation
Expanding and keeping only the lowest-order terms in r2/D (close to the center of the
bunch), this simpliﬁes to
 Qx(r,z) ≈
¯ βRλerp
2γD
 
1 −
3
4
r2
D
 
(6.28)
Gaussian longitudinal shape
In the case of a bunch with a Gaussian longitudinal shape,
˜ λb(z) =
Nb √
2πσz
e
− z2
2σ2
z , for z ∈ (−∞, + ∞) , (6.29)
which can be written as a function of time as
λb(t) =
Nb √
2πσz
e
−
(nσz−ct)2
2σ2
z , (6.30)
we have
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Inverting the solution, we ﬁnd Eq. 6.10:
x0 = a(t)x + b(t)˙ x
˙ x0 = c(t)x + d(t)˙ x ,
with the coefﬁcients a,b,c,d given by
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and
˜ z =
ct
σz
. (6.31)
Using these expressions for d(t) and b(t), the density and the tune shift are obtained
from Eq. 6.25 and 6.28 with D(t) given by
D(t) = d(t)
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0 + b(t)
2 ˙ σ
2
0 =
= σ
2
0e
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We note that the tune shift at the start of the bunch (˜ z = 0),
 Qx(r,z = −nσz) ≈
¯ βRλerp
2γσ2
0
, (6.32)
equals the tune shift expected for the unperturbed initial cloud density [79].
6.2 Extension to nonlinear transverse force
Via a simple tracking code, the analysis is extended to electrons in the potential of a
transverse Gaussian beam, moving under the action of a force computed analytically. For
the simulations, the parameters of LHC bunch at injection energy, listed in Table 6.1 are
used.
Table 6.1. Parameters for studies of electron-cloud density evolution in LHC
electron cloud density ρe 6 × 1011 m−3
bunch population Nb 1.1 × 1011
rms bunch length σz 0.115 m
rms beam size σb 0.884 mm
electron cloud size σ0 10 σb
electron initial velocity ˙ σ0 ωeσ0/100
Figure 6.2 shows the electron density evolution at the center of the pipe, during the
passage of a bunch, which is assumed to have a Gaussian proﬁle both in the longitudinal
and in the transverse direction.
Electrons in the linear region (r<
∼σb) perform almost linear oscillations in the bunch
potential, yielding a peak in the electron density after their ﬁrst quarter oscillations, which
repeats every half oscillation period, as in the case studied analytically.
646.2 – Extension to nonlinear transverse force
Figure 6.2. Electron density vs. time at the center of the pipe, during the passage of a
Gaussian bunch (nonlinear force). In green is the corresponding analytical force in the
linear approximation. An electron cloud size of 10σb is assumed.
During an LHC bunch passage, electrons perform about 4 oscillations. According
to the deﬁnition of Eq. 4.10, the LHC beam can be considered as constituted by short
bunches.
Superimposed on these oscillations, there is a gradual increase of the central electron
density, due to the contribution of electrons at initially large amplitude which are sub-
jected to a nonlinear force and slowly reach the beam center. In the second half of the
bunch passage, as a consequence of its longitudinal shape, the beam potential decreases
and some of the trapped electrons may be released toward larger amplitudes.
Due to the nonlinearity of the transverse force, the electrons at large amplitude do
not undergo linear oscillations in the bunch potential and their distribution ﬁlaments. In
Fig. 6.3 snapshots of the phase-space distribution, at different time steps, are shown for a
Gaussian beam potential.
Figures 6.4 – 6.6 show comparison between simulations for a uniform beam proﬁle
(linear force approximation, left pictures) and a Gaussian one (right pictures). The green
always represents the analytical estimate of Eq. 6.25, assuming a linear force.
Figure 6.4 presents the central electron density evolution in a logarithmic scale. The
simulation with the linear force (left picture) acting on the electrons is consistent with
the analytical prediction (the height of the peaks depends on the initial electron velocity
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Figure 6.3. Horizontal phase space at different time steps (which are marked in Fig.6.2):
t0 is when the bunch enters into the cloud (z = −3σz), t1 correspond to the ﬁrst peak, t2
the ﬁrst ‘valley’ and t3 is the last peak.
spread, which was slightly different; there is also a small shift in the position of the peaks,
which depends on the initial condition and the slicing in the simulation). On the other
hand, if the electrons move in the potential generated by a transversely Gaussian beam
(right picture), the peaks are smoother and the density does not go back to the initial level
after the pinching.
In the case of the nonlinear force, in fact, as illustrated in the right side of Fig. 6.5,
the electrons do not reach the center of the bunch simultaneously and their oscillation
frequency depends on the initial amplitude. The left picture of Fig 6.5, instead, shows
electron trajectories for a linear force.
Figure 6.6 displays the radial distribution of the electrons at different times during the
bunch passage. In the Gaussian case there is evidence of peaks at r  = 0, corresponding to
rings in the transverse plane, which move outward as z increases and the beam potential
decreases(see also Fig. 6.7 and the following). These rings are due to the nonlinearity
of the force and are populated by electrons which have passed through the bunch. These
electrons encounter later arriving ones before those reach the center of the beam.
666.2 – Extension to nonlinear transverse force
Figure 6.4. Electron density vs. time at the centre of the pipe, during the passage of a
bunch, assuming a linear transverse force (left) and a Gaussian transverse beam proﬁle
(right). Shown in red is the simulated density evolution and in green the analytical result
for a linear force. A Gaussian bunch proﬁle is assumed in z.
Figure 6.5. Vertical position versus time for 6 electrons starting at different amplitudes
spaced at 0.5σ: (left) linear force; (right) Gaussian force. A Gaussian bunch proﬁle is
assumed in z
Figure 6.6. Snap shots of radial distribution (ρ×r) at 4 different times during the bunch
passage: (left) linear force approximation, (right) Gaussian transverse proﬁle. A Gaussian
bunch proﬁle is assumed in z
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6.3 Simulations of electron-cloud density evolution in the
beam pipe
Simulations similar to those presented in Sec. 6.2 have been repeated with the code
HEADTAIL (described in Chapter 5), which computes the force on the electrons via a
PIC module and gives the particles distribution on a grid. The code used in the previous
section, instead, tracks the electron motion under the action of an analytical force. The
two codes have been benchmarked for the parameters listed in Table 6.1, where they both
give the same results.
The pictures presented in the following show the electron density evolution at the be-
ginning of the beam blow–up simulations discussed in Chapters 7 and 8, while the bunch
passes through the ﬁrst electron–cloud location. The simulations refer to the electron den-
sity evolution either in ﬁeld–free regions or in dipoles, assuming the parameters listed in
Tables 7.1–7.3.
6.3.1 Cloud evolution in LHC ﬁeld–free regions
These simulations complete those already presented in Sec. 6.2. Figure 6.7 shows the
electron density on the horizontal axis at different time steps during the passage of the
LHC proton bunch (Tables 6.1, 7.1 and 7.2). Figure 6.8, displays on a two-dimensional
color plot the complete density evolution on the horizontal axis as a function of the lon-
gitudinal coordinate in the bunch. Here and in the following, it will be assumed that the
instant t = 0 when the bunch enters the cloud corresponds to z = −2σz (head of the
bunch), or, in other words, taking n = 2 in Eq. 6.1.
Fromthe twoﬁguresit isagainevidentthat inaddition tothevery sharp, high, electron
density peaks at the center of the chamber, other peaks are forming and moving outward
from the center. As discussed above, these peaks, which correspond to rings in the (x,y)
plane, are due to the nonlinearity of the force.
Theelectroncloudstronglypinchesatthebunchcenter, wherethedensitycanincrease
by several orders of magnitude. Figure 6.9 shows the average inner local density inside
a circle of variable radius as a function of the coordinate z. The central density at the end
of the bunch, considering particles inside a radius r = 0.078σb, has increased by about a
factor 300, while averaging over 1σb, the increase is only a factor ∼ 30.
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Figure 6.7. Density on the horizontal axis at different time steps, corresponding to
different z–locations in the bunch. Simulations are for the LHC (Table 7.2).
Figure 6.8. Electron density evolution in ﬁeld free region, during the passage of a bunch
in the LHC (see Tab. 7.2), obtained from HEADTAIL as a function of the longitudinal
position. Density on a logarithmic scale is shown by the color code in the plane (x,z).
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Figure 6.9. Average electron density inside a circle of variable radius as a function of
the longitudinal position in the bunch. Simulations for the LHC (Tab. 7.2)
6.3.2 Cloud evolution in SPS, ﬁeld–free region
Simulations presented later in Sec. 7.3, consider an LHC type bunch interacting with an
electron cloud in the SPS chamber (Table 7.3). Figure 6.10 shows the electron density
evolution as a function of the longitudinal coordinate z, assuming the cloud in a ﬁeld
free region. The electrons pinch differently in the horizontal and vertical plane, because
the beam is ﬂat (its width is more than twice its height), due to the dispersion which is
included in the simulations and which contributes to the horizontal beam size only.
The electrons pinch twice in the vertical direction. In the horizontal plane, the os-
cillation frequency is lower due to the larger beam size, so the electrons moving in the
x–direction reach the beam center at a later time (the ﬁrst vertical cloud pinching corre-
sponds to z ≈ 0).
This behavior can also be appreciated in Fig. 6.14. Here the magenta line repre-
sents the cloud density evolution at the center of the beam in a ﬁeld–free region for SPS,
compared to the case of electron–cloud in a strong dipole magnetic ﬁeld, which will be
discussed further below. Between the two peaks due to the vertical pinching, a third one
appears at z ≈ 0. Since it does not exist in the dipole case (blue curve), where the hor-
izontal electron motion is frozen, this third peak cannot be induced by other causes than
by the electrons pinching in the horizontal plane.
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Figure 6.10. Electron density evolution during the passage of a bunch in a ﬁeld free
region in SPS (parameters in Tab. 7.3) in the plane (x,z) (top) and (y,z) (bottom).
Dispersion in the horizontal plane (D = 2.28 m) is considered.
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6.3.3 Cloud evolution in SPS dipoles
About 80% of the CERN SPS circumference is ﬁlled with bending magnets where the
electron multipacting is higher than in ﬁeld free regions. Therefore the behavior of the
electron cloud in the dipoles determine the characteristics of the induced instabilities in
the machine and the same is expected to happen in the LHC at injection. Figure 6.11
shows the electron ﬂux in a strip detector [82] which has been installed in a bending
magnet of the SPS, during Machine Development (MD) studies in August ’04 with LHC
type beam at 26 GeV. One can see that the electrons are mainly populating two vertical
stripes.
Figure 6.12 shows the initial electron cloud density (averaged in y), inferred from the
electron ﬂux on the strip detector, and the bi-gaussian ﬁtted curve considered in HEAD-
TAIL for initializing the electron distribution in a dipole (Sec. 5.2.5). The ﬁtted rms size
of each of the two Gaussians is σs = 14.37mm = 6.845σx and the distance of the stripes
from the origin is l = 7.245mm = 3.45σx. This initial distribution will be used in simu-
lations of Sec. 7.4.
Dipole regions are modeled in HEADTAIL assuming that the electrons are free to
move along the vertical ﬁeld lines, but their motion in the horizontal plane is frozen
(strong magnetic ﬁeld approximation). Figure 6.13 shows, in a color plot, the electron
density on the horizontal (left) and vertical (right) axis as a function of the longitudinal
coordinate z. As for the ﬁeld–free region, the electrons pinch twice in the vertical direc-
tion, but now in the horizontal plane they cannot move. Nevertheless, there is an increase
of the cloud density on the axis y = 0, since electrons are attracted toward the axis by
the vertical component of the electric ﬁeld. In Fig. 6.14 we compared the electron density
evolution at the center of the beam for a ﬁeld–free region and for a dipole. The curve for
the dipole case has only two peaks, corresponding to the pinch in the vertical direction,
while for the ﬁeld–free region case, as already discussed, a third peak appears due to the
pinching of the electrons in the horizontal plane. The horizontal electron motion has a
lower frequency due to the ﬂatness of the beam.
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Figure 6.11. Electron cloud ﬂux measurement using a strip detector in a dipole region
of SPS, with LHC type beam at 26 GeV. Measurements were taken during MD studies,
on 25/8/04 (“coasting mode”). Data are courtesy of G. Arduini and M. Jimenez.
Figure 6.12. Measured (red line) and ﬁtted (black line) electron cloud density in SPS,
with LHC type beam at 26 GeV. The measured electron density has been computed from
electron ﬂux measurements during 25/8/04 MDs (see Fig. 6.11)
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Figure 6.13. Electron density evolution in a dipole ﬁeld during the passage of a bunch
(parameters of SPS in Tab. 7.3) in the plane (x,z) (top) and (y,z) (bottom).
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Figure 6.14. Electron density evolution during the passage of a bunch in the SPS (pa-
rameters in Tab. 7.3) at the center for a dipole ﬁeld and a ﬁeld–free region.
6.3.4 Cloud evolution in LHC dipoles
Figure 6.15 shows the electron density evolution for the LHC, in a region with a strong
vertical magnetic ﬁeld. As for the SPS, also in the LHC the cloud is expected to be
mainly concentrated in the dipoles. With the goal of achieving a reliable and quantitative
prediction, the simulations (Sec. 4.3.2) should account for the real electron distribution.
Since the cloud characteristics for LHC ans SPS with LHC beam are very close, similar
values of the electron density have been chosen. The absolute position and width of the
stripes depends on the bunch intensity, which is the same for the two cases. Therefore,
also the LHC simulations use σs = 14.37mm = 16.25σx,LHC and l = 7.245mm =
8.196σx,LHC.
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Figure 6.15. Electron density evolution in a dipole ﬁeld during the passage of a bunch
(parameters of LHC in Tab. 7.2) in the plane (x,z) (top) and (y,z) (bottom).
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6.4 Tune shift evaluation
A frequency map analysis [83] from HEADTAIL simulations [70] in a frozen-ﬁeld ap-
proximation gives a tune spread of ≈ 0.05 at the end of the bunch (z = +2σz).
Roughly estimating the tune spread via the formula
 Q ≈
¯ βRrp
πγ
ne , (6.33)
this corresponds to an enhanced density ne(2σz), which is a factor ∼ 20 higher than the
initial value of 6×1011 m−3. This is in nearly perfect agreement with our estimates from
Figs. 6.2 and 6.4, where the central density enhancement at the end of the bunch was
about a factor 50.
Figure 6.16. Tune footprint obtained by tracking through a frozen electron potential at
z = +2σz, by a frequency-map analysis from HEADTAIL simulations [70] (Courtesy
Y. Papaphilippou).
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78Chapter 7
Simulation of fast instability induced by
electron-cloud
The electron cloud can cause beam blow up and emittance growth in proton and positron
machines. If the electron density is higher than a certain ‘threshold’ value, a strong head-
tail instability manifests itself, characterized by a large increase of the emittance in a time
interval comparable to the synchrotron period.
Figures 7.1 – 7.3 show the characteristics of the strong instability, from simulations
for an electron cloud of ρe = 6×1011 m−3 in LHC, discussed in Sec. 7.2). The horizontal
emittance blow-up and the centroid position are plotted in Figs. 7.1 and 7.2 during the
ﬁrst few ms at the onset of the instability, while in Fig. 7.3 is shown the associated strong
bunch dipole motion.
This chapter presents results of instability simulations using the code HEADTAIL,
which has been described in Chapter 5. In Sec. 7.1 the choice of the numerical parameters
is discussed. Then Sec. 7.2 shows the studies for the LHC at injection energy, varying the
electron density, bunch intensity and chromaticity. Also, complex PIC simulations results
are compared with those obtained using the simpliﬁed model of a conventional wake-ﬁeld
due to a broadband resonator.
The simulations for the SPS at 26 GeV presented in Sec. 7.3 explore the effect of the
space charge, which is important at these energies. Since the dipole regions, where the
electron cloud is mainly concentrated, represent more than 80% of the machine, simu-
lations for the SPS have been done assuming a vertical magnetic ﬁeld that freezes the
electron motion in the horizontal plane.
The presence of the magnetic ﬁeld also causes the electrons to be concentrated in two
vertical stripes, for the nominal bunch charge, and the effect of the stripes is discussed in
Section 7.4. Finally, in Sec. 7.5, the effects of considering a variation of the transverse
beam size are investigated, as a ﬁrst attempt to model the real lattice.
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Figure 7.1. Horizontal emittance as a function of time for the ﬁrst few ms at the onset of
the strong head–tail instability. Simulations are for LHC at injection, in a ﬁeld free region
(Tables 7.1 and 7.2), for an electron cloud density ρe = 6 × 1011 m−3.
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Figure 7.2. Horizontal bunch centroid position as a function of time for the ﬁrst few ms
at the onset of the strong head–tail instability. Simulations are for LHC at injection, in a
ﬁeld free region (Tables 7.1 and 7.2), for an electron cloud density ρe = 6 × 1011 m−3.
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Figure 7.3. Snapshot of the horizontal bunch shape (centroid and rms size) at differ-
ent time steps t = 0,0.02,0.04 s. The front of the bunch is for negative values of z,
while the tail is at positive z. Simulations are for LHC at injection, in a ﬁeld free region
(Tables 7.1 and 7.2), for an electron cloud density ρe = 6 × 1011 m−3.
7.1 ChoosingtheparametersforHEADTAILsimulations
Table 7.1 reports the numerical parameters which will be used in HEADTAIL throughout
the work – if not stated otherwise– , for the study of fast instability induced by electron
cloud. For the purpose of checking the sensitivity to numerical parameters and choos-
ing their correct value, the case of LHC at injection (with parameters listed in Tab. 7.2)
has been studied, assuming a typical electron-cloud density of 6 × 1011 m−3 [23]. The
same set of numerical parameters is also taken for LHC–type beam in the SPS, where the
electron cloud characteristics are similar.
Table 7.1. Computational parameters for fast–instabilities simulation in LHC and SPS
# of macro-electrons NEL 105
# of macro-protons NPR 3 × 105
# of slices NBIN 70
# of grid points Ng 128 × 128
size of the grid σg 10 σx × 10 σy
extension of the bunch in z ±2 σz
# of Interaction Points nk 10
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Figure 7.4. Emittance as a function of time for different numbers of macroelectrons.
7.1.1 PIC module parameters
Figure 7.4 shows the vertical emittance as a function of time for different numbers of
electron macroparticles. A number of 105 macroelectrons at every IP has been chosen,
since it gives nearly the same result as 106 macroelectrons. If the cloud is initialized with
a transversely uniform distribution inside the chamber, this value corresponds to about
6 macroparticles per cell if the number of grid points over ±10 σ is 128 in both transverse
directions.
With similar simulations, a total number of macroprotons NPR = 3 × 105 has been
determinedtobesufﬁcient. Thebunchisdividedinto70longitudinalslices, eachofwhich
interacts with the electron cloud at different time steps. This number has been chosen
in order to resolve the transverse wake ﬁeld oscillation. Since during the passage of a
bunch the electrons perform about 4 oscillations [80], this number of slices translates into
about 17 time steps per oscillation period. The interaction starts from the slice containing
particles with positive values of z and the bunch extends from z = −2σz, at the head, to
z = +2σz at the tail .
7.1.2 Beam chamber and computational grid size
The transverse size of the beam vacuum chamber has to be chosen carefully as a good
compromise between simulation needs (keep the number of grid points as low as possible)
and the real machine. For SPS simulations, the chamber cross section is approximated
as a rectangle and extends for ±10σb, where σb is the rms beam size, considering the
827.1 – Choosing the parameters for HEADTAIL simulations
contribution of the dispersion in the horizontal plane. This value has been selected and
128 × 128 grid points are used. This corresponds to 6.4 grid cells over 1σb.
For LHC at injection energy, the same numbers have been chosen, although the real
vacuum chamber extends for ±24σb. To mantain the same ratio of beam dimension to
cell size, the number of grid point should have been at least doubled in both directions,
increasing considerably the computational time. Simulations shows that assuming ±10σb
grid extension does not introduce big discrepancies with respect of the real chamber size
simulations, for the studies of fast instability. Considering a computational grid smaller
than the real chamber dimension is even more necessary for simulations of LHC beam at
top energy, where the rms beam size is about 4 time smaller than the beam dimension at
injection.
When using a simulation chamber different than the real one, attention should be paid
in setting the electric boundary conditions and in the studies of electron cloud incoherent
effects, where the contribution of electrons far from the beam to the tune shift at the end
of the bunch is important.
7.1.3 Number and position of the interaction points
A key parameter which needs to be set carefully in the simulations is the number of beam-
cloud interaction points per turn. The sensitivity to this parameter was ﬁrst pointed out
by K. Ohmi [81,70]. Figure 7.5 shows the horizontal and vertical emittance as a function
of time for different numbers of IPs per turn. In the vertical plane there is clear evidence
of a different behavior for a small number of IPs. Looking at the snapshot of the vertical
bunch shape (Fig. 7.6) in the case of only 1 point of interaction per turn, the emittance
growth appears incoherent and it occurs almost uniformly along the entire bunch, while
in the case of 5 IPs the growth is due to the strong head-tail instability. Hence, for the
set of parameters listed in Table 7.2, a number of IPs larger than 5 is required to capture
the physics of the instability in the case of LHC at injection energy; in the following
simulations nk = 10 has been chosen.
The location of the points of interaction along the ring and the phase advance between
them is also important. A new option has been included in HEADTAIL (Sec. 5.2) which
allows to perform simulations for a random phase advance between IPs. In this case only
the total number of IPs over the circumference is given, but their location and phase ad-
vance along the ring are chosen randomly on every turn. Figure 7.7 shows that, in this
case, for a small number of IPs the growth is larger than for a constant phase advance
and that the convergence is very poor, but the change is monotonic and there is no evi-
dence of two different types of behavior. The larger growth is probably due to additional
noise introduced by the random choice of phase advance leading to a permanent small
mismatch.
It has also been tried [65] to consider IPs whose positions were chosen randomly (in-
stead of uniform spacing) but stayed constant from turn to turn, or to concentrate IPs over
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Figure 7.5. Horizontal (top) and vertical (bottom) emittance as a function of time
with different numbers of IPs, for the LHC at injection and an electron density ρ =
6 × 1011 m−3.
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Figure 7.7. Emittance growth for a turn-by-turn random phase advance between IPs;
horizontal (left) and vertical (right) emittance as a function of time with different numbers
of IPs, for LHC at injection and an electron density of ρ = 6 × 1011 m−3.
one betatron wavelength only [64], but in neither case did we observe an improvement of
convergence for smaller number of IPs. Moreover the emittance growth level was similar
to the one obtained with equally spaced IPs.
The effect of the distribution of RF cavities and regions with non-zero momentum
compaction between the points of interactions has also been studied as a possible source
of discrepancies for different numbers of IPs [66], but it was found to be insigniﬁcant, at
least in the simulation for the LHC.
All these new options are now available in HEADTAIL (Sec. 5.2), since they could be
important for future studies and applications in other rings than LHC [63].
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7.2 HEADTAIL results for LHC
Using the parameters listed in Tables 7.2 and 7.1, the effect of chromaticity, electron-
cloud density and bunch intensity on the development of the instability, has been studied
for the LHC at injection.
Table 7.2. Parameters for instability simulations for LHC at injection energy
electron cloud density ρe 6 × 1011 m−3
bunch population Nb 1.1 × 1011
beta function βx,y 100 m
rms bunch length σz 0.115 m
rms beam size σx,y 0.884 mm
rms momentum spread δrms 4.68 × 10−4
synchrotron tune Qs 0.0059
momentum compaction factor αc 3.47 × 10−4
circumference C 26659 m
nominal tunes Qx,y 64.28, 59.31
chromaticity Q′
x,y 2, 2
space charge no
magnetic ﬁeld no
linear coupling no
average dispersion D 0 m
relativistic factor γ 479.6
particle momentum p 450 GeV/c
cavity voltage V 8 MV
cavity harmonic number h 35640
First a scan of the electron-cloud density level in the chamber, over a range from
3 × 1012 m−3 down to 2 × 1011 m−3, has been performed. Figure 7.8 shows that for
ρ = 3 × 1011 m−3 only a very small slow emittance growth remains. These simulations
are consistent with the threshold predicted by the analytical simple 2-particle model for
the strong head-tail instability (Eq. 4.13):
ρ
thr
e =
2γQs
πrpCβx,y
, (7.1)
which amounts to ρ = 4.3 × 1011 m−3, for these parameters,
Figure 7.9 displays the emittance growth rise time as a function of the electron-cloud
density on a logarithmic scale. This ﬁgure suggests that though the emittance growth
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decreases for smaller electron-cloud densities, it never fully vanishes and can be a concern
even for moderate or low electron densities.
The scan of the bunch intensity, presented in Fig. 7.10, for an electron cloud of
6 × 1011 m−3 and low chromaticity, shows that LHC, running at half the nominal bunch
intensity, will probably not be affected by the electron cloud strong head-tail instability.
Assuming an electron cloud density of 6 × 1011 m−3, at nominal bunch intensity, a
way to cure the beam blow-up is to increase the chromaticity, as shown in Fig. 7.11. The
simulations reveal a threshold value for the chromaticity Q′ = 30, as shown in Fig. 7.12.
Above it, the strong head–tail instability is suppressed, but there is evidence of a new
regime, characterizedbyapersistentslowemittancegrowth. Thisisaveryimportantissue
of great concern for LHC and it will be the subject of Chapter. 8, where the mechanisms
that lead to emittance growth below the threshold of the fast instability will be discussed.
The threshold value of chromaticity for which the instability is suppressed depends on
the electron-cloud density. The relation found in the simulations (see Fig. 7.13) is almost
linear, as predicted by analytical computations for the strong head-tail instability due to a
broadband-resonator model [12]. The second regime with slow emittance growth extends
down to low electron densities and it can be found, below the fast instability threshold,
even for zero chromaticity.
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7.2.1 Broadband resonator model
Electron-cloud HEADTAIL PIC simulation have been compared with the corresponding
broadband resonator model [55] presented in Sec. 4.3.2. Simulations of the latter case
have been done with HEADTAIL as well, proﬁting from the option of studying the effects
of a conventional broadband resonator wake ﬁeld available in the code (Sec. 5.1).
For the present study, aiming to understand the instabilities induced in LHC at injec-
tion energy, Q = 3 and Henh = 9 have been chosen. These values were obtained by ﬁtting
the analytical formula (Eqs. 4.14– 4.16) to the wake ﬁeld from a dedicated HEADTAIL
PIC simulation for ρe = 6 × 1011 m−3. Left side of Fig. 7.14 shows the simulated wake
ﬁeld (see Sec. 5.1.1) and the analytical curves for different combinations of Q and Henh
values, with a constant product Q × Henh. The right side of Fig. 7.14, where the corre-
sponding emittance growth versus time is plotted, shows that it is not only the product
Q × Henh which matters for the development of the instability, but that the two variables
Q and Henh enter independently, contrary to what is expected from a threshold calculation
in coasting beam approximation [85].
Figures 7.15 and 7.16 compare results of electron-cloud PIC simulations with those
obtained using the corresponding broadband resonator model in HEADTAIL, for various
electron densities.
In particular, PIC simulations for an electron cloud of 6 × 1011 m −3 in the LHC at
injection are compared with a resonator characterized by
ωr = 2π × 1.199 GHz
Q = 3
Zt = 115.3 M /m
being Zt/Q [ /m]= c/ωr × (cRs/Q) [m−2]×Z0/(4π), with Z0 = 377 . For other
densities, the resonator shunt impedance is varied in proportion to the change in electron
density, whereas the resonator frequency, Q value and enhancement factor stay constant.
Concluding this comparison, the resonator model gives initial growth rates similar
to the full electron-cloud simulation over a large range of electron-cloud densities. At
large amplitudes the ﬁnite size of the ﬁeld grid and the nonlinear force between beam and
electrons slow down the emittance growth induced by the electron cloud, in the case of
the PIC calculation.
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7.3 HEADTAIL results for LHC-type beam in SPS
Simulations have also been performed for an LHC-type beam in SPS. The parameters of
this beam are listed in Table 7.3.
Table 7.3. Parameters used in the simulations for LHC type beam in SPS at injection
electron cloud density ρe 1011 and 1012 m−3
bunch population Nb 1.1 × 1011
beta function βx,y 40 m
rms bunch length σz 0.24 m
rms beam size σx,y 2.1, 2.1 mm
rms momentum spread δrms 0.002
synchrotron tune Qs 0.0059
momentum compaction factor αc 1.92 × 10−3
circumference C 6911 m
nominal tunes Qx,y 26.185, 26.13
chromaticity Q′
x,y 4.94, 3.9
space charge optional
magnetic ﬁeld strong ﬁeld approximation
stripes no
average dispersion D 2.28 m
relativistic factor γ 27.728
cavity voltage V 2 MV
cavity harmonic number h 4620
The simulations fro the SPS assume the presence of a constant vertical magnetic ﬁeld,
which causes the electron motion to be frozen in the horizontal plane (strong ﬁeld ap-
proximation), while the simulations for LHC presented above considered electron motion
without an external magnetic ﬁeld. The electron density is nevertheless assumed to ini-
tially uniform inside the rectangular beam chamber. The effect of the electron distribution
in the form of stripes will be discussed in the following section, while the interest of these
simulations is in the role of chromaticity in damping the instability in the vertical plane.
The feedback system discussed in Sec. 5.2.5 is also considered, but it does not affect
much the results, as expected. Simulations take into account the space-charge effect, since
it is not negligible for SPS at injection energy (26 GeV).
ThescaninchromaticitypresentedinFig.7.17foranelectronclouddensityof 1012 m−3,
done without including space charge effects, reveals that increasing the chromaticity only
helps – moderately– up to a certain value of Q′ ≈ 13. For larger values the emittance
growth increases again. Taking into account space-charge effects in the simulations dras-
tically changes the results, as shown in Fig.7.18. Now high chromaticity is more efﬁcient
in damping the instability; a similar result was already obtained in [57].
Figure 7.19 shows instead that for a lower electron-cloud density (ρ = 6×1011 m−3),
even without space charge the chromaticity signiﬁcantly reduces the instability growth
rate.
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Figure 7.17. Vertical emittance as a function of time for the SPS, comparing different
values of vertical chromaticity Q′ at ρ = 1012 m−3 without space charge.
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Figure 7.18. Vertical emittance as a function of time for the SPS, comparing different
values of vertical chromaticity Q′ at ρ = 1012 m−3; space charge is included here.
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Figure 7.19. Vertical emittance as a function of time for the SPS, comparing different
values of vertical chromaticity Q′ at ρ = 6 × 1011 m−3, without space charge.
7.4 Effect of dipole ﬁeld and stripes
About 80% of the CERN SPS circumference is ﬁlled with bending magnets where the
electron multipacting is higher than in ﬁeld free regions. Therefore the behavior of the
electron cloud in the dipoles determine the characteristics of the induced instabilities in
the machine and the same is expected to happen in the LHC at injection. In this section,
simulations with HEADTAIL study how the electron cloud characteristics affects the de-
velopment of the instability, in the cases for SPS with LHC–type beam and for LHC ring.
Dipole regions are modeled in HEADTAIL assuming that the electrons initially pop-
ulate two vertical stripes, with a Gaussian proﬁle in x, as described in Sec. 5.2.5). The
strong ﬁeld approximation is used, thus the electron motion is frozen in the horizontal
plane and the cloud particles can only move vertically in the bunch potential.
The stripes rms size σs and distance l from the center are inferred from measurements
in SPS, as shown in Sec. 6.3.3, and are σs = 14.37 mm and l = 7.245 mm. Since the
electron–cloud characteristics in LHC will be similar, the same shape is assumed also in
simulations for his machine, as discussed in Sec. 6.3.4.
Figure 7.20 shows the development of the instability induced by electron cloud in
dipole ﬁeld and in ﬁeld-free regions for SPS. In the latter case the initial electron distri-
bution is taken to be uniform. The different curves refer to different values of average
electron cloud density.
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At the same average density value, the effect of the cloud is weaker in the dipole ﬁeld.
In particular for ρe = 6×1011 m−3 there is a very small growth over 40 ms, while without
magnetic ﬁeld a fast instability develops. This difference can partly be explained by the
presence of the stripes, which depletes the electron density at the center of the pipe. In
addition, the electrons, following the ﬁeld lines of the dipole, pinch toward the beam only
in the vertical plane and, therefore, the accumulation of electrons inside the beam during
the bunch passage is reduced as well.
In the horizontal plane, as expected, no fast instability occurs for the dipole case, since
the motion of the electrons is frozen in this direction. Nevertheless, for high electron den-
sities a signiﬁcant emittance growth is found even in this plane, due to electrons reaching
the horizontal axis from the above and below (see Fig. 6.13)
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Figure 7.20. Simulated emittance vs. time for different electron cloud density values,
assuming the cloud to be in a ﬁeld free region or in dipoles, for LHC-type beam in SPS at
26 GeV. Simulations are done assuming open-space boundary conditions. Space charge
effects are not considered and a chromaticity value of Q′ = 2 in both planes has been
assumed.
987.4 – Effect of dipole ﬁeld and stripes
To summarize, Figures 7.21 - 7.23 show the emittance growth as a function of the
electron–cloud density for the ﬁeld free regions and for the dipole ﬁeld region (with elec-
trons distributed in stripes) of SPS and LHC. The ordinate of the plots represents the
relative emittance growth over 1s. It has been computed as the ratio between the emit-
tance increase, relative to the initial value, and the emittance doubling time. In case the
emittance does not double in the simulation time, a linear extrapolation of the growth over
1000 turns in the ring, which corresponds to about ∼ 23 ms in SPS and ∼ 90 ms in LHC,
has been taken. This is a very pessimistic evaluation, especially when a fast instability is
present, since it assumes a linear increase for the emittance and does not take into account
saturation effects at large amplitudes. It is anyway an estimate of the importance of the
phenomenon.
In both machines, the strong-instability gives about the same (linear extrapolated)
emittance growth of the order of 100 s−1. For LHC it is clearly visible the threshold in
the electron cloud density of about ρe = 3 × 1011 m−3.
Below the threshold of the fast instability, an emittance growth is still present, and
depends on a power of the electron cloud density.
When the magnetic ﬁeld regions are studied, a smaller beam size blow-up is observed
in the horizontal plane than in the vertical plane, above the threshold of the fast instability.
The emittance growth is anyway reduced, even at small electron densities, if compared to
the case where no magnetic ﬁeld is assumed.
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Figure 7.21. Emittance growth in ﬁeld free regions in SPS as a function of electron cloud
density.
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Figure 7.22. Emittance growth in dipole ﬁeld in SPS as a function of electron cloud
density.
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Figure 7.23. Emittance growth in ﬁeld free regions in LHC as a function of electron
cloud density.
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Figure 7.24. Emittance growth in dipole ﬁeld in LHC as a function of electron cloud
density.
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7.5 Beta function variation and lattice effects
In the original HEADTAIL code and in the simulations presented so far, the betatron func-
tion was assumed to be constant over the whole ring and equal to the average value. In this
section, simulations results will be presented for LHC at injection (Tab. 7.2), considering
different values of β at the different IPs, thus crudely modeling the effect of the variation
of the beta function around the ring (pictures of the LHC optics can be found in [23]).
This approximate treatment considers the spread in the beam sizes and the corresponding
distribution in the electron oscillation frequency close to the beam, but it does not yet
attempt to represent the real LHC optics with about 60 betatron oscillations per turn.
Figures 7.25 and 7.26 show the effect of the β–variation in the simulations, comparing
differentcases, fortwodifferentclouddensities: ρe = 6×1011 m−3 andρe = 3×1011 m−3.
The ﬁrst case (Fig. 7.25), with higher electron density, is above the threshold of the strong
head–tail instability, characterized by a fast blow up of the emittance within a time scale
of a synchrotron period and a coherent motion of the bunch. If only 3 kicks per turn are
applied, the β–function variation affects the results after 30 ms. However, as discussed
in Sec. 7.1, we need more than 5 kicks per turn to perform accurate simulations with
this set of parameters. Using 10 kicks/turn, changing the β pattern has little effect on the
result, namely the variable beta function introduces an additional frequency spread, which
appears to smoothen the emittance evolution, without a large difference in the instability
growth rate.
In the case of a low electron density (3 × 1011 m−3, Fig. 7.26), i.e., below the thresh-
old of the fast instability, the emittance increases roughly linearly in time. This emittance
growth appears to be an incoherent effect, e.g., one due to the excitation of linear and
nonlinear resonances (Chapter 8). Here the growth rate is highly affected by the number
of kicks per turn and also by the β–function pattern. The latter can lead to the excitation
of additional sets of resonances and give rise to a phenomenon similar to diffusion intro-
duced by space charge in intense beams because of beta modulation [86]. For this reason,
the β–function should be sampled for a realistic model of the ring lattice with correct
phase advances, in order to represent the nonlinear dynamics accurately. Otherwise, if
the betatron phase is sampled in an artiﬁcial way, the simulated nonlinear effect of the
electron cloud may be far from the real case.
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Figure 7.25. Vertical emittance as a function of time, with parameters of LHC at in-
jection and chromaticity Q′ = 2, for moderately high electron cloud density (ρe =
6 × 1011 m−3).
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Figure 7.26. Vertical emittance as a function of time, with parameters of LHC at injec-
tion and chromaticity Q′ = 2, for low electron cloud density (ρe = 3 × 1011 m−3).
1037 – Simulation of fast instability induced by electron-cloud
104Chapter 8
Incoherent emittance growth below
threshold
The previous chapters were focused on electron-cloud effects above the threshold of the
strong head-tail instability, characterized by a large increase of the emittance in a time
intervalcomparabletothesynchrotron period. However, evenbelowthisthreshold along-
term emittance growth persists, as evident in Figures 7.11 and 7.13. This slow incoherent
blow-up, already seen in simulations [30,70,31] and hinted at by observations [17,32,33],
could prove important for proton beams with negligible radiation damping, such as in the
LHC.
A series of studies investigated whether this slow beam size increase can be explained
as a numerical artifact or whether it represents true physics. In Section 8.1 the results
of pertinent simulations are presented, where several numerical parameters affecting the
growth rate (number of macroparticles, number of kicks per turn,...) are identiﬁed and
their contribution quantiﬁed. Section 8.2 discusses a possible explanation of the slow
emittance growth below threshold as one caused by resonance crossing and modulational
diffusion, with a mechanism similar to halo formation in space–charge dominated beams.
In Section 8.3 the results of the benchmark of HEADTAIL with an analytical code for
space–charge studies are discussed. Finally Section 8.4 presents a modiﬁed version of the
HEADTAIL code, optimized to study incoherent effects induced by electron–cloud ans
following the beam particles through the focusing and defocusing elements of the SPS
lattice.
8.1 Dependence on numerical parameters
Several numerical parameters affect the emittance growth rate, below the threshold of
the fast instability. Figure 8.1 shows that, in this regime, the rise time depends on the
electron-cloud density via a power law
1
ε0
 ε
 t
∼ ρ
a
e where a ≈ 1.6 − 1.7 , (8.1)
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Figure 8.1. Double logarithmic plot of the vertical emittance-growth rate as a function
of the cloud density, for different chromaticities. The simulations are for LHC at injection
energy (Tab. 7.2)
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6 × 1011 m−3 and the chromaticity Q′ = 40.
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Table 8.1. Parameters for long-term emittance growth studies, LHC at injection
electron cloud density ρe 1 × 1012 m−3
bunch population Nb 1.15 × 1011
beta function βx,y 66.0067,71.5379 m
rms beam size σx,y 0.884 mm
rms bunch length σz 0.1124 m
rms momentum spread δrms 4.55 × 10−4
synchrotron tune Qs 0.0059
momentum compaction fact αc 3.47 × 10−4
circumference C 26.659 m
nominal tunes Qx,y 64.28, 59.31
chromaticity Q′
x,y 0, 0
dispersion D 0 m
relativistic factor γ 479.6
cavity voltage V 8 MV
cavity harmonic number h 35640
initial electron distribution Gaussian in ellittical chamber
extension of the bunch in z ±2 σz
simmetrized macrop distribution yes
conducting boundaries no
# of macro-electrons NEL 105
# of macro-protons NPR 3 × 105
# of slices NBIN 70
# of grid points N 128 × 128
size of the grid σg 10 σx,y
# of Interaction Points nkick 1
for the LHC at injection, while chromaticity has a very weak effect.
Increasing the number of macroprotons (NPR) helps to reduce this linear growth.
However, the growth does not seem to approach zero in the limit of very large NPR,
as illustrated in Fig. 8.2, which shows the dependence on 1/NPR, in a case where high
chromaticity prevents the occurrence of the head-tail instability.
Dedicated studies for this regime have been performed, assuming a low electron cloud
density and zero chromaticity, in order to isolate the effect of the various parameters. The
new parameters which have been used for simulations of slow emittance growth in the
LHC at injection energy are summarized in Table 8.1.
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InFig.8.3theemittancegrowthrateisplottedasafunctionofthenumberofmacropar-
ticles. The weak dependence rules out the noise from the ﬁnite particle number as the only
responsible for the growth. Other simulations demonstrate that the emittance growth rate
does not depend on the initialization of the macro-particle position and that, in particu-
lar, it is the same whether the initial distribution of both protons and electrons is chosen
axially symmetric or not.
In addition, in Fig. 8.3, the emittance growth rate is shown to be nearly the same, if
one either treats the motion of both protons and electrons dynamically or if one follows
the motion of individual protons moving through a static or “frozen” electron cloud.
For simulations of the latter case, the code HEADTAIL has been modiﬁed in order
to treat the electron-cloud effects in a weak–strong approximation (Sec. 5.2.4). Here, the
cloud electric potential, which is z-dependent, is computed only at the ﬁrst bunch passage
and it is then used for the successive beam–cloud interactions. This model is valid for the
study of incoherent effects only, assuming that they do not involve a strong modiﬁcation
of the beam shape. This “frozen–cloud approximation” will be used from now on in order
to speed up the computations.
Figure 8.3 also shows that the emittance growth strongly depends on the number of
interaction points per turn: for 10 electron-cloud kicks per turn the growth is about 4 or 5
times smaller than with only a single one.
The behavior is not monotonic with an increasing number of kicks, as is illustrated in
Fig.8.4, wheretheemittancegrowthrateisplottedversusnumberofinteractionpointsper
turn, for both the cases of “dynamic” and “frozen” cloud simulations. When the number
of kicks per turn is increased, the interaction is distributed over several points around the
ring, each of them of reduced strength. At the same time the effective phase advance
between successive interaction points is changed. This leads to the excitation of different
resonances in a non-monotonic way [87,31].
Figure 8.5 illustrates the resonance lines in the tune diagram, up to the 5th order,
excited by different number of interaction points. If only one kick per turn is assumed, all
possible resonances are present while in the case of a larger number of interaction points,
equally spaced in the ring, fewer lines are excited. In particular, for e.g. 8 or 17 IPs, which
are two of the cases in Fig. 8.4 with associated negligible emittance growth, the working
point is far from any excited resonance line.
8.2 Resonance crossing, scattering processes and modu-
lational diffusion
An explanation of the slow emittance growth between the threshold of coherent instabil-
ities [88] is found in analogy to recent studies on emittance-growth processes in space-
charge dominated beam [75,89], where the particles experience a negative, z-dependent
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Figure 8.5. Tune diagram with simulated working point (red point), highlighting the
resonance lines up to the 5th order excited for different numbers of interaction points per
turn: 1, 8, 10, and 17.
tune shift.
As discussed in Chapter 6, the electron cloud induces a positive tune shift on the beam
particles, which in ﬁrst order is proportional to the local electron density:
 Q ∝ ρe(x,y,z)
Since the cloud density varies along the bunch, the tune shift experienced by the parti-
cles is strongly dependent on their longitudinal (and transverse) position inside the bunch.
Namely, theclouddensityandthedetuningcanbecomeeven2orderofmagnitudeshigher
than the initial value, due to the electrons motion in the beam potential and their “pinch-
ing” near the beam center (see Figs. 6.8 and 6.9). From a negligible tune shift at the head
of the bunch, the protons can experience a  Q ≈ 0.1 at longitudinal positions corre-
sponding to a quarter of a linear electron oscillations or later in time.
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Compared with space–charge problems, the electron–cloud tune shift has an oppo-
site sign, there is no front-back symmetry and the transverse distribution is highly non-
uniform, but similar phenomena take place as a combined effect of the particles syn-
chrotron motion and of the longitudinally–varying tune shift.
Due to their synchrotron motion, in fact, the protons move from the head to the tail
of the bunch and experience a varying tune shift, with a modulation at the synchrotron
frequency fs (in space–charge problems it would have been at 2fs, due to the front–back
symmetry). This periodic detuning may induce crossing of resonances, once or up to
4 times during a synchrotron period, depending on the particle initial position and on
the very peculiar electron cloud density evolution inside the bunch. The protons can get
temporarily trapped inside a resonance island and be transported to larger (or smaller)
amplitudes, where they may become untrapped [90] or they can “scatter” stochastically
upon resonance crossing [91].
In Fig. 8.6 the horizontal Courant-Snyder invariant (action) of a single proton at a
large synchrotron amplitude, as obtained from HEADTAIL simulations, is plotted versus
time. The periodic jumps in the action at twice the synchrotron frequency are a clear
signature of the scattering regime.
An evidence of the key role played by the synchrotron motion is given in Fig. 8.7,
which illustrates how the emittance growth quickly stops after a small initial blow up,
when the synchrotron motion is switched off in the simulations.
Fig. 8.7 also shows the dependence of the growth on the number of cloud–beam in-
teractions used in the simulations. In particular, by changing the number of kicks per
turn from 1 to 10, a reduction in the emittance growth is observed, since different (less)
resonance lines are excited.
In a real machine, resonances are excited by lattice errors. Moreover, in presence of
electron cloud, the electrons themselves can excite resonances because of their nonuni-
form distribution around the ring (i.e. they are mainly localized in special elements such
as dipoles).
Not only the tune shift along the bunch but also the detuning with amplitude is im-
portant, because of the narrowly spiked electron distribution with a width much smaller
than the rms beam size, the latter depending on the coordinate z as well. In consequence,
resonance islands change their size and location as a function of z. This problem has been
addressed by [31].
A description of similar processes in terms of modulational diffusion is also available
in the literature [92,93,94].
8.2.1 “Periodic crossing of instability”
At higher cloud densities or close to the half integer resonance, another effect may arise,
namely the crossing of linearly unstable regions [88]. This may happen in case the inco-
herent tune spread overlaps the half-integer stopband.
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Figure 8.6. Horizontal action of a proton at a large synchrotron amplitude as a function
of number of turns, from a HEADTAIL simulation.
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Figure 8.7. Simulated emittance growth for 1 and 10 interaction points per turn with and
without synchrotron motion, for an electron density of 2 × 1011 m−3 in the LHC.
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Figure 8.8 shows the phase-space trajectory for particles at different positions z along
the bunch (i.e. ones experiencing a different electron-cloud tune shift) and the corre-
sponding frequency spectra, obtained form simulations without synchrotron motion. In
this example, only one cloud kick per turn is assumed and the electron cloud density is 2
orders of magnitude higher than the expected value.
The linear instability leads to the emergence of a hyperbolic ﬁx point near the bunch
center. The longitudinal position where it occurs depends on the tune shift induced by
the electron cloud and, for a ﬁxed tune shift and distribution, can be obtained analytically
[95] from the eigenvalues of the transfer matrix M computed by taking into account the
lattice focusing and the electron cloud effect. In particular the particle motion becomes
unstable when Tr(M) ≥ 2. As shown in Fig. 8.8, for particles in the tail of the bunch,
which experience a larger tune shift, the motion is chaotic.
InSec.8.4.2, anotherexampleoflinearinstabilitywillbepresented, fromMICROMAP
simulations 5.3.3 with a realistic SPS lattice, in which the half-integer resonance is ap-
proached.
8.3 Analytical code, simpliﬁed model
Since the weak-strong simulation, with frozen cloud, gives a good picture of incoherent
effects (see Fig. 8.3), an alternative faster computer model has been used (see Sec. 5.3.3).
ThecodeMICROMAP,originallywrittenforspace-chargeinvestigations, hasbeenadapted
to study electron–cloud incoherent effects. The analytical description of the electric ﬁeld,
which in MICROMAP is employed instead of a PIC method as in HEADTAIL, avoids
any inherent noise of the spatial discretization and is much faster. This opens up the way
to simulations of the effect of the real electron distribution around the ring, using a much
larger number of interaction points than possible in the PIC scheme. For simplicity, at
each longitudinal position z along the bunch, the electron cloud is approximated by a
Gaussian distribution whose peak value and rms size are inferred from an independent
HEADTAIL simulation of a single bunch passage through the cloud. The real electron
distribution is not Gaussian, but the approximation allows exploring the main features of
the effect and yields the correct ﬁeld outside the core of the pinched electron cloud (a
fraction of the beam size).
8.3.1 Code benchmarck
A benchmark has been done of HEADTAIL, which uses a PIC module, and the MI-
CROMAP analytical code, with the two purposes of justifying the use of the latter and of
quantifying the effect of the PIC noise on the emittance growth. The benchmark considers
an artiﬁcial simple model of a round beam and a transverse Gaussian electron distribution,
with a constant rms size σe equal to a fraction of the beam size σb. The electron density
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Figure 8.8. Vertical phase space trajectory and frequency spectrum of particles at dif-
ferent z positions, from HEADTAIL simulation without synchrotron motion. The initial
average electron density is ρe = 1014 m−3 and only 1 cloud kick per turn is assumed.
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is linearly increasing along the bunch, giving a peak local tune shift at the tail:
 Qmax ≈
β2πRrp
2γ
ρe,max, (8.2)
 Q is obtained by considering a value of ρe (for r << σe) equal to the simulated peak
value. Only one interaction point is assumed, the synchrotron motion is linearized and
the bunch extends over ±2σz.
In Figs. 8.9 – 8.11 results of the benchmark are presented, considering different values
of maximum tune shift and cloud rms size. For large electron-cloud sizes, the emittance
curves from the two codes can be superimposed (apart of an initial offset in the top left
ﬁgure), while if the cloud size is 4 times smaller than the beam – which will be closer
to the real case, since the electrons have a highly spiked distribution – there are some
differences in the slope, even if the behavior stays qualitatively the same. The small
differences are due to the roughness of the PIC grid, which does not accurately resolve but
smoothens the electron density and therefore generates a lower tune shift than expected.
Figure 8.12, instead, shows the the emittance growth computed with HEADTAIL,
using the electron potential from the PIC simulation of a pinching electron cloud, and
with MICROMAP, using a more complex electron cloud model. Namely, in MICROMAP
the actual longitudinal electron cloud distribution, taken from the PIC simulations, is
implemented on the beam axis, while in the transverse plane the cloud is approximated
by a bi-Gaussian distribution whose rms size at each z-location is computed assuming
ρeσ2
e = const. Result of the comparison shows that the emittance growth is qualitatively
the same, but differ in absolute rates by up to a factor of 2 or 3. This discrepancy is
explained by observing that in the analytical case the assumption of charge conservation
leads to an underestimation of the electron cloud pinch and associated tune shift, since it
does not take into account the increasing of the total number of electrons within 1σb, due
to the arrival of electrons from the outer regions. A more accurate modeling needs to be
developed to account for this feature.
In simulations by the MICROMAP code, changing the number of interaction points
reproduces the same results as obtained by HEADTAIL, thus conﬁrming once more the
physical origin of the slow emittance-growth phenomenon.
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Figure 8.9. Horizontal (top) and vertical (bottom) emittance growth, normalized by the
initial values, as a function of number of turns in LHC, simulated by the PIC code HEAD-
TAIL (red curve) and the analytical model (black curve) for a Gaussian electron cloud, a
linearly increasing density and one interaction point. The cloud rms size in terms of beam
size is σe = σb and the maximum tune shift is  Qmax = 0.1.
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Figure 8.10. Horizontal (top) and vertical (bottom) emittance growth, normalized by
the initial values, as a function of number of turns in LHC, simulated by the PIC code
HEADTAIL (red curve) and the analytical model (black curve) for a Gaussian electron
cloud, a linearly increasing density and one interaction point. The cloud rms size in terms
of beam size is σe = 0.5σb and the maximum tune shift is  Qmax = 0.04.
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Figure 8.11. Horizontal (top) and vertical (bottom) emittance growth, normalized by
the initial values, as a function of number of turns in LHC, simulated by the PIC code
HEADTAIL (red curve) and the analytical model (black curve) for a Gaussian electron
cloud, a linearly increasing density and one interaction point. The cloud rms size in terms
of beam size is σe = 0.25σb and the maximum tune shift is  Qmax = 0.04.
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Figure 8.12. Vertical emittance vs. number of turns in LHC, for the HEADTAIL pinched
distribution (red) and for the analytical approximation (black). Charge conservation is
assumed and the initial cloud rms size is set to σe,0 = 0.65σb (ﬁt in the horizontal plane).
8.4 FODO cell structure in SPS
8.4.1 HEADTAIL–FODO
In order to take into account the real β variation along the ring including proper phase ad-
vances, the FODO cell structure for the CERN SPS has been implemented in HEADTAIL
(Sec. 5.2.6).
TheSPSlatticeconsistsof108FODOcells, 64mlong, andthelatticeisrepresentedas
a sequence of focusing and defocusing thin-lens quadrupoles, separated by drift spaces or
dipoles. The focusing strength is set to yield a phase advance per cell of 90 degrees. The
corresponding maximum and minimum beta functions are then about 109 m and 19 m,
respectively, close to the actual values. An extra rotation is applied every 1/6th of a turn,
in order to get the real fractional part of the tune, and to reﬂect the 6-fold symmetry of the
SPS optics. RF focusing is applied once per turn. The chromaticity is set to zero. Eight
electron kicks per FODO cell are applied. The lattice elements are described by standard
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Figure 8.13. Schematic of the FODO structure implemented in HEADTAIL–FODO. In
one cell there are 8 electron–cloud 2-D slabs.
transport matrices.
In view of the computing time required, we run HEADTAIL in the weak-strong ap-
proximation, discussed in Sec. 5.2.4. The potential created by the electrons is computed
only in the ﬁrst FODO cell, for the eight different locations, then stored and re-used for
the following kicks. In this way only incoherent effects can be investigated.
Apreliminaryresultfor250turnsindicatesaslowemittancegrowth(Fig.8.14), which
depends on the electron cloud density. Figure 8.15 presents a comparison with the results
of a constant focusing approximation with different numbers of kicks per turn, for an
electron cloud density below the TMCI threshold (ρ = 2 × 1011 m−3).
8.4.2 MICROMAP simulations with full SPS lattice
After successful benchmark with HEADTAIL, also the code MICROMAP has been used
to simulate electron-cloud incoherent effect in the SPS. The purpose of these simulation
was to compare with observation in the machine. In autumn 2004 the SPS working point
has been changed for the operation with LHC type beam. In particular horizontal and
vertical tunes have been switched from (26.185,26.13) to (26.13,26.185). Figure 8.16
shows the beam loss reduction when running with a higher vertical tune.
Thousand proton macroparticles have been tracked through the full SPS optics (as
from a MAD-X ﬁle), including 744 beam-electrons interaction points (one per dipole
magnet). A maximum tune shift of  Qmax = 0.13 is assumed, which is the value cor-
responding to the estimated electron cloud density in the SPS. The cloud distribution is
assumed bi-Gaussian in the transverse plane, while in z is following the electron evolu-
tion as from single-turn HEADTAIL PIC simulations. Charge conservation is assumed
and the initial cloud rms size is set to σe,0 = 0.65σb. In these preliminary simulations
space charge is not included and a large chromaticity ξ ≈ 1 is used. Figure 8.17 shows a
larger emittance growth, beam losses and bunch shortening if the vertical tune is lower, in
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qualitative agreement with the observation in SPS [96]. The diffusion mechanisms asso-
ciated with the electron cloud pinch may thus explain the reduced beam lifetime, which
concerns in particular the bunches in the last part of the train.
Other simulations with MICROMAP, assuming a full lattice model for SPS with LHC
beam and 744 electron kicks per turn, have been performed by further changing the work-
ing point. The case presented in Fig. 8.18, which shows the phase space trajectory of a
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Figure 8.17. Simulations for SPS with different working point. Top: (26.18, 26.15),
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particle which experience the maximum electron cloud density, the nominal horizontal
tune has been increased to Qx = 26.38, so that the maximum tune shift of  Q = 0.13
leads the particles to the half integer. Here, as for Fig. 8.8, the presence of the two islands
which illustrates the rise of a linear instability is visible.
8.4.3 Possible future direction
The study of incoherent effects induced by electron cloud is far from concluded. This
thesis just hints at the mechanisms behind them and points out the importance of a correct
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Figure 8.18. Horizontal phase space of a particle which experience a maximum tune
shift of  Q = 0.13. The simulations with MICROMAP, full lattice, 744 kicks per turn,
are for LHC type beam in SPS at injection energy. Synchrotron motion is frozen.
description of the real lattice, including an accurate model of the electron distribution, but
the tools still need further development.
The HEADTAIL–FODO version is very slow. Now that the electron–cloud under-
standing has been improved, it would be very important to come back (see Sec. 5.3.2) to
the implementation of the FODO elements in the parallel code QUICKPIC, where both
the electron evolution and the lattice structure can be accurately described.
Faster methods can also be used, by sacriﬁcing the cloud evolution description in favor
of a real lattice modeling. The electron–cloud description in MICROMAP code can be
further improved. Also the implementation of an electron-cloud module in a tracking
code like MAD-X [97] can be a valid alternative.
124Part III
Conclusions126Chapter 9
Conclusions
In this thesis, single–bunch transverse effects induced by the interaction of a proton beam
with an electron cloud have been studied, with a special attention to the CERN SPS and
LHC rings, by means of computer simulations and analytical approaches.
The code HEADTAIL, developed at CERN for simulations of single–bunch instabili-
ties, have been used to study the emittance growth associated with electron–cloud effects.
Thecodehasbeendebuggedandbenchmarked. Newfeatureshavebeenadded, toaccount
for a more complete modeling of the vacuum chamber conducting walls, the electron
cloud characteristics and the beam evolution in the focusing and defocusing accelerator
elements.
With the upgraded code, simulations have been performed for LHC at injection energy
and for SPS with LHC-type beam at 26 GeV. In accordance with analytical estimates, an
electron cloud density of about 3 × 10−11 m−3 has been found as the threshold for the
development of a strong head–tail instability in LHC. However, assuming an average
electron density of twice this value, 6 × 10−11 m−3, and very low chromaticity (Q′ = 2),
LHC can run below the threshold up to half the nominal bunch intensity.
HEADTAIL particle-in-cell (PIC) simulations for an electron cloud have been com-
pared with those for an equivalent broad-band resonator impedance. This latter model
works correctly predicts the initial rise time of the instability, for a wide range of electron
cloud densities; at a later stage of the instability evolution nonlinear effects, which are
not taken into account by the resonator impedance description, and the ﬁnite size of the
grid used for the PIC computation, become important. This leads to a different behavior
at large amplitudes, which is more optimistic in the case of the real ﬁeld calculation with
the PIC module.
Simulations for LHC and SPS demonstrate that increasing the chromaticity is a cure
for the strong head–tail instability caused by electron–cloud, in qualitative agreement
with observations in SPS, but that it may not be efﬁcient for suppressing a slow long-term
emittance growth which persists below the threshold.
The effect of the actual accelerator optics has been explored, in particular the variation
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of the β function along the ring, which in a simpliﬁed approach has been included in the
HEADTAIL code. The modulation of the beam size does not have strong effects on the
development of the fast instability, while it modiﬁes the emittance growth rate in the
regime below the threshold. Here incoherent effects dominate, induced by excitation of
linear and nonlinear resonances, and the growth is very sensitive to the number of beam–
cloud interaction points and to the β function pattern, which may excite different sets of
resonances.
Since in the real machines the electron cloud is mostly concentrated in dipole–magnet
regions, which cover more than 80% of SPS and LHC ring, several simulations were per-
formed for a realistic distribution of electrons in a dipole ﬁeld. In these regions, the cloud
electrons experience a strong vertical magnetic ﬁeld, which suppressed their motion in the
horizontal plane. In addition, the cloud distribution is not uniform, but it is concentrated
in two vertical stripes, whose distance from the beam varies with the beam intensity and
the bunch spacing, as inferred from the experiment. Simulations indicate a partial sup-
pression of the strong head–tail instability in the horizontal plane, as expected, since the
electron accumulation in this direction is weaker.
The evolution of the electron cloud, during the passage of a positively charged bunch,
has been studied as a key feature to understand the development of fast instabilities and
the incoherent effects resulting from the proton tune shift by the electron cloud. During
the passage of a proton bunch, the electrons are attracted toward the beam center and
start oscillating in its potential, producing periodic high density peaks. An analytical
expression for the cloud density evolution has been derived in the approximation of a
transverse linear force, for any longitudinal bunch proﬁle, and, from this, the incoherent
tune shift of the protons has been computed. Via computer simulations, the analysis has
been extended to the nonlinear case of electrons moving in the potential of a transversely
Gaussian beam. Electrons sufﬁciently close to the beam axis perform linear oscillations
and reach the beam center at the same time, causing high density peaks. Superimposed to
these oscillations, there is the contribution from electrons in the non–linear regions. They
reach the center at later times, giving an increase of the cloud density along the bunch.
The incoherent tune shift induced is proportional to the cloud density and, therefore, it
strongly depends on the longitudinal (and transverse) position of the beam particle inside
the bunch.
The slow emittance growth below the threshold of the strong head–tail instability has
also been a subject of this thesis work. It has been proven that this emittance growth is
not only caused by numerical noise from the simulations, but it is a real effect. This thesis
gives an explanation for this phenomenon as one caused by a combined effect of the beam
particles’ synchrotron motion and the longitudinal variation of the tune shift induced by
the electron cloud, previously described, in analogy to halo formation in space–charge
dominated beams. The protons in the bunch, as they move from the head to the tail during
their synchrotron motion, experience a varying tune shift. The periodic detuning may
induce the periodic crossing of resonances, which can be excited either by lattice errors
128or by the nonlinear component of the electron cloud itself. Artiﬁcial resonances may be
excited by the ﬁnite number of interaction points in the simulation models, but a similar
situation arises in reality, if the electron cloud density varies along the ring or between
beamline elements.
The code HEADAIL has been benchmarked with a simpler analytical code adapted
from space–charge studies to account for electron cloud incoherent effects. Both codes
have been used to validate the model of resonance crossing, which successfully explains
the dependence of the emittance growth on the number of cloud–beam interaction points,
on the synchrotron motion and on the electron density.
Predicting the exact growth rate requires understanding of which resonances will be
excited in the real machine. This can be determined by an accurate modeling of the
accelerator elements and of the electron distribution. The latter can be achieved by taking
as input for the simulations the cloud density proﬁle measured in the experiments, as it
has been done in this work, or by using the electron distribution determined by build-up
simulation codes.
Concerning the need to model the real machine components, a modiﬁed version of
HEADTAIL has been developed to follow the evolution of the beam particles through
the focusing and defocusing element of an SPS FODO cell, while interacting with the
electron cloud. Preliminary results of these simulations in the weak–strong approxima-
tion were presented as a ﬁrst important step toward the modelization of a realistic lattice.
The simpler analytical code is a more suitable tool for including the accelerators ele-
ments. Alternatively, a simpliﬁed electron–cloud model can be implemented in existing
optics codes, such as MAD. In all these cases, the interaction would be modeled in the
weak-strong approximation, where the cloud potential in which the protons are moving is
computed only during the ﬁrst bunch passage. This is not a big restriction, as long as the
aim is the study of incoherent effects.
A more ambitious ﬁrst attempt to include the accelerator FODO structure in the quasi-
continuous strong–strong plasma–physics code QuickPIC, adapted to the study of elec-
tron cloud in storage rings, has also been made, but more work is needed. This code, due
to its parallel capability, can deal with a larger number (∼ 2000) of simulation interaction
points in a reasonable computing time and it therefore is a good candidate for modeling
the strong–strong beam–electron interactions in a real accelerator environment.
To conclude, in this thesis work two different aspects of the interaction of a proton
bunch with an electron cloud have been investigated. Above a threshold limit, a strong
head–tail instability arises, with characteristics similar to the instability driven by a con-
ventional impedance. For moderate electron densities, an incoherent phenomenon in-
duces a long–term beam size blow–up which may degrade the accelerator performances.
To make reliables prediction of instability thresholds and emittance growth, realistic mod-
els of the accelerator elements and of the electron distribution in the vacuum chamber are
required.
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Appendices132Appendix A
Strong head–tail instability due to
conventional impedances
HEADTAIL is a very versatile code and can be successfully used for other purpose in
addition to electron cloud simulations. In this Appendix the studies of strong head-tail
instability due to conventional impedances in SPS is shown. The work is documented
in [98,99,13].
Fast single–bunch vertical instability of proton beams in the SPS was ﬁrstly observed
after hardware modiﬁcations in 2001 which have reduced the longitudinal impedance by
a factor ∼ 2.5. The threshold for the longitudinal microwave instability, which was the
limiting effect up to that time, increased accordingly. Also the transverse impedance was
reduced, but this improvement was nearly canceled by the installation in 2003 of 5 MKE
extraction kickers, needed for SPS as LHC injector.
A systematic campaign of measurements [98] with high-intensity bunches (1.2×1011
protons) at low longitudinal emittance (∼ 0.2eV s) was performed in 2003. The basic
SPS parameters relevant for the measurements are summarized in Table A.1.
Table A.1. SPS parameters during measurements of transverse instabilities in 2003
bunch population Nb 1.2 × 1011
nominal tunes Qx,y 26.185, 26.13
beam momentum p 26GeV/c
relativistic factor γ 27.728
momentum compaction factor αc 1.92 × 10−3
phase slip factor η 0.00061797
revolution frequency frev 43347.3 Hz
longitudinal emittance at 2σz ǫl 0.2 eV s
total bunch length 4σt 2.7 ns
cavity voltage V 0.6 MV
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Figure A.1. Relative bunch intensity vs. time, measured in SPS in 2003. ’bct’ stands for
the total current and ’Peak’ represents the peak value. Bunch parameters are summarized
in Table A.1. The chromaticity is Q′
y ≈ 0 (left) and Q′
y = 20.5 (right). Plots are courtesy
of H. Burkhardt
Figure A.1 shows evidence of a transverse single bunch instability in SPS, during
measurements performed in 2003. The fast loss of about 30% of protons, happening in
less than a synchrotron period right after the injection at 26 GeV/c, disappears when the
chromaticity is strongly increased from Q′
y ≈ 0 to Q′
y = 20.5.
Simulations have been performed with HEADTAIL, assuming parameters similar to
the experimental conditions.
The SPS transverse impedance is modeled by a broad–band (BB) resonator (Sec. 5.1)
characterized by:
ωr = 2π × 1.13 GHz
Q = 1
Z
BB
t = 20 M /m
being ZBB
t /Q [ /m]= c/ωr ×(cRs/Q) [m−2]×Z0/(4π), with Z0 = 377 . A ﬂat cham-
ber geometry is assumed for the wake–ﬁeld.
In the simulations, in addition to parameters of Table A.1, a transverse beam rms
size σx = σy = 1.2 mm has been assumed. The total bunch length is 4σt = 2.7ns and
the longitudinal emittance is ǫl = 0.3eVs. Space charge effects are not included. The
simulations reveal the same fast loss signature and its dependence on chromaticity, as
shown in Fig. A.2 where the relative bunch intensity is plotted versus time.
Figure A.3 is obtained from the same HEADTAIL simulations and shows the vertical
signal as it would be observed with a wide band pickup for the case of low chromaticity
(Q′
y = 2). A strong head–tail instability develops in the vertical plane, already after a few
∼ 10 ms.
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Figure A.2. Simulation with HEADTAIL. Relative intensity vs. time in the ﬁrst 20 ms
after injection in SPS, for low and high chromaticity.
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Thestronghead–tailinstabilitythresholdcanbepredictedbytheexpressionofEq.3.37,
derived from a quasi coasting beam approach [14,13]:
N
th
b =
32
√
2
3
Qy |η|ǫl
eβrelc2
fr
ZBB
y
 
1 +
fξ
fr
 
(A.1)
where ǫl = β2
relmpγc2(4σt)( p/p)max π/2 is the longitudinal emittance at 2σ (in eVs),
( p/p)max is the relative momentum spread at 2σ, fr = ωr/2π is the resonance frequency
of the broad band resonator, with peak impedance ZBB
y in the vertical plane, and fξ =
Q′
y frev/|η| is the chromatic frequency. Assuming zero chromaticity, the formula gives a
threshold of ∼ 1011 particles, which is in broad agreement with the observations.
HEADTAIL simulations [99, 13] have been used to benchmark Eq. A.1, derived
from an analytical approach. In the comparisons, also a second code has been used,
MOSES [100], which treats the instability in the frequency domain, in terms of coherent
oscillation modes coupling. These three approaches (HEADTAIL simulations in the time
domain, analytical coasting beam formula and MOSES simulations) come from three dif-
ferent and independent formalisms. As shown in the following, they are in very good
agreement among them and with the measurements.
The parameters for SPS listed in Table A.1 have been used for the benchmark. Three
scans have been made, looking for the bunch intensity threshold as a function of chro-
maticity, BB impedance resonance frequency and longitudinal emittance. Results are
shown respectively in Figs. A.4, A.5 and A.6.
From Eq. A.1 and the three ﬁgures, it follows that the intensity threshold is inversely
proportional to the value of the impedance ZBB
y and increases with the resonance fre-
quency fr. Possible ways to increase the threshold are to increase the chromaticity of the
machine or the bunch longitudinal emittance.
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138Appendix B
Space charge effects on the
ﬁlamentation time in PS
The code HEADTAIL has also been used for a preliminary investigation of the space–
charge effects in the CERN–PS ring on the the ﬁlamentation time due to injection errors.
These studies have been triggered by the renewed interest in building a transverse damper
and feedback system in the PS for the LHC beams [101,102].
When the beam is injected with a trajectory error, it starts a betatron oscillation around
its closed orbit. If non–linearities are present (i.e. chromaticity), the beam starts to ﬁla-
ment, the transverse centroid oscillation is smeared out because of decoherence, but there
is an unwanted net emittance increase. For a damper to be efﬁcient, its damping time
should be faster than the decoherence time due to chromaticity.
HEADTAIL simulations show that the space charge is playing an important role in
slowing down the decoherence due to chromaticity and therefore should be taken into
account while estimating the necessary active damping time in order to stay within the
emittance budget.
The following example explain the mechanism that prevents the beam to ﬁlament.
The model include only 1st–order chromaticity and linear space–charge tune shift.
The parameters for the simulations are shown in Table B. Figure B.1 shows the
horizontal bunch centroid position evolution during the ﬁrst ms, after the bunch is injected
in the machine with an horizontal offset, and the corresponding emittance growth. In case
the space charge force is not taken into account into the simulations, the bunch particles
motion loose coherence very fast (in 0.1 ms) and to it is associated a very rapid emittance
growth. This is not the case if space charge is included, where the bunch keep moving
coherently for longer.
This can be understood from Figs. B.2 and B.3, showing snapshot of the beam
horizontal phase space distribution at different times in the simulation. If space charge
is not included in the simulations, the bunch centroid, initially off-centered, performs
betatron oscillations in the horizontal phase space. Since chromaticity is non-zero, the
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bunch population Nb 2 × 1012
beta function βx,y 16 m
rms beam size σx,y 4.186 mm
normalized emittance ǫN 3.5  m
initial bunch offset x0, y0 0.013, 0.000 m
rms bunch length σz 11.24 m
bunch full length 4σt 150 ns
rms momentum spread δrms 1.132 × 10−4
synchrotron tune Qs 0.014
circumference C 628 m
nominal tunes Qx,y 6.22
chromaticity Q′ −6
relativistic factor γ 2.49211
kinetic energy 1.4 GeV
cavity voltage V 25 kV
cavity harmonic number h 8
Table B.1. Parameters for LHC beam at injection in the PS
particles betatron frequency depends on their longitudinal momentum, leading to a phase
spread and ﬁlamentation after a few betatron periods. This corresponds to a very rapid
emittance blow up and in a decoherence in the particles transverse oscillation frequencies.
If space charge is included, in addition to the betatron rotation around the origin, the
particles have a rotation around their local centroid position, according to the local line
density λ(z). The tune shift of a particle at position z can be evaluated using Laslett
formula(Eq. 3.11)
 Q
Lasl
sc,x (z) =
rpR2λ(z)
Qxβ2γ3σx(z)[σx(z) + σy(z)]
(B.1)
It follows that the maximum tune shift is at z = 0 ad is equal to 0.35 for the parameters
of Table B. This extra-rotation, whose velocity depends linearly on the bunch intensity,
enhances beam coherence and slow down the ﬁlamentation process.
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Figure B.2. Horizontal phase space at different time steps (in  s). Simulations do not
include space charge effects.
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Figure B.3. Horizontal phase space at different time steps (in  s). Simulations include
particles tune shift due to space–charge.
143B – Space charge effects on the ﬁlamentation time in PS
144List of frequently used symbols
c speed of light
e electron charge
ε0 dielectric constant
m0 particle rest mass
mp proton rest mass
γ relativistic factor
βrel relativistic velocity in terms of c (βrel = v/c)
  v particle velocity
  p particle momentum
  E electric ﬁeld
  B magnetic ﬁeld
frev revolution frequency
ω0 revolution angular velocity (ω0 = 2πfrev)
L luminosity
σx,y beam transverse size
D dispersion
βx,y betatron function
 Φ0 phase advance
α Twiss parameter (α = β′/2)
Qx,y betatron tune
 Qx,y tune shift
Q′
x,y chromaticity
Qs synchrotron tune
εx,y beam emittance
εN,x,y normalized beam emittance
h harmonic number
ˆ V maximum RF voltage
η slippage factor
α momentum compaction factor
φs synchronous phase
Nb number of protons in a bunch
ρe electron-cloud density
145B – Space charge effects on the ﬁlamentation time in PS
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