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DUALITY, TANGENTIAL INTERPOLATION,
AND TO¨PLITZ CORONA PROBLEMS.
MRINAL RAGHUPATHI† AND BRETT D. WICK‡
Abstract. In this paper we extend a method of Arveson [6] and McCul-
lough [12] to prove a tangential interpolation theorem for subalgebras of H∞.
This tangential interpolation result implies a To¨plitz corona theorem. In par-
ticular, it is shown that the set of matrix positivity conditions is indexed by
cyclic subspaces, which is analogous to the results obtained for the ball and
the polydisk algebra by Trent-Wick [16] and Douglas-Sarkar [10].
1. Introduction
The classical corona problem asks whether the set of point evaluations, for points
in the unit disk D, is dense in the maximal ideal space of H∞. A famous result of
Carleson [9] shows that they are dense. Let A be an abelian Banach algebra, and
let M be its maximal ideal space. A subset X of M is dense in M if and only if for
any finite set of functions f1, . . . , fn such that
∑n
j=1 |fj(x)|
2
≥ δ2 > 0 for x ∈ X ,
there exists a set g1, . . . , gn ∈ A such that f1g1 + · · ·+ fngn = 1.
Arveson, [6], studied a related problem replacing the condition
∑n
j=1 |fj(x)|
2 ≥
δ2, by the operator theoretic condition
∑n
j=1 TfjT
∗
fj
≥ δ2I, where Tf is the To¨plitz
operator with symbol f acting on the Hardy space H2. He showed that un-
der this assumption there exists g1, . . . , gn ∈ H
∞ such that
∑n
j=1 fjgj = 1 and∑n
j=1 |gj(z)|
2
≤ δ−2. The constant δ−2 is optimal, as demonstrated by the choice
f1 = 1. See Schubert for the best possible constant [15].
In general determining the best constants in the corona problem is considerably
challenging. For the To¨plitz corona problem we do obtain the optimal constant.
However, we make stronger assumptions.
The objective of this paper is to show that a similar To¨plitz corona theorem
holds for the case where A is weak∗-closed subalgebra of H∞. Our result makes
use of a modification of the Arveson distance formula [6, Theorem 1], a refinement
of this due to McCullough [12, Theorem 1]. These modifications allow us to then
demonstrate the first main result of this paper, a tangential interpolation theorem
for unital weak∗-closed algebras A.
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1.1. Notation. We denote by Lp the Lebesgue space on the unit circle with respect
to normalized arc-length measure. The corresponding Hardy space will be denoted
Hp.
Given a subset S of a Hilbert space H, we denote by [S] the smallest closed
subspace that contains S.
A function g ∈ H2 is called outer if the closure of H∞g is H2. In this paper we
adopt the following notation. Given a subalgebra A ⊆ H∞ and an outer function
g we let Kg be the reproducing kernel of the subspace [Ag], viewed as a subspace
of H2.
1.2. Statement of main results. This paper is concerned primarily with tan-
gential interpolation theorems and their application to To¨plitz corona problems.
We would like to give an overview of the main results. We begin by stating the
tangential interpolation problem and our main result, which is Theorem 1.1. In
Section 2 we will elaborate on the connections between the two problems.
LetA be a unital, weak∗-closed subalgebra ofH∞. Let (x1, . . . , xn) be a sequence
of points in the unit disk D, let (v1, . . . , vn) be a sequence of vectors in ℓ
2 and let
(w1, . . . , wn) be a sequence of scalars. We identify a function F : D → ℓ
2 with a
sequence of functions (fk)
∞
k=1 in the usual way. Let F : D→ ℓ
2 be such that fk ∈ A
for all k ≥ 1. The function F induces an operator MF : H
2 → H2 ⊗ ℓ2 given by
MF (h) = Fh. Hence, MF can be identified with the column operator (Tf1 , . . .)
t.
Similarly, there is a map from H2 ⊗ ℓ2 → H2 given by MF (hk) =
∑∞
k=1 fkhk. In
this case, the operatorMF is identified with the row operator (Tf1 , . . .). We denote
by C(A) the set of F such that fk ∈ A, for k ≥ 1, viewed as column operators.
When viewed as row operators we use the notation R(A). In both instances the
norm of MF , as an operator, coincides with supz∈D ‖F (z)‖ℓ2 .
We are concerned with the following extremal problem
inf
{
sup
z∈D
‖F (z)‖ℓ2 : 〈vj , F (xj)〉 = wj for j = 1, . . . , n
}
.
We say that a function F such that 〈vj , F (xj)〉 = wj for j = 1, . . . , n is a solution
to the tangential interpolation problem.
Our main result is a characterization, in terms of matrix positivity conditions,
for the existence of a solution F ∈ C(A) such that supz∈D ‖F (z)‖ℓ2 ≤ α, where α
is a prescribed constant.
Theorem 1.1. Let A be a unital weak∗-closed subalgebra of H∞. Let (x1, . . . , xn)
be a sequence of points from the unit disk D, let (v1, . . . , vn) be a sequence of ℓ
2
vectors, and let (w1, . . . , wn) be a sequence of scalars. Let Qg denote the matrix
(1) Qg =
[
(α2 〈vj , vi〉 − wiwj)Kg(xi, xj)
]
.
Then there exists a function F : D → ℓ2 such that supz∈D ‖F (z)‖ℓ2 ≤ α and
〈vj , F (xj)〉 = wj if and only if Qg ≥ 0 for all outer functions g such that ‖g‖2 = 1.
A more careful examination of the proof of Theorem 1.1, which will be given in
Section 4, shows that we need only consider a subset of the set of all outer functions.
Before we state this corollary we introduce some notation. Given A we let
L∞(A) denote the smallest weak∗-closed subalgebra of L∞ that contains A + A.
The algebra L∞(A) is the algebra of essentially-bounded measurable functions for
some sub-sigma-algebra of the Lebesgue measurable sets on the circle. Therefore,
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there exists a sigma-algebraM consisting of Lebesgue measurable subsets of T such
that L∞(A) = L∞(T,M, dm), where m is Lebesgue measure. We let Lp(A) denote
the corresponding Lp space.
If g is an outer function, then we denote Hg = [Ag]. Recall that the kernel
function for this space isKg. When g = 1 we denoteHg byH and the corresponding
kernel is denoted K.
Corollary 1.2. Retaining the notation of Theorem 1.1.
(1) There exists a function F ∈ C(A) such that supz∈D ‖F (z)‖ℓ2 ≤ α and
〈vj , F (xj)〉 = wj for j = 1, . . . , n if and only if Qg ≥ 0 for all outer
functions g such that |g| ∈ L2(A) and ‖g‖2 = 1.
(2) For F ∈ R(A) let MF,g ∈ B(Hg ⊗ ℓ
2,Hg) be given by h → Fh. If there is
a constant δ > 0 such that MF,gM
∗
F,g ≥ δ
2I for all outer functions g such
that |g| ∈ L2(A) and ‖g‖2 = 1, then there exists a function G in C(A) such
that FG = 1 and supz∈D ‖G(z)‖ ≤ δ
−1.
The difficulty with Theorem 1.1 is that the positivity condition is over a whole
family of outer functions or kernels. In some applications we would rather have the
condition over just a single kernel. We turn to establishing a tangential interpolation
theorem where we replace the family of conditions Qg ≥ 0 for all outer functions
g such that |g| ∈ L2(A) by a single positivity condition. However, we can not
guarantee a solution of optimal norm. This leads to the second main result of the
paper.
Theorem 1.3. Let A be a unital weak∗-closed subalgebra of H∞, and let Hg be
the subspace generated by Ag, where g is an outer function. Suppose that for each
outer function g such that |g| ∈ L2(A) there exists a similarity Sg : H → Hg. Also
assume that there is a constant c, that is independent of g, such that ‖Sg‖ ‖S
−1
g ‖ ≤ c
for all such outer functions g.
(1) If [(α2 〈vj , vi〉 −wiwj)K(xi, xj)] ≥ 0, then there exists F ∈ C(A) such that
supz∈D ‖F (z)‖ℓ2 ≤ αc and 〈vj , F (xj)〉 = wj for j = 1, . . . , n.
(2) If MFM
∗
F ≥ δ
2 on B(H), then there exists G ∈ C(A) such that FG = 1,
and ‖G‖C(A) ≤ cδ
−1.
The outline of the paper is as follows. In Section 2 we give background to the
tangential interpolation problem, including standard background for reproducing
kernel spaces. In Section 3 we provide an extension of Arveson’s Distance formula
needed in our context. Section 4 puts the computations and ideas from the first two
sections together to prove Theorem 1.1. Finally, in Section 5 we prove Theorem
1.3, which essentially follows from Theorem 1.1, and then collect applications of
Theorem 1.3 to the case of bounded analytic functions on Riemann surfaces. This
application generalizes a result of Ball [7].
The corona problem and its variant the To¨plitz corona problem have been studied
extensively in the past. The paper of Agler-McCarthy [3, Section 7] provides an
excellent overview of the connection between matrix positivity conditions, families
of kernels and corona problems. The connections between interpolation theory and
Toe¨plitz corona problem for the bidisk and the Schur-Agler class are described in
Agler-McCarthy [2] and Ball-Trent [8].
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2. The tangential interpolation problem
In order to state our results and describe our setting we will need the terminology
of reproducing kernel Hilbert spaces. We begin with a brief description. The reader
should consult the text of Agler and McCarthy [1], or the paper of Aronszajn [5].
2.1. Reproducing kernel Hilbert spaces. Let X be a set and let C be a Hilbert
space. We denote by F(X, C) the set of functions from X to C. A subset H ⊆
F(X, C) is called a C-valued reproducing kernel Hilbert space (RKHS) if H is a
Hilbert space and for each x ∈ X , the evaluation map Ex : H → C defined by
f 7→ f(x) is a bounded linear map on H. The kernel function of H is the map
K : X ×X → B(C) defined by K(x, y) = ExE
∗
y ∈ B(C). It is straightforward that
the kernel function of H is a positive semidefinite function on X ×X and that the
span of {Exξ : x ∈ X, ξ ∈ C} is dense in H.
Conversely, every B(C)-valued positive semidefinite function K on X ×X gives
rise to a C-valued RKHS H(K) in a canonical way and this correspondence is one-
to-one [1].
We denote the Hilbert space associated to K by H(K). We suppress the kernel
function, when the context is clear.
For i = 1, 2, let Ki be a Ci-valued kernel function on X and let Hi = H(Ki).
Given a function F : X → F(C1, C2) and a function g : X → C1, let Fg denote the
pointwise product of F and g. We say that F : X → F(C1, C2) is a multiplier from
H1 to H2 if and only if Fg ∈ H2 for all g ∈ H1. We denote the set of multipliers
from H1 to H2 by mult(H1,H2). Since the space Hi is completely determined by
its kernel function Ki we also use the notation mult(K1,K2) to denote the space
of multipliers.
The closed graph theorem shows that the operator MF : H1 → H2 defined by
MF (g) = Fg is bounded. The multiplier norm of a function F ∈ mult(K1,K2) is
defined as ‖F‖mult(K1,K2) := ‖MF ‖B(H1,H2).
If Ei,x denotes the evaluation map on Hi, and F ∈ mult(K1,K2), then
E2,xMF = F (x)E1,x for all x ∈ X.
If H is a scalar-valued RKHS, then the evaluation map Ex is a linear functional
and the unique element kx ∈ H such that f(x) = Ex(f) = 〈f, kx〉 for all f ∈ H
is called the kernel function at the point x for H. In this case K(x, y) = ExE
∗
y =
〈ky, kx〉.
Given two scalar-valued RKHSs Hi, for i = 1, 2, with kernel functions Ki, and
f ∈ mult(H1,H2), we have M
∗
f k2,x = f(x)k1,x, where ki,x denotes the kernel
function for Hi at the point x.
Given a scalar-valued RKHS H(K) we give the Hilbert space tensor product
H⊗ C the structure of a C-valued RKHS by defining Ex(f ⊗ ξ) = f(x)ξ. A short
calculation reveals that the kernel function for H⊗ C is K(x, y)IC , where IC is the
identity map on C, and that E∗xξ = kx ⊗ ξ.
If F ∈ mult(H,H ⊗ C), then, for each x ∈ X , F (x) ∈ B(C, C). We identify
B(C, C) with C via the correspondence T 7→ T (1). We have,
〈M∗F (kx ⊗ ξ), h〉 = 〈kx ⊗ ξ, Fh〉 = 〈kx, h〉F (x)
∗ξ = 〈〈ξ, F (x)〉 kx, h〉 .
Therefore,
(2) M∗F (kx ⊗ ξ) = (F (x)
∗ξ)kx = 〈ξ, F (x)〉 kx.
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Given F ∈ mult(H⊗C,H) we have F (x) ∈ B(C,C) and so F (x)∗ ∈ B(C, C) = C,
under our identification. In this case we have,
〈h⊗ ξ,M∗Fkx〉 = 〈F (h⊗ ξ), kx〉
= h(x)F (x)ξ = 〈h, kx〉 〈ξ, F (x)
∗〉
= 〈h⊗ ξ, kx ⊗ F (x)
∗〉 .
Hence,
(3) M∗Fkx = kx ⊗ F (x)
∗.
In this paper we will be interested primarily in two special cases: the case where
C1 = C2 = C, and the case where either C1 or C2 is ℓ
2 := ℓ2(N) and the other is C.
We can view an operator T ∈ B(H,H⊗ ℓ2) as a column operator matrix of the
form T =


T1
T2
...

. If A ⊆ B(H), then we denote by C(A) the set of column operators
[Ti] such that Ti ∈ A for all i. There is a similar identification of B(H ⊗ ℓ
2,H)
with the set of row operator matrices, and we denote the set of row operators with
entries from A by R(A). It is easily checked that mult(H,H ⊗ ℓ2) = C(mult(H))
and that mult(H⊗ ℓ2,H) = R(mult(H)).
2.2. Tangential interpolation. We now describe the tangential interpolation prob-
lem. Let X be a set and let K be a kernel on X . We will assume that K(x, x) 6= 0,
for all x ∈ X .
Given a finite sequence of points (x1, . . . , xn) ∈ X
n, a sequence of vectors
(v1, . . . , vn) ∈ C
n, and a sequence of scalars (w1, . . . , wn). We say that a func-
tion F ∈ mult(H,H ⊗ C) is a solution to the associated tangential interpolation
problem if and only if F (xj)
∗vj = wj for j = 1, . . . , n.
Given a constant α we are interested in finding necessary and sufficient conditions
for the existence of a solution of norm at most α, that is, a multiplier F such that
‖F‖mult(H,H⊗C) ≤ α and
F (xj)
∗vj = wj for j = 1, . . . , n.
As is the case with many complex interpolation problems of this type, there is a
necessary matrix positivity condition, which we now derive. Let F be a solution to
the above problem and let α ≥ ‖F‖mult(H,H⊗C). For x, y ∈ X and ξ, ζ ∈ C we have,
〈MFM
∗
F (ky ⊗ ζ), kx ⊗ ξ〉 = 〈M
∗
F (ky ⊗ ζ),M
∗
F (kx ⊗ ξ)〉(4)
= 〈(F (y)∗ζ)ky , (F (x)
∗ξ)kx〉
= (F (y)∗ζ)(F (x)∗ξ)K(x, y)
Consider the restriction of M∗F to the subspace K, that is the span of the vectors
{kx1⊗v1, . . . , kxn⊗vn}. An element of K is of the form k =
∑n
j=1 cjkxj ⊗vj . Since
M∗F has norm at most α we see that
〈
(α2I −MFM
∗
F )k, k
〉
≥ 0. Substituting for k,
using (4) and the fact that F (xj)
∗vj = wj , shows us that ‖M
∗
F |K‖ ≤ α if and only
if
(5) [(α2 〈vj , vi〉 − wiwj)K(xi, xj)] ≥ 0.
If C = C, and vi = 1 ∈ C, then the above positivity condition is a necessary
condition for the existence of a function f ∈ mult(K) such that ‖f‖mult(K) ≤ α
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and f(xj) = wj for j = 1, . . . , n. If K(z, w) = (1 − zw)
−1 is the Szego¨ kernel for
the unit disk D, then the associated multiplier algebra is H∞(D) and the multiplier
norm is the supremum norm. This is the setting of the classical Nevanlinna-Pick
theorem. In this case, it is a well-known fact that the necessary matrix positivity
condition is also sufficient.
In general, a single matrix positivity condition is not sufficient to guarantee that
there exist solutions of norm at most a given constant α. However, in certain situa-
tions we may be able to replace a single kernel function by a set of kernel functions
{Kλ : λ ∈ Λ} such that mult(Kλ) = mult(H). In addition, this collection of kernel
functions has the property that the condition Qλ = [(α
2 − wiwj)Kλ(xixj)] ≥ 0
for all λ ∈ Λ is equivalent to the existence of a multiplier f ∈ mult(H) such that
‖f‖mult(H) ≤ α and f(xj) = wj . This is, in fact, the situation when we replace the
algebra H∞(D) by a weak∗-closed subalgebra A of H∞(D) [13].
To make this formal, we introduce the following definition.
Definition 2.1. Let H be a scalar-valued RKHS on a set X . A set of kernels
{Kλ : λ ∈ Λ} on X such that mult(Kλ) ⊇ mult(H) has the tangential interpolation
property for mult(H) if and only if for every finite sequence of points (x1, . . . , xn)
from X , vectors (v1, . . . , vn) from C, and scalars (w1, . . . , wn) the condition
(6) Qλ := [(α
2 〈vj , vi〉 − wiwj)Kλ(xi, xj)]
n
i,j=1 ≥ 0 for all λ ∈ Λ
implies the existence of a multiplier F ∈ mult(H,H⊗ C) such that
‖F‖mult(H,H⊗C) ≤ α
and F (xj)
∗vj = wj for j = 1, . . . , n.
2.3. Reformulation as a distance problem. Suppose that we are given the data
of tangential interpolation problem, that is, a sequence of vectors (v1, . . . , vn) in
ℓ2, a sequence of points (x1, . . . , xn) in X and a sequence of scalars (w1, . . . , wn).
Let us assume that there are solutions to this problem, that is, multipliers F ∈
mult(H,H⊗ C) such that F (xj)
∗vj = wj for j = 1, . . . , n. Let J denote the set of
functions G in mult(H,H⊗ C) such that G(xj)
∗vj = 0 for j = 1, . . . , n. Given two
solutions F1, F2 to the tangential interpolation problem we see that the difference
F1 − F2 ∈ J . Conversely, every solution must lie in F + J . Hence, the set of
solutions to the interpolation problem is precisely F +J , where F is one particular
solution.
We will show in Section 4 that under the assumption K(x, x) 6= 0 for all x ∈ X ,
the multiplier algebra mult(K) is a unital, weak∗-closed subalgebra of B(H(K)).
We will also establish the fact that the evaluation map on mult(K), given by f 7→
f(x), is weak∗-continuous.
Since the algebras we are interested in are weak∗-closed the least norm of any
solution to the interpolation problem is given by inf{‖F +G‖mult(H,H⊗C) : G ∈ J }.
This is the distance from F to J , that is, d(F,J ). The problem of determining
necessary and sufficient conditions for the existence of a solution of norm at most
α is reduced to the problem of computing a formula for the distance d(F,J ). With
this in mind we present a refinement of a distance formula in [6, 12] in the next
section.
We will show how to deduce a To¨plitz corona theorem from a tangential inter-
polation theorem in Section 4.
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3. A Distance Formula
In this section we recall some basic facts about the distance of an operator
A ∈ B(H1,H2) from a weak
∗-closed subspace. In the next section we will use this
formula to compute the distance of a solution to the subspace J and thus obtain
a tangential interpolation theorem. This a simple application of standard duality
techniques.
We begin by recalling some basic facts related to the dual Banach space structure
of B(H). Let H be a separable Hilbert space. Given an operator T ∈ B(H), the
trace of T is defined by
trace(T ) =
∞∑
j=1
〈Tej, ej〉
where {ej : j ∈ N} is an orthonormal basis. The sum in the definition of the trace
does not depend on the choice of orthonormal basis. An operator is called a trace
class operator if and only if trace(T ) is finite. The set of trace class operators is an
ideal in B(H) and is a Banach space in the trace class norm ‖T ‖1 = trace(|T |). We
let TC(H) denote the space of trace class operators on H. It is well known that
the dual of TC(H) can be identified naturally with B(H) and that the dual pairing
is given by
〈T,A〉 = trace(TA), where A ∈ B(H), T ∈ TC(H).
This pairing also identifies TC(H) with the set of weak∗-continuous linear function-
als on B(H). An operator H ∈ B(H) is called a Hilbert-Schmidt operator if and
only if HH∗ ∈ TC(H), that is,
∑∞
j=1 〈Hej, Hej〉 is finite. The set of all Hilbert-
Schmidt operators will be denotedHS(H). This space is a Hilbert space when given
the inner product 〈H,K〉 = trace(HK∗). Given a trace class operator T there exist
Hilbert-Schmidt operators H,K such that T = HK∗ and ‖T ‖
1/2
1 = ‖H‖2 = ‖K‖2.
Let A ∈ B(H), let T = HK∗ ∈ TC(H), let hj = Hej and let kj = Kej. If h = ⊕hj
and k = ⊕kj ∈ H⊗ ℓ
2, then,
trace(AT ) = trace(AHK∗) = trace(K∗AH)
=
∞∑
j=1
〈AHej,Kej〉 =
∞∑
j=1
〈Ahj , kj〉 = 〈(A⊗ I)h, k〉 .
We also have
‖h‖
2
=
∞∑
j=1
‖hj‖
2
=
∞∑
j=1
〈Hej, Hej〉 = trace(H
∗H) = ‖H‖
2
2 .
Hence, ‖h‖ = ‖H‖2 and ‖k‖ = ‖K‖2.
Given an operator A ∈ B(H) and a weak∗-closed subspace S ⊆ B(H), the
distance from A to S is given by
d(A,S) = inf{‖A+ S‖ : S ∈ S} = sup{|trace(AT )| : T ∈ S⊥, ‖T ‖1 = 1}
where S⊥ denotes the preannihilator of S. If we write T = HK
∗ where H,K ∈
HS(H) and ‖T ‖
1/2
1 = ‖H‖2 = ‖K‖2, hj = Hej , and kj = Kej as before, then
‖h‖ = ‖k‖ = 1. Since T = HK∗ ∈ S⊥ we have
0 = trace(SHK∗) =
∞∑
j=1
〈Shj , kj〉 = 〈(S ⊗ I)h, k〉 ,
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for all S ∈ S. Hence, k ⊥ (S ⊗ I)h. Rewriting the distance formula we get,
(7) d(A,S) = sup{|〈(A⊗ I)h, k〉| : ‖h‖ = ‖k‖ = 1, k ⊥ (S ⊗ I)h}.
It will also prove useful to have such a formula when S ⊆ B(H1,H2). Let H = H1⊕
H2. We can identify B(H1,H2) with a subspace of B(H) in the usual way, that is,
A(h1⊕h2) = 0⊕Ah1. Keeping the notation from (7) we can write h ∈ (H1⊕H2)⊗ℓ
2
as h = h1 ⊕ h2, where hi ∈ Hi ⊗ ℓ
2 for i = 1, 2. We have,
〈(A⊗ I)h, k〉 = 〈0⊕ (A⊗ I)h1, k1 ⊕ k2〉 = 〈(A⊗ I)h1, k2〉 .
Since k ⊥ (S ⊗ I)h we see that k2 ⊥ (S ⊗ I)h1. Hence,
d(A,S) = sup{|〈(A⊗ I)h1, k2〉| : ‖h1‖ = 1, ‖k2‖ = 1, k2 ⊥ (S ⊗ I)h1}.
These computations prove the following distance formula:
Theorem 3.1. Let S be a weak∗-closed subspace of B(H1,H2) and let A ∈ B(H1,H2).
The distance of A from S is given by
(8) d(A,S) = sup{|〈(A⊗ I)h1, h2〉| : hi ∈ Hi ⊗ ℓ
2, ‖hi‖ = 1, h2 ⊥ (S ⊗ I)h1}.
4. A Tangential interpolation theorem for subalgebras of H∞
4.1. To¨plitz corona problem. We had made the claim at the end of Section 2
that the multiplier algebra was weak∗-closed and that point evaluations are weak∗-
continuous. We now prove that claim.
Lemma 4.1. Let K be a kernel on a set X such that K(x, x) 6= 0 for all x ∈ X.
Then the algebra mult(H) is weak∗-closed when viewed as a subalgebra of B(H(K)).
In addition, the evaluation map on mult(K) given by f 7→ f(x) is weak∗-continous.
Proof. Let Mft be a net that converges to an operator T ∈ B(H) in the weak
∗-
topology. We have, 〈Mfth, k〉 → 〈Th, k〉 for any pair of vectors h, k ∈ H. Let
k = kx and h = ky. We have,
〈Tky, kx〉 = lim
t
〈Mftky, kx〉 = lim
t
〈
ky,M
∗
ftkx
〉
= lim
t
ft(x) 〈ky, kx〉 .
If we choose x = y, and use the fact that K(x, x) 6= 0, then limt ft(x) =
〈Tkx,kx〉
K(x,x) .
Hence, limt ft(x) exists. Let us denote the limit by f(x). We have 〈h, T
∗kx〉 =
f(x) 〈h, kx〉 for all h ∈ H and x ∈ X , and so T
∗kx = f(x)kx. It follows that f is a
multiplier of H and that T = Mf .
The above argument also shows that if Mft → Mf in the weak
∗-topology, then
ft(x)→ f(x). 
We now show how the hypothesis of the To¨plitz corona problem leads to a
tangential interpolation problem.
Suppose that F ∈ mult(H ⊗ C,H) and that MFM
∗
F ≥ δ
2I. We have, M∗Fkx =
kx ⊗ F (x)
∗, where we have identified B(C,C) with C. Hence,
〈M∗Fky,M
∗
Fkx〉 = 〈ky ⊗ F (y)
∗, kx ⊗ F (x)
∗〉
= 〈F (y)∗, F (x)∗〉K(x, y)
Let Y ⊆ X and let KY be the span of {kx : x ∈ Y }. Since the space H is the closed
linear span of the set of kernel functions kx for x ∈ X , the operatorMFM
∗
F − δ
2I is
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positive if and only if (MFM
∗
F − δ
2I)|KY is positive for all finite sets Y ⊆ X . The
latter condition is equivalent to the positivity of the matrix
(9) [(〈F (y)∗, F (x)∗〉 − δ2)K(x, y)]x,y∈Y
for all finite sets Y ⊆ X .
Proposition 4.2. Let H be an RKHS on X and let {Kλ : λ ∈ Λ} be a set of
kernels with the tangential interpolation property for mult(H). Let Hλ = H(Kλ),
let F ∈ mult(H ⊗ C,H), and let MF,λ denote the operator of multiplication by
F between the spaces Hλ ⊗ C and Hλ. Suppose that for each λ ∈ Λ, we have
MF,λM
∗
F,λ ≥ δ
2Iλ. Then there exists a multiplier G ∈ mult(H,H ⊗ C) such that
‖G‖ ≤ δ−1 and FG = 1.
Proof. Since MF,λM
∗
F,λ ≥ δ
2Iλ, given a finite set Y = {x1, . . . , xn}, (9) shows that
the matrix [(〈F (xj)
∗, F (xi)
∗〉 − δ2)Kλ(xi, xj)] ≥ 0 for all λ ∈ Λ. This matrix is of
the form Qλ in (6) for the case where the vectors are vj = F (xj)
∗, and the scalars
wj = δ for j = 1, . . . , n. Since, Kλ has the tangential interpolation property, there
is a contractive multiplier GY ∈ mult(H,H ⊗ C) such that δ = GY (xj)
∗F (xj)
∗ =
(F (xj)GY (xj))
∗ for j = 1, . . . , n. Since δ > 0 we get, F (xj)GY (xj) = δ for j =
1, . . . , n.
The net GY is contained in the unit ball of the space mult(H,H ⊗ C), which
is weak∗-compact subset of B(H,H ⊗ C). If F denotes the collection of all finite
subsets of X , then then there is a subnet {Ft} ⊆ F such that of {GFt} converges
in the weak∗-topology to a contractive multiplier G. Since point evaluations are
weak∗-continuous on mult(H,H ⊗ C) we see, for a fixed x ∈ X , that F (x)G(x) =
limFt F (x)GFt(x) = δ. Therefore FG = δ. It follows that F (δ
−1G) = 1 and∥∥δ−1G∥∥
mult(H,H⊗C)
≤ δ−1. 
We have established that if {Kλ : λ ∈ Λ} is a set of kernels that have the
tangential interpolation property, then the condition MF,λM
∗
F,λ ≥ δ
2Iλ implies the
existence of a multiplier G ∈ mult(H,H⊗ C) such that ‖G‖ ≤ δ−1 and FG = 1.
Our strategy for the proof of Theorem 1.1 is to exploit the distance formula and
the existence of at least one solution to the tangential interpolation problem.
4.2. The existence of solutions. Now let A be a unital weak∗-closed subalgebra
of the multiplier algebra of H(K). Let g ∈ H be a nonvanishing function. In
particular, recall that an outer function g does not vanish at any point in the disk.
We view mult(H) as a subalgebra of B(H). Let Hg be the closure of Ag in H,
let Kg be the kernel of Hg, let k
g
x be the kernel function at the point x, and let
Qg = [(〈vj , vi〉 − wiwj)Kg(xi, xj)]. We have assumed that α = 1. However, since
this amounts to a rescaling, there is no loss of generality in doing so. Since g does
not vanish at any point x ∈ X , the kernel Kg(x, x) 6= 0 for any x. Therefore, the
results of the previous section do apply.
We will establish the fact the positivity of the matrix Qg implies the existence
of a multiplier F ∈ C(A) such that F (xj)
∗vj = wj . We will then establish the fact
that the closure of J g in Hg ⊗ ℓ
2 is the set of functions f ∈ Hg ⊗ ℓ
2 such that
〈f(xj), vj〉 = 0 for j = 1, . . . , n.
We say that the algebra A separates x and y if and only if there exists a function
f ∈ A such that f(x) 6= f(y). We say that the algebra A separates a set of points
Y if and only if A separates x and y for all x, y ∈ Y .
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Lemma 4.3. Every element of A is a multiplier of Hg.
Proof. Let h ∈ Hg and let fn be a sequence in A such that ‖fng − h‖H → 0. Let
f ∈ A. We have ‖(ffn)g − fh‖H ≤ ‖Mf‖ ‖fng − h‖H → 0. Hence, fh ∈ Hg. 
Lemma 4.4. The algebra A separates x and y if and only if kgx and k
g
y are linearly
independent.
Proof. Suppose that A does separate x, y and that f ∈ A with f(x) = 1 and
f(y) = 0. Note that f is a multiplier of Hg. Assume that αk
g
x + βk
g
y = 0. We have
0 = M∗f (αk
g
x + βk
g
y) = αf(x)k
g
x + βf(y)k
g
y = αk
g
x.
Since g is a nonvanishing function in Hg we know that k
g
x 6= 0 and so α = 0. A
similar argument shows that β = 0.
Conversely, suppose that A does not separate x and y. Let z ∈ X and let fn be
a sequence in A such that fng → k
g
z . We have k
g
z(x) = limn→∞ fn(x)g(x). On the
other hand, fn(x) = fn(y) and so
kgz(y) = limn→∞
fn(y)g(y) = lim
n→∞
fn(x)g(y)
= lim
n→∞
fn(x)g(x)
g(y)
g(x)
= kgz (x)
g(y)
g(x)
.
Hence, g(x)Kg(y, z)− g(y)Kg(x, z) = 0 for all z ∈ X and so g(x)k
g
y − g(y)k
g
x = 0
with g(x), g(y) 6= 0. 
The relation x ∼ y if and only if f(x) = f(y) for all f ∈ A is an equivalence
relation on X . Let {x1, . . . , xn} be given. Let us reorder the points {x1, . . . , xn} in
such a way that there is a sequence n0 = 0 < n1 < · · · < np = n such that the sets
Xk = {xi : nk−1 < i ≤ nk} are the equivalence classes for the above equivalence
relation.
Lemma 4.5. If Qg ≥ 0, then there exists a multiplier F ∈ C(A) such that
F (xj)
∗vj = wj for j = 1, . . . , n. In addition, the subspace [J g] is precisely the
set of functions in Hg ⊗ ℓ
2 such that 〈f(xj), vj〉 = 0 for j = 1, . . . , n
Proof. By Lemma 4.4 there exist functions e1, . . . , ep such that ek|Xl(x) = δk,l for
k, l = 1, . . . , p.
To simplify notation let K = Kg, let Q = [(〈vj , vi〉−wiwj)K(xi, xj)]
n
i,j=1 = [qi,j ]
and let Qk = [qi,j ]nk−1<i,j≤nk . Let k be given and let t = nk−nk−1. We temporarily
set Y = Xk and relabel the points of the set Xk as y1, . . . , yt. We also relabel the
corresponding vectors as v1, . . . , vt and the scalars w1, . . . , wt. Let e = ek.
Since the algebra A fails to separate any two points of Y we see that there exists
a sequence of nonzero scalars λ1, . . . , λt such that kyi = λiky1 . The matrix Qk is
given by
Qk = [(〈vj , vi〉 − wiwj)K(y1, y1)λiλj ].
Since this is a square submatrix of Q we know that Qk ≥ 0. Since the λi are
nonzero and K(y1, y1) is nonzero we see that [〈vj , vi〉] ≥ [wiwj ]. Hence, the vector
(w1, . . . , wt)
t is in the range of the matrix P = [〈vj , vi〉]. Therefore, there are scalars
α1, . . . , αt such that
〈∑t
j=1 αjvj , vi
〉
= wi for i = 1, . . . , t. Let ξ =
∑t
j=1 αjvj ∈ ℓ
2.
We let ξi denote the ith component of ξ. Consider the function F = (ξ1e, ξ2e, . . .)
t,
which belongs to C(A), because ξ ∈ ℓ2. We have that F (x) = ξ if x ∈ Y and is 0
if x ∈ {x1, . . . , xn} \ Y .
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From the argument in the previous paragraph we see that for each k such that
1 ≤ k ≤ p we can find ξk such that 〈ξk, vi〉 = wi for nk−1 < i ≤ nk. In addition, we
can find Fk such that Fk(x) = ξk for x ∈ Xk and Fk(x) = 0 if x ∈ {x1, . . . , xn}\Xk.
Hence,
Fk(x)
∗vi =
{
wi if x ∈ Xk
0 if x ∈ {x1, . . . , xn} \Xk
.
Hence, the function F = F1 + · · · + Fp has the property that F (xi)
∗vi = wi for
i = 1, . . . , n.
Let J be the set of functions F ∈ C(A) such that F (xj)
∗vj = 0 for j = 1, . . . , n.
We claim that [J g] is the set of functions in Hg ⊗ ℓ
2 such that 〈f(xj), vj〉 = 0.
One inclusion is straightforward. If Fmg → h, then
〈vj , h(xj)〉 = lim
m→∞
〈vj , Fm(xj)g(xj)〉 = g(xj) lim
m→∞
Fm(xj)
∗vj = 0.
The reverse inclusion is a little more involved. Let f ∈ [J g]. There exists a
sequence Fm ∈ C(A) such that ‖Fmg − f‖ → 0. We need to modify Fm to a
sequence F˜m such that
∥∥∥F˜mg − f∥∥∥ → 0 and F˜m ∈ J . Once again let X1, . . . , Xp
be the partition of the set {x1, . . . , xn} given by the equivalence relation of point
separation.
Given a function a ∈ A we define a ⊗ ξ to be the function in C(A) given by
(a ⊗ ξ)h = ah ⊗ ξ. Let ηk,m be the orthogonal projection of the vectors Fm(xnk)
onto the finite-dimensional subspace spanned by {vi : nk−1 < i ≤ nk}. Since,
‖Fmg − f‖ → 0, we have that 〈Fm(xi)g(xi)− f(xi), vi〉 = 〈Fm(xi), vi〉 → 0 for
i = 1, . . . , n. Hence, ‖ηk,m‖ → 0 as m→∞.
Let Gm =
∑p
k=1 ek ⊗ ηk,m, let 1 ≤ i ≤ n, and let l be such that nl−1 < i ≤ nl.
We have,
Gm(xi)
∗vi =
p∑
k=1
(ek ⊗ ηk,m)(xi)
∗vi =
p∑
k=1
ek(xi) 〈vi, ηk,m〉 .
Since ek|Xl(x) = δk,l, the terms in the above sum for k 6= l are zero. Hence, the sum
reduces to 〈vi, ηl,m〉. Recall that ηl,m is the projection of F (xnl) onto the span of
the vectors {vi : nl−1 < i ≤ nl}. Hence, 〈vi, ηl,m〉 = 〈vi, Fm(xnl)〉 = Fm(xnl)
∗vi.
However, functions in A are constant on the sets Xk, which means Fm(xnl) =
Fm(xi) and we get Gm(xi)
∗vi = Fm(xi)
∗vi for all i = 1, . . . , n. Hence, the function
F˜m = Fm −Gm ∈ J .
We have,
‖Gmg‖ =
∥∥∥∥∥
p∑
k=1
(ek ⊗ Fm(xnk))g
∥∥∥∥∥ ≤
p∑
k=1
‖ekg ⊗ ηk,m‖ =
p∑
k=1
‖ekg‖ ‖ηk,m‖ → 0
as m→∞.
Finally, note that f ∈ Hg⊗ ℓ
2 is orthogonal to kx⊗v if and only if 〈f(x), v〉 = 0.
Hence, (Hg⊗ℓ
2)⊖ [J g] is the span of the vectors {kxi⊗vi : i = 1, . . . , n} = Kg. 
The distance formula, equation (8), in Theorem 3.1 shows that we must be able
to classify the cyclic subspaces of the form (A ⊗ I)h, and to do so, we begin with
a simple lemma. We will use the natural identification between H ⊗ ℓ2 and the
ℓ2-direct sum of H, which we denote ⊕∞j=1H.
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Lemma 4.6. Let A ⊆ B(H) and let h ∈ H, then the cyclic subspace of H generated
by C(A) and h is equal to [Ah]⊗ ℓ2.
Proof. The space C(A)h is generated by elements of the form ah ⊗ ej for j ∈ N.
Hence, [Ah] ⊗ ℓ2 ⊆ [C(A)h]. On the other hand, an element of C(A)h is of the
form ⊕∞j=1ajh where
∑∞
j=1 ‖ajh‖
2 is finite and hence is in [Ah]⊗ ℓ2. 
4.3. Proof of Theorem 1.1. We will now prove our main theorem, Theorem 1.1,
which is a tangential interpolation result for weak∗-closed subalgebras of H∞. Let
A ⊆ H∞ be a unital weak∗-closed subalgebra of H∞.
So far, we have assumed no additional structure on the algebras. A function
g ∈ H2 is called outer if and only if H∞g is dense in H2. When A is subalgebra of
H∞ the space (C(A)⊗ I)h, which is contained in (H2 ⊗ ℓ2)⊗ ℓ2, can be identified
with a subspace of H2 ⊗ ℓ2 of the form C(A)g for some outer function g.
Lemma 4.7. Let {hi}
∞
i=1 be a sequence in H
2 such that
∑∞
i=1 ‖hi‖
2
is finite. Then
the function p(t) =
∑∞
i=1 |hi(t)|
2
∈ L1(T) and there exists an outer function g ∈ H2
such that p = |g|
2
a.e. T.
Proof. The fact that p ∈ L1(T) is a straightforward argument.
It is well-known that a non-negative function p ∈ L1(T) is of the form p = |g|
2
for some outer function if and only if the function log p is summable. Let pm =∑m
i=1 |hi|
2. If u1 denotes the outer part of h1, then p1 = |h1|
2 = |u1|
2. Hence
log p1 ∈ L
1. Since log p < p it follows, since p ∈ L1, that (log p)+ ∈ L1. On
the other hand we have log p ≥ log p1 and so (log p)
− ≤ (log p1)
−. It follows that
(log p)− ∈ L1. 
Lemma 4.8. Let ⊕∞i=1hi ∈ H
2⊗ ℓ2 and let g be as in Lemma 4.7. If A is a unital
subalgebra of H∞, and h =
∑∞
j=1 hj⊗ej, then the map U : [(C(A)⊗I)h]→ [C(A)g]
defined by U [((MF ⊗ I)h)] = [MF g] is a unitary operator.
Proof. The map is clearly linear and surjective. We now show that U is isometric,
which also proves that U is well-defined.
We have,
‖MF g‖
2
=
∫
‖Fg‖
2
=
∫ ∞∑
i=1
|fig|
2
=
∫ ∞∑
i=1
|fi|
2
(
∞∑
j=1
|hj |
2
) =
∞∑
j=1
∞∑
i=1
∫
|fihj|
2
=
∞∑
j=1
‖MFhj‖
2 = ‖(MF ⊗ I)h‖
2
.

We are now in a position to prove our main result, which is a tangential inter-
polation theorem for subalgebras of H∞. Given an outer function we will denote
by Hg the closed subspace H
2 generated by elements of the form fg, where f ∈ A.
We will denote by Kg the kernel function for this subspace. When g is the constant
function g ≡ 1 we will suppress the subscript g.
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Proof of Theorem 1.1. We have seen that the existence of a solution F of norm at
most α implies Qg ≥ 0 for all g. Hence, it is the converse that concerns us.
Let us assume that there is at least one solution, say F0, which exists by
Lemma 4.5. We view A as a subalgebra of B(H). We define J to be the set
of functions in C(A) such that F (xj)
∗vj = 0 for j = 1, . . . , n.
Applying the distance formula (8), we get
d(F0,J ) = sup{|〈(MF0 ⊗ I)h, k〉|},
where h ∈ H⊗ℓ2, k ∈ (H⊗ℓ2)⊗ℓ2, ‖h‖ = ‖k‖ = 1 and k ⊥ (J ⊗I)h. By projecting
onto the subspace [(C(A)⊗I)h] we can assume that k ∈ [(C(A)⊗I)h]⊖ [(J ⊗I)h].
Let U be the unitary map from Lemma 4.8 and let g be the outer function such
that |g|
2
=
∑∞
i=1 |hi|
2
. We have,
〈MF0h, k〉 = 〈UMF0h, Uk〉 = 〈MF0g, Uk〉 = 〈MF0g, k
′〉 ,
where k′ = Uk. This gives
d(F0,J ) = sup{|〈MF0g, Uk〉|} = sup{|〈MF0g, k
′〉|},
where the supremum is over all outer functions g ∈ H2 such that ‖g‖ = 1, |g|
2
=∑∞
j=1 |hi|
2
, ‖k′‖ ≤ 1, and k′ ∈ [C(A)g]⊖ [J g].
Lemma 4.5 shows that [J g] is the set of functions in f ∈ Hg ⊗ ℓ
2 such that
〈f(xj), vj〉 = 0 for j = 1, . . . , n. Since 〈f, kx ⊗ ξ〉 = 〈f(x), ξ〉, we see that Kg :=
[C(A)g]⊖ [J g] is the span of the vectors {kgxi ⊗ vi : i = 1, . . . , n}, where k
g
x is the
kernel function for Hg at the point x.
Therefore,
d(F0,J ) ≤ sup
∣∣〈g,M∗F0k′〉∣∣ ≤ sup ∥∥M∗F0 |Kg∥∥
where the supremum is taken over all outer functions g as above. If F ∈ J ,
then M∗F (k
g
xi ⊗ vi) = F (xi)
∗vik
g
xi = 0, and so M
∗
F |Kg = 0. Hence, ‖F0 + F‖ ≥∥∥M∗F0+F |Kg∥∥ = ∥∥M∗F0 |Kg∥∥ from which it follows that d(F0,J ) = supg ∥∥M∗F0 |Kg∥∥.
The calculation leading to (5) shows that
∥∥M∗F0 |Kg∥∥ ≤ α if and only if the matrix
Qg ≥ 0. Hence, the positivity of all the matrices Qg implies that d(F0,J ) ≤ α.
This in turn guarantees the existence of a solution to the tangential problem of
norm at most α. 
The proof of Corollary 1.2 is a consequence of the following observation.
If h ∈ H, then there exists a sequence fn ∈ A such that ‖fn − h‖2 → 0. Hence,∥∥∥|fn|2 − |h|2∥∥∥
1
≤ ‖fn − h‖2 ‖fn + h‖2 → 0 as n → ∞. Therefore |h|
2 ∈ L1(A). If
(hn) ∈ H ⊗ ℓ
2 is a square summable sequence, then
∑∞
n=1 |hn|
2
∈ L1(A). Hence,
the absolute value of the outer function g such that |g|2 =
∑∞
n=1 |hn|
2 is an element
of L2(A).
We have now established a tangential interpolation theorem for weak∗-closed
subalgebras of H∞. Proposition 4.2 shows that the tangential interpolation result
implies a To¨plitz corona theorem. This result can be viewed as analogous to the
results obtained in Trent-Wick [16] and Douglas-Sarkar [10]. However, the method
of proof is different.
4.4. Examples. A better feeling for the result in Theorem 1.1 can be obtained by
examining some special cases. We single out two classes of examples of subalgebras
of H∞.
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(1) Let B be an inner function and consider the algebra H∞B = C + BH
∞.
Note that B ∈ H∞B and so B ∈ L
∞(H∞B ). Therefore, H
∞ = BBH∞ is
contained in L∞(H∞B ) and we see that L
∞(H∞B ) = L
∞.
We can also give a more explicit description of the subspaces Hg in this
case. Let g be an outer function and let v = PH2⊖BH2g. We claim that
Hg = [v]⊕BH
2. We have,
[(C+BH∞)g] = Cg +B[H∞g] = Cv ⊕BH2.
(2) Let R be finite open Riemann surface. It is well-known that the universal
covering space for R is the open unit disk D. Let p : D → R denote the
covering map and let Γ denote the set of deck transformations, that is,
automorphisms γ of the disk such that p ◦ γ = p.
The automorphisms in the group Γ act on the disk and induce an action
on the space H∞ by composition. The set of fixed points H∞Γ is naturally
identified with the space of bounded holomorphic functions on the Riemann
surface. The automorphisms also act by bounded linear maps on the space
Hp and Lp and we use a subscript Γ to denote the associated set of fixed
points.
In this case the algebra L∞(H∞Γ ) = L
∞
Γ .
The cyclic subspace Hg for an outer function |g| ∈ L
2
Γ can be described
in terms of character automorphic function. A character of Γ is a homomor-
phism from Γ into the circle group T and we denote the space of characters
by Γˆ. A function h ∈ H2 is called character automorphic if there exists
a character σ ∈ Γˆ such that h ◦ γ = σ(γ)h. The closure of H∞Γ in H
2 is
the space H2Γ. If g is an outer function such that |g| ∈ L
2(A), then there
exists a character σ ∈ Γˆ such that g ◦ γ = σ(γ)g. In addition, the space
Hg = H
2
σ := {f ∈ H
2 : f ◦γ = σ(γ)f}. A proof of these facts can be found
in [14].
Given a character σ we let Kσ denote the reproducing kernel of H2σ. We
get that the kernels of the character automorphic spaces H2σ, where σ ∈ Γˆ
have the tangential interpolation property for H∞Γ .
In Section 5 we will return to this example and show that we can replace
this family of matrix positivity conditions by a single condition, at the
expense of the optimal constant for the norm of a solution to the tangential
interpolation problem.
We point out that the tangential interpolation theorem gives us a new way to
derive the Nevanlinna-Pick type interpolation results in [13, 14] for the examples
above.
5. Applications of Theorem 1.3: Similar Cyclic Modules
Theorem 1.1 shows that the positivity ofMFM
∗
F ≥ δ
2 on a family of reproducing
kernel Hilbert spaces is enough to guarantee the existence of a function G such that
FG = 1 and ‖MG‖ ≤ δ
−1. This theorem is analogous to the results obtained in
the work of [4, 10, 16].
If we drop the requirement that the function G have optimal norm, then in some
cases we can replace the family of conditions by a single condition. Let Ix denote
the ideal of functions in A such that f(x) = 0. We have already seen that [Ixg] is
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a codimension one subspace of Hg and that the orthogonal complement of Ixg is
spanned by the kernel function kgx.
Now let us return to the setting where A is a unital weak∗-closed subalgebra
of H∞ and the function g is outer. We will establish a tangential interpolation
theorem where we replace the family of conditions Qg ≥ 0 for all outer functions
g such that |g| ∈ L2(A) by a single positivity condition. However, we can not
guarantee a solution of optimal norm. We will then apply our result to the case of
finite open Riemann surfaces.
Let g, h be two outer functions and let S : Hg → Hh be a bounded invertible
operator that intertwines the action of A, that is, such that SMf = MfS for all
f ∈ A. By taking adjoints we see that M∗fS
∗ = S∗M∗f for all f ∈ A. If x ∈ D, then
M∗f k
g
x = f(x)k
g
x and so we have M
∗
fS
∗khx = f(x)S
∗khx for all x ∈ D and f ∈ A. It
follows that the vector S∗khx is orthogonal to Ixg. Hence, S
∗khx = φ(x)k
g
x for all
x ∈ D, where φ is a complex-valued function on the disk. In fact, φ is a multiplier
from Hg → Hh and S =Mφ.
Let H1, H2, K1 and K2 be n-dimensional Hilbert spaces. If A ∈ B(H1,H2)
and x1, . . . , xn is a basis for the space H1, then ‖A‖ ≤ α if and only if the matrix
[α2 〈xj , xi〉 − 〈Axj , Axi〉] is positive semidefinite. Now let Si ∈ B(Hi,Ki) be a
bounded invertible transformation. If ‖A‖ ≤ α, then
∥∥S2AS−11 ∥∥ ≤ α ‖S2‖∥∥S−11 ∥∥.
Consider the special case where H1 = span{k
g
x1 ⊗ v1, . . . , k
g
xn ⊗ vn}, K1 =
span{khx1 ⊗ v1, . . . , k
h
xn ⊗ vn}, H2 = span{k
g
x1 , . . . , k
g
xn}, K2 = span{k
h
x1 , . . . , k
h
xn}.
Let A be the map A(kgxi ⊗ vi) = wik
g
xi , let S = Mφ be the similarity between Hg
and Hh described above, let S1 = S
∗ ⊗ I, and let S2 = S
∗.
Note that if F ∈ C(A), with F (xi)
∗vi = wi, then M
∗
F |H1 is precisely A.
If ‖S‖
∥∥S−1∥∥ = c, then a straightforward computation shows that [(α2 〈vj , vi〉 −
wiwj)Kg(xi, xj)] ≥ 0 if and only if ‖A‖ ≤ α. This implies
∥∥S∗A((S∗)−1 ⊗ I)∥∥ ≤ cα
which in turn implies that [(c2α2 〈vj , vi〉 − wiwj)Kh(xi, xj)] ≥ 0.
We are now in a position to prove Theorem 1.3.
Proof of Theorem 1.3. From the observations made above we see that the matrix
positivity condition implies that [(α2c2 〈vj , vi〉 − wiwj)K
g(xi, xj)] ≥ 0. The result
in (1) now follows from Theorem 1.1.
The proof of (2) follows, as before, from the tangential interpolation theorem
established in (1). 
We now provide an example of a class of subalgebras of H∞ to which the above
theorem applies. Recall that if R is a finite open Riemann surface, and Γ is the
associated group of deck transformations acting on the disk, then the fixed-point
algebra H∞Γ is naturally identified with H
∞(R).
In this case the outer function g has the property that there is a character σ such
that g ∈ H2σ, and Hg = H
2
σ. We will establish the existence of a similarity Sσ =
Mφσ between H
2
Γ and H
2
σ and show that there is a uniform bound on ‖Sσ‖ ‖S
−1
σ ‖.
This result generalizes a theorem of Ball [7] from the setting of multiply-connected
domains to Riemann surfaces.
Proposition 5.1. Let Γ be a the group of deck transformations associated to a
finite open Riemann surface. For each σ ∈ Γˆ, there exists a bounded invertible
function φσ such that φσH
2
Γ = H
2
σ. There is a constant β, independent of σ such
that β−1 ≤ |φσ| ≤ β.
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We will need two results of Forelli [11].
Theorem 5.2 (Forelli). Let Γ be the group of deck transformations associated to
a finite open Riemann surface R of genus m. Let γ1, . . . , γm denote the generators
of Γ. There exist m vectors v1, . . . , vm ∈ L
∞
Γ such that vi is non-negative, and vi
is orthogonal to H2Γ ⊕H
2
Γ,0. In addition, v1, . . . , vm are linearly independent.
If f is a real-valued function in L2, then its conjugate function f∗ is the unique
real-valued function in L2 such that f + if∗ ∈ H2 and
∫
f∗ = 0.
Theorem 5.3 (Forelli). Let f ∈ L2Γ and let f
∗ denote the function conjugate to f ,
then f∗ ◦ γi − f is constant, and the constant is given by
∫
fvi.
Now we present the proof of Proposition 5.1.
Proof of Proposition 5.1. Let γ1, . . . , γm be a minimal set of generators of the group
Γ. We let σk = σ(γk). Since σ is a character, there exists θ1, . . . , θm ∈ [0, 2π) such
that σk = e
iθk .
Let vk,l = 〈vl, vk〉 for k, l = 1, . . . ,m. Note that v
∗
l ◦ γk = v
∗
l +
∫
vkvl =
v∗l + 〈vk, vl〉. Since v1, . . . , vm are linearly independent the matrix V = [vk,l] is
invertible. Let c = (c1, . . . , cm)
t be the unique vector such that V c = (θ1, . . . , θm)
t.
Since the entries of V are real we see that V −1 has real entries. Hence, the vector
c ∈ Rm.
Let f =
∑m
k=1 ckvk. Note that f is a real-valued element of L
∞. Following the
construction in [11] we let φσ = exp(f + if
∗). Since f is real-valued we see that
|φσ| = exp(f) and so φσ is bounded. Now,
φσ ◦ γk = exp
(
f + if∗ + i
m∑
l=1
clvk,l
)
= exp
(
i
m∑
l=1
clvk,l
)
φσ = exp(iθk)φσ = σ(γk)φσ .
Hence, φσ ∈ H
∞
σ .
We have |
∑m
k=1 ckvk| ≤ maxk=1,...,m ‖vk‖∞ ‖c‖1. Since θ1, . . . , θm ∈ [0, 2π) there
exists a constant K, that does not depend on σ, such that ‖c‖1 ≤ K. Hence, there
is a constant K ′ such that e−K
′
≤ |φσ | ≤ e
K′ for all σ ∈ Γˆ. 
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