Abstract-This paper describes a method to obtain symbolic solution of large stochastic models using Gauss-Jordan elimination. Such solution is an efficient alternative to standard simulations and it allows fast and exact solution of very large and complex models that are hard to be dealt even with iterative numerical methods. The proposed method assumes the system described as a structured (modular) Markovian system with discrete states for each system module and transitions among those states ruled by Markovian processes. The mathematical representation of such system is made by a Kronecker (Tensor) formula, i.e., a tensor formulation of small matrices representing each system module transitions and occasional dependencies among modules. Preliminary results of the proposed solution indicate the expected efficiency of the proposed solution.
I. INTRODUCTION
The exact solution of large and complex stochastic models is quite desirable, but often impracticable. Structured formalisms cope quite efficiently with memory needs to store very large stochastic models, but the time needed to achieve stationary solution is frequently prohibitive [1] , [2] . The performance evaluation community usually tackle this limitation with approximations either based on numerical solutions [3] , or discrete event simulations [4] , [5] .
However, there is an elegant solution available, based on symbolic solution of the Markovian model [6] . In such approach a set of input parameters is kept as variables and the stationary solution is computed as a function of such variables. Therefore, once the model is symbolically solved, the computation of a numerical solution to a given set of numeric input parameters has an usually small time cost.
Unfortunately, such solution is frequently unfeasible for large and complex models because the number of distinct input parameters is too large to be handled and even the number of output values may be a burden [6] . For instance, a model with thousand states may have ten times the number of input parameters, and it has as many output variable results.
The proposal in this paper is to perform symbolic solution of Markovian stochastic models generated through a structured modeling formalism. Models like that are easily stored according to a generalized tensor algebra (Kronecker) formulation [7] , [8] . This kind of storage allows us to cope with the two mentioned problems of symbolic solution. Firstly, the number of variables is dramatically reduced since the model structure helps to consider a small number of distinct variables related to each system module. Secondly, the output parameters can be assembled in few module-wise integration functions, i.e., few formulas representing algebraical combination of rewards associated to system module states. This paper is organized as follows: Section II presents Stochastic Automata Networks -SAN, an example of structured formalism with its respective tensor representation [8] . Section III describes the traditional symbolic solution of linear systems through Gauss-Jordan elimination method [9] . Section IV presents this paper main contribution, a method to symbolic solve tensor-represented stochastic models and some practical examples over some SAN models from the literature. Finally, the conclusion summarizes this paper contribution and points out future works.
II. SAN FORMALISM AND TENSOR ALGEBRA REPRESENTATION
A SAN model can be seen as a composition of N interacting subsystems (modules), where each subsystem is described as an automaton. From a linear algebra point of view, each automaton is a possible angle to observe the system. The number of automata in a SAN model can be any. In fact, a SAN model with one single automaton is merely a Markov chain. A SAN model with more than one automata still can be represented as a Markov chain, but it can be seen as a multidimensional representation of the equivalent Markov chain.
For example, the SAN model in Fig. 1 describes a system as a composition of two subsystems (N = 2). The first one, called A (0) , has two local states: 0 and 1. The second one, A (1) , has three local states: 0, 1 and 2. This model is equivalent to a six states Markov chain, depicted in Fig. 2 . The reader interested in further information regarding equivalence between a SAN model and a Markov chain may find extensive material in the literature [8] . For the purposes of this paper it suffices to say that each Markov chain state corresponds to one possible combination of the cartesian product of automata's local states. In the equivalence between models in Figs. 1 and 2, the Markov chain state 01 corresponds to the combination of the local state 0 in A (0) and the local state 1 in A (1) .
The transitions among states happen due to the occurrence of events. An event is a single change in the whole system that may be noticed in any number of automata, i.e., the occurrence Event a is a local event, i.e., it changes the state of one single automaton at a time, and it has a numerical rate α. It changes the state of A (0) from state 1 to state 0, and it corresponds to three possible transitions in the equivalent Markov chain: from 10 to 00; from 11 to 01; and from 12 to 02. Event a also appears in A (1) changing it from state 2 to state 0. It also corresponds to two possible transitions: from 02 to 00; and from 12 to 10.
Event b is a synchronizing event, i.e., it may affect simultaneously more than one automaton, and it has a numerical rate β. It changes A (0) from state 0 to state 1, and, at the same time, it changes A (1) from state 0 to itself, or from state 2 to state 0, corresponding to two global transitions, one from 00 to 10; and one from 01 to 12.
Event c is also a local event, however, it has a functional rate, i.e., the average firing rate 1 is not a constant numerical value, but it may vary according to the state of other automata. In our example, event c corresponds to the transitions from state 0 to state 1 in A (1) , but the rate of such event will be γ if A (0) is in state 0, or equal to zero if A (0) is in state 1, i.e., event c will not happen when A (0) is in state 1. Consequently, the equivalent Markov chain will bear only one transition corresponding to event c: from 00 to 01.
Event d is also a synchronizing event, and it has rate δ. The particularity of event d is that it has only one possibility in the first automaton (from state 1 to 0), but it has two possible transitions in the second automaton, and those possible transitions start from the same local state (state 2). In this case, it is necessary to express the alternative probabilities of possible destinations with the occurrence of event d. The occurrence of d will lead A (0) from state 1 to state 0, and A (1) will move either from state 2 to state 0 with probability τ 1 , or from state 2 to state 1 with probability τ 2 . The effect of event d is represented by transitions from state 12 towards 00 with rate δτ 1 , and towards 01 with rate δτ 2 .
A. Tensor Representation of a SAN Model
The great advantage of SAN modeling is the representation of the equivalent Markov chain infinitesimal generator as a tensor formula. Assuming a lexicographic order of the states, the infinitesimal generator representation of the Markov chain of Fig. 2 is the following 6 × 6 matrix:
The tensor representation of the infinitesimal generator of a SAN model relies on the expression of a sum of tensor sums and products. The reader is invited to see formal and thorough material about tensor representation in the literature [8] . In the context of this paper it suffices to know that the tensor representation of the infinitesimal generator of a SAN model, with N automata and a set S of synchronizing events, is the sum of one tensor sum of matrices for the local events and a pair of tensor products to each synchronizing event.
Such formulation, called Markovian Descriptor, is formally defined as:
where:
l are the local matrices of automaton A (i) , i.e., the matrix with the rates of local events concerning A (i) ;
• Q (i) s + are the matrices representing the occurrence of event s in automaton A (i) ; and
e − are the matrices representing the diagonal adjusting of event e in automaton A (i) .
For the SAN model exemplified in Fig. 1 , the matrices are:
The evaluation of the Markovian Descriptor requires the computation of every tensor sum and tensor product from Eq. 1. It is important to notice that for almost all applications of Markovian Descriptors, it is not necessary to explicitly compute the elements of the tensor formula, saving significant amounts of memory to store the models. For our example, the full infinitesimal generator is the sum of all tensor terms, which gives the same infinitesimal generator as the one of the equivalent Markov chain presented previously.
III. GAUSS-JORDAN ELIMINATION
Gauss-Jordan elimination is a very efficient linear equations direct solver [9] . It is a matrix generalization of the basic substitution method consisting in transform the matrix representing the system into an upper triangular system, which can be easily solved by a backward substitution procedure.
A. Preparing the Matrix
Before the Gauss-Jordan elimination procedure it is necessary to transform the system πQ = 0, which is solvable, into a determined system where the sum of π elements is equal to 1. From a linear algebra point of view, by doing so we are adding the information that π is a probability vector. Numerically, it corresponds to replacing the last column by a sequence of 1, and to replace the last element of the null vector by 1. where Q (0) is the matrix Q where the last column was replaced by a column of elements equal to 1, i.e.:
B. Matrix Triangularization
The actual start of the Gauss-Jordan method to solve this new system πQ (0) = (0, 0, 0, 0, 0, 1) corresponds to a series of operations to transform Q (0) into an upper triangular matrix. The operations concerning the changing of each row and corresponding column will be centered on each diagonal element, called pivot. To each pivot, the row will be scaled in order to turn the diagonal element into 1, and each row below the pivot will be added to a scaled version of the pivot's row in order to transform the elements below the pivot into 0.
After dealing with each pivot, a successive version of the matrix is obtained. We denote the initial matrix as Q (0) , and after the operations concerning the first pivot a new matrix Q (1) is obtained, and so on for the other pivots, until the generation of the matrix Q (n−1) , being n the order of the original matrix Q.
The scaling of the pivot's row is done by dividing the row elements by the pivot, i.e., to the (k + 1) th pivot:
where ρ
is the (i + 1) th row of Q (k) , and q
(k)
i,j is the element of Q (k) in the (i + 1) th row and (j + 1) th column.
The addition of the scaled version of the (k + 1) th pivot row to the (i + 1) th row is done by the operation:
Algorithmically stating, triangularization phase is described in Algorithm 1. This algorithm has the matrix Q (0) as input and as output the matrix Q (n−1) , an upper triangular matrix.
Algorithm 1 -Triangularization for Gauss-Jordan Method
for
end for { next row } 6. end for { next pivot } Applying Algorithm 1 to our example, we transform matrix
as follows: where the last element is equal to:
2ααββ + 4ααβγ + 2ααγγ + 2αβββ + 5αββγ + αββδτ 1 + 3αβγγ +2αβγδτ 1 + αβγδτ 2 + αγγδτ 1 + αγγδτ 2 + βββδτ 1 + ββγδτ 1 
αββγ + αβγγ
Once the matrix is in this upper triangular format, it can be solved by a backward substitution, determining the probability of each state of the Markov chain. In the context of this paper we will not enter into the details of this second phase of the Gauss-Jordan Elimination, since it is not relevant to this paper.
IV. THE PROPOSED METHOD
The basic idea behind the proposed symbolic solution is to deal with the tensor structure of the infinitesimal generator by adding terms to perform Gauss-Jordan Elimination steps. In such way, it is important to our method the concept of functional elements to deal with particularities of the tensor structure and to keep the symbolic operations simple enough to be handled.
A. Preparing The Matrix
The first step in performing the Gauss-Jordan method is the substitution of the last column of the infinitesimal generator by a column vector of ones. To do that, we need to compute the symbolic value of each element of the last column, and compute the complement of one to these elements to create a tensor product to be added to the infinitesimal generator. 
As intended, this tensor term will be equivalent to: Hence, the infinitesimal generator will be added with Q lc tensor term, i.e.:
B. Matrix Triangularization
The next Gauss-Jordan operations must be performed to each row (lines 2 and 4 of Alg. 1) to eliminate the elements below the diagonal. The proposed method next steps will correspond to manipulate the matrices to perform the row scales, and to generate tensor terms representing row additions.
The row scaling operations correspond to include functional elements to scale each tensor product. This process begin with the scale factor, which is the current value of the diagonal element of the row to be scaled (pivot).
For example, the scaling of the first row of our example starts by computing the symbolic value of the first row pivot, which is −(γ + β). Then, it is necessary to replace the non zero elements of one matrix of every tensor product. In our example, the matrices to be changed, and their result will be:
Note that some descriptor matrices do not need to change, either because they have zero elements in the first row (Q 
The addition of a scaled row to the rows below the pivot (line 4 of Alg. 1) is a little more complex to implement, since it requires the addition of a tensor term to the Markovian Descriptor. The addition for each row below the pivot still starts by computing the value of the scale factor, which is the value of the row element below the pivot. It is also necessary to compute the value of each element in the pivot's row. Once those values are known, it suffices to create a tensor term with the correct values to be added to the target row.
Returning to our example, this operation is exemplified by adding a scaled version of the first row to the third one 2 . It starts by computing the value of the element below the pivot, which is α, as well as the current elements of the first row, which are:
It is necessary to obtain a tensor product equivalent to: 
0 →2 ⊗ Q
0 →2 , is equal to:
Hence, the Markovian Descriptor (Eq. 4) will be transformed into a new one by the scaling of each row from the top row down, and adding tensor terms to each necessary scaled row addition. In fact, the computation of scalings and additions will follow the Gauss-Jordan triangularization algorithm.
For a model with a product state space of size M , the result will be an upper triangular Markovian Descriptor expressed by:
Once this new descriptor is obtained, a tensor-based backward substitution procedure could be made. However, it is computationally simpler to store the triangularized descriptor and let the backward substitution procedure be numerically performed by replacing the parameters with numerical values.
C. Performance Considerations
It is out of the scope of this paper to perform a thorough analysis of the proposed method efficiency, since the goal of this paper is to lay the basis for a symbolic solution of a tensor represented models. However, this section intends to present indications that the computational demands stay reasonable.
The number of additional terms to be added to the Markovian Descriptor is very large. In fact, considering a model with M global states, it may be as high as M 2 /2 additional terms, but due to the usual sparseness of tensor products, a very large number of zero elements is found. Consequently, the number of additional tensor terms usually stays around 2M .
To exemplify the efficiency of our method, Tab. I shows the results for classic SAN models available in the literature [8] , [10] - [12] . In this table, it is indicated the number, name and source of each model, its product state space size (M ), the time to solve it performing the numerical solution through Split algorithm and power iterations [2] (num. sol.), the time to generate upper triangularized descriptor (triang.), and the time to perform the backward substitution for a given set of parameters (solve). The results were obtained from a C++ prototype running on a MacBook Pro with Intel i7 2. The results in Table 1 indicate that our method becomes more efficient than the traditional solution as the model grows. Models #1, #2 and #3 took about one hour more than the Split solution, while models #4 and #5 were faster with our solution.
However, even for models #1 to #3 our solution may be advantageous, since almost all the time spent to the complete solution corresponds to the triangularization. It is usual to develop a model to try different configurations with different numerical parameters. In such context, one may perform the triangularization just once and all different configurations would only demand an individual numerical solution.
For instance, if someone wants to try 5 different configurations of model #2, the traditional solution with Split algorithm would demand 6.4 × 5 = 32 hours. Our symbolic solution, would be much faster, since it would demand 7.4 hours plus 3.9 × 5 = 19.5 minutes, i.e., 7.7 hours in total.
V. CONCLUSION
This paper presents a method to perform the symbolic solution of Markovian structured models. Even thou GausJordan Elimination is well-known, its application to a tensor structure is at the authors best knowledge absolutely original.
Such solution may extend structured model's application scope to problems that require a much faster solution than the ones available with traditional solutions [1] , [2] . These solutions deliver predictions for large models and complex models within hours and even days, which is too long to many applications such as autonomic computing predictors [13] .
The preliminary results offer time gains for large models, but it is possible to save even more by precomputing the symbolic solution. For instance, the Reliable Production Lines model [10] has been used in a software tool called PLAT [14] that automatically generates a SAN model and solves it with traditional solvers [15] . This tool could previously compute and store descriptors in upper triangular form. Then, models like #5 from Tab. I could be solved with PLAT for any parameters in 4 hours, instead of the current 6 days.
