Abstract-We investigate an information theoretic problem motivated by storing multiple versions of a data object in distributed storage systems. Specifically, in a storage system with n server nodes, where there are ν independent message versions, each server receives message values corresponding to some arbitrary subset of the versions. The versions are assumed to be totally ordered. Each server is unaware of the set of versions at the other servers, and aims to encode the values corresponding to the versions it has. We investigate codes where, from any set of c nodes (c < n), the value corresponding to the highest common version, as per the version ordering, available at this set of c nodes is decodable. We aim to design codes that minimize the storage cost.
I. INTRODUCTION
There is an enormous interest in recent times to understand the role of coding in distributed storage systems. In this paper, we formulate a new information theoretic problem motivated by applications of distributed storage systems to store data that is changing, where the goal is to expose the latest version of the data. We begin this paper with an informal description of our problem formulation. Later in this section, we describe the motivation for our problem formulation.
Consider a distributed storage system with a set N of n servers, where n = |N |. Suppose that it stores data W 1 using an n length code, such that a client can connect to any subset of c servers and decode W 1 . Now, suppose an updated version of the data W 2 enters the system. Now, suppose that, for reasons that may be related to network failures, W 2 arrives at some servers, but not others. Let us denote by S ⊆ N the set of servers that have received version W 2 . We assume that each server is unaware of the set S. The question of interest here is to design a storage strategy for the servers so that, a client can connect to any c servers and decode the latest common version among the c servers. That is, W 2 must be decodable from every set of c servers that is a subset of S, and W 1 must be decodable from every subset that is not. We intend our storage strategy to be applicable for every possible subset S ⊆ N . A possible scenario is depicted in Fig. 1 for n = 3, c = 2. Notice that in the storage strategy, a server in S can store a function of W 1 and W 2 , whereas a server outside of S stores a function of W 1 alone. We now describe two simple approaches that solve this problem.
• Replication: In this strategy, we assume that each server stores the latest version it receives, that is servers in S store W 2 and servers in N \S store W 1 . Denoting the size of W 1 by one unit, notice that the storage cost of this strategy is 1 unit per server, or a total of n units. See Table I for an example.
• Simple Erasure Coding: In this strategy, we use two (n, c) MDS codes, one for each version separately. Each server stores one codeword symbol corresponding to each version it receives. So, each server in S stores two codeword symbols resulting in a storage cost of 2 c unit, whereas, each server in N \S stores 1 c unit. Notice that for the worst case where S = N , the total storage cost per server is 2 c unit. See Table II for an example. In this paper, we use worst-case storage costs to measure the performance of our codes for simplicity. Therefore, the per server storage cost of replication is equal to 1 unit, and that of the simple erasure coding strategy is equal to 2 c units. The main contribution of this paper is an information-theoretic characterization of the storage cost of such codes. In particular, for the setting described we provide an information-theoretic lower bound and code construction for codes that achieve a per server storage cost of 2c−1 c 2 . Table III is an example of this construction. Furthermore, we generalize this setting to scenarios where there are more than 2 versions.
A. Background and Motivation
Our problem formulated above incorporates two important aspects that are seldom studied in the literature that applies TABLE II Code C 2 with simple erasure coding for n = 3, c = 2 and two versions.
Assume each unit is 4 bits, and the bits of the two versions are
Every version is coded with a (3, 2) MDS code. Initially Version 1 is stored in the servers and any c servers suffice to recover it. When Version 2 enters the system, (q 1 ⊕ q 2 , q 3 ⊕ q 4 ) is lost before reaching Server 3. The client can recover Version 2 if connected to Servers 1 and 2; otherwise it recovers Version 1.
The storage cost is 4 bits, or 1 unit.
information theory to distributed storage systems. The first aspect is that we study the problem of storing multiple versions of the same data, where the requirement is for clients to acquire the latest possible version of the data; we refer to this requirement as consistency based on the term commonly used in literature related to distributed computing [1] . The second aspect is asynchrony, that is, the idea that each server receives a different set of versions, and each server is unaware of the set of servers that have received a particular version. Storing multiple versions of the same message consistently is important in several applications. For instance, the idea of requiring the latest version of the object is important in shared memory systems [1] that form the cornerstone of theory and practice of multiprocessor programming [2] . In particular, when multiple threads access the same variable, it is important that the changes made by one thread to the variable are reflected when another thread reads this variable. Another natural example comes from certain key value stores, for instance, applied to storing data in a stock market, where acquiring the latest stock value is of significant importance.
Asynchrony is inherent to the distributed nature of the storage systems that we consider. In particular, asynchrony TABLE III Proposed code C 3 for n = 3, c = 2 and two versions. Assume each unit is 4 bits, and the two versions are the same as Table II . Here
Initially every server stores 3 bits of Version 1. Connecting to c servers is sufficient to recover Version 1. When Version 2 enters the system, it is coded by a (3, 2) MDS code. (q 1 ⊕ q 2 , q 3 ⊕ q 4 ) is lost before reaching Server 3, and each of the first two servers over-writes 2 bits of Version 1 with Version 2. The latest common version is recoverable.
The storage cost is 3 bits, or 3/4 unit. occurs due to temporary or permanent failures of servers, or of transmission between the clients and the servers. Indeed, asynchronicity is the de-facto model of study in storage systems in the distributed algorithms literature [1] . The problem of storing multiple versions of the data consistently in distributed asynchronous storage systems forms the basis of celebrated results in distributed computing theory [3] . From a practical perspective, algorithms designed to ensure consistency in asynchronous environments form the basis of several storage systems. We refer the reader to [4] for a detailed description of the Amazon Dynamo key value store, which describes replication-based data storage techniques and interesting challenges in ensuring consistency in asynchronous settings. While [3] , [4] use replication-based techniques for fault tolerance, the idea of using erasure coding for consistency has been used for this problem in [5] , [6] , [7] , [8] . In fact, these references use the idea of simple erasure coding that we referred to earlier in this section.
In this paper, we formulate an information theoretic problem in Section II that is inspired by the idea of consistent data storage. Our problem formulation is geared towards understanding storage cost, when we aim to obtain the latest possible version from a set of servers. In Section III, we summarize our main results and discuss some insights. Details of our results are shown in the last two sections.
II. SYSTEM MODEL: MULTI-VERSION CODES
We begin this section with an informal description of a multi-version code. We present a formal definition later in Definition 1. A word on notation before we proceed. We write [i] := {1, 2, . . . , i}, for integer i ∈ N + , and [l, j] := {l, l + 1, . . . , j}, for integers l ≤ j ∈ N. We also use them to represent the empty set if i = 0 or l < j. Also, for any set S = {s 1 , s 2 , . . . , s |S| } ⊂ Z where s 1 < s 2 < . . . < s |S| , and for any ensemble of variables {X i : i ∈ S}, we denote the tuple (X s1 , X s2 , . . . , X s |S| ) by X S .
The multi-version coding problem that we study is parameterized by positive integers n, c, ν, M and q. We consider a setup with n servers, or equivalently, n denotes the length of the code. Our goal is to store ν independent versions of the message, where each version of the message is drawn from the set [M ]. We denote the value of the ith version of the message by
. The symbols of the codewords come from the set [q], so the quantity log 2 q can be interpreted as the number of bits stored in each server in the system. Each server receives a different set of versions. We denote S(i) ⊆ [ν] to be the set of versions received by the ith server. We refer to the set S(i) as the state of the ith server. Denote S = (S(1), . . . , S(n)) ∈ P([ν])
n as the sequence of states, where P([ν]) denotes the power set of [ν]. The server encodes and stores the versions that it receives (or equivalently, the versions in its state). More specifically, for the ith server, denoting its state S(i) as S = S(i) = {s 1 , s 2 , . . . , s |S| } where s 1 < s 2 < . . . < s |S| , the ith symbol of the codeword is generated by an encoding function ϕ 
IEEE International Symposium on Information Theory
We assume that there is a total ordering ≺ on the versions, with W i ≺ W j if i < j. For any set of servers T ⊆ [n], we refer to max ∩ i∈T S(i) as the latest common version in the set of servers T . The purpose of multi-version code design is to generate encoding functions such that, for every subset T ⊆ [n] of c servers, the latest common version in T can be decoded from the corresponding c codeword symbols 1 for every possible sequence of states {S : S ∈ P ([ν]) n }. The goal of the problem is to find the smallest possible storage cost per bit stored, or more precisely, to find the smallest possible value of log q log M over all possible (n, c, ν, M, q) codes. We now proceed to provide a formal definition of a multiversion code.
Definition 1 (Multi-version code) An (n, c, ν, M, q) multiversion code consists of
for every i ∈ [n] and every S ⊆ [ν], and • decoding functions
for every set S ∈ P([ν]) n and set T ⊆ [n] where |T | = c, that satisfy
ν , where T = {t1, t2, . . . , tc}, t1 < · · · < tc.
For parameters n, c, ν, the goal of the multi-version coding problem is to find the infimum, taken over the set of all (n, c, ν, M, q) codes, of the quantity: log q log M . We refer to quantity log q log M as rate of a multi-version code.
III. MAIN RESULTS
In this section, we summarize the main results of this paper. We present two main results in this paper, Theorem 1 and Theorem 2.
In our first main result, we have a lower bound for the optimal rate.
We show the proof of this theorem for ν = 2 versions in Section IV. The proof for arbitrary values of ν can be found in the full version of this paper [11] .
In our second main result, we show in Section V by explicit code construction that the above bound on the rate is tight for ν = 2. Moreover, we have a construction for ν = 3 versions and arbitrary number of servers n, and number of connected servers c. Our constructions outperform replication, which achieves a rate of 1, and simple MDS erasure coding, which, for sufficiently large q, achieves a rate of ν c . Our code constructions are, in fact, quite simple, that is, we do not code across versions. The main idea in our approach is to carefully allocate the storage "budget" of log 2 q among the various versions in a server's state, and code within the versions. It is an interesting question whether for ν ≥ 3, coding across versions may help to improve the storage cost.
Interestingly, when ν is large compared with c, replication is close to optimal, and approaches optimality as ν tends to infinity. On the other hand, when ν is relatively small compared with c, simple erasure coding is close to optimal. Exploration of codes for moderate values of ν is an interesting open question that can yield significant benefits to the applications discussed here. Another interesting future question is to explore the possibility of incorporating our lower bounds and/or our code constructions to obtain insights under formal models of consistency.
IV. PROOF OF A LOWER BOUND
In this section we find a lower bound on the rate of the multi-version code for arbitrary values of the number of connected servers c ≥ 2, the number of versions ν ≥ 2, and the number of servers n ≥ c + ν − 1. By definition any valid code satisfies the encoding and decoding functions. We link the storage size log q and the version size log M using this definition, as well as manipulations of some entropy quantities. The key idea in the proof is to bound the mutual information between the information stored in a set of c − 1 servers and all the ν versions.
We first list some notations and conditions. Then we show two helpful lemmas. To provide an intuitive understanding of the proof techniques, we show a proof for the case of ν = 2 versions, which is slightly different from the main proof for the general case. The bound for arbitrary number of versions is Theorem 1. And its proof can be found in the full version of this paper [11] .
In the following sections, we will use α = log 2 q and B = log 2 M to represent the number of bits at each server and for each version, respectively. Server i stores a symbol from the set [q], and every symbol is associated with certain probability to appear. Therefore, we use X i to represent the random variable of the symbol stored at Server i, i ∈ [n], taking values from [q] . The value of the message of Version j is drawn from the set [M ], therefore by abuse of notation
We use H(·) to represent the entropy function and I(·; ·) the mutual information function.
Recall that for random variables {Y i , i ∈ I} and subset Q ⊆ I, Y Q represents the tuple of random variables indexed by Q. If Q is empty, we define Y Q as a constant, then entropy H(Y Q ) = 0, and conditional entropy H(·|Y Q ) = H(·).
Since the multi-version code should work under any states, let us focus on the following states: Servers 1, 2, . . . , c 
where S(i) represents the state of the ith server. Since the code should work for any distribution for each version W i over [M ], we consider the case when it is uniformly distributed. That is, we focus on the case when H(W i ) = log 2 M = B.
Next we translate the setup of the rate problem under the states (1) to four entropy expressions. We know that each server stores no more than log 2 q = α amount of information:
All the ν versions are independent and of size log 2 M = B:
The information at Server i is a function of its versions W S(i) :
For any i ∈ [ν] and set Q ⊆ [c + ν − i − 1], |Q| = c − 1, the latest common version W i can be uniquely determined by servers Q ∪ {c + ν − i}:
Before proving the main result, we first prove two lemmas about some mutual information.
Lemma 1
The following is satisfied when ν = 2,
Proof: The left hand side is
Here (7) follows from chain rule, (8) follows from (3)(5), (9) follows from (4) and the fact that condition reduces entropy, and (10) follows from (2) .
Notice that in (6) α can be interpreted as the amount of information stored at Server c + 1, and B as the amount of information of Version 1. Intuitively, we can understand (6) like this: the information stored at servers in [c − 1] combined with the information at Server c + 1 is sufficient to recover Version 1. The next lemma is similar to the fact that the sum of entropy of single variables is no less than the joint entropy.
Lemma 2
The following holds when ν = 2,
Proof: Rewrite the expression as follows,
And the proof is completed.
The following theorem shows the lower bound for ν = 2 versions.
Theorem 3 An (n, c, 2, M, q) multi-version code must have a rate satisfying log q log M ≥ 2c − 1 c 2 .
Proof: Consider the collection of random variables
And by (4),
Moreover, we show next that the following holds: without loss of generality
If so, combined with (6)(11)(12) our proof will be complete because The inequality (12) holds because
Here (13) 
V. CODE CONSTRUCTION
In this section we give a code construction for ν = 2, 3 versions that follows closely as the example in the introduction. The storage cost in the construction is no more than the replication or simple erasure coding solutions, i.e., log q log M ≤ min{1, ν/c}, for c ≥ 2. Again we use α = log 2 q, B = log 2 M .
The main idea of the construction is as follows. Firstly, versions are encoded separately using MDS codes (with different code rates), such that any B amount of coded symbol of a version suffices to recover it. When a large enough finite field is used, or equivalently when a sufficiently large q is used, such MDS codes always exist. So from now on, we only concentrate on the size of the coded symbol, not on the actual choice of MDS codes. Secondly, we assign to each version a certain amount of storage size based on the server state. As a result, a version is recoverable if the connected servers have at least B amount of storage size assigned for this version. The amount of assigned storage size for each version is obtained by linear programming for our constructions. S . For all states of a server, assign the storage size as in Table IV for ν = 2 versions, and Table V for ν = 3 versions. Every version is coded separately using a corresponding MDS code.
For example, in Table III, MDS code for Version 1, but the MDS property is in fact a sufficient condition. The above construction is indeed a multi-version code, as Theorem 2 claims. And the proof can be found in the full version of the paper [11] . In fact, the result can be extended to arbitrary ν versions, and the constructed code has storage cost α = νc−ν+1 c 2 B.
