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Abstract
This paper is concerned with the deterministic discrete-time in2nite horizon optimisation problem on a
compact metric space with an average cost criterion involving two functions K (the “cost”) and T (the
“time”). Firstly, we collect the di8erent characterisations of the value  in terms of generalised max-plus
eigenvalue problem and in terms of linear programming. Secondly, we prove an error bound on  when the
space is discretised.
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1. Introduction
This paper is concerned with the deterministic discrete-time in2nite horizon optimisation problem
with average cost criterion
= max
(xn)∈XN
lim sup
N→+∞
∑N−1
n=0 K(xn; xn+1)∑N−1
n=0 T (xn; xn+1)
;
where X is a compact metric space, K and T are continuous functions with T positive. The set
X is usually called the state space, xn the state of the system at step n, K(xn; xn+1) the “cost”
and T (xn; xn+1) the “time” associated to the transition from the state xn to the state xn+1. The
problem is motivated by examples from physics (e.g., Frenkel–Kontorova models for phase transitions
[8]), engineering (e.g., machine scheduling [10]) and economics (transportation [11], farming [3],
travelling salesman, etc.).
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The purpose here is twofold. First, we collect the di8erent characterizations of  in terms of
“generalized max-plus eigenvalue problem” (also called Bellman’s optimality equation)
max
y∈X {K(x; y)− T (x; y) + u(y)}= u(x)
and in terms of linear programming. These characterisations seem to have been proven only for the
particular cases T =1 (see [7,18,13]) and/or X 2nite (see [11,14,10,4]). Secondly, we prove an error
bound on  when the space X is discretised, which generalises previous work [2] for T = 1.
Let us mention now a few research areas related to the present study. In2nite dimensional linear
programs resembling very much (4) below appear in the Monge–Kantorovich mass transportation
problem and the Kantorovich–Rubinstein transshipment problem studied in [17]. There are naturally
also continuous time analogues of our problem. A continuous time analogue of formula (4) appears
for example in the study of Lagrangian systems [12]. Property (7) is also a basic ingredient in Aubry–
Mather theory [5,6]. Average cost problems can also be formulated in the framework of stochastic
control theory [15,16]. These studies assume that T = 1, so they do not cover the present work.
Notice that here, it will not be necessary to use the sophisticated methods for in2nite-dimensional
linear programs presented for example in [1] based on weak topologies, Alaoglu’s theorem and a
hyperplane separation theorem to prove “strong duality”.
2. Notations and results
Let us 2rst recall a few de2nitions. If X is a compact metric space, then C0(X ) is the space
of continuous real valued function on X . It is a Banach space when equipped with the supremum
norm. The dual space, i.e. the space of continuous linear forms on C0(X ) (or measures on X ), will
be noted M(X ). If ∈M(X ), then ¿ 0 means that 〈u; 〉¿ 0 for all u∈C0(X ) such that u¿ 0.
The brackets stand for duality products.
The statement of the 2rst theorem needs some special notations. If u∈C0(X ), de2ne Q1u and
Q2u∈C0(X 2) by setting (Q1u)(x; y)=u(x) and (Q2u)(x; y)=u(y) for all (x; y)∈X 2. If ∈M(X 2),
de2ne P1 and P2∈M(X ) by setting 〈u; P1〉= 〈Q1u; 〉 and 〈u; P2〉= 〈Q2u; 〉 for all u∈C0(X ).
We also recall that if E is a set and f :E → R, then the notation x∈ argmaxy∈E f(y) means that
x∈E and f(x) = max{f(y);y∈E}.
Theorem 1. Let X be a compact metric space, K ∈C0(X 2) and T ∈C0(X 2). Suppose that
T (x; y)¿ 0 for all x; y∈X . There exists a unique ∈R such that there exists u∈C0(X ) satisfying
∀x∈X; max
y∈X {K(x; y)− T (x; y) + u(y)}= u(x): (1)
Moreover,
= max
(xn)∈XN
lim sup
N→+∞
∑N−1
n=0 K(xn; xn+1)∑N−1
n=0 T (xn; xn+1)
(2)
= min{; (; v)∈R× C0(X ); K − T + Q2v6Q1v} (3)
= max{〈K; 〉; ∈M(X 2); ¿ 0; 〈T; 〉= 1; P1= P2} (4)
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and (; u) satisfying (1) attains the minimum in (3). If x0 ∈X and for all n∈N,
xn+1 ∈ argmax
y∈X
{K(xn; y)− T (xn; y) + u(y)}; (5)
then
• (xn) attains the maximum in (2);
• the measure ∗ ∈M(X 2) de;ned by
∀∈C0(X 2); 〈; ∗〉= lim sup
N→+∞
∑N−1
n=0 (xn; xn+1)∑N−1
n=0 T (xn; xn+1)
; (6)
attains the maximum in (4).
• for all 06 i¡ j, for all (yn)∈XN such that (xi; xj) = (yi; yj),
j−1∑
n=i
[K(yn; yn+1)− T (yn; yn+1)]6
j−1∑
n=i
[K(xn; xn+1)− T (xn; xn+1)]: (7)
The unique real number  de2ned by Theorem 1 will be called the eigenvalue of (K; T ). A
function u satisfying (1) will be called an eigenfunction of (K; T ). The following proposition is
concerned with the “transposed” problem.
Proposition 2. Same hypotheses as in Theorem 1. For all x; y∈X , set K ′(x; y) = K(y; x) and
T ′(x; y) = T (y; x). Let  be the eigenvalue of (K; T ) and ′ be the eigenvalue of (K ′; T ′). Then
= ′.
The following theorem deals with the numerical analysis of (1). Recall that once discretised,
there are well known algorithms to solve the resulting “2nite” problem, such as the policy iteration
algorithm [9].
Theorem 3. Let (X; d) be a compact metric space. Let K :X 2 → R and T :X 2 → R be Lipschitz-
continuous functions with Lipschitz constant CK and CT : ∀x; x′; y; y′ ∈X ,
|K(x; y)− K(x′; y′)|6CKmax{d(x; x′);d(y; y′)};
|T (x; y)− T (x′; y′)|6CTmax{d(x; x′);d(y; y′)}:
Suppose that T (x; y)¿ 0 for all x; y∈X . Let  be the eigenvalue of (K; T ). Let (Xp)p∈N be a
sequence of ;nite subsets of X such that
hp = sup
x∈X
min
y∈Xp
d(x; y) →
p→+∞0:
According to Theorem 1, for all p∈N, there exists a unique p ∈R such that there exists up :Xp →
R satisfying
∀x∈Xp; max
y∈Xp
{K(x; y)− pT (x; y) + up(y)}= up(x):
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Set T =min{T (x; y); (x; y)∈X 2} and ‖K‖=max{|K(x; y)|; (x; y)∈X 2}. Then
∀p∈N; p6 6 p +
(
CK
T
+
‖K‖CT
(T )2
)
hp
and p →  when p→ +∞.
Some results which will be used during the proof of the 2rst part of Theorem 1 are recalled in
Section 3. These results can be found for example in [2]. The proof of the 2rst part of Theorem
1 is given in Section 4. Formula (2) and the optimality of (xn) are proved in Section 5. Formulas
(3), (4) and the optimality of (; u) and ∗ are proved in Section 6 by generalising the proofs in
[10]. Property (7) is proved in Section 7. Proposition 2 is proved in Section 8. Theorem 3 is proved
in Section 9. Finally, an alternative proof of the existence of (; u) satisfying (1) in Theorem 1 is
presented in Section 10. It is based on a limiting process starting from a discounted cost problem. One
advantage of this approach is that, contrarely to the proof in Section 4, it does not use Proposition 4
below, which was proved using Schauder’s 2xed point theorem. Instead, only Banach’s contraction
mapping theorem is used.
3. Known results
Proposition 4. Let X be a compact metric space and K ∈C0(X ). Then there exists a unique ∈R
such that there exists u∈C0(X ) satisfying
∀x∈X; max
y∈X {K(x; y) + u(y)}= + u(x):
Moreover,
= max
(xn)∈XN
lim sup
N→+∞
1
N
N−1∑
n=0
K(xn; xn+1): (8)
Proposition 5. Let X be a compact metric space. For all ∈R, let K ∈C0(X ). Suppose that for
all x; y∈X , the function  → K(x; y) is convex. For all ∈R, let  be the unique real number
associated to K by Proposition 4. Then the function  →  from R to R is convex.
4. Proof of the rst part of Theorem 1
For all ∈R and x; y∈X , set K(x; y) = K(x; y) − T (x; y). Because of Proposition 4, for all
∈R, there exists a unique ()∈R such that there exists u ∈C0(X ) satisfying
∀x∈X; max
y∈X {K(x; y) + u(y)}= () + u(x):
Because of formula (8), for all ∈R,
() = max
(xn)∈XN
lim sup
N→+∞
1
N
N−1∑
n=0
K(xn; xn+1): (9)
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Now T¿ 0 implies that the mapping  → K=K − T from R to C0(X ) is nonincreasing. Formula
(9) then shows that the mapping  → () from R to R is also nonincreasing. Since K is a
linear (hence convex) function of , it follows also from Proposition 5 that  is a convex (hence
continuous) function.
Taking (xn)∈XN in (9) to be a stationary sequence equal to x0, it follows that for all ∈R,
()¿K(x0; x0) = K(x0; x0)− T (x0; x0):
But T (x0; x0)¿ 0, so K(x0; x0)−T (x0; x0)→ +∞ when → −∞, and ()→ +∞ when → −∞.
Since X is compact and T is continuous and positive, it is true that T =min{T (x; y); (x; y)∈X 2}
¿ 0. Set ‖K‖ = max{|K(x; y)|; (x; y)∈X 2}. Set ¿ 0. For all ¿ (‖K‖ + )=T and (x; y)∈X 2,
there holds K(x; y) = K(x; y) − T (x; y)6 ‖K‖ − T6 − . Formula (9) implies that for all
¿ (‖K‖+ )=T , there holds ()6− .
Since  is a continuous function of  which takes positive and negative values, there exists ∗ ∈R
such that (∗) = 0. Finally,
∀x∈X; u∗(x) =(∗) + u∗(x) = max
y∈X {K∗(x; y) + u∗(y)}
=max
y∈X {K(x; y)− 
∗T (x; y) + u∗(y)}:
The existence part of Theorem 1 is proved. The uniqueness follows from formula (2), which is
proved in the next section.
5. Proof of formula (2)
• Set (xn)∈XN. Then (1) implies that
∀n∈N; u(xn)¿K(xn; xn+1)− T (xn; xn+1) + u(xn+1):
Adding the N 2rst inequalities, one gets
u(x0)¿
N−1∑
n=0
K(xn; xn+1)− 
N−1∑
n=0
T (xn; xn+1) + u(xN ):
But T ¿ 0, so
¿
∑N−1
n=0 K(xn; xn+1) + u(xN )− u(x0)∑N−1
n=0 T (xn; xn+1)
:
From T¿ T ¿ 0, it follows that
∑N−1
n=0 T (xn; xn+1)¿NT → +∞ when N → +∞. Since u is
bounded, one gets
¿ lim sup
N→+∞
∑N−1
n=0 K(xn; xn+1)∑N−1
n=0 T (xn; xn+1)
:
But (xn)∈XN was arbitrary. So
¿ sup
(xn)∈XN
lim sup
N→+∞
∑N−1
n=0 K(xn; xn+1)∑N−1
n=0 T (xn; xn+1)
: (10)
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• Let (xn)∈XN satisfy (5). For all n∈N,
u(xn) = K(xn; xn+1)− T (xn; xn+1) + u(xn+1):
Adding these equations, we get as previously for all N ∈N,∑N−1
n=0 K(xn; xn+1)∑N−1
n=0 T (xn; xn+1)
= +
u(x0)− u(xN )∑N−1
n=0 T (xn; xn+1)
:
Hence,
lim
N→+∞
∑N−1
n=0 K(xn; xn+1)∑N−1
n=0 T (xn; xn+1)
= :
This together with (10) proves formula (2) and that (xn) attains the maximum.
6. Proof of formulas (3) and (4)
Set
E = {∈M(X 2); ¿ 0; 〈T; 〉= 1; P1= P2}
and
E˜ = {(; v)∈R× C0(X );K − T + Q2v6Q1v}:
For all ∈E and (; v)∈ E˜,
〈K; 〉6 〈T + Q1v− Q2v; 〉= 〈T; 〉+ 〈v; P1− P2〉= ;
so
sup{〈K; 〉; ∈E}6 inf{; (; v)∈ E˜}:
From the 2rst part of Theorem 1, we know that there exists (; u)∈R×C0(X ) satisfying (1). Notice
that K(x; y)− T (x; y) + u(y)6 u(x) for all x; y∈X , so (; u)∈ E˜ and
inf{; (; v)∈ E˜}6 :
Now consider ∗ de2ned by (6). It is easy to see that ∗ belongs to M(X 2), that ∗¿ 0 and that
〈T; ∗〉= 1. For all u∈C0(X ),
〈u; P1∗〉= 〈Q1u; ∗〉= lim sup
N→+∞
∑N−1
n=0 u(xn)∑N−1
n=0 T (xn; xn+1)
;
〈u; P2∗〉= 〈Q2u; ∗〉= lim sup
N→+∞
∑N−1
n=0 u(xn+1)∑N−1
n=0 T (xn; xn+1)
;
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so 〈u; P1∗〉= 〈u; P2∗〉 (since u is bounded), and P1∗ = P2∗. Therefore ∗ ∈E. Moreover,
〈K; ∗〉= lim sup
N→+∞
∑N−1
n=0 K(xn; xn+1)∑N−1
n=0 T (xn; xn+1)
= 
since (xn) attains the maximum in (2). So
sup{〈K; 〉; ∈E}¿ :
In conclusion,
=max{〈K; 〉; ∈E}=min{; (; v)∈ E˜};
∗ attains the maximum and (; u) attains the minimum.
7. Proof of (7)
Set 06 i¡ j and (yn)∈XN such that (xi; xj) = (yi; yj). For all i6 n6 j − 1,
K(xn; xn+1)− T (xn; xn+1) + u(xn+1) = u(xn);
K(yn; yn+1)− T (yn; yn+1) + u(yn+1)6 u(yn):
Adding these equations and using (xi; xj) = (yi; yj), we get
j−1∑
n=i
[K(yn; yn+1)− T (yn; yn+1)]6 u(yi)− u(yj)
= u(xi)− u(xj)
=
j−1∑
n=i
[K(xn; xn+1)− T (xn; xn+1)]:
8. Proof of Proposition 2
Let u∈C0(X ) be an eigenfunction of (K; T ) and u′ ∈C0(X ) be an eigenfunction of (K ′; T ′).
Choose x0 ∈ argmaxx∈X {u(x) + u′(x)}. There exists x1 ∈X such that
K(x0; x1)− T (x0; x1) + u(x1) = u(x0):
Notice that
K ′(x1; x0)− ′T ′(x1; x0) + u′(x0)6 u′(x1):
Subtracting these two lines, one gets
(− ′)T (x0; x1)6 u(x1) + u′(x1)− u(x0)− u′(x0)6 0;
so − ′6 0 and 6 ′. Exchanging (K; T ) and (K ′; T ′), one gets ′6 , so = ′.
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9. Proof of Theorem 3
Set p∈N. From formula (2),
= max
(xn)∈XN
lim sup
N→+∞
∑N−1
n=0 K(xn; xn+1)∑N−1
n=0 T (xn; xn+1)
;
p = max
(yn)∈XNp
lim sup
N→+∞
∑N−1
n=0 K(yn; yn+1)∑N−1
n=0 T (yn; yn+1)
:
On one side, Xp ⊂ X , so it is clear that ¿ p. On the other side, set (xn)∈XN. By the de2nition of
hp, for all n∈N, there exists yn ∈Xp such that d(xn; yn)6 hp. But K and T are Lipschitz-continuous,
so for all n∈N, we have |K(xn; xn+1)−K(yn; yn+1)|6CKhp and |T (xn; xn+1)−T (yn; yn+1)|6CThp.
For convenience, introduce the notations x=(xn), y=(yn), KN (x)=
∑N−1
n=0 K(xn; xn+1) and similarly
TN (x). Then for all N¿ 1,∣∣∣∣KN (x)TN (x) −
KN (y)
TN (y)
∣∣∣∣ =
∣∣∣∣ [KN (x)− KN (y)]TN (y) + KN (y)[TN (y)− TN (x)]TN (x)TN (y)
∣∣∣∣
6
∣∣∣∣KN (x)− KN (y)TN (x)
∣∣∣∣+
∣∣∣∣KN (y)[TN (y)− TN (x)]TN (x)TN (y)
∣∣∣∣
6
NCKhp
NT
+
N‖K‖ × NCThp
(NT )2
:
Hence,
lim sup
N→+∞
KN (x)
TN (x)
6 lim sup
N→+∞
KN (y)
TN (y)
+
(
CK
T
+
‖K‖CT
(T )2
)
hp:
6 p +
(
CK
T
+
‖K‖CT
(T )2
)
hp:
But (xn)∈XN was arbitrary, so we get the second inequality of Theorem 3.
10. Alternative existence proof: the discounted cost approach
Lemma 6. For all ∈ (0; 1) and ∈R, there exists v; ∈C0(X ) such that
∀x∈X; max
y∈X {K(x; y)− T (x; y) + v;(y)}= v;(x):
Proof. Set ∈ (0; 1) and ∈R. For all v∈C0(X ) and x∈X , set
(Kv)(x) = max
y∈X {K(x; y)− T (x; y) + v(y)}:
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Since K and T are uniformly continuous, K maps C0(X ) into C0(X ). For all v1; v2 ∈C0(X ) and
x∈X ,
(Kv1)(x)− (Kv2)(x)6max
y∈X {K(x; y)− T (x; y) + (v1(y)− v2(y)) + v2(y)}
−max
y∈X {K(x; y)− T (x; y) + v2(y)}
6 ‖v1 − v2‖;
so by symmetry ‖Kv1−Kv2‖6 ‖v1−v2‖. Since ∈ (0; 1), Banach’s contraction mapping theorem
says that there exists v; ∈C0(X ) such that Kv; = v;.
Lemma 7. Set x0 ∈X . For all ∈ (0; 1), there exists a unique  ∈R such that there exists
u ∈C0(X ) satisfying u(x0) = 0 and
∀x∈X; max
y∈X {K(x; y)− T (x; y) + u(y)}= u(x): (11)
Moreover,
 = max
(xn)n¿1
∑+∞
n=0 
nK(xn; xn+1)∑+∞
n=0 
nT (xn; xn+1)
: (12)
Proof. Set ∈ (0; 1). For all ∈R, choose v; as in Lemma 6 and set u; = v; − v;(x0) and
r; = (1− )v;(x0). Then Lemma 6 shows that for all ∈R and x∈X ,
max
y∈X {K(x; y)− T (x; y) + u;(y)}= r; + u;(x):
This implies that for all ∈R,
r; = (1− ) max
(xn)n¿1
{
+∞∑
n=0
nK(xn; xn+1)− 
+∞∑
n=0
nT (xn; xn+1)
}
: (13)
Indeed, for all (xn)n¿1 and for all n∈N,
K(xn; xn+1)− T (xn; xn+1) + u;(xn+1)6 r; + u;(xn): (14)
Multiplying this equation by n, taking the sum, and using the fact that u;(x0) = 0, one gets
+∞∑
n=0
nK(xn; xn+1)− 
+∞∑
n=0
nT (xn; xn+1)6
r;
1−  ; (15)
and equality holds if (xn)n¿1 is chosen such that equality holds in (14) for all n∈N. This proves
(13).
Now (13) shows that the mapping  → r; is convex (hence continuous) and non-increasing, since
it is the upper envelope of decreasing linear functions of . Moreover, r; ¡ 0 for ¿ ‖K‖=T and
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r; ¿ 0 for ¡K(x0; x0)=T (x0; x0). So there exists  ∈R such that r; = 0. Set u = u; . Then
u satis2es (11). Also (15) implies that for all (xn)n¿1,
¿
∑+∞
n=0 
nK(xn; xn+1)∑+∞
n=0 
nT (xn; xn+1)
;
with equality if (xn)n¿1 is chosen such that for all n∈N,
xn+1 ∈ argmax
y∈X
{K(xn; y)− T (xn; y) + u(y)}:
Lemma 8. Set x0 ∈X . There exists ∈R and u∈C0(X ) such that u(x0) = 0, lim→1−  =  and
∀x∈X; max
y∈X {K(x; y)− T (x; y) + u(y)}= u(x): (16)
Proof. First of all, formula (12) implies that for all ∈ (0; 1), ||6 ‖K‖=T . Let us show that the
family (u)∈(0;1) is equicontinuous. Set x∈X and ∈R∗+. Since K and T are uniformly continuous,
there exists "∈R∗+ such that d(x; x′)6 " implies
max
y∈X |K(x; y)− K(x
′; y)|6 ; max
y∈X |T (x; y)− T (x
′; y)|6 :
Now if d(x; x′)6 " then for all ∈ (0; 1),
u(x)− u(x′) = max
y∈X {K(x; y)− K(x
′; y)− (T (x; y)− T (x′; y))
+K(x′; y)− T (x′; y) + u(y)}
−max
y∈X {K(x
′; y)− T (x′; y) + u(y)}
6 +
‖K‖
T
;
and by symmetry, |u(x)− u(x′)|6 (1 + ‖K‖=T ). So (u)∈(0;1) is equicontinuous.
Let us show that the family (u)∈(1=2;1) is uniformly bounded. From (11), one gets for all ∈ ( 12 ; 1)
and y∈X ,
K(x0; y)− T (x0; y) + u(y)6 u(x0) = 0;
so u(y)6 2‖K‖(1 + ‖T‖=T ). From (11), it also follows that for all x∈X ,
u(x)¿K(x; x0)− T (x; x0) + u(x0) = K(x; x0)− T (x; x0);
so u(x)¿− ‖K‖(1 + ‖T‖=T ). Hence (u)∈(1=2;1) is uniformly bounded.
Let (n) be a sequence in (12 ; 1) with n → 1− when n→ +∞. By Bolzano’s and Ascoli’s theorem,
there exists a subsequence, still written (n), ∈R and u∈C0(X ) such that limn→+∞n =  and
(un) converges uniformly to u. Taking the limit in (11), one gets (16). Since u(x0) = 0 for all ,
we also have u(x0) = 0. Finally, the fact that lim
→1−
 =  (not only along one sequence) follows
from the uniqueness of  satisfying (16), which was shown in Section 5.
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