Abstract. We show that various inverse problems in signal recovery can be formulated as the generic problem of minimizing the sum of two convex functions with certain regularity properties. This formulation makes it possible to derive existence, uniqueness, characterization, and stability results in a unified and standardized fashion for a large class of apparently disparate problems. Recent results on monotone operator splitting methods are applied to establish the convergence of a forward-backward algorithm to solve the generic problem. In turn, we recover, extend, and provide a simplified analysis for a variety of existing iterative methods. Applications to geometry/texture image decomposition schemes are also discussed. A novelty of our framework is to use extensively the notion of a proximity operator, which was introduced by Moreau in the 1960s.
1. Introduction. Signal recovery encompasses the large body of inverse problems in which a multi-dimensional signal x is to be inferred from the observation of data z consisting of signals physically or mathematically related to it [23, 66] . The original signal x and the observation z are typically assumed to lie in some real Hilbert spaces H and G, respectively. For instance, in image restoration [2] , the objective is to recover the original form of an image x from the observation of a blurred and noisecorrupted version z, and therefore H = G. On the other hand, in signal reconstruction, the data z are indirectly related to x and therefore H and G are often different spaces. Thus, in tomography [39] , a signal must be recovered from a collection of measurements of lower dimensional signals; in phase retrieval, holography, or band-limited extrapolation [44, 66] , a signal must be recovered from partial measurements of its Fourier transform.
Mathematically, signal recovery problems are most conveniently formulated as variational problems, the ultimate goal of which is to incorporate various forms of a priori information and impose some degree of consistency with the measured data z. The objective of the present paper is to investigate in a unified fashion the properties and the numerical solution of a variety of variational formulations which arise in the following format. Problem 1.1. Let f 1 : H → ]−∞, +∞] and f 2 : H → R be two proper lower semicontinuous convex functions such that f 2 is differentiable on H with a 1/β-Lipschitz continuous gradient for some β ∈ ]0, +∞[. The objective is to (1.1) minimize x∈H f 1 (x) + f 2 (x).
The set of solutions to this problem is denoted by G. Despite its simplicity, Problem 1.1 will be shown to cover a wide range of apparently unrelated signal recovery formulations, including constrained least-squares problems [35, 48, 63] , multiresolution sparse regularization problems [10, 30, 31, 36] , Fourier regularization problems [46, 50] , geometry/texture image decomposition problems [5, 6, 7, 57, 71] , hard-constrained inconsistent feasibility problems [26] , alternating projection signal synthesis problems [38, 60] , least square-distance problems [22] , split feasibility problems [13, 15] , total variation problems [19, 62] , as well as certain maximum a posteriori problems [68, 69] . Thus, our study of Problem 1.1 will not only bring together these and other signal recovery approaches within a common simple framework, but it will also capture and extend scattered results pertaining to their properties (existence, uniqueness, characterization, and stability of solutions) and to the convergence of associated numerical methods.
Our investigation relies to a large extent on convex analysis and, in particular, on the notion of a proximity operator, which was introduced by Moreau in [53] . Section 2 will provide an account of the main properties of these operators, together with specific examples. In Section 3, we study the properties of Problem 1.1 and analyze the convergence of a general forward-backward splitting algorithm to solve it. The principle of this algorithm is to use at every iteration the functions f 1 and f 2 separately; more specifically the core of an iteration consists of a forward (explicit) gradient step on f 2 , followed by a backward (implicit) step on f 1 . In the remaining Sections 4-6, the general results of Section 3 are specialized to various settings and the forward-backward splitting scheme is shown to reduce to familiar signal recovery algorithms, which were obtained and analyzed by different means in the literature. Section 4 is devoted to problems involving sums of Moreau envelopes, Section 5 to problems with linear data formation models, and Section 6 to denoising problems.
1.1. Notation. Let X be a real Hilbert space. We denote by · | · its scalar product, by · the associated norm, and by d the associated distance; Id denotes the identity operator on X and B(x; ρ) the closed ball of center x ∈ X and radius ρ ∈ ]0, +∞[. The expressions x n ⇀ x and x n → x denote, respectively, the weak and the strong convergence to x of a sequence (x n ) n∈N in X .
Let ϕ : X → [−∞, +∞] be a function. The domain and the epigraph of ϕ are dom ϕ = x ∈ X | ϕ(x) < +∞ and epi ϕ = (x, η) ∈ X × R | ϕ(x) ≤ η , respectively; ϕ is lower semicontinuous if epi ϕ is closed in X × R, and convex if epi ϕ is convex in X × R. Γ 0 (X ) is the class of all lower semicontinuous convex functions from X to ]−∞, +∞] that are not identically +∞.
Let C be a subset of X . The interior of C is denoted by int C and its closure by C. If C is nonempty, the distance from a point x ∈ X to C is d C (x) = inf x − C ; if C is also closed and convex then, for every x ∈ X , there exists a unique point P C x ∈ C such that x − P C x = d C (x). The point P C x is the projection of x onto C and it is characterized by the relations (1.2) P C x ∈ C and (∀z ∈ C) z − P C x | x − P C x ≤ 0.
Proximity operators.
This section is devoted to the notion of a proximity operator, which was introduced by Moreau in 1962 [53] and further investigated in [54, 55] as a generalization of the notion of a convex projection operator. Though convex projection operators have been used extensively in nonlinear signal recovery (see [21, 23, 66, 67, 74] and the references therein), the use of proximity operators seems to have been initiated in [24] . Throughout, X and Y are real Hilbert spaces.
Elements of convex analysis.
We recall key facts in convex analysis. Details and further results will be found in [76] .
Let ϕ ∈ Γ 0 (X ). The conjugate of ϕ is the function ϕ * ∈ Γ 0 (X ) defined by
Moreover, ϕ * * = ϕ. For instance, the conjugate of the indicator function of a nonempty closed convex set C, i.e.,
is the support function of C, i.e.,
Consequently,
The subdifferential of ϕ is the set-valued operator ∂ϕ : X → 2 X the value of which at x ∈ X is (2.5)
or, equivalently,
Accordingly (Fermat's rule),
Moreover, if ϕ is (Gâteaux) differentiable at x with gradient ∇ϕ(x), then ∂ϕ(x) = {∇ϕ(x)}. Now, let C be a nonempty closed convex subset of X . Then the normal cone operator of C is (2.8)
be the standard Hilbert product space, and let ϕ :
, and let L : X → Y be a bounded linear operator such that 0 ∈ int dom ϕ − L(dom ψ) . Then 3. An operator T : X → X is firmly nonexpansive if it satisfies one of the following equivalent conditions:
It follows immediately that a firmly nonexpansive operator T : X → X is nonexpansive, i.e., (2.10) (∀(x, y) ∈ X 2 ) T x − T y ≤ x − y .
Proximity operators. The Moreau envelope of index
For every x ∈ X , the infimum in (2.11) is achieved at a unique point prox γϕ x which is characterized by the inclusion (2.12)
The operator (2.13)
thus defined is called the proximity operator of ϕ. Let us note that, if ϕ = ι C , then (2.14)
and prox γϕ = P C .
Proximity operators are therefore a generalization of projection operators. Lemma 2.4. Let ϕ ∈ Γ 0 (X ). Then prox ϕ and Id − prox ϕ are firmly nonexpansive.
Proof. The first assertion appears implicitly in [55] , we detail the argument for completeness. Take x and y in X . Then (2.12) and (2.5) yield
Adding these two inequalities, we obtain
The second assertion follows at once from the symmetry between T and Id −T in Definition 2.3(ii). Lemma 2.5. Let ϕ ∈ Γ 0 (X ) and γ ∈ ]0, +∞[. Then γ ϕ is Fréchet-differentiable on X and ∇( 
Proximal calculus.
Lemma 2.6. Let ϕ ∈ Γ 0 (X ) and x ∈ X . Then we have the following.
Proof. We observe that in all cases ψ ∈ Γ 0 (X ). Now set p = prox ψ x. As seen in (2.12), this is equivalent to x − p ∈ ∂ψ(p).
(i): It follows from Lemma 2.2(i) and (2.12) 
(iii): It follows from Lemma 2.2(i) and (2.12) 
ϕ, where γ ∈ ]0, +∞[ and ϕ ∈ Γ 0 (X ), and let x ∈ X . Then ψ ∈ Γ 0 (X ) and
Proof. Let ̺ = γϕ + · 2 /2. Then clearly ̺ ∈ Γ 0 (X ) and hence ̺ * ∈ Γ 0 (X ). However, since (2.1) and (2.11) imply that ψ = ̺ * /γ, we obtain ψ ∈ Γ 0 (X ). Let us also observe that Lemma 2.5 asserts that ψ is differentiable with gradient ∇ψ = prox γϕ /γ. Consequently, it follows from (2.12) that
Lemma 2.9. Let (φ k ) 1≤k≤m be functions in Γ 0 (X ), let X m be the standard Hilbert product space, and let ϕ :
Proof. It is clear that ϕ ∈ Γ 0 (X m ). Now take (x k ) 1≤k≤m and (p k ) 1≤k≤m in X m . Then it follows from (2.12) and Lemma 2.1 that
2.5. Moreau's decomposition. Let V be a closed vector subspace of X with orthogonal complement V ⊥ . The standard orthogonal projection theorem, which has far reaching applications in signal theory, states that the energy of a signal x ∈ X can be decomposed as
and that x itself can be written as x = P V x + P V ⊥ x, where P V x | P V ⊥ x = 0. If we set ϕ = ι V , then ϕ * = ι V ⊥ and it follows from (2.14) that these identities become
(ϕ * )(x) and x = prox ϕ x + prox ϕ * x. Moreau has shown that, remarkably, this decomposition principle holds true for any ϕ ∈ Γ 0 (X ).
Lemma 2.10. Let ϕ ∈ Γ 0 (X ), γ ∈ ]0, +∞[, and x ∈ X . Then (2.20)
, where
Moreover,
Proof. Using (2.11) and applying Lemma 2.2(ii) with Y = X , L = Id , and
which establishes (2.20) . Next, we obtain (2.21) by differentiating (2.20) using Lemma 2.5. Finally, we observe that (2.12) and (2.6) yield
which establishes (2.22).
Remark 2.11. Let us make a few remarks concerning Moreau's decomposition.
(i) For γ = 1, Lemma 2.10 provides the nicely symmetric formulas (2.25)
which correspond to Moreau's original setting; see [53, 55] , where alternate proofs are given. 
We thus obtain a decomposition of x into two orthogonal signals P K x and P K ⊖ x. In signal theory, such conical decompositions appear for instance in [14, 66, 74] . They of course subsume the usual linear orthogonal decompositions discussed at the beginning of this section. Moreau established (2.26) prior to (2.25) in [52] . (iii) We have derived (2.21) from the energy decomposition principle (2.20 ). An alternate derivation can be made using the theory of maximal monotone operators [24] . (iv) Using Lemma 2.6(iii), we can rewrite (2.21) as (2.27)
) describes a powerful (generally nonlinear) signal decomposition scheme parameterized by a function ϕ ∈ Γ 0 (X ) and a scalar γ ∈ ]0, +∞[. Signal denoising applications of this result will be discussed in Section 6.
Examples of proximity operators.
We provide a few examples of proximity operators that are of interest in signal recovery.
Example 2.12. Suppose that ϕ = 0 in Lemma 2.6(i). Then taking α = 0 shows that the translation x → x − u is a proximity operator, while taking u = 0 shows that the transformation x → κx is also a proximity operator for κ ∈ ]0, 1].
More generally, linear proximity operators are characterized as follows. Example 2.13. [55, Section 3] Let L : X → X be a bounded linear operator. Then L is a proximity operator if and only if L = L * , L ≤ 1, and (∀x ∈ X ) Lx | x ≥ 0.
We have already seen in (2.14) that convex projection operators are proximity operators. More generally, the following example states that underrelaxed convex projection operators are proximity operators.
Example 2.14. Let C be a nonempty closed convex subset of X , let γ ∈ ]0, +∞[, and let x ∈ X . Then prox
The proof is a direct consequence of (2.14) and Lemma 2.6(v). A hard-thresholding transformation with respect to set distance, i.e., (2.28) x
is not continuous and can therefore not be performed via a proximity operator (see Lemma 2.4). However, as our next example shows, soft-thresholding transformations can.
Example 2.15. Let C be a nonempty closed convex subset of X , let γ ∈ ]0, +∞[, and let x ∈ X . Then (2.29) prox
Proof. Suppose that p = prox γdC x or, equivalently, that x − p ∈ γ∂d C (p). Then, in view of (1.2) and (2.8), it follows from (2.9) that
and, on the other hand, that
Consequently, we rewrite (2.31) as
which is absurd. The expression of p is then supplied by (2.30).
In the above example, C can be thought of as a set of signals possessing a certain property (see [21, 23, 29, 67, 74] for examples of closed convex sets modeling pertinent constraints in signal recovery). If the signal x is close enough to satisfying the property in question, then prox γdC x is simply the projection of x onto C; otherwise, prox γdC x is obtained through a nonstationary underrelaxation of this projection. Here is an important special case.
Example 2. 16 .
In particular, if X = R, it reduces to the well-known scalar soft-thresholding (also known as a shrinkage) operation
From a numerical standpoint, Moreau's decomposition (2.21) provides an alternative means to compute x ⊕ γ = prox γϕ x. This is especially important in situations when it may be difficult to obtain x ⊕ γ directly but when the dual problem of applying prox ϕ * /γ is easier. We can then compute
The following example illustrates this point. Example 2.17. Suppose that ϕ :
where L : Y → X is a bounded linear operator and where D is a nonempty subset of Y. Then ϕ ∈ Γ 0 (X ). Now let C be the closed convex hull of L(D). Then, using (2.3), we can write (more generally, any positively homogeneous function ϕ in Γ 0 (X ) assumes this form [4, Theorem 2.
In turn, (2.4) yields ϕ * = σ * C = ι C and (2.14) asserts that, for every x ∈ X , we can calculate x ⊕ γ through a projection operation, since (2.36) becomes
In the case when ϕ is the discrete total variation functional, this approach is used implicitly in [17] . We now provide an application of the product space setting described in Lemma 2.9.
Example 2.18. Let γ ∈ ]0, +∞[ and define a function φ ∈ Γ 0 (R) by
Then a straightforward calculation gives (∀ξ ∈ R) prox γφ ξ = (ξ + ξ 2 + 4γ)/2. Now let ϕ be the Burg entropy function on the Euclidean space R m , i.e., ϕ :
Our last two examples will play a central role in Section 5.4.
and let ψ :
Proof. Let us introduce an operator
and a function
From standard Hilbertian analysis, L is an invertible bounded linear operator with
Then it follows from the assumptions that ϕ K is lower semicontinuous and convex on ℓ 2 (N) as a finite sum of such functions. Consequently (see Section 1.1), the sets (epi ϕ K ) K∈N are closed and convex in ℓ 2 (N) × R. Therefore, since by assumption (2.42) the functions (ϕ K ) K∈N are nonnegative, the set
is also closed and convex as an intersection of closed convex sets. This shows that ϕ is lower semicontinuous and convex. Finally, since (2.42) implies that ϕ(0) = 0, we
Then, in view of Lemma 2.8 and (2.45), it suffices to show that p = q. Let us first observe that, for every k ∈ N, (2.42) implies that 0 minimizes φ k and therefore that prox φ k 0 = 0. Consequently, it follows from the nonexpansivity of the operators (prox
Hence q ∈ ℓ 2 (N). Now let y = (η k ) k∈N be an arbitrary point in ℓ 2 (N). It follows from (2.12) and (2.5) that p is the unique point in ℓ 2 (N) that satisfies
On the other hand, the same characterization for each point in (π k ) k∈N yields
Summing these last inequalities over k ∈ N, we obtain y − q | x − q + ϕ(q) ≤ ϕ(y).
In view of the characterization (2.48), we conclude that p = q.
The following special case is the widely used soft-thresholder that will be discussed in Problem 5.18 and Example 6.3.
Example 2.20. Let (e k ) k∈N be an orthonormal basis of X , let (ω k ) k∈N be a sequence in ]0, +∞[, let ψ : 3. Properties and numerical solution of Problem 1.1. We begin with some basic properties of Problem 1.1. Recall that the set of solutions to this problem is denoted by G.
Proposition 3.1.
(i) Existence: Problem 1.1 possesses at least one solution if f 1 + f 2 is coercive, i.e.,
(ii) Uniqueness: Problem 1.1 possesses at most one solution if f 1 + f 2 is strictly convex. This occurs in particular when f 1 or f 2 is strictly convex. (iii) Characterization: Let x ∈ H and γ ∈ ]0, +∞[. Then the following statements are equivalent: 
Using (3.3) and (2.5), we see that
The fixed point characterization provided by Proposition 3.1(iii)(b) suggests solving Problem 1.1 via the fixed point iteration x n+1 = prox γf1 x n − γ∇f 2 (x n ) for a suitable value of the parameter γ. This iteration, which is referred to as a forward-backward splitting process in optimization, consists of two separate steps. First one performs a forward (explicit) step involving only f 2 to compute x n+ 1 2 = x n − γ∇f 2 (x n ); then one performs a backward (implicit) step involving only f 1 to compute x n+1 = prox γf1 x n+ 1 2 . Formally, this second step amounts to solving the inclusion (2.12), hence its implicit nature. The following theorem is an adaption of some results from [25] , which provides a more general iteration in which the coefficient γ is made iteration-dependent, errors are allowed in the evaluation of the operators prox γf1 and ∇f 2 , and a relaxation sequence (λ n ) n∈N is introduced. The errors allow for some tolerance in the numerical implementation of the algorithm, while the flexibility introduced by the iteration-dependent parameters γ n and λ n can be used to improve its convergence pattern.
First, we need to introduce the following condition. Condition 3.2. Let X be a nonempty subset of a real Hilbert space X . We say that a function ϕ ∈ Γ 0 (X ) satisfies this condition on X if for all sequences (y n ) n∈N and (v n ) n∈N in X and points y ∈ X and v ∈ ∂ϕ(y), we have (3.5) y n ⇀ y, v n → v, (∀n ∈ N) v n ∈ ∂ϕ(y n ) ⇒ y is a strong cluster point of (y n ) n∈N .
Remark 3.3. In Condition 3.2, the inclusion v ∈ ∂ϕ(y) is redundant and stated only for the sake of clarity. Indeed, since ϕ ∈ Γ 0 (X ), ∂ϕ is maximal monotone [76, Theorem 3.1.11] and its graph is therefore sequentially weakly-strongly closed in X × X [4, Proposition 3.5.6.2]. Accordingly, the statements y n ⇀ y, v n → v, and (∀n ∈ N) v n ∈ ∂ϕ(y n ) imply that v ∈ ∂ϕ(y).
Here is our main convergence result (recall that f 1 , f 2 , β, and G are defined in Problem 1.1).
Theorem 3.4. Suppose that G = ∅. Let (γ n ) n∈N be a sequence in ]0, +∞[ such that 0 < inf n∈N γ n ≤ sup n∈N γ n < 2β, let (λ n ) n∈N be a sequence in ]0, 1] such that inf n∈N λ n > 0, and let (a n ) n∈N and (b n ) n∈N be sequences in H such that n∈N a n < +∞ and n∈N b n < +∞. Fix x 0 ∈ H and, for every n ∈ N, set (3.6)
Then the following hold.
(iv) (x n ) n∈N converges strongly to x if and only if lim d G (x n ) = 0. In particular, strong convergence occurs in each of the following cases: 
As in [25, Eq. (6.4)] set, for every n ∈ N, T 1,n = prox γnf1 , α 1,n = 1/2, T 2,n = Id −γ n ∇f 2 , and α 2,n = γ n /(2β). Then [25, Remark 3.4] with m = 2 yields
The assumptions on (γ n ) n∈N then provide the desired summability results. 
Then (2.12) yields (∀n ∈ N) v n ∈ ∂f 1 (y n ). On the other hand, we derive from (i) and (iii) that y n ⇀ x ∈ G. Furthermore, since
it follows from (ii)
(iv)(c): Set v = ∇f 2 (x) and (∀n ∈ N) v n = ∇f 2 (x n ) (so certainly v n ∈ ∂f 2 (x n ) = {∇f 2 (x n )}). Then (i) yields x n ⇀ x while (ii) yields v n → v. Therefore Condition 3.2 implies that x ∈ G is a strong cluster point of (x n ) n∈N and we conclude that lim d G (x n ) = 0.
Remark 3.5. If f 2 = 0, λ n ≡ 1, and b n ≡ 0 in Theorem 3.4, we recover the proximal point algorithm and item (i), which states that (x n ) n∈N converges weakly to a minimizer of f 1 , follows from [61, Theorem 1] .
Further special cases of Theorem 3.4(iv)(b)&(iv)(c) can be constructed from the following proposition.
Proposition 3.6. Let X be a real Hilbert space. Suppose that ϕ ∈ Γ 0 (X ) and
for every bounded sequence (y n ) n∈N in X such that ∇ϕ(y n ) n∈N converges strongly, (y n ) n∈N admits a strong cluster point. (iii) For every y ∈ X and v ∈ ∂ϕ(y) there exists a function c ∈ C such that
(iv) ϕ is uniformly convex at every point in X: for every y ∈ X there exists a function c ∈ C such that, for every x ∈ D, (3.12)
(v) ϕ is uniformly convex: there exists a function c ∈ C such that, for every x and y in D, (3.12) holds. (vi) ϕ is uniformly convex on bounded sets: for every bounded convex set C ⊂ X , ϕ + ι C is uniformly convex, i.e., there exists a function c ∈ C such that, for every x and y in C ∩ D, (3.12) holds. (vii) ϕ is strongly convex.
Proof. Take sequences (y n ) n∈N and (v n ) n∈N in X and points y ∈ X and v ∈ ∂ϕ(y) such that y n ⇀ y, v n → v, and (∀n ∈ N) v n ∈ ∂ϕ(y n ).
(i): The sequence (y n ) n∈N is bounded (since it converges weakly) and lies in dom ∂ϕ ⊂ D. It therefore lies in a compact set and, as a result, y must be a strong cluster point.
(ii): The sequence (y n ) n∈N is bounded and, since ϕ is differentiable, (∀n ∈ N) ∇ϕ(y n ) = v n → v. Hence the demicompactness assumption implies that we can extract a subsequence (y kn ) n∈N that converges strongly. Since y n ⇀ y, we conclude that y kn → y.
(iii): It follows from (3.11) that
On the other hand, it follows from (2.5) that (3.14) (∀n ∈ N) y − y n | v n + ϕ(y n ) ≤ ϕ(y).
However, since y n ⇀ y and v n → v, we have y n − y | v n − v → 0. Therefore the assumptions on c and (3.15) yield y n − y → 0. 
Hence (iv) is a special case of (iii).
(v): This is a special case of (iv).
(vi): Since y n ⇀ y, (y n ) n∈N and y lie in some closed ball C. However since f + ι C is uniformly convex, there exists c ∈ C such that (3.12) holds true for every x ∈ C ∩ D. Thus, we deduce from (3.16) that (3.13) is satisfied, and we conclude as in (iii).
(vii): This is a special case of (v) with c : t → ρt 2 /2 for some ρ ∈ ]0, +∞[ [76, Section 3.5].
Examples of functions satisfying the various types of uniform convexity defined above can be found in [12, 75] .
Problems involving sums of Moreau envelopes.
4.1. Problem statement. We consider the following formulation, which is based on the notion of a Moreau envelope defined in (2.11).
Problem 4.1. Let (i) (K i ) 1≤i≤m be real Hilbert spaces; (ii) for every i ∈ {1, . . . , m}, L i : H → K i be a nonzero bounded linear operator,
The objective is to
The set of solutions to this problem is denoted by G. Proposition 4.2. Problem 4.1 is a special case of Problem 1.1 with
Since, for every i ∈ {1, . . . , m}, the function ρi ϕ i is finite, continuous, and convex, it belongs to Γ 0 (K i ) and therefore (
Consequently, f 2 belongs to Γ 0 (H). Now, set (∀i ∈ {1, . . . , m}) T i = Id − prox ρiϕi . As seen in Lemma 2.4, the operators (T i ) 1≤i≤m are (firmly) nonexpansive. Therefore, for every i ∈ {1, . . . , m}, we obtain
On the other hand, we derive from Lemma 2.5 that 
Since (4.3) states that each operator L
* i • T i • L i is
Properties and numerical solution of Problem 4.1.
The following is a specialization of Theorem 3.4, in which we omit items (ii) and (iii) for the sake of brevity (special cases of item (ii) below can be derived from Theorem 3.4 and Proposition 3.6). The algorithm allows for the inexact computation of each proximity operator.
, 1] such that inf n∈N λ n > 0, and let (a n ) n∈N and (b i,n ) n∈N 1≤i≤m be sequences in H such that n∈N a n < +∞ and max 1≤i≤m n∈N b i,n < +∞. Fix x 0 ∈ H and, for every n ∈ N, set
Then: (i) (x n ) n∈N converges weakly to a point x ∈ G. We denote by G the set of solutions to this problem. Applying Theorem 4.3 with m = 1, we obtain at once the following convergence result.
Corollary 4.4.
, 1] such that inf n∈N λ n > 0, and let (a n ) n∈N and (b n ) n∈N be sequences in H such that n∈N a n < +∞ and n∈N b n < +∞. Fix x 0 ∈ H and, for every n ∈ N, set
Then:
(i) (x n ) n∈N converges weakly to a point x ∈ G.
(ii) (x n ) n∈N converges strongly to x if and only if lim d G (x n ) = 0. Now, let us specialize the above setting to the case when ρ = 1, f 1 = ι C and ϕ = ι Q , where C ⊂ H and Q ⊂ K are two nonempty closed convex sets. Then, in view of (2.14), (4.6) becomes
In other words, one seeks a signal x ∈ C such that the signal Lx is at minimal distance from Q; in particular, when C ∩ L −1 (Q) = ∅, one seeks a signal in x ∈ C such that Lx ∈ Q. This is the so-called split feasibility problem introduced in [15] and further discussed in [13] . Let us observe that one of the earliest occurrence of this formulation is actually that provided by Youla in [73] . In that paper, the problem was to find a signal x in a closed vector subspace C, knowing its projection p onto a closed vector subspace V (hence L = P V and Q = {p}); it was also observed that the standard signal extrapolation schemes of Gerchberg [37] and Papoulis [59] fitted this framework.
In the present setting, Corollary 4.4(i) reduces to the following corollary. Corollary 4.5. Suppose that the set G of solutions to (4.8) is nonempty. Let (γ n ) n∈N be a sequence in ]0, +∞[ such that 0 < inf n∈N γ n ≤ sup n∈N γ n < 2/ L 2 , let (λ n ) n∈N be a sequence in ]0, 1] such that inf n∈N λ n > 0, and let (a n ) n∈N and (b n ) n∈N be sequences in H such that n∈N a n < +∞ and n∈N b n < +∞. Fix x 0 ∈ H and, for every n ∈ N, set (4.9)
Then (x n ) n∈N converges weakly to a point x ∈ G. Remark 4.6. Corollary 4.5 improves upon [13, Theorem 2.1], where the additional assumptions dim H < +∞, dim K < +∞, λ n ≡ 1, γ n ≡ γ ∈ 0, 2/ L 2 , a n ≡ 0, and b n ≡ 0 were made.
4.4.
The u+v signal decomposition model. Underlying many signal recovery problems is the decomposition of a signal x ∈ H as x = u + v, where u captures the geometric components of the signal (typically a function with bounded variations) and v models texture (typically an oscillatory function), e.g., [5, 6, 7, 51, 57, 71, 72] . The variational formulations proposed in [5, 6, 7, 71, 72] to achieve this decomposition based on a noisy observation z ∈ H of the signal of interest are of the general form (4.10) minimize
where ψ and φ are in Γ 0 (H) and ρ ∈ ]0, +∞[. In order to cast this problem in our framework, let us introduce the function 
In view of (2.11), this problem can be rewritten in terms of the variable u as (4.14) minimize
In other words, we obtain precisely the formulation (4.6) with f 1 = ψ, K = H, and L = Id . We now derive from Corollary 4.4 and some facts from [9] the following result. Corollary 4.7. Suppose that (4.10) has at least one solution. Let (γ n ) n∈N be a sequence in ]0, +∞[ such that 0 < inf n∈N γ n ≤ sup n∈N γ n < 2ρ, let (λ n ) n∈N be a sequence in ]0, 1] such that inf n∈N λ n > 0, and let (a n ) n∈N and (b n ) n∈N be sequences in H such that n∈N a n < +∞ and n∈N b n < +∞. Fix u 0 ∈ H and, for every n ∈ N, set (4.15) u n+1 = u n +λ n prox γnψ u n + γ n ρ z −prox ρφ (z −u n )−u n +b n +a n −u n .
Then (u n ) n∈N converges weakly to a solution u to (4.14) and u, prox ρφ (z − u) is a solution to (4.10).
Proof. By assumption, the set G of solutions to (4.14) is nonempty. As noted above, (4.14) is a special case of (4.6) with f 1 = ψ, K = H, and L = Id . Moreover, in this case, (4.7) reduces to (4.16) u n+1 = u n + λ n prox γnψ u n + γ n ρ prox ρϕ u n − u n + b n + a n − u n .
However, using (4.11) and Lemma 2.6(ii)&(iv), we obtain
Therefore, (4.16) coincides with (4.15). Hence, since L = 1, we derive from Corollary 4.4 that the sequence (u n ) n∈N converges weakly to a point u ∈ G. It then follows from [9, Propositions 3.2 and 4.1] that (u, prox ρϕ u) is a solution to (4.13). In view of (4.17), this means that (u, w) is a solution to (4.13), where w = z − prox ρφ (z − u). Upon invoking the change of variable (4.12), we conclude that (u, v) is a solution to (4.10), where v = z − w = prox ρφ (z − u). Remark 4.8. Consider the particular case when λ n ≡ 1, γ n ≡ ρ, a n ≡ 0, and b n ≡ 0. Then (4.15) becomes
Let us further assume, as in [5] , that ψ is the support function of some nonempty closed convex set K ⊂ H and that φ is the indicator function of µK for some µ ∈ ]0, +∞[. Then, since ψ = σ K , it follows from (2.39) that prox ρψ = Id −P ρK . On the other hand, since φ = ι µK , (2.14) asserts that prox ρφ = P µK . Altogether, (4.18) becomes
This is precisely the iteration proposed in [5] . Remark 4.9. Problem (4.13) was originally studied in [1] and recently revisited in a broader context in [9] . The reader will find in the latter further properties, in particular from the viewpoint of duality.
4.5. Hard-constrained signal feasibility problems. Suppose that in Problem 4.1 we set K i ≡ H, L i ≡ Id , f 1 = ι C , and, for every i ∈ {1, . . . , m}, ω i = 1/ρ i and f i = ι Ci , where C and (C i ) 1≤i≤m are nonempty closed convex subsets of H. Then, in view of (2.14), we obtain the so-called hard-constrained signal feasibility problem proposed in [26] to deal with inconsistent signal feasibility problems, namely (4.20) minimize
We shall assume, without loss of generality, that m i=1 ω i = 1. In other words, (4.20) aims at producing a signal that satisfies the hard constraint modeled by C and that is closest, in a least-square distance sense, to satisfying the remaining constraints modeled by (C i ) 1≤i≤m . In particular, if C = H, one recovers the framework discussed in [22] , where
Ci (x)/2 was called a proximity function. Another example is when m = 1, i.e., when one seeks a signal x ∈ C at minimal distance from C 1 . This setting is discussed in [38, 60] . Let us now specialize Theorem 4.3(i) (strong convergence follows as in Theorem 4.3(ii)) to the current hypotheses.
Corollary 4.10. Suppose that the set G of solutions to (4.20) is nonempty. Let (γ n ) n∈N be a sequence in ]0, +∞[ such that 0 < inf n∈N γ n ≤ sup n∈N γ n < 2, let (λ n ) n∈N be a sequence in ]0, 1] such that inf n∈N λ n > 0, and let (a n ) n∈N and (b i,n ) n∈N 1≤i≤m be sequences in H such that n∈N a n < +∞ and max 1≤i≤m n∈N b i,n < +∞. Fix x 0 ∈ H and, for every n ∈ N, set
Then (x n ) n∈N converges weakly to a point x ∈ G. Remark 4.11. When γ n ≡ γ ∈ ]0, 2[, b i,n ≡ 0, and a n ≡ 0, Corollary 4.10 captures the scenario of [26, Proposition 9] , which itself contains [22, Theorem 4] (where C = H), and the convergence result of [38] (where m = 1).
Linear inverse problems.
5.1. Problem statement. In Section 1, we have described the signal recovery problem as that of inferring a signal x in a real Hilbert space H from the observation of a signal z in a real Hilbert space G. In this section, we consider the standard linear data formation model in which z is related to x via the model
where T : H → G is a linear operator and where w ∈ G stands for an additive noise perturbation. This model covers numerous signal and image restoration and reconstruction prescriptions [2, 16, 23, 39, 66, 67] . The problem under consideration will be the following.
The set of solutions to this problem is denoted by G. In Problem 5.1, the term T x − z 2 /2 is a so-called data fidelity term which attempts to reflect the contribution of the data formation model (5.1), while the term f (Lx) promotes prior knowledge about the original signal x. This formulation covers various instances of linear inverse problems in signal recovery. Two specific frameworks will be discussed in Sections 5.3 and 5.4; other important examples are the following:
• In discrete models, the underlying Hilbert spaces are Euclidean spaces. If K = H, L = Id , and w is a realization of a multivariate zero mean Gaussian noise, then (5.2) with a suitable norm covers maximum a posteriori models with an a priori Gibbs density p ∝ exp(−f ). This setting is discussed in [68, 69] .
where Ω is an open domain of R m , let L = Id , and let f be an integral functional of the form
where γ ∈ ]0, +∞[. Then (5.2) covers a variety of formulations, including total variation, least-squares, Fisher information, and entropic methods, e.g., [3, 19, 32, 40, 45] . Let us add that this framework also corresponds to the Lagrangian formulation of the problems of [2, 42, 43, 56, 62, 70] , the original form of which is
where η ∈ ]0, +∞[. In this case, the parameter γ in (5.3) is the reciprocal of the Lagrange multiplier.
• In the Fourier regularization methods of [46, 50] 
Then it follows from assumptions (i)-(iv) above that f 1 and f 2 are in Γ 0 (H), and that f 2 is differentiable on H with ∇f 2 : x → T * (T x − z). Consequently,
and ∇f 2 is therefore Lipschitz continuous with constant T 2 . Let us first provide existence and uniqueness conditions for Problem 5.1, as well as characterizations for its solutions. (iii) Problem 5.1 possesses exactly one solution if T is bounded below, i.e.,
(iv) Let x ∈ H and γ ∈ ]0, +∞[. Then the following statements are equivalent:
Moreover, since f is coercive, it follows from assumption (iii) in Problem 5.1 that f • L is likewise. This shows the coercivity of f 1 + f 2 .
(ii): This follows from Proposition 3.1(ii) since, in item (ii)(a), f 1 is strictly convex by injectivity of L and, in item (ii)(b), f 2 is strictly convex. To show the latter, consider two distinct points x and y in H and let α ∈ ]0, 1[. Then, by (5.6),
(iii): It follows from (5.6) that T is injective. Therefore, by (ii)(b), there is at most one solution. Regarding existence, Proposition 3.1(i) asserts that is suffices to show that f 1 + f 2 is coercive. Since f ∈ Γ 0 (K), it is minorized by a continuous affine functional [76, Theorem 2.2.6(iii)], say · | u + η/2 where u ∈ K {0} and η ∈ R. Hence, we derive from (5.6) that
and we obtain lim x →+∞ f 1 (x) + f 2 (x) = +∞. (iv): This follows from Proposition 3.1(iii) and Lemma 2.8. Next, we turn our attention to the stability of the solutions to Problem 5.1 with respect to perturbations of the observed data z.
Proposition 5.4. Suppose that T satisfies (5.6). Let z be a point in G, and let x and x be the unique solutions to Problem 5.1 associated with z and z, respectively. Then
Proof. The existence and uniqueness of x and x follow from Proposition 5.3(iii). Next, we derive from Proposition 5.3(iv)(c) that
In the context of Problem 5.1, the forward-backward splitting algorithm (3.6) assumes the following form, which can be described as an inexact, relaxed proximal Landweber method, as it alternates between an inexact Landweber step x n → x n + γ n (T * (z − T x n ) − b n ) and a relaxed inexact proximal step. Theorem 5.5 (Proximal Landweber method). Suppose that G = ∅. Let (γ n ) n∈N be a sequence in ]0, +∞[ such that 0 < inf n∈N γ n ≤ sup n∈N γ n < 2/ T 2 , let (λ n ) n∈N be a sequence in ]0, 1] such that inf n∈N λ n > 0, and let (a n ) n∈N and (b n ) n∈N be sequences in H such that n∈N a n < +∞ and n∈N b n < +∞. Fix x 0 ∈ H and, for every n ∈ N, set
Since L is linear and bounded, it is weakly and strongly continuous. Therefore, we have Ly n ⇀ Ly ∈ L(G) and Lv n → Lv ∈ ∂f (Ly). On the other hand, (∀n ∈ N) Lv n ∈ ∂f (Ly n ). Hence, since f satisfies Condition 3.2 on L(G), there exists a subsequence (y kn ) n∈N such that Ly kn → Ly. It follows from assumption (iii) in Problem 5.1 that y kn → y.
(iv)(c): It follows from (5.7) that f 2 is strongly convex. Hence the claim follows from Proposition 3.6(vii) and Theorem 3.4(iv)(c).
(iv)(d): In this case Id −∇f 2 is demicompact. Hence the claim follows from Proposition 3.6(ii) and Theorem 3.4(iv)(c). A natural way to regularize this problem is to force the solutions to lie in a given closed convex set modeling a priori constraints [35, 48, 63] . This leads to the following formulation.
Problem 5.6. Let (i) T : H → G be a nonzero bounded linear operator; (ii) C be a nonempty closed convex subset of H. The objective is to (5.13) minimize
The set of solutions to this problem is denoted by G. Proposition 5.7. Problem 5.6 is a special case of Problem 5.1 with K = H, L = Id , and f = ι C .
Proof. The proof is a direct consequence of (2.2). (a) x solves Problem 5.6. (i)(b): Since T is linear and C is convex, T (C) is convex. Hence the assumptions imply that T (C) is a nonempty closed convex subset of G. As a result, z admits a projection p onto T (C) and, therefore, there exists a point x ∈ C such that p = T x and x solves (5.13).
(ii)(a): By Fermat's rule (2.7), if (5.12) has no solution in C, then we have (∀x ∈ C) 0 / ∈ ∂ T x − z 2 /2 and the result therefore follows from [47, Theorem 1.3] . Finally, items (ii)(b), (iii), and (iv) follow from Proposition 5.7 and their counterparts in Proposition 5.3, with the help of (2.14) in (iv)(b) and of (2.2) in (iv)(c).
, 1] such that inf n∈N λ n > 0, and let (a n ) n∈N and (b n ) n∈N be sequences in H such that n∈N a n < +∞ and n∈N b n < +∞. Fix x 0 ∈ H and, for every n ∈ N, set (5.15)
Then: (i) (x n ) n∈N converges weakly to a point x ∈ G.
(ii) (x n ) n∈N converges strongly to x if and only if lim d G (x n ) = 0.
Proof. Specialize Theorem 5.5(i)&(iv) to the setting described in Proposition 5.7 and use (2.2). Remark 5.10. As in Theorem 5.5(iv), we obtain strong convergence in particular when int G = ∅, when T is bounded below, or when Id −T * T is demicompact. Another example is when C is boundedly compact, since in this case ι C satisfies condition (i) in Proposition 3.6 and we can therefore conclude with Theorem 5.5(iv)(b).
Remark 5.11 (Projected Landweber iteration). Corollary 5.9 improves upon the results of [35, Section 3.1] , which considered the special case when λ ≡ 1, γ n ≡ γ ∈ 0, 2/ T 2 , a n ≡ 0, and b n ≡ 0. In this particular scenario, (5.15) reduces to the classical projected Landweber iteration (5.16) , it was conjectured that, for any C, G, T , and z in Problem 5.6 such that G = ∅, any sequence (x n ) n∈N generated by the projected Landweber iteration (5.16) converges strongly to a point in G. This conjecture is not true, as we now show. Take G = R, z = 0, and T : x → x | u , where u ∈ H {0}. Furthermore set H = ker T and γ = 1/ T 2 . Then (5.16) can be rewritten as
However, it was shown in [41] that, for a particular choice of x 0 , u, and of a closed convex cone C, the sequence (x n ) n∈N produced by this alternating projection iteration converges weakly but not strongly to a point in G.
Sparse regularization problems.
In nonlinear approximation theory, statistics, and signal processing, a powerful idea is to decompose a function into an orthonormal basis and to transform the coefficients of the decomposition to construct sparse approximations or estimators, e.g., [18, 20, 30, 31, 33, 34, 49] . In the context of infinite-dimensional inverse problems, a variational formulation of this concept is the following (the specialization to the finite dimensional setting is straightforward).
Problem 5.13. Let (i) T : H → G be a nonzero bounded linear operator; (ii) (e k ) k∈N be an orthonormal basis of H; (iii) (φ k ) k∈N be functions in Γ 0 (R) such that (∀k ∈ N) φ k ≥ 0 and φ k (0) = 0. The objective is to (5.18) minimize
The set of solutions to this problem is denoted by G. Proposition 5.14. Problem 5.13 is a special case of Problem 5.1 with
Proof. 
( (a) x solves Problem 5.13.
Proof. In view of Proposition 5.14, we can invoke Proposition 5.3. Let f and L be as in Proposition 5.14.
(i): By Proposition 5.3(i), it is enough to show that f is coercive. Let
In view of Proposition 5.3(ii)(a), it is enough to show that f is strictly convex. Let x = (ξ k ) k∈N and y = (η k ) k∈N be two distinct points in dom f (if dom f is a singleton, the conclusion is clear) and let α ∈ ]0, 1[. Then there exists an index l ∈ N such that ξ l = η l , φ l (ξ l ) < +∞, and φ l (η l ) < +∞. Moreover, by strict convexity of (5.20) which proves the strict convexity of f .
Finally, items (ii)(b), (iii), and (iv) follow from their counterpart in Proposition 5.3, with the help of Example 2.19 in (iv).
We now turn our attention to the numerical solution of Problem 5.13. Corollary 5.16. Suppose that G = ∅. Let (γ n ) n∈N be a sequence in ]0, +∞[ such that 0 < inf n∈N γ n ≤ sup n∈N γ n < 2/ T 2 , let (λ n ) n∈N be a sequence in ]0, 1] such that inf n∈N λ n > 0, and let (b n ) n∈N be a sequence in H such that n∈N b n < +∞. Moreover, for every n ∈ N, let (α n,k ) k∈N be a sequence in ℓ 2 (N) and suppose that n∈N k∈N |α n,k | 2 < +∞. Fix x 0 ∈ H and, for every n ∈ N, set (5.21)
Proof. It follows from Example 2.19 that (5.21) is a special case of (5.11) with (∀n ∈ N) a n = k∈N α n,k e k . In view of Proposition 5.14, the corollary is therefore an application of Theorem 5.5.
Specific strong convergence conditions are given in Theorem 5.5(iv). Let us now provide two illustrations of the above results.
Example 5.17. Suppose that T is bounded below. Then (without further assumptions on the sequence (φ k ) k∈N ), Problem 5.13 has a unique solution x (Proposition 5.15(iii)) and we obtain the strong convergence of any sequence generated by (5.21) to x (see Theorem 5.5(iv)(c)). Moreover, as the data z vary, the solutions are stable in the sense of (5.9).
Problem 5.18. We revisit a problem investigated in [30] with different tools (see also [10, 31, 36, 64, 65] for related frameworks and special cases). Let (i) T : H → G be a nonzero bounded linear operator; (ii) (e k ) k∈N be an orthonormal basis of H; (iii) p ∈ [1, 2] and (ω k ) k∈N be a sequence in ]0, +∞[ such that ω = inf k∈N ω k > 0. The objective is to (5.22) minimize
Clearly, Problem 5.18 is a special case of Problem 5.13 with (∀k ∈ N)
Therefore (5.19) holds with c : t → ωt p/2 . Hence, as a result of Proposition 5.15(i), Problem 5.18 admits at least one solution. Moreover, we deduce from Proposition 5.15(ii)(a) that it admits exactly one solution if 1 < p ≤ 2. Now, let the sequences (γ n ) n∈N , (λ n ) n∈N , (b n ) n∈N , and (α n,k ) n∈N be as in Corollary 5.16 and define, for every (k, n) ∈ N 2 , (5.24) π n,k = prox ω n,k |·| p x n + γ n (T * (z − T x n ) − b n ) | e k , where ω n,k = γ n ω k .
Then we can rewrite (5.21) as (5.25) x n+1 = x n + λ n k∈N (α n,k + π n,k )e k − x n .
We deduce at once from Corollary 5.16(i) that (5.26) (x n ) n∈N converges weakly to a solution x to Problem 5.18.
In [30] , (5.26) was obtained with the additional assumptions λ n ≡ 1, T < 1, γ n ≡ 1, α n,k ≡ 0, and b n ≡ 0 (see [30, Proposition 3.11] ). Furthermore, it was shown that, in this particular case, strong convergence is achieved [30, Theorem 3.1] . Let us now extend this result. Corollary 5.19. Let (γ n ) n∈N be a sequence in ]0, +∞[ such that 0 < inf n∈N γ n ≤ sup n∈N γ n < 2/ T 2 , let (λ n ) n∈N be a sequence in ]0, 1] such that inf n∈N λ n > 0, and let (b n ) n∈N be a sequence in H such that n∈N b n < +∞. Moreover, for every n ∈ N, let (α n,k ) k∈N be a sequence in ℓ 2 (N) and suppose that n∈N k∈N |α n,k | 2 < +∞. Fix x 0 ∈ H and let (x n ) n∈N be a sequence generated by (5.24)-(5.25). Then (x n ) n∈N converges strongly to a solution x to Problem 5.18.
Proof. As seen in (5.26), x n ⇀ x, where x solves Problem 5.18. Now set f 1 : y → k∈N ω k | y | e k | p , f 2 : y → T y − z 2 /2, and, for every n ∈ N, set h n = x + γ n T * (z − T x) = x − γ n ∇f 2 (x) and v n = x n − x. Then we must show that v n → 0. Proposition 3.1(iii) yields (∀n ∈ N) prox γnf1 h n = x. Hence, it follows from Lemma 2.4 that (5.27) (∀n ∈ N) prox γnf1 (v n + h n ) − v n − prox γnf1 h n = prox γnf1 x n + γ n T * (z − T x) − x n ≤ prox γnf1 x n + γ n T * (z − T x) − prox γnf1 x n + γ n T * (z − T x n ) + prox γnf1 x n + γ n T * (z − T x n ) − x n ≤ γ n T * T (x n − x) + prox γnf1 x n + γ n T * (z − T x n ) − x n .
Therefore, the boundedness of (γ n ) n∈N and Corollary 5. The remainder of the proof is patterned after that of [30, Lemma 3.18 ]. There, it was shown that, if T < 1 and γ n ≡ 1 (hence h n ≡ x + T * (z − T x)), then (5.28) and (5.29) imply that v n → 0. We shall show that this conclusion remains true in our more general setting. Define, for every n and k in N, η n,k = h n | e k , ν n,k = v n | e k , ξ k = x | e k , χ k = q | e k , and ρ k = r | e k , where q = T * (z −T x) and r = 2q/ T 2 . Since, for every n ∈ N, h n = x + γ n q and γ n < 2/ T 2 , we have
Now let δ = inf (n,k)∈N 2 ω n,k . Note that (5.24) and our assumptions yield (5.31) δ > 0.
As in [30, Lemma 3.18] , we treat the cases 1 < p ≤ 2 and p = 1 separately. First, suppose that 1 < p ≤ 2. We derive from (5.29) that sup n∈N v n ≤ B for some B ∈ ]0, +∞[. Now define K = k ∈ N | (∃ n ∈ N) |η n,k | ≥ B . Then we derive from (5.30) that (5.32) (∀k ∈ K)(∃ n ∈ N) |ξ k | 2 + |ρ k | 2 ≥ |η n,k | 2 /2 ≥ B 2 /2.
sum of two functions, say (6.7) f = ϕ + ψ, where (i) ϕ ∈ Γ 0 (K) and the operator prox ϕ is relatively easy to implement; (ii) ψ ∈ Γ 0 (K) is differentiable and ∇ψ is α-Lipschitz continuous on K for some α ∈ ]0, +∞[. Problem 6.1 then becomes (6.8) minimize x∈H ϕ(Lx) + ψ(Lx) + 1 2 x − z 2 .
We now provide a strongly convergent algorithm to construct the solution z ⊕ to (6.8). Theorem 6.5. Let (γ n ) n∈N be a sequence in ]0, +∞[ such that 0 < inf n∈N γ n ≤ sup n∈N γ n < 2/(α + 1), let (λ n ) n∈N be a sequence in ]0, 1] such that inf n∈N λ n > 0, and let (a n ) n∈N and (b n ) n∈N be sequences in K such that n∈N a n < +∞ and n∈N b n < +∞. Fix x 0 ∈ K and, for every n ∈ N, set (6.9) x n+1 = x n + λ n prox γnϕ (1 − γ n )x n + γ n (Lz − ∇ψ(x n ) − b n ) + a n − x n .
Then (x n ) n∈N converges strongly to x = prox f (Lz) and z ⊕ = L * x. Proof. In view of assumption (ii) in Problem 6.1, (6.8) is equivalent to (6.10) minimize
Now set f 1 = ϕ and f 2 = ψ + · −Lz 2 /2. Then ∇f 2 is Lipschitz continuous with constant 1/β = α + 1 and (6.10) is a special case of Problem 1.1 transposed in K. Moreover, (6.9) is a special case of (3.6). We also observe that, since · −Lz 2 /2 is strongly convex, f 2 is likewise. It therefore follows from Proposition 3.6(vii) that f 2 satisfies Condition 3.2. Hence, we derive from Theorem 3.4(iv)(c) that (x n ) n∈N converges strongly to the solution x = Lz ⊕ to (6.10). Remark 6.6. The continuity of L * yields L * x n → z ⊕ in Theorem 6.5. A noteworthy special case of (6.8) is when ϕ = ι C , for some nonempty closed convex set C ⊂ K. In this case, we seek the optimal solution to the denoising problem relative to ψ • L over the feasibility set L −1 (C), i.e., This formulation makes it possible to incorporate more a priori information in terms of constraints on Lz ⊕ . As a direct corollary to Theorem 6.5 we obtain the following corollary.
Corollary 6.7. Let (γ n ) n∈N be a sequence in ]0, +∞[ such that 0 < inf n∈N γ n ≤ sup n∈N γ n < 2/(α + 1), let (λ n ) n∈N be a sequence in ]0, 1] such that inf n∈N λ n > 0, and let (a n ) n∈N and (b n ) n∈N be sequences in K such that n∈N a n < +∞ and n∈N b n < +∞. Fix x 0 ∈ K and, for every n ∈ N, set (6.12)
x n+1 = x n + λ n P C (1 − γ n )x n + γ n (Lz − ∇ψ(x n ) − b n ) + a n − x n .
Then (x n ) n∈N converges strongly to x = prox f (Lz) and z ⊕ = L * x.
