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Recent experiments show that periodic modulations of cold atoms in optical lattices may be used
to engineer and explore interesting models. We show that double modulation, combining lattice
shaking and modulated interactions allows for the engineering of a much broader class of lattice
models with correlated hopping, which we study for the particular case of one-dimensional systems.
We show, in particular, that by using this double modulation it is possible to study Hubbard models
with asymmetric hopping, which, contrary to the standard Hubbard model, present insulating phases
with both parity and string order. Moreover, double modulation allows for the simulation of lattice
models in unconventional parameter regimes, as we illustrate for the case of the spin-1/2 Fermi-
Hubbard model with correlated hopping, a relevant model for cuprate superconductors.
PACS numbers: 37.10.Jk, 03.75.Lm, 67.85.-d, 74.72.-h
Introduction.– Ultracold gases in optical lattices have
attracted a lot of attention as emulators of fundamental
models of quantum many-body systems. Their unprece-
dented levels of controllability, tunability, and cleanness
has permitted the realization of Hubbard models with
cold atoms [1–3], the creation of synthetic magnetic fields
in neutral lattice gases [4, 5], first steps towards the em-
ulation of quantum magnetism [6–12], and more [13, 14].
Recent progress in measurement techniques has allowed
for single-site resolved detection [15, 16], which has per-
mitted a deeper insight into the properties of Mott insula-
tors [16–18], and the dynamical properties of cold lattice
gases [19].
The possibility of tuning parameters in real time in
cold lattice gases has aroused a particular interest. Fast
periodic modulations provide a new tool for the engineer-
ing of relevant lattice models [4, 5, 20–29]. In particular,
a fast-enough modulation of the lattice position (lattice
shaking) results in the effective change of the tunnel-
ing rate [20] allowing, for example, driving the SF to
MI transition [24], inducing photon-assisted hopping in
tilted lattices [22], simulating frustrated classical mag-
netism [25], generating gauge potentials [28] and induc-
ing effective ferromagnetic domains [29]. Moreover, a
fast modulation of the interparticle interactions results
in an effective hopping that depends on the occupation
differences at neighboring sites [30–33], and may induce
density-dependent gauge fields [34].
In this work we show that double modulation (DM),
i.e. the combination of lattice shaking and periodically
modulated interactions, permits the selective control of
different hopping processes, hence allowing for the engi-
neering of a broad range of lattice models that cannot be
realized with either lattice shaking or modulated inter-
action alone. DM permits, in particular, the generation
of mirror-asymmetric tunneling, which may result in in-
sulators with both parity and string order. Moreover,
DM permits the exploration of parameter regimes which
cannot be reached with a single modulation, as we il-
lustrate for the relevant case of spin-1/2 lattice fermions
with correlated hopping.
Double modulation.– We consider a lattice gas with pe-
riodic DM. Whereas lattice shaking results from the dis-
placement of the lattice [20], periodic interactions may
be induced by modulating an externally applied mag-
netic field in the vicinity of a Feshbach resonance (see
Refs. [30, 32, 33] for details). We focus below on 1D lat-
tices, although the engineering possibilities of DM may
be extended to higher dimensions as well, and in 2D lat-
tices elliptic shaking [35] may be employed to induce even
richer lattice models. In the experimentally relevant sce-
nario in which only the lowest Bloch band is relevant [36],
Bose gases are described in the lattice reference frame by
the time-dependent Bose-Hubbard model (BHM):
Hˆ = −J
∑
〈i,j〉
bˆ†i bˆj+
U(t)
2
∑
j
nˆj(nˆj−1)+F (t)
∑
j
jnˆj, (1)
where bˆi(bˆ
†
i ) annihilates (creates) a boson at site i,
nˆi = bˆ
†
i bˆi, J is the tunneling parameter, U(t) is the
time-dependent interaction strength and F (t) is a time-
dependent tilting amplitude resulting from the lattice
shaking. Both the interaction and the tilting term
are periodically modulated, U(t) = U0 + U1fU (t) =
U0 + U1fU (t + T ) and F (t) = F1fF (t) = F1fF (t + T ).
Both fU,F (t) are unbiased, i.e.
∫ t+T
t fU,F (τ)dτ = 0. If
ω = 2pi/T ≫ U0/~, J/~, Floquet analysis may be em-
ployed to integrate the modulations, obtaining an effec-
tive time-independent Hamiltonian (see e.g. Refs. [20, 32]
or Ref. [33] for an equivalent derivation for the Fermi-
Hubbard model):
Hˆeff = −J
∑
〈i,j〉
bˆ†iF (i− j, nˆi − nˆj) bˆj+
U0
2
∑
j
nˆj(nˆj−1)
(2)
where F = 1T
∫ T
0 e
i/~
∫
t
0
[F1fF (τ)(i−j)+U1fU (τ)(nˆi−nˆj)]dτdt.
2We illustrate below the engineering possibilities allowed
by DM for the particular case of fU (t) = fF (t) = cos(ωt).
Note however that different frequencies and/or functional
forms for the two modulations may allow for an even
more versatile engineering. The above mentioned choice
implies F = J0
[
F1
~ω (i − j) +
U1
~ω (nˆi − nˆj)
]
in Eq. (2),
where Jn is the n-th order Bessel function [37].
Hopping channels.– We denote as J(ni,nj)↔(ni+1,nj−1)
the hopping rate from site j with nj particles before the
hop to site i with initially ni particles. In 1D lattices a
hop to the left is characterized by the rate
J(nj ,nj+1)↔(nj+1,nj+1−1)
J
=J0
(
U1
~ω
(nj−nj+1+1)−
F1
~ω
)
,
whereas a hop to the right is given by
J(nj ,nj+1)↔(nj−1,nj+1+1)
J
=J0
(
U1
~ω
(nj+1−nj+1)+
F1
~ω
)
,
Note that for sole lattice shaking (U1 = 0) hops are mir-
ror symmetric since J0 is even. The same is true for solely
modulating interactions (F1 = 0). DM allows for break-
ing mirror symmetry. Especially relevant at low fillings
are J(0,1)↔(1,0) = J(1,2)↔(2,1) = JJ0
(
F1
~ω
)
, J(1,1)↔(2,0) =
JJ0
(
U1−F1
~ω
)
, and J(1,1)↔(0,2) = JJ0
(
U1+F1
~ω
)
. One may
observe two important features: (i) contrary to the stan-
dard BHM (F1 = U1 = 0), in general J(1,1)↔(2,0) 6=
J(1,1)↔(0,2); and (ii) J(1,1)↔(2,0)/J(0,1)↔(1,0) and/or
J(1,1)↔(0,2)/J(0,1)↔(1,0) may be larger than one, an im-
possibility for U1 = 0 and/or F1 = 0. These peculiar
features have crucial consequences. As shown below, (i)
DM may result in insulators with both parity and string
order, whereas (ii) it also allows for the study of a much
richer phase diagram for lattice gases, compared to the
case of either shaking or interaction modulation.
Insulators with finite parity and string order.– In the
standard BHM, the MI with unit occupation is charac-
terized by doublon-holon pairs in a sea of singly-occupied
sites. The pairs result from the J(1,1)↔(2,0) = J(1,1)↔(0,2)
hops. The 1D MI at unit filling presents nonlocal parity
order O2P ≡ lim|i−j|→∞〈(−1)
∑
i<l<j δnˆl〉 > 0, with δnˆj =
1− nˆj [38], due to the appearance of doublon and holon
defects in pairs, as recently revealed experimentally [18].
Another important nonlocal order in 1D is string order,
O2S ≡ lim|i−j|→∞−〈δnˆi(−1)
∑
i<l<j
δnˆlδnˆj〉 [39]. A non-
vanishing O2S characterizes the Haldane insulator (HI),
predicted in polar lattice gases [39] and bosons in frus-
trated lattices [40]. In the HI the position of the defects
and the separation between them is not fixed, but start-
ing with a doublon the next defect along the chain is a
holon, the next a doublon, and so on. This diluted “an-
tiferromagnetic” order is characterized by O2S > 0. How-
ever, in a HI defects are not paired, and hence O2P = 0.
Conversely, in the standard BHM the MI presentsO2S = 0
due to the equal probability of having 20 and 02 pairs.
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FIG. 1: (Color online) (top) Infinite DMRG [41] results for
the effective model (2) (with 4 bosons per site, keeping up to
M = 200 states) for O2P (solid), 4O
2
S (dashed), and SvN (dot-
dashed) as a function of F1/~ω for U0/J = 1.2, unit filling,
and U1/~ω = 3. In the shaded SF-regions we find a logarith-
mic divergence of SvN with the number of kept matrix-states
M . (bottom) Relevant hopping rates.
DM allows for the selective reduction or cancellation of
J(1,1)↔(2,0) (or alternatively J(1,1)↔(0,2)). As a result, in-
side the MI, pairs may be produced dominantly, or even
solely, following a 02 (or 20) order. The system may
then present both O2P > 0, due to the pairwise creation
of defects, and O2S > 0, due to the dominantly “anti-
ferromagnetic” order of the defects. This is best under-
stood from the case in which all hoppings vanish except
J(1,1)↔(0,2) [42]. For unit filling, since the defect-free MI
at J = 0 just develops pairs 02 at finite J , we map into
an effective spin-1/2 system, with |0, 2〉j,j+1 ≡ | ↑〉j and
|1, 1〉j,j+1 ≡ | ↓〉j , obtaining an effective spin model:
HS =
∑
j
J(1,1)↔(0,2)
(
Sˆ+j + Sˆ
−
j
)
+ U0
(
1
2
+ Sˆzj
)
+ ∆
(
1
2
+ Sˆzj
)(
1
2
+ Sˆzj+1
)
(3)
where Sˆ±,zj are spin-1/2 operators, and we add a spin-
spin interaction ∆ → ∞ to project out neighboring
up spins, which have no physical meaning. Interest-
ingly, Hamiltonian (3) corresponds to an Ising model
with transverse and longitudinal magnetic fields in the
vicinity of its tricritical point between, ferro-, antiferro-
, and paramagnetic phases [43]. For a chain of length
L and periodic boundary conditions, the ground state
of (3) is a linear combination of states with m spin ups,
i.e. m defect pairs, of the form
∑L/2
m=0 cm|m〉, where
|m〉 ∝ (PS+)m|0〉 with P the projector excluding states
with two neighboring up spins, S+ =
∑
j S
+
j , and |0〉 the
state with all spins down (i.e. a defect-free MI). String
3and parity order may then be expressed as statistical mo-
ments of the number of defect pairs: O2P ≈
〈
(2m− 1)2
〉
and O2S ≈
〈
2m2(m− 2)
〉
. Both orders may hence coex-
ist. Note that with increasing number of pairs, i.e. de-
creasing ratio U0/J(1,1)↔(0,2), O
2
S increases whereas O
2
P
decreases, as observed in our simulations of Eq. (2).
Figure 1(top) illustrates the rich physics that results
from the selective control of the different hopping rates
allowed by DM. For a fixed U0/J = 1.2 and U1/~ω = 3,
we analyze, by means of density matrix renormaliza-
tion group (DMRG) [41] calculations, the different or-
der parameters for a varying F1/~ω. The relevant tun-
neling rates are depicted in Fig. 1 (bottom). One ob-
serves both that the hopping is generally asymmetric,
J(1,1)↔(2,0) 6= J(1,1)↔(0,2), and the existence of param-
eter regimes at which J(0,1)↔(1,0) < J(1,1)↔(2,0) and/or
J(1,1)↔(0,2). A first consequence of the variation of the
hopping rates with F1 is clearly the appearance of SF
to insulator transitions (at F1/~ω ≃ 0.5 and 6.2) . In
the SF regime the excitation gap vanishes, the entangle-
ment entropy SvN [44] shows a logarithmic divergence
with the system-size (not shown here), and correlations
decay algebraically as expected for a Luttinger liquid.
Within the insulator regions the entanglement entropy
is finite and correlations decay exponentially. As ex-
pected from the discussion above, insulator phases with
O2P > 0 and O
2
S > 0 occur due to the hopping asym-
metry. Note that O2S increases when the hopping asym-
metry grows, disappearing at those F1 values at which
J(1,1)↔(2,0) = J(1,1)↔(0,2) (at F1/~ω ≃ 1.2, 5.2 and 5.5).
When J(1,1)↔(0,2), J(1,0)↔(0,1) ≪ J(1,1)↔(2,0), we recover
the extreme case discussed above, and O2P and O
2
S are
large (e.g. at F1/~ω ≈ 2.4). Interestingly, within
the insulator regions, when the hopping is asymmet-
ric and J(1,1)↔(2,0), J(1,1)↔(0,2) ≪ J(1,0)↔(0,1), we obtain
O2P ≪ O
2
S . This parameter region is characterized by,
to a large extent, broken defect pairs but still “antiferro-
magnetic” defect order, i.e. in this region the insulator
rather behaves as a HI. We find however no gapless re-
gion that would mark a transition between a HI (with
low O2P ) and a MI (with finite O
2
S) [38].
Dynamics after switching the double modulation.– Up
to this point we have analyzed the ground-state prop-
erties of the time-independent model (2). It is however
interesting and experimentally relevant to investigate the
dynamics following the switching of DM. For simplicity
we consider at times t < 0 a large U0/J at unit filling in
absence of any modulation, such that the system is in a
defect-free MI (O2P = 1, O
2
S = 0). At t = 0 U0 is set to a
final value and the sinusoidal DM is abruptly switched on
(to values U1/~ω = 3 and F1/~ω = 2.4 in Fig. 2), which
result in J(0,1)↔(1,0), J(1,1)↔(0,2) ≪ J(1,1)↔(2,0). We have
performed DMRG simulations of the dynamics employ-
ing both the original time-dependent Hamiltonian (1)
and the effective one (2). As depicted in the inset of
Fig. 2, both models provide identical results, showing
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FIG. 2: (Color online) Dynamics of O2P (solid) and
O2S (dashed) after a sudden onset of DM for F1/~ω = 2.4,
U1/~ω = 3 for a system initially prepared as deep Mott-
insulator. The inset shows the dynamics for U0/J = 1. The
curves are obtained using the effective model (2), whereas the
crosses indicate the results directly obtained from Eq. (1). In
the main figure we depict the time average of the orders for
2 < Jt/~ < 6 as a function of U0 for the same F1 and U1. The
shaded regions indicate the variances of the orders, associated
to the dynamics after the quench. In the DMRG simulations
of Eq. (1) we employ L = 60 sites, N = 60 particles, and
~ω = 20piJ ; the simulations of the effective model (2) are
performed in an infinite scheme [41]. In both cases we keep
up to M = 400 matrix states.
the validity of the effective model for describing the dy-
namics. After the quench the creation of defects abruptly
reduces O2P and increases O
2
S , and then subsequently de-
velop an oscillatory dynamics. Figure 2 shows the time
average of O2P and O
2
S as a function of U0 (the shadowed
regions indicate the variance of the orders related to the
oscillations characterizing the real time dynamics). The
average values present a similar qualitative dependence
as that expected from the stationary state, with growing
O2P and decreasing O
2
S for larger U0/J (see Fig.3 of Ref.
[18] for an analysis of the growth of O2P for increasing
U0/J without periodic modulations). These results hence
show that even an abrupt start of the double modulation
transforms an initial defect-free MI into an insulator with
non-vanishing time-averaged O2P and O
2
S .
Exploring the complete phase diagram of fermions
with correlated hopping.– As mentioned above, dou-
ble modulation allows for J(1,1)↔(2,0)/J(0,1)↔(1,0) and/or
J(1,1)↔(0,2)/J(0,1)↔(1,0) to be larger than 1, and hence
for exploring novel quantum phases unreachable with
U1 = 0 and/or F1 = 0. This is best illustrated by the
spin-1/2 Fermi-Hubbard model with lattice shaking and
modulated interactions, [U0 + U1 cos (ωt)]
∑
j nˆj↑nˆj↓.
Considering for simplicity a spin-independent lattice
and mirror symmetric hopping, J0 [(F1 + U1)/~ω] =
J0 [(F1 − U1)/~ω], we reach for sufficiently fast modu-
lations the effective Hamiltonian:
HF =U0
∑
j
nˆj↑nˆj↓−
∑
〈i,j〉,σ=↑,↓
(cˆ†iσ¯ cˆjσ¯+H.c.)P(nˆiσ, nˆjσ), (4)
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FIG. 3: (Color online) Phase diagram for the Fermi-Hubbard-
model as a function of µ/tAA and tAB/tAA for U0 = 0 (see
text). The dashed line denotes values of µ for which the
Luttinger-liquid parameter Kρ = 1 extracted from the long
wavelength behavior of the static charge structure factor [53]
for tAA 6= tAB. This is consistent with the perturbative result
from [48] for tAA = tAB. The size for the BOW-phase corre-
sponds to the charge gap at unit filling. The shaded regions
denote the vacuum or the fully occupied state. All results are
extrapolated to the thermodynamic limit from open boundary
DMRG-calculations with up to L = 144 sites.
with σ¯ = −σ, and P(nˆiσ, nˆjσ) ≡ tAA(1 − nˆiσ)(1 −
nˆjσ) + tBBnˆiσnˆjσ + tAB [nˆiσ(1− nˆjσ) + nˆjσ(1− nˆiσ)],
where cˆjσ annihilates a fermion of spin σ at site j,
nˆjσ = cˆ
†
jσ cˆjσ, tAA = tBB = JJ (F1/~ω), and tAB =
JJ0 [(U1 + F1)/~ω]. Hamiltonian (4) has been exten-
sively studied as a model for cuprate superconduc-
tors [45–49]. Figure 3 shows the grand-canonical phase
diagram for U0 = 0 [51]. For tAB < tAA two spin-
massless phases occur [48]: one with dominant triplet
superconducting (TS) [50] correlations 〈Q†0+Qj+〉, with
Qj± ≡ cj+1↓cj↑ ± cj+1↑c↓, and another with dominant
spin-density wave (SDW) correlations, (−1)j〈nˆ0−nˆj−〉,
with nˆj± ≡ nˆj↑ ± nˆj↓. At tAB = 0 the TS phase has
vanishing Drude weight (Kohn metal [45, 46, 52]), and
the SDW at n¯ ≡ 〈nˆj+〉 > 1 (< 1) is a metal without
holons (doublons) [45].
Sole modulation of interactions only permits 0 ≤
tAB/tAA ≤ 1 [33]. DM allows for tAB/tAA >
1, for which three spin-massive phases occur [48]:
a gapped phase (both in spin and density sectors)
at n¯ = 1 with bond-ordering wave (BOW) order,
〈B†0Bj〉 with Bj ≡
∑
σ(cˆ
†
j+1σ cˆjσ + H.c.), a gapless
phase with dominant density wave (CDW) correlations,
(−1)j〈nˆ0+nˆj+〉, and a gapless phase with dominant
singlet-superconducting (SS) correlations, 〈Q†0−Qj−〉.
Interestingly the gapped BOW phase occurs even for
U0 = 0 due to the effective repulsion induced by the
density-dependent hopping.
Outlook.– DM of cold lattice gases allows for the pre-
cise control of selected hopping processes. Such a control
permits the realization of quantum phases with uncon-
ventional properties. In particular, mirror-asymmetric
hopping results in insulating 1D phases with both parity
and string orders, which may be revealed using in-situ
site resolved imaging [54]. We have also shown that DM
may be used to simulate lattice models in otherwise un-
reachable regimes, as shown for the relevant case of the
spin-1/2 Fermi-Hubbard model with correlated hopping.
We have considered for simplicity homogeneous sys-
tems. With an overall confinement, V (j), that varies
slowly enough from site to site, the grand-canonical phase
diagram maps into a spatial distribution through the
local chemical potential µj = µ − V (j). In particu-
lar, the BOW phase results in a density plateau that
may be revealed using single-site resolution [16, 17].
Moreover, whereas for U0 = 0 the spin gap opens at
tAB,cr = tAA at any n¯, for U0 > 0, tAB,cr depends on U0
and n¯ (for low U0/tAA, tAB,cr ≃ U0/(8(n¯−1) cos(pin¯/2)−
16 sin(pin¯/2)/pi) [48]). As a result, for fixed tAB, tAA and
U0, the spin gap opens at a critical µcr. For an overall
confinement there is hence a spatial boundary between
spin-gapped and spin-gapless phases, which may be re-
vealed by creating spin excitations in the gapless region
using a spin-dependent potential, and observing the re-
flection of the excitations at the boundary [55].
In this article we have focused on the simplest double
modulation possible in which both fields were oscillating
in phase. A natural and non-trivial extension of this work
would be in the analysis of the physics emerging when the
two modulations are different and time-reversal symme-
try is broken. Another important extension of this work
would be in the application of DM to 2D and 3D sys-
tems, where the combination of elliptical lattice shaking
[28] and periodically modulated interactions may lead to
an even richer physics.
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