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Abstract
We consider the minimum value mp of the product
∏p
i=1(1 + yi) under the conditions that yi > 0,








| = 1. This problem stems from estimation of the Selberg
integral appeared in the study of integral-valued entire functions [A. Selberg, Über einen Satz vonA.Gelfond,
Arch. Math. Naturvid. 44 (1941) 159–170]. We give upper and lower estimates of mp:
p · 0.48479902863 . . . > logmp >p · 0.3328392748 . . . . This, in particular, slightly improves the earlier
lower estimate given by Selberg: logmp >p · 0.31654924 . . ..
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction





=  where |f |r := max
r=|z| |f (z)|.
In [4], Gel’fond proved the following theorem on entire functions:
Let g(z) be an entire function satisfying the conditions that
g(n), g′(n), . . . , g(p−1)(n), n = 0, 1, 2 · · · (1.1)
are all integers and
(g) < p log
(
1 + e 1−pp
)
, (1.2)
then g(z) is a polynomial.
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In the case p = 1 of the theorem, the bound log 2 cannot be weakened since the transcen-
dental function 2z takes integral values at non-negative integers. For p2, however, the precise
bound has not been determined hitherto. In [5], Selberg made the following improvement of
Gel’fond’s theorem. Let mp be the minimum value of
∏p
i=1(1 + yi) under the conditions that
yi > 0, y1 · · · yp = e1−p and |∏1 i<jp ( 1yi − 1yj
)
| = 1. Selberg proved that the bound
p log
(
1 + e 1−pp
)
in (1.2) can be weakened by logmp. Note that logmp > p log
(
1 + e 1−pp
)
because, as yj are distinct,
p∏
i=1
(1 + yi) > (1 + p√y1y2 · · · yp)p = (1 + e
1−p
p )p.
The key ingredient in his proof is a multidimensional generalization of Euler’s beta integral, the
Selberg integral [1, Chapter 8], and our extremal problem stems fromestimation of this integral.He











= p · 0.31654925 . . . .
The purpose of this note is to give a better lower estimate of mp and an upper estimate. Namely
we prove
Theorem. We have
p · 0.48479902863 . . . > logmp > p · 0.3328392748 . . . . (1.3)
Furthermore, for p255, the upper estimate can be improved to be
p · 0.33556250483 > logmp. (1.4)
Our proof relies on the observation that the minimum occurs when y1, y2, . . . , yp are the zeros
of certain Jacobi polynomial. This kind of observation, called an electrostatic interpretation of
the zeros of Jacobi polynomials, is rather classical and has been exploited extensively, see e.g.
[1, Chapter 8] and [6, Chapter VI] and references therein. We note that, as for the bound of
exponential type, Bundschuh and Zudilin [3] showed that if (g) < p · 0.3276634 . . . , then
g(z) is a polynomial. This bound has recently been substantially strengthened by Welter [7], i.e.,
for sufﬁciently large p, one can take p · 0.78592968 . . . as the bound. Their proofs differ from
Selberg’s and do not utilize the Selberg integral.
2. Extremal problem
We shall write(y) =∏1 i<jp(yi −yj ).We apply the method of Lagrange’s undetermined
multipliers to our extremal problem. The minimum point satisﬁes

yi
= 0, i = 1, . . . , p, (2.1)
where
(y1, . . . , yp) =
p∑
i=1
log(1 + yi) − 
p∑
i=1
log yi − 
(p − 1) log |(y)|, (2.2)
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and  and  are some constants. Hence
1








yi − yj = 0, i = 1, . . . , p. (2.3)



































), our assertion follows. We change the
variables xi = −yi, i = 1, . . . , p, so that (2.3) becomes
1








xi − xj = 0, i = 1, . . . , p. (2.4)








1 − xi = 0, i = 1, . . . , p,
or
xi(1 − xi)f ′′(xi) + 2(p − 1)

[ + (1 − )xi]f ′(xi) = 0, i = 1, . . . , p.
The above equation means that x(1 − x)f ′′(x) + 2(p−1) [ + (1 − )x]f ′(x) is a polynomial of
degree p which vanishes for all the zeros of f (x). Hence this expression is a constant multiple





Thus, the polynomial f (x) satisﬁes the differential equation
x(1 − x)f ′′(x) + 2(p − 1)

[ + (1 − )x]f ′(x)
+p(p − 1)
(
1 + 2( − 1)

)
f (x) = 0. (2.5)
This is nothing but the hypergeometric equation
x(1 − x)f ′′(x) + [c − (a + b + 1)x]f ′(x) − abf (x) = 0, (2.6)
with
a = −p, b = (p − 1)
(
1 + 2( − 1)

)
, c = 2(p − 1)

, (2.7)
which has two independent solutions
2F1(a, b; c; x) and x1−c2F1(a + 1 − c, b + 1 − c; 2 − c; x).
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Here the hypergeometric function 2F1(a, b; c; x) is deﬁned by






(a)n := a(a + 1) · · · (a + n − 1) for n > 0, (a)0 = 1.
In our case polynomial solution of degree p is (up to a constant factor) unique, see [6, Section
4.23], so we conclude that
f (x) = k2F1(−p, b; c; x), (2.8)
in which the constant factor is inferred from comparison of the coefﬁcients of xp, i.e.
k = (−1)p (c)p
(b)p
. (2.9)
Note that the hypergeometric polynomial 2F1(−p, b; c; x) is the Jacobi polynomialP (c−1,b−c−p)p
(1 − 2x) except for a constant factor.
Now we have






(1 − xi) = f (1) = (−1)p (c − b)p
(b)p
, (2.11)
where the latter equality follows from the Chu–Vandermonde identity [1, Corollary 2.2.3]:
2F1(−p, b; c; 1) = (c − b)p
(c)p
.
Furthermore, the discriminant of the hypergeometric polynomial 2F1(−p, b; c; x) has an explicit





jj (c + j − 1)j−1(b − c + j − p)j−1
(b + j − 1)p+j−2 . (2.12)







jj (c + j − 1)j−1(b − c + j − p)j−1
(b + j − 1)p+j−2 = e
−2(p−1)2 .
Put




















=  + . (2.13)
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so that







 − (j − 1)
 − (j − 1) , (−1)





 − (j − 1)




(c + j − 1)j−1(b − c + j − p)j−1




(c + j − 1)p−1
(b + j − 1)p−1
p∏
j=1
(c − b + p − j)j−1




(c + j − 1)j−1(b − c + j − p)j−1





 − (j − 1)
( − (j − 1))( − (j − 1))
)j−1
.




 − (j − 1)
 − (j − 1) (2.14)
under the conditions
 >  > p − 1, (2.15)
p∏
j=1
 − (j − 1)





 − (j − 1)





















 − (j − 1)













Similarly since the function log −x−x is convex on (0, ), we have
p∏
j=1
 − (j − 1)


















On the other hand as −x−x is decreasing on [0, ), we see(
 − (p − 1)





 − (j − 1)
 − (j − 1) ,
which, by (2.16), implies
 − (p − 1)





Since −x−x is increasing on [0, ), we also have
p∏
j=1
 − (j − 1)
 − (j − 1)
(
 − (p − 1)








 − (p − 1)
 − (p − 1)1 + e
1
p
−1 + p − 1
 − (p − 1) . (3.4)
Thus, we need to estimate the upper and lower bounds of . Note that the function −x
(−x)(−x) is
increasing on [0, ). Hence
(
 − (p − 1)







 − (j − 1)
( − (j − 1))( − (j − 1))
)j−1
which, by (2.17), yields
(
 − (p − 1)
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On the other hand, as it is straightforwardly shown that the function log −x
(−x)(−x) is convex on
[0, ), we have
(
 − p−12







 − (j − 1)


















For the product of type 1122 · · ·pp, it is known the following Stirling’s-like expression [2]:




2 + 112 e

720p2 , 0 <  < 1, (3.7)
or
1122 · · ·pp = Ae− (p−1)
2
4 pp(p − 1) p(p−1)2 + 112 e
′
720(p−1)2 , 0 < ′ < 1, (3.8)




















p−1 (p − 1) 16p(p−1) . (3.10)
Then by (3.5) and (3.6) we obtain
 − (p − 1)
( − (p − 1))( − (p − 1)) >
1
(p − 1)Gp , (3.11)
 − p−12
( − p−12 )( − p−12 )
<
1
(p − 1)Hp . (3.12)
Put
 = s(p − 1),  = t (p − 1) (3.13)
so that s > t > 1,  = (s + t)(p − 1). We multiply the denominator and the numerator of the
left-hand side of (3.11) by cp := e1−1/p. Then, as the function x → cp(s−1/2)+x(s−1)(x−cp/2) is decreasing,
we may apply the estimate (3.1) to get
cp(s − 1/2) + s − 1/2





0 > s2 −
(
(1 + cp)Gp + 3 + cp2
)
s + (1 + cp)(Gp + 1)
2
. (3.14)
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Similarly multiply the denominator and the numerator of the left-hand side of (3.12) by cp and
apply the estimate (3.3). Since the function x → cp(s+1/2)+x
(s−1)(x+cp/2) is decreasing, we obtain
cp(s + 1/2) + s − 1
























Let up and lp be the bigger roots of the quadratic equations obtained by replacing the inequality
by equality in (3.14) and (3.15), respectively:
up = 12
⎛





























+ (6Hp − 1)cp
⎞
⎠ . (3.17)
Then by (3.14) and (3.15) we see lp < s < up. Therefore, by deﬁning
f (p) = 1 + c−1p +
1
2up − 1 , (3.18)
g(p) = 1 + c−1p +
1
2lp − 1 , (3.19)
we arrive at the inequality
f (p) < m
1
p
p < g(p). (3.20)
Because of the factor p2/(p−1) in Gp, it is easy to see that the function f (p) is increasing
for sufﬁciently large p. In fact, by numerical calculations, we see that f (p) is decreasing for
p16161 and increasing for p16161. The minimum value is f (16161) = 1.39492308129 . . .
i.e. log f (16161) = 0.3328392748 . . . . Therefore, we get the lower estimate:
1
p
logmp > 0.3328392748 . . . . (3.21)
We also note that
lim





1 + (1 + e)(1/2 + e3/2) −
√
((1 + e)(1/2 + e3/2))2 − e
))
= 0.33284144743 . . . . (3.22)
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Similarly the function g(p) is increasing for sufﬁciently large p. By numerical calculations we








1 + (1 + e)(e3/2 − 1/2) +
√
((1 + e)(e3/2 − 1/2))2 + 6(e3/2 − 1)e
)−1)
= 0.33556250483 . . . . (3.23)
The minimum value is g(3157) = 1.39832732632 . . . and the maximum value is g(2) =
1.62384862897 . . . or log g(3157) = 0.33527675541 . . . and log g(2) = 0.48479902863 . . . .
Thus, we get the upper estimate:
1
p
logmp < 0.48479902863 . . . . (3.24)
Since log g(254) = 0.33556322688 . . . > 0.33556250483 . . . and log g(255) = 0.33556145317
. . . < 0.33556250483 . . . , we obtain more precise upper estimate for p255:
1
p
logmp < 0.33556250483 . . . . (3.25)
This concludes our estimation.
Finally, we remark that our estimate could be improved a little by applying the Euler-Maclaurin
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