Like Bayesian Network towards other cognitive models is its pre-23 dictive nature and its scalability. By scalability we mean that the 24 network structure of the proposed model is able to model more 
Overview of probabilistic graphical models
In this section, we introduce the concepts of classical and 
Classical Bayesian Networks

50
A classical Bayesian Network can be defined by a directed 
59
The full joint distribution (Russel & Norvig, 2010) 
of a Bayesian
60
Network, where X is the list of variables, is given by:
Pr(X i |Parents(X i )).
(1)
62
The formula for computing classical exact inferences on 63 Bayesian Networks is based on the full joint distribution (Eq. (1)).
64
Let e be the list of observed variables and let Y be the remaining un- .
69
The summation is over all possible y, i.e., all possible combina- 
Quantum-Like Bayesian Networks
75
A more recent work from Moreira and Wichert (2014)
76
suggested defining the Quantum-Like Bayesian Network in the 77 same manner as in the work of Tucci (1995) , replacing real 78 probability numbers by quantum probability amplitudes.
79
In this sense, the quantum counterpart of the full joint Born's rule can be found in the article of Deutsch (1988) .
84
The general idea of a Quantum-Like Bayesian network is 85 that, when performing probabilistic inference, the probability 
96
Expanding Eq. (4), it will lead to the quantum interference 97 formula:
100
In the end, we need to normalize the final scores that are com-
101
puted to achieve a probability value, because we do not have the 
85 Eq. (7) share between them.
96
In the next section, we present the experiment from Busemeyer In this section, we show how the Quantum-Like Bayesian The proposed experiment was the following. Given a set 18 of images of faces, the participants had to categorize them as 
Categorization-decision making experiment
Modelling the problem using Quantum-Like Bayesian Networks
67
The results observed in the empirical experiments of Buse- 
where,
87
In order to determine the ∧ normalization factor α, one also needs 88 to compute the probability Pr narrow (Withdraw) in the same way: where,
The computation of the probabilities for the Wide faces is 4 performed in an analogous way, but using the Quantum-Like
5
Bayesian Network in Fig. 5 .
6
In the next section, we present with more detail how quantum 7 interference terms were computed using the images of the dataset 
Computing quantum interference terms
11
The quantum interference terms were obtained through vector we randomly selected 70% of the Narrow faces to be considered
41
Bad and 30% to be considered Good, just like it was already 42 presented in Fig. 4 . In the same way, we randomly selected 70% 
The impact of the conversion threshold 21
Also, in this experiment, we wanted to verify how the conver- ing to the conversion threshold.
26
For each threshold, we analysed their respective probability 27 distributions using histograms. We also fitted a normal probability 
Results and discussion
82
The results obtained after running the simulations described in 83 the above sections are presented in Table 2 . In the experiments estimate four data points (the first four entries of Table 1 ).
6
With the proposed Quantum-Like Bayesian Network together 7 with the geometric representation of events, we were able to build as the one computed using the law of total probability. 
95
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