Abstract. Switching linear dynamic systems (SLDS) attempt to describe a complex nonlinear dynamic system with a succession of linear models indexed by a switching variable. Unfortunately, despite SLDS's simplicity exact state and parameter estimation are still intractable. Recently, a broad class of learning and inference algorithms for time-series models have been successfully cast in the framework of dynamic Bayesian networks (DBNs). This paper describes a novel DBN-based SLDS model. A key feature of our approach are two approximate inference techniques for overcoming the intractability of exact inference in SLDS.
Introduction
Many natural processes have complex, highly nonlinear and time-varying dynamics. For instance, economic trends, maneuvering targets, and the human figure all exhibit complex and rich dynamic behavior. Dynamics are essential to the analysis of these processes as well as to their realistic prediction (forecasting) and synthesis (simulation). Dynamic models can provide a powerful cue in the presence of missing/multiple measurements and measurement noise. A dynamic model imposes additional structure on the state space by specifying which state trajectories are possible (or probable) and by specifying the speed at which a trajectory evolves.
Unfortunately, state and parameter estimation problems in complex dynamic models can be a daunting task. State estimation in non-linear models is usually cast in frameworks whose origins lay in the theory of extended Kalman filters (c.f. [1] ). Parameter estimation of such highly nonlinear models is often a result of tedious measurements and expert knowledge about the problem. For instance, consider the human figure modeling in the field of biomechanics. The dynamics of the figure are the result of its mass distribution, joint torques produced by the motor control system, and reaction forces resulting from contact with the environment (e.g. the floor). Research efforts in biomechanics, rehabilitation, and sports medicine have resulted in complex, specialized models of human motion (c.f. [11] .) Such complex models have been used successfully to simulate [10] and to track human body motion [27] .
This paper explores the alternative method of learning dynamic models from a training corpus of observed state space trajectories. In cases where sufficient training data is available, the learning approach promises flexibility and generality. A wide range of learning algorithms can be cast in the framework of dynamic Bayesian networks (DBNs) [7] , a subclass of now famous Bayesian network models (c.f. [23, 13] ). DBNs generalize two well-known signal modeling tools: Kalman filters [1] for continuous state linear dynamic systems (LDS) and Hidden Markov Models (HMMs) [24] for classification of discrete state sequences.
The DBN framework provides two distinct benefits: First, a broad variety of modeling schemes can be conceptualized in a single framework with an intuitively-appealing graphical notation (see Figure 1 for an example). Second, a broad corpus of exact and approximate statistical inference and learning techniques from the Bayesian network literature can be applied to dynamical systems. In particular, it has been shown that estimation in LDSs and inference in HMMs are special cases of inference in DBNs.
The focus of this paper is on a subclass of DBN models called Switching Linear Dynamic Systems [2, 26, 17, 9, 22] . Intuitively, these models attempt to describe a complex nonlinear dynamic system with a succession of linear models that are indexed by a switching variable. While other approaches such as learning weighted combinations of linear models are possible, the switching approach has an appealing simplicity and is naturally suited to the case where the dynamics are time-varying. This paper makes two contributions. First, we derive two efficient algorithms for approximate state estimation in SLDSs. An approximate Viterbi inference algorithm and a structured variational inference algorithm are cast as in the framework of DBN inference. Second, we demonstrate the application of the SLDS framework to modeling the human figure dynamics. In particular, we demonstrate the learning of switching models of fronto-parallel walking and jogging motion from video data. We demonstrate the application of these learned models to segmentation, synthesis, and tracking tasks.
Switching Linear Dynamic System Model
Consider an SLDS described using the following set of continuous and discrete statespace equations:
x t+1 = As t+1 x t + v t+1 s t+1 ; y t = Cx t + w t for the continuous-valued linear dynamic system (LDS), and P r s t+1 js t = s 0 t+1 s t for the discrete switching model. We assumed that the LDS models a Gauss-Markov process with state noise v t s t N 0; Q s t , measurement noise w t N 0; R , and initial state x 0 N x 0 s 0 ; Q 0 s 0 . The switching model is assumed to be a discrete first order Markov process. State variables of this model are written as s t . They belong to the set of S discrete symbols fe 0 ; : : : ; e S,1 g, where e i is the unit vector of dimension S with a non-zero element in the i-th position. The switching model is defined with the state transition matrix whose elements are i; j = P r s t+1 = e i js t = e j , and an initial state distribution 0 .
Coupling between the LDS and the switching process stems from the dependency of the LDS parameters A and Q on the switching process state s t . Namely, As t = e i = A i ; Q s t = e i = Q i
In other words, switching state s t determines which of S possible plant models is used at time t.
The complex state space representation is equivalently depicted by the DBN dependency graph in Figure 1 . The dependency graph implies that the joint distribution P over the variables of the SLDS can be written as PY T ; X T ; S T = P r s 0 Q T,1 t=1 P r s t js t,1 P r x 0 js 0 Q T,1 t=1 P r x t jx t,1 ; s t Q T,1 t=0 P r y t jx t ; where Y T ; X T , and S T denote the sequences (of length T) of observations and hidden state variables. For instance, Y T = fy 0 ; : : : ; y T,1 g. From the Gauss-Markov assumption on the LDS (e.g. x t+1 j xt;st+1=ei N A i x t ; Q i ) and recalling the Markov switching model assumption, the joint pdf of the SLDS of duration T can be easily defined.
Hidden State Inference and Estimation
The goal of inference in complex DBNs is to estimate the posterior probability of the hidden states of the system (s t and x t ) given some known sequence of observations Y T and the known model parameters. Namely, we need to find the posterior PX T ; S T jY T = P r X T ; S T jY T ; or , equivalently, its sufficient statistics. Given the form of P it is easy to show that these are the first and the second order statistics: mean and covariance among hidden states x t ; x t,1 ; s t ; s t,1 .
If there were no switching dynamics, the inference would be straightforward -we could infer X T from Y T using LDS inference (RTS smoothing [25] ). However, the presence of switching dynamics embedded in matrix makes exact inference more complicated. To see that, assume that the initial distribution of x 0 at t = 0 is Gaussian, at t = 1 the pdf of the physical system state x 1 becomes a mixture of S Gaussian pdfs since we need to marginalize over S possible but unknown plant models. At time t we will have a mixture of S t Gaussians, which is clearly intractable for even moderate sequence lengths. It is therefore necessary to explore approximate inference techniques that will result in a tractable learning method.
Approximate Inference Using Viterbi Approximation
The task of Viterbi approximation approach is to find the most likely sequence of switching states s t for a given observation sequence Y T . If the best sequence of switching states is denoted S T we can then approximate the desired posterior PX T ; S T jY T i.e. the switching sequence posterior PS T jY T was approximated by its mode. It is well known how to apply Viterbi inference to discrete state hidden Markov models [24] and continuous state Gauss-Markov models [16] . Here we develop an algorithm for approximate Viterbi inference in SLDSs.
More formally, we are looking for the switching sequence S T such that
It is easily to shown that a (suboptimal) solution to this problem can be obtain by recursive optimization of the probability of the best sequence at time t J t;i = max St,1 P S t,1 ; s t = e i ; Y t max j P , y t js t = e i ; s t,1 = e j ; S t,2 j; Y t,1 P s t = e i js t,1 = e j max St,2 P S t,2 ; s t,1 = e j ; Y t,1
Here S t,2 i is the "best" switching sequence up to time t , 1 when SLDS is in state i at time t , 1, S t,2 i = arg max St,2 J t,1;i . To find the likelihood term Py t in Equation 1 note that concurrently with the recursion for each pair of consecutive switching state i; j at times t; t , 1 one can 1 x = 1 for x = ; and zero otherwise.
update the statistics 2 of continuous states of LDS based on current "best" switching sequences using the Kalman filter inference (c.f. [1] ). For instance, x tjt;i = x t jY t ; s t = e i ; S t,1 i x tjt,1;i;j = x t jY t,1 ; s t = e i ; s t,1 = e j ; S t,2 j x tjt;i;j = x t jY t ; s t = e i ; s t,1 = e j ; S t,2 j : tjt;i tjt,1;i;j tjt;i;j denote corresponding second order statistics. The likelihood term can then be easily computed as the probability of innovation y t , Cx tjt,1;i;j of j ! i transition, which has normal distributionwith mean Cx tjt,1;i;j and variance C tjt,1;i;j C 0 + R.
The index of the most likely state j at t , 1 corresponding to the maximum in Equation 1 is kept for every state i at time t in the state transition record t,1;i = j. LDS statistics corresponding to j are updated accordingly,x tjt;i = x tjt;i;t,1;i tjt;i = tjt;i;t,1;i : Once all T observations have been fused to the "best" switching state sequence is the one that ends in i T,1 = arg min i J T,1;i . States of this sequence can be traced back through the state transition record t,1;i , i t = t;i . Sufficient LDS statistics for this switching sequence can be easily obtained using Rauch-Tung-Streiber (RTS) fixed interval smoothing [1] .
The Viterbi inference algorithm for SLDSs can now be summarized as Approximate Inference Using Structured Variational Inference General structured variational inference technique for Bayesian networks is described in [14] . The idea behind this method is to find distribution Q which is in some sense close to the desired conditional distribution P, but is easier to compute. One can then employ Q as an approximation of P, PX T ; S T jY T QX T ; S T jY T : Namely, for a given set of observations Y T , a distribution QX T ; S T j;Y T with an additional set of variational parameters is defined such that Kullback-Leibler divergence between QX T ; S T j;Y T and PX T ; S T jY T is minimized with respect to : = arg min The dependency structure of Q is chosen such that it closely resembles the dependency structure of the original distribution P. However, unlike P the dependency structure Similarly, an expression can be found for optimal HMM variational parameters log q t i = , 1 2 D x t , A i x t,1 0Q,1 i x t , A i x t,1 E , 1 2 log jQ t;i j: (3) To obtain the expectation terms hs t i = P r s t jq 0 ; : : : ; q T,1 we use the inference in the HMM with output "probabilities" q t [24] . Similarly, to obtain hx t i = E x t jY T we perform LDS inference in the decoupled time-varying LDS via RTS smoothing. Sincê A t ;Q t in the decoupled LDS Q X depends on hs t i from the decoupled HMM Q S and q t depends on hx t i ; hx t x t 0 i ; hx t x t,1 0 i from the decoupled LDS, the optimal parameter equations (e.g. 2 and 3) together with the inference solutions in the decoupled models form a set of fixed-point equations. Solution of this fixed-point set yields a tractable approximation to the intractable inference of the original fully coupled SLDS.
The variational inference algorithm for fully coupled SLDSs can now be summarized as: Krishnamurthy and Evans [18] imposed Markov dynamics on the switching model. However, they assumed that noisy measurements of the switching states are available. Ghahramani [9] introduced a DBN-framework for learning and approximate inference in one class of SLDS models. His underlying model differs from ours in assuming the presence of S independent, white noise-driven LDSs whose measurements are selected by the Markov switching process. An alternative input-switching LDS model was proposed by Pavlovic et al. [22] and utilized for mouse motion classification. A switching model framework for particle filters is described in [12] and applied to dynamics learning in [3] . Manifold learning [5] is another approach to constraining the set of allowable trajectories within a high dimensional state space. An HMM-based approach is described in [4] .
Experiments
We applied our DBN-based SLDS framework to the modeling of motion of the human figure. Most current models of the human figure dynamics belong to one of two model groups. One assumes highly complex, hand-crafted biomechanical models. This approach has been used successfully to produce computer graphics animations of human motion [10] and to track upper body motion in a user-interface setting [27] . On the other end of the spectrum are simple LDS models. Most previous figure trackers which have used a dynamic model employed a simple smoothness prior such as a constant velocity Kalman filter [15] .
Two categories of fronto-parallel motion were present in our data: walking and jogging. Fronto-parallel motions exhibit interesting dynamics and are free from the difficulties of 3-D reconstruction. Experiments can be conducted easily using a single video source, while self-occlusions and cluttered backgrounds make the tracking problem non-trivial.
We adopted the 2-D Scaled Prismatic Model proposed by Morris and Rehg [19] to describe the kinematics of the figure. The kinematic model lies in the image plane, with each link having one degree of freedom (DOF) in rotation and another DOF in length. A chain of SPM transforms can model the image displacement and foreshortening effects produced by 3-D rigid links. The appearance of each link in the image is described by a template of pixels which is manually initialized and deformed by the link's DOF's.
In our figure tracking experiments we analyzed the motion of the legs, torso, and head, and ignoring the arms. Our kinematic model had eight DOF's, corresponding to rotations at the knees, hip, and neck. A sample configuration of our figure model is shown in Figure 4 .2.
Classification
The first task we addressed was learning an SLDS model for walking and running. Our training set consisted of 18 sequences of six individuals jogging (two examples of three people) and walking at a moderate pace (two examples of six people.) Each sequence was approximately 50 frames duration. The training data consisted of the joint angle states of the SPM in each image frame, which was obtained manually.
Each of the two motion types were each modeled as multi-state 3 SLDSs and then combined into a single complex SLDS. Measurement matrix in all cases was assumed to be identity, C = I. Initial state segmentation within each motion type was obtained using unsupervised clustering in a state space of some simple dynamics model (e.g. constant velocity model.) Parameters of the model (A; Q; R; x 0 ; ; 0 ) were then reestimated using the EM-learning framework with approximate Viterbi inference. This yielded refined segmentation of switching states within each of the models. An example of the learned switching state sequence within a single "jog" training example is shown in Figure 3 (a). To test the classification ability of our learned model we next considered segmentation of sequences of complex motion, i.e., motion consisting of alternations of "jog" and "walk." 4 Identification of different motion "regimes" was conducted using the approximate Viterbi inference. Estimates of "best" switching states hs t i indicated which of the two models can be considered to be driving the corresponding motion segment. One example of this segmentation is depicted in Figure 3(b) . Classification experiments on a set of 20 test sequences gave an error rate 5 of 2.9% over a total of 8312 classified data points.
Additional classification experiments were performed using the structured variational inference technique. tion hsi leads to low variational state noise varianceQ (whose determinant is indicated by jQ v j in Figure 4 ) and low variational state transition matrix ( whose determinant is indicated by jA v j in Figure 4 ). Through further iterations the variational inference algorithm converges to the true switching state sequence.
Tracking
A second experiment explored the utility of the SLDS model in improving tracking of the human figure from video. The difficulty in this case is that feature (joint angle) measurements are not readily available from a sequence of image intensities. Hence, we use the SLDS as a multi-hypothesis predictor that initializes multiple local template searches in the image space. Instead of choosing S 2 multiple hypothesesx tjt,1;i;j at each time step we pick the best S hypothesis with the highest switching probability, i.e., x tjt,1;i;i t where i t = arg max j fi; jJ t,1;j g.
Given the predicted means for the figure locations, state-space observations are obtained by local image registration, or hill-climbing. This identifies the state-space modes in the likelihood function given by the template model. A larger set of measurements could be explored through sampling, as described in [6] . Given these observations of figure state, the regular SLDS filtering yields SLDS state priors. Figure 5 shows stills from a representative example of SLDS tracking of walking motion. In this experiment, simple template features were used to model the appearance of the figure. Each link in the model has an associated template, which is initialized manually in the first frame and applied throughout the sequence. Template features are not robust to appearance changes such as lighting effects or the wrinkling of cloth. As a result, a template-based tracker can benefit substantially from an accurate dynamical model.
A constant velocity predictor does poorly in this case, leading to tracking failure by frame seven (shown in Figure 4 .b). The learned SLDS model gives improved predictions leading to more robust tracking. 
Synthesis and Interpolation
In Section 2 we introduced SLDS as a generative model. Nonetheless, SLDS is most commonly employed as a classifier (e.g. Section 4.1.) To test the power of the learned SLDS framework we examined its use in synthesizing realistic-looking motion sequences and interpolating motion between missing frames. In the first set of experiments the learned walk/jog SLDS was used to generate a "synthetic walk." Two stick figure motion sequences of the noise driven model are shown in Figure 6 . Depending on the amount of noise used to drive the model the stick figure exhibits more or less "natural"-looking walk. Departure from the realistic walk becomes more evident as the simulation time progresses. This behavior is not unexpected as the SLDS in fact learns locally consistent motion patterns. Another realistic situation may call for filling-in a small number of missing frames from a large motion sequence. SLDS can then be utilized as an interpolation function. In a set of experiments we employed the learned walk/jog model to interpolate a walk motion over two sequences with missing frames (see Figure 7 .) The visual quality of the interpolation and the motion synthesized from it was high (left column in Figure 7 .) As expected, the sparseness of the measurement set had definite bearing on this quality.
Conclusions
We have introduced a new approach to dynamics learning based on switching linear models. We have proposed two approximation techniques, Viterbi and structural variational inference, which overcomes the exponential complexity of exact inference. Simplicity of approximate Viterbi inference is contrasted by the lack of an exact bound on the approximation error. This is a problem in general with greedy Viterbi-style approximations, as well as with Markov chain Monte Carlo methods [20] . On the other hand, more complex structured variational inference guarantees minimization of this error by considering global approximation of intractable SLDS distribution.
Our preliminary experiments have demonstrated promising results in classification of human motion, improved visual tracking performance, and motion synthesis and interpolation using our SLDS framework. We demonstrated accurate discrimination between walking and jogging motions. We showed that SLDS models provide more robust tracking performance than simple constant velocity predictors. The fact that these models can be learned from data may be an important advantage in figure tracking, where accurate physics-based dynamical models may be prohibitively complex. We are currently building a more comprehensive collection of frontoparallel human motion. We plan to build SLDS models for wide variety of motions and performers and evaluate their performance.
