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Abstract
The application of error-free transformation (EFT) is recently being
developed to solve ill-conditioned problems. It can reduce the number of
arithmetic operations required, compared with multiple precision arith-
metic, and also be applied by using functions supported by a well-tuned
BLAS library. In this paper, we propose the application of EFT to explicit
extrapolation methods to solve initial value problems of ordinary differ-
ential equations. Consequently, our implemented routines can be effective
for large-sized linear ODE and small-sized nonlinear ODE, especially in
the case when harmonic sequence is used.
1 Introduction
Double- or multi-fold arithmetic, which is implemented using error-free
transformation[1] (EFT), is recently being paid attention to be parallel
with multiple precision arithmetic. It can reduce the number of nor-
malizations occurring in each multiple precision arithmetic and also be
applied using functions supported by well-tuned BLAS libraries such as
the Intel Math Kernel library and OpenBLAS. Kobayashi and Ogita[2]
have demonstrated the effectiveness of double-fold arithmetic using ma-
trix arithmetic provided by BLAS level 3 (BLAS3) to solve ill-conditioned
linear equations.
In this paper, we propose the application of EFT to explicit extrapola-
tion methods to solve initial value problems (IVPs) of ordinary differential
equations (ODEs). The explicit extrapolation methods can be imple-
mented only using vector arithmetic provided by BLAS level 1 (BLAS1).
We implemented double-fold explicit extrapolation methods and evalu-
ated the performance of various precision techniques such as double and
double-double (DD) arithmetic and algorithms such as classical Møller
method to reduce the accumulation of round-off errors. Consequently,
our implemented routines can be effective for large-sized linear ODE and
small-sized nonlinear ODE, especially when harmonic sequence is used.
1
2 Explicit Extrapolation for ODEs
The n-dimensional IVP and ODE to be solved is shown as follows:

dy
dt
= f(t,y)
y(tstart) = ystart
(1)
Integration interval: [tstart, tend] ∋ t,
where y, f(t,y) ∈ Rn. We discretize the above integration interval, and
at each tnext ∈ [tstart, tend], compute the approximation ynext ≈ y(tnext)
from yold ≈ y(told) using the explicit extrapolation method. In the rest
of this section, we describe the algorithm in detail and the propagation
of round-off errors in the extrapolation process shown in the Hairer &
Wanner’s textbook[4].
2.1 Algorithm of explicit extrapolation method
At first, we set maximum number of stages as L, relative tolerance εR,
absolute tolerance εA and support sequence {wi}
L
i=1. We use two types
of support sequence: Romberg sequence (wi := 2
i) or harmonic sequence
(wi := 2(i+ 1)).
The standard explicit extrapolation method uses a combination of the
explicit Euler method
y1 := y0 + hf(t0,y0) = y0 + hf0, (2)
and the mid-point methods
yk+1 := yk−1 + 2hf(tk,yk)
= yk−1 + 2hfk (k = 1, 2, ..., wi − 1).
(3)
Through the above process, we can obtain the initial sequence as Ti1 :=
ywi . The step size h is determined as h := (tnext − told)/wi. Then, each
discretization point tk is fixed as tk := told+ kh ∈ [told, tnext] in the above
process to obtain the initial sequence, where t0 := told, y0 ≈ y(told).
Next, we calculate Tij(j = 2, ..., i) using Ti−1,j−1 and Ti,j−1 as fol-
lows:
cij :=
((
wi
wi−j+1
)2
− 1
)
−1
Rij := cij(Ti,j−1 −Ti−1,j−1) (4)
Tij := Ti,j−1 +Rij .
In the above extrapolation process, we must check if the following
convergence condition is satisfied.
‖Rij‖ ≤ εR‖Ti,j−1‖+ εA (5)
If satisfied, we fix ynext := Tij ; if not, we calculate additional approxima-
tion Ti+1,1 from the process of (2) and (3) and continue the extrapolation
process (4). This iteration is definitely stopped at i, j = L if not con-
verged. Murofushi and Nagasaka[3] proposed εR = εA = 0 as tolerances
in (5) to obtain the optimized approximation when global truncation and
round-off error are balanced.
This above-mentioned explicit extrapolation method can be imple-
mented by using AXPY and SCAL(Figure 1) supported in BLAS1.
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y := AXPY(α,x,y)
y := α⊗ x⊕ y
return y
x := SCAL(α,x)
x := α⊗ x
return x
Figure 1: Standard BLAS1 functions: AXPY and SCAL
2.2 Propagation of Round-off error in extrapola-
tion process
Hairer & Wanner[4] analyzed the propagation effect of round-off error in
the extrapolation process (4). The following assumptions are supposed.
• The initial sequence Ti1 contains εi1 = (−1)
i−1ε as the correspond-
ing error.
• These errors do not diminish each other in the extrapolation process
(4).
According to (4), the error εij in Tij is expressed as
εij = εi,j−1 + cij(εi,j−1 − εi−1,j−1) = rijε. (6)
The coefficient rij in εij = rijε uncovers the propagation effect of round-
off errors in the initial sequence. In case of L = 20, the effect is less than
two times using Romberg sequence. On the contrary, the extrapolation
process may provide a O(106) propagation effect using harmonic sequence.
Murofushi and Nagasaka[3] recommend choosing Romberg sequence as
the support sequence to limit the propagation effect of round-off errors.
Although harmonic sequence may increases errors in approximation, it
can reduce the number of calculations required for obtaining the initial se-
quence. Therefore, it can get better performance with harmonic sequence
as compared with Romberg sequence when heavy multiple precision arith-
metic is applied.
3 Explicit extrapolation method with error-
free transformation
As already described, the explicit extrapolation method can be imple-
mented only by using SCAL and AXPY of BLAS1 functions. In this
section, we extend the two functions to these ones with error evaluations
using EFT and then describe the explicit extrapolation method with error
evaluation by these extended BLAS1 functions.
3.1 BLAS1 functions with EFT
We denote standard IEEE754 elementary arithmetic operators as ⊕, ⊗, ⊖,
and ⊘. For these arithmetic operators, we call error-free transformation
(EFT), which these functions in Figure 2 can provide the corresponding
errors occurring in these elementary arithmetic operators.
For implementing of SCAL and AXPY with error evaluations, FMA
arithmetic with errors is desirable. We use the FMAerror function (Figure
3) proposed by S.Boldo & J-M. Muller[5].
FMAerror guarantees s + e1 + e2 = ax + y, where s = a ⊗ x ⊕ y,
|e1 + e2| = (1/2)u|s| (u is unit of round-off error), and |e2| =
1
2
u|e1|.
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(s, e) := QuickTwoSum(a, b)
s := a⊕ b; e := b⊖ (s⊖ a)
return (s, e)
(s, e) := TwoSum(a, b)
s := a⊕ b; v := s⊖ a
e := (a⊖ (s⊖ v))⊕ (b ⊖ v)
return (s, e)
(s, e) := TwoProd(a, b) (with FMA)
s := a⊗ b
e := FMA(a, b,−s) (= a× b− s)
return (s, e)
Figure 2: Basic functions of Error-Free Transformation
(s, e1, e2) := FMAerror(a, x, y)
s := FMA(a, x, y); (u1, u2) := TwoProd(a, x)
(α1, α2) := TwoSum(y, u2); (β1, β2) := TwoSum(u1, α1)
γ := β1 ⊖ s⊕ β2; (e1, e2) := QuickTwoSum(γ, α2)
return (s, e1, e2)
Figure 3: FMA arithmetic with error evaluation
A similar function with FMAerror can be implemented using Sloppy
DDadd and DDmul operators that are supported in DD libraries. As
shown in Table 1, the total number of elementary arithmetic operations
is the same. In our implementation, we use FMAerror to implement our
BLAS1 functions with error evaluations.
Table 1: Number of elementary arithmetic
⊕, ⊖ ⊗ FMA
FMAerror 17 1 2
Sloppy DDadd & DDmul 16 3 1
Using basic EFT arithmetic, AXPYerror and SCALerror can be im-
plemented as shown in Figure 4, where each EFT arithmetic is applied
for each element of the vectors.
3.2 Explicit extrapolation method with EFT
We can implement the explicit extrapolation method with EFT using
BLAS1 functions with error evaluations. Suppose that we can evaluate
f(tk + etk ,yk + eyk) = fk + efk with its error.
The explicit Euler method (2) is extended as
(y1, ey1) := (y0, ey0)
(y1, ey1) := AXPYerror(h, eh, f0, ef0 ,y1, ey1).
(7)
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(y, ey) := AXPYerror(α, eα,x, ex,y, ey)
(y, e1, e2) := FMAerror(α,x,y)
ey := e1 ⊕ e2 ⊕ α⊗ ex ⊕ eα ⊗ x⊕ ey
return (y, ey)
(x, ex) := SCALerror(α, eα,x, ex)
(w1,w2) := TwoProd(α,x)
w2 := α⊗ ex ⊕ eα ⊗ (x ⊕ ex)⊕w2
(x, ex) := QuickTwoSum(w1,w2)
return (x, ex)
Figure 4: BLAS1 with error evaluation: AXPYerror and SCALerror
The explicit mid-point method (3) is extended as
(yk+1, eyk+1) := (yk−1, eyk−1)
(yk+1, eyk+1) := AXPYerror(2⊗ h, 2⊗ eh, fk,
efk ,yk+1, eyk+1) (k = 1, 2, ..., wi − 1).
(8)
Therefore, the initial sequence is obtained as (Ti1, eTi1) := (ywi ,eywi ).
For the preparation of the extrapolation process, we calculate cij in (4)
as (cij , ecij ) := 1/((wi/wi−j+1)
2−1) by application of the DD arithmetic.
Extrapolation process (4) is extended as
(Tij , eTij ) := (Ti,j−1, eTi,j−1)
(Rij , eRij ) := (Ti,j−1, eTi,j−1)
(Rij , eRij) := AXPYerror(−1, 0,Ti−1,j−1, eTi−1,j−1 ,
Rij , eRij )
(Rij , eRij ) := SCALerror(cij , ecij ,Rij , eRij )
(Tij , eTij ) := AXPYerror(1, 0,Rij , eRij ,Tij , eTij ).
(9)
3.3 Møller method
The Møller method is proposed to reduce accumulation of round-off er-
rors incurred during approximation of IVPs of ODEs and is a type of
compensated summation. For the original summation Si := Si−1 + zi−1,
we compute it as follows:
si := zi−1 ⊖Ri−1 (R0 = 0)
Si := Si−1 ⊕ si; ri := Si ⊖ Si−1; Ri := ri ⊖ si.
The above formula can be rewritten using R′i = −Ri and QuickTwoSum
in Figure 2 as follows:
si := zi−1 ⊕R
′
i−1 (R
′
0 = 0)
(Si, R
′
i) := QuickTwoSum(Si−1, si).
(10)
QuickTwoSum(Si−1, si) can obtain the correct error only in the case of
|Si−1| ≥ |si|. Such situations can be expected in the process obtaining the
initial sequence and in the extrapolation process, when the effect of the
round-off error is larger than the truncation error. Although the situation
of being able to provide the correct error may be satisfied in practical
situations, the effectiveness of the application of the Møller method is not
observed in some cases. For our comparison, we apply the formula (10)
as Møller methods to (2), (3), and (4).
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4 Numerical Experiments
We compare the performances and relative errors using our implemented
explicit extrapolation methods. Our computational environment is as
follows:
H/W AMD Ryzen 1700 (2.7 GHz), 32 GB RAM
S/W Ubuntu 16.04.5 x86 64, GCC 5.4.0, QD 2.3.18[6], LAPACK 3.8.0.
Our targets of precision are IEEE754 double precision (Double) and
DD provided by the QD library, and the targeted algorithms are as follows:
DEFT : Double precision (7), (8), (9), and f + ef
DEFT2 : Double precision (7), (8), (9), f , ef := 0
DMøller : Double precision Møller method.
DEFT2 means usage of the double precision f namely the error term
of f is zero. For DEFT and DD computations, we use DD precision f . For
checking convergence (5), we use εR = εA = 0 unless otherwise specified.
All EFT basic functions are coded as C macros.
4.1 Homogeneous linear ODE
We pick up 2048-dimensional homogeneous linear ODE only using BLAS1
functions as follows:
dy
dt
= [−y1 · · · − nyn]
T
y(0) = [1 · · · 1]T , t ∈ [0, 1/4].
The analytical solution is y(t) = [exp(−t) · · · exp(−nt)]T . This is
simply one, so we use fixed step sizes tnext − told := (1/4) /(#steps) for
all patterns.
Table 2 shows the computational time (Unit: s) and its maximum
relative errors for all elements of approximation at tend = 1/4 in the case
of Romberg sequence and L = 4. The line of the table shows the boundary
being at the same level as that of maximum relative errors.
Consequently, we can observe the following results.
• At the same order of maximum relative error, DEFT is approx-
imately 1.3 times faster than DD. The difference in performance
between DEFT and DEFT2 cannot be observed.
• Except DD over 2048 #steps, the relative error of DEFT is the small-
est. The Møller method reduced the relative error by approximately
1 decimal digit, when compared with double precision.
Table 3 shows the computational time and its maximum relative errors
in the case of harmonic sequence and L = 6.
Consequently, we can observe the following results.
• At the same order of relative errros, DEFT’s performance is approx-
imately 6%–7% better than DD and is the same as DEFT2. Faster
convergence than DEFT2 can be observed at #steps= 8192.
• The smallest relative error can be obtained by DEFT without DD.
The above numerical experiments for homogeneous linear ODE demon-
strate that DEFT performs better than DD for the same level of relative
errors. DEFT2 can obtain better approximation than DMøller but cannot
get better performance than DEFT.
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Table 2: Linear ODE: Romberg sequence: L = 4 at tend = 1/4
L = 4 Computational time (s)
#steps DD DEFT DEFT2 Double DMøller
512 1.79 1.41 1.4 0.2 0.33
1024 3.59 2.81 2.82 0.41 0.67
2048 7.18 5.64 5.64 0.81 1.33
4096 14.4 11.3 11.3 1.62 2.66
8192 28.8 22 22 3.17 5.33
#steps Max. Relative Error
512 1.84E-07 1.8E-07 1.8E-07 1.8E-07 1.8E-07
1024 1.17E-10 1.2E-10 1.2E-10 1.2E-10 1.2E-10
2048 9.28E-14 9.3E-14 9.4E-14 1.5E-13 9.4E-14
4096 8.18E-17 4.6E-16 1.6E-14 2.3E-13 4.3E-14
8192 7.59E-20 3.3E-16 2.4E-14 3.9E-13 1.7E-13
Table 3: Linear ODE: Harmonic sequence: L = 6 at tend = 1/4
L = 6 Computational Time (s)
#steps DD DEFT DEFT2 Double DMøller
512 1.87 1.76 1.31 0.28 0.4
1024 3.74 3.53 2.63 0.55 0.81
2048 7.48 6.93 5.25 1.11 1.62
4096 14.9 10.4 10.5 2.22 3.24
8192 29.9 15.4 21 4.43 6.49
#steps Max. Relative Error
512 4.3E-10 4.3E-10 4.3E-10 4.3E-10 4.3E-10
1024 1.7E-14 2.7E-14 2.7E-14 7.1E-13 6.6E-13
2048 8.4E-19 1.3E-14 1.4E-14 9.2E-13 7.2E-13
4096 4.6E-23 5.5E-15 1.1E-14 1.0E-12 7.6E-13
8192 2.7E-27 2.2E-15 7.4E-15 1.5E-12 8.6E-13
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Table 4: Resonance Problem: Computational time and maximum relative errors
at tend = 37
Romberg, L = 12 #steps Comp.Time (s) Max.Rel.Err.
DD(εR = 10
−16) 100 0.19 3.6E-04
DEFT 100 0.42 3.7E-04
DEFT2 84 0.04 3.5E-02
Double 84 0.02 1.0E-01
DMøller 98 0.07 5.2E-04
Harmonic, L = 18 #steps Comp.Time (s) Max.Rel.Err.
DD(εR = 10
−18) 186 0.06 6.0E-05
DEFT 159 0.05 4.5E-04
4.2 Resonance problem
We pick up the following resonance problem that is necessary to control
step sizes.
d
dt
[
y1
y2
]
=
[
y2
−αy21 sin t+ 2αy1y2 cos t
]
y(0) = [1 α]T , t ∈ [0, 37]
where α = 0.99999999. The analytical solution is[
y1
y2
]
=
[
1/(1− α sin t)
α cos t/(1− α sin t)2
]
.
The algorithm of step size control is the same one proposed in Muro-
fushi and Nagasaka[3], wherein the current step size is halved if the con-
vergent condition (5) is not satisfied. The maximum stages are L = 12 for
Romberg sequence and L = 18 for harmonic sequence as recommended in
[3].
For any cases with Romberg sequence, we can obtain approximations
at tend = 37 without breakdown; then, DEFT, DMøller. and DD(εR =
10−16, εA = 0) can obtain the most precise approximations. DMøller’s
performance is the best in the case of Romberg sequence.
On the contrary, DD (εR = 10
−18, εA = 0) and DEFT can obtain
approximations without breakdown in the case of harmonic sequence. The
DEFT with harmonic sequence can demonstrate the best performance at
the same order of maximum relative error through all precision arithmetic
and algorithms.
5 Conclusion and future work
We can conclude that the explicit extrapolation method with EFT is com-
petitive for the DD arithmetic one. In future studies, we will implement
and evaluate implicit extrapolation methods with EFT and its variation
with BLAS2 and BLAS3 functions in various computational environments.
8
References
[1] S.M. Rump, Error-Free Transformations and ill-conditioned problems,
in: Proc. of IWVC 2009, University of Karlsruhe, 2009.
[2] Yuka Kobayashi and Takeshi Ogita, A fast and efficient algorithm for
solving ill-conditioned linear systems, JSIAM Letters 7(2015), 1–4.
[3] M.Murofushi and H.Nagasaka, The relationship between the round-
off errors and Møller’s algorithm in the extrapolation method, Annals
Num., 1(1994), 451-458.
[4] E.Hairer, S.P.Nørsett and G.Wanner, Solving Ordinary Differential
Equations I, Springer-Verlarg, New York, 1996.
[5] S.Bold and J.-M. Muller, Exact and Approximated Error of the FMA,
IEEE Transactions on Computers, 60(2011), 157–164.
[6] Yozo Hida, Xiaoye S. Li, and David H. Bailey, Quad-double arithmetic:
Algorithms, implementation, and application, in Proc: Technical Re-
port LBNL-46996, 2000.
9
