The Multinomial Logit, discrete choice model of transport demand, has several restrictions when compared with the more general Multinomial Probit model. The most famous of these are that unobservable components of utilities should be mutually independent and homoskedastic. Correlation can be accommodated to a certain extent by the Hierarchical Logit model, but the problem of heteroskedasticity has received less attention in the literature. We investigate the consequences of disregarding heteroskedasticity, and make some comparisons between models that can and those that cannot represent it. These comparisons, which use synthetic data with known characteristics, are made in terms of parameter recovery and estimates of response to policy changes. The Multinomial Logit, Hierarchical Logit, Single Element Nested Logit, Heteroskedastic Extreme Value Logit and Multinomial Probit models are tested using data that are consistent with various error structures; only the last three can represent heteroskedasticity explicitly. Two dierent kinds of heteroskedasticity are analysed: between options and between observations. The results show that in the ®rst case, neither the Multinomial Logit nor the Single Element Nested Logit models can be used to estimate the response to policy changes accurately, but the Hierarchical Logit model performs surprisingly well. By contrast, in a certain case of discrete heteroskedasticity between observations, the simulation results show that in terms of response to policy variations the Multinomial Logit model performs as well as the theoretically correct Single Element Nested Logit and Multinomial Probit models. Furthermore, the Multinomial Logit Model recovered all parameters of the utility function accurately in this case. We conclude that the simpler members of the Logit family appear to be fairly robust with respect to some homoskedasticity violations, but that use of the more resource-intensive Multinomial Probit model is justi®ed for handling the case of heteroskedasticity between options. Ó
Introduction
Although the Multinomial Logit model (MNL) is widely used in transport demand modelling, there has always been concern about its inherent property of Independence from Irrelevant Alternatives (IIA). This property has its basis in the convenient but simplistic assumption of Independent and Identically Distributed (IID) unobservable components of utility. In recent years, the estimation of Probit models has become practical though it remains substantially more computationally demanding. Thus, it is now possible to investigate whether the bias caused by the assumption of IID error terms in the MNL is an acceptable consequence of avoiding the extra computing eort entailed in estimating a Probit one.
In this paper we study the eect of heteroskedasticity (error terms with dierent variance), of which two dierent kinds are considered. The ®rst is between options, a case that can arise from levels of information that dier between options (e.g. perception of regularly versus rarely selected options), dierences in the variability inherent in the options, or for several other reasons. The second kind is between observations and this is present for example (in a binary or discrete form) in mixed data experiments where Revealed Preference (RP) and Stated Preference (SP) survey observations are both used to model the same options.
Our study of the performance of various dierent models is based on simulation. We identify some cases where simulation can be used to support intuition in the identi®cation of the capabilities of each model and illustrate the magnitude of the biases that arise when inappropriate models are used. We shed some light on these points by using simulation experiments and are also able to verify empirically certain known results, such as that an MNL model is equivalent to a Probit one that has homoskedastic and un-correlated errors (IID Probit). We investigate the behaviour of various models when their respective assumptions hold and test their performance when some do not hold. We target our analysis on practical considerations, and in that sense design the experiments and consider the models according to what is needed and what is used by practitioners. Also, we prefer the more parsimonious models when several perform satisfactorily.
The reminder of the paper is organised as follows. In Section 2, we describe the covariance structure underlying the models considered and their estimation procedures; we also review brie¯y other models that could play a role in addressing the issues examined. Section 3 describes the simulation experiments and present its main results, making clear the scope of our work. We also make some recommendations for the interpretation of our simulation results: they bear directly on the cases of heteroskedasticity between options and discrete heteroskedasticity between observations that we simulate, and indicate areas for further investigation. Finally, our conclusions are given in Section 4. The Multinomial Probit (MNP) was the most reliable model in all circumstances. However, we ®nd the workhorses of the Logit family (MNL and HL) surprisingly good. The MNL is remarkably robust in the case of heteroskedasticity between observations, whilst the Hierarchical or Tree Logit (HL) performs surprisingly well in the presence of heteroskedasticity between options except for very strong policy changes.
Forms of the Logit and Probit models
Discrete choice theory is well established and has several associated econometric tools. We summarize here some of the basic concepts involved; the interested reader can refer to Ben-Akiva and Lerman (1985) , Hensher and Johnson (1981) or Ort uzar and Willumsen (1994) for further details. The microeconomic view of the discrete-choice process is that each individual will choose the option that has for her the greatest utility. In general the utility U in of option i to individual n, corresponding to the relative attractiveness of the option, may be treated as a random variable consisting of the sum of an observable (or systematic) part V in plus an error term e in with zero mean and a certain distribution:
The error term represents the modeller's inability to observe all the variables that in¯uence the choice decision, i.e. measurement errors, dierences between individuals, the individuals' erroneous perceptions of the attributes, and the randomness inherent in human nature. The choice probability for option i can be written as:
P ijC n PrV in e in P V jn e jn Vj P C n Y 2 where C n is the set of options available to individual n. To derive a speci®c random utility model we require an assumption about the joint probability distribution of the full set of error terms. According to Ben-Akiva and Lerman (1985, p. 69 )``... One logical assumption is to view the disturbances as the sum of a large number of unobserved but independent components. By the central limit theorem the distribution of the disturbances would tend to be Normal''. In this case, the resulting function is called the Probit model, and the choice probability of option i is given by:
where N 0Y R eÀe i is a multivariate Normal density function with zero means and covariance matrix R e À e i , and J is the number of options in the set C n . Unfortunately, this integral cannot be solved analytically so either simulation or an approximation must be used to evaluate it. This theme is discussed in Appendix A. Because of the inconvenience of the MNP model, being both dicult to estimate and to interpret, a simpler model is often used in practice. The MNL model can be derived if the error terms are mutually independent and identically distributed Extreme Value (also called Gumbel or Weibull) random variables. It is called a``Probit-like'' model by Ben-Akiva and Lerman (1985) because the Extreme Value distribution is similar to the Normal distribution. It can also be justi®ed from the derivation of the Extreme Value distribution (Gumbel, 1957) as the distribution of the probability that the maximum of several IID variables is greater than a certain value. The MNL has the following simple form (McFadden, 1974) :
where l is a parameter related to the variance r 2 of the error term l pa 6 p r. This parameter is unidenti®able and can be set to any value without aecting the model because scaling the utility values V in can subsume its role; thus, it is usually set equal to unity. Fixing the value of the parameter l is equivalent to scaling the covariance matrix. This is also required in the Probit model where the covariance matrix is usually scaled so that the element r 2 11 in the ®rst cell is equal to unity (see for example Bolduc, 1992) .
The MNL form of the Logit model is widely used in various ®elds, though the IID assumption means that the error terms are supposed to be independent and homoskedastic. The assumption of homoskedasticity fails in at least two common practical cases. When using two data sets concurrently, for example one from an SP experiment and another from an RP one, it is often not reasonable to assume that the error variances of these two kinds of observations are identical. We call this heteroskedasticity between observations 1 . Another case is exempli®ed by ranking SP experiments where respondents have to consider several options and rank them in order of preference. Pearmain et al. (1991) , amongst others, have argued that people may be more precise when ranking options that have either high or low rank, and less precise with those that are intermediate. This is a clear example of heteroskedasticity between options, where the intermediate options are expected to have larger error variances. Some other formulations of Logit models can address these problems in part.
The Hierarchical or Tree Logit (HL) model (see Williams, 1977; Daly, 1987) can be used to model discrete choices when there is positive correlation between the error terms within each of some mutually exclusive groups of observations, but it maintains the property of homoskedasticity. The genesis of this model is the recognition that some options are perceived as being inherently similar. The positively correlated options are grouped in nests within each of which the IID assumption applies. This gives rise to a structured covariance matrix where if two options are in the same nest, the corresponding o-diagonal elements will be strictly positive. In terms of equations, in the case of two levels, where i represents an upper level option or a nest, and j represents a lower level option, the utility function can be represented as:
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It can be shown (Williams, 1977) that if e jai is Gumbel distributed, and e i is Logistic distributed, then the probability of choosing nest i and option j within that nest is given by Eqs. (9)±(11), where V jai is the representative utility of option j within nest i considering only those attributes which dier within the nest. The scale parameters b and k i correspond to the upper level and nest i respectively. C n (i) represents the choice set within nest i for individual n, and consequently C n (0) represents the choice set for individual n at the upper level.
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The utility of options or nests at the upper level (0) is represented by (Williams, 1977) :
where X i represents the component of utility that is associated with the attributes that are common to all options in nest i, denoted as C n (i). The structural parameter / i b/k i , is related to the correlation between options. Daganzo and Kusnic (1993) generically described this relation in analytical terms, apparently for the ®rst time. It can be shown that / i should be in the range (0,1) for the hierarchical structure to be supported by the data. In order to make the model estimable, one of the scale parameters should be ®xed. If the scale parameter of the upper level b is ®xed to unity, then the scale parameter of nest i (k i ) will be 1// i . A particular case of the hierarchical structure was proposed by Bradley and Daly (1997) to estimate a single model using two data sets of dierent variance. This arises, for example, when mixing RP and SP data within the theoretical framework developed by Ben-Akiva and Morikawa (1990a, b) . The estimation includes the identi®cation of a scale parameter (l) equal to the ratio between the standard deviations of the two data sets; this scales all the utility values in one of the databases. Bradley and Daly (1997) demonstrated that this can be estimated as a hierarchical model where each option of one of the data sets is allocated to a single element nest and all such nests have the same scale parameter; we call this a Single Element Nested Logit model (SENL). Although the SENL was developed to address the problem of discrete heteroskedasticity between observations, there have also been some attempts to use it to model heteroskedasticity between options (discrete choice processes). The dierence between these uses is that in the former case, each choice is made within one or other of the two homoskedastic choice sub-sets. Thus when the options associated with utility variance r 1 are available those associated with r 2 are not. This contrasts with the latter case in which every choice is made from a set containing options with dierent utility variances.
Another model has been proposed for the case of continuous heteroskedasticity between observations (Steckel and Vanhonacker, 1988) . This is called Heterogeneous Conditional Logit (HCL) and, as the MNL, it is also derived assuming Extreme Value distributed error terms, but it allows individual heterogeneity by including a speci®c scale parameter for each individual. In this way, it provides a¯exible framework to model general cases of heteroskedasticity between observations. However, in this case we would have unobserved variability between observations, and the discrete case of mixing RP and SP observations that interests us here is one of observed variability but of unknown magnitude in the population variance.
To derive a particular model, Steckel and Vanhonacker (1988) assume that the scale parameter is Gamma distributed across the population and for the special case of the exponential distribution, establishes a closed form for the choice probabilities. Thus, it is easy to see that the HCL model is just a special case of the random coecients or Mixed Logit (ML) family of models (Ben Akiva and Bolduc, 1996; McFadden and Train, 1997) . The ML has recently been proposed as the model of the future, as apparently it is capable of approximating any discrete choice model (including the MNP) to any required degree of accuracy (Train, 1998; Ort uzar and Garrido, 1998 ). An application of the HCL model can be found in Bhat (1998) .
As our general aim is to study the most parsimonious model which is adequate to a particular covariance structure, we will not pursue this kind of speci®cation here, although it might be appropriate in some cases that we have not studied. Also, as the generality aorded by the ML is also provided by the Probit we have a further (admittedly post-hoc) justi®cation for not considering the ML model further.
In order to take into account the heteroskedasticity between options problem, the Heteroskedastic Extreme Value Logit model (HEVL) has recently been developed and applied (Bhat, 1995; Hensher, 1996) . In this model, the error terms are assumed to be mutually independent Extreme Value distributed but are allowed to have diering variances. The choice probabilities are given by:
where kt e Àt e Àe Àt and Kt e Àt e Àe Àt . As in the Probit case, this integral cannot be solved analytically; however, it can be re-arranged to be evaluated using Gauss±Laguerre numerical integration (Press et al., 1992) . This model has scale parameters h i Y i P C n which are directly related to the variance r 2 i p 2 h 2 i a6, one of which should be ®xed in order to make the model identi®able. The IIA property does not apply to this model unless all scale parameters are equal to unity. On the contrary, Bhat (1995) established that a marginal change in the direct utility of one option would induce changes in the market shares of the others that will be smaller for those that have larger scale parameters (and variances).
Simulation experiments

Simulation procedure
The simulation experiments followed the general framework suggested by Williams and Ort uzar (1982) , and were implemented as a realistic case where only the explanatory variables and the chosen option were available in the estimation process. The basic idea is to generate a simulated database where hypothetical individuals follow known behavioural rules. To be consistent with the theory summarised above, this was simulated assuming a population that has some ®xed (and known) taste parameters and a certain error distribution. Two error distributions were used: Extreme Value in some (IID) cases and Normal with various covariance matrices in other cases.
The data sets were generated by computing the simulated choice for each observation as the option that has the largest utility (U in ). Those utilities were calculated as the sum of the observable component V in (i.e. the sum of the taste parameters times the corresponding attributes) plus the error term e in sampled according to the selected distribution. The attributes, generated by pseudorandom sampling, were cost and time for each of the four modes, and a binary dummy variable for high income. The time and cost attributes were normally distributed with mean and variance taken from a real database (Gaudry et al., 1989) . The parameters of the utility function were also taken from models ®tted to real data. Finally, the magnitude of the variances of the error terms was chosen in order to achieve a reasonable balance between the number of individuals who would change the chosen option due to the error term and those who would not. To induce heteroskedasticity, one of the variance levels was speci®ed as twice the other.
With the data sets thus generated, considering observations consisting of the chosen option and the attribute values for the complete choice set, the choice models were estimated by maximum likelihood using GAUSS (Aptech Systems, 1994) . This corresponds to the way in which models are estimated when a real database is available. We programmed a¯exible Logit model, which can be used to estimate any compatible Logit structure including all those described here. The program was tested by comparing its results with those obtained from LIMDEP (Greene, 1995) and ALOGIT (Daly, 1992) for the MNL, and this gave satisfactory correspondence in all cases. We also implemented an algorithm to estimate Probit models in GAUSS using the Lerman and Manski (1981) approach with the Geweke±Hajivassilou±Keane (GHK) simulator B orsch-Supan and Hajivassiliou, 1993) for the choice probabilities, as did Bolduc (1999) .
In order to investigate the consequences of adopting one or other of these models in practice, their performance was tested in terms of their ability to recover the known taste parameters, and also in terms of their prediction capabilities for scenarios representing``policy changes'' which ranged from slightly dierent to quite dierent from the case used for estimation. Parameter recovery was tested by means of the well-known t-ratio test (Ort uzar and Willumsen, 1994, p. 243) .
The most valuable information about the capabilities of a model is given by the response analysis, which was carried out using a range of policies. This entailed changing attribute values of the options to represent each of the policy changes and then re-executing the choice simulation procedure. In this way we generated a simulated future scenario which could be compared with the model predictions. The particular changes to the time and cost attributes for each of 17 policies P 1 to P 17 are shown in Table 1 . Policies P 1 to P 5 are rather mild, corresponding to small changes in the attribute values; on the other hand, P 6 to P 17 represent strong policy changes, where the attribute values are changed by factors as large as two in some cases.
As mentioned above, these policies were used to evaluate the accuracy of each of the model estimates of the likely response. The error measure considered was the percentage dierence between observed behaviour (i.e. simulated directly from the underlying choice model with the modi®ed attribute values) and that estimated with each of the ®tted models.
The minimum response error that should be considered as a prediction error is the threshold corresponding to the standard deviation of simulated observations generated with dierent seeds: this arises from the variability inherent in the simulation process. Table 2 shows the results of ten repetitions of the data generation process, each with the same attribute values and the same variance of the error term, but using dierent seeds for the pseudo-random number generation process. As can be seen, within each sub-sample the proportionate variability tends to decrease with increasing market share. The largest value of the proportionate variability r/l in this table is 0.083 for the third attribute when the error variance is r c /2 which arises when the market share is about 20%. Given these results and considering that when applying policy changes smaller pro- Table 1 Policy changes: percentage change in the time (t i ) and cost (c i ) attribute values for option i (1 6 i 6 4) 204  355  223  218  211  450  178  161  209  337  238  216  210  458  190  142  216  342  245  197  201  478  176  145  199  370  230  201  206  459  191  144  191  370  240  199  200  461  193  146  181  338  270  211  204  428  223  145  205  366  229  200  202  436  193  169  184  382  233  201  219  428  205  148  209  362  226  203  199  435  224  142  175  367  249  209  175  481  201 portions are expected in some cases, we decided to take 10% as a reasonable threshold. Each discrepancy that exceeded this threshold was inspected carefully and if no other reason for it was apparent, it was considered to be an estimation error. A goodness of ®t index was also calculated to take into account the relative magnitude of the observations, as:
where N i is the model estimate of the number of individuals choosing option i, and N i is the actual (simulated) number. This index, originally proposed for this kind of use by Gunn and Bates (1982) , enables us to consider the prediction error in all options. Its use here is justi®ed by our large sample sizes which ensure that N i is much greater than ®ve in all cases.
Simulation results
In order to verify the workings of our procedure, we tested empirically the dierences between MNL and IID Probit models, and also the dierences between these kinds of models when estimated with data sets generated with Extreme Value or IID Normal error terms. These initial experiments con®rmed that there are no signi®cant dierences between the MNL and independent Probit models estimated on the same data set, whether the error distribution used to generate it is IID Normal or Extreme Value. Neither are there signi®cant dierences between models of either form estimated on data generated with independent Normal and Extreme Value distributed error terms with the same variance. We note, however, that despite their identical variance±covariance speci®cation and indistinguishable performance in policy evaluation, the IID Probit model is substantially more computationally demanding than is the MNL model, both in evaluation and in estimation.
Each of the two dierent sources of heteroskedasticity described above, between options and between observations, was then simulated separately. The former could arise from different levels of information about the options (e.g. typically the perception of the chosen option's attribute values is more accurate than that of seldom selected options) whilst the latter could arise when data are collected using dierent survey methods. Several sample sizes and covariance matrices were tested (see Munizaga, 1997) ; we present here some representative results.
In the case of heteroskedasticity between options, random error terms distributed IID Normal 0Y r 2 c were added to each option of the ®rst pair, and error terms distributed IID Normal 0Y r c a2 2 were added to each of the others. In the second case of heteroskedasticity between observations, random error terms distributed IID Normal 0Y r 2 c were added to each of the 1000 members in the ®rst group and error terms IID Normal 0Y r c a2 2 were added to each observation in the second such group. It is important to note ®rst that the magnitude of these variances is substantial, as they imply that adding the error term would induce between 25% and 50% of the sample to change option in relation to the deterministic case. Second, that the ratio of 4.0 between these variances is also substantial, as values in practice are usually smaller (see for example Ort uzar et al., 1994; Bradley and Daly, 1997) .
Heteroskedasticity between options: Some model estimation results for this case are summarised in Table 3 . These results are representative of the many simulation experiments undertaken for this case, varying the number of observations, parameter values, number of repetitions of MNP estimation and the variance ratios (see Munizaga, 1997) .
The target values are those used as input for the simulation which generated the database. The target value of variance r 2 for the MNP is that of the second group of options; as only one can be estimated, we ®xed the ®rst one to the real known value (it can be easily proved that if it is ®xed to unity, exactly the same results are obtained, with the variance parameter consequently scaled). The parameter h 2 corresponds to the ratio between the standard deviations of the two sets of options. It can be seen that the MNL model yields reasonable coecient estimates for the attributes but large errors for the option-speci®c constants (all the parameters are signi®cantly dierent from zero according to a t-test at the 5% level). The SENL results are similar to those of the MNL and the scale parameter l is close to unity, indicating that these models do not dier signi®cantly. For this reason the SENL is not included in the response analysis discussion below.
Both the MNP and HEVL models yield a slightly better log-likelihood than the others and also better parameter estimates, especially for the option-speci®c constants. In the case of the SENL, MNP and HEVL models, it is possible to perform a t-test on the estimated parameter values for signi®cant dierences from their target values by scaling them according to the known standard deviation of the associated error term. It was found that the estimates were always consistent with the target values with the exception of the high-income dummy variable in the SENL and HEVL models, which was signi®cantly overestimated. These comparisons were not possible for the MNL or the HL models because no scaling of their parameter values is possible that would be theoretically correct.
The HL models were included in the analysis to see whether or not our results are consistent with the empirical evidence presented by B orsch-Supan (1990) that indicates some capacity of HL models to accommodate heteroskedasticity. The ®tted Hierarchical Logit models HL1 and HL3 are unacceptable on theoretical grounds because they have values greater than unity for their structural parameter / 1 (see Ort uzar and Willumsen, 1994, p. 220) . Because of this, these models were not considered for the response analysis. By contrast, the HL2 model is acceptable from this point of view. The results of this model ®tting are consistent with the ®ndings presented by B orsch-Supan (1990), also on the basis of synthetic studies, that heteroskedasticity rather than correlation may determine the most appropriate structure for HL models. The HL2 model ®ts the data signi®cantly better than does the MNL in the present case of heteroskedasticity between options without correlation, with a Likelihood Ratio (LR) test 2 value for the additional parameter of 6.48 which is substantially greater than the critical v 2 value at the 5% level of 3.84. This indicates some capability of an appropriately ®tted HL model to accommodate heteroskedasticity. The HL2 model was therefore carried forward into the response analysis.
Consider now the response analysis, the full results of which are shown in Table 7 of Appendix B, with the goodness of ®t index (Eq. (14)) values presented in Table 4 only for the most relevant models. In general the MNL fails to estimate accurately the response to policies aecting options three and four which have smaller variance in their error terms. The model cannot represent the greater in¯uence that the attributes have in those options because of the smaller inuence of the stochastic eect; so, their elasticity is underestimated. The v 2 index reported for the MNL in Table 4 has large values in several cases, especially those representing strong policy measures. 2 The LR test value is calculated as twice the dierence between the log-likelihood at convergence of the restricted model (in this case the MNL) and that of the more general model (in this case the HL) and distributes v 2 with a number of degrees of freedom equal to the number of linear restrictions to the more general model (Ort uzar and Willumsen, 1994, pp. 244±246).
The critical value of v 2 for three degrees of freedom at the 5% level is 7.815. Therefore, the MNL has signi®cant errors at this level when modelling the eect of policies P 11 , P 14 , P 16 and P 17 which involves substantial changes in time and cost to the ®rst two options.
The MNP gives better results, with almost all response errors within the threshold of 10% as shown in Table 7 . The only cases where the MNP response error exceeds this threshold is for option three when policy changes P 6 and P 14 are applied. However, in the case of P 6 the error is just above the limit, and in the last case the choice proportion is less than 5%, so this is a case of a relatively large proportional deviation but a small absolute one. Indeed, the v 2 measure in Table 4 indicates a ®t that is in both cases satisfactory at the 5% level of signi®cance. The HEVL has some results that can be considered inferior to those of the MNP in terms of the percentage errors reported in Table 7 . In addition, the v 2 index in Table 4 reveals errors that are statistically signi®cant at the 5% level in the estimation of response to policies P 16 and P 17 . Finally, the HL2 model yields surprisingly good results in terms of the v 2 index. These are comparable to those of the theoretically correct MNP and HEVL models, except for the strongest policy measures P 14 , P 15 , P 16 and P 17 which are not represented well enough to have an acceptable goodness of ®t v 2 test statistic.
Heteroskedasticity between observations: The results for this case are shown in Table 5 . First, two separate MNL models were estimated (and note that in each case there was a large number of observations). This corresponds to what would happen in practice if two separate data sets were used, unless there was special interest in transferring coecients or estimating the ratio of variances. The model MNL1 was estimated with the ®rst group of 1000 observations, for which r r c , whilst the MNL2 model was estimated with the second such group for which r r c /2. The parameters of these models should be divided by k pa 6 p r in order to make comparisons with the target values. In the case of model MNL1 with r 1.2 this gives k 1.0688 whilst for model MNL2 with r 0.6 this gives k 2.1376. The theoretically correct (for this case) SENL model was also estimated, allowing the estimation of an extra parameter (l) representing the ratio between the standard deviations of the error terms in the two data sets. The same was done for the MNP model, where an error structure was de®ned in a way such that some observations had a ®xed value for the variance (to represent the scaling) and the reminder had an unknown value (to be estimated).
The results for MNL1 and MNL2 show that both the likelihood and the parameter estimates are better for MNL2 and this is due to the smaller variance of the sample generation process. The estimation of a single MNL model for both data sets together yields parameter estimates that have intermediate values between those of MNL1 and MNL2. No scale parameter is available for this model, so comparisons cannot be made against the target values. However, the response analysis shows that this model is remarkably robust and that the estimation errors are similar to those of the separate models (see Tables 8 and 9 and also the summary v 2 index values in Table 6 ). The SENL coecients scaled by k 1.0688 are similar to those estimated by MNL1 and MNL2, and the variance ratio (l) is recovered accurately. The likelihood of this model is better than that of the MNL but despite all of this, the response analysis indicates no signi®cant advantage in terms of predictive capabilities. The MNP also has better likelihood than the MNL and recovered the parameter values accurately; none of the estimates diered signi®cantly from their target values. Despite this, the MNP model was no better in response analysis than the MNL. Indeed, although none of the v 2 summary indices were signi®cantly dierent from zero at the 5% level, the MNP had the largest value (7.4) in the case of policy P 17 .
It is important to mention that we rejected the hypothesis of there being an in¯uence of the relative sample sizes on the response analysis. This was investigated by performing the same experiments with databases of dierent sizes and compositions (see Munizaga, 1997) . The parameter estimates were dierent because of the variations in scaling that resulted from dierent proportions of observations with small and large variances, but the response analyses led to broadly the same conclusions.
Discussion and conclusions
Several forms of Logit models and a Multinomial Probit (MNP) model estimated using the GHK simulator have been compared in terms of (a) their recovery of the parameters used to synthesise the data, and (b) their capabilities to estimate response to policy changes. This was done for various cases including ones in which the assumptions of the MNL model of independent and identically distributed error terms did not hold. Two dierent kinds of heteroskedasticity were arti®cially incorporated into the data generation process: heteroskedasticity between options and heteroskedasticity between observations. For the former kind, both the MNP and the HEVL models are theoretically correct, whilst for the latter both the SENL and the MNP models are consistent with the error structure.
The results of these tests show that discrete heteroskedasticity between observations can be accommodated in practice by the MNL model even though in theory it is not adequate for such cases. The response analysis shows that this model can estimate the eect of large policy changes with good accuracy. In this case, the advantage of using SENL or MNP would be in respect of their capability to quantify the ratio between the error variances associated with the dierent sources of data.
We note, however, that in the example investigated here we introduced only heteroskedasticity so that the coecients of the attributes were identical between the samples, which may be unusual in practice. It is common to ®nd that the results of MNL and SENL models applied to real data sets dier substantially, even yielding corresponding coecients that have opposite signs (see for example Ort uzar et al., 1994) . This of course implies dierent elasticities. We conclude from this that those dierences are not due to heteroskedasticity between observations alone and hence that it is necessary to do further research using real data to understand and identify their main source.
In the case of heteroskedasticity between options, which can be found for instance in ranking SP experiments, the MNL model gives less accurate estimates of the eects of policy changes. Although it gives fairly good estimates of coecients of attributes, it does not recover accurately the option-speci®c constants. Only policy changes aecting the utility of options that have larger error variance were evaluated with acceptable accuracy in this case. The SENL model performed no better with this kind of heteroskedasticity.
The HL model, which B orsch-Supan (1990) reported as having some capability to accommodate heteroskedasticity between options, showed surprisingly good behaviour in terms of response analysis, with response errors that were as good as those of the best models for most mild policy measures and were substantially worse only for the strongest ones. As expected, the theoretically correct models, which are the MNP and the HEVL for this case, showed better results than the others. Both of these models recovered accurately the target parameter values and performed satisfactorily in terms of the response analysis, though the HEVL could not estimate response faultlessly to our strongest test policies.
The SENL model ®tted the data with heteroskedasticity between observations better than did the MNL model, with more accurate recovery of model parameters and better likelihood values. Despite this, the estimates of response to policy variations were no better. Furthermore, where there is heteroskedasticity between options, this model was found to oer no advantage over the MNL model. The MNP model ®tted the data with heteroskedasticity between observations slightly better than did the SENL model, yielding good estimates of model parameters and slightly (though signi®cantly) better likelihood. However, the MNP still had no advantage over the MNL model in estimating the response to policy variations in these circumstances. Rather, the main strength of the MNP model lies in the case of heteroskedasticity between options, in which case this was the only model that recovered all parameter values reliably and provided good estimates of response to policy variations for all the tests applied.
We conclude that the MNL model is remarkably robust and can be used reliably to evaluate the eects of even substantial policy changes in the presence of heteroskedasticity when this lies between observations. In this case its performance in response analysis is comparable to the more computationally demanding MNP model. Although the HL model performed surprisingly well in the case of heteroskedasticity between options, in these experiments, the SENL and HL models were found to oer no substantial advantages over the MNL model. These results give further credentials to the Logit family (see Williams and Ort uzar, 1982) .
The MNP and HEVL models can both accommodate heteroskedasticity between options in estimating utility functions and response to policy variations. However, as the HEVL model might be expected to inherit some of the advantages of the MNL (due to its Logit genesis), it is worth mentioning that its estimation requires a similar computational eort (in our implementation) to that of the corresponding independent MNP model that has a diagonal covariance matrix. On the basis of this, we ®nd that use of the MNP model is justi®ed in these circumstances, as its use is now a practical proposition using appropriate simulation techniques and contemporary computers.
Acknowledgements
We are grateful for the ®nancial support received from FONDECYT, CONICYT, The British Council, Fundaci on Andes and the UK Engineering and Physical Science Research Council. The hospitality of the University of London Centre for Transport Studies during part of this research is gratefully acknowledged by the two Chilean authors. We thank Moshe BenAkiva, Mark Bradley, Andrew Daly and Taka Morikawa, who were kind enough to advise us by private communication. We also thank Vassilis Hajivassiliou, who made available several publications and the GAUSS code to evaluate the multivariate Normal distribution by anonymous ftp. Finally we wish to thank two anonymous referees for their incisive and helpful comments.
Appendix A. Estimation of Probit models
Estimation of Multinomial Probit models (MNP) is now possible in a reasonable time using current computational techniques due to some recent advances in related ®elds. The main diculty in estimation is due to the lack of an analytical expression for the probability function of a variable which is Multivariate Normal (MVN) distributed. In general, this leads to a multivariate integral that cannot be solved analytically so that either numerical approximation or simulation must be used to evaluate it.
One of the approaches proposed for the problem of estimating probabilities for the MVN distribution is the use of Clark's approximation (Daganzo et al., 1977) . This has the advantage of being a simple analytical formula, but unfortunately it suers from severe bias where there is heteroskedasticity, random taste variation or small choice proportions (Horowitz et al., 1984) . Lerman and Manski (1981) proposed the method of Simulated Maximum Likelihood (SML) where at each iteration the likelihood is replaced directly by a simulated probability. Alter-natively, McFadden (1989) , and Pakes and Pollard (1989) proposed, at the same time, the Method of Simulated Moments (MSM). This avoids the multiple integral by replacing the choice probability in the moments equation by an unbiased value that can be estimated by simulation. Lerman and Manski (1981) used the classic frequency simulator, but that method has two major limitations. First, given a ®nite number of repetitions, there remains a non-zero probability of recording a zero frequency. This implies that the estimators are consistent only in the limit that both the sample size and the number of repetitions tend to in®nity. The second limitation is that the simulator is not continuous so that a change in the parameters can induce a discrete change in the frequency. Thus to obtain good estimates of small probabilities requires that a large number of repetitions be made. However, we have recently learnt about another use of the frequency simulator, implemented by Lam and Mahmassani (1997) . These authors have concentrated on the optimisation problem associated to the maximum likelihood search, developing an ecient code that allows tackling problems with an unlimited number of parameters and options, including any form of utility function. This has been further enhanced by the use of parallel computing, with good results in terms of eciency. A recent application to a heteroskedastic problem with 42 options and 39 parameters can be found in Garrido and Mahmassani (1998) .
One of the most popular alternative simulators is due to Stern (1992) and is based on separating the error term into two components. One component is normally distributed with zero mean and diagonal covariance matrix, and the other has a covariance matrix that is as small as possible. The method has a precision (in terms of the variance of the simulated probabilities) that depends on the relative magnitude of the two components of the error term. In the limit that the second component is zero, this method is exact.
Using advances in integration techniques based on Monte Carlo simulation, B orsch-Supan and proposed the Geweke±Hajivassilou±Keane (GHK) simulator that produces unbiased, continuous and dierentiable probabilities. The values lie strictly within the (0,1) interval, and the computing time required increases only linearly with the number of options and is independent of the true probabilities. This simulator, based on a recursive reduction of the problem dimension, requires the generation of repetitions of a unidimensional truncated Normal distribution. B orsch-Supan and implemented the SML method and showed that the variance obtained from the GHK simulator is smaller than that of either the frequency simulator or Stern's simulator. For these reasons, we adopt the GHK simulator for the numerical work presented in this paper. An implementation of the GHK simulator to estimate Probit models by maximum simulated likelihood has been reported in Bolduc (1999) , where the details of the estimation procedure are discussed and the model is estimated for the Santiago database (Gaudry et al., 1989) .
Appendix B. Full results of simulation processes
See Tables 7±9 (overleaf) for full results of simulation processes. Table 7 Heteroskedasticity between options. 
