Max-C and min-D projection autoassociative fuzzy morphological memories (max-C and min-D PAFMMs) are two layer feedforward fuzzy morphological neural networks able to implement an associative memory designed for the storage and retrieval of finite fuzzy sets or vectors on a hypercube. In this paper we address the main features of these autoassociative memories, which include unlimited absolute storage capacity, fast retrieval of stored items, few spurious memories, and an excellent tolerance to either dilative noise or erosive noise. Particular attention is given to the so-called PAFMM of Zadeh which, besides performing no floating-point operations, exhibit the largest noise tolerance among max-C and min-D PAFMMs. Computational experiments reveal that Zadeh's max-C PFAMM, combined with a noise masking strategy, yields a fast and robust classifier with strong potential for face recognition.
Introduction
An associative memory (AM) is an input-output system inspired by the human brain ability to store and recall information by association [1, 2] . Apart from a large storage capacity, an ideal AM model should exhibit a certain tolerance to noise. In other words, we expect to retrieve a stored item not only presenting the original stimulus but also from a similar input stimulus [1] . We speak of an autoassociative memory if the class of sparsely connected autoassociative fuzzy implications (SCAFIMs) is obtained by removing (possibly a significant amount of) synaptic weights from the original IFAMs [32] . More generally, the quantale-based associative memories (QAMs) generalize several lattice-based autoassociative memories and have been effectively applied for the storage and the recall of large color images [33] . Using piecewise linear transformation in the input and output spaces, Li et al. increased the storage capacity of fuzzy associative memories [34] . Recently, Sussner and Schuster proposed the interval-valued fuzzy morphological associative memories (IV-FMAMs) which are designed for the storage and retrieval of interval-valued fuzzy sets [6] . The novel IVFMAMs have been effectively applied for time-series prediction.
Apart from the distributed models like the FMAMs with FLA and their variations, non-distributed associative memories models have received considerable attention in recent years partially due to their low computational effort and extraordinary successes in pattern recognition and image restoration tasks [10, 12, 13, 15, 16, 35, 36, 37] . In this context, we recently introduced the max-plus and min-plus projection autoassociative morphological memories (max-plus and min-plus PAMMs) which can be viewed as non-distributed versions of the autoassociative morphological memories of Ritter et al. [38, 39] . Max-plus and min-plus PAMMs have less spurious memories than their corresponding distributed models and, thus, they are more robust to either dilative noise or erosive noise than the original autoassociative morphological memories. Computational experiments revealed that PAMMs and their compositions are competitive to other methods from the literature on classification tasks [38] .
In the light of the successful developed of the max-plus and mim-plus PAMMs and, in order to circumvent the aforementioned downsides of AFMMs, we introduced the class of max-C projection autoassociative fuzzy morphological memories (max-C PAFMMs) in the conference paper [40] . Max-C PAFMMs have been further discussed in [41] , where some results concerning their implementation and storage capacity are given without proofs. In few words, a max-C PAFMM projects the input into the family of all max-C combinations of the stored items. In this paper, we present the dual version of max-C PAFMMs: The class of min-D PAFMMs which projects the input into the set of all min-D combinations of the stored items [42] . Furthermore, we address some theoretical results concerning both max-C and min-D PAFMM models. Thus, the theoretical part of this paper can be viewed as an extended version of the conference paper [42] . In particular, we conclude that max-C and min-D PAFMMs exhibit better tolerance with respect to either dilative noise or erosive noise than their corresponding matrix-based AFMM with FLA. Additionally, we show in this paper that the most robust max-C PAFMM with respect to dilative noise is based on Zadeh's inclusion measure and, thus, it is referred to as Zadeh's max-C PAFMM. Accordingly, the dual of Zadeh's max-C PAFMM is the min-D PAFMM most robust with respect to erosive noise. Finally, inspired by the work of Urcid and Ritter [43] , the frail tolerance of the max-C and min-D PAFMMs with respect to mixed noise can be improved significantly by masking the noise contained in the input [44] . Despite some preliminary experiments can be found in the conference paper [44] , we provide in this paper conclusive computational experiments concerning the application of Zadeh's max-C PAFMM for face recognition.
The paper is organized as follows. The basic concepts on fuzzy logic and fuzzy sets are briefly presented in next section. Section 3 briefly reviews the max-C and min-D AFMMs with FLA. The max-C and min-D PAFMMs are addressed subsequently in Section 4. Zadeh's PAFMMs and the noise masking strategy are discussed in Sections 5 and 6, respectively. The performance of Zadeh's max-C PAFMM for face recognition is addressed on Section 7. We finish the paper with some concluding remarks and an appendix with the proofs of theorems.
Some Basic Concepts on Fuzzy Systems
The autoassociative fuzzy memories considered in this paper are based on fuzzy set theory and operations from fuzzy logic. In this section, we briefly review the most important concepts on fuzzy systems. The interested reader is invited to consult [45, 46, 47, 48] for a detailed review on this topic.
A fuzzy set a on a universe of discourse X is defined by
where
is the membership function of the fuzzy set a [49] . We denote by F(X) the family of all fuzzy sets on the universe of discourse X. In the particular case that the universe of discourse X is finite with n elements, a fuzzy set a ∈ F(X) can be identified with a vector a = [a 1 , a 2 , . . . , a n ] T ∈ [0, 1] n , where a i = µ a (x i ) and x i ∈ X for all i = 1, . . . , n [17] . In this paper, we focus only on fuzzy sets on finite universe of discourse.
The symbols "∨" and "∧" denote the binary operations of maximum and minimum, respectively. An increasing mapping C :
is a fuzzy conjunction if it satisfies C(0, 1) = C(1, 0) = 0, and C(1, 1) = 1. Examples of fuzzy conjunctions include
called respectively Gaines, minimum, product and Lukasiewicz fuzzy conjunctions. A fuzzy disjunction is an increasing mapping
The following expressions define respectively the fuzzy disjunctions of Gaines, maximum, probabilistic sum, and Lukasiewicz:
A fuzzy implication is a mapping I :
decreasing in the first argument and increasing in the second argument that satisfies the identities I(0, 0) = I(1, 1) = 1 and I(1, 0) = 0. Examples include the fuzzy implication of Gaines, Gödel, Goguen, and Lukasiewicz given respectively by
In a similar manner, a fuzzy co-implication is a mapping J :
] decreasing in the first argument, increasing in the second argument, and that satisfies J(0, 0) = J(1, 1) = 0 and J(0, 1) = 1 [50] . Examples of fuzzy co-implication include
called respectively fuzzy co-implication of Gaines, Gödel, Goguen, and Lukasiewicz. A fuzzy conjunction and a fuzzy implication, well as a fuzzy disjunction and a fuzzy co-implication, can be related through a fundamental concept called adjunction [51] . We say that a fuzzy implication I and a fuzzy conjunction C form an adjunction if and only if the following equivalence holds true for x, y, z ∈ [0, 1]:
Analogously, a fuzzy disjunction and a fuzzy co-implication form an adjunction if and only if
The pairs of fuzzy implication and fuzzy conjunction (
and (I L , C L ) form adjunctions. Analogously, the pairs of fuzzy co-implication and
is a fuzzy negation if η(0) = 1 and η(1) = 0 [47] . Moreover, if a fuzzy negation η is also an involution, that is, η(η(x)) = x for all x ∈ [0, 1], then η is called a strong fuzzy negation. The standard fuzzy negation η S (x) = 1 − x is a strong fuzzy negation. A fuzzy conjunction C can be connected to a fuzzy disjunction D by means of a strong fuzzy negation η as follows:
In this case, we say that C and D are dual operators with respect to η. In a similar manner, a fuzzy co-implication J is the dual operator of a fuzzy implication I with respect to a strong fuzzy negation η if and only if
or, equivalently, I(x, y) = η J η(x), η(y) . 
and (D L , C L ) are duals with respect the standard fuzzy negation η S . The pairs (I G , J G ), (I M , J M ), (I P , J P ), and (I L , J L ) of fuzzy implication and fuzzy co-implication are also dual with relation the standard fuzzy negation.
The fuzzy logic operators C, D, J, and I can be combined with either the maximum or the minimum operations to yield four matrix products. 
In analogy to the concept of linear combination, we say that z ∈ [0, 1] n is a max-C combination of the vectors belonging to the finite set
where λ ξ ∈ [0, 1] for all ξ = 1, . . . , k. Similarly, a min-D combination of the vectors of A is given by
where θ ξ ∈ [0, 1], for all ξ = 1, . . . , k. The sets of all max-C combinations and min-D combinations of
and
Given two fuzzy sets a, b ∈ F(X), a fuzzy inclusion measure Inc F (a, b) yields the degree of inclusion of a in b. Formally, a fuzzy inclusion measure is a mapping Inc F : F(X) × F(X) −→ [0, 1] whose restriction to crisp sets coincides with the usual set inclusion. In other words, for crisp sets a = [a 1 , . . . , a n ] T ∈ {0, 1} n and
T ∈ {0, 1} n on a finite universe of discourse, we have Inc F (a, b) = 1 if and only if a j ≤ b j for all j = 1, . . . , n [52, 53] . Fuzzy inclusion measures have been introduced by many prominent researchers including [49, 54, 55, 56] . In particular, the Zahde's fuzzy inclusion measure Inc Z is defined by
More generally, a fuzzy inclusion measure of Bandler-Kohout, also called fuzzy Inf-I inclusion measure, is defined by
where I denotes a fuzzy implication [54] and a, b
Remark 1. Note that Zadeh's fuzzy inclusion measure Inc Z , given by (27) , can be obtained from (28) using the fuzzy implication of Gaines I G defined by (10).
Finally, a fuzzy similarity measure yields the degree of similarity between two fuzzy sets a and b. In the literature, there are several different concepts used to measure the similarity between fuzzy sets [57, 58, 59, 60] . In this paper, we adopt the flexible the definition of similarity measure proposed by De Baets and De Meyer [61] . According to them, a fuzzy similarity measure is a symmetric binary fuzzy relation on F(X), i.e., a mapping σ : F(X) × F(X) → [0, 1] such that σ(a, b) = σ(b, a) for any fuzzy sets a and b. The mapping σ H defined by
for fuzzy sets a, b ∈ [0, 1] n on a finite universe of discourse is an example of a fuzzy similarity measure, referred to as the Hamming similarity measure.
Autoassociative Fuzzy Morphological Memories
Let us briefly review the autoassociative fuzzy morphological memories (AFMM). The reader interested on a detailed account on this subject is invited to consult [5, 20] .
First of all, an autoassociative memory (AM) is formulated as follows: Given a set A = a 1 , . . . , a k , called fundamental memory set, an autoassociative memory is a mapping M such that M(a ξ ) = a ξ for all ξ ∈ K = {1, 2, . . . , k} [1] . Furthermore, the mapping M is expected to exhibit a certain tolerance to noise, i.e., the identity M( a ξ ) = a ξ should hold true when a ξ corresponds to a corrupted or incomplete version of a fundamental memory a ξ , with ξ ∈ K. We say that M is an autoassociative fuzzy memory (AFM) if it is implemented by a fuzzy neural network designed for the storage and recall of fuzzy sets. In other words, an AFM is a mapping M : F(X) −→ F(X), where F(X) denotes the family of all fuzzy sets on a finite universe of discourse X [17] .
Using concepts from mathematical morphological, a theory developed initially for image processing and analysis [51, 53, 62] , Sussner and Valle introduced the broad class of autoassociative fuzzy morphological memories (AFMMs) [5, 20, 63] . Briefly, an AFMM is an autoassociative memory model implemented by a fuzzy neural network whose neurons perform an elementary operations from mathematical morphology [20] . Examples of AFMMs include the autoassociative version of the max-mininum and max-product fuzzy associative memories of Kosko [17] , the generalized fuzzy associative memories of Chung and Lee [64] , the max-min fuzzy associative memories with threshold of Liu [23] , and the implicative fuzzy associative memories [8] .
Most AFMMs, including all the models cited in the previous paragraph, are implemented by a single-layer network defined in terms of either the max-C or the min-D matrix products established by equations (22) [5] . Precisely, let C and D be a fuzzy conjunction and a fuzzy disjunction, respectively. A max-C AFMM and a min-
where W, M ∈ [0, 1] n×n are called synaptic weight matrices. We would like to point out that the AFMMs W and M perform respectively a dilation and an erosion of fuzzy mathematical morphology [53] . Moreover, using a strong fuzzy negation η, we can derive from a max-C AFMM W another AFMM denoted by W * and called the negation of W. The negation W * of W is defined by the equation
where the strong fuzzy negation η is applied in a component-wise manner. It is not hard to show that the negation of a max-C AFMM W is a min-D AFMM M, and vice-versa, where the fuzzy conjunction C and the fuzzy disjunction D are dual with respect to the strong fuzzy negation η, i.e. they satisfy (20) . Let us now turn our attention to a recording recipe, called fuzzy learning by adjunction (FLA), which can be effectively used for the storage and recall of a set of fundamental memories [20] . Suppose that the fuzzy disjunction D forms an adjunction with a fuzzy co-implication J. The FLA determines the matrix M ∈ [0, 1] n×n of the min-D AFMM as follows
Dually, the matrix W ∈ [0, 1] n×n of a max-C AFMM is given by
where the fuzzy conjunction C and the fuzzy implication I form an adjunction. We would like to point out that, although the matrices M and W given by (32) and (33) are well defined for any fuzzy co-implication J and fuzzy implication I, the following properties hold true only if they form an adjunction with the fuzzy disjunction D and the fuzzy conjunction C, respectively. The following proposition reveals that a min-D AFMM M and a max-C AFMM W, both synthesized using FLA, project the input x into the set of their fixed points [5] . Furthermore, Proposition 1 shows that the output M(x) of a min-D AFMM with FLA is the largest fixed point less than or equal to the input x. Analogously, a max-C AFMM with FLA yields the smallest fixed point which is greater than or equal to the input [5] .
Proposition 1 (Valle and Sussner [5] ). If D is an associative fuzzy disjunction with a left identity then, for any input
n , the output of the min-D AFMM M satisfies
where I(A) denotes the set of all fixed points of M which depends on and includes the fundamental memory set A = {a 1 , . . . , a k }. Dually, if C is an associative fuzzy conjunction with a left identity then, for any input
where J (A) denotes the set of all fixed points of W which also depends on and contains the fundamental memory set A.
In the light of Proposition 1, from now on we assume that the fuzzy disjunction D and the fuzzy conjunction C are associative and have both a left identity. As a consequence, AFMMs with FLA present the following properties: they can store as many vectors as desired; they have a large number of spurious memories; an AFMM exhibits tolerance to either dilative noise or erosive noise, but it is extremely sensitive to mixed (dilative+erosive) noise. Recall that a distorted version x of a fundamental memory a ξ has undergone a dilative change if x ≥ a ξ . Dually, we say that x has undergone an erosive change if x ≤ a ξ [25] .
Example 1. Consider the fundamental memory set
Using Gödel's co-implication J M in (32), the synaptic weight matrix M M of the min- 
Now, consider the input fuzzy set
Note that x is a dilated version of the fundamental memory a
where "• M " denotes the min-D M product defined in terms of the fuzzy disjunction D M . According to Proposition 1, the output 0.40 0.30 0.70 0.70 T is a fixed point of M M that does not belong to the fundamental memory set A. Thus, it is a spurious memory of M M . In a similar fashion, we can use FLA to store the fundamental set A into the min-D AFMMs M P , M L , and M G obtained by considering respectively the probabilistic sum, the Lukasiewicz, and the Gaines fuzzy disjunction. Upon presentation of the input vector x given by (38) , the min-D AFMMs M P , M L , and M G yield respectively
Such as the min-D M AFMM M M , the autoassociative memories M P , M L , and M G failed to produce the desired output a 1 .
Max-C and Min-D Fuzzy Projection Autoassociative Morphological Memories
As distributed n × n matrix-based autoassociative memories, a great deal of computer memory is consumed by min-D and max-C AFMMs if the dimension n of stored items is large. Furthermore, from Proposition 1, their tolerance with respect to either dilative or erosive noise can be reduced as the number of fixed points -which includes the fundamental and spurious memories -increase. It turns out, however, that these two AFMMs usually have a large number of spurious memories.
Inspired by the feature that min-D and max-C AFMMs project the input vector into the set of their fixed point, we can improve the noise tolerance of the min-D and max-C AFMMs by reducing their set of fixed points. Accordingly, we recently introduced the max-C projection autoassociative fuzzy memories (max-C PAFMMs) by replacing in (34) the set I(A) by the set C(A) of all max-C combinations of the fundamental memories [40, 41] . Formally, given a set
A dual model, referred to as min-D PAFMM, is obtained by replacing J (A) by the set D(A) of all min-D combinations of the fundamental memories in (35) . Precisely,
The following theorem is a straightforward consequence of these definitions.
Theorem 1. The max-C and min-D PAFMMs given respectively by (43) and (44) 
As a consequence of Theorem 1, a max-C PAFMM and a min-D PAFMM are respectively an opening and a closing form fuzzy mathematical morphology [62] . Like the min-D AFMM, a max-C PAFMM exhibits only tolerance with respect to dilative noise. Also, it is extremely sensitive to either erosive or mixed noise. In fact, a fundamental memory a ξ cannot be retrieved by a max-C PAFMM from an input such that x ≤ a ξ . In a similar manner, such as the max-C AFMM, a min-D PAFMM S exhibits tolerance with respect to erosive noise but it is not robust to either dilative or mixed noise.
Let us now address the absolute storage capacity of max-C and min-D PAFMMs. Clearly, a max-C PAFMM has optimal absolute storage capacity if a fundamental memory a ξ belongs to C(A). In other words, if a ξ ∈ C(A), then V(a ξ ) = a ξ . It turns out that a ξ belongs to the set of all max-C combinations of a 1 , . . . , a k if the fuzzy conjunction C has a left identity, i.e., there exists e ∈ [0, 1] such that C(e, x) = x for all x ∈ [0, 1]. In fact, for any fuzzy conjunction C, we have C(0, x) = C(x, 0) = 0 for all x ∈ [0, 1] [50] . Thus, if the fuzzy conjunction C has a left identity, we can express a fundamental memory a ξ by the following max-C combination
Dually, a min-D PAFMM has optimal absolute storage capacity if the fuzzy disjunction D has a left identity. Summarizing, we have the following theorem:
Theorem 2. Let C and D denote respectively a fuzzy conjunction and a fuzzy disjunction and consider a fundamental memory set
The max-C PAFMM given by (43) satisfies V(a ξ ) = a ξ for all ξ ∈ K if the fuzzy conjunction C has a left identity. Dually, if the fuzzy disjunction D has a left identity then S(a ξ ) = a ξ for all ξ ∈ K, where S denotes the min-D PAFMM given by (44).
The next theorem provides effective formulas for the implementation of the max-C and min-D PAFMMs. n , the max-C PAFMM V satisfies Dually, let a fuzzy co-implication J and a fuzzy disjunction D form an adjunction. For any input x ∈ [0, 1] n , the output of the min-D PAFMM S can be computed by
Remark 2. Theorem 3 above gives a formula for the coefficients λ ξ that is used to define the output of a max-C PAFMM. Note that the coefficient λ ξ corresponds to the degree of inclusion of the fundamental memory a ξ in the input fuzzy set x. In other words, we have
where Inc F denotes the Bandler-Kohout fuzzy inclusion measure defined by (28).
As to the computational effort, max-C and min-D PAFMMs are usually cheaper than their corresponding min-D and max-C AFMMs. In fact, from (3), max-C and min-D PAFMMs are non-distributive memory models which can be implemented by fuzzy morphological neural networks with a single hidden layer [20, 63, 65] . They do not require the storage of a synaptic weight matrix of size n × n. Also, they perform less floating-point operations than their corresponding min-D and max-C AFMMs if k < n. To illustrate this remark, consider a fundamental memory set A = a 1 , . . . , a k , where a ξ ∈ [0, 1] n for all ξ ∈ {1, . . . , k} with k < n. On the one hand, to synthesize the synaptic weight matrix of a min-D AFMM M, we perform kn 2 evaluation of a fuzzy co-implication and (2k − 1)n 2 comparisons. Besides, the resulting synaptic weight matrix consumes O(n 2 ) of memory space. In the recall phase, the min-D AFMM M requires n 2 evaluations of a fuzzy disjunction and (2n − 1)n comparisons. On the other hand, to computer the parameters λ's of a max-C PAFMM V, we perform 2nk evaluations of a fuzzy implication and (2n − 1)k comparisons. The recall phase of the max-C PAFMM V requires 2nk evaluations of a fuzzy conjunction and (k − 1)n comparisons. Lastly, it consumes O(nk) of memory space for the storage of the fundamental memories. Similar remarks holds for a max-C AFMM and a min-D PAFMM. Concluding, Table 1 summarizes the computational effort in the recall phase of the AFMMs and PAFMMs. Here, fuzzy operations refers to evaluations of fuzzy conjunction, disjunction, implication, or co-implications.
Finally, different from the min-D and max-C AFMMs, the max-C and min-D PAFMMs are not dual models with respect to a strong fuzzy negation. Precisely, the next theorem shows that the negation of a min-D PAFMM is a max-C PAFMM designed for the storage of the negation of the fundamental memories, and vice-versa.
Theorem 4. Let a fuzzy conjunction C be connected to a fuzzy disjunction D by means of a strong fuzzy negation η. Given a fundamental memory set
, for all i = 1, . . . , n and ξ ∈ K. Also, let V and S be respectively the max-C and the min-D PAFMMs designed for the storage of a 1 , . . . , a k and define their negation as follows for every x ∈ [0, 1] n :
The negation S * of S is the max-C PAFMM designed for the storage of
Analogously, the negation V * of V is the min-D PAFMM given by
It follows from Theorem 4 that the negations S * and V * fail to store the fundamental memory A = a 1 , . . . , a k .
Example 2. Consider the fundamental memory set A given by (36) . Let C M and I M be the minimum fuzzy conjunction and fuzzy implication of Gödel, respectively. We synthesized the max-C PAFMM V M designed for the storage of A using the adjunction pair (I M , C M ). Since C M is a fuzzy conjunction with 1 as identity, from Theorem 2, the equation V M (a ξ ) = a ξ holds for ξ = 1, 2, 3. Given the input vector x defined by (38), we obtain from (46) the coefficients λ 1 = 1.0, λ 2 = 0.3, and λ 3 = 0.3.
Thus, the output of the max-C PAFMM V M is 
Note that V M failed to retrieve the fundamental memory a 1 . Analogously, we can store the fundamental memory set A into the max-C PAFMMs V P and V L using respectively the adjunction pairs (I P , C P ) and (I L , C L ). Upon presentation of the vector x, the max-C PAFMMs V P and V L produce 
Like the min-D AFMMs M P and M L , the memories V P and V L failed to recall the fundamental memory a 1 . Nevertheless, the max-C PAFMMs V M , V P , and V L yielded outputs are more similar to the desired vector a 1 than the min-D AFMMs M M , M P , M L , and M G (see Example 1) . Quantitatively, Table 2 shows the normalized mean squared error (NMSE) between the recalled vector and the desired output a 1 . Recall that the NMSE between x and a is given by
This simple example confirms that a max-C PAFMM can exhibit a better tolerance with respect to dilative noise than its corresponding min-D AFMM.
Let us conclude the section by emphasizing that we cannot ensure optimal absolute storage capacity if C does not have a left identity.
Example 3. Consider the "compensatory and" fuzzy conjunction defined by
Note that C A does not have a left identity. Moreover, the fuzzy implication that forms an adjunction with C A is
4 be the max-C A PAFMM designed for the storage of the fundamental memory set A given by (36) . Upon the presentation of the fundamental memory a 1 as input, we obtain from (46) the coefficients λ 1 = 0.39, λ 2 = 0.06 and λ 3 = 0.23.
Thus, the output vector of the max-C PAFMM V A is
In a similar fashion, using the fundamental memories a 2 and a 3 as input, we obtain from V A the outputs 
In accordance with Theorem 1, the inequality V A (a ξ ) ≤ a ξ holds for ξ = 1, 2, 3. The fundamental memories a 1 , a 2 , and a 3 , however, are not fixed points of the max-C PAFMM V A .
Zadeh max-C PAFMM and its dual model
According to Hassoun and Watta [1] , one of the most common problems in an associative memory design task is the creation of spurious or false memories. A spurious memory is a fixed point of an autoassociative memory that does not belong to the fundamental memory set. For instance, the fixed point y = [0.4, 0.3, 0.7, 0.3]
T is a spurious memory of the max-C PAFMM V M in Example 2.
In general, the noise tolerance of an autoassociative memory decreases as the number of spurious memories increase. The set of fixed points of a max-C PAFMM, however, corresponds to the set of all max-C combinations of the fundamental memories. Hence, the smaller the family C(A), the higher the noise tolerance of a max-C PAFMM.
Given a family of fuzzy sets A = {a 1 , . . . , a k }, we can reduce C(A) significantly by considering in (25) the fuzzy conjunction of Gaines C G . From Theorem 2, the output of the max-C PAFMM based on Gaines' fuzzy conjunction is given by
Note that Zadeh's fuzzy inclusion measure Inc Z is used to compute the coefficients λ ξ instead of a general fuzzy inclusion measure of Bander-Kohout. Hence, this max-C PAFMM is referred to as Zadeh's max-C PAFMM and denoted by V Z . From (27) , the coefficient λ ξ = Inc Z (a ξ , x) is either 0 or 1. Moreover, λ ξ = 1 if and only if a ξ j ≤ x j for all j = 1, . . . , n. Also, we have C G (0, x) = 0 and C G (1, x) = x for all x ∈ [0, 1]. Therefore, for any input x ∈ [0, 1] n , the output of Zadeh's max-C PAFMM is alternatively given by the equation
is the set of the indexes ξ such that a ξ is less than or equal to the input x, i.e., a ξ ≤ x. Here, we have V Z (x) = 0 if I = ∅, where 0 is a vector of zeros.
In a similar manner, from (47), the of Zadeh's max-C PAFMM is the min-D PAFMM defined by
Here, D G and I G denote respectively the fuzzy disjunction and fuzzy co-implicantion of Gaines. Alternatively, the output of Zadeh's min-D PAFMM is given by
is the set of indexes ξ such that a ξ ≥ x. Here, we have S Z (x) = 1 if J = ∅, where 1 is a vector of ones.
Note from (64) and (67) that no arithmetic operation is performed during the recall phase of Zadeh's max-C PAFMM model and its dual model; they only perform comparisons! Thus, both V Z and S Z are computationally cheap and fast associative memories. In addition, Zadeh's max-C PAFMM is extremely robust to dilative noise. On the other hand, its dual model S Z exhibits an excellent tolerance with respect to erosive noise. The following theorem address the noise tolerance of these memory models.
Theorem 5. Consider the fundamental memory set
Example 4. Consider the fundamental memory set A given by (36) and the input fuzzy set x defined by (38) . Clearly, a 1 ≤ x, a 2 ≤ x, and a 3 ≤ x. Thus, the set of indexes defined by (65) is I = {1}. From (64), the output of Zadeh's max-C PAFMM is
Note that the max-C PAFMM V Z achieved perfect recall of the original fundamental memory. As a consequence, the NMSE is zero. From Table 2 , the max-C PAFMM of Zadeh yielded the best NMSE, followed by the max-C PAFMMs V M , V P and V L .
Let us conclude this section by remarking that Zadeh's max-C PAFMM also belongs to the class of Θ-fuzzy associative memories (Θ-FAMs) proposed by Esmi et al. [12] .
Remark 3. An autoassociative Θ-FAM is defined as follows: Consider a fundamental memory set
Given an input x and a weight vector
where I w (x) is the following set of indexes:
Now, the max-C PAFMM of Zadeh is obtained by considering
, for all ξ = 1, . . . , k. Specifically, in this case I w (x) coincides with the set of index I defined by (64).
Noise Masking Strategy for PAFMMs
A max-C PAFMM cannot retrieve a fundamental memory a ξ from an input x ≤ a ξ . The frail tolerance with respect to erosive or mixed noise may limit the applications of a max-C PAFMM to real world problems. From the duality principle, similar remarks holds true for min-D PAFMMs. It turns out that the noise tolerance of a PAFMM can be significantly improved by masking the noise contained in a corrupted input [43] . In few words, noise masking converts an input degraded by mixed noise into a vector corrupted by either dilative or erosive noise. Inspired by the works of Urcid and Ritter [43] , let us present a noise masking strategy for the PAFMMs. In order to simplify the presentation, we shall focus on max-C PAFMMs.
Let V denote a max-C PAFMM which have been synthesized using a fundamental memory set A = {a 1 , . . . , a k }. Also, assume that x is a version of the fundamental memory a η corrupted by mixed noise. Then, a η d = x ∨ a η is the masked input vector which contains only dilative noise, i.e., the inequality a η d ≥ a η holds true. Since V is robust to dilative noise, we expect the max-C PAFMM to be able to retrieve the original fuzzy set a η under presentation of the masked vector a η d . The noise masking idea has a practical shortcoming: we do not known a priori which fundamental memory have been corrupted. Hence, Urcid and Ritter suggested to compare, for all ξ ∈ K, the masked vector a ξ d = x ∨ a ξ with both the input x and the fundamental memory a ξ [43] . The comparison is based on some meaningful measure such as the normalized mean squared error (NMSE). In this paper, we propose to use a fuzzy similarity measure to determine the masked vector. Precisely, the masked vector a η d is obtained by computing the maximum between the input x and the fundamental memory a η most similar to the input. In mathematical terms, we have a
where η is an index such that
where σ is a fuzzy similarity measure [57, 59, 60, 61] . Concluding, the technique of noise masking for recall of vectors using a max-C PAFMM V yields the autoassociative fuzzy memory
where η is an index that satisfies (70) .
In a similar manner, we can define the technique of noise masking for recall of vectors using a min-D PAFMM S. Formally, we denote by S M an autoassociative fuzzy memory given by
where η is an index that satisfies (70) and
n is a min-D PAFMM. In the previous section, we pointed out that the Zadeh max-C PAFMM V Z , as well as its dual model, does not perform floating point arithmetic operations. Some arithmetic operations, however, may be required for the computation of the masked input fuzzy set. For instance, if we consider in (70) the fuzzy similarity measure σ H defined by (29) , the memory V M Z performs (2n + 1)k floating point operations during the retrieval phase.
Computational Experiments
Inspired by the autoassociative memory-based classifiers described in [14, 16] , we propose the following autoassociative memory-based classifier for face images. Suppose we have a training dataset with k i different gray-scale images of size p × q from the face of an individual i, for i = 1, . . . , c. Each gray-scale image is converted into a column-vector a ξ,i ∈ [0, 1] n , where n = pq, i ∈ {1, . . . , c}, and ξ ∈ {1, . . . , k i }, using the MATLAB-style commands im2double and reshape. Let M i denote an autoassociative memory designed for the storage of the fundamental memory set
n composed by all training images from individual i ∈ {1, . . . , c}. Given an unknown face image, we first convert it into a column-vector
n using MATLAB-style commands im2double and reshape and present it as input to the autoassociative memories M i 's. Then, we assign the unknown face image to the first individual η such that
where σ denotes a fuzzy similarity measure. In words, x belongs to an individual such that the recalled vector is the most similar to the input. In our experiments, we used the Hamming similarity measure defined by (29) . Note that the autoassociative fuzzy memory-based classifier does not require any fine tuning of parameters. Apart from models from the literature, we only consider the min-D L AFMM and Zadeh's max-C PAFMM. Recall that the AFMMs based on the Lukasiewicz connectives outperformed many other AFMMs on experiments concerning the retrieval of gray-scale images [8] . Furthermore, the min-D L AFMM can be obtained from the morphological autoassociative memory of Ritter et al. using thresholds [8, 25] . As pointed out in Section 5, Zadeh's PAFMM is expected to exhibit a tolerance with respect to dilative noise larger than the other max-C PAFMMs. Concluding, we synthesized the classifiers based on the min-D AFMM M M L and Zadeh's max-C PAFMM V M Z , both equipped with the noise masking strategy described by (71) and (29) .
The performance of the M M L -and V M Z -based classifiers have been compared with the following classifiers from the literature: sparse representation classifier (SRC) [66] , linear regression-based classifier (LRC) [67] , nearest neighbor (NN) [68] , collaborative representation-based classifier (CRC) [69] , kernel autoassociative memory based classifier (KAM) [16] and fast superimposed sparse parameter (FSSP(1)) classifier [70] .
Face Recognition with Expressions and/or Pose
Face recognition has been an active research topic in pattern recognition and computer vision due to its applications in human computer interaction, security, access control, and others [16, 69, 70] . To evaluate the performance of the V M Z -based classifier, we conducted experiments using three standard face databases. Namely, Georgia Tech Face Database (GT) [71] , AT&T Face Database [72] , and AR Face Image Database [73] . These face databases incorporate pose, illumination, and gesture alterations. [71] . These images, which sum up to 15 per individual, show frontal and/or tilted faces with different facial expressions, lighting conditions, and scale. In this paper, we used the cropped images available at the GT dataset. Furthermore, each face image have been resized to 30 × 40 pixels. Figure 1 presents the 15 facial images of one individual from the GT database.
• The AT&T database, formerly known as the ORL database of faces, has 10 different images for each of 40 distinct individuals [72] . All face images are in up-right and frontal position. In our computational experiments, each image of the AT&T face database have been manually cropped to 28 × 23 pixels. The 10 images of an individual is shown in Figure 2 for illustrative purposes.
• The AR face image database contains over 4000 facial images from 126 individuals [73] . For each individual, 26 images have been taken in two different sessions separated by two weeks. The face images features from different facial expressions, illumination changes, and occlusions. In our experiments, we used a subset of the AR face image database with face images of 100 individuals. Furthermore, we only considered the 8 face images with different expressions (normal, smile, anger, and scream) from each individual. Finally, we would like to point out that the images in AR database have been manually cropped to 50 × 40 pixels. The 8 face images of one individual of the AR database is shown in Figure 3 .
For the GT and the AT&T face databases, we followed the "first N " scheme adopted by Feng et al. [70] . Here, the first N face images of each person are used as the training set. The remaining face images of each individual are used for test. The number N varied according to the computational experiments described in [70] . As to the AR face image database, we also followed the same evaluation protocol described in [70] : Three facial expressions are used for train (e.g. normal, smile, and anger) while the remaining is used for test (e.g. scream). Tables 3, 4 , and 5 list the recognition rates (RRs) yielded by the classifiers. These tables also provide the average recognition rate (ARR) for a given scenario. For a visual interpretation of the overall performance of the classifiers, Figure 4a) shows the box-plot comprising the normalized recognition rates listed on Tables 3, 4 , and 5. The normalized recognition rates are obtained by subtracting and dividing the values on Tables 3, 4 , and 5 respectively by column-wise mean and standard deviation. Furthermore, Figure 4b) shows the Hasse diagram obtained from the outcome of the Wilcoxson signed-ranks test comparing any two classifiers with confidence level at 95% using all the recognition rates listed on Tables 3, 4 , and 5 [74, 75, 76] . Precisely, two classifiers are connected by an edge in this figure if the hypothesis test rejected the null hypothesis that the two classifiers perform equally well against the alternative hypothesis that the recognition rates of the classifier in the top is significantly larger than the recognition rates of the classifier on the bottom of the edge. In other words, the method on the top outperformed the method at the bottom of an edge. Also, we refrained to include the edges that can be derived from transitivity. 
Face recognition in presence of noise
In many practical situations, captured images are susceptible to different levels of noises and blurring effects. According to Gonzalez and Woods [77] , the principal a) Box-plot of normalized recognition rates. Table 4 : RRs and ARRs of the classifiers on AT&T face database with "FIRST N" scheme.
sources of noise in digital images arise during image acquisition and/or transmissions. The performance of imaging sensors is affected by a variety of factors such as environmental conditions and by the quality of the sensing elements themselves. For instance, Gaussian noise arises in an image due to factors as electronic circuit noise and sensor noise. On the other hand, salt and pepper noise is caused by transmission errors. Furthermore, a blurred image may arise either out of focus or relative motion between the camera and objects in the scene. Figure 5 displays an undistorted and corrupted versions of an image from the AT&T face database. The noise images have been obtained by introducing salt and pepper noise with probability ρ = 0.05, Gaussian noise with mean 0 and variance σ 2 = 0.01, and by a horizontal motion of 9 pixels (blurred images).
In order to simulate real-world conditions, we evaluated the performance of the classifiers when the training images are not distorted but test images are corrupted by some kind of noise. Precisely, test images have been corrupted by the following kind of noise: used as training set and the remaining images, corrupted by some kind of noise, have been used for test. Figure 6 shows the average recognition rates (ARRs) produced by the eight classifiers in 30 experiments for each intensity of noise. Furthermore, Figure 
Computational Complexity
Let us conclude this section by analyzing the computational complexity of the classifiers considered in this section. First of all, the following inequalities ranks the computational complexity of the classifiers SRC, LRC, CRC and FSSP(1) [70] :
Let us now compare O LRC and the O V M Z -based classifier. To this end, let c denote the number of individuals, k the number of training images per individual, and n be the size of the face image vectors. On the one hand, the LRC is dominated by the solution of c least square problems having k unknowns and n equations. Therefore, the computational complexity of the LRC method is On the other hand, due to the noise masking strategy, the complexity of the V 
Thus, the V M Z -based classifier is computationally cheaper than the LRC. Precisely, we have
Therefore, Zadeh's PAFMM-based classifier is the cheapest among the classifiers considered in this paper for face recognition tasks. Concluding, we believe that the V M Z -based classifier is competitive with the stateof-the-art approaches because it exhibited a graceful balance between accuracy and computational cost.
Concluding remarks
In this paper, we investigated max-C and min-D projection autoassociative fuzzy memories (max-C and min-D PAFMMs). Briefly, PAFMMs are non-distributed versions of the well-know max-C and min-D autoassociative fuzzy morphological memories (max-C and min-D AFMMs) [5, 20] . Specifically, a PAFMM projects the input vector into either the family of all max-C combinations or the family of min-D combinations of the stored items. As a consequence, they present less spurious memories than their corresponding max-C and min-D AFMMs. Moreover, max-C and min-D PAFMMs are more robust to either dilative or erosive noise than the AFMMs. Besides, PAFMMs are computationally cheaper than AFMMs if the number of stored items k is less that their length n.
Apart from a detailed discussion on PAFMM models, in this paper we focused on the particular model referred to as Zadeh's max-C PAFMM because it is obtained by considering Zadeh's fuzzy inclusion measure. Zadeh's max-C and min-D PAFMMs are the most robust PAFMMs with respect to either dilative or erosive noise. On the downside, they are extremely sensitive to mixed noise. In order to improve the noise tolerance of Zadeh's PAFMMs with respect to mixed noise, using a fuzzy similarity measure, we proposed a variation of the noise masking strategy of Urcid and Ritter [43] .
Finally, experimental results using three famous face databases confirmed the potential application of Zadeh's max-C PAFMM for face recognition. Precisely, using Wilcoxson's signed-ranks test, we concluded that the classifier based on Zadeh's max-C PAFMM outperformed important classifiers from literature including LRC [67] , CRC [69] , NN [68] , and the KAM-based classifier [16] . Furthermore, the experiments revealed that Zadeh's max-C PAFMM performs as well as the SRC [66] and FSSP(1) [70] methods but requiring much less computational resources.
In future, we intent to investigate further applications of max-C and min-D PAFMMs. We also plan to generalize Zadeh's PAFMMs to more general complete lattices.
Thus, the largest max-C combination z = k ξ=1 C(λ ξ , a ξ ) such that z ≤ x is obtained by considering λ ξ = n j=1 I(a ξ j , x j ) for all ξ ∈ K.
PROOF OF THEOREM 4. Let us only show (50) . The second part of the theorem is derived in a similar manner. First, recall that a strong negation is a decreasing operator. Thus, since the negation of the minimum is the maximum of the negations, we conclude from (31), (47) , and (20) n and K = {1, . . . , k}. If there exists an unique γ ∈ K such that a γ ≤ x, then the index set, given by (68) , is equal to I = {ξ : a ξ j ≤ x j , ∀j = 1, . . . , n} = {γ} .
(A.10) Therefore,
Analogously, we can proof the second part of this theorem.
