Abstract. This paper considers the problem of radiation therapy treatment planning for cancer patients. During radiation therapy, beams of radiation pass through a patient. This radiation kills both cancerous and normal cells, so the radiation therapy must be carefully planned to deliver a clinically prescribed dose to certain targets while sparing nearby organs and tissues. Currently, a technique called intensity modulated radiation therapy (IMRT) is considered to be the most effective radiation therapy for many forms of cancer. In IMRT, the patient is irradiated from several different directions. From each direction, one or more irregularly shaped radiation beams of uniform intensity are used to deliver the treatment. This paper deals with the problem of designing a treatment plan for IMRT that determines an optimal set of such shapes (called apertures) and their corresponding intensities. This is in contrast with established two-stage approaches where, in the first phase, each radiation beam is viewed as consisting of a set of individual beamlets, each with its own intensity. A second phase is then needed to approximate and decompose the optimal intensity profile into a set of apertures with corresponding intensities. The problem is formulated as a large-scale convex programming problem, and a column generation approach to deal with its dimensionality is developed. The associated pricing problem determines, in each iteration, one or more apertures to be added to our problem. Several variants of this pricing problem are discussed, each corresponding to a particular set of constraints that the apertures must satisfy in one or more of the currently available types of commercial IMRT equipment. Polynomial-time algorithms are presented for solving each of these variants of the pricing problem to optimality. Finally, the effectiveness of our approach is demonstrated on clinical data.
1.
Introduction. Every year, approximately 300,000 of the U.S. citizens who are newly diagnosed with cancer may benefit from radiation therapy (American Cancer Society [3] , Murphy, Lawrence, and Lenlard [24] , Perez and Brady [28] , and Steel [42] ). Despite sophisticated radiation therapy treatments, a significant number of patients who are initially considered curable die of their disease. Others may see their quality of life seriously reduced due to unintended side effects from radiation therapy. The main cause of this is that radiation therapy treatment plans often underdose the targets, overdose healthy organs, or both. Thus, the preservation of healthy or functional tissues, and hence the quality of a patient's life, must be balanced against the probability of the eradication of the patient's disease. In this paper, we consider a novel approach to the efficient planning of radiation therapy treatments that integrates treatment design with delivery issues that have previously been handled separately. 
Treatment delivery.
During radiation therapy, beams of radiation pass through a patient. These beams deposit energy along their path, which kills both cancerous and normal cells. Delivering a clinically prescribed radiation dose to cancerous cells while sparing normal cells in nearby organs and tissues requires a careful design of the radiation therapy treatment. Typically, there are several clinical targets that we wish to irradiate, and there are several nearby organs, called critical structures, that we wish to spare. Note that we usually treat targets which contain known tumors, as well as additional regions to which the disease may have spread or that account for patient motion during the treatment. It may be possible to kill all cells in the targets with a single beam of radiation. However, such a treatment can be expected to significantly damage normal cells in critical structures located along the path of the beam. When beams are delivered from a number of different orientations spaced around the patient, the intersection of these beams defines a region that receives the highest radiation dose, whereas regions covered by a single beam or only a few beams receive much lower radiation doses. The goal is now to design the treatment plan, i.e., the shapes and the radiation intensities of the beams, in such a way that the intersecting regions receiving the highest radiation dose conform closely to the targets, while the critical structures receive dose from some, but not all, beams and can thus be spared. (See Figure 1. 
1.)
Patients receiving radiation therapy are typically treated on a clinical radiation delivery device called a linear accelerator. The radiation source is contained in the accelerator head and can be viewed as a point source of high-energy photons. The patient is immobilized with restraints on a couch, and the accelerator head can rotate for a full 360
• about a point that is 1 meter from the source, called the isocenter. It is common in practice to use a single, fixed couch location, and use a very limited number of locations (3) (4) (5) (6) (7) (8) (9) of the accelerator head in the circle around the isocenter.
Conformal radiation therapy seeks to conform the geometric shape of the delivered radiation dose as closely as possible to that of the intended targets. In conventional conformal radiation therapy, one attempts to achieve this by delivering a radiation dose by using a relatively small number of different beam shapes, called apertures, each with uniform intensity level. Such apertures are formed by partially blocking the radiation source. In this way we may, for example, create an aperture whose shape conforms to the beam's-eye-view of the targets in the patient as seen from a certain beam orientation. Since the geometry of the targets and critical structure is different in each patient, customized apertures have to be manufactured for each patient. Despite this practical limitation, there are several advantages to conventional conformal radiation therapy. First, the fact that only a limited set of apertures is used leads to a short patient treatment time. Shorter treatment times not only limit the discomfort of the patient, but also ensure that the exposure to radiation of the patient as a whole is limited. Additional advantages lie in the ability to accurately deliver a planned treatment, due to the relative ease with which the cumulative dose received by the patient for a given set of apertures and intensities can be determined. Finally, treatment plans using only a few (relatively large) apertures are typically insensitive to patient setup errors as well as patient motion during treatment.
Recent technological advancements have lead to the rapid development and widespread clinical implementation of an external-beam radiation delivery technique known as intensity modulated radiation therapy (IMRT) (see Webb [47] ). An IMRT capable linear accelerator is equipped with a so-called multileaf collimator (MLC) system (see Figure 1. 2), which is used to generate a desired dose distribution. By dynamically blocking different parts of the beam, the MLC system is able to efficiently deliver treatment plans that use a much larger number of different apertures than conventional conformal radiation therapy. IMRT thus allows for the creation of very complex nonuniform dose distributions that allow the delivery of sufficiently high radiation doses to targets while limiting the radiation dose delivered to healthy tissues. The advent of IMRT has dramatically improved treatment efficiency and offers the potential for large improvements in treatment quality.
Traditional two-phase approach to treatment planning.
In IMRT we often model each beam as a collection of hundreds of small beamlets, the intensities of which can be controlled individually. The problem of finding an optimal intensity profile (also called fluence map) for each beam is called the fluence map optimization (FMO) problem. This problem has received a lot of attention in recent years from both operations researchers as well as medical physicists (see, e.g., Shepard et al. [38] for a review, and also Hamacher and Küfer [16] ; Lee, Fox, and Crocker [22, 23] ; Bortfeld et al. [12] ; and Romeijn et al. [31, 32] ). However, MLC-based IMRT delivery systems cannot directly deliver such fluence maps since the radiation source can only deliver a uniform intensity at any time. Therefore, a fluence map needs to be decomposed into (and approximated by) a number of apertures, each with its own associated uniform intensity. This decomposition problem is a nontrivial optimization problem in its own right and is often solved in a separate phase (see, e.g., Bortfeld et al. [11] , Xia and Verhey [50] , Siochi [40] , Boland, Hamacher, and Lenzen [10] , Kamath et al. [18] , and Ahuja and Hamacher [1] ). To allow a decomposition of the fluence map into a manageable number of apertures, the beamlet intensities in a given beam are first discretized to levels that are typically chosen to be multiples of 5%-20% of their maximal value. It is easy to see that this discretization may cause a significant deterioration of the treatment plan quality, in particular when not integrated into the FMO problem. Moreover, despite the discretization step, the number of apertures required to deliver the fluence map is often relatively large (on the order of 20-30 per beam, for a total of up to 140-210 apertures), which may cause undesirably long treatment times, as well as an unnecessarily high level of sensitivity of the treatment plan to patient setup errors or patient motion. Finally, a two-stage approach is usually rigid, in the sense that a sound trade-off between treatment time and treatment plan quality cannot be made due to the decoupling of the decomposition phase from the treatment plan optimization phase.
1.3.
Aperture modulation approach to treatment planning. An approach to the FMO problem that deals explicitly with apertures rather than individual beamlets is called aperture modulation. Recently, Siebers et al. [39] have proposed incorporating the aperture choice into a heuristic local search method for FMO. Bednarz et al. [7] developed a mixed-integer linear programming model that incorporates a predetermined pool of apertures from which to choose. Finally, Shepard et al. [37] have proposed a simulated annealing algorithm for finding a treatment plan using only a limited number of apertures. These approaches have been applied to head-and-neck and prostate cancer cases, and empirical experiments suggest that one can obtain high-quality treatment plans with only a limited number of apertures. However, all these approaches are heuristic in nature, and cannot guarantee that an optimal solution will be found. The key to obtaining the best apertures seems to be to formally integrate the FMO and decomposition problems.
In this paper, we propose a new optimization formulation of the aperture modulation approach to FMO. This formulation is based on a convex optimization formulation of the traditional beamlet-based FMO problem as developed in Romeijn et al. [31, 32] . However, in contrast with these earlier papers, in this paper we represent a treatment plan explicitly in terms of apertures and their associated intensities. This model thus integrates the first stage problem of obtaining a set of fluence maps (i.e., a set of individual beamlet intensities) with the second-stage problem of decomposing these fluence maps into a set of deliverable apertures and intensities. However, the number of allowable apertures, and therefore the number of decision variables and constraints in the new problem formulation, is typically enormous. To overcome this, we propose a column generation approach to solving the convex programming problem. A column generation approach requires the repeated solution of a subprob-lem called the pricing problem. Solving this problem identifies one or more suitable apertures to add to a pool of allowable apertures.
The very nature of our algorithm thus allows us to study the effect of adding apertures on the quality of the treatment plan, thereby enabling a better trade-off between the number of apertures (i.e., treatment time) and treatment plan quality. One of the goals of our paper is to determine whether high-quality treatment plans may be obtained using a limited number of apertures, which would mean that the higher quality and efficiency of IMRT treatments can be achieved without sacrificing the advantages of conventional conformal radiation therapy mentioned above.
The set of feasible apertures from which the pricing problem may choose is dictated by the particular characteristics of the MLC system that is used to deliver the treatment. We study three different variants of the pricing problem, each incorporating a set of constraints on deliverable apertures that is commonly encountered in one or more of the commercially available IMRT systems. We provide algorithms that solve these subproblems in polynomial time in the number of beamlets.
Treatment plan quality and optimization.
The goal of radiation therapy treatment planning is to design a treatment plan that delivers a specific level of radiation dose, a so-called prescription dose, to the targets, while on the other hand sparing critical structures by ensuring that the level of radiation dose received by these structures does not exceed some structure-specific tolerance dose. These two goals are inherently contradictory if the targets are located in the vicinity of critical structures. This is especially problematic for certain cancers, such as tumors in the head-and-neck area, which are often located very close to, for instance, the spinal cord, brainstem, and salivary glands. In order to formulate a (beamlet-or aperturebased) FMO problem, a quantitative measure of treatment plan quality needs to be devised that appropriately makes the trade-off between the contradictory goals. This is a difficult issue since there is no fundamental basis for treatment plan evaluation.
Many models for FMO that have been proposed to date use a convex objective function that penalizes the doses received by individual points in the patient (see, e.g., Shepard et al. [38] for a review, and also Lee, Fox, and Crocker [22, 23] and Romeijn et al. [31, 32] ). An alternative approach that has received some attention in recent years is to view the FMO problem as a multicriteria optimization problem (see, e.g., Küfer, Hamacher, and Bortfeld [19] , Hamacher and Küfer [16] , Thieke, Bortfeld, and Küfer [44] , Thieke et al. [45] , Bortfeld et al. [12] , and Lahanas, Schreibmann, and Baltas [20] ). In this approach several treatment plan evaluation criteria are identified, usually one or two per structure. These criteria can be based on biological considerations (such as measures of equivalent uniform dose or estimated probabilities of tumor control and normal tissue complications) or physical considerations (such as the convex penalty functions mentioned above). In Romeijn, Dempsey, and Li [33] we have shown that most of the treatment plan evaluation criteria proposed in the medical physics literature are equivalent to convex penalty function criteria when viewed as a multicriteria optimization problem, in the sense that for each set of treatment plan evaluation criteria from a very large class there exists a class of convex penalty functions that produces an identical Pareto efficient frontier. In this paper, we have therefore chosen to use a convex penalty function-based approach to evaluating treatment plans. Clearly, our approach could be used in a multicriteria setting. However, our experience in Romeijn et al. [31, 32] and in section 5 of this paper suggests that it is possible to quantify a trade-off between the different evaluation criteria that produces high-quality treatment plans for a population of patients, eliminating the need to solve the FMO problem as a multicriteria optimization problem for each individual patient.
A notable class of treatment plan evaluation criteria that is not equivalent to penalty function criteria is formed by criteria that are based on properties of the entire dose distribution in a given structure. We will enhance our basic convex penalty function model for FMO with such criteria.
1.5. Organization of the paper. This paper is organized as follows. In section 2 we develop our basic model formulation. In section 3 we then develop a column generation approach to solving the optimization problem, including a detailed discussion of variants of the pricing problems and solution methods to solve these. In section 4 we enhance the model, incorporating additional constraints that can control the quality of the obtained treatment plans. In section 5 we discuss the results of our approach and we end the paper with some concluding remarks and directions for future research in section 6. We denote the total number of structures by S, and the number of targets by T . For convenience, we assume that the targets are indexed by s = 1, . . . , T , and the critical structures by s = T + 1, . . . , S. Furthermore, each of the structures s is discretized into a finite number v s of cubes, typically of size 4 × 4 × 4 mm 3 . In the context of radiation therapy, these cubes are usually called voxels. The number of voxels required to accurately represent the targets and surrounding critical structures is typically around 100,000. Note that, in general, structures may overlap. For instance, if a target has invaded a critical structure, some voxels will be in both the target and the critical structure. However, in our model we associate a unique (i.e., dominant) structure with each voxel, based on a priority list of all structures (where targets usually have the highest priorities, followed by the critical structures). Note that this is not carried over to our treatment planning system, where the obtained treatment plans are always appropriately evaluated using the original, overlapping, structures.
In our aperture modulation formulation of the FMO problem, we assume that we are given a set of apertures, say K, and choose the decision variables to be the intensities of these apertures, say y k (k ∈ K). Note that the total number of potential apertures that needs to be included in the model is very large. For example, consider an MLC that allows all combinations of left and right leaf settings. With the m × n bixel grid for a single beam, there are thus right and left leaf settings for each beamlet row, for a total of ( 1 2 n(n − 1) + 1) m − 1 potential apertures per beam angle. With n = m = 10 and 7 beams, this would yield approximately 3 × 10 17 apertures to consider. Nevertheless, we will formulate the problem taking all potential apertures into account, and then propose a column generation approach for solving the problem.
Let K denote the set of allowable apertures for beam ∈ B, let K ≡ ∪ ∈B K denote the set of all apertures, and let A k ⊂ N denote the set of beamlets that are exposed in aperture k ∈ K. As a beam of radiation passes through a patient, it deposits an amount of energy along its path that decreases with the distance travelled, but is linearly dependent on the intensity of the aperture. Denoting the dose received by voxel j in structure s from aperture k at unit intensity by D kjs , we can express the dose received by voxel j in structure s as a function of the vector of aperture intensities y ∈ R |K| as k∈K D kjs y k . Next, we will express the so-called dose deposition coefficients D kjs in terms of the bixels comprising each aperture. To this end, we first denote the dose received by voxel j in structure s from beamlet i (or, more accurately, an aperture exposing this beamlet only) at unit intensity by D ijs . All traditional beamlet-based FMO formulations then proceed by assuming that the amount of dose deposited to a given voxel per unit intensity of any aperture can be determined by adding the dose deposited by each of the individual beamlets comprising the aperture. However, this assumption is not entirely accurate since the actual dose delivered to each voxel by a given beamlet depends on the shape of the aperture in which it is contained. This dependence cannot be incorporated into traditional beamlet-based FMO models since the decomposition of the fluence maps into a set of deliverable apertures is done in a second phase, outside of the model. A major additional advantage of using an aperture-based approach is that it is possible to improve on the accuracy of the dose calculation by accounting for this dependency. To this end, we define nonnegative intensity correction factors γ k for all apertures k ∈ K, representing the dependence of the delivered dose on the shape of the aperture. (See, e.g., Clarkson [15] , Bjärngard and Siddon [9] , and Sanz [36] for methods to compute these factors.) We can then express the dose deposition coefficients as D kjs = γ k i∈A k D ijs , leading to the following expression for the dose z js received by voxel j in structure s:
A basic model. Our basic model for FMO uses a voxel-based objective
function, where a penalty is assigned to each voxel based on the dose it receives under a given set of beamlet intensities. A convex penalty function for voxel j in structure s is denoted by F js . Typically, these functions are chosen to be piecewise polynomial functions, allowing for a different penalization of dose received above or below some threshold. In addition, the same penalty function is often, though not necessarily, applied to all voxels that are in the same structure. For voxels that are in critical structures and not in targets, the penalty function is commonly chosen to be onesided, where the penalty is equal to zero for doses below a threshold and positive above the threshold.
An aperture modulation formulation of the FMO problem then reads as follows:
Note that if all apertures that consist of a single beamlet are deliverable (which is typically the case), the aperture modulation formulation (AM 1 ) is equivalent to the beamlet-based formulation of the FMO problem as presented in Romeijn et al. [31, 32] . Apart from being able to solve for apertures and associated intensities directly without a postprocessing phase, this equivalence will allow us to test the hypothesis that using relatively few apertures often yields near-optimal solutions to the FMO problem.
A column generation approach.
3.1. Introduction. As was noted above, the number of variables in this formulation is much too large for practical purposes. However, it can be expected that in the optimal solution to this problem relatively few apertures will actually be used (i.e., have positive intensity). In fact, empirical evidence of this conjecture exists; see, e.g., Siebers et al. [39] , Bednarz et al. [7] , and Shepard et al. [37] . This means that if we were able to identify a set of "good" apertures, we could obtain a (near-) optimal solution to the problem by incorporating only these apertures. Our approach to solving (AM 1 ) is to use column generation, which is a formalization of this idea. In this method, we start by choosing a limited set of apertures and solve the restricted (AM 1 ) using only that set of apertures. (Implicitly, this means that we restrict the intensities of the remaining apertures to be equal to zero.) Solving the restricted problem to optimality, we use the Karush-Kuhn-Tucker (KKT)-conditions for optimality to check whether the corresponding dual solution is feasible for the dual problem of the complete problem (AM 1 ). If so, we have obtained a pair of feasible primal and dual solutions with the same objective function value, and therefore the optimal solution. If the dual solution is infeasible, any dual constraint that is violated provides a candidate aperture that may be added to the restricted version of (AM 1 ). Using the common terminology from the simplex method and column generation for linear programming problems, we say that these apertures price out, or are profitable, in the sense that adding them to the restricted problem will (likely) yield an improved fluence map. We can reoptimize the new restricted problem, and repeat the procedure. Below, we formally derive an approach that either verifies that a particular fluence map is optimal or provides one or more profitable apertures.
The pricing problem.
The KKT-conditions (see, e.g., Bazaraa, Sherali, and Shetty [6] and Hiriart-Urruty and Lemarechal [17] ) for optimality of (AM 1 ) are
where π js is the Lagrange multiplier corresponding to the dose definition constraint (2.1) for voxel j in structure s, and ρ k is the Lagrange multiplier corresponding to the nonnegativity constraint (2.2) of the intensity of aperture k. Now suppose that we have a solution to the aperture modulation problem with only a limited number of apertures included, sayK ⊆ K. That is, we have a solution (ẑ,ŷ) where the elements ofŷ corresponding to omitted apertures have been set to zero and the remaining values are optimal given these constraints. We then choose the corresponding values ofπ js according to KKT condition (3.1): .7) i.e.,π js is a subgradient of the penalty function for voxel j in structure s at the current dose. Since the solution is optimal to the restricted problem, the pair ((ẑ,ŷ), (π,ρ)) (withρ defined by (3.2)) satisfies the KKT-conditions for the restricted formulation, i.e., it satisfies conditions (3.1) and (3.4), and it satisfies conditions (3.2), (3.3), (3.5), and (3.6) for k ∈K. The pair is optimal for the complete problem if and only if the remainder of the KKT-conditions are satisfied as well. Since for all k ∈K we have thatŷ k = 0, conditions (3.3) and (3.5) are satisfied for all k ∈ K. It thus remains to verify whether conditions (3.2) and (3.6) are satisfied. These conditions can be summarized as
As noted above, the condition is satisfied for all k ∈K, which allows us to extend the range over which is minimized to K. Also note that the intensity correction factors γ k disappear from the problem.
Representing an aperture by a binary vector w, where w i = 1 if beamlet i is in the aperture and w i = 0 otherwise, we wish to check that If this condition is satisfied, the current solution is optimal. Otherwise, any vector w that violates this condition corresponds to an aperture that is likely to improve the fluence map when added to the restricted version of (AM 1 ). Clearly, the condition can be verified by solving the optimization problem on the left-hand side of (3.8) to optimality.
When applied to large-scale linear programming problems, the latter optimization subproblem, which either verifies that the current solution is optimal or provides a previously omitted variable that would improve the solution when added to the problem, is called the pricing problem, since it determines the reduced cost of each (omitted) primal variable (or, equivalently, the shadow price of the corresponding nonnegativity constraint). The intuition behind the pricing problem for the aperture modulation problem is that, for each bixel, we compute the net unit effect of increasing its intensity by some small value. If the aggregate of these effects is nonnegative for all possible apertures, the current solution cannot be improved and is optimal. Otherwise, any aperture with negative aggregate effect can be added to the set of apertures and improve the solution.
As a final remark, note that (3.7) may allow for a choice of values forπ js when the set of subgradients of the penalty function for voxel j in structure s at the current dose contains more than a singleton. Now recall that the pricing problem can conclude that the current solution is optimal if the optimal solution value to the pricing problem is nonnegative. Thus, due to the convexity of the functions F js the best choice forπ js will beπ js = (F js ) + (ẑ js );
i.e.,π js is the right derivative of the penalty function for voxel j in structure s at the current dose. However, apertures thus obtained may not be deliverable using an MLC, and a socalled sequencing phase is needed to decompose the apertures and intensities into truly deliverable apertures and intensities.
In the next three sections, we develop algorithms to solve the pricing problems for three nested sets of constraints on deliverable apertures. These constraints are common in one or more of the commercially available MLC systems. For all systems, the physical limitations of the MLC (in particular, the leaf structure that is used to form the apertures) imply that, in each row of the beamlet grid corresponding to a particular beam, the beamlets that are exposed should be consecutive. Figure 3 .1 shows examples of three different apertures that satisfy this constraint. The first system that we will consider is an MLC system where this is the only requirement that apertures should satisfy. Such a system is thus able to deliver all three apertures illustrated in Figure 3 .1. In some systems, overlapping of the left and right leaves of adjacent beamlet rows, often called interdigitation, is not allowed. The constraints disallowing interdigitation are sometimes also called interleaf motion constraints or leaf collision constraints. The second system that we consider disallows interdigitation, but allows the leaves to be closed in the middle of the beam to prevent leaf collisions. Such a system can thus deliver apertures such as the ones in Figures 3.1(a) and (b), but not an aperture as the one in Figure 3 .1(c) (where in that figure the leaves violating the interdigitation constraint are indicated by the dashed oval). Finally, the third system that we consider does not allow the leaves to be closed in the middle of an aperture; i.e., it requires the aperture to be formed by a connected set of beamlets. This system can only deliver apertures of the type illustrated in Figure 3 .1(a).
Allowing interdigitation.
The most widely used commercial MLC system is a system that allows interdigitation. In the simple approach discussed above the pricing problems decompose by beamlet. However, if we take into account that an aperture is formed by pairs of left and right leaves for each beamlet row, this decomposition is not valid anymore. We can reformulate the pricing problem for beam by letting c 1 (r) and c 2 (r) denote the index of the last beamlet that is blocked by the left leaf and the first beamlet that is blocked by the right leaf in row r of beam , respectively. When interdigitation is allowed, the pricing problem becomes in beamlet row r in beam are blocked by the left leaf, and beamlets c * 2 , . . . , n in the same beamlet row are blocked by the right leaf. For beam , the collection of beamlets chosen for each row in that beam forms an aperture for that beam. Solving the pricing problem in a straightforward way for each beamlet row using simple enumeration takes O(n 2 ) time. We can thus find a new aperture that prices out (or determine that none exists at this stage) in O(mn 2 ) time per beam. However, we next present an alternative approach that reduces the computational complexity of the pricing problem. Note that we are looking for a consecutive set of beamlets in a given row for which the sum of their values is minimal. We can find such a set of beamlets by passing through the n beamlets in a given row and beam from left to right only once, keeping track of (i) the cumulative value over all beamlets considered so far (v) and (ii) the maximum cumulative value found so far (v). Now note that, at any point, the difference v −v between these two is a candidate for the best solution value found so far. The algorithm is more formally given by:
Step give the optimal aperture for row r in beam , and v * the corresponding reduced cost. Bates and Constable [5] and Bentley [8] have shown that this algorithm is correct, and that its running time is linear in the number of beamlets in a row. We conclude that we can find a new aperture that prices out (or determine that none exists at this stage) in O(mn) time per beam when interdigitation is allowed.
Disallowing interdigitation.
Some MLC systems do not allow interdigitation; that is, the left leaf in a row cannot overlap the right leaf of an adjacent row. This additional constraint causes a dependency between the rows in a beam that prevents the pricing problem from decomposing by beamlet row. In this section, we will formulate a network flow problem that efficiently solves the pricing problem for a given beam in case interdigitation is not allowed. Our network flow formulation is related to a network flow formulation of the problem of decomposing a given fluence map into apertures that was introduced by Boland, Hamacher, and Lenzen [10] .
In this network, we create a node for each potential pair of left and right leaf settings in each beamlet row. For a fixed beam ∈ B, this means that we have nodes of the form (r, c 1 , c 2 ) , where, as in section 3. In addition, we define a source node, say 0, and a sink node, say m + 1. The total number of nodes in the network is O(mn 2 ). We next create arcs between nodes in consecutive beamlet rows if the two rows may appear in a single aperture. Note that this will allow us to prevent interdigitation, by simply not including arcs that would cause interdigitation. For r = 1, . . . , m − 1, this means that we create a directed arc from node (r, c 1 , c 2 ) to node (r + 1, c 1 , c 2 ) only when c 1 < c 2 and c 1 < c 2 , which ensures that no leaf collisions take place. In addition, we create directed arcs from the source node to all nodes for row r = 1, and also from all nodes for row r = m to the sink node. The total number of arcs in the network is O(mn 4 ). Figure 3 .2 illustrates the structure of the network for a small case with n = 2 rows and m = 2 columns. This network provides a one-to-one correspondence between paths from the source 0 to the sink m+1 and apertures that satisfy the interdigitation constraints. If we now let all arcs leading to a node of the form (r, c 1 , c 2 ) have cost and all arcs to the sink have cost 0, the cost of each path is equal to the cost of the corresponding aperture in the pricing problem. The candidate aperture for beam can now be found by solving for the minimum cost path from the source to the sink in the network. Since the network is acyclic, the shortest path problem can be solved in time proportional to the number of arcs in the network (see, e.g., Ahuja, Magnanti, and Orlin [2] ). For each beam , we can thus find a new aperture that prices out (or determine that none exists at this stage) in O(mn 4 ) time.
Requiring connected apertures.
The previous section solves the pricing problem when apertures need to satisfy interdigitation constraints but are allowed to consist of a disconnected set of beamlets. However, there exist systems that cannot deliver such apertures. For such systems, it is not allowed that leaves close in the middle of the aperture. This, in particular, means that the beamlet rows that do not cover all beamlets should be consecutive. This additional constraint can be incorporated into the network given in section 3.3.2 with slight modifications.
The first modification is that we represent only beamlet rows that expose at least one beamlet by nodes in the network. Put differently, we remove all nodes of the form (r, c 1 , c 1 + 1) from the network described in section 3.3.2. Then, to represent the fact that the first and last row(s) in an aperture may be closed, we create arcs from the source 0 to all nodes, as well as from each node to the sink m + 1. It is easy to see that each path in this network corresponds to a connected aperture. Moreover, if we again let all arcs leading to node (r, c 1 , c 2 ) have cost and all remaining arcs have cost 0, the cost of each path is equal to the cost of the corresponding aperture in the pricing problem.
As the network in section 3. 4 ) time by solving for the minimum cost path from the source to the sink in this network.
Extending the model with partial volume constraints.
A tool that is commonly used by physicians to judge the quality of a treatment plan is the socalled (cumulative) dose-volume histogram (DVH). This histogram specifies, for a given target or critical structure, the fraction of its volume that receives at least a certain amount of dose. Many successful optimization models for FMO include some type of constraints (often called DVH constraints or partial volume constraints) on the shape and location of the DVH of a structure. In this section, we will extend our basic model with a class of partial volume constraints.
Modeling partial volume constraints.
As in Romeijn et al. [31] , we will employ the following type of partial volume constraints:
(P 1 ) The average dose received by the subset of a target of relative volume 1 − α receiving the lowest amount of dose must be at least equal to L α . (P 2 ) The average dose received by the subset of a structure of relative volume 1 − α receiving the highest amount of dose may be no more than U α . If, for a given structure s, αv s is integral, these partial volume constraints can be reformulated as bounds on the sum of the (1−α)v s largest or smallest voxel doses in a structure. This concept has been applied to facility location models by Andreatta and Mason [4] , who proposed choosing a facility location for which the sum of the k largest distances between customers and facility, called the k-eccentricity, is minimized. They showed that the k-eccentricity is a convex function and proposed algorithms for solving the corresponding location problems on tree graphs (see also Slater [41] , who studied similar problems in a more abstract graph theoretical setting). More recently, Tamir [43] and Ogryczak and Zawadzki [27] have developed efficient optimization approaches for various location models employing such an objective. Furthermore, Ogryczak and Tamir [26] have developed a more general approach for efficiently minimizing the sum of the k largest of n function values.
When formulating partial volume constraints for the FMO problem, care must be taken when αv s is nonintegral. In this case, we could round up or down the number of voxels that we are interested in and apply the methods referred to above. However, this could have undesirable round-off effects, in particular for smaller structures. This is due to the fact that although we model the FMO problem on a discretization of the patient using a finite number of voxels, the underlying structures are continuous objects. Therefore, we have instead chosen to use the related concept of tail-averages, which applies to both continuous and discrete populations. This concept has in recent years received much attention in the risk management literature (see Rockafellar and Uryasev [29, 30] and Ogryczak and Ruszczyński [25] ), and is often referred to as Conditional Value-at-Risk (CVaR) or Tail Value-at-Risk (TVaR). Applying these concepts to discrete distributions allows for a correction for nonintegral values of αv s by including a fractional voxel in the tail average, and can as such be expected to much better approximate the continuous tail-average than a rounding approach would. In Romeijn et al. [31, 32] we have demonstrated the power of such constraints in the context of FMO. In addition, in contrast with other types of constraints on the DVH proposed in the literature (see, e.g., Langer et al. [21] , Bortfeld, Stein, and Preiser [13] , Carol et al. [14] , Wu and Mohan [49] , Lee, Fox, and Crocker [22, 23] ), these constraints can be incorporated into a convex programming formulation of the problem.
Constraints of the type (P 1 ) can be formulated as lower bound constraints on the so-called lower CVaR at level α (for short, the lower α-CVaR). Rockafellar and Uryasev [29] and Ogryczak and Ruszczyński [25] show that the lower α-CVaR can be expressed as
Similarly, constraints of the type (P 2 ) can be formulated as upper bounds on the upper α-CVaR, which is equal to
For each structure, we may now define a set of bounds on low and high tail averages. For targets, these will be in the form of lower bounds L α s for α ∈ A s , where A s is a (finite) subset of (0, 1), and upper bounds U α s for α ∈ A s , where A s is a (finite) subset of (0, 1) (s = 1, . . . , T ). For the critical structures, these will be in the form of only upper bounds U 
Note that it is easy to see that there will exist an optimal solution to (AM 2 ) for which constraints (4.1) and (4.2) are binding. 
where π js and ρ k are defined as in the basic model, and δ given a solution (ẑ,ŷ) to the problem using a limited set of aperturesK ⊆ K, we use (4.3)-(4.5) to determine corresponding values ofπ. As in the basic model, if any set of subgradients contains more than one element, the right derivative (i.e., the largest value in the set of subgradients) is chosen. With these choices, we obtain a pricing problem of exactly the same form as in the basic model, which can then be solved using the same approaches.
Computational results.
To study the effect of the number of apertures used on the quality of the treatment plans obtained, we have studied cases of head-and-neck cancer patients where the primary reason for using IMRT is to preserve salivary function while obtaining adequate target coverage. Three-dimensional treatment planning data for ten head-and-neck cancer patients was exported from a commercial patient imaging and anatomy segmentation system (VoxelQ, Philips Medical Systems) at the University of Florida Department of Radiation Oncology. This data was then imported into the University of Florida Optimized Radiation Therapy (UFORT) treatment planning system and used to generate the data required by the models described in sections 2 and 4.
Our treatment planning system generated a voxel grid with voxels of size 4 × 4 × 4 mm 3 for the targets and critical structures except for unspecified tissue, for which we used voxels of size 8 × 8 × 8 mm 3 . Table 5 .1 shows the problem dimensions for the ten cases. As mentioned in section 1.4, there is no fundamental basis for quantifying the quality of a treatment plan. Therefore, to assess the ability of our model to generate high-quality treatment plans, we have evaluated our treatment plans using a set of external planning criteria that were not included in our model. Note that in order to be able to make an objective assessment of model quality, it is important that these external planning criteria were not included in our model, to avoid bias of the conclusions. In particular, we have used the criteria published in two studies of the Radiation Therapy Oncology Group (RTOG) [34, 35] with minor modifications (where the modifications made the criteria more demanding). The main goal was to treat two targets: Planning Target Volume 1 (PTV1) and Planning Target Volume 2 (PTV2), which contains PTV1. PTV1 consists of actual identified disease, while PTV2 is an expansion of PTV1 that also contains regions where the disease may have spread, as well as a margin to account for the possibility of patient motion and setup 
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Gy. More precisely, this means that at least 95% of both targets should receive the prescribed dose, no more than 1% of both targets should be underdosed by more than 7%, and no more than 20% of PTV1 should be overdosed by more than 10%. Each of the up to four salivary glands (LPG: left parotid gland, RPG: right parotid gland, LSG: left submandibular gland, and RSG: right submandibular gland) is considered spared if either no more than 50% of the voxels in the gland receive a dose exceeding 30 Gy, or the mean dose to the gland does not exceed 26 Gy. No voxels in the spinal cord (SC) should receive a dose exceeding 45 Gy, and no voxels in the brainstem (BS) should receive a dose exceeding 54 Gy. Less than 1% of the voxels in unspecified tissue should receive more than 65 Gy to avoid side effects of treatment due to an unacceptable level of overdosing of that structure. For all ten cases, we designed plans using seven equispaced beams at nominal settings; i.e., their orientation was not optimized for the individual patients.
The structure-dependent penalty functions were chosen to be piecewise-linear approximations to piecewise-polynomial functions of the following form:
where the superscript U refers to underdosing and the superscript O refers to overdosing. The coefficients β Finally, the parameters T s represent thresholds, to allow the shape of the penalty functions to be different for underdosing and overdosing. We employed piecewise-linear penalty functions in order to allow us to solve our models using a linear programming solver. The piecewise-linear functions used two segments for underdosing and four segments for overdosing for targets, and two segments for overdosing for critical structures. In addition, we defined lower bounds L s and upper bounds U s on the dose for each structure, with very steep slopes (in the range 10 8 -10 12 ) in the piecewise-linear functions for dose values below the lower bound and above the upper bound.
Based on three of the ten patient cases and the beamlet-based model for FMO, we tuned the problem parameters by manual adjustment. This resulted in the parameter values shown in Tables 5.2 and 5. 3. Similar to Tsien et al. [46] , we found that high powers of dose difference lead to excellent results. We next solved the beamlet formulation of the FMO problem with partial volume constraints for all ten patient cases using this set of parameters to obtain benchmarks.
Next, we solved all ten problem instances using the column generation approach to the aperture modulation formulation of the FMO problem as developed in this paper. Since the most commonly used MLC system allows for interdigitation, we have used the pricing algorithm developed in section 3.3.1. Recall that when the column generation algorithm is run until convergence, the optimal beamlet-based FMO solution is obtained. To determine the number of apertures required by our approach to obtain a high-quality treatment plan, we examined the solution obtained by the column generation algorithm in each iteration. We then evaluated which of the external planning criteria were satisfied for each intermediate solution. The results for each of the ten cases are summarized in Table 5 .4. In particular, this table provides the number of used apertures in our solution that ensured that each of the external planning criteria was satisfied. Note that we have added several criteria that are stronger than the ones generally used in clinical practice, such as stronger overdosing criteria for PTV1 (no more than 5% or 10% (instead of 20%) of its volume may be overdosed by more than 10%) and unspecified tissue (no more than 5% of its volume may receive more than 50 Gy). In case 1, 95% coverage of PTV2 with the prescription dose of 54 Gy was not obtained (indicated by ), even using the beamlet-based FMO formulation. In this case, 94% coverage was obtained using 108 apertures. In cases 4 and 7, the mean dose constraint could not be satisfied (indicated by ×). However, in these cases the partial volume constraint was satisfied using a limited number of apertures, ensuring sparing of these structures. Cases where a saliva gland was either not spareable (since it was largely contained in the target) or not in the vicinity of a target (and therefore not included in the problem) are indicated by -. Note that the ability of the models to obtain high-quality treatment plans (as measured by the external planning criteria) with a single parameter setting suggests that parameter tuning (or, equivalently, a multicriteria solution approach) is not needed for each individual patient. The last line in the table corresponds to the number of apertures that were found using a traditional two-stage approach, where an intensity profile found by our beamlet-based FMO model was discretized and decomposed into apertures.
To compare the number of apertures that were generated to the number of apertures that were actually used, i.e., that received a positive intensity in the optimal solution given a particular number of apertures, we performed the following linear regression characterizing this relationship for all ten cases:
Number of apertures used = θ 0 + θ 1 × Number of apertures generated. Table 5 .5 shows the estimates for the regression coefficients, as well as the goodnessof-fit. The positive intercept θ 0 represents that a particular number of apertures (apparently on the order of 2-4 per beam) should always be used for treatment. Out of all additional apertures generated, about 58%, on average, turn out to be useful in the long run, while the other ones are eventually replaced by one or more better apertures.
For one of the cases (case 5), Figures 5.1-5.4 illustrate the performance of our method in more detail. Figure 5 .1(a) shows the behavior of the objective function value as a function of the number of apertures generated, as well as the number of apertures used (i.e., the number of apertures with nonzero intensity in the corresponding solution). From our results, we conclude that all external planning criteria except for the criteria for PTV2 can be satisfied with, on average, 65 apertures (which corresponds to 9-10 apertures per beam). In clinical practice, physicians may decide to treat using these more efficient plans at the cost of lower coverage of PTV2. This trade-off between treatment plan efficiency and PTV2-coverage needs to be made on a case-bycase basis based on the extent of the disease and the individual level of clinical risk associated with underdosing PTV2. To obtain a good coverage and a smaller level of underdosing of PTV2, an average of 101 apertures is needed. In fact, in 7 out of the 10 cases fewer than 100 apertures (approximately 14 per beam) suffice. Even when the external planning criteria that are much stricter than the published RTOG criteria are taken into account, the average required number of apertures is only 131. Note that although it may take more apertures than this to achieve the same objective function value as the optimal value obtained using the beamlet model for FMO, the suboptimal solutions obtained using this number of apertures are of clinically acceptable quality. Most current commercial treatment planning systems typically require 20-30 apertures per beam, or a total of 140-210 apertures in order to achieve a clinically acceptable treatment plan, which corresponds to about 50%-100% more apertures than in our solutions. This is illustrated by the last line in Table 5 .4, which shows that in all cases but one a traditional two-stage approach yields significantly more apertures than the aperture modulation approach. Our methodology thus suggests that patients can be treated in much less time than in current practice. In addition, and perhaps even more importantly, our approach will provide the physicians with a tool to make a sound trade-off between the number of apertures (i.e., treatment time) and the level of satisfaction of the treatment plan criteria.
6. Concluding remarks and future research. In this paper, we have developed a new approach to the design of radiation therapy treatment plans. Our approach incorporates delivery issues into the design phase that to date have usually been handled in a second optimization phase. Using 10 problem instances obtained from clinical data, we have shown that patient treatment times can be reduced while maintaining treatment plan quality by integrating these two optimization phases.
In our approach, we are currently using a simple technique for finding an initial solution for the column generation procedure. Future research will focus on developing new heuristic techniques for finding better initial solutions, in order to reduce the number of steps required by the column generation procedure.
Our model currently assumes that the beam orientations are fixed in advance. Another direction of our future research will incorporate this beam orientation selection problem into the optimization problem.
