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Abstract
In this dissertation, we have two main categories of results. The first is regarding certain
point-classes, and the second is regarding 3-player games.
The point-classes of Baire Space, N , in the Borel and Projective Hierarchies, as well as
Hausdorff’s Difference Hierarchy have been well studied, and there has been much research
into further stratifying these hierarchies. One area of particular interest falls in between
the point-classes Π11 and ∆(ω
2 −Π11). It is well known that the point-classes β −Π11, for




falling strictly below ∆(ω2 − Π11). Dr. Derrick DuBose developed multiple point-classes,
including (κ ∗Π11)
∗
for κ ∈ ω1. Using determinacy results, DuBose proved that certain of
his point-classes further stratify the region between
⋃
β∈ω2
β −Π11 and ∆(ω2 −Π11).
In this dissertation, we define a new type of classification for functions, which we will refer
to as Γ Tail-Measurable, as well as bounded Γ Tail-Measurable, where Γ is a point-class.1
We also define what we will mean for certain functions and certain sequences to be jointly
bounded, that is to say bounded together. Using tail-measurable functions, we define a
new manner in which to define certain point-classes of Baire space. When certain bounded
tail-measurable functions are used, we will prove that the point-classes produced are exactly
the point-classes developed by DuBose. We also will show that by using functions that are
tail-measurable (but not bounded), we can produce point-classes that contain all of DuBose’s
1In this dissertation we provide a very general definition of a point-class. See Section 1.2.
iii
point-classes that fall below ∆(ω2 −Π11). Moreover, for certain sets X, defined from tail-
measurable functions and sequences that are jointly unbounded, these point-classes contain
every set A ⊆ X where A has cardinality at most ℵ1.
Towards our goal, we review certain topological definitions including the definitions of the
Borel and Projective Hierarchies, as well as Hausdorff’s Difference Hierarchy. We also review
some point-classes in the Projective Hierarchy developed by Dr. Derrick DuBose.
The study of determinacy of 2-player games on certain game trees is also an active area
of research. While the most common game tree is the tree with height ω and moves from ω,
there have been studies of the determinacy of 2-player games on other game trees, including
trees of variable height. Many of the determinacy results use large cardinal hypotheses, such
as “0# exists”, in order to calibrate the strength of the determinacy of certain point-classes
in the Projective Hierarchy. It is well known that there exist games with 3 or more players
that are not determined in which the payoff sets are of low complexity, e.g., clopen, in the
Borel Hierarchy.
In this dissertation, we review some definitions concerning 2-player games and determi-
nacy, and review some well-known determinacy results. We then adjust these definitions
for 3-player games, and define what we will mean by imposing rules on these games. In
effect, imposing a rule on a 3-player game amounts to changing the game tree on which the
game is played. We then adjust Wolfe’s proof of Σ02 determinacy for 2-player games to prove
that 3-player games of a specific form are determined provided that a certain rule is imposed.
We also define a special class of 3-player games, which we will refer to as 3213-Games.
We will explore some properties of these games, and will define rules that will yield the
determinacy of these games.
iv
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Hierarchies of point-classes, usually in topological spaces, are heavily studied in Set Theory.
In defining such point-classes, we begin by defining the open sets in a given space. By alter-
nating the use of the elementary operations of countable unions and complements, we can
then define more and more complex point-classes of the space. This process produces the
well-studied point-classes in the Borel Hierarchy, namely the point-classes of the form ∆0α,
Σ0α, and Π
0
α for all non-zero ordinals α. The point-class B of all Borel sets consists of all
such sets in this hierarchy.
More recently, in the late 1980’s, in [30], Martin introduced the notion of quasi-Borel sets on
the body of a game tree T , and an associated hierarchy of point-classes of the form Ξ∗α, Σ
∗
α,
and Π∗α for some ordinal α, by using a third operation, specifically open-separated unions
in addition to the countable unions and complements. As an example, it is known that the
space ωω1 (where T =
<ωω1) has quasi-Borel sets which are not Borel. However, if the game
tree T is countable, then the quasi-Borel sets just are the Borel sets. In particular, this is
the case for Baire Space, N = ωω, in which the game tree is T = <ωω.
In 1905 in [25], Lebesgue erroneously claimed that the projection of a Borel set is itself
necessarily Borel. Souslin later discovered this error, leading into the development of the





n for n ∈ ω. Suslin also proved that in Baire space, N , one has that
∆11 = B (see [39]). In [30], Martin proved a generalization of this result, namely that the
vii
point-class ∆11 was equal to the point-class of quasi-Borel sets on the body of a game tree
T . If T was countable, then the open-separated unions are just countable unions so that
point-class B consisting of all Borel subsets of the body of T was also equal to ∆11, as Suslin
showed in the specific case of Baire space.
The difference kernel, due to Hausdorff, offers additional point-classes between levels in
the Borel Hierarchy and also between levels in the Projective Hierarchy, by creating the
point-classes of the form β − Γ, where β is some ordinal and Γ is a point-class. When β is
countable, the β−Γ fall within the σ-algebra formed from Γ, i.e., within B(Γ). In particular,
determinacy corresponding to levels of the point-classes β −Π11 in Baire space where β is a
countable ordinal have been heavily studied.
DuBose produced one of many other further stratifications of parts of the Borel and Pro-
jective hierarchies in Baire space within the σ-algebra, B(Π11), and hence well within the




β −Π11 and ω2 · γ −Π11 for each nonzero countable ordinal γ. The case
in which γ = 1 is of particular interest, as the others are straight forward generalizations.
For this stratification, in the case where γ = 1, DuBose defined additional point-classes,
which he denoted by (Γ)∗ and (Γ)∗+, where Γ was some previously defined point-class. He
then proved that for certain, specific point-classes Γ, these point-classes formed a hierarchy
between point-classes in the difference hierarchies in the Borel and Projective hierarchies.
A question that still remains open, is what well-defined and non-trivial point-classes can
be produced that fall strictly between the point-classes
⋃
κ∈ω1
(κ ∗ Π11)∗ and ∆(ω2 − Π11) in
Baire Space.2 While we do not answer this question in this dissertation, it has motivated us
to define an alternate construction/a new characterization of DuBose’s point-classes using
2These point-classes will be defined in Chapters 1, 2, 3 and 4.
viii
what we will call tail-measurable functions. We also define a specific point-class that uses




In order to create a correspondence with DuBose’s point-classes as well as to create larger/more
complex point-classes, we will define a concept relating tail-measurable functions and se-
quences, namely that of being bounded together/jointly bounded as well as that of being
unbounded together. In particular, for sequences and tail-measurable functions of a certain
complexity, we will have an exact correlation with DuBose’s point-classes. On the other
hand, sequences and tail-measurable functions that are unbounded together will produce
point-classes that are conjectured to be of a much higher complexity. In fact, using un-
bounded tail-measurable functions, we produce point-classes that properly contain all of







. In addition, for certain sets X which are defined from tail-measureable
functions and sequences that are jointly unbounded, these point-classes contain every set
A ⊆ X where the cardinality of A is at most ℵ1. We will show that such sequences and tail-
measurable functions of certain complexities that are unbounded together do in fact exist,
and a natural example will be given by an order-type function, ot : N → ω1.
We also pose some additional ideas for future research towards the goal of finding point-




∆(ω2−Π11) in Baire Space. These ideas include imposing certain restrictions on the sequences
used to build the point-classes as well as suggesting a couple additional point-classes that
fall somewhere in the σ-algebra on Π11 sets.
In 1953, in [17], Gale and Stewart introduced 2-player games with perfect information which
had length ω and moves from ω, as well as the concept of determinacy in such games. In
their paper, Gale and Stewart proved that all such open, and equivalently all such closed
ix
games, are determined. In addition, they proved that by using AC, one can also produce
2-player games with perfect information of length ω and moves from ω, which are not deter-
mined. This was extended in 1955, in [43], when Wolfe proved that all such Σ02 games are
determined. In 1964, in [3], Davis proved that all Σ03 games are determined. Then in 1972,
in [38], Paris proved all Σ04 games are determined. Martin proved that in ZFC all such games
in which the payoff sets for the two players are Borel are determined (See [28, 29]). Fifteen
years later, Martin proved that in ZFC, not only are Borel games determined, but quasi-
Borel games are determined (See [30]). The Axiom of Determinacy (AD), was introduced in
1962 by Mycielski and Steinhaus in [36], which states that all 2-player games with perfect
information, length ω and with moves from ω are determined. By a previous comment near
the start of this paragraph, AD clearly contradicts AC, and is usually assumed to be a false
axiom. However, it is well known that under the assumption of the existence of ω many
Woodin cardinals, L(R) is a model of ZF+AD. A good deal of research has been done in
ZF+AD. Below the extreme axiom of ZF+AD, one can prove the determinacy of different
levels of the Projective hierarchy in ZFC+“Some large cardinal axiom”. In the 1980’s, in
[32], Martin and Steel proved that a measurable cardinal existing above n-many Woodin car-
dinals implied the determinacy of Π1n+1. Much earlier, Martin proved that in ZFC+“There
exists a measurable cardinal”, we have the determinacy of Π11 (See [27]). Martin, his stu-
dents, and others, e.g., Philip Welch, produced further determinacy results within ∆12 using
such large cardinal axioms. DuBose, a student of Martin, proved some determinacy results
involving his point-classes, from which he proved that the point-classes he defined in Baire
space produce a strictly increasing hierarchy.
An obvious extension to determinacy in 2-player games would be to consider 3-player games
with perfect information of length ω and moves from ω. As it turns out, the determinacy
of such games boils down to the determinacy of the well-studied 2-player games. In addi-
tion, it is trivial to produce simple 3-player games without invoking AC, in which all of the
x
payoff sets for the three players are ∆01 sets in Baire space, which can be shown not to be
determined in ZF. In particular, we may assume as much determinacy for 2-player games
as we wish, including AD, and such non-determined 3-player games will still exist. In these
3-player games, the existence of a third player adds the complication that one player may
potentially choose the winner between the remaining two players.
However, by imposing ‘rules’ on such 3-player games, which can be interpreted as hav-
ing the players play in certain subtrees of a standard game tree, one may be able to produce
determinacy results. In this dissertation, we explore such rules/subtrees that produce de-
terminacy results for certain 3-player games. Also, towards this inquiry, in this dissertation,
we define a special sub-class of 3-player games, which we will refer to as 3213-Games which
produces both determined 3-player games as well as 3-player games that are determined
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Part I
Review of Well-Known Basic Material
Introduction to Part I:
Part I is mainly devoted to reviewing well known material and introducing many of the
definitions and fixing much of the notation that we will be using.
In Chapter 1, we review some basic set theoretic and topological definitions and mate-
rial. We also will discuss continuous functions and generalizations of continuous functions,
namely Γ-measurable and Γ-preserving functions. In Chapter 2, we define the Borel and
Projective Hierarchies and review some basic information concerning these hierarchies. In
Chapter 3, we define the difference kernel of a sequence of sets, which is due to Hausdorff,
and then, using difference kernels, we define the Difference Hierarchy, concerning which we
will review some well known facts.
1
Chapter 1
Review of Set Theory and Topology
Introduction to Chapter 1:
In Chapter 1 we will be reviewing material with which most readers will be familiar.
In Section 1.1, we will review and fix the notation that we will be using throughout this
dissertation.
In Section 1.2, we will fix what we will mean by a point-class and define some related
concepts including the dual of a point-class.
In Section 1.3, we will review the definition of a topology, and then introduce a number
of different topologies that we will be using throughout this dissertation.
In Section 1.4, we review continuous functions (between topological spaces).
In Section 1.5, we generalize the concept of continuous functions to Γ-measurable func-
tions, Γ-preserving functions, and define closure under continuous substitution. It is well






n, which will be introduced in Chapter 2,
are all closed under continuous substitution.
2
1.1 Review of Standard Notation
In this dissertation, we assume that the reader is familiar with the concepts of ordinals and
cardinality. Also, we will generally be working in ZFC, unless otherwise noted. We will now
fix what we believe is standard notation.
Notation 1.1 (Definition Biconditional). We may use the symbol ‘⇔Df ’ to indicate that
we are giving a definition.
Notation 1.2 (Sets as Predicates). Suppose that B is a set. We may write B(x) to represent
the statement x ∈ B. Similarly, we may write ¬B(x) in place of x 6∈ B. 4
Notation 1.3 (Power Set). Let X be a set. We will use P(X ) to denote the power set of
X , i.e., P(X ) is the set of all subsets of X :
A ∈ P(X )⇔Df A ⊆ X .
4
Notation 1.4 (Unary Union and Intersection). Let X be a set. We denote the union of X
by
⋃
X . This union is defined by:
x ∈
⋃
X ⇔Df (∃X ∈ X ) (x ∈ X) .
Similarly, we denote the intersection of X by
⋂
X . This intersection is defined by:
x ∈
⋂
X ⇔Df (∀X ∈ X ) (x ∈ X) .
4
3











Notation 1.5 (Cardinality). Let X be a set. We will denote the cardinality of X by |X |.
Recall that the cardinality of X is equal to the least ordinal κ such that there is a bijection
between X and κ. 4
By AC, for any set X , a bijection exists between X and an ordinal κ so that in ZFC
every set does have a well-defined (ordinal) cardinality. However, if AC is not assumed, this
may not actually be the case.
Notation 1.6. As is standard, for ordinals α and β, we may use the following notation:
α < β for α ∈ β,
α ≤ β for α ∈ β ∪ {β},
α > β for β ∈ α,
α ≥ β for β ∈ α ∪ {α}.
4
Notation 1.7 (Sequences). Let α be an ordinal and let X be a set. If we have a function
f : α→ X , we say that f is a sequence (of elements from X ) of length α.
If f is a sequence, we may use the notation ‘length(f)’ to represent the length of f , e.g., if
f : α→ X , we have that length(f) = α.
We may use the notation ~f to convey that we are working with a sequence. We may also
use an angle bracket notation to write out the sequence: ~f = 〈fβ | β ∈ α〉. 4
4
Notation 1.8 (Components of Sequences). Suppose that ~f is a sequence with length α. For
each β ∈ α, we say that f(β) is a component of the sequence, and we may write fβ in place
of f(β).
We often refer to f(β) = fβ as the β
th component. However, this can cause some con-
fusion as f(0) = f0, the 0
th component, is the first (colloquially speaking) component of
~f . 4
If we have a finite sequence, we can also list out all of the components in the angle bracket
notation, e.g., ~f = 〈f0, f1, f2, f3〉 is a sequence of length 4.
If we have two (or more) sequences, we can adjoin, or concatenate, the sequences to de-
fine a new, longer sequence as shown in Notation 1.9.
Notation 1.9 (Concatenation of Sequences). Suppose ~f is a sequence of length α and ~g is
a sequence of length β, we define the concatenation of ~f and ~g as follows:
~f_~g = 〈hγ | γ ∈ α + β〉 where hγ =
 fγ if γ ∈ α,gη if (∃η ∈ β)(γ = α + η).
4
Notation 1.10 (Restricting the Domain of a Function). Let f : A → B be a function. Let
C be a set. We denote the restriction of f to C by f  C.
We define the restriction of f to C to be a function with domain A ∩ C and codomain
B, i.e., f  C : (A ∩ C)→ B such that for all x ∈ A ∩ C, we have that (f  C)(x) = f(x).
Often we will use this restriction notation on sequences and will restrict the sequence to an
ordinal in the domain of the sequence. For example, if we have the sequence ~x = 〈xγ | γ ∈ α〉,
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and β ≤ α, then we have that:
~x  β = 〈xγ | γ ∈ β〉.
Note that when β = α, we have that ~x  β = ~x. 4
It is worth mentioning that in Notation 1.10, there was no requirement that C ⊆ A.
With this being said, if f : A → B is a function and C is disjoint from A, then we have that
f  C = ∅. Similarly, we have that if ~x is a sequence with length α, then for every β ≥ α,
we have that ~x  β = ~x.
Notation 1.11 (Cartesian Product). Let I be a set, and for each i ∈ I, let Xi be a set. We
denote the Cartesian Product of the Xi’s by
∏
i∈I
Xi, and define it to be:
∏
i∈I
Xi = {f | f is a function ∧Dom(f) = I ∧ (∀i ∈ I) (f(i) ∈ Xi)} .
We will usually have that the set I in the above notation will be some ordinal α, in which
case we may write the elements of the Cartesian product in a sequence notation:
〈xi | i ∈ α〉 ∈
∏
i∈α
Xi ⇔Df (∀i ∈ α) (xi ∈ Xi) .
In the case that α is finite, we may also write out the Cartesian product using the symbol
× between the sets in the product as an abbreviation. For example, X0 × X1 × X2 is an




When we have a Cartesian product of finitely many sets, e.g., the Cartesian product of
n-many sets: X0×X1×X2× · · · ×Xn−1, we may define the product such that the elements
of the product are ordered n-tuples. In this case, we would write:
(x0, x1, x2, · · · , xn−1) ∈ X0 ×X1 ×X2 × · · · ×Xn−1.
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In particular, for the Cartesian product of two sets, we often denote the elements as ordered
pairs. In this case, we have that (x, y) ∈ X × Y whenever x ∈ X and y ∈ Y .
There is a natural canonical bijection between the Cartesian product of n-many sets us-
ing sequences and the Cartesian product of n-many sets using ordered n-tuples so the reader
may identify the two if they wish. 4
Notation 1.12 (Function Spaces as Cartesian Products). Let A and B be sets. We denote







In the specific case in which both the sets A and B are ordinals, we use the notation
AB to indicate the Cartesian product as defined above, and we use the notation BA to
indicate ordinal exponentiation. In particular, ωω 6= ωω. In this case, notice that ωω is the
set of sequences having length ω such that each component is an element of ω, while ωω
is an ordinal which is in fact the countable ordinal equal to the supremum of the ordinals
ωn = ω · ω · ω · · ·ω︸ ︷︷ ︸
n-many
where n ∈ ω.
Notation 1.13 (Images of Functions). Let X and Y be two sets. Let f : X → Y be a
function. Let A be a set. We denote the image of A under f by f ′′A, and we define this set
by:
f ′′A = {b ∈ Y | (∃a ∈ (A ∩ X ))(f(a) = b)} .
We denote the inverse image of A under f by f−1′′A, and we define this set by:
f−1′′A = {a ∈ X | f(a) ∈ A} .
4
7
Notation 1.13 is used to avoid the confusion/ambiguity that may arise from the possible
dual meanings of f(A) where the set A is both an element of the domain of f and a subset
of the domain of f . As an example, if we have the class function f that maps each set X to
its powerset P(X), we have that f ′′∅ = ∅, while f(∅) = {∅}.
Notation 1.14 (“Least Operator”). Let ϕ(n) be a logical predicate with the free variable
n where the universe of discourse for n is some well-ordered class, e.g., the class of ordinals
(ON). Let ‘≺’ be a well-ordering of the class. The notation ‘µn (ϕ(n))’ is used to represent
the value given by the statement: ‘The ≺-least n such that ϕ(n) holds.’
The statement n̂ = µn (ϕ(n)) can be written out logically as follows:
n̂ = µn (ϕ(n))⇔Df (ϕ(n̂) ∧ (∀m ≺ n̂)(¬ϕ(m))) .
The notation µn (ϕ(n)) suppresses both the class and the well-ordering ‘≺’, as it depends
on both. We often will use this notation for the class ON with the canonical well-ordering
≺=<=∈. 4
Notation 1.15 (Interval Notation for Ordinals). Let α and β be ordinals. We will use the
following ‘interval notation’:
(α, β) = {γ | α ∈ γ ∧ γ ∈ β} ,
(α, β] = {γ | α ∈ γ ∧ (γ ∈ β ∨ γ = β)} ,
[α, β) = {γ | (α ∈ γ ∨ γ = α) ∧ γ ∈ β} ,
[α, β] = {γ | (α ∈ γ ∨ γ = α) ∧ (γ ∈ β ∨ γ = β)} .
Equivalently, we have:
(α, β) = {γ | α < γ ∧ γ < β} ,
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(α, β] = {γ | α < γ ∧ γ ≤ β} ,
[α, β) = {γ | α ≤ γ ∧ γ < β} ,
[α, β] = {γ | α ≤ γ ∧ γ ≤ β} .
When we use the notation (α, β), (α, β], [α, β), or [α, β], we almost always will have that
α ∈ β; however, the above definitions do not require this. If we either have have α = β or
that β ∈ α, then we have that:
(α, β) = (α, β] = [α, β) = ∅.
If β ∈ α, we also have that [α, β] = ∅, and if α = β, we have that = [α, β] = {α} = {β}.
In addition, notice we have that for any ordinal β, (β, β + 1) = ∅. 4
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1.2 Point-Classes
In this dissertation, we will be using standard notation for point-classes as is seen in [34].
We will review the notation and definitions concerning point-classes here in detail as some
of the point-classes that we will be examining in later sections may be unfamiliar and may
not follow other point-class definitions.
Definition 1.1 (Point-Class of a Set). Let X be a set, and let Γ be a family of subsets of
X , i.e., let Γ ⊆ P(X ). We say that Γ is a point-class of X . 4
Note that this is a very general definition of the term ‘point-class’ of a set X with no
additional requirements.1 Often, however, we will be interested in point-classes that have
certain properties as well as in point-classes that are defined in a specific manner. This will
be the case for the point-classes in the Borel and Projective hierarchies, which will be defined
in Chapter 2. When certain properties concerning point-classes are required, we will make
note of such requirement(s) as necessary.
Definition 1.2 (Point-Class). We say that Γ is a point-class if Γ is a class function, which
maps a set to a point-class of that set. Once we have defined topological spaces in Section
1.3, we will extend this definition to Γ being a function which maps a topological space to
point-classes of the underlying set of the space. With this extended definition, two different
topological spaces with the same underlying set may have different point-classes of the same
set given by Γ. 4
If X is in the domain of the point-class Γ, then we will use the notation Γ  X for the
point-class of X given by Γ, rather than Γ(X ). This notation is used in [34]. It is similar to
1Ours is a more general definition than one might find in other texts. For other purposes, one might
define point-classes to be subsets of the power set of the product space of finitely (at least one) many copies
of Baire space and/or other Polish spaces, and finitely many (or zero) copies of ω. However, this excludes
the space ωω1, in which there is a natural example of a case where there is a quasi-Borel set that is not a
Borel set.
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Notation 1.10 which is used for restricting the domain of a function or sequence, while here
the notation is used to evaluate a class function at given set. It should be clear from the
context which is meant.
When the underlying set X is clear from context, we will often suppress the ‘ X ’, and
write Γ for the point-class of X .
We may also write Γ to represent an arbitrary point-class of any set in the domain of
Γ. For example, we may say “Γ is closed under arbitrary unions” to means that Γ  X is
closed under arbitrary unions for all sets X in the domain of Γ.
We may also extend this abbreviation for multiple point-classes. If we have multiple point-
classes, Γ0,Γ1, . . . ,Γn, we may use these symbols to represent an arbitrary point-class of
any set that is in the domains of all of these point-classes. For example, suppose that Γ
and Ξ are two point-classes. We may write Γ ⊆ Ξ to indicate that for any set X that is in
the domain of both Γ and Ξ, we have that Γ  X ⊆ Ξ  X . Notice that this abbreviated
notation doesn’t say anything about the specific case in which a set is in the domain of one
of the point-classes but not the other. In general, when we compare multiple point-classes
using this notation, the domains of the two point-classes will be equal or will at least be
comparable, so this pathological issue will not be a problem.
While we have defined a point-class of a set and a point-class separately, for simplicity, we
often will refer to a point-class of a set simply as a point-class. When the term ‘point-class’
is used, it should be clear from context which is meant.
Definition 1.3 (Complement of a Set). Let X , and let A ⊆ X . We define the complement
of A with respect to X by:
Ac = X \ A.
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When the set X is clear, we will just call Ac the complement of A. We may also use the
notation A in place of Ac. 4
We are now going to define the Delta and the Dual of a point-class, which are well known.
In Definitions 1.4 and 1.5 below, we will define these point-wise using Definition 1.1, but one
could instead define these point-classes globally (using Definition 1.2), and applying these
definitions for each set in the domain of the point-class.
Definition 1.4 (The Delta of a Point-Class). Suppose that X is a set, Γ  X is a point-class
of X and that A ⊆ X . We say that A ∈ ∆(Γ)  X , i.e., A is in the Delta of Γ  X , iff both
A and the complement of A, i.e., both A and Ac = X \A are in Γ  X . Note that ∆(Γ)  X
is also a point-class of X . 4
If Γ is a point-class, then ∆(Γ) is the point-class with the same domain as Γ such that
for each X in the domain of Γ, ∆(Γ) maps X to ∆(Γ)  X .
Definition 1.5 (The Dual of a Point-Class). Suppose that Γ  X is a point-class. The dual
point-class of Γ  X is denoted by Dual(Γ)  X and is defined to be the point-class consisting
of the complements of the sets that are in Γ  X :
Dual(Γ)  X = {A ∈ P(X ) | (X \ A) ∈ Γ  X} .
We also may use the notation ¬Γ  X in place of Dual(Γ)  X . 4
If Γ is a point-class, then Dual(Γ) is the point-class with the same domain as Γ such that
for each X in the domain of Γ, Dual(Γ) maps X to Dual(Γ)  X .
Note that for any point-class Γ  X , we have that Dual (Dual (Γ))  X = Γ  X .
Definition 1.6 (Self-Dual Point-Classes). A point-class Γ  X is said to be self-dual if we
have that:
Γ  X = Dual(Γ)  X .
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In the case that Γ  X is self-dual, we also have that Γ  X = ¬Γ  X = ∆(Γ)  X .
A point-class Γ is said to be self-dual, if for every set X in the domain of Γ, we have
that Γ  X is self-dual. 4
Note that for any point-class Γ  X , we have that ∆(Γ)  X is self-dual. Also, for any
point-class Γ  X , we have that ∆(Γ)  X = (Γ  X ) ∩ (Dual(Γ)  X ).
Definition 1.7 (The σ-Algebra of a Point-Class). Let Γ  X be a point-class. We define the
point-class B(Γ)  X to be the smallest point-class containing Γ  X which is closed under
complements and countable intersections. We call the point-class B(Γ)  X the σ-Algebra
of Γ  X . 4
Notice that if Γ  X is a point-class and ∆(Γ)  X is closed under countable intersec-
tions, then B(∆(Γ))  X = ∆(Γ)  X . Also, if Γ  X is itself closed under complements and
countable intersections, then B(Γ)  X = Γ  X .
It is also worth noting that for any point-class Γ, by De Morgan’s laws, we have that B(Γ) is
closed under countable unions in addition to countable intersections. In fact, an equivalent
definition to Definition 1.7 would be that B(Γ)  X is the smallest point-class containing
Γ  X that is closed under complements and countable unions.
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1.3 Topologies
The information in this section concerning topologies and additional information can be
found also in [35]. As was the case in the previous sections, it is assumed that the reader is
familiar with the material contained in this section.
Definition 1.8 (Topology). We say that (X , τ) is a topological space if X is a set and τ is
a point-class of X , i.e., τ ⊆ P(X ), such that the following three conditions are satisfied:
• ∅ ∈ τ and X ∈ τ ,
• For any O ⊆ τ ,
⋃
O ∈ τ , i.e., τ is closed under arbitrary unions, and
• If O ⊆ τ and |O| < ℵ0, then
⋂
O ∈ τ , i.e., τ is closed under finitely many intersections.
4
Definition 1.9 (Open, Closed, and Clopen Sets). Let (X , τ) be a topological space. We
say that a set A ⊆ X is open iff A ∈ τ . We say that A ⊆ X is closed iff Ac = (X \ A) ∈ τ .
If we have that A ∈ τ as well as Ac = (X \ A) ∈ τ , we say that A is clopen. Note that the
collection of all clopen sets of (X , τ) is equal to the set ∆(τ). Also note that in any topology
on X , we have that both ∅ and X are clopen. 4
Definition 1.10 (The Discrete Topology). Let X be a set. Then the discrete topology on
X , τXdisc, is the topology in which every subset of X is open, so that:
τXdisc = P(X ).
When it is clear from context, we may suppress the X and write τdisc in place of τXdisc. 4
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Definition 1.11 (The Trivial Topology). Let X be a set, the trivial topology on X , τXtriv, is
the topology in which the only open sets are ∅ and X itself, so that:
τXtriv = {∅,X} .
When it is clear from context, we may suppress the X and write τtriv in place of τXtriv. 4
Definition 1.12 (The Ordinal Topology). Let α be an ordinal. The ordinal topology on α,
ταord, is the topology consisting of all sets which can be written as arbitrary unions of sets of
the forms:
(β, γ) = {ξ ∈ α | β ∈ ξ ∧ ξ ∈ γ} ,
(−∞, γ) = {ξ ∈ α | ξ ∈ γ} = [0, γ),
(β,∞) = {ξ ∈ α | β ∈ ξ} = (β, α),
(−∞,∞) = α = [0, α),
where β, γ ∈ α. When it is clear from context, we may suppress the α and write τord in place
of ταord. 4
The column on the left in Definition 1.12 uses a uniformized notation such that each of the
intervals uses the open interval notation.
Also, note that the set (−∞,∞) is superfluous in the list above as it can be written as
the union of the sets (−∞, γ) and (β,∞) for any β, γ ∈ α such that β ∈ γ. If we allow γ to
be equal to α (instead of the requirement that γ ∈ α) we could avoid using the non-ordinal
symbol ‘∞’ as (β, α) = (β,∞) and (−∞, α) = (−∞,∞). On the other hand, as we will
show in the next paragraph, there is no ordinal ‘replacement’ for ‘−∞’ that uses an open
bracket on the left when the interval is non-empty:
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Let γ > 0 be some non-zero ordinal and consider the set/interval (−∞, γ). Note that
as γ > 0 we have that (−∞, γ) 6= ∅. As γ > 0, we have that 0 ∈ γ. As 0 ∈ γ, we have
that 0 ∈ (−∞, γ). Towards a contradiction, suppose that there is some ordinal β such that
(−∞, γ) = (β, γ). Then, as 0 ∈ (−∞, γ), we have that 0 ∈ (β, γ). This means that β ∈ 0
and 0 ∈ γ. As 0 = ∅, we have that β 6∈ 0, so we have a contradiction. Hence, no such
ordinal β exists.
We could instead use the notation [0, γ) = (−∞, γ) to avoid the use of −∞; however this
may cause confusion as some sets of the form [β, γ) are not open, while all intervals of the
form (a, b) are open even in the case where a = −∞.
Lemma 1.1 (The Discrete and Ordinal Topologies on α where 0 < α ≤ ω). Let α be an
ordinal such that 0 < α ≤ ω. Then, ταdisc = ταord.
Proof. Let α be an ordinal such that 0 < α ≤ ω. We will show that ταdisc = ταord.
By definition of the discrete topology, we have that ταdisc = P(α). Also, note that as topolo-
gies are point-classes, we have that ταord ⊆ P(α) so that ταord ⊆ ταdisc. Hence, we need only
show that ταdisc ⊆ ταord.
Let A ∈ ταdisc be arbitrary. Note that A ⊆ α so that as α ≤ ω, for each a ∈ A, we
have that a ∈ ω. Hence, for each a ∈ A, we have that a is either a successor ordinal, in
which case a− 1 is an ordinal, or a = 0. For each a ∈ A, we define the sets Oa as follows:
Oa =
 (−∞, 1) if a = 0,(a− 1, a+ 1) if a is a successor ordinal.
Note that in the case that α = 1, we could write the interval for a = 0, i.e., (−∞, 1), as
(−∞,∞). Also, if a+ 1 = α and a is a successor ordinal, we could write the corresponding
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interval as Oa = (a− 1,∞). Hence, for each a ∈ A, we have that Oa ∈ ταord.
Also, notice that if 0 ∈ A, we have O0 = (−∞, 1) = {0} and if a ∈ A is a successor or-
dinal, we have that Oa = (a−1, a+1) = {a}. Hence, for each a ∈ A, we have that Oa = {a}.






As ταord is a toplogy, τ
α
ord is closed under arbitrary unions, so that
⋃
a∈A
Oa ∈ ταord. Hence, we
have that A ∈ ταord.
As A ∈ ταdisc was arbitrary, we have that ταdisc ⊆ ταord, so that ταdisc = ταord as claimed.
In Lemma 1.1, we excluded the case where α = 0, which corresponds to the space ∅.
Lemma 1.1 is true for α = 0; however, this case is trivial. In the trivial case where the space
is ∅, there is only a single topology possible, namely τ∅ = {∅}, so that τ∅ = τ 0disc = τ 0ord.
Lemma 1.2 (The Discrete and Ordinal Topologies on α where α > ω). Let α be an ordinal
such that α > ω. Then, ταdisc 6= ταord.
Proof. Let α be an ordinal such that α > ω. Note that we have that ω ∈ α.
By definition, we have that {ω} ∈ ταdisc. We will show that {ω} 6∈ ταord.




for some indexing set I such that for each i ∈ I, we have βi ∈ α∪ {−∞} and γi ∈ α∪ {∞}.
As ω ∈ {ω} =
⋃
i∈I
(βi, γi), there exists some ı̂ ∈ I such that ω ∈ (βı̂, γı̂). Notice that this
implies that we must have that βı̂ is either equal to −∞ or that βı̂ is an ordinal strictly less
than ω. Also, note that we have that γı̂ is either equal to ∞ or that γı̂ is an ordinal strictly
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greater than ω. This means that γı̂ ∈ (ω, α] if we use the notation where ‘α’ replaces ‘∞’.
We will consider two cases: Either βı̂ = −∞ or βı̂ ∈ ω.
First, consider the case where (βı̂, γı̂) is such that βı̂ ∈ ω . Let β̂ = βı̂ + 1. Note that
we have that βı̂ ∈ β̂. As βı̂ ∈ ω and as ω is a limit ordinal, we have that β̂ ∈ ω. Notice that
we also have that β̂ 6= ω. Now, as γı̂ ∈ (ω, α], we have that ω ∈ γı̂. As β̂ ∈ ω and ω ∈ γı̂, we
have that β̂ ∈ γı̂.
Now, as β̂ 6= ω, βı̂ ∈ β̂ and β̂ ∈ γı̂, we have that β̂ ∈ (βı̂, γı̂) with β̂ 6= ω.
Now, consider the case where (βı̂, γı̂) is such that βı̂ = −∞ . Let β̂ = 0. Notice that
we have that β̂ 6= ω and also that β̂ ∈ ω. Now, as γı̂ ∈ (ω, α], we have that ω ∈ γı̂. As β̂ ∈ ω
and ω ∈ γı̂, we have that β̂ ∈ γı̂.
Now, as β̂ 6= ω and β̂ ∈ γı̂, we have that β̂ ∈ (−∞, γı̂) = (βı̂, γı̂) with β̂ 6= ω.
These cases are exhaustive, so that there exists some β̂ ∈ (βı̂, γı̂) with β̂ 6= ω. By the
definition of the union, as ı̂ ∈ I, we have that β̂ ∈
⋃
i∈I
(βi, γi). Hence, β̂ ∈ {ω}. Thus, we
must have that β̂ = ω. As β̂ 6= ω, we have a contradiction so that {ω} is not open in the
ordinal topology, ταord. Hence, as {ω} ∈ τdisc and {ω} 6∈ ταord, we have that ταdisc 6= ταord.
Definition 1.13 (The Product Topology). Suppose that for each i ∈ I, we have that (Xi, τi)
is a topological space. Let X =
∏
i∈I
Xi. The product topology, τXprod on X is the topology




each Oi ∈ τi and for all but finitely many i ∈ I, we have that Oi = Xi.
When it is clear from context, we may suppress the X and write τprod in place of τXprod. 4
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Notice that the product topology τXprod depends on the topologies τi. A better notation
for the product topology might include the sequence of topologies τi used to construct τ
X
prod.
For example, let ~τ = 〈τi | i ∈ I〉 so that we could denote the product topology by τX,~τprod.
Technically, the use of ~τ here is an abuse of notation as I need not be an ordinal, in which
case, ~τ isn’t technically a sequence. In the cases for which we are concerned in this disser-
tation, the topologies used in the construction of product topologies will be standard/clear,
so we will not use this notation.
A standard example in Set Theory of a space that uses the product topology is Baire Space,
N , which is defined as:




along with the product topology defined using/induced from the discrete (or equivalently
the ordinal) topology on ω. Note that N is the set of all functions from ω into ω.
In N , we can also describe this topology as follows:




O(p) = {~x ∈ N | ~x  length(p) = p}
= {~x ∈ N | p ⊆ ~x} .
It is routine to show that for each p ∈ <ωω, we have that O(p) is clopen in the product
topology. Then, every open set in the product topology can actually be written as some




This implies that in N , one can show that a set A ⊆ N is open iff whenever ~x ∈ A we
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have that there exists some n~x ∈ ω such that if ~y ∈ N is such that ~y  n~x = ~x  n~x, then we
have that ~y ∈ A.
Comment 1.1. The above description of τNprod uses the fact that all sequences in N do not
have length greater than ω (in fact each sequence in N has length ω). If we were to have a
set of sequences such that some of the sequences had lengths greater than ω, this description
of the topology may not apply. For example, with the product space αω in which α is any
ordinal such that α > ω, then this description does not apply. 4
Definition 1.14 (The Box Topology). Suppose that for each i ∈ I, we have that (Xi, τi) is
a topological space. Let X =
∏
i∈I
Xi. The box topology, τXbox on X is topology consisting of
all sets which can be written as arbitrary unions of sets of the form
∏
i∈I
Oi where each Oi ∈ τi.
When it is clear from context, we may suppress the X and write τbox in place of τXbox. 4
While the Box Topology and Product Topology are both defined on Cartesian products,
and are equivalent for Cartesian products of finitely many sets, in general these two topolo-
gies are different/not equal.
We will use topologies to define/build additional, more ‘complex’, point-classes. For ex-
amples where we create such point-classes, see Chapters 2, 3, and 4.
We will often need to show that sets are open in a topology. In order to do this, it will
be sufficient to show that every element in the set is an interior point, i.e., that for each




Notation 1.16. Suppose that (X , τ) and (Y , σ) are two topological spaces. Let f : X → Y
be a function between these spaces. In order to note that the function is between topological
spaces and to include the relevant topologies, at times we may abbreviate the notation and
write f : (X , τ)→ (Y , σ). 4
Definition 1.15 (Continuous Functions). Suppose that (X , τ) and (Y , σ) are two topological
spaces. Let f : X → Y be a function. We say that f is continuous if the inverse image of
every open set is open, i.e., whenever A ∈ σ, we have that f−1′′A ∈ τ . 4
One important note is that a function being continuous relies heavily on the topologies
on both the domain and codomain of the function.
Example 1.1 (The Identity Function: Continuous). Let (X , τ) be any topological space,
and consider the identity function id : (X , τ)→ (X , τ) defined by x 7→ x for all x ∈ X . Let
A ∈ τ be arbitrary. Now:
id−1′′A = {a ∈ X | id(a) ∈ A}
= {a ∈ X | a ∈ A}
= A.
Thus, we have that id−1′′A = A ∈ τ . Hence, as A ∈ τ was arbitrary, we have that for every
A ∈ τ , id−1′′A ∈ τ so that id is continuous. 4
Example 1.2 (The Identity Function: Not Continuous). Let τ be some topology on a set
X , and suppose that τ is not the discrete topology on X , i.e., τ 6= τdisc. Again, consider the
identity function, id : (X , τ) → (X , τdisc) defined by x 7→ x for all x ∈ X . As τ 6= τdisc =
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P(X ), there is some set A ∈ τdisc such that A 6∈ τ . Now:
id−1′′A = {a ∈ X | id(a) ∈ A}
= {a ∈ X | a ∈ A}
= A.
As A 6∈ τ , we have that id−1′′A 6∈ τ . However, as A ∈ τdisc, we have that id is not
continuous. 4
From these examples we see that in order to determine if a function is continuous, we
need to know the topologies imbued on the spaces.
Example 1.3 (Discrete Topology on the Domain of a Function). Let X and Y be any sets
and consider the discrete topology τdisc on X and any topology σ on Y . Let f : (X , τdisc)→
(Y , σ) be any function. Let A ∈ σ be arbitrary. Note that f−1′′A ∈ P(X ) = τdisc, so that
f is continuous. Notice that this means that any function between two topological spaces
whose domain has the discrete topology is continuous. 4
Example 1.4 (Constant Functions). We will show that every constant function between
two topological spaces is continuous.
Let (X , τ) and (Y , σ) be any two topological spaces, and let b ∈ Y be arbitrary. Con-
sider the constant function fb : (X , τ) → (Y , σ) defined by x 7→ b for all x ∈ X . Now, let
A ∈ σ be arbitrary. There are two cases to consider: either b ∈ A or b 6∈ A.
First, suppose b ∈ A. Now:
f−1′′b A = {a ∈ X | fb(a) ∈ A}
= {a ∈ X | b ∈ A}
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= X .
By the definition of a topology, we have that X ∈ τ , so that f−1′′b A ∈ τ .
Now, suppose b 6∈ A. Then:
f−1′′b A = {a ∈ X | fb(a) ∈ A}
= {a ∈ X | b ∈ A}
= ∅.
Again, by the definition of a topology, we have that ∅ ∈ τ , so that f−1′′b A ∈ τ .
These cases are exhaustive, so that as A ∈ σ was arbitrary, we have that for every A ∈ σ,
f−1′′b A ∈ τ so that fb is continuous. 4
At times, in this dissertation, we will have a continuous function f : X → Y , and we will
be defining an associated function gf : (X × Z) → (Y × Z) by (x, z) 7→ (f(x), z), e.g., in
Lemma 2.5 on 50. We will now prove that this function, gf , is continuous as well.
Comment 1.2. Let (X , τX ), (Y , τY) and (Z, τZ) be topological spaces. Suppose that the
function f : (X , τX )→ (Y , τY) is continuous. Then, the associated function:
gf : (X × Z, τX×Zprod )→ (Y × Z, τ
Y×Z
prod )
defined by gf (x, z) = (f(x), z) is also continuous.
Proof. Let (X , τX ), (Y , τY) and (Z, τZ) be topological spaces, and suppose f : X → Y is
continuous. Define the function gf : (X × Z)→ (Y × Z) by gf (x, z) = (f(x), z).
Now, let G ∈ τY×Zprod be arbitrary. We need to show that g
−1′′




Let (x, z) ∈ g−1′′f G be arbitrary. It will be sufficient to show that (x, z) is an interior
point, i.e., that there are open sets O1 ∈ τX and O2 ∈ τZ such that (x, z) ∈ O1 × O2 with
O1 ×O2 ⊆ g−1′′f G.
Now we have that:
(x, z) ∈ g−1′′f G iff gf ((x, z)) ∈ G
iff (f(x), z) ∈ G.
As G is open in Y × Z, there are sets Ô1 ∈ τY and Ô2 ∈ τZ such that Ô1 × Ô2 ⊆ G and
with (f(x), z) ∈ Ô1 × Ô2. Then, we have that f(x) ∈ Ô1 and z ∈ Ô2. This implies that
x ∈ f−1′′Ô1.
Now, as f is continuous and Ô1 ∈ τY , i.e., Ô1 is open, we have that f−1′′Ô1 ∈ τX , i.e.,
f−1′′Ô1 is open as well.
Let O1 = f−1′′Ô1 and let O2 = Ô2. Note that both O1 and O2 are open in X and Z
respectively, and that (x, z) ∈ O1 ×O2.
We need to show that O1 ×O2 ⊆ g−1′′f G.
Let (a, b) ∈ O1 × O2 be arbitrary. Then, we have that a ∈ O1 = f−1′′Ô1 and that
b ∈ O2 = Ô2. Thus, we have that f(a) ∈ Ô1, so that we have gf (a, b) = (f(a), b) ∈ Ô1×Ô2.
Hence, as Ô1×Ô2 ⊆ G, we have that gf (a, b) ∈ G. Thus, (a, b) ∈ g−1′′f G. As (a, b) ∈ O1×O2
was arbitrary, we have that O1×O2 ⊆ g−1′′f G. Thus, g
−1′′
f G is open so that gf is continuous
as claimed.
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We also will use the following fact, e.g., in Example 4.1:
Comment 1.3. Fix some a ∈ ω. Let h :
(




N × ω, τN×ωprod
)
be the function
defined by (x, n) 7→ (x, a) and where τN×ωprod is the product topology induced from the canonical
topology on N and the discrete topology on ω. Then, h is a continuous function.
While we will provide a proof of Comment 1.3 below, it is worth noting that the proof
of this claim is routine and follows from Example 1.4, Comment 1.2 and the fact that if a
function f : X × Y → Z ×W is continuous, then the function f̂ : Y ×X → W ×Z defined
by f̂(y, x) = (w, z) where f(x, y) = (z, w) is continuous as well.
Proof. Let a ∈ ω. Now, let h : (N × ω) → (N × ω) be the function defined by h ((x, n)) =
(x, a) for all x ∈ N and all n ∈ ω.
Let A ∈ τN×ωprod be arbitrary. We need to show that h−1′′A ∈ τ
N×ω
prod . It is sufficent to show for
any (x, n) ∈ h−1′′A, that (x, n) is an interior point, i.e., that there is an open neighborhood
around (x, n) completely contained in h−1′′A. Let (x, n) ∈ h−1′′A be arbitrary. Then, we
have that h((x, n)) ∈ A, so that (x, a) ∈ A.






for some indexing set I where each





. Then, we have that x ∈ ONı̂ and a ∈ Oωı̂ .




. Note that we have that ONı̂ ∈ τNprod and by defi-










. By our choice of ONı̂ , we have that x ∈ ONı̂ . We










⊆ h−1′′A. Let (y,m) ∈ ONı̂ × ω be arbitrary. Note





















⊆ h−1′′A as claimed. Hence, we
have that h is continuous.
One may note that while we used ω in Claim 1.3 as the second topological space in
the product spaces, the proof goes through with ω replaced by any space with the discrete
topology.
Comments 1.2 and 1.3 could have been proven together as a part of a more general claim;
However, these are exactly the particular cases which we will use later in the dissertation.
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1.5 Γ-Preserving Functions and Closure Under Con-
tinuous Substitution
We now will define two generalizations of continuity.
Definition 1.16 (Γ-Measurable). Suppose that X and Y are two sets, and Γ is a point-class
that is defined for X , i.e., Γ  X is defined, and suppose that Y is a topological space with
topology τY . Let f : X → Y be a function. We say that f is Γ-measurable if the inverse
image of every set in τY is in Γ  X , i.e., whenever A ∈ τY , we have that f−1′′A ∈ Γ  X . 4
In other words, a function f is Γ-Measurable, if the inverse image of every open set is in
Γ.
Definition 1.17 (Γ-Preserving). Suppose that X and Y are two sets, and Γ is a point-class
that is defined for both X and Y , i.e., Γ  X and Γ  Y are both defined. Let f : X → Y
be a function. We say that f is Γ-preserving if the inverse image of every set in Γ  Y is in
Γ  X , i.e., whenever A ∈ Γ  Y , we have that f−1′′A ∈ Γ  X . 4
As an example, note that f being continuous is the same as f being open-measurable and
f being open-preserving, as f being continuous means that the inverse image of every open
set is open. With notation that we will define in Chapter 2, this is the statement that every
continuous function is Σ01-preserving and that every continuous function is Σ
0
1-measurable.
Definition 1.18 (Closure Under Continuous Substitution). We say that a point-class Γ is
closed under continuous substitution if for any topological spaces (X , τ) and (Y , σ) such that
Γ  X and Γ  Y are both defined, for any continuous function f : (X , τ) → (Y , σ), and
for any set A ∈ Γ  Y , we have that {x | f(x) ∈ A} = f−1′′A ∈ Γ  X . In other words, a
point-class Γ is closed under continuous substitution if every continuous function between
topological spaces for which Γ is defined, is Γ-preserving. 4
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Example 1.5 (The Point-Class of Open Sets is Closed Under Continuous Substitution). For
an example of closure under continuous substitution, consider Γ to be the point-class such
that the domain of Γ consists of all topological spaces (X , τ) and such that Γ  (X , τ) consists
of all of the open sets in the space (X , τ), i.e., Γ  (X , τ) = τ . We often suppress the topology,
and just write Γ  X . In Chapter 2, we will refer to this point-class using the standard
notation Σ01. Let (X , τ) and (Y , σ) be two topological spaces, and let f : (X , τ) → (Y , σ)
be an arbitrary continuous function. Now, let A ∈ Γ  Y be arbitrary. By our definition of
Γ, we have that A ∈ σ. As f is continuous, and A is open, we have that f−1′′A ∈ τ . Thus,
again by the definition of Γ, we have that f−1′′A ∈ Γ  X . As X and Y were arbitrary spaces
for which Γ was defined, and as f was an arbitrary continuous function, and as A ∈ Γ  Y
was arbitrary, we have that Γ is closed under continuous substitution. 4
In Chapter 2, after defining the Borel and Projective point-classes, we will show that









n-preserving. Hence, each of these point-classes will be closed under
continuous substitution.
A potential use for the concept of closure under continuous substitution is showing that
two point-classes are distinct: If Γ1 and Γ2 are two point-classes, if Γ1 is closed under con-
tinuous substitution and Γ2 is not closed under continuous substitution, then they cannot
be the same point-classes, i.e., Γ1 6= Γ2. In particular, one can use this strategy to show
that two point-classes of the set X cannot be equal. For example, one could show that
Γ1  N 6= Γ2  N . The vast majority of the classes that we will be looking at, however, will
be closed under continuous substitution.
Example 1.6 (A Point-Class that is Not Closed Under Continuous Substitution). Consider
the point-class Γinf defined as follows for any topological space (X , τ):
Γinf  X = {A ∈ P(X ) | |A| ≥ ℵ0} .
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That is to say that Γinf  X is the point-class consisting of all infinite subsets of X .
We now will show that Γinf is not closed under continuous substitution by providing the
following counterexample:
Let f : (ω, τdisc)→ (ω, τdisc) be the function defined by:
f(n) =
 0 if n = 0,1 otherwise.
As we are using the discrete topology, τdisc, we have that this function is continuous. Now,
let A = {n ∈ ω | n is even.}. Note that |A| = ℵ0, so that A ∈ Γinf  ω. Now, for any n ∈ ω
we have that:
n ∈ f−1′′A iff f(n) ∈ A
iff f(n) is even
iff f(n) = 0
iff n = 0.
Hence, we have that f−1′′A = {0}, so that |f−1′′A| = 1. Thus, we have that f−1′′A 6∈ Γinf  ω.
Therefore, Γinf is not closed under continuous substitution. 4
We will now discuss the point-class Γinf from the previous example as well as its dual class.
Note that if X is finite, then we have that Γinf  X = ∅. This implies that Dual(Γinf)  X = ∅
as well. In addition, we have that ∆(Γinf)  X = ∅. Then, if f : (X , τ)→ (Y , σ) is a contin-
uous function between topological spaces such that the codomain is finite, then we trivially
have that f is Γinf-preserving.
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We will now show that if X is an infinite set, then we have that every finite subset of
X will be in Dual(Γinf)  X :
Let |X | ≥ ℵ0, i.e., let X be an infinite set, and let A ⊆ X be arbitrary such that |A| < ℵ0,
i.e., let A be an arbitrary finite subset of X . As X is infinite and A is finite, we have that
Ac = X \ A is infinite, so that Ac ∈ Γinf  X . Hence, we have that (Ac)c = X \ Ac ∈
Dual(Γinf)  X . As A = (Ac)c, we have that A ∈ Dual(Γinf)  X . As A was an arbitrary
finite subset of X , we have that every finite subset of X is in Dual(Γinf)  X .
However, note that Dual(Γinf)  X is not just the point-class of all finite sets when X is in-
finite. For example, suppose that X = ω, and consider the set A = {n ∈ ω | n is even}. We
have that |A| = ℵ0, so that A ∈ Γinf  ω. We also have that Ac = ω \A = {n ∈ ω | n is odd}
and |Ac| = ℵ0. As A ∈ Γinf  ω, we have that Ac ∈ Dual(Γinf)  ω. Hence, we have that
Dual(Γinf)  ω contains some infinite sets in addition to the finite sets. When X is infinite, we
have that ∆(Γinf)  X is the set of all infinite subsets of X which have infinite complements.
Comment 1.4 (Γ Closed Under Continuous Substitution Implies Dual(Γ) is Closed Under
Continuous Substitution). Suppose Γ is a point-class that is closed under continuous sub-
stitution. We claim that Dual(Γ) is closed under continuous substitution as well.
Let f : (X , τ) → (Y , σ) be an arbitrary continuous function between the topological spaces
(X , τ) and (Y , σ), and let A ∈ Dual(Γ)  Y be arbitrary. Now, let x ∈ X be arbitrary, so
that we have:
x ∈ f−1′′A iff f(x) ∈ A
iff f(x) 6∈ Y \ A
iff x 6∈ f−1′′(Y \ A)
iff x ∈ X \ f−1′′(Y \ A).
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Thus, we have that f−1′′A = X\f−1′′(Y\A). As A ∈ Dual(Γ)  Y we have that Y\A ∈ Γ  Y .
As Γ is closed under continuous substitution and f is continuous, we have that f−1′′(Y\A) ∈
Γ  X . By definition of the dual class, we then have that:
f−1′′A = X \ f−1′′(Y \ A) ∈ Dual(Γ)  X .
As A ∈ Dual(Γ)  Y was arbitrary, and f was an arbitrary continuous function, we have
that Dual(Γ) is closed under continuous substitution, as claimed. 4
As we have that Dual (Dual (Γ))  X = Γ  X for any point-class Γ, this result implies
that Γ is closed under continuous substitution iff Dual (Γ) is closed under continuous sub-
stitution.
This also tells us that as we had that Γinf in the earlier example was not closed under
continuous substitution, we have that Dual(Γinf) is not closed under continuous substitu-
tion. We also can provide an example to show that ∆(Γinf) is not closed under continuous
substitution as well.
We again consider the function f : (ω, τωdisc)→ (ω, τωdisc) defined by:
f(n) =
 0 if n = 0,1 otherwise.
As noted previously, this function is continuous. Again, let A = {n ∈ ω | n is even}. Note
that Ac = {n ∈ ω | n is odd.}, so that we have |A| = ℵ0 and that |Ac| = ℵ0. Hence,
A ∈ ∆ (Γinf)  ω. As before, f−1′′A = {0}, so that |f−1′′A| = 1 and f−1′′A 6∈ Γinf  ω. Hence,
we have that f−1′′A 6∈ ∆(Γinf)  ω. Thus, ∆(Γinf) is not closed under continuous substitution
as claimed.
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For those who are familiar with the point-classes in the Borel and Projective hierarchies,
which will be defined in Chapter 2, the above result tells us that Σ0α is closed under con-
tinuous substitution iff Dual(Σ0α) = Π
0
α is closed under continuous substitution. Similarly,




n is closed under continuous
substitution.
Comment 1.5 (Γ Closed Under Continuous Substitution Implies ∆(Γ) is Closed Under
Continuous Substitution). We will now show that if Γ is closed under continuous substitu-
tion, then ∆(Γ) also is closed under substitution.
Suppose Γ is closed under continuous substitution. Then, as Γ is closed under continuous
substitution, we have that Dual(Γ) is closed under substitution as well. Now, let A ∈ ∆(Γ)
be arbitrary. Then, we have that A ∈ Γ and also that A ∈ Dual(Γ). As A ∈ Γ and Γ is
closed under continuous substitution, we have that f−1′′A ∈ Γ. Similarly, as A ∈ Dual(Γ)
and Dual(Γ) is closed under continuous substitution, we have that f−1′′A ∈ Dual(Γ). As
f−1′′A ∈ Γ, and as f−1′′A ∈ Dual(Γ), we have that f−1′′A ∈ ∆(Γ).
As A ∈ ∆(Γ) was arbitrary, we have that if Γ is closed under continuous substitution,
then ∆(Γ) is as well. 4
Note that the converse of this statement may not be true as we can find point-classes Γ
such that ∆(Γ) is closed under continuous substitution while Γ is not closed under continuous
substitution.
Example 1.7. Consider the point-class Γ0 defined for any ordinal κ > 1 by:
Γ0  κ = {∅, κ, {0}} .
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Note that we have that:
Dual (Γ0)  κ = {∅, κ, κ \ {0}} .
Hence, we have:
∆(Γ0)  κ = {∅, κ}.
We first will show that ∆(Γ0) is closed under continuous substitution.
Let f : (κ1, τ) → (κ2, σ) be an arbitrary continuous function where κ1 and κ2 are in-
stances of the above ordinal κ, i.e., κ1 and κ2 are ordinals such that κ1 > 1 and κ2 > 1. Let
A ∈ ∆(Γ0)  κ2 be arbitrary. Note that we either have that A = κ2 or that A = ∅.
Then, note that f−1′′κ2 = κ1 ∈ ∆(Γ0)  κ1 and that f−1′′∅ = ∅ ∈ ∆(Γ0)  κ1. In ei-
ther case we have that f−1′′A ∈ ∆(Γ0)  κ1. Hence, we have that ∆(Γ0) is closed under
continuous substitution as claimed.
Next, we will show that Γ0 is not closed under continuous substitution.
Let f : (ω, τωdisc)→ (ω, τωdisc) be the continuous function defined by:
f(n) =
 0 if n = 9,1 otherwise.
Let A = {0}, so that we have that A ∈ Γ0  ω. Now, note that for any n ∈ ω we have:
n ∈ f−1′′A iff f(n) ∈ A
iff f(n) ∈ {0}
iff f(n) = 0
iff n = 9.
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Hence, we have that f−1′′A = {9}. Note that {9} 6∈ Γ0  ω. Thus, we have that Γ0 is not




The Borel and Projective Hierarchies
Introduction to Chapter 2:
In Chapter 2, we will building more ‘complex’, well-known point-classes from topologies.
In Section 2.1, we first inductively define the Borel Hierarchy.
In Section 2.2, we then inductively define the Projective Hierarchy.
In Section 2.3, we define Polish Spaces and mention some properties of the Borel and Pro-
jective Hierarchies that occur in Polish Spaces.
Finally, in Section 2.4 we will show that each of the point-classes in both the Borel and
Projective Hierarchies is closed under continuous substitution.
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2.1 The Borel Hierarchy
Definition 2.1 (The Borel Sets). Let (X , τ) be a topological space. The point-class of
Borel Sets in (X , τ) is denoted by B  X and is defined to be the smallest collection of sets
containing all of the open sets and closed under the operations of countable intersections
and complements (with respect to X ). 4
Notice that the point-class of Borel Sets in (X , τ) is just the σ-algebra of τ , i.e., B  X =
B(τ)  X (see page 13).
Martin also defined a point-class on a topological space (X , τ), referred to as the Quasi-
Borel sets, which is the smallest collection of sets containing all of the open sets and closed
under the operation of arbitrary open-separated unions as well as countable intersections
and complements (with respect to the space X ).
Definition 2.2 (The Levels of the Borel Hierarchy). Fix a topological space (X , τ). We
inductively define the levels of the Borel Hierarchy for any ordinal α such that α > 0 as
follows:
Σ01  X = τ,
Π0α  X =
{
A ∈ P(X ) | (X \ A) ∈ Σ0α  X
}
,
Σ0α  X =
{












∧ (|B| ≤ ℵ0)
)}
,

















Note that each of these point-classes depends on the topology τ , even though τ is not in-
cluded in the notation of the point-classes.
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ON is the class of all ordinals. 4
Note that Σ01 is the point-class of the open sets, Π
0
1 is the point-class of the closed sets,
and ∆01 is the point-class of the clopen sets in the topological space.
It is routine to show that for any topological space (X , τ) and ordinal β, we have that:
Σ0β  X ⊆ Π0β+1  X and Π0β  X ⊆ Σ0β+1  X .
If we have that Σ01  X ⊆ Σ02  X , it is routine to show that
⋃
α∈(0,β)




Π0α  X ⊆ ∆0β  X . In general, however, it is not necessarily the case that we
have the inclusion Σ01  X ⊆ Σ02  X , among others.1 This will be the case, however, in
Polish spaces, which we will define in Section 2.3.2
It also is worth noting that Σ01 is closed under arbitrary unions and finite intersections
by the definition of a topology, so that Π01 is closed under arbitrary intersections and finite
unions by DeMorgan’s Laws. In addition, for each non-zero ordinal α, it is routine to show
by induction that we have that Σ0α is closed under countable unions and finite intersections,
and Π0α is closed under countable intersections and finite unions.
Comment 2.1 (Closure of the Borel Hierarchy). Note that due to the fact that the oper-
ations used to define the Borel Hierarchy are countable operations, the hierarchy closes off
at (or before) ω1, the first uncountable ordinal. This means that for every topological space
1For an example in which Σ01 6⊆ Σ02, see the example given before Lemma 2.1 on page 44 and see Yost
[44, Comment 1.2.1] for a proof.
2For those who are familiar with game trees T , this will be true as well for the bodies [T ] of game trees
of countable height, even when [T ] is not separable. See Yost [44] for a proof.
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(X , τ) and for every β ≥ ω1:






= ∆0β  X = Σ0β  X = Π0β  X .
4
It is well known that B  N 6= Σ0α  N when α is countable (See [21] for a proof).
Comment 2.2 (Notes of the Closure of the Borel Hierarchy). Depending on the topological
space (X , τ), the Borel Hierarchy may close off earlier at a countable stage in the hierarchy.
For example, if the topology τ is self-dual, e.g., the discrete topology τdisc, then the Borel
Hierarchy closes off at ∆01, i.e., all of the point-classes in the Borel Hierarchy are equal, as
we will now show.
First, note that by definition, we have that τ = Σ01  X . When τ is self-dual, we im-
mediately have that τ = Σ01  X = Π01  X = ∆01  X . Notice that this implies that
Σ01  X ⊆∆01  X . Also note that we have that ∆01  X is always closed under complements
(with respect to X ). Finally, note that as τ = Σ01  X is closed under arbitrary unions, we
have that Π01 is closed under arbitrary intersections. As τ = ∆
0
1  X = Π01  X , we have that
∆01  X is closed under arbitrary, and thus countable, intersections. Then, by Definition 2.1,
we have that ∆01  X = B  X .
Hence, as claimed, we have that the Borel Hierarchy closes off at ∆01. 4
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2.2 The Projective Hierarchy
Before we define the Projective Hierarchy, we will define the projection function as follows.
Definition 2.3 (The Projection Function). Let X and Y be two sets, and let C ⊆ X × Y ,
we define the projection of C onto X , denoted by projX ,Y(C), by:
projX ,Y(C) = {x ∈ X | (∃y ∈ Y) ((x, y) ∈ C)} .
We usually suppress the X and Y when the sets are clear, so that we will write proj(C) in
place of projX ,Y(C). 4
Definition 2.3 gives the definition of the projection function onto the first coordinate. Note
that we could similarly define a projection function onto the second coordinate. In general,
for any product of sets, we can define a projection function onto any given component.
For example, for the product A × B × C × D, we could define multiple different projection
functions, e.g., one for each of the four components. In Definition 2.4, we will only be using
the specific projection function onto the first coordinate as defined in Definition 2.3.
Definition 2.4 (The Projective Hierarchy). Let (X , τ) be a topological space. We induc-
tively define the Projective Hierarchy on X for n ∈ ω \ {∅} as follows:
Σ11  X =
{
A ∈ P(X ) | (∃C ∈ Π01  (X ×N ))(A = proj(C))
}
,
Π1n  X =
{
A ∈ P(X ) | (X \ A) ∈ Σ1n  X
}
,
Σ1n+1  X =
{
A ∈ P(X ) | (∃C ∈ Π1n  (X ×N ))(A = proj(C))
}
,

















In the above definition, the point-class Π01  (X ×N ) is defined using the product topology
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on X ×N induced from the topology τ on X , and the standard product topology on N . In
this case, this is actually equivalent to the box topology as we have the Cartesian product of
only two sets, namely X and Baire Space as the product and box topologies agree on finite
Cartesian products.







Just as Σ01 and Π
0
1 sets are also referred to as the open sets and the closed sets respec-
tively, the Σ11 sets are called the analytic sets and the Π
1
1 sets are called the coanalytic sets.
It is routine to show that the σ-algebra, B(Π11)  X ⊆ ∆12  X .3 In most cases, this in-
clusion will be strict. Often, we will use the fact that a point-class is contained in B(Π11)  X
to prove that it is contained in ∆12  X as well.
While Definition 2.4 defines the hierarchy for any topological spaces, we often define the
Projective Hierarchy for Polish spaces, which we will define in Section 2.3, and also for
topological product spaces of the form ωX even when X is uncountable.
3One shows that each Π1n and Σ
1
n is closed under countable unions and countable intersections.
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2.3 Polish Spaces
Before defining a Polish Space, we will review some concepts concerning metric spaces,
including metrics, separability, completeness, etc...
Definition 2.5 (Metric). Let X be a set. We say that d is a metric on X if d : X ×X → R
is a function such that:
• For all x, y ∈ X , we have that d(x, y) = 0 iff x = y,
• For all x, y ∈ X , we have that d(x, y) = d(y, x), and
• For all x, y, z ∈ X , we have that d(x, z) ≤ d(x, y) + d(y, z).
A metric is a generalization of the concept of distance. 4
An example of a metric on R is the canonical distance function d : R × R → R defined
by (x, y) 7→ |x− y|.
Definition 2.6 (Metric Space). If X is a set and d is a metric on X , we say that (X , d) is
a metric space.
One may notice that the same notation is used both for metric and topological spaces.
It should be clear from context which is meant. 4
Definition 2.7 (Metric Topology). Given any metric space (X , d), we can define the Metric
topology, τd, on X as follows:
A set A ⊆ X is in τd if A =
⋃
B for some set B which is a family of sets of the form:
B(x, r) = {y ∈ X | d(y, x) < r} ,
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where r ≥ 0 and x ∈ X .
Each B(x, r) is referred to as an open ball (centered at x with radius r). We can then
say that in τd the open sets are the sets that are formed by arbitrary unions of open balls.
In order to show that τd is a topology, one needs to show that a non-empty intersection of
two open balls is open. 4
Definition 2.8 (Cauchy Sequences). Let (X , d) be a metric space and let ~x = 〈xn | n ∈ ω〉
be a sequence of elements of X of length ω. We say that ~x is a Cauchy Sequence if the
following statement holds:
(∀ε > 0)(∃N ∈ ω)(∀n ∈ ω)(∀m ∈ ω) ((n ≥ N ∧m ≥ N)⇒ (d(xn, xm) ≤ ε)) .
In other words, ~x is a Cauchy Sequence if given any bound, we can find a ‘tail’ of the sequence
such that all of the components in the tail of the sequence in the tail stay within the bound
of each other. 4
Definition 2.9 (Completeness). Let (X , d) be a metric space. We say that (X , d) is complete
if every Cauchy sequence of elements in X converges to a point that is in X , i.e., for any
Cauchy sequence ~x, there is some y~x ∈ X such that:
(∀ε > 0)(∃M ∈ ω)(∀n ∈ ω)((n ≥M)⇒ (d(xn, y~x) < ε)).
We may also use the notation lim
n→∞
xn = y~x to state that the sequence ~x = 〈xn | n ∈ ω〉
converges to y~x. 4
Note that as every metric induces a topology, we have that every metric space (X , d) has
a corresponding topological space (X , τd). On the other hand, there are topological spaces,
(X , τ), such that there is no metric d that induces the topology τ .
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Definition 2.10 (Metrizable Topological Spaces). Let (X , τ) be a topological space. If there
does exists a metric d : X ×X → R such that τ = τd, then we say that (X , τ) is metrizable.
Furthermore, if there exists a metric d : X × X → R such that τ = τd and such that (X , d)
is complete, we say that (X , τ) is completely metrizable. 4
Definition 2.11 (Separable). Let (X , τ) be a topological space. We say that (X , τ) is
separable if there exists a countable dense subset of X , i.e., there is some Q ⊆ X such that
|Q| ≤ ℵ0 and for every non-empty open set O, we have that O ∩Q 6= ∅. 4
Definition 2.12 (Polish Spaces). Let (X , τ) be a topological space. We say that (X , τ)
is a Polish space if it is completely metrizable and separable. We often may suppress the
topology and write that X is a Polish space. 4
Baire space, N = ωω, is one such Polish space. It is well known that N is homeomorphic
to the set of irrationals. The proof of this uses continued fractions (See Jech [21, page 42]).
One metric dN : N ×N → R on N that induces the standard topology on N , is defined for
all ~x, ~y ∈ N as follows:
dN (~x, ~y) =

1
1 + µn (~x(n) 6= ~y(n))
if ~x 6= ~y,
0 otherwise.
It is also well known that if X and Y are two Polish spaces, then the Cartesian Product,
X × Y , is also a Polish space.
In Sections 2.1 and 2.2, we built the Borel and Projective Hierarchies in arbitrary topo-
logical spaces; however, we usually build these hierarchies in Polish spaces.
One advantage to building the Borel Hierarchy in Polish spaces is that for a Polish space
X , it is well known that Σ01  X ⊆ Σ02  X . With this established, one can then prove by
induction that for any ordinals α and β with α ∈ β, we have that Σ0α  X ⊆ Σ0β  X and
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that Π0α  X ⊆ Π0β  X . In general topological spaces, this may not actually be the case.
If we have a tree T , and we define the Borel hierarchy on the body of T , i.e., on [T ], these
inclusions will be true if the tree T has countable height. However, if T has uncountable
height, then these inclusions may fail (See Yost [44, Theorem 1.2]). In particular, in Com-
ment 1.2.1 of [44], assuming AC, one can use the fact that the countable union of countable
sets is countable to prove that the set:
G = {x ∈ ω12 | (∃α ∈ ω1) (x(α) = 0)}
is Σ01 
ω12 but not Σ02 
ω12
One advantage for building the Projective hierarchy in Polish spaces is that in Polish spaces
we have a number of equivalent definitions for the analytic sets, Σ11  X :
Lemma 2.1 (Equivalent Definitions of Analytic Sets). Let X be a Polish space and let
A ∈ P(X ) be arbitrary. The following are equivalent:
• A is analytic.
• A = f ′′N for some continuous function f : N → X .
• A = f ′′B for some continuous function f : Y → X where Y is a Polish space and
B ∈ B  Y.
• A = proj (B) where B ∈ B  (X × Y) where Y is a Polish space.
• A = proj (B) where B ∈ Π01  (X ×N ).
4
For a proof of the above Lemma 2.1, see [21].
It is also well known that if X is a Polish space, we have that all of the point-classes in
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the Projective hierarchy, ∆1n  X , Π1n  X , and Σ1n  X , are closed under countable intersec-
tions and unions.
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2.4 Closure of Borel and Projective Hierarchies Under
Continuous Substitution
In this section, we will show inductively that all of the point-classes in the Borel and Pro-
jective Hierarchies are closed under continuous substitution.
2.4.1 Closed Under Continuous Substitution: The Borel Hierar-
chy
Lemma 2.2 (Closure of Σ01 Under Continuous Substitution). Σ
0
1 is closed under continuous
substitution.
Proof. Let (X , τ) and let (Y , σ) be any topological spaces, and let f : X → Y be an arbitrary
continuous function. Now, let A ∈ Σ01  Y be arbitrary. Note that by the definition of Σ01,
we have that A ∈ σ, i.e., that A is open. As f is continuous and A is open, f−1′′A is
open. Thus, we have that f−1′′A ∈ τ = Σ01  X . Hence, as A ∈ Σ01  Y was arbitrary and
f : X → Y was an arbitrary continuous function, we have that Σ01 is closed under continuous
substitution.
By recalling the definition of the dual and of the delta of a point-class, we see that for


















Also, notice that for each α, ∆0α is self-dual.
Recall that by Comment 1.4, if we have that Γ is closed under continuous substitution,
then we have that Dual(Γ) as well as ∆(Γ) are also closed under continuous substitution.
Hence, if we have that for some α, Σ0α is closed under continuous substitution, then Π
0
α and
∆0α also will be closed under continuous substitution.




α is closed under continu-
ous substitution, we will first prove a lemma that will imply that the point-class Σ0α is closed
under continuous substitution if for each β < α we have that Π0β is closed under continuous
substitution.
Lemma 2.3 (Closure Under Continuous Substitution of Unions). Suppose that for each
i ∈ I, where I is some indexing set, we have that Γi is a point-class. We define the point-
class Γ̂ for all topological spaces (X , τ) for which Γi  X is defined for every i ∈ I. We
define Γ̂  X (for appropriate sets X ) as follows:
Γ̂  X =
{












∧ (|B| ≤ ℵ0)
)}
.
If for each i ∈ I we have that Γi is closed under continuous substitution, then we have that
Γ̂ is closed under continuous substitution as well.
Before we prove this Lemma 2.3, notice that if we set I = α, and for each β ∈ α = I we
have that Γβ = Π
0
β, then we have that Γ̂ = Σ
0
α. Also, note that in the construction of Γ̂ we
set |B| ≤ ℵ0; the proof of Lemma 2.3 goes through without this requirement, but we include
it so that the lemma matches the construction of the Σ0α levels of the Borel hierarchy. The







Proof. Let I be some indexing set and suppose that for each i ∈ I we have that Γi is a
point-class that is closed under continuous substitution. Let (X , τ) and (Y , σ) be topologi-
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cal spaces for which the point-class Γ̂ is defined, so that Γi  X and Γi  Y are defined for
each i ∈ I. Also, let f : X → Y be an arbitrary continuous function. Now, let A ∈ Γ̂  Y be
arbitrary. We need to show that f−1′′A ∈ Γ̂  X .





such that |B| ≤ ℵ0
and such that A =
⋃
B.





, we have that B ⊆
⋃
i∈I
Γi  Y . Hence, for each B ∈ B,
we have that B ∈
⋃
i∈I
Γi  Y . Thus, for each B ∈ B there is some i ∈ I such that B ∈ Γi  Y
(for different B’s the corresponding i may change).
Let x ∈ X be arbitrary. Now:








iff (∃B ∈ B) (f(x) ∈ B)










f−1′′B | B ∈ B
}
.
Let C = {f−1′′B | B ∈ B}.
First, note that f−1′′A ⊆ X , so that f−1′′A ∈ P(X ).




Also, note that as C = {f−1′′B | B ∈ B}, we have that |C| ≤ |B| ≤ ℵ0.
Now, note that for each B ∈ B, we have that there is some i ∈ I such that B ∈ Γi  Y .
As each Γi is closed under continuous substitution, and as f is continuous, we have that
f−1′′B ∈ Γi  X . Hence, we have that for each B ∈ B, f−1′′B ∈
⋃
i∈I
Γi  X . Therefore, we
have that C ⊆
⋃
i∈I











such that f−1′′A =
⋃
C and
such that |C| ≤ ℵ0. Therefore, we have that f−1′′A ∈ Γ̂  X . As A ∈ Γ̂  Y was arbitrary,
we have that Γ̂ is closed under continuous substitution if for each i ∈ I we have that Γi is
closed under continuous substitution.
Theorem 2.4 (Closure of the Borel Sets Under Continuous Substitution). Each point-class





α are all closed under continuous substitution.
Proof. Notice that by Lemma 2.2 we have Σ01 is closed under continuous substitution. Then,
by Comment 1.4 on page 30, we have that Π01 and ∆
0
1 are closed under continuous substi-
tution.
Suppose that for some ordinal α > 1, we have that for all β ∈ α \ {0}, each Γ0β is closed
under continuous substitution where Γ ∈ {Σ,Π,∆}. By Lemma 2.3, we then have that Σ0α
is also closed under continuous substitution. Again, by Comment 1.4, we have that Π0α and
∆0α are also closed under continuous substitution.
By induction, we have that every point-class in the Borel hierarchy is closed under con-
tinuous substitution as claimed.
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2.4.2 Closed Under Continuous Substitution: The Projective Hi-
erarchy
We now will show inductively that all point-classes in the Projective Hierarchy are closed
under continuous substitution.

















Also, notice that for each n ∈ ω \ {0}, ∆1n is self-dual.
Again, by Comment 1.4, if we have that Γ is closed under continuous substitution, then
we have that Dual(Γ) as well as ∆(Γ) are also closed under continuous substitution so that





will be closed under continuous substitution.
Lemma 2.5. Let (X , τ) and (Y , σ) be topological spaces and let f : X → Y is a continuous
function. Then, the function gf : X × N → Y × N defined by (x, ~y) 7→ (f(x), ~y) for each
(x, ~y) ∈ X ×N is continuous.





Lemma 2.6 (Closure of Projections Under Continuous Substitution). Suppose that Γ is
a point-class. Let (X , τ) be a topological space for which Γ  (X × N ) is defined. Let
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(proj Γ)  X be defined by:
(proj Γ)  X = {A ∈ P(X ) | (∃B ∈ Γ  X ×N ) (A = proj(B))} .
If Γ is closed under continuous substitution, then we have that proj Γ is closed under con-
tinuous substitution as well.
Proof. Let Γ be a point-class and let (X , τ) and (Y , σ) be topological spaces for which
Γ  (X ×N ) and Γ  (Y ×N ) are defined. Suppose that Γ is closed under continuous sub-
stitution. Now, let f : X → Y be an arbitrary continuous function and let A ∈ (proj Γ)  Y
be arbitrary. We need to show that f−1′′A ∈ (proj Γ)  X .
Define the continuous function gf : X ×N → Y ×N as in Lemma 2.5, so that gf ((x, ~y)) =
(f(x), ~y).
As A ∈ (proj Γ)  Y , there is some set C ∈ Γ  (Y ×N ) such that A = proj(C).
Now, let x ∈ X be arbitrary, so that we have:
x ∈ f−1′′A iff f(x) ∈ A
iff f(x) ∈ proj(C)
iff (∃~y ∈ N )((f(x), ~y) ∈ C)
iff (∃~y ∈ N )(gf ((x, ~y)) ∈ C)
iff (∃~y ∈ N )((x, ~y) ∈ g−1′′f C)
iff x ∈ proj(g−1′′f C).
Thus, as x ∈ X was arbitrary, we have that f−1′′A = proj(g−1′′f C).
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As gf is continuous, C ∈ Γ  (Y ×N ) and as Γ is closed under continuous substitution, we
have that g−1′′f C ∈ Γ  (X ×N ). Thus, we have that f−1′′A ∈ (proj Γ)  X .
As f was an arbitrary continuous function and A ∈ (proj Γ)  Y was arbitrary, we have
that proj Γ is closed under continuous substitution if Γ is closed under continuous substitu-
tion.
In Lemma 2.6, notice that if Γ = Π01, then we have that proj Γ = Σ
1
1. Similarly, if
Γ = Π1n, then we have that proj Γ = Σ
1
n+1.
Theorem 2.7 (Closure of the Projective Sets Under Continuous Substitution). Each point-
class in the Projective Hierarchy is closed under continuous substitution, i.e., for each n ∈
ω \ {0}, we have that Σ1n, Π1n, and ∆1n are all closed under continuous substitution.
Proof. First, note that by Theorem 2.4, we have that Π01 is closed under continuous substi-
tution. Hence, by Lemma 2.6, we have that Σ11 is closed under continuous substitution. By
Comment 1.4, we then have that both Π11 and ∆
1
1 are closed under continuous substitution.
Now, suppose that for some n ∈ ω \ {0}, we have that Σ1n, Π1n and ∆1n all are closed
under continuous substitution. As ∆1n is closed under continuous substitution, by Lemma
2.6, we have that Σ1n+1 is closed under continuous substitution. Then, again by Comment
1.4, we have that Π1n+1 and ∆
1
n+1 are also closed under continuous substitution.
By induction, we have that every point-class in the Projective Hierarchy is closed under




Introduction to Chapter 3:
In Chapter 3, we will be interested in reviewing the difference hierarchy, which is due to
Hausdorff. This hierarchy allows us to further stratify the Borel and Projective hierarchies
in Chapter 2. Specifically, we will be interested in the difference hierarchy on Π11. This will
introduce us to many point-classes between Π11 and the σ-algebra, B(Π11), which in turn is
below ∆12.
In Section 3.1, we will define the Difference Kernel of a sequence of sets.
In Section 3.2, we define the difference hierarchy of a given point-class Γ, and we prove
some basic facts about this hierarchy.
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3.1 The Difference Kernel
Definition 3.1 (The Difference Kernel). Let X be a set, let α be an ordinal and let
~A = 〈Aγ | γ ∈ α〉 be a sequence of subsets of X of length α.









⇔Df µγ (x 6∈ Aγ ∨ γ = α) is odd.
4
We will be interested in the cases where we have that Γ  X is a point-class of X and





kernel of a sequence of Γ  X sets. Furthermore, we especially will be interested in the case
where Γ = Π11.
Suppose that ~A = 〈Aγ | γ ∈ α〉 is a sequence of Γ  X sets. If Γ  X is a point-class
which is closed under |α| intersections, then there is a sequence ~B = 〈Bγ | γ ∈ α〉 of Γ  X








and such that for all γ, β ∈ α, if γ ∈ β, then Bβ ⊆ Bγ,
i.e., ~B is a decreasing sequence.
As Π11 is closed under countable intersections, we have that if ~A is a sequence of Π
1
1  X sets
and ~A has countable length, then, we may assume, without loss of generality, that ~A is a
decreasing sequence when forming the difference kernel of ~A. This allows us to consider the
visual representation of the difference kernel in Figure 3.1, in which the difference kernel is
indicated by the shaded regions.
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Suppose that X is a Polish space. When we have that each Aγ ∈ Π11  X , and when
α (the length of ~A) is countable, we have that the difference kernel of ~A is in σ-algebra
B(Π11)  X as well as the point-class ∆12  X . This is due to the following facts:
First, note that Π11  X ⊆ ∆12  X . Also, recall that ∆12  X is closed under countable
unions, countable intersections and complements (with respect to X ). Finally, note that the
difference kernel of ~A, where ~A is a sequence of Π11  X sets and ~A has countable length α,
is equal to a countable union of differences of Π11  X sets.
The argument is the same for B(Π11)  X .






3.2 The Difference Hierarchy
Definition 3.2 (The Point-Classes in the Difference Hierarchy). Let β be an ordinal, let X
be a set, and let Γ  X be a point-class of X . We say that A ∈ (β − Γ)  X if there exists a
sequence
~A = 〈Aγ | γ ∈ β〉





that ~A witnesses that A ∈ (β −Γ)  X . When it is clear from context, we may suppress the
restriction to X and write A ∈ β − Γ.1 4
In this dissertation, we will mostly be interested in the case where X = N and where
Γ = Π11. We will also be mostly interested in the cases where β ∈ ω2 + 1.
We will prove that if a point-class is closed under continuous substitution, then the point-
classes in the difference hierarchy on that point-class are as well. Before we prove this, we
will show that for any function f , the inverse image of a difference kernel under f is equal
to the difference kernel of the inverse images of the sets under f .
Lemma 3.1. Let X and Y be any sets. Let β be any non-zero ordinal, and let f : X → Y
be any function. Suppose that for each γ ∈ β, we have that Aγ ⊆ Y. Then:
f−1′′Dk (〈Aγ | γ ∈ β〉) = Dk
(
〈f−1′′Aγ | γ ∈ β〉
)
.
Proof. Let X and Y be any sets. Let β be any ordinal, and let f : X → Y be any function.
1Notice that for any set X and any point-class Γ  X of X , we have that 0− Γ  X = {∅}.
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Suppose that for each γ ∈ β, we have that Aγ ⊆ Y . Now, for any x ∈ X , we have:
x ∈ f−1′′Dk (〈Aγ | γ ∈ β〉) iff f(x) ∈ Dk (〈Aγ | γ ∈ β〉)
iff µγ (f(x) 6∈ Aγ ∨ γ = β) is odd
iff µγ
(
x 6∈ f−1′′Aγ ∨ γ = β
)
is odd
iff x ∈ Dk
(
〈f−1′′Aγ | γ ∈ β〉
)
.
Thus, as claimed, we have that:
f−1′′Dk (〈Aγ | γ ∈ β〉) = Dk
(
〈f−1′′Aγ | γ ∈ β〉
)
.
Lemma 3.2 (Closure Under Continuous Substitution of the Difference Hierarchy). Let Γ
be a point-class that is closed under continuous substitution. Let β be any non-zero ordinal.
Then, we have that β − Γ is closed under continuous substitution as well.
Proof. Let Γ be a point-class that is closed under continuous substitution. Let (X , τ) and
(Y , σ) be two topological spaces such that Γ  X and Γ  Y are both defined. Let β be some
ordinal. Now, let A ∈ (β−Γ)  Y be arbitrary, and let ~A = 〈Aγ | γ ∈ β〉 be a witness. Now,
let f : X → Y be an arbitrary continuous function.
By Lemma 3.1, we have that f−1′′A = Dk (〈f−1′′Aγ | γ ∈ β〉).
As each Aγ ∈ Γ  Y , Γ is closed under continuous substitution, and as f is continuous,







〈f−1′′Aγ | β ∈ γ〉
)
∈ (β − Γ)  X .
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Hence, as β was an arbitrary ordinal, as A ∈ (β − Γ)  X was arbitrary, and as f : X → Y
was an arbitrary continuous function, we have that for any ordinal β, if Γ is closed under
continuous substitution, then β − Γ is closed under continuous substitution as well.
Note that Lemma 3.2 also implies that if Γ is closed under continuous substitution, then
we have that for any ordinal β, both Dual (β − Γ) and ∆ (β − Γ) are closed under continuous
substitution as well by Comments 1.4 (on page 30) and 1.5 (on page 32).
Lemma 3.3 (Increasing Levels of the Difference Hierarchy). Let X be some set and let Γ  X
be a point-class of X such that ∅ ∈ Γ  X . Furthermore, suppose that β and γ are ordinals
such that β ∈ γ. Then, we have that (β − Γ)  X ⊆ (γ − Γ)  X .
We will usually consider the case where Γ  X = Π11  X , and as ∅ ∈ Π11  X , the
requirement is fulfilled. The requirement that ∅ ∈ Γ  X is actually true for any point-
class in the Borel Hierarchy and for any point-class in the Projective Hierarchy, i.e., the








where α ∈ {0, 1} and if α = 0, β is a non-zero
ordinal, and if α = 1, β ∈ ω \ {0}.
Proof. Let X be a set, and let Γ  X be a point-class such that ∅ ∈ Γ  X .
Let β and γ be arbitrary ordinals such that β ∈ γ. Now, let A ∈ (β − Γ)  X be arbi-
trary, and let ~A = 〈Aα | α ∈ β〉 be a witness to this. We now define ~B = 〈Bα | α ∈ γ〉 as
follows:
Bα =
 Aα for α ∈ β,∅ otherwise.
Note that as β ∈ γ, we have that Bβ = ∅ is in the sequence ~B. Also, note that as each
Aα ∈ Γ  X and as ∅ ∈ Γ  X , we have that ~B is a sequence of Γ  X with length γ. Hence,




∈ (γ − Γ)  X .












µα (x 6∈ Aα ∨ α = β) is odd.
First suppose that x 6∈ Aα for some α. Then, we have that the least such α is odd. By the





. Now, suppose that x ∈ Aα for all α ∈ β. In this case, as x ∈ A, we must have
that β is odd. Now, note that by the definition of ~B, we have that for all α ∈ β, x ∈ Bα.
Also, recall that Bβ = ∅, so that x 6∈ Bβ. Hence, we have that β is the least α such that




. These cases are exhaustive, so that we have













be arbitrary. As Bβ = ∅, we have that x 6∈ Bβ, so that there




iff µα (x 6∈ Bα) is odd. Also,
note that the least α such that x 6∈ Bα is less than or equal to β. Now, we have two cases
to consider, either the least α such that x 6∈ Bα is less than β and α is odd, or for all α ∈ β
we have that x ∈ Bα and β is odd.
First, suppose that x 6∈ Bα for α ∈ β, and that α is least such (and α is odd). By the






Now, suppose that for all α ∈ β, we have that x ∈ Bα and β is odd. In this case, we























= A, so that ~B witnesses that A ∈ (γ − Γ)  X as claimed.
For the point-classes Γ  X that we will be concerned with, such as Π11  N , and the
ordinals that we will be looking at, the levels of the difference hierarchy will be strictly
increasing; however, this is not always the case.
For example, if Γ  X is a point-class that is closed under complements, closed under
countable unions, and β and γ are any countable non-zero ordinals, then we have that:
(β − Γ)  X = (γ − Γ)  X = Γ  X .
As an example of this situation, consider Γ  N = B  N .
More generally, if Γ  X is closed under max{|β| , |γ|} unions and complements, then we
will have that:
(β − Γ)  X = (γ − Γ)  X = Γ  X .
Comment 3.1. It is immediate from Definition 1.4 (page 12) that:
∆(β − Γ)  X ⊆ (β − Γ)  X ,
and that:
∆(β − Γ)  X ⊆ Dual(β − Γ)  X .
4
Lemma 3.4. Let Γ  X be a point-class such that X ∈ Γ  X . Then, we have that:
(β − Γ)  X ⊆ Dual((β + 1)− Γ)  X
for any ordinal β.
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Note that the condition X ∈ Γ  X is common for the point-classes that we are interested
in. For example, this condition is fulfilled for every point-class in the Borel and Projective
Hierarchies. This boils down to the fact that for any topological space (X , τ), by the defi-
nition of a topology, X ∈ τ . Hence, as we will usually be interested in point-classes defined
based on topologies, this trait is often inherited.
Proof. Let Γ  X be a point-class such that X ∈ Γ  X . Now, let β be an arbitrary ordinal,
and let A ∈ (β − Γ)  X be arbitrary. Then, let ~A = 〈Aγ | γ ∈ β〉 be a witness.
We now define the sequence ~B = 〈Bγ | γ ∈ β + 1〉 as follows. For each γ ∈ β + 1:
Bγ =
 Aγ−1 if γ is a successor ordinal,X if γ is a limit ordinal or if γ = 0.
Note that for each γ ∈ β, we have that Aγ = Bγ+1.
As each Aγ ∈ Γ  X and as X ∈ Γ  X , we have that ~B is a sequence of Γ  X . Also, we





∈ ((β + 1)− Γ)  X .




. Let x ∈ X be arbitrary. Then, we have that:
x ∈ Ac iff x 6∈ A




iff ¬ (µγ (x 6∈ Aγ ∨ γ = β) is odd)
iff µγ (x 6∈ Aγ ∨ γ = β) is even
iff µγ (x 6∈ Bγ+1 ∨ γ = β) is even
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iff µγ (x 6∈ Bγ+1 ∨ γ + 1 = β + 1) is even
iff µγ (x 6∈ Bγ ∨ γ = β + 1) is odd














∈ ((β + 1)− Γ)  X , we have that Ac ∈ ((β + 1)− Γ)  X .
Therefore, we have that A ∈ Dual ((β + 1)− Γ)  X . As A ∈ (β − Γ)  X was arbitrary, we
have that:
(β − Γ)  X ⊆ Dual ((β + 1)− Γ)  X .
Note that the main idea in the proof of Lemma 3.4 was to shift each component in ~A,
i.e., to shift each Aγ, by one place in order to change the parity of the indices.
Comment 3.2. Suppose we have a point-class Γ  X such that ∅ ∈ Γ  X and X ∈ Γ  X .
Let β be an ordinal.
By Lemma 3.3, we have that:
(β − Γ)  X ⊆ ((β + 1)− Γ)  X .
By Lemma 3.4, we have that:
(β − Γ)  X ⊆ Dual((β + 1)− Γ)  X .
Hence, we have that:
(β − Γ)  X ⊆ ∆((β + 1)− Γ)  X .
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4
Comment 3.3. Suppose we have a point-class Γ  X such that ∅ ∈ Γ  X and X ∈ Γ  X .
Let β be an ordinal. Then, we have that:
Dual (β − Γ)  X ⊆ ∆ ((β + 1)− Γ)  X ,
which is shown as follows.
Proof. Let Γ  X be a point-class of a set X such that ∅ ∈ Γ  X and X ∈ Γ  X .
Also let β be any ordinal, and let A ∈ Dual (β − Γ)  X be arbitrary. Then, we have
that Ac ∈ (β − Γ)  X . By Comment 3.2, we have that Ac ∈ ∆ ((β + 1)− Γ)  X .
As ∆ ((β + 1)− Γ)  X is closed under complements with respect to X , we have that
A = (Ac)c ∈ ∆ ((β + 1)− Γ)  X .
Thus, as A ∈ Dual (β − Γ)  X was arbitrary, we have that:
Dual (β − Γ)  X ⊆ ∆ ((β + 1)− Γ)  X
as claimed.
Comment 3.4. Suppose that Γ  X is a point-class such that ∅ ∈ Γ  X and X ∈ Γ  X .
Also, suppose that α is a non-zero limit ordinal. Then, we have that:
⋃
β∈α
(β − Γ)  X ⊆ ∆ (α− Γ)  X .
Proof. Let Γ  X be a point-class of a set X such that ∅ ∈ Γ  X and X ∈ Γ  X . Let
β ∈ α and let A ∈ (β − Γ)  X be arbitrary.
As β ∈ α, by Lemma 3.3, we have that A ∈ (α− Γ)  X .
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As A ∈ (β − Γ)  X , we have that Ac = X \ A ∈ Dual(β − Γ)  X . Then, by Comment 3.3,
we have that Ac ∈ ∆ ((β + 1)− Γ)  X ⊆ ((β + 1)− Γ)  X . Thus, Ac ∈ ((β + 1)− Γ)  X .
Now, as α is a limit and β ∈ α, we have that β + 1 ∈ α. Hence, by Lemma 3.3, we
have that ((β + 1)− Γ)  X ⊆ (α− Γ)  X . Thus, we have Ac ∈ (α− Γ)  X .
Now, we have that A ∈ (α− Γ)  X and that Ac ∈ (α− Γ)  X . These facts demon-
strate that A ∈ ∆ (α− Γ)  X .
Thus, as A ∈ (β − Γ)  X was arbitrary, we have that for α a limit ordinal with β ∈ α,
(β − Γ)  X ⊆ ∆(α− Γ)  X .
Moreover, as β ∈ α was arbitrary, we have that for a limit ordinal α:
⋃
β∈α
(β − Γ)  X ⊆ ∆ (α− Γ)  X .
By Lemmas 3.3 and 3.4, and by Comments 3.1, 3.2, 3.3, and 3.4, we have that for a
point-class Γ  X in which ∅ ∈ Γ  X and X ∈ Γ  X , we have the difference hierarchy as
illustrated in Figure 3.2 on page 66.
Note that in the diagram, the symbol ‘¬’ is used to indicate the dual classes. Also, as
we have shown, the main ideas in the diagram consist of making sequences longer by ad-
joining strings of ∅ or by shifting components in a sequence and inserting the full space X
where appropriate in order to change the parity of each component in a sequence.
64
By these results, as ∅ ∈ Π11  N and as N ∈ Π11  N , we have that:
⋃
α∈ω2
(β −Π11)  N ⊆ ∆(ω2 −Π11)  N .
There is actually a rich hierarchy between these two classes. We will explore this hierarchy
in Parts II, III, IV, and V.
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∆ (ω − Γ)
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Introduction to Part II
In Part I, we discussed well-known point-classes. In Part II, we will be building up point-
classes that initially appeared in DuBose’s Ph.D. Thesis. Over time, these point-classes
and the notation used for these point-classes were further developed in his later papers and
manuscripts as well as in seminar talks. In his papers and manuscripts, DuBose was using
these point-classes to prove determinacy results in certain inner models and determinacy
equivalences concerning indiscernibles for such inner models. As these papers were focused
on determinacy results, the light-face version of these point-classes were presented. As a
note, the results in his papers and manuscripts can be applied to the bold-face point-classes
that we are examining in this dissertation with appropriate codes.
In this part we will present a more systematic development of these point-classes in a more
general manner, as well as proving certain closure properties, e.g., closure under continuous
substitution.
In Chapter 4 we introduce DuBose’s point-classes, and review some basic properties concern-
ing these classes. We also show how these classes fit into the hierarchy of the point-classes
defined in Part I. In Chapter 5, we mention some results for DuBose’s point-classes in the
specific case of Baire space, N = ωω. We also define some additional point-classes that
DuBose developed and mention how these other point-classes fit into the hierarchy.
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Chapter 4
Refinement of the Difference Hierarchy: The (κ ∗ Γ)∗
Point-Classes
Introduction to Chapter 4:
In Chapter 4, we will be defining a number of point-classes first developed by DuBose,
which further stratify the point-classes in Hausdorff’s Difference Hierarchy on Π11 sets.
In Section 4.1 we define the point-classes of the form (Γ)∗ where Γ is some point-class
defined for certain product spaces.
In Section 4.2, we define the point-classes (κ ∗ Γ) of certain product spaces, in order that we
may define a generalization of (Γ)∗ to (κ ∗ Γ)∗ in Section 4.3.
We will also prove some facts concerning the closure of these point-classes under contin-
uous substitution.
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4.1 Definition of (Γ)∗ Point-Classes
Let X be a set. We will begin by defining a function formed from an arbitrary subset of
X × ω. In the cases where we need the topology on X × ω, we will need (X , τ) to be a
topological space, and we will use the standard product topology produced from τ on X and
τωdisc on ω. This will be the case, for example, when we are showing that point-classes are
closed under continuous substitution.
Definition 4.1. Let X be some set, and let B ⊆ X ×ω. We define the function nB : X → ω
point-wise for each x ∈ X by:
nB(x) =
 µn (B(x, n)) if (∃n) (B(x, n)) ,0 otherwise.
4
Definition 4.2. Let ~A = 〈Aδ | δ ∈ α〉 be a sequence of length α. For any γ ∈ α + 1, we
define the ‘cut’/shortened sequence ~Aγ by:
~Aγ = 〈Aδ | δ ∈ γ〉.
Notice that if ~A has length α, then we have that ~Aα = ~A. Also, note that by Notation 1.10
on page 5, we have that ~Aγ = ~A  γ. However, one should note that ~Aγ 6= Aγ. 4
Definition 4.3. Let X be a set, and let B ⊆ X × ω. Let ~A = 〈Aδ | δ ∈ ω2〉 be a sequence

















Comment 4.1. The above Definitions 4.1 and 4.3 follow DuBose’s initial presentation. One



























, as in Definition 4.3, we will usually
have that X is a topological space and that ~A = 〈Aδ | δ ∈ ω2〉 witnesses that some set is
(ω2 −Π11)  X , i.e., for each δ ∈ ω2, we have that Aδ ∈ Π11  X .
Definition 4.4. Let X be some topological space and suppose that the point-class Γ  X×ω
is defined. We say that A ∈ (Γ)∗ iff there is some B ∈ Γ  X × ω and if there is some ~A




. We say that B and
~A witness that A is (Γ)∗  X . 4
Some words of caution are in order concerning the notation in Definition 4.4, (Γ)∗. Du-











, etc., (see [8,10–13]) and used this star notation for these
point-classes, while he also used this star notation in UNLV seminar talks for the bold face
point-classes as well. It is easy to state the determinacy results for the corresponding bold
face point-classes from the light face results using codes. Martin has a nice outline of many
of these determinacy results in his book (see [31, Exercises 5.3.8-5.3.17]). In order to avoid
confusion, in his book [31], Martin uses (Γ)∗∗ for the bold face point-classes instead of our
notation in Definition 4.4. We will not be considering the light face point-classes in this
dissertation, so this confusion should not arise.
In Lemma 4.1, we will show that if a point-class Γ is closed under continuous substitu-
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tion, then the point-class (Γ)∗ will be closed under continuous substitution as well. Before
we prove this, we will prove the following claim:
Claim 4.1. Let X and Y be any two sets and let f : X → Y be a function. Let B ⊆ Y × ω,
and let ~A = 〈Aγ | γ ∈ ω2〉 be a sequence of sets such that for each γ ∈ ω2 we have that



















Proof. Let X and Y be any two sets and let f : X → Y be a function. Let B ⊆ Y × ω,
and let 〈Aγ | γ ∈ ω2〉 be a sequence of sets such that for each γ ∈ ω2 we have that Aγ ⊆ Y .






iff x ∈ f−1′′Dk
(
〈Aγ | γ ∈ ω2〉ω·nB(f(x))
)
iff (∃n ∈ ω)
(




iff (∃n ∈ ω)
(




iff (∃n ∈ ω)
(
(x, n) ∈ g−1′′f B ∧ (∀m ∈ n)((x,m) 6∈ g
−1′′





iff (∃n ∈ ω)
(
(x, n) ∈ g−1′′f B ∧ (∀m ∈ n)((x,m) 6∈ g
−1′′
f B)
∧ x ∈ f−1′′Dk (〈Aγ | γ ∈ ω · n〉)
)
iff (∃n ∈ ω)
(
(x, n) ∈ g−1′′f B ∧ (∀m ∈ n)((x,m) 6∈ g
−1′′
f B)
∧ x ∈ Dk
(
〈f−1′′Aγ | γ ∈ ω · n〉
)
)
iff x ∈ Dk
(








In the above calculation, we use the fact that:
f−1′′Dk (〈Aγ | γ ∈ ω · n〉) = Dk
(
〈f−1′′Aγ | γ ∈ ω · n〉
)
,
which was proven in Lemma 3.1 on page 56.
As x ∈ X was arbitrary, we have shown the claim.
Lemma 4.1. Suppose that Γ is a point-class that is closed under continuous substitution.
Then, the point-class (Γ)∗ is closed under continuous substitution as well.
Proof. Let (X , τ) and (Y , σ) be topological spaces such that the point-classes Γ  X ×ω and
Γ  Y ×ω are defined. Furthermore, suppose that Γ is closed under continuous substitution.
Let f : X → Y be an arbitrary continuous function. Now, we define the associated function
gf : (X × ω) → (Y × ω) by gf (x, n) = (f(x), n). Note that by Comment 1.2, we have that
gf is continuous.




where B ∈ Γ  Y × ω
and ~A = 〈Aγ | γ ∈ ω2〉 witnesses that some set is (ω2 −Π11)  Y .
In order to show that (Γ)∗ is closed under continuous substitution, we need to show that
f−1′′A ∈ (Γ)∗  X .
First, let:
~E = 〈f−1′′Aγ | γ ∈ ω2〉,
and let:
C = g−1′′f B.
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Now, let x ∈ X be arbitrary. Then:
x ∈ f−1′′A iff f(x) ∈ A








iff x ∈ Dk
(





















Notice, that as each Aγ ∈ Π11  Y , as f is continuous, and Π11 is closed under continuous
substitution, we have that each f−1′′Aγ ∈ Π11  X . Thus, we have that ~E witnesses that
some set is ω2 −Π11. Also, as B ∈ Γ  Y × ω and gf is continuous, and as Γ is closed under
continuous substitution, we have that g−1′′f B = C ∈ Γ  X × ω.




∈ (Γ)∗  X . Hence, we have that f−1′′A ∈
(Γ)∗  X . Thus, as Γ was an arbitrary point-class closed under continuous substitution, as
A ∈ (Γ)∗  Y was arbitrary, and as f was an arbitrary continuous function, we have that
for any point-class Γ that is closed under continuous substitution, (Γ)∗ is also closed under
continuous substitution.
In the proof of Lemma 4.1, we actually didn’t quite need Γ to be closed under continu-
ous substitution. What we actually needed was for Γ to be such that for every continuous
function f : X → Y , we have that the associated function gf : X × ω → Y × ω, defined by
73
gf ((x, n)) = (f(x), n), is Γ-preserving.
Note that the calculation given in the proof of Lemma 4.1 also gives us the following:
Corollary 4.1.1. Let X and Y be sets and let f : X → Y be any function. Then define the
function gf : (X × ω) → (Y × ω) to be the function associated with f given by gf (x, n) =
(f(x), n) for all (x, n) ∈ X × ω. Also, let 〈Aγ | γ ∈ ω2〉 be a sequence of subsets of Y , i.e.,










)∗ (〈f−1′′Aγ | γ ∈ ω2〉) .
4
Recall that in Lemma 4.1, we had that both (X , τ) and (Y , σ) were topological spaces,
that B ∈ Γ  Y × ω, that 〈Aγ | γ ∈ ω2〉 was a sequence of Π11  Y sets and that f : X → Y
was an arbitrary continuous function. From Corollary 4.1.1, we see that in order for (Γ)∗ to
be closed under continuous substitution, we will only need g−1′′f B ∈ Γ  X × ω: As Π11 is
closed under continuous substitution by Theorem 2.7 on page 52, we immediately have that
f−1′′Aγ ∈ Π11  X for each γ ∈ ω2. As noted above, this tells us that we need only have that
Γ be such that for every continuous f , the associated function gf is Γ-preserving.
The above necessary property provides the motivation for our next definition.
Definition 4.5 (Closure Under First Coordinate Continuous Substitution). Let Γ be a
point-class. We say that Γ is closed under first coordinate continuous substitution if we have
the following:
Whenever X , Y , and Z are topological spaces, and f : X → Y is a continuous func-
tion, we have that the function gf : X × Z → Y × Z defined by gf (x, z) = (f(x), z) is
Γ-preserving. 4
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To help distinguish between a point-class Γ being closed under continuous substitution
and being closed under first coordinate continuous substitution, we may write that Γ is fully
closed under continuous substitution to indicate that Γ is closed under continuous substitu-
tion.
Along with the above Definition 4.5, the proof of Lemma 4.1 shows the following gener-
alization:
Proposition 4.1.1. Suppose that Γ is a point-class that is closed under first coordinate
continuous substitution. Then, the point-class (Γ)∗ is (fully) closed under continuous substi-
tution. 4
Example 4.1. There exist point-classes Γ that are closed under first coordinate continuous
substitution but are not (fully) closed under continuous substitution.
Proof. We will define a point-class Γ of a product space which is not closed under continuous
substitution, but is closed under first coordinate continuous substitution.
Consider the point-class Γ defined for a product space X × Y where X and Y are topo-
logical spaces by:
A ∈ Γ  (X × Y) iff
(
∃O ∈ Σ01  X
)
(∃ŷ ∈ Y) (A = O × {ŷ}) .
In other words, we have defined Γ so that each set A ∈ Γ  (X × Y) is such that the pro-
jection of A giving the collection of first coordinates of A is open in X and such that the
second coordinate of each value in A is fixed.
We claim that Γ is not closed under continuous substitution but is closed under first co-
ordinate continuous substitution.
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We defined the point-class Γ for the space X × Y where X and Y were any topological
spaces. We will examine an example in the specific case where X = N and Y = ω.
Let h : (N × ω)→ (N × ω) be the function defined by h ((x, y)) = (x, 0). By Comment 1.3
on page 25, we have that h is continuous.
We now will show that Γ is not closed under continuous substitution. Consider the set
A = N × {0}. Note that A ∈ Γ  (N × ω). Let (x, y) ∈ (N × ω) be arbitrary. Note
that h((x, y)) = (x, 0) ∈ N × {0} = A. Thus, we have that h−1′′A = (N × ω). Clearly,
N × ω 6∈ Γ  (N × ω). Hence, Γ is not closed under continuous substitution.
We now will show that Γ is, however, closed under first coordinate continuous substitution.
Let X , Y and Z be topological spaces, and let f : X → Y be an arbitrary continuous func-
tion. Let A ∈ Γ  (Y×Z) be arbitrary. Define gf : X ×Z → Y×Z by gf ((a, b)) = (f(a), b).
We claim that g−1′′f A ∈ Γ  (X × Z).
As A ∈ Γ  (Y × Z), we have that there exist some OA ∈ Σ01  Y and some zA ∈ Z
such that A = OA × {zA}. As f is continuous, we have that f−1′′OA ∈ Σ01  X . Hence, we
have that (f−1′′OA) × {zA} ∈ Γ  (X × Z). We will show that g−1′′f A = (f−1′′OA) × {zA}.
Let (y, z) ∈ X × Z be arbitrary. Now:
(y, z) ∈ g−1′′f A iff g((y, z)) ∈ A
iff (f(y), z) ∈ A
iff (f(y), z) ∈ OA × {zA}
iff f(y) ∈ OA ∧ z ∈ {zA}
iff y ∈ f−1′′OA ∧ z ∈ {zA}






As (y, z) ∈ X × Z was arbitrary, we have that g−1′′f A = (f−1′′OA)× {zA}.
Thus, g−1′′f A = (f
−1′′OA) × {zA} ∈ Γ  (X × Z). Therefore, we have that Γ is closed
under first coordinate continuous substitution.
Lemma 4.2. If Γ is a point-class that is (fully) closed under continuous substitution, then
Γ is closed under first coordinate continuous substitution.
Proof. Suppose Γ is a point-class that is fully closed under continuous substitution. Let X ,
Y and Z be topological spaces. Let f : X → Y be an arbitrary continuous function. Define
the associated function gf : X × Z → Y ×Z by gf ((x, z)) = (f(x), z). By Comment 1.2 on
page 23, we have that gf is continuous.
Now, let A ∈ Γ  (Y × Z) be arbitrary. As gf is continuous, and as Γ is closed under
continuous substitution, we have that g−1′′f A ∈ Γ  (X × Z). Hence, as f : X → Y was
an arbitrary continuous function, we have that Γ is closed under first coordinate continuous
substitution as claimed.
Notice that we have proven that if Γ is closed under continuous substitution, then Γ is
closed under first coordinate continuous substitution. The converse, however, may not hold,
as we saw in Example 4.1.
77
4.2 (κ ∗ Γ) Point-Classes
In Section 4.1 we defined the point-classes of the form (Γ)∗ using point-classes Γ on certain
product spaces. This allows us to create, for example, the point-class (Π11)
∗.
In this section, we define a new category of point-classes that are defined on certain product
spaces rather than on general topological spaces. These ‘new’ point-classes are not intended
to be stand-alone point-classes, rather, they will be used to form additional point-classes of
the form (Γ)∗.
Definition 4.6. Let X be a set, let κ and δ be non-zero ordinals, and let ~B = 〈Bγ | γ ∈ κ〉
be a sequence of subsets of X × δ, i.e., for each γ ∈ κ, Bγ ⊆ X × δ. We define the set(
~B
)





iff ∃γ ∈ κ ((γ, n) is <lex-least such that Bγ(x, n)) .
4




, defined in Definition 4.6, will always be
functions. While this observation may be obvious, we will provide a proof of this comment.
Proof. Let κ and δ be any ordinals and let Γ be a point-class defined for product spaces
consisting of the Cartesian product of a topological space and an ordinal endowed with the




and where ~B = 〈Bγ | γ ∈ κ〉 is
such that for each γ ∈ κ, we have Bγ ∈ Γ  (X × δ).
Now, suppose that (x, a) ∈ A and that (x, b) ∈ A. In order to show that A is a func-
tion, we need to show that a = b.
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= (〈Bγ | γ ∈ κ〉). Hence, we have:
(∃γc ∈ κ) ((γc, c) is <lex-least such that Bγc(x, c)) .
Thus, we have that:
(∃γc ∈ κ) [Bγc(x, c) ∧ (∀n ∈ c) (¬Bγc(x, n)) ∧ (∀ξ ∈ γc) (∀n ∈ δ) (¬Bξ(x, n))] .
Now, we have that there exist γa and γb satisfying the above statement. Note that Bγa(x, a)
and Bγb(x, b). We claim that γa = γb.
Towards a contradiction, suppose γa 6= γb. Then, we either have that γa ∈ γb or that γb ∈ γa.
WLOG, suppose γa ∈ γb. By our choice of γb, we have that (∀ξ ∈ γb)(∀n ∈ δ)(¬Bξ(x, n)).
Note that γa ∈ γb and a ∈ δ, so that this tells us that ¬Bγa(x, a). This contradicts the fact
that Bγa(x, a). Therefore, we have that γa = γb.
Now, towards a contradiction, suppose that a 6= b. Then, we either have that a ∈ b or
that b ∈ a. WLOG, suppose a ∈ b. By our choice of γb, we have that (∀n ∈ b)(¬Bγb(x, n)).
As a ∈ b, this implies that ¬Bγb(x, a). As γa = γb, we have that ¬Bγa(x, a). Again, this is a
contradiction of the fact that Bγa(x, a). Therefore, we have that a = b.









is a function, as
claimed.




. The concept behind Definition 4.6 is to
create a single set ‘B’ from a sequence of sets ‘ ~B’ in which each set in this sequence is a
subset of some X × ω, rather than just beginning with one set. The use of ω here rather
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than an arbitrary ordinal δ corresponds to how we cut the sequence ~A of length ω2.
In this dissertation, we usually will examine the cases where for each γ ∈ κ, Bγ ∈ Γ  (X ×δ)
for some point-class Γ. In other words, each Bγ will be of the same complexity; however
there will be further refinements that can be made where the Bγ are not all of the same level
of complexity. We will see this in Chapter 5.
There are a couple notational notes that are worth mentioning. In Definition 4.6, please






In some cases, rather than use a ‘vector’ notation for a sequence inside the parenthetical




= (〈Bγ | γ ∈ κ〉) .
Furthermore, for sequences of finite length, we may just list out the sets in the sequence
suppressing the angle brackets that would indicate that we have a sequence. For example,
we could write (B0, B1, B2) in place of (〈B0, B1, B2〉).
In the case where we have a sequence with length one, ~B = 〈B〉 where B ⊆ X × δ, this
means that:
(〈B〉) = (B) .
In addition, if B is a total function with domain X , then we also have that:
B = (〈B〉) = (B) .
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Generally, we often have the case where B is not a function, let alone total. In these cases,
we have that:
B 6= (〈B〉) = (B) .
It is routine to show that while B 6= (B), we have that nB = (B) so that for each x ∈ X ,
nB(x) = n(B)(x), where nB : X → δ is defined by:
nB(x) =
 µξ ∈ δ(B(x, ξ)) if (∃ξ)(B(x, ξ)),0 otherwise.
This above definition of nB is a generalization of the nB given in Definition 4.1 so that the
codomain can be ordinals larger than ω.




















This notation could extend to additional sequences and sets. For example:
(




~A_ ~B_〈C,D〉_ ~E_〈F 〉
)
.
Definition 4.7. Let X be a set and let δ and κ be ordinals greater than 0. We say that
A ∈ (κ ∗ Γ)  (X × δ) if there is some sequence ~B = 〈Bγ | γ ∈ κ〉 such that for each γ ∈ κ,




. In this case, we say that ~B witnesses that
A ∈ (κ ∗ Γ)  (X × δ). 4
Notice that the point-classes (κ ∗ Γ) are point-classes consisting of functions.
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We usually will be considering the cases where X = N , κ ∈ ω1, δ = ω and Γ = Π11.
We will show that if an appropriate point-class Γ is closed under first coordinate contin-
uous substitution, then for any non-zero ordinal κ, we will have that (κ ∗ Γ) also will be
closed under first coordinate substitution. In order to show this, we will need the following
comment.
Comment 4.3. Let X and Y be two spaces, let δ and κ be non-zero ordinals, and let
f : X → Y be an arbitrary function. Define the associated function gf : X × δ → Y × δ by
gf ((a, b)) = (f(a), b). Also, let ~B = 〈Bγ | γ ∈ κ〉 be a sequence of κ-many subsets of Y × δ.







〈g−1′′f Bγ | γ ∈ κ〉
)
.
Proof. Let X and Y be two spaces, let δ and κ be non-zero ordinals, and let f : X → Y
be an arbitrary function. Define gf : X × δ → Y × δ by gf ((a, b)) = (f(a), b). Also, let
~B = 〈Bγ | γ ∈ κ〉 be a sequence of κ-many subsets of Y × δ.
Let (a, b) ∈ X × δ be arbitrary. Now:












iff (f(a), b) ∈ (〈Bγ | γ ∈ κ〉)
iff (∃γ ∈ κ) ((γ, b) is <lex-least such that Bγ (f(a), b))
iff (∃γ ∈ κ) ((γ, b) is <lex-least such that (f(a), b) ∈ Bγ)
iff (∃γ ∈ κ) ((γ, b) is <lex-least such that gf ((a, b)) ∈ Bγ)
iff (∃γ ∈ κ)
(
(γ, b) is <lex-least such that (a, b) ∈ g−1′′f Bγ
)
iff (∃γ ∈ κ)
(







iff (a, b) ∈
(
〈g−1′′f Bγ | γ ∈ κ〉
)
.











Lemma 4.3. Let κ > 0 be an ordinal. Let Γ be a point-class that is defined for the Cartesian
Product of a topological space and an ordinal endowed with the ordinal topology. If Γ is a
point-class that is closed under first coordinate continuous substitution, then (κ ∗ Γ) will be
closed under first coordinate continuous substitution as well.
Proof. Let X and Y be two topological spaces. Suppose Γ is a point-class that is defined
for the Cartesian Product of a topological space and an ordinal endowed with the ordinal
topology. Furthermore, suppose that Γ is closed under first coordinate continuous substi-
tution. Let κ > 0 and δ > 0 be ordinals, and let A ∈ (κ ∗ Γ)  (Y × δ) be arbitrary and




and for each γ ∈ κ, we have
Bγ ∈ Γ  (Y × δ). Now, let f : X → Y be an arbitrary continuous function, and define
gf : X × δ → Y × δ by gf ((a, b)) = (f(a), b). We need to show that g−1′′f A ∈ Γ  (X × δ).
Let (a, b) ∈ X × δ be arbitrary. Now, by Comment 4.3, we have the following:






iff (a, b) ∈
(
〈g−1′′f Bγ | γ ∈ κ〉
)
.
Hence, as (a, b) ∈ X × δ was arbitrary, we have that g−1′′f A =
(
〈g−1′′f Bγ | γ ∈ κ〉
)
.
Now, notice that as Γ is closed under first coordinate continuous substitution and since
for each γ ∈ κ, Bγ ∈ Γ  (Y × δ), we have that g−1′′f Bγ ∈ Γ  (X × δ) for each γ ∈ κ.
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Hence, we have that g−1′′f A =
(
〈g−1′′f Bγ | γ ∈ κ〉
)
∈ (κ ∗ Γ). As A ∈ (κ ∗ Γ)  (Y × δ)
was arbitrary, we have that (κ ∗ Γ) is closed under first coordinate continuous substitution
as claimed.
Note that if κ > 0 is an ordinal and if Γ is (fully) closed under continuous substitution,
then Lemma 4.3 tells us that (κ∗Γ) is closed under first coordinate continuous substitution.
In this case, Lemma 4.3 does not imply that (κ ∗Γ) is closed under continuous substitution.
Example 4.2. Let κ > 0 be an ordinal. There exist point-classes Γ that are defined on the
Cartesian Product of a topological space and an ordinal endowed with the ordinal topology
such that Γ is (fully) closed under continuous substitution, while (κ ∗Γ) is not closed under
continuous substitution.
The main idea behind the example that we will give is that the inverse image of a set of
function under a continuous functions may not be a set of functions. In particular, the inverse
image of a set of functions under a constant function will often not be a set of functions. As
constant functions are continuous, by Example 1.4, this will yield that if Γ is a point-class
consisting of functions, then Γ will not be closed under continuous substitution.
Proof. We will provide an example that will show that even if Γ is (fully) closed under
continuous substitution, (κ ∗ Γ) may not be (fully) closed under continuous substitution
(although it will be closed under first coordinate continuous substitution by Lemma 4.3).
Before providing such an example, recall that by Comment 4.2, we have that for any ordinal
κ and any (appropriate) point-class Γ, any set in (κ ∗ Γ) must be a function.
We now will give an example to demonstrate that even in the case where Γ is fully closed
under continuous substitution, (κ ∗ Γ) may not be fully closed under continuous substitution.
Let Γ = Σ01. Notice that Σ
0
1 is fully closed under continuous substitution by definition.
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Let κ > 0 be any (nonzero) ordinal. Note that N × ω ∈ Σ01  (N × ω). For each γ ∈ κ, let
Bγ = N × ω. Let A = (〈Bγ | γ ∈ κ). Note that A ∈ (κ ∗Σ01)  (N × ω).




where ~0 is the
ω-sequence consisting entirely of 0’s, i.e., y = ~0 iff y ∈ N and (∀i ∈ ω)(y(i) = 0). Note that





∈ B0 = N × ω. As 0 is the least ordinal, (0, 0) is the <lex-least












∈ A, we have that g−1′′A = N × ω. Note that N × ω is not a function, so
that g−1′′A = N × ω 6∈ (κ ∗Σ01)  (N × ω). Therefore, we have our counterexample showing
that we can have a point-class Γ that is fully closed under continuous substitution, where
(κ ∗ Γ) is not fully closed under continuous substitution.
Note that Example 4.2 implies that (κ ∗ Γ) will in general not be (fully) closed under
continuous substitution even with ‘nice’ point-classes Γ.
We now will show that the classes (κ ∗ Γ) are ‘increasing’ point-classes as κ increases.
Lemma 4.4. Let γ and κ be ordinals such that 0 < γ ≤ κ. Also, let Γ be a point-class that
is defined for the Cartesian Product of a topological space X and an ordinal δ endowed with
the ordinal topology. Then, we have that (γ ∗ Γ) ⊆ (κ ∗ Γ).
Proof. Let γ and κ be ordinals such that 0 < γ ≤ κ. Also, let Γ be a point-class that is
defined for the Cartesian Product of a topological space X and an ordinal δ endowed with
the ordinal topology. Let A ∈ (γ ∗ Γ) be arbitrary, and let ~B = 〈Bα | α ∈ γ〉 be a witness to
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this. Now, define the sequence ~C = 〈Cα | α ∈ κ〉 as follows. For each α ∈ κ:
Cα =
 Bα if α ∈ γB0 otherwise.








∈ (κ ∗ Γ). Hence, as A was arbitrary in
(γ ∗ Γ), we have that (γ ∗ Γ) ⊆ (κ ∗ Γ).
In the definition of ~C in the above lemma, we could have equivalently set Cα = ∅ for
α ∈ [γ, κ). In some ways, this is a simpler definition; however, this requires that ∅ ∈ Γ in




∈ (κ ∗ Γ). In most cases, we will have that ∅ ∈ Γ so that no
issue will arise.
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4.3 (κ ∗ Γ)∗ Point-Classes
Suppose that Γ is a point-class that is defined for the Cartesian product of a topological
space X and ω endowed with its standard discrete topology. We have constructed point-
classes of the form (κ ∗ Γ) so we can build point-classes of the form (κ ∗ Γ)∗ using Definition
4.4.
Note that as long as Γ is closed under first coordinate continuous substitution, by Lemma
4.3 and Proposition 4.1.1, we have that (κ ∗ Γ)∗ will be (fully) closed under continuous sub-
stitution.
As previously mentioned, we usually will be considering the case where Γ is Π11, which
is (fully) closed under continuous substitution so that (κ ∗Π11)
∗
will be (fully) closed under
continuous substitution for any ordinal κ > 0.
Let X be a topological space, and let B ⊆ X × ω. As noted previously, we have that
nB = n(B), which implies that:
(Γ)∗ = (1 ∗ Γ)∗ .
Notice that whenever γ and κ are ordinals such that 0 < γ ≤ κ, we have that (γ ∗ Γ)∗ ⊆
(κ ∗ Γ)∗. This is a direct result of Lemma 4.4.
In Claim 4.3, we will show that if Γ is a point-class in either the Borel Hierarchy or the
Projective Hierarchy, then we will have that Γ ⊆ (Γ)∗. In order to prove this, we will need
the following claim.
Claim 4.2. Let X be a topological space, and let f : (X ×ω)→ X be the projection function
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defined by (x, n) 7→ x. We claim that f is continuous.
Proof. Let X be a topological space, and let f : (X × ω) → X be the projection function
defined by (x, n) 7→ x.
Let O ∈ Σ01  X . In order to show that f is continuous, it is sufficient to show that
f−1′′O ∈ Σ01  (X × ω).
Notice that:
f−1′′O = {(x, n) ∈ X × ω | f((x, n)) ∈ O} = {(x, n) ∈ X × ω | x ∈ O} = O × ω.
As O ∈ Σ01  X and ω ∈ Σ01  ω, we have that f−1′′O = O × ω ∈ Σ01  (X × ω) (in
the standard product topology). Hence, as O ∈ Σ01  X was arbitrary, we have that the
projection function f is continuous.
Claim 4.3. Suppose Γ is a point-class in either the Borel Hierarchy or the Projective Hi-














such that α > 0 is any nonzero ordinal, and
β ∈ ω \ {0} is any non-zero finite ordinal. We claim that Γ ⊆ (Γ)∗.
Proof. Let Γ be a point-class of either the Borel Hierarchy or the Hierarchy. To show that
Γ ⊆ (Γ)∗, we will let A be an arbitrary set in Γ and then will define a set B such that
B(x, 1) holds iff x ∈ A and B(x, 0) holds iff x 6∈ A. The idea here is to define B in such a
way so that nB is the characteristic function of A. We then will give a sequence ~A that wit-




so A is in (Γ)∗.
Let X be a topological space and let A ∈ Γ  X be arbitrary.
Now, let f : (X × ω) → X be the projection function defined by (x, n) 7→ x. By Claim
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4.2, we have that f is continuous.
Now, let B = A × {1}. We claim that B ∈ Γ  (X × ω). We will show this by show-
ing that B is equal to an intersection of a ∆01 set and f
−1′′A, which we will show is a Γ set.
First, note that as Γ is in the Borel or Projective hierarchy, we have that Γ is closed under
continuous substitution by Theorems 2.4 and 2.7, on pages 49 and 52 respectively, and as f
is continuous and A ∈ Γ  X , we have that f−1′′A ∈ Γ  (X × ω).
Now, we claim that X × {1} ∈∆01  (X × ω). By the definition of a topology, we have that
X ∈ ∆01  X . Also, as ω is endowed with the discrete topology, we have that {1} ∈ ∆01  ω.
Hence, we have that in the product topology, X × {1} ∈ Σ01  (X × ω).
Now, for any (x, n) ∈ X × ω, we have:
(x, n) 6∈ X × {1} iff ¬ ((x, n) ∈ X × {1})
iff ¬ (x ∈ X ∧ n = 1)
iff x 6∈ X ∨ n 6= 1
iff n 6= 1
iff (x, n) ∈ X × (ω \ {1}) .
Hence, we have that the complement of X × {1} is X × (ω \ {1}). Again, we have that
X ∈∆01  X , and as the discrete topology is endowed on ω, we have that ω \ {1} ∈∆01  ω,
so that X × (ω \ {1}) ∈ Σ01  (X × ω). Thus, we have that X × {1} ∈ ∆01  (X × ω) as
claimed.
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As f−1′′A ∈ Γ  (X × ω) and as X × {1} ∈∆01  (X × ω), we have that:
(X × {1}) ∩ f−1′′A ∈ Γ  (X × ω) .
Note that if D ∈ Γ  X and E ∈ ∆01  X , we have that D ∩ E ∈ Γ  X . This is due to the
fact that for any topological space, ∆01 is contained in each level of the Borel and Projective
hierarchies, so that ∆01  X ⊆ Γ  X , and each level of the Borel and Projective hierarchies
is closed under finitely many intersections.
Note that f−1′′A = A × ω, so that (X × {1}) ∩ f−1′′A = A × {1} = B. Thus, we have
that B ∈ Γ  (X × ω) as claimed.
Now, we define the sequence ~A = 〈Aα | α ∈ ω2〉 as follows. For each α ∈ ω2:
Aα =
 X if α = 0,∅ otherwise.
Note that for each α ∈ ω2, we have that Aα ∈∆01  X ⊆ Π11  X . Hence, as B ∈ Γ  (X ×ω)




∈ (Γ)∗  X .
Notice that for any x ∈ X , we have that if x ∈ A, then (x, 1) ∈ B = A × {1}. Also,
note that (x, 0) 6∈ B = A×{1} (as 1 6= 0). Hence, we have that for x ∈ A, nB(x) = 1. Now,
if x 6∈ A, then note that for any n ∈ ω, ¬B(x, n), so that nB(x) = 0. Thus, we have that:
nB(x) =
 1 if x ∈ A,0 if x 6∈ A.








= X . Hence,
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if x ∈ A, we have:









However, if x 6∈ A, then we have:













iff x ∈ A.









iff x ∈ A.




. Hence, A ∈ (Γ)∗  X . As A ∈ Γ  X was arbitrary, we
have that Γ  X ⊆ (Γ)∗  X as claimed.
While the above claim was specifically for point-classes Γ in the Borel and Projective
Hierarchies, what we actually needed/used was that Γ is a point-class that is closed un-





Introduction to Chapter 5:
In Chapter 5, we will review some previously know results concerning the point-classes
that were defined in Chapter 4. In this chapter, we will begin to focus our attention to the
point-classes defined in Baire Space, N = ωω.
In Section 5.1, we will mention some results concerning the point-classes that we have defined
in Chapter 4 specifically for the space N .
In Section 5.2 we will define some additional point-classes introduced by DuBose that further
stratify certain regions of the Borel and Projective Hierarchies.
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5.1 Some Previously Known Results
In this section, we will begin exploring point-classes of N , including the DuBose ‘Star’ point-
classes. The DuBose ‘Star’ point-classes are the point-classes that have the form (Γ)∗ where
Γ is a point-class defined for the specific Cartesian Product N × ω. As these restrictions
will be assumed, we may suppress them for legibility. In the case we mention point-classes
in arbitrary spaces or in other spaces, we will include the restriction for clarification.
Concerning the difference hierarchy on Π11 sets, we know that:
⋃
β∈ω2





The point-classes developed in Chapter 4 reveal additional structure and stratification in the







= (1 ∗Π11)∗ ⊆ (2 ∗Π11)∗ ⊆ . . . ⊆ (κ ∗Π11)∗ for κ ∈ ω1.





)∗ ⊆ ∆ (ω2 −Π11) ⊆ ω2 −Π11 = (Σ11)∗ ⊆ B(Π11) ⊆∆12.
It is, in fact, possible to further stratify this hierarchy into an even finer structure. For ex-
ample, for any ordinal κ ∈ ω1, there are a great many point-classes between the point-classes
(κ ∗Π11)∗ and ((κ + 1) ∗Π11)∗ and between
⋃
β∈ω2
β −Π11 and (Π11)∗. We will introduce some
of these point-classes in the next section.
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and ∆ (ω2 −Π11) are not equal, then there is
a set X in ∆(ω2−Π11)\
⋃
κ∈ω1




This point-class would clearly between the two point-classes; however, this would not be a
point-class of any particular interest.







and ∆ (ω2 −Π11). While we do not answer this
question, it does motivate our interest in the point-classes defined in the next few chapters.
A summary of the hierarchy of the point-classes that we have thus far constructed between
Π11 and ∆ (ω
2 −Π11), along with a couple additional point-classes above ∆ (ω2 −Π11) is given
in Figure 5.1. In addition, some equivalent point-classes which will be defined in Chapter
8 using tail-measurable functions are included. The particular point-classes that will be de-









































Figure 5.1: The Picture and Main Question
∆12
...
ω2 −Π11 = (Σ11)
∗





) ∣∣∣∣∣ B ∈ Σ11 ∧ (∀x ∈ ωω) (∃n) (B(x, n))∧~A witnesses some set is ω2 −Π11
}
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5.2 Additional Point-Classes and Further Refinement
of the Structure of the Difference Hierarchy
Recall that sets of the form B∗( ~A), where B ⊆ N × ω and ~A witnesses that some set is
ω2 − Π11, are formed by letting B tell us where to ‘cut’ the sequence ~A for each x when
determining if some x ∈ N is in the difference kernel. If B doesn’t tell us anything about
some x, the x will not be in B∗( ~A) by default, i.e., if B(x, n) doesn’t hold for any n ∈ ω, we
have that x 6∈ B∗( ~A). One way to extend the definition of the B∗( ~A) sets is to have another
set D ⊆ N decide whether or not to include such elements x. This gives the motivation for
the following definition.
Definition 5.1 (B∗( ~A,D)). Let X be some set, and let B ⊆ X × ω. Let ~A = 〈Aδ | δ ∈ ω2〉
witness that some set is (ω2 −Π11)  X , i.e., for each δ ∈ ω2, we have that Aδ ∈ Π11  X .
Also, let D ⊆ X . We now define the set B∗( ~A,D):
B∗( ~A,D) = B∗( ~A) ∪ {x ∈ D | (∀n ∈ ω)(¬B(x, n))} .
4
As we previously defined the point-classes of the form (Γ)∗ by restricting the sets B to
certain point-classes, we can use Definition 5.1 to define additional point-classes in which
we impose restrictions on the point-classes of the sets B as well as D. In particular, in the
following definition, we will require D ∈
⋃
β∈ω2
(β −Π11)  X .
Definition 5.2 ((Γ)∗+  X ). Suppose that for some set X the point-class Γ  X×ω is defined.
We say that A ∈ (Γ)∗+  X iff there exists some B ∈ Γ  X × ω and some ~A = 〈Aδ | δ ∈ ω2〉
which witness that some set is (ω2 −Π11)  X , i.e., for each δ ∈ ω2, we have that Aδ ∈ Π11  X
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and some D ∈
⋃
β∈ω2
(β −Π11)  X such that A = B∗( ~A,D). 4
An interesting fact concerning these point-classes is that it can be shown that while




DuBose defined the (Γ)∗+ point-classes and showed for that for various point-classes Γ, the
light face versions of these classes are equivalent to indiscernibles existing for certain inner
models of sharp functions (see [5–13]). As was the case with the definition of (Γ)∗, some
words of caution are in order concerning the notation in Definition 5.2. As noted previously,
Martin in his book [31] uses the notation (Γ)∗∗+ for these bold face point-classes to avoid the
confusion arising from the difference between the light face and bold face point-classes.
As noted, Definition 5.2 can be further generalized. We could define a point-class (Γ)∗Ξ  X
which would be defined in much the same way as in Definition 5.2, with the restriction that
the set D belongs to the point-class Ξ  X .
It is well known that for any ordinal κ, we have the following:
(
κ ∗Π11
)∗ ⊆ (κ ∗Π11)∗+ ⊆ ((κ+ 1) ∗Π11)∗ .
We now discuss a manner in which we can define point-classes that will further stratify the
hierarchy of point-classes between the point-classes (κ ∗Π11)∗ and ((κ+ 1) ∗Π11)∗. Towards
this end, we will generalize the point-classes (κ ∗Π11) of X × ω. The idea here is to extend
the sequence ~B of length κ with the restriction that the added extension will consist only of
sets Bα of lower complexities, specifically of complexities falling in the Borel hierarchy.
Definition 5.3 ((f(Π), g(Σ), ~α)  (X × ω) sets). Let X be a topological space, let m ∈ ω,
and suppose that ~α = 〈αn | n ≤ m〉 is an increasing sequence of ordinals less than ω1 but
greater than 0, i.e., for each n ≤ m, αn ∈ ω1 \ {0} and for all j < k ≤ m, αj < αk.
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Let f : (ω1 + 1) → ω1 and g : ω1 → ω1 be functions. We now will define the point-class
(f(Π), g(Σ), ~α)  (X × ω), which we may also denote by:
(
f(ω1)∗Π11, f(αm)∗Π0αm , g(αm)∗Σ
0
αm , . . . , f(α1)∗Π
0
α1






Let ~B = 〈Bξ | ξ ∈ δ〉 be a sequence of length:
δ = f(ω1) + f(αm) + g(αm) + . . .+ f(α1) + g(α1) + f(α0) + g(α0),
where for each ξ ∈ δ and each k ≤ m, we have that Bξ is such that:
Bξ ∈

Π11  (X × ω) if ξ < f(ω1)
Π0αm  (X × ω) if f(ω1) ≤ ξ < f(ω1) + f(αm)
Σ0αm  (X × ω) if f(ω1) + f(αm) ≤ ξ < f(ω1) + f(αm) + g(αm)
...
Π0αk  (X × ω) if f(ω1) +
k+1∑
n=m
(f(αn) + g(αn)) ≤ ξ, and













+ f(αk) ≤ ξ, and









In the case where either f(ω1) = 0, f(αn) = 0 or g(αn) = 0, the corresponding term
0 ∗Π11, 0 ∗Π0αn , or 0 ∗Σ
0
αn , may be suppressed in order to simplify notation. In addition, if
f(ω1) = 1, f(αn) = 1 or g(αn) = 1, the corresponding ‘1∗’ may be suppressed, e.g., we may
write Σ0ω in place of 1 ∗Σ0ω 4




 κ for α = ω1,0 otherwise.
and if g : ω1 → ω1 is defined by g(α) = 0 for all α ∈ ω1, then we have that for any sequence
~α, as described in Definition 5.3, that (f(Π), g(Σ), ~α)  (X ×ω) is equal to (κ∗Π11)  (X ×ω).
In the event that κ = 0, then we have that (f(Π), g(Σ), ~α) = (0 ∗Π11) = ∅.
In general, for the space N × ω, it is known that if f(ω1) = κ, we have the following:





This immediately implies that if f(ω1) = κ, we have that:
(κ ∗Π11)∗ ⊆ (f(Π), g(Σ), ~α)





One may notice that in Definition 5.3, as the sequence ~α is strictly increasing, the extension
of the Borel sets consists of pairs of sequences of sets in Π0m and Σ
0
m (with m ∈ ω1) such
that the the later point-classes are of lower complexity. We could have altered Definition
5.3 so that the sequence ~α need not be increasing. However, as it turns out, this alteration
doesn’t produce any additional point-classes, and only serves to complicate the presentation.







can be used to further simplify the point-classes (f(Π), g(Σ), ~α)∗ as well as (f(Π), g(Σ), ~α)∗+
(See [8]). In fact, by using this fact, it can be shown that each point class (f(Π), g(Σ), ~α)∗ and









where f̂(ω1) = f(ω1) and f̂(α) = 0 for all α ∈ ω1. For example, (3 ∗Σ06, 2 ∗Π05)
∗
can be




We can further describe the rich structure of the hierarchy between (κ ∗ Π11)∗ and ((κ +
1) ∗ Π11)∗. In order to make the description of this hierarchy clearer, we will use the sec-
ondary notation given in Definition 5.3. Furthermore, by the above comment, we will assume
that f(α) = 0 for all α ∈ ω1.
In this notation, given the sequences ~α and ~̂α, and the functions f , f̂ , g, and ĝ as described
in Definition 5.3 with f(α) = f̂(α) = 0 for all α ∈ ω1, we let:
κω1 = f(ω1),
ξn = g(αn) for each n ≤ m,
κ̂ω1 = f̂(ω1), and
ξ̂n = ĝ(α̂n) for each n ≤ m̂.
Now, suppose that we have two point-classes:










Without loss of generality, we may assume that we have that m̂ = m and also that for each
n ≤ m we have α̂n = αn. If this is not the case we can rewrite the point-classes by inserting
‘0 ∗ Σ0β’ where appropriate in such a way so that we do have both m̂ = m and that for
each n ≤ m we have α̂n = αn in the adjusted point-classes. This adjustment boils down
to increasing the lengths of ~α and ~̂α by inserting certain components into the sequences,
and slightly modifying functions f , f̂ , g and ĝ by shifting them by inserting zeros into the
functions. This insertion will not change the point-classes.
If we have that κω1 = κ̂ω1 and that ξµ = ξ̂µ for all (appropriate) values of µ, then the
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point-class Γ and Γ̂ are clearly the same.
If κω1 6= κ̂ω1 . Without loss of generality, suppose that κω1 < κ̂ω1 . Then, we have that
Γ ⊆ Γ̂.
We now suppose that κω1 = κ̂ω1 and that there is some µ for which ξµ 6= ξ̂µ. Let λ be
the largest such value. Note that as both m and m̂ are finite, such a largest value λ does
exist.
As ξλ 6= ξ̂λ, without loss of generality, suppose ξλ < ξ̂λ. In this case, again, we have
that Γ ⊆ Γ̂. For each κ ∈ ω1 \ {0}, there are indeed ω1-many point-classes that further
stratify the hierarchy of point-classes between (κ ∗Π11)∗ and ((κ+ 1) ∗Π11)∗.
In addition, suppose that we have two of these point-classes, namely (f(Π), g(Σ), ~α)∗ and(
f̂(Π), ĝ(Σ), ~̂α
)∗




. Then, we can further strat-
ify the hierarchy as the following holds:





DuBose’s determinacy results involving these classes immediately imply that these inclusions
are strictly increasing for the space N , assuming the determinacy of the classes being com-
pared. If V = L is assumed, it has not been thought about whether these inclusions are strict.
Note that in this dissertation we have defined B∗( ~A) and B∗( ~A,D) only when ~A has length
ω2. Only in Comment 5.1 below are we going to stray from this convention.
Comment 5.1. DuBose further generalizes his classes that appear here to higher up in the
difference hierarchy of co-analytic sets. In [9], he provides the following definitions (using
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Martin’s double star notation):













B ∈ Γ, ~E witnesses that some subset of N is












〈Eα | α < ω2(γ + 1)〉
)
= {x ∈ N | x ∈ Dk
(




B∗( ~E,D) = B∗( ~E) ∪ {x ∈ D | (∀n) (¬B(x, n))} .
DuBose used these classes to study the determinacy of certain inner models M of sharp





Introduction to Part III
In Parts I and II, we looked at well-known point-classes as well as the point-classes de-
veloped by DuBose. In Part III, we will be defining a new manner in which we can build
sets in certain spaces. As we will see, this method can be used to build any set in N , so
we will also define a way to measure the complexity of certain functions, which we will refer
to as tail-measurability. Using tail-measurable functions, we will define a number of new
point-classes, and will then show how some of these fit in to the hierarchy of point-classes
seen in the previous parts.
In Chapter 6, we introduce the new manner in which we will be building sets. Then, in
Chapter 7, we define tail-measurability. By restricting the construction of sets as defined
in Chapter 6 only to certain tail-measurable functions, in Chapter 8, we define some new












. We also show how these





Sets and Jumping Complexities
Introduction to Chapter 6:
In Chapter 6 we will be looking at a new manner in which we will build sets.
In Section 6.1 we define the way we will build these sets.
In Section 6.2 we will show that this way of building sets allows us to create arbitrarily
complex sets. These methods will be used later to define additional point-classes.
In the previous chapters, we defined the point-classes (κ ∗Π11)
∗
based on how to ‘cut’
sequences of sets that witness some other set is ω2 − Π11. For κ ∈ ω1, we have that
(κ ∗Π11)
∗ ⊆ ω2 − Π11. One question that could be asked is if it is possible to define a
way to ‘cut’ an ω2−Π11 sequence so as to produce a set which is not an ω2−Π11 set. In other
words, is there a way to cut an ω2 −Π11 sequence so as to ‘jump’ complexities? The answer
to this question is strongly affirmative in the sense that we can create arbitrarily complex













One observation to be made when looking at the point-class (Π11)
∗
compared to the point-
classes of the form ω ·n−Π11, where n ∈ ω, is that the main idea is to have the ‘bound’ vary
as to how many of the Π11 sets were used for the difference kernel based on the x. If we have






where the function corresponding to B, namely nB, is a constant
function, we have that A is just some ω · n −Π11 set; however, if the nB is not a constant
function, then the bound on the number of sets used in the difference kernel varies based on




We will attempt to use this same trick to produce sets that are more ‘complex’ than any of
the (κ ∗Π11)
∗
sets with κ ∈ ω1.




which will then be used to






. These will be defined in a similar manner to the(
~B
)






sets that we have previously explored, with the change
that instead of a fixed length κ of ~B, we will determine the length of the sequence ~B based
on x.
Definition 6.1. Let F : N → ω1, and let ~B = 〈Bα | α ∈ ω1〉 be a sequence of Π11  (N ×ω)









iff ∃γ ∈ F (x) ((γ, n) is <lex-least such that Bγ(x, n)) .
4
With this definition, and given a sequence ~A that witnesses that some set is ω2−Π11, we
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Note that the above uses the ‘nB’ functions as defined in Definition 4.1 on page 69.
Also, notice that if F is a constant function, i.e., there exists a κ ∈ ω1 such that for all






is a (κ ∗Π11)
∗
set. In addi-
tion, every (κ ∗Π11)
∗






where F is the constant
function equal to κ.
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6.2 ‘Jumping’ Complexities
In this section, we will show that we can build any set, no matter the complexity, using the
constructions that we have previously defined.





witnesses that some set is ω2 −Π11, provided that the set B is ‘complex enough’.
Claim 6.1. Let H ⊆ N .1 Then, there exists a sequence ~A = 〈Aα | α ∈ ω2〉 of Π11  N sets






Proof. Fix some set H ⊆ N . Let A0 = N , and (∀α ∈ ω2 \ {0}) (Aα = ∅). Note that
A0 = N ∈ ∆01 ⊆ Π11 and for each α ∈ ω2 \ {0}, we have that Aα = ∅ ∈ ∆01 ⊆ Π11. Hence,
we have that ~A = 〈Aα | α ∈ ω2〉 witnesses that a set (namely N ) is ω2 −Π11.
Now, define the set B ⊆ N × ω as follows:
B = H × {1}.
Notice that:
nB(x) =
 µn (B(x, n)) , if ∃nB(x, n),0, otherwise. =
 1, x ∈ H,0, x 6∈ H.
1This set H can be of any complexity; there is no restriction.
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iff µα ≤ ω · nB(x) (x 6∈ Aα ∨ α = ω · nB(x)) is odd
iff nB(x) = 1
iff x ∈ H.




. As H ⊆ N was arbitrary, we have that for every H ⊆ N ,
there exists a sequence ~A witnessing that some set is ω2 −Π11 and there exists a set B such









by hiding the complexity of H in







, as defined in Section 6.1, where ~A witnesses that some set is
ω2 −Π11 and ~B is a sequence of Π11 sets. In this case, the ‘complexity’ of the set H will be
hidden in the function F .
Claim 6.2. Let H ⊆ N be arbitrary. Then, there exists a sequence ~A = 〈Aα | α ∈ ω2〉
of Π11  N sets that witnesses that some set is ω2 −Π11, a sequence ~B = 〈Bβ | β ∈ ω1〉 of








Proof. Let H ⊆ N be arbitrary. Let A0 = N , and (∀α ∈ ω2 \ {0}) (Aα = ∅). As both N
and ∅ are clopen and ∆01 ⊆ Π11, we have that ~A = 〈Aα | α ∈ ω2〉 witnesses that some set is
ω2 −Π11.
Now, for every β ∈ ω1, let Bβ = N × {1}. Note that N is open in N , using the stan-
dard topology on Baire space, and {1} is open in ω using the standard discrete topology, so
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that each Bβ is open in the product topology. Hence, we have that ~B = 〈Bβ | β ∈ ω1〉 is a
sequence of open sets. As Σ01 ⊆ Π11, we have that ~B is a sequence of Π11 sets.
Now, define the function F : N → ω1 by:
F (x) =
 0, x 6∈ H,1, x ∈ H.











iff µα ≤ ω · n(F∗ ~B)(x)
(
x 6∈ Aα ∨ α = ω · n(F∗ ~B)(x)
)
is odd
iff n(F∗ ~B)(x) = 1
iff x ∈ H.






= H. As H ⊆ N was arbitrary, we have that for
every H ⊆ N , there exists some ~A that witnesses some set is ω2 − Π11, some sequence








In Claim 6.2, the complexity of the set H was hidden in the function F . In Chapter 7,
we will define a way to measure the complexity of these functions in order to help ‘tame’ the











Introduction to Chapter 7:






. In Claim 6.2, we showed that







some ~A and some ~B, where ~A witnesses that some set is ω2 −Π11  N and ~B is a sequence
of Π11  (N × ω) sets of length ω1. In fact, the ~A and ~B used in the proof of Claim 6.2 were
sequences of ∆01 sets (in the appropriate spaces). This suggests that in order to use this
construction to define point-classes, we will need to define a way to describe the complexity
of the functions F . It also may be of interest to note that by the proof of Claim 6.2, the
function used to produce the set H had image equal to 2, so that even bounding a func-
tion’s codomain strictly below ω1 allows us to create sets that are not ω
2 − Π11, let alone
∆ (ω2 −Π11). Hence, we will need to examine the complexity of the functions more closely.
In Chapter 7, we will define a measure of complexity for functions of the form F : N → ω1
which is a similar to the Γ-measurability discussed in Section 1.5.
In Section 7.1, we define Γ-Tail Measurability as a measure of the function complexity.
In Section 7.2, we define a generalization/refinement of Γ-Tail Measurability, which we will
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call Bounded Γ-Tail Measurability.
In Section 7.3, we will discuss some general notes and properties concerning Γ-Tail Mea-
surabiltiy as well as mentioning some examples.
Another potential possibility would be to examine the complexity of a function as a set
(in the space N × ω1). This route raises the question concerning which topology on ω1
should be used, e.g., the discrete or ordinal topology (or even some other topology). This
approach remains open/unexplored in this dissertation.
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7.1 Γ-tail-measurable Functions
Let F : N → ω1 be a function and let Γ  N be a point-class of Baire space. Unless a
topology on ω1 is chosen, we cannot say that F is Γ-measurable, let alone continuous, as
these concepts are not defined unless ω1 is a topological space. Instead, we will define Γ-Tail
measurability, which does not require a topology on ω1. In addition, unless Γ is a point-class
that is defined for ω1, we cannot say that F is Γ-preserving.
Definition 7.1 (Γ-tail-measurable functions, Γ
←↩
). Let F : N → ω1 be a function, and let
Γ  N be a point-class of Baire space. We say that F is Γ-tail-measurable iff for all α ∈ ω1,
we have that F−1′′(α, ω1) ∈ Γ. We denote that F is Γ-tail-measurable by F ∈ Γ←↩. 4
Note that if the ordinal topology is endowed on ω1, then the difference between a Γ-
tail-measurable function and a Γ measurable function is that we only the inverse images of
specific open sets to be in Γ, versus the inverse image of any open set. By this comment, note
that if a function F : N → ω1 is Γ measurable (using the ordinal topology on ω1 and the
standard topology on N ), then F will be Γ-tail-measurable as well. The converse, however,
may not hold.
Comment 7.1. At times, we may apply Definition 7.1 with no changes to partial functions
as well, i.e., functions for which the domain is a strict subset of N .






sets. In these cases, the







the definition of the construction of the set. We are, however, able to extend F to a total












by mapping all x ∈ N \ Dom (F ) to
0, i.e., F̂ (x) = 0 for all x not in the domain of F . By extending a partial function to a total
function in this manner, i.e., by mapping all values missing from the domain to zero, we
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do not change the sets we were creating and we don’t change the tail-measurability of the
partial function. This is due to the fact that F−1′′{0} doesn’t affect the tail-measurability
using Definition 7.1. 4
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7.2 Bounded Γ-Tail-Measurable Functions
In Section 7.1, we defined Γ-tail-measurability for functions F : N → ω1. We now will define
a generalization of Γ-tail-measurability which can be applied to functions F : N → κ where
κ is any ordinal, rather than only allowing for ω1.
Definition 7.2 (Bounded Γ-Tail-Measurable functions, Γ
←↩κ
). Let κ be an ordinal, and let F
be a function with domain N whose image is a subset of κ. Also, let Γ  N be a point-class
of Baire space. We say that F is Γ-tail-measurable Bounded by κ iff for all α ∈ κ we have
that F−1′′(α, κ) ∈ Γ. We denote that F is Γ-tail-measurable bounded by κ by F ∈ Γ
←↩κ
. 4
We purposefully did not specify the codomain of the function F in Definition 7.2 to be
κ. Without this specification, we may have multiple ordinals α for which F ∈ Γ
←↩α
. As a
function is technically just a set of ordered pairs, we are able to take the inverse image of any
set under a function, even in the case where the set contains elements that are not contained
in the specified codomain of the function. In particular, for any function F , we have that
for any ordinals α and β, F−1′′(α, β) is defined.
Note that by Definitions 7.1 and 7.2, we have that F ∈ Γ
←↩ω1
is the same as F ∈ Γ
←↩
.
In some cases, we may have a function F : N → ω1 such F ∈ Γ←↩ and such that the range of
F is not all of the codomain ω1, but is rather contained in some ordinal κ which is strictly
less than ω1. If this is the case, as the image of F is contained in κ, we have that F ∈ Γ←↩κ.
In other words, we use the notation F ∈ Γ
←↩κ
to indicate that the range of F is contained in
κ and that F is Γ-tail-measurable (bounded by κ).
In the above case, where F ∈ Γ
←↩
and where the image of F is contained in some ordinal
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κ ∈ ω1, we immediately have that ∅ ∈ Γ. This is due to the fact that F−1′′(κ, ω1) ∈ Γ, and
F−1′′(κ, ω1) = ∅. If ∅ 6∈ Γ, then the converse is false and we may have that F ∈ Γ←↩κ for
κ ∈ ω1, while F 6∈ Γ←↩.
While Definition 7.2 can be applied to functions whose codomain is an ordinal larger than
ω1, we will not be considering this usage in this dissertation.
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7.3 Notes and Examples
In this section we will mention some basic properties concerning tail-measurability as well
as going over some basic examples of tail-measurable functions.
Claim 7.1. Suppose that α and β are ordinals such that α < β. Also, suppose that Γ  N






Proof. Suppose that α and β are ordinals such that α < β. Also, suppose that Γ  N is a
point-class of Baire space such that ∅ ∈ Γ  N . Suppose that F ∈ Γ
←↩α
.
Suppose that δ is any ordinal greater than α. As F ∈ Γ
←↩α
, we have that the range of F
is contained in α so that F−1′′ [α, δ) = ∅. Also, if δ and ε are ordinals greater than α such
that δ < ε, then we have that F−1′′(δ, ε) = ∅.













∪∅ = F−1′′(γ, α).
As F ∈ Γ
←↩α
, we have that:
F−1′′(γ, β) = F−1′′(γ, α) ∈ Γ.
Now, suppose that γ ≥ α. In this case, note that F−1′′(γ, β) = ∅. As ∅ ∈ Γ by our
assumption, we have that F−1′′(γ, β) ∈ Γ.
These cases are exhaustive, so that for every γ ∈ β, we have that F−1′′(γ, β) ∈ Γ, so
that F ∈ Γ
←↩β
. Hence, we have shown the claim.
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By Claim 7.1, notice that for every κ ∈ ω1, we have that Γ←↩κ ⊆ Γ←↩κ+1 ⊆ Γ←↩ω1 = Γ←↩ provided
that ∅ ∈ Γ.
One comment that is worth mentioning is that if F : N → κ is total, we have that
F−1′′[0, κ) = N . As noted in Section 7.2, this inverse image does not have an effect on
whether or not F is tail-measurable whereas F−1′′(0, κ) does have an effect on whether or
not F is tail-measurable.
Example 7.1 (Tail-Measurability of Constant Functions). We have that the constant func-
tion Fκ : N → (κ+ 1), defined by Fκ(x) = κ for all x ∈ N is ∆←↩
0
1 κ+1
. We see this as
F−1′′κ (γ, κ+ 1) = N for all γ ∈ κ and as F−1′′κ (κ, κ+ 1) = F−1′′κ ∅ = ∅.
Also note that Fk ∈∆←↩
0
1 λ
for all λ > κ. 4
Example 7.2 (Tail-Measurability of Certain Projection Functions on Baire Space). Let
n ∈ ω, and define Fn(~x) = x(n). Note that as ~x ∈ N , we have that x(n) ∈ ω, so that




Example 7.3. Define the function F : N → ωω as follows:
F (~x)=
 ω
n̂ ·x(n̂)+· · ·+ω2 ·x(2)+ω ·x(1)+x(0), if (∀m∈ω)(m>n̂⇒x(m)=0),
0, otherwise.
Recall that we are using ωω to indicate ordinal exponentiation rather than cardinal expo-
nentiation/the notation indicating a function space.
Notice that F (~x) = 0 exactly when either in the case where ~x doesn’t have a ‘tail’ of
zeros or in the case where ~x = ~0 where ~0 is the sequence consisting of all zeros. In other
words, F (~x) 6= 0 when ~x is of the form ~x_fin~0 where ~xfin ∈ nω for some n ∈ ω, and where
~xfin(m) 6= 0 for some m ∈ n.
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For example, suppose that ~x = ~x_fin~0 where ~xfin = 〈5, 3, 1, 2, 4〉. Then, we have that
~x = 〈5, 3, 1, 2, 4, 0, 0, 0, . . .〉, and that:
F (~x) = ω4 · 4 + ω3 · 2 + ω2 + ω · 3 + 5.








First, notice, from the above comments, we have that:
F−1′′{0} = {~0} ∪ {~x ∈ N | (∀n ∈ ω)(∃m > n)(x(m) 6= 0)}.
It is routine to check that {~0} ∈ Π01  N and that {~x ∈ N | (∀n ∈ ω)(∃m > n)(x(m) 6= 0)}
is equal to a countable intersection of a countable union of Σ01  N sets, and is thus a Π02  N
set. This implies that F−1′′{0} ∈ Π02  N .
Also, it is routine to show that the function F is 1-1 on the set of all ~x ∈ N that have
a tail of zeros, i.e., F is 1-1 on the set:
{~x ∈ N | (∃n ∈ ω)(∀m ∈ ω)(m ≥ n⇒ x(m) = 0)} .
In particular, for α ∈ ωω \ {0}, we have |F−1′′{α}| = 1, i.e., for any ~x, ~y ∈ N , if we have
F (~x) = F (~y) 6= 0, then ~x = ~y. It is then routine to show that for α ∈ ωω \ {0}, we have
that F−1′′{α} ∈ Π01  N .
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Now, as F is a total function, notice that:
F−1′′(0, ωω) = N \ (F−1′′{0}).
From this, we have that F−1′′(0, ωω) ∈ Σ02  N .
As Σ02  N ⊆ (2−Σ02)  N , we also have that F−1′′(0, ωω) ∈ (2−Σ02)  N .
Let α ∈ ωω \ {0} be arbitrary. Now:
F−1′′(α, ωω) = F−1′′(0, ωω) \ F−1′′(0, α]





Notice that F−1′′(α, ωω) is equal to the difference of a Σ02  N set and a countable union of
Π01  N sets, and hence is (2−Σ02)  N . Thus, we have that F ∈ (2−Σ←↩
0
2 ωω) as claimed. 4
Example 7.4 (Tail-Measurability of a Characteristic Function). Let H ∈ Γ  N where
Γ  N is a point-class such that ∅ ∈ Γ  N . Let XH : N → 2 be the characteristic function,
i.e.:
XH(~x) =
 0, if ~x 6∈ H,1, if ~x ∈ H.
Notice that X−1′′H (0, 2) = H ∈ Γ  N and that X
−1′′
H (1, 2) = X
−1′′
H ∅ = ∅ ∈ Γ  N . Thus, we
have that XH ∈ Γ←↩2. 4
Example 7.5 (Tail-Measurability of a Scaled Characteristic Function). Let H ∈ Γ  N
where Γ  N is a point-class such that ∅ ∈ Γ  N . Let δ ∈ ω1 \ {0} and define the δ-scaled
119
characteristic function of H to be ΞH, δ : N → (δ + 1) by:
ΞH, δ(~x) =
 0, if ~x 6∈ H,δ, if ~x ∈ H.
Then, notice that we have the following:
Ξ−1′′H, δ(α, δ + 1) = H ∈ Γ  N for any α ∈ δ, and also that
Ξ−1′′H, δ(δ, δ + 1) = Ξ
−1′′
H, δ∅ = ∅ ∈ Γ  N .
Hence, we have that ΞH, δ ∈ Γ←↩δ+1. 4
It is worth noting that all of our examples up to this point have been bounded tail-
measurable below ω1, i.e., for each of our functions F , there is some κ ∈ ω1 such that
F : N → κ. As |N | ≥ |ω1|, there are functions F : N → ω1 which are not bounded below
ω1.
Example 7.6 (ZFC+CH). Suppose the Continuum Hypothesis (CH) holds. This implies
that |N | = |ω1| so that there exists a bijection F : N → ω1. Notice that as F is an injection,
for each α ∈ ω1, we have that |F−1′′{α}| = 1, so that F−1′′{α} ∈ Π01  N .
Now, for any α ∈ ω1, we have that:

















F−1′′{β} is a countable union (as α ∈ ω1) of Π01  N sets, and is thus




However, note that for all κ ∈ ω1, F 6∈ Π←↩
0
2 κ
as F is unbounded.1 4
1For the definition of F being unbounded, see Definition 9.1.
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Introduction to Chapter 8:
In Chapter 6, we defined sets of the form (F ∗ ~B) and (F ∗ ~B)∗( ~A). Using these definitions and
restricting the functions to functions that are tail-measurable and bounded tail-measurable,
as defined in Chapter 7, we will introduce a new manner in which to define point-classes of
N × ω and N .
In Section 8.1 we will define this new way to build the point-classes.
In Section 8.2, we then prove that with certain given tail-measurabilities, these new point-
classes are equal to DuBose’s previously defined point-classes.
In Section 8.3, we prove additional equivalencies to DuBose’s point-classes for limit stages.
In Section 8.4 we examine the complexity of the classes formed by Σ11 tail-measurable func-
tions bounded by 2.
Finally, in Section 8.5 we prove that a certain tail-measurability produces a point-class











For the following definitions, suppose that Γ is a point-class of Baire Space, κ ≤ ω1, and













in the case that there exists a function
F ∈ Γ
←↩κ

















in the case that there exists a
function F ∈ Γ
←↩κ
, a sequence ~B = 〈Bγ | γ ∈ ω1〉 of Ξ sets, and a sequence ~A which witnesses







In the above definitions, we required that the sequence ~B had length ω1. We defined this
requirement for consistency. One may notice that only the initial sequence of ~B of length κ










when F ∈ Γ
←↩κ
. Hence, equivalent
definitions to Definitions 8.1 and 8.2 could be given in which the length of ~B is κ instead of
ω1. Due to the requirement that ~B has length ω1, the reader may notice that in multiple
claims that follow, we define the initial sequence of ~B of length κ, and then adjoin copies of
∅ to ‘complete’ the sequence.













in the case that there exists a
function F ∈ Γ
←↩

















in the case that there exists a
function F ∈ Γ
←↩
, a sequence ~B = 〈Bγ | γ ∈ ω1〉 of Ξ sets, and a sequence ~A which witnesses































are point-classes of N .







for some (simple) ~A, ~B, and a function F which is the characteristic
function of the set H.
Then, from Example 7.4 on page 119, we have that if H ∈ Γ  N , then the character-
istic function used in Claim 6.2 will be Γ
←↩2
.
Hence, we have the following:







Due to the definition of ~B in Claim 6.2, we actually have:

















. Towards this goal, from the above inclusion, we will need
to focus on using functions that are ‘simpler’ than ∆(ω2 −Π11)←↩ 2 . We begin this search with





Comment 8.2. As done in Section 5.2, we could generalize Definitions 8.1, 8.2, 8.3, and
8.4 to include sequences ~B with non-constant complexities. This generalization remains
unexplored. 4
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8.2 Equivalencies With DuBose Point-Classes
In this section, we show that DuBose’s point-classes (κ ∗Π11) and (κ ∗Π11)
∗

















respectively. Hence, the Definitions 8.1 and
8.2 provide an alternative construction of DuBose’s point-classes. This also suggests that we
will need to use unbounded tail-measurable functions or functions that have a more complex
tail-measurability to produce ‘new’ point-classes.









Proof. (⊆) Let A ∈ (κ ∗Π11), and let ~B = 〈Bβ | β ∈ κ〉 be a witness to this. Now, let
~C = 〈Cγ | γ ∈ ω1〉 be defined by Cδ = Bδ for δ ∈ κ, and let Cδ = ∅ for δ ∈ [κ, ω1). As all
of the Bδ as well as ∅ are Π11, we have that ~C is a sequence of Π11 sets of length ω1. Now,
consider the constant function Fκ : N → (κ+ 1), defined by Fκ(x) = κ for all x ∈ N . We
















that (Fκ ∗ ~C) = A. Now:
(x, n) ∈ (Fκ ∗ ~C) iff (∃i ∈ Fκ(x)) ((i, n) is lexicographically least such that Ci(x, n))
iff (∃i ∈ κ) ((i, n) is lexicographically least such that Ci(x, n))
iff (∃i ∈ κ) ((i, n) is lexicographically least such that Bi(x, n))
iff (x, n) ∈ A.








. As A ∈ (κ ∗Π11)


















































. Let ~B = 〈Bβ | β ∈ ω1〉 and F : N → (κ + 1) be a witness to




. Now, define the sequence ~C = 〈Cδ | δ ∈ κ〉 as follows:















iff (∃i ∈ κ) ((i, n) is lexicographically least such that: Ci(x, n))
iff (∃i ∈ κ)
(
(i, n) is lexicographically least such that:
(x, n) ∈ Bi ∩ F−1′′(i, κ+ 1)× ω
)
iff (∃i ∈ κ)
(
(i, n) is lexicographically least such that:
Bi(x, n) and x ∈ F−1′′(i, κ+ 1)
)
iff (∃i ∈ κ)
(
(i, n) is lexicographically least such that:
Bi(x, n) and F (x) ∈ (i, κ+ 1)
)
iff (∃i ∈ κ)
(
(i, n) is lexicographically least such that:
Bi(x, n) and i ∈ F (x)
)
iff (∃i ∈ F (x)) ((i, n) is lexicographically least such that Bi(x, n))
iff x ∈ A.






















































This leads us to the following corollary:
























Corollary 8.1.1 follows from the fact that the in one direction of the proof given in Claim
8.1 only needed that an intersection of a Π11 set, namely each of the Bi’s, and a Γ set, namely
F−1′′(δ, κ + 1), was still Π11. Also, in the other direction of the proof, we needed that the





We actually can decrease the lower bound in Corollary 8.1.1 to Γ only needing to con-
tain the sets ∅ and N . With this adjustment, we have that if Γ ⊆ Π11 is a point-class such







On the other hand, as N × ω ∈ Π11  (N × ω), we cannot increase the upper bound.
If Γ is not a subset of Π11, then there is a set X ∈ Γ \ Π11. Suppose that F ∈ Γ←↩κ+1 is
such that F−1′′(δ, κ + 1) = X for some ordinal δ, and that Bδ = N × ω. This implies that
Cδ = Bδ ∩ F−1′′(δ, κ+ 1)× ω = X × ω will not be Π11, so the proof does not go through.














Corollary 8.1.2 follows directly from Claim 8.1. By Corollary 8.1.1, we actually have that
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8.3 Equivalencies at Limit Stages

















were equal to DuBose’s point-classes. If κ ∈ ω1 is a limit
ordinal, we will show that we also produce point-classes equal to DuBose’s point-classes.
In the following claim, we will need to use the following well-known fact concerning the
point-class Π11.
For any set B ∈ Π11  (N × ω), there is a set B̃ ∈ Π11  (N × ω) that uniformizes B.
By B̃ uniformizing B, we mean that B̃ satisfies the following:
• B̃ ⊆ B,
• for each x ∈ N , there is at most one n ∈ ω such that (x, n) ∈ B̃, and





For more information see [34, 4E.4, page 178].

















































B̂ = {(x, α + 1) | (α ∈ ω) ∧ (∃n ∈ ω) ((x, n) ∈ Bα)} .
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It is routine to check that B̂ ∈ Π11  (N × ω). Let B̃ ∈ Π11  (N × ω) uniformize B̂. Note
that B̃ : N ⇀ ω, i.e., B̃ is a partial function from N into ω. Also, notice that for each




closed under countable unions.
Let ı̂x be the least i such that (∃n ∈ ω)(Bi(x, n)), provided that such an i exists. No-
tice that if B̃(x) = j, then Bj−1(x, n) for some n ∈ ω, so that we have ı̂x ∈ B̃(x).
Define the sequence ~C = 〈Cβ | β ∈ ω1〉 as follows. For each β ∈ ω1, let:
Cβ =
 Bβ if β ∈ ω,∅ otherwise.
Note that as for each β ∈ ω1, Cβ is either equal to Bβ or is equal to ∅. Hence, as each
Bβ ∈ Π11  (N × ω) and ∅ ∈ Π11  (N × ω), we have that each Cβ ∈ Π11  (N × ω).
Also, as B̃ is a partial function with codomain ω, we have that if B̃(x) is defined, then
for any i ∈ B̃(x), we have that i ∈ ω, so that Ci = Bi. When, B̃(x) is not defined, then
there is no value i such that i ∈ B̃(x). In this case, we trivially have that for all i ∈ B̃(x),
Ci = Bi.








































((i, n) is lexicographically least such that Bi(x, n))
iff (∃i ∈ ω)
(
(i, n) is lexicographically least such that Bi(x, n) and i ∈ B̃(x)
)

















































In the proof of Claim 8.2, we had that B̃ was a partial function on the domain N . We
could have extended it to a full function by setting B̃(x) = 0 whenever B̃(x) was not pre-
viously defined. This adjustment would not alter the proof in a major way, nor would this
change affect the tail-measurability of B̃.
Claim 8.2 immediately implies the following:



















We will now generalize Claim 8.2 and Corollary 8.2.1 to include any limit ordinal α ∈ ω1.
































































∈ (α ∗Π11). Now, let:
B̂ = {(x, f(β + 1)) ∈ N × ω | (∃n ∈ ω) ((x, n) ∈ Bβ)} .
We claim that B̂ ∈ Π11  N × ω. Notice:
B̂ = {(x, f(β + 1)) ∈ N × ω | (∃n ∈ ω) ((x, n) ∈ Bβ)}




(proj (Bβ)× {f(β + 1)}) .
Now, as {f(β + 1)} ∈ Π01  ω and as proj (Bβ) ∈ Π11  N , we have that B̂ is a countable
union of Π11 sets, and is thus itself Π
1
1  (N × ω).
Let B̃ : N ⇀ ω with B̃ ∈ Π11  (N × ω) uniformize B̂, and let B̊ =
{
(x, f−1(n)) | B̃(x, n)
}
.





Clearly, we have that B̊ ⊆ N × α.
Suppose that we have B̊(x, β0) and B̊(x, β1). Then, there exist m0,m1 ∈ ω such that
β0 = f
−1(m0) and β1 = f
−1(m1) (as f is a bijection, f
−1 is a function). Now, we have
that B̊(x, f−1(m0)) and B̊(x, f
−1(m1)). This implies that B̃(x,m0) and B̃(x,m1). As B̃ is
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a partial function, we must have that m0 = m1. Hence, β0 = β1, and B̊ : N ⇀ α.
Now, let β ∈ α and note that:




for some nβ ∈ ω
=
{
















B̃ ∩ (N × {nβ})
)
.
As B̃ ∈ Π11  N × ω, we have that B̊−1′′ {β} ∈ Π11  N .





Hence, B̊−1′′(β, α) is a countable union of Π11 sets, and is thus Π
1




Define the sequence ~C = 〈Cβ | β ∈ ω1〉 as follows. For each β ∈ ω1, let:
Cβ =
 Bβ if β ∈ α,∅ otherwise.
Note that as for each β ∈ ω1, Cβ is either equal to Bβ or is equal to ∅. Hence, as each
Bβ ∈ Π11  (N × ω) and ∅ ∈ Π11  (N × ω), we have that each Cβ ∈ Π11  (N × ω).
Also, as B̊ is a partial function with codomain α, we have that if B̊(x) is defined, then
for any i ∈ B̊(x), we have that i ∈ α, so that Ci = Bi. When, B̊(x) is not defined, then
there is no value i such that i ∈ B̊(x). In this case, we trivially have that for all i ∈ B̊(x),
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Ci = Bi.

























Let x ∈ N . Suppose that there exists some i ∈ α such that there is an n ∈ ω such
that Bi(x, n). It is routine to show that B̊(x) is defined exactly when there exists some i ∈ α
and some n ∈ ω such that Bi(x, n) holds. Hence, under this assumption on x, we have that
B̊(x) is defined.
Now, let ı̂x ∈ α be the least i ∈ α such that (∃n ∈ ω) (Bi(x, n)). We claim that ı̂x < B̊(x).
Suppose that B̊(x) = δ. Then, (x, δ) ∈ B̊, so that (x, f(δ)) ∈ B̃. This implies that
(x, f(δ)) ∈ B̂.
By the definition of B̂, we have that δ is a successor ordinal, so that there is some κ such
that δ = κ+ 1.
Now, we have that (x, f(κ+ 1)) ∈ B̂. This means that we have that ∃n ∈ ω ((x, n) ∈ Bκ).
Now, as δ = κ+ 1, we have that κ ∈ δ, so that we have:
(∃κ ∈ δ) (∃n ∈ ω) ((x, n) ∈ Bκ) .
By the leastness of ı̂x, we have ı̂x ≤ κ < δ.
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From this, we have that if for some x ∈ N , we have that Bi(x, n) holds for some i ∈ α,















((i, n) is <lex-least such that Bi(x, n))
iff (∃i ∈ α)
(
(i, n) is <lex-least such that Bi(x, n) ∧ i ∈ B̊(x)
)
iff (∃i ∈ α) ((i, n) is <lex-least such that Bi(x, n))





























∈ (α ∗Π11) was arbitrary, we

















In the proof of Claim 8.3, we had that B̊ was a partial function on the domain N . We
could have extended it to a full function by setting B̊(x) = 0 whenever B̊(x) was not previ-
ously defined. This adjustment would not change the proof significantly, nor would it change
the tail-measurability of B̊.
Claim 8.3 immediately implies the following corollary:






























with κ ∈ ω1,
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are equal to one of the DuBose point-classes of the form (α ∗Π11)
∗
for some α ∈ ω1.
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While we have examined the point-classes formed using bounded Π11 tail-measurable func-
tions, in this section, we will show that the point-class formed using a Σ11 tail-measurable


























 N be arbitrary. Then, we have that there exists some func-




, some sequence ~B = 〈Bα | α ∈ ω1〉 of Π11  N × ω sets, and some sequence







WLOG, assume that F is total.
Now, let G : N → 3 be the function defined by:
G(x) =
 1 if F (x) = 1,2 if F (x) = 0.
Note that as F is total, we have that G is total as well.
Also, define the sequence
~̂
A = 〈Âα | α ∈ ω2〉 by Âα = Aα ∪ F−1′′{0} for all α ∈ ω2.





G−1′′(0, 3) = G−1′′{1} ∪G−1′′{2} = F−1′′{1} ∪ F−1′′{0} = N ∈ Π11.
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Also, as F−1′′(0, 2) ∈ Σ11, we have:
G−1′′(1, 3) = G−1′′{2} = F−1′′{0} = N \ F−1′′(0, 2) ∈ Π11.
Finally, note that we have
G−1′′(2, 3) = G−1′′∅ = ∅ ∈ Π11.









Now, as noted above, we have that F−1′′{0} = N \F−1′′(0, 2) ∈ Π11, so as each Aα ∈ Π11 and
Π11 is closed under finite unions, we have that for each α ∈ ω2, Âα = Aα ∪ F−1′′{0} ∈ Π11.
Hence, we have that
~̂
A witnesses that some set is ω2 −Π11.














































iff µα ≤ ω · n(G∗ ~B)(x)
(
x 6∈ Âα ∨ α = ω · n(G∗ ~B)(x)
)
is odd
iff µα ≤ ω · n(G∗ ~B)(x)
(
x 6∈ Aα ∪ F−1′′{0} ∨ α = ω · n(G∗ ~B)(x)
)
is odd.






and ω · n(G∗ ~B)(x) is even, we must have that there is some
α ∈ ω · n(G∗ ~B)(x) such that x 6∈ Aα ∪ F
−1′′{0} and the least such α is odd. Note that this
means that the least α ∈ ω · n(G∗ ~B)(x) such that x 6∈ Aα is odd, and also that x 6∈ F
−1′′{0}.
As x 6∈ F−1′′{0}, we have that F (x) 6= 0. Therefore, as F is total and F is bounded by 2,
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we have that F (x) = 1, which by the definition of G, implies that G(x) = 1 as well.
Also, note that as such an α ∈ ω · n(G∗ ~B)(x) exists, we must have that n(G∗ ~B)(x) ≥ 1.
Now, as we have that G(x) = F (x) and as n(G∗ ~B)(x) ≥ 1 we have that:
n(G∗ ~B)(x) = n̂ iff (x, n̂) ∈ (G ∗ ~B)
iff ∃γ ∈ G(x) ((γ, n̂) is <lex-least such that Bγ(x, n̂))
iff ∃γ ∈ F (x) ((γ, n̂) is <lex-least such that Bγ(x, n̂))
iff (x, n̂) ∈ (F ∗ ~B)
iff n(F∗ ~B)(x) = n̂.
Notice that as we have that n(G∗ ~B)(x) = n(F∗ ~B)(x), we have that as the least α ∈ ω ·n(G∗ ~B)(x)
such that x 6∈ Aα exists and is odd, the least α ∈ ω · n(F∗ ~B)(x) such that x 6∈ Aα also exists
and is odd (and is the same α). This implies that we have the following:
µα ≤ ω · n(F∗ ~B)(x) (x 6∈ Aα ∨ α = ω · nF∗ ~B(x)) is odd.









































iff µα ≤ ω · n(F∗ ~B)(x)
(
x 6∈ Aα ∨ α = ω · n(F∗ ~B)(x)
)
is odd.






and ω · n(F∗ ~B)(x) is even, we must have that there is some
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α ∈ ω · n(F∗ ~B)(x) such that x 6∈ Aα and the least such α is odd. As such an α exists, we
must have that n(F∗ ~B)(x) ≥ 1.
Now, as n(F∗ ~B)(x) ≥ 1, we have:
n(F∗ ~B)(x) = n̂ iff (x, n̂) ∈ (F ∗ ~B)
iff ∃γ ∈ F (x) ((γ, n̂) is <lex-least such that Bγ(x, n̂)) .
Notice that this implies that F (x) 6= 0, so that we must have that F (x) = 1. By our
definition, the function G, we have that G(x) = 1 as well, so that F (x) = G(x) and we have:
n(F∗ ~B)(x) = n̂ iff ∃γ ∈ G(x) ((γ, n̂) is <lex-least such that Bγ(x, n̂))
iff iff (x, n̂) ∈ (G ∗ ~B)
iff n(G∗ ~B)(x) = n̂.
Thus, we have that n(F∗ ~B)(x) = n(G∗ ~B)(x). Also, note that as F (x) 6= 0, we have that
x 6∈ F−1′′{0}.
Notice that as we have that n(G∗ ~B)(x) = n(F∗ ~B)(x), we have that as the least α ∈ ω ·n(F∗ ~B)(x)
such that x 6∈ Aα exists and is odd, the least α ∈ ω · n(G∗ ~B)(x) such that x 6∈ Aα also exists
and is odd (and is the same α). As x 6∈ F−1′′{0}, this implies that we have the following:
µα ≤ ω · n(G∗ ~B)(x)
(




µα ≤ ω · n(G∗ ~B)(x)
(





















































































































 N for κ ∈ ω1 and κ > 2?
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8.5 Additional Equivalences at ∆12 and at B(Π11)









for some κ ∈ ω1, and have found that these functions produce point-classes equal
to the previously defined DuBose point-classes, there is another equivalence on the more
‘complex’ side that is interesting to note.
It is well known that ω2 −Π11  N ⊆ ∆12  N , and there are many well known point-classes
falling strictly between these classes. While ∆12 is far more ‘complex’ than the point-classes
that we have been looking at, it provides an interesting bound for our point-classes.




 N ⊆ ω2 −Π11  N .





 N ⊆∆12  N .







 N be arbitrary. Then, we have that there exists some F : N → 2
such that F ∈ Γ
←↩2
, some sequence ~B = 〈Bα | α ∈ ω1〉 such that for each α ∈ ω1,
Bα ∈ Π11  (N × ω), and some sequence ~A which witnesses that some set is (ω2 −Π11)  N













iff ∃γ ∈ F (x) ((γ, n) is <lex-least such that Bγ(x, n)) .
Notice that if F (x) = 0, there is no such γ ∈ F (x). Thus, if F (x) = 0, for any n ∈ ω, we




. As F : N → 2, if F (x) 6= 0, then we must have that F (x) = 1.





iff F (x) = 1 ∧ (n is least such that B0(x, n)) .
Then, by Definition 4.1 on page 69, we have that:
n(F∗ ~B)(x) =
 µn (B0(x, n)) , if F (x) = 1 ∧ (∃m) (B0(x,m)) ,0, otherwise.
Notice that if we have that F (x) = 1, then n(F∗ ~B)(x) = n(B0)(x).
Also, note that as F ∈ Γ
←↩2
, we have that F−1′′{1} ∈ Γ  N .
Now, for any x ∈ N , we have the following:










iff µα ≤ ω · n(F∗ ~B)(x)
(
x 6∈ Aα ∨ α = ω · n(F∗ ~B)(x)
)
is odd
iff F (x) = 1 ∧ µα ≤ ω · n(B0)(x)
(
x 6∈ Aα ∨ α = ω · n(B0)(x)
)
is odd


















Hence, as x ∈ N was arbitrary, we have that:





Note that we have (Π11)










 N ⊆∆12  N .
As F−1′′{1} ∈ Γ  N ⊆ ∆12  N and the intersection of two ∆12  N sets is still ∆12  N , we













 N ⊆ ∆12  N as
claimed.
Comment 8.3. Claim 8.5 can actually be improved upon by replacing ∆12  N with B(Π11) 
N , the σ-algebra in Baire space on Π11 sets:







 N ⊆ B(Π11)  N .
The proof is identical as the σ-algebra is closed under countable intersections. 4






= {X ⊆ N | (∃A ∈ Γ) (∃B ∈ (Ξ)∗) (X = A ∩B)} ,
where Γ is a point-class of N and Ξ is a point-class of N × ω. 4
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 N = ∆12  N .








 N ⊆ ∆12  N . By Comment 8.1, we have
















 N = ∆12  N as claimed.
Comment 8.5. Using the same arguments as in Claim 8.7, we have that:
B(Π11)←↩2 ∗Π11
∗  N = B(Π11)  N .










. Along with Claim 8.5










 N ⊆∆12  N .







 N contained in ∆ (ω2 −Π)  N . Possible point-classes to
consider for Γ include β −Π11  N for β ∈ ω2 and (κ ∗Π11)
∗  N for κ ∈ ω1.
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Part IV
Exploring the Bounded and Unbounded
Introduction to Part IV
In Part III, we defined tail-measurable functions and bounded tail-measurable functions









DuBose’s point-classes. In Part IV, we begin to look at the point-classes created when the
functions are not necessarily bounded. In this exploration, we will also see that we need to
examine how tail-measurable functions and the sequences interact. In Chapter 9, this leads
us to defining what it means for a tail-measurable function and a sequence to be bounded
together, and defining what it means for them to be unbounded together. We then exam-
ine the complexity of sets formed when the functions and sequences are bounded together.
Then, in Chapter 10, we prove the existence of unbounded functions, and give some results
concerning point-classes formed with tail-measurable functions that may not be bounded.
We also mention a way, using the Axiom of Choice, in which one can define potentially ar-




Bounded Functions and Sequences
Introduction to Chapter 9:
In Chapter 9 we examine bounded and unbounded functions and sequences.
In Section 9.1, we define what we will mean for a function f : N → ω1 to be unbounded as
well as what we will mean for a sequence ~B of subsets of N × ω to be unbounded. We also
define what it means for a function f and a sequence ~B to be bounded or unbounded together.
In Section 9.2, we prove that functions of certain tail-measurabilities must in fact be bounded.
In Section 9.3, we show that certain sequences must be bounded.
In Section 9.4, we then will show that if f and ~B are bounded together, the complexity
of the sets produced from these is limited.
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9.1 Bounded Functions and Sequences and Being
Bounded Together
We now define what we will mean by a sequence ~B = 〈Bα | α ∈ ω1〉 of subsets of N × ω
to be unbounded and also what we will mean by such a sequence and a function f to be
unbounded together. For completion, we also include Definition 9.1, which is a standard
definition of a function f : N → ω1 being unbounded.
Definition 9.1 (Unbounded Function f). We say that a function f : N → ω1 is unbounded
iff:
(∀i ∈ ω1) (∃x ∈ N ) (f(x) > i) .
4
Comment 9.1. It is routine to show that if f ∈ Γ
←↩
, then f being unbounded is equivalent






Definition 9.2 (Unbounded Sequence ~B). Let ~B = 〈Bα | α ∈ ω1〉 be a sequence such that
for each α ∈ ω1 we have Bα ⊆ N × ω. We say that ~B is unbounded iff:
(∀i ∈ ω1) (∃x ∈ N ) (∃j ∈ (i, ω1)) ((∃m ∈ ω) (Bj(x,m)) ∧ (∀k ∈ j) (∀n ∈ ω) (¬Bk(x, n))) .
4
Definition 9.3 (Bounded Sequence ~B). Let ~B = 〈Bα | α ∈ ω1〉 be a sequence such that for
each α ∈ ω1 we have Bα ⊆ N × ω. We say that ~B is bounded iff ~B is not unbounded. 4
Using the projection function as defined in Definition 2.3 (page 39), this is equivalent to
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We could also describe a sequence being unbounded as follows:
For any sequence ~B = 〈Bα | α ∈ ω1〉 such that for each α ∈ ω1, Bα ⊆ N × ω, we can
define the following function Ψ ~B : N → ω1 for each x ∈ N by:
Ψ ~B(x) =
 µα (x ∈ proj(Bα)) if there exists some α such that x ∈ proj(Bα),0 otherwise.
Then, we have that the sequence ~B is unbounded iff the function Ψ ~B : N → ω1 is unbounded
(and ~B is bounded iff Ψ ~B is bounded).
Often, we will suppress the ~B in the subscript, and just write Ψ in place of Ψ ~B.
Definition 9.4 (f and ~B Unbounded Together). Let f : N → ω1 be a function and let
~B = 〈Bα | α ∈ ω1〉 be a sequence such that for each α ∈ ω1 we have Bα ⊆ N × ω. We say
that f and ~B are unbounded together iff:
(∀i ∈ ω1) (∃x ∈ N ) (∃j ∈ (i, f(x))) ((∃m ∈ ω) (Bj(x,m)) ∧ (∀k ∈ j) (∀n ∈ ω) (¬Bk(x, n))) .
In this case we may also say that f and ~B are jointly unbounded. 4
Note that the difference between Definitions 9.2 and 9.4 is the replacement of ω1 with
f(x) for the bound on j.
Given a sequence ~B and a function f , one may also note that ~B and f are unbounded
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Similarly, using the function Ψ : N → ω1 as defined above, ~B and f are unbounded together
iff the function Ψ  {x ∈ N | Ψ(x) ∈ f(x)} is unbounded.
Definition 9.5 (f and ~B Bounded Together). Let f : N → ω1 be a function and let
~B = 〈Bα | α ∈ ω1〉 be a sequence such that for each α ∈ ω1 we have Bα ⊆ N × ω. If f
and ~B are not unbounded together, we say that they are bounded together or that they are
jointly bounded. 4
Another way to define the concept of a function f and a sequence ~B being bounded to-
gether is that there is some i ∈ ω1 that witnesses that for every x ∈ N and every j ∈ (i, f(x)),
we have that if x ∈ proj(Bj) then Ψ(x) < j. It is routine to show that whenever f and ~B
are bounded together, then there is some i ∈ ω1 that witnesses that for every x ∈ N and
every j ∈ (i, f(x)), if x ∈ proj(Bj), then Ψ(x) ≤ i. In this case we say that i witnesses that
the function f and the sequence ~B are bounded together. In fact, this i is a bound for the
function Ψ  {x ∈ N | Ψ(x) ∈ f(x)}.





, we will actually need the entire sequence ~B. On the other hand, if f and ~B are
bounded together, there is some β ∈ ω1 such that the ‘tail’ 〈Bα | β ≤ α < ω1〉 of ~B is not




. This β is an i ∈ ω1 that witnesses the sequence
~B and function f are bounded together.
Notice that if f and ~B are unbounded together, then we must have the both f and ~B
are unbounded. However, the converse is not true: It is possible to have an unbounded f
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and unbounded ~B which are bounded together.
For example, suppose that f : N → ω1 is an unbounded function. Then, define the se-






for each α ∈ ω1. It is routine to show that Ψ(x) = f(x) for all x ∈ N . Hence, as f is
unbounded, we have that Ψ is unbounded, which implies that ~B is unbounded. However,
notice that {x ∈ N | Ψ(x) ∈ f(x)} = ∅, so that Ψ  {x ∈ N | Ψ(x) ∈ f(x)} = ∅ is
bounded. Hence, ~B and f are not unbounded together, i.e., they are bounded together.
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9.2 Tail-Measurable Functions That Must be Bounded

















DuBose’s previous defined point-classes for all κ ∈ ω1. This suggests that we either need








but are unbounded. In this
section, we will show that for certain point-classes Γ  N ⊆ Π11  N , e.g., Γ = ∆01  N ,
every f ∈ Γ
←↩
will be bounded, and hence, Γ will not produce a new point-class.












. For each α ∈ ω1, let Âα = F−1′′(α, ω1). By definition, each Âα ∈ ∆01.




Towards a contradiction, suppose that F is unbounded. Then, we have that for all κ ∈ ω1,
there exists a γ ∈ ω1 such that γ ≥ κ and F−1′′{γ} 6= ∅. Let 〈γα | α ∈ ω1〉 be such an
unbounded sequence.
Now, let ~A = 〈Aα | α ∈ ω1〉 = 〈Âγα | α ∈ ω1〉. Now, let Bα = Aα \ Aα+1. Notice that
each Bα ∈∆01, and that the Bα’s are pairwise disjoint.
Now, as each Bα ∈∆01 ⊆ Σ01, we can write each Bα as some union ofO(p) = {x ∈ ωω | x ⊇ p}
where p ∈ <ωω, i.e. each Bα =
⋃
p∈Jα
O(p) with Jα ⊆ <ωω.
As <ωω is countable, there are only countably many O(p). Hence, there are only count-
ably many pairwise (nonempty) disjoint sets which are equal to unions of the O(p)’s. Thus,
there are only countably many nonempty Bα.
152
Let κ̂ = sup {α + 1 | Bα 6= ∅}. As κ̂ is the supremum of a countable set of countable
ordinals, κ̂ ∈ ω1. Then, for all α ∈ [κ̂, ω1), we have that Bα = ∅.
This implies that for all α ∈ [κ̂, ω1), Aα = Aα+1, so that Âγα = Âγα+1 . Thus:
F−1′′(γα, ω1) = F
−1′′(γα+1, ω1).
Hence, we have:
F−1′′(γα, γα+1] = ∅.



































)∗ ⊆ ∆ (ω2 −Π11) .





)∗ ⊆ ∆ (ω2 −Π11) .






















= (κ ∗ Π11) for every κ ∈ ω1.












































where κ ∈ ω1. By Claim 7.1 on page


































































. By Proposition 9.0.1, we have
that there is some κ̂ ∈ ω1 such that F ∈∆←↩
0
1 κ̂





























































and the corollary is proved.





















functions have bounded range?























The answer to Questions 9.1 and 9.2 is yes, but still undetermined for higher levels of the
Borel hierarchy and Question 9.3. Having said that, assuming CH we have that the answer




by Claim 10.1. However, it is not known if this









9.2.1 The Formula (F ∈ Γ
←↩







We will show that the answer to Questions 9.1 and 9.2 is affirmative. The strategy is iden-
tical for all three of these: If Γ ∈ {∆01,Σ01,Π01}, we will show that if we have a decreasing
sequence of length ω1 of sets in Γ, then the sequence must eventually be constant. This will
give us the results.
The reason why this will work for us is due to the fact that <ωω is countable.
Before we answer these questions, we introduce the following notation.
For any B ∈ Σ01  N , let:
JB = {p ∈ <ωω | (∀x ∈ N )(x ⊇ p⇒ x ∈ B)} .
Note that JB is the set of all finite sequences which witness that a full sequence is an element
of B. As B is open, we have that B =
⋃
p∈JB
O(p), where O(p) = {x ∈ N | x ⊇ p} is a basic
open ball.
Lemma 9.1. If A,B ∈ Σ01  N , and A ⊆ B, then JA ⊆ JB.
Proof. Let A,B ∈ Σ01  N be arbitrary such that A ⊆ B. Let p ∈ JA be arbitrary.
155
Now, let x ∈ N be arbitrary, and suppose that x ⊇ p. Then, as p ∈ JA, we have that
x ∈ A. As A ⊆ B, we have that x ∈ B.
As x ∈ N was arbitrary such that x ⊇ p, and we have shown that x ∈ B, we have that
p ∈ JB by the definition of JB. Then, as p ∈ JA was arbitrary, we have that JA ⊆ JB as
desired.
Claim 9.1. Let ~A = 〈Aα | α ∈ ω1〉 be such that for each α ∈ ω1, we have that Aα ∈ Σ01  N
and for all α, β ∈ ω1, if β ≤ α, then Aα ⊆ Aβ, i.e., the Aα’s are decreasing. Then, we have
that (∃γ ∈ ω1)(∀δ ∈ (γ, ω1) (Aδ = Aγ).
Proof. Let ~A = 〈Aα | α ∈ ω1〉 be such that for each α ∈ ω1, we have that Aα ∈ Σ01  N and
for all α, β ∈ ω1, if β ≤ α, then Aα ⊆ Aβ.
For each α ∈ ω1, let Jα = JAα .
By Lemma 9.1, we have that (∀α ∈ ω1)(∀β ∈ α)(Jβ ⊇ Jα).
Now, towards a contradiction, suppose that (∀α ∈ ω1)(∃β ∈ (α, ω1))(Jα 6= Jβ). Then,
for each α ∈ ω1, let βα ∈ (α, ω1) be such that Jα 6= Jβα .
As βα > α, we have that Jβα ⊆ Jα, so that as Jα 6= Jβα , we have that Jα \ Jβα 6= ∅.
For each α ∈ ω1, let pα ∈ Jα \ Jβα , which produces the sequence 〈pα | α ∈ ω1〉.
As the Jα’s are decreasing, it is routine to show that for every α ∈ ω1, pα 6= pγ for any
γ ≥ βα. Hence, there is a subsequence 〈qα | α ∈ ω1〉 (with length ω1) of 〈pα | α ∈ ω1〉 such
that all of the qα in the subsequence are distinct, i.e., whenever δ 6= ε, we have that qδ 6= qε.
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From this, we have that |{qα | α ∈ ω1}| > ℵ0. However, note that:
{qα | α ∈ ω1} ⊆ {pα | α ∈ ω1} ⊆ <ωω.
As |<ωω| = ℵ0, we have a contradiction.
Hence, we have that (∃α ∈ ω1)(∀β ∈ (α, ω1))(Jα = Jβ).
Then, we have that:








Hence, we have shown this claim.
For any function F : N → ω1, we have that 〈F−1′′(α, ω1) | α ∈ ω1〉 is a decreasing
sequence of sets. Hence, Claim 9.1 implies the following corollary.












We will show the same result as in Claim 9.1 for a decreasing sequence of closed sets, so
we first prove the following lemma:
Lemma 9.2. Let ~A = 〈Aα | α ∈ ω1〉 be such that for each α ∈ ω1, we have that Aα ∈ Σ01  N
and for all α, β ∈ ω1, if β ≥ α, then Aα ⊆ Aβ, i.e., the Aα’s are increasing. Then, we have
that (∃γ ∈ ω1)(∀δ ∈ (γ, ω1) (Aδ = Aγ).
Proof. Let ~A = 〈Aα | α ∈ ω1〉 be such that for each α ∈ ω1, we have that Aα ∈ Σ01  N and
for all α, β ∈ ω1, if β ≥ α, then Aα ⊆ Aβ.
Again, for each α ∈ ω1, let Jα = JAα .
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By Lemma 9.1, we have that (∀α ∈ ω1)(∀β ∈ (α, ω1))(Jβ ⊇ Jα).
Now, towards a contradiction, suppose that (∀α ∈ ω1)(∃β ∈ (α, ω1))(Jα 6= Jβ). Then,
for each α ∈ ω1, let βα ∈ (α, ω1) be such that Jα 6= Jβα .
As βα > α, we have that Jα ⊆ Jβα , so that as Jα 6= Jβα , we have that Jβα \ Jα 6= ∅.
For each α ∈ ω, let pα ∈ Jβα \ Jα, which produces the sequence 〈pα | α ∈ ω1〉.
As the Jα’s are increasing, it is routine to show that for every α ∈ ω1, pβα 6= pγ for any
γ ≤ α. Hence, there is a subsequence 〈qα | α ∈ ω1〉 (with length ω1) of 〈pα | α ∈ ω1〉 such
that all of the qα in the subsequence are distinct, i.e., whenever δ 6= ε, we have that qδ 6= qε.
From this, we have that |{qα | α ∈ ω1}| > ℵ0. However, note that:
{qα | α ∈ ω1} ⊆ {pα | α ∈ ω1} ⊆ <ωω.
As |<ωω| = ℵ0, we have a contradiction.
Hence, we have that (∃α ∈ ω1)(∀β ∈ (α, ω1))(Jα = Jβ).
Then, we have that:








Hence, we have shown this claim.
Since a decreasing sequence of closed sets corresponds to an increasing sequence of open
sets, we have the following:
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Corollary 9.1.2. Let ~A = 〈Aα | α ∈ ω1〉 be such that for each α ∈ ω1, we have that
Aα ∈ Π01  N and for all α, β ∈ ω1, if β ≤ α, then Aα ⊆ Aβ, i.e., the Aα’s are decreasing.
Then, we have that (∃γ ∈ ω1)(∀δ ∈ (γ, ω1)) (Aδ = Aγ).
Proof. Let ~A = 〈Aα | α ∈ ω1〉 be such that for each α ∈ ω1, we have that Aα ∈ Π01  N and
for all α, β ∈ ω1, if β ≤ α, then Aα ⊆ Aβ.
Consider the sequence 〈Bα | α ∈ ω1〉 = 〈N \ Aα | α ∈ ω1〉. Clearly, for all α ∈ ω1, we
have that Bα ∈ Σ01  N . We claim that for all α, β ∈ ω1, if β ≥ α, then Bα ⊆ Bβ.
Let α, β ∈ ω1 be arbitrary, and suppose that β ≥ α. Now, let x ∈ Bα be arbitrary.
Then x ∈ N \Aα, so that x 6∈ Aα. Now, as β ≥ α, we have that Aβ ⊆ Aα. Hence, if x ∈ Aβ,
then x ∈ Aα, but as x 6∈ Aα, we have that x 6∈ Aβ. Hence, x ∈ N \ Aβ, so that x ∈ Bβ.
As x ∈ Bα was arbitrary, Bα ⊆ Bβ.
Now, the sequence 〈Bα | α ∈ ω1〉 = 〈N \ Aα | α ∈ ω1〉 fits the hypothesis for Lemma
9.2, so that (∃α ∈ ω1)(∀β ∈ (α, ω1)) (Bα = Bβ).
Note that if Bα = Bβ, then we must have that Aα = Aβ, so we have our result.
Again, as for any function F : N → ω1, we have that 〈F−1′′(α, ω1) | α ∈ ω1〉 is a
decreasing sequence of sets. Hence, Corollary 9.1.2 implies the following corollary.
























∈ (ω1 ∗Σ01). Towards a contradiction, suppose that ~C is un-
bounded. By the definition of ~C being unbounded, we can produce a sequence:
〈(xα, nα) | α ∈ ω1〉,
which witnesses the unboundedness:
For each α ∈ ω1, there exists some x̂α ∈ N , with some βα ∈ (α, ω1) such that we have:




As each βα > α, the sequence 〈βα | α ∈ ω1〉 is unbounded. Hence, there is an uncountable
strictly increasing subsequence 〈δα | α ∈ ω1〉 of 〈βα | α ∈ ω1〉. Then, if α < γ, then δα < δγ
The sequence we use is the sequence 〈(xα, nα) | α ∈ ω1〉 = 〈(x̂δα , n̂δα) | α ∈ ω1〉 where
n̂δα is any witness that x̂δα ∈ proj (Bδα). Note that for α 6= β, we have that xα 6= xβ.
Now, as each Cα ∈ Σ01, each Cα is equal to a union of basic open sets. Then for each
α ∈ ω1, Cδα contains a basic open set Bα which contains (xα, nα), but does not contain
any (xγ, nγ) for any γ < α, due to the fact that all of the xα are distinct. Thus we have a
sequence 〈Bα | α ∈ ω1〉 of distinct basic open sets. As there are only countably many basic
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open sets, we have a contradiction. Thus ~C is bounded.

































∈ (ω1 ∗Σ01) be arbitrary. Then, we have that ~C is bounded. Let ı̂ ∈ ω1 be





First, we define the sequence ~Cı̂+2 = 〈Cα | α ∈ ı̂+2〉. Now, define the function g : N → (̂ı+2)
by:
g(x) =
 f(x) if f(x) < ı̂+ 1,ı̂+ 1 if f(x) ≥ ı̂+ 1.






































and the corollary holds.
We will go through the details of these statements in a slightly more general context in
the proof of Claim 9.3, which will yield a more general result.
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9.4 Complexity of (f ∗ ~B) and (f ∗ ~B)∗ sets when f and
~B are Bounded Together




, if f and ~B are







will be equal to a (κ ∗Π11)
∗
set. Therefore, in order to produce ‘new’




and sequence ~B, we will need to have that
f and ~B are unbounded together.
Before we prove this in Claim 9.3, we make the following comment.




and let ı̂ ∈ ω1 be arbitrary. Now, define g : N → ı̂+ 2 by:
g(x) =
 f(x) if f(x) < ı̂+ 1,ı̂+ 1 if f(x) ≥ ı̂+ 1.




. Let α ∈ ı̂+ 2 be arbitrary. If α = ı̂+ 1, then we have:
g−1′′ (α, ı̂+ 2) = g−1′′ (̂ı+ 1, ı̂+ 2) = g−1′′∅ = ∅ ∈ Π11.
If α < ı̂+ 1, then we have:














 ∪ f−1′′ [̂ı+ 1, ω1)
= f−1′′ (α, ı̂+ 1) ∪ f−1′′ [̂ı+ 1, ω1)
= f−1′′ (α, ω1) ∈ Π11.
























and ~B are bounded together. Then, we have that:
(∃i ∈ ω1) (∀x ∈ N ) (∀j ∈ (i, f(x)))
(
(∀m ∈ ω) (¬Bj(x,m))∨ (∃k ∈ j) (∃n ∈ ω) (Bk(x, n))
)
.
Let ı̂ ∈ ω1 be a witness to this. Now, define g : N → ı̂+ 2 by:
g(x) =
 f(x) if f(x) < ı̂+ 1,ı̂+ 1 if f(x) ≥ ı̂+ 1.



















(∃k ∈ g(x)) ((k, n) is <lex - least such that Bk(x, n)) .
As g(x) ≤ f(x) for all x ∈ N , we have that the k ∈ g(x) is also such that k ∈ f(x). Then,


















. Then, we have that:
(∃k ∈ f(x)) ((k, n) is <lex - least such that Bk(x, n)) .
Let k̂ be this k, and towards a contradiction, suppose that k̂ 6∈ g(x).
In this case, we must have that f(x) 6= g(x), so that g(x) = ı̂ + 1, f(x) > ı̂ + 1, and
also that k̂ ∈ [̂ı+ 1, f(x)) = (̂ı, f(x)).
Recall that by our definition of ı̂, we have that:
(∀x ∈ N ) (∀j ∈ (̂ı, f(x))) ((∀m ∈ ω) (¬Bj(x,m)) ∨ (∃k ∈ j) (∃n ∈ ω) (Bk(x, n))) .
Thus, as our x ∈ N and k̂ ∈ (̂ı, f(x)), we have that either:




(∃n ∈ ω) (Bj(x, n)) .
As k̂ is such that
(
(k̂, n) is <lex - least such that Bk̂(x, n)
)
, we have that Bk̂(x, n), so that





(∃n ∈ ω) (Bj(x, n)) is false. This is a contradiction, so that we have









































Note that the second equality above is due to Corollary 8.1.2 on page 127.

























Recall that if f is bounded or if ~B is bounded, then we must have that f and ~B are
bounded together so that Claim 9.3 and Corollary 9.3.1 hold whenever either f is bounded
or ~B is bounded.
If we are able to find functions and sequences that are unbounded together, we may be
able to produce corresponding sets which are not limited by the results in Section 9.4. As
noted, if a function f is bounded, then then it will be bounded together with every sequence
~B. While Section 9.1 shows that certain tail-measurable functions must be bounded, there
still do exist unbounded tail-measurable functions. We will prove that such functions exist
in Chapter 10. Hence, we may still be able to produce sets using tail-measurable functions










Introduction to Chapter 10:
In Chapter 9, we showed that certain classes of tail-measurable functions had to be bounded;
however we did not prove the existence any unbounded tail-measurable functions. In Chap-
ter 10, we will show that there are such unbounded tail-measurable functions.
In Section 10.1, we show that assuming the Continuum Hypothesis (CH), there exists an









needing the assumption of CH.
In Section 10.2, we cover some results for classes built with potentially unbounded tail-
measurable functions.
In Section 10.3, we prove that given an unbounded tail-measurable function f , one can
create a sequence ~B which is jointly unbounded with the function f .
In Section 10.4, we show how one can create potentially arbitrarily complex sets in N using
a tail-measurable function and a sequence that are unbounded together.
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10.1 Existence Of Unbounded Functions












, must be bounded. In this section,


















Comment 10.1. If we are able to form a partition of N with ω1 many equivalence classes,




. To do this, we first
enumerate the equivalence classes, and then our f will be defined by mapping each x ∈ N
to the ordinal associated with the partition in which the x is found. It is routine to show




, as this follows from the fact that all countable subsets of N are in Σ02. 4
This raises the following unanswered questions:













function exist with or without CH assumed?




, without assuming CH.
For those familiar with it, the function f that we will produce to show this is “the” usual
order type function.
Definition 10.1 (The relation ≤x). For each x ∈ N , we define the relation ≤x by:
≤x=
{







We will use the standard notation that a ≤x b iff (a, b) ∈≤x.
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we will use <x to indicate the associated strict ordering given by:
<x= {(a, b) ∈ ω × ω | a ≤x b ∧ a 6= b} .
Also, we will say that the scope of ≤x is the set:
scope(≤x) = {n ∈ ω | (∃m ∈ ω) (x (2n3m) = 1 ∨ x (2m3n) = 1)} .
4








∣∣∣∣ ≤x is a well order}.
4
Definition 10.3 (The function ot). We define the function ot : WO → ω1 as follows:
For each x ∈ WO, we define ot(x) to be the order type of:
≤x=
{








It is routine to show that ot : WO → ω1 is onto, and hence we have that ot is unbounded.
Definition 10.4 (The relation ≤Σ, [34], pg. 147, 4A.2). We define the relation ≤Σ⊆ N 2 as
follows. For any x, y ∈ N :
x ≤Σ y iff (≤x is a linear order)
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∧ (∃z ∈ N ) (z is an order-preserving injection from ≤x to ≤y) .
By z ∈ N being any order-preserving injection from ≤x to ≤y, we mean the following:
• z is a function from ω to ω,
• The range of z  scope(≤x) is a subset of scope(≤y),
• z  scope(≤x) is one-to-one, i.e., whenever m,n ∈ scope(≤x) with m 6= n we have that
z(m) 6= z(n), and
• For all m,n ∈ scope(≤x), if m ≤x n, then z(m) ≤y z(n).
4




in Proposition 10.0.3 on page 173. This will follow from the
facts that WO ∈ Π11  N and that the relation ≤Σ is Σ11  N 2. While these facts are well
known, we will provide the details below.
Proposition 10.0.1 ([34], pg. 146). WO ∈ Π11  N .
Proof. By the definition of a well ordering, we have the following:
y ∈ WO iff ≤y is reflexive on its scope
∧≤y is anti-symmetric
∧≤y is transitive
∧≤y has the comparability property on its scope
∧<y has no infinite decreasing sequences

































Notice that for any n ∈ ω and any m ∈ ω, we have that:
On,m = {y ∈ N | y (2n3m) = 1} ∈∆01.
We will also use the notation A = N \ A to indicate the complement of any set A ⊆ N . In
particular, we have that On,m = N \On,m.
By re-writing the previous five conjunctions using the On,m notation, we have the following:








































Oz(n+1),z(n) ∪ {w ∈ N | z(n+ 1) = z(n)}
)
.
Note that the set {w ∈ N | z(n+ 1) = z(n)} in the above calculation is either equal to ∅ or
equal to all of N (depending on z and n).
Now, as countable unions of clopen sets are closed, and finitely many intersections of closed
sets are closed, we have that there is a closed set CLO such that:

































On,n ∪Om,m ∪On,m ∪Om,n
)
.
Note that CLO = {y ∈ N |≤y is a linear ordering}.
Now, we have that:






Oz(n+1),z(n) ∪ {w ∈ N | z(n+ 1) = z(n)}
)






Oz(n+1),z(n) ∪ {w ∈ N | z(n+ 1) = z(n)}
)






Oz(n+1),z(n) ∩ {w ∈ N | z(n+ 1) 6= z(n)}
)
.
Notice that for any z ∈ N and for any n ∈ ω, the set {w ∈ N | z(n+ 1) 6= z(n)} is either













Oz(n+1),z(n) ∩ {w ∈ N | z(n+ 1) 6= z(n)}
)
is the projection of a closed set in
N ×N , and is thus Σ11. The complement of this set is Π11, so that WO is the intersection
of a Π01 set and a Π
1
1 set, and is thus Π
1
1.
Proposition 10.0.2 ([34], pg. 147, 4A.2). ≤Σ∈ Σ11  N 2.
Proof. For any x, y ∈ N :
x ≤Σ y iff ≤x is a linear order
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∧ there is an order preserving injection from ≤x into ≤y
iff x ∈ CLO ∧ (∃z ∈ N ) (∀n ∈ ω) (∀m ∈ ω)[






= 1 ∧ z(n) 6= z(m)
)]
iff x ∈ CLO ∧ (∃z ∈ N ) (∀n ∈ ω) (∀m ∈ ω)[
(x ∈ On,m ∧m 6= n)⇒
(
y ∈ Oz(n),z(m) ∧ z(n) 6= z(m)
)]
iff x ∈ CLO ∧ (∃z ∈ N ) (∀n ∈ ω) (∀m ∈ ω)[(




y ∈ Oz(n),z(m) ∧ z(n) 6= z(m)
)]
.
Recall that we have CLO ∈ Π01. Also, note that CLO ×N ∈ Π01.
We now consider a fixed z ∈ N , a fixed n ∈ ω and a fixed m ∈ ω. We will examine
the set:
{
(x, y) ∈ N ×N |
(




y ∈ Oz(n),z(m) ∧ z(n) 6= z(m)
)}
.
Notice that if m = n, then this set is N × N , and is thus ∆01. We now will consider the
cases when m 6= n.
If z(n) = z(m), then, as m 6= n (by our assumption), this set is equal to On,m×N , which is
∆01.
Now, suppose that m 6= n and z(n) 6= z(m). In this case we either have that x ∈ Om,n or








, which is also ∆01.
These cases are exhaustive, so that:
{
(x, y) ∈ N ×N |
(














(x, y) ∈ N ×N |
(




y ∈ Oz(n),z(m) ∧ z(n) 6= z(m)
)}
∈ Π01.








(x, y) ∈ N ×N |
(




y ∈ Oz(n),z(m) ∧ z(n) 6= z(m)
)}
∈ Σ11.
Now, we have that:








(x, y) ∈ N ×N
∣∣∣∣∣
(








Hence, ≤Σ is the intersection of a Π01 set and a Σ11 set, and is Σ11 as claimed.
Recall that for x ∈ WO, ot(x) is defined to be the order type of ≤x.
By [34, pg 147, 4A.2], it is routine to show that for any y ∈ WO, and for any x ∈ N ,
we have that:
x ≤Σ y iff (x ∈ WO) ∧ (ot(x) ≤ ot(y)).




. Even though ot is a partial function on N , this makes sense by
Comment 7.1 on page 112.





Proof. Let α ∈ ω1 be arbitrary. We will show that ot−1′′(α, ω1) ∈ Π11. As ot : WO → ω1 is
onto, there exists some ŷ ∈ WO such that ot(ŷ) = α. By Proposition 10.0.2, we have that
≤Σ∈ Σ11. Also notice that N × {ŷ} ∈ Π01. As the intersection of a Σ11 set and a Π01 is Σ11,
we have that:
≤Σ ∩ (N × {ŷ}) ∈ Σ11.
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Now, we have that:
≤Σ ∩ (N × {ŷ}) = {(x, y) ∈ N ×N | x ≤Σ y ∧ y = ŷ}
= {(x, y) ∈ N ×N | x ≤Σ ŷ ∧ y = ŷ} ∈ Σ11.
As Σ11 is closed under projections over N , we have that:
{x ∈ N | x ≤Σ ŷ} ∈ Σ11.
Now consider:
ot−1′′(α, ω1) = {x ∈ N | x ∈ WO ∧ ot(x) > α}
= WO \ {x ∈ N | x ∈ WO ∧ ot(x) ≤ α}
= WO \ {x ∈ N | x ∈ WO ∧ ot(x) ≤ ot (ŷ)}
= WO \ {x ∈ N | x ≤Σ ŷ} .
AsWO ∈ Π11 by Proposition 10.0.1, and as {x ∈ N | x ≤Σ ŷ} ∈ Σ11, we have that ot−1′′(α, ω1)
is the intersection of two Π11 sets, so that we have ot ∈ Π←↩
1
1
. Moreover, as ot is unbounded,




As noted in Comment 7.1, we may ‘extend’ ot so that the domain is N , rather than WO
as follows:
ot(x) =
 ot(x) if x ∈ WO,0 otherwise.




and is still unbounded.








∈ (ω1 ∗Π11) which
are unbounded together creating sets in the point-classes.
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If such unbounded functions did not exist, then we would have had equality. We will now


























be arbitrary. Let ~B = 〈Bβ | β ∈ ω1〉 and F : N → ω1 be a




. Now, define the sequence ~C = 〈Cδ | δ ∈ ω1〉 as follows:























iff (∃i ∈ ω1) ((i, n) is lexicographically least such that: Ci(x, n))
iff (∃i ∈ ω1)
(
(i, n) is lexicographically least such that:






iff (∃i ∈ ω1)
(
(i, n) is lexicographically least such that:
Bi(x, n) and x ∈ F−1′′(i, ω1)
)
iff (∃i ∈ ω1)
(
(i, n) is lexicographically least such that:
Bi(x, n) and F (x) ∈ (i, ω1)
)
iff (∃i ∈ ω1)
(
(i, n) is lexicographically least such that:
Bi(x, n) and i ∈ F (x)
)
iff (∃i ∈ F (x)) ((i, n) is lexicographically least such that: Bi(x, n))
iff x ∈ A.























































and (ω1∗Π11)∗ are with regards to other
well known point-classes.
Claim 10.3. {A ⊆ N | |A| ≤ ℵ1} ⊆ (ω1 ∗Π01)∗.
Proof. Let A ⊆ N be arbitrary such that |A| ≤ ℵ1. Then, we have that there is some
function f : ω1
onto−−−→ A. We now define the sequence ~B = 〈Bγ | γ ∈ ω1〉 by:
Bγ = {(f(γ), 1)} , for each γ ∈ ω1.
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We define the sequence ~A = 〈Aα | α ∈ ω2〉 by:




, Aα ∈ Π11 can be arbitrary.
It is routine to check that each Bγ ∈ Π01. Also, as both A0 and A1 are ∆01, we have that each

















Let x ∈ A be arbitrary. Then, as f is onto, there is some γ ∈ ω1 such that f(γ) = x.
Let γ̂ be the least such. Then we have that Bγ̂ = {(x, 1)}. By the leastness of γ̂, we












is a function; hence




































we have n( ~B)(x) ≥ 1. This implies that there exists an n ∈ ω, with n ≥ 1 such that(
~B
)
(x, n) holds. Thus, there is some γ ∈ ω1 such that (x, n) ∈ Bγ. Now, Bγ = {(f(γ), 1)},
so that we have that x = f(γ) (and n = 1). As the codomain (and range) of f is A, we have













Now, we have that A ∈ (ω1 ∗Π01)
∗
, so that as A was arbitrary:
{A ⊆ N | |A| ≤ ℵ1} ⊆ (ω1 ∗Π01)∗.
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Corollary 10.3.1. Assuming ZFC, CH holds iff (ω1 ∗Π01)∗ = (ω1 ∗Π11)∗ = P (N ).
Proof. First, notice that as Π01 ⊆ Π11, we have that, by Claim 10.3:
{A ⊆ N | |A| ≤ ℵ1} ⊆ (ω1 ∗Π01)∗ ⊆ (ω1 ∗Π11)∗ ⊆ P (N ) .
Now, assuming CH, we have that |N | = ℵ1. In this case we have that:
{A ⊆ N | |A| ≤ ℵ1} = P (N ) .
Hence:
P (N ) ⊆ (ω1 ∗Π01)∗ ⊆ (ω1 ∗Π11)∗ ⊆ P (N ) .
Thus, we have that:
(ω1 ∗Π01)∗ = (ω1 ∗Π11)∗ = P (N ) .
If we assume ¬CH, then we have that {A ⊆ N | |A| ≤ ℵ1} ( (ω1 ∗ Π01)∗. Under the as-
sumption ¬CH, we have that |N | ≥ ℵ2, so that N 6∈ {A ⊆ N | |A| ≤ ℵ1}. However, any
(appropriate) ~B with B0 = N × {1} and any (appropriate) ~A with A0 = N and A1 = ∅




10.3 A Jointly Unbounded Function and Sequence
One question that we will address in this section is that of the existence of jointly unbounded
functions and sequences. We will show that given an unbounded function, there does exist a
sequence which is jointly unbounded with the function. The sequence that we will produce
will be of relatively low complexity in the Borel Hierarchy; specifically, the ~B that we will
create for a given unbounded f will be a sequence of Π01  (N × ω) sets. In particular,
as we have seen, in Proposition 10.0.3, that the order type function ot : N → ω1 is Π←↩
1
1
and unbounded, we have that there is a sequence ~B which is jointly unbounded with the
unbounded tail-measurable function ot.
Claim 10.4. If f : N → ω1 is unbounded, then there exists a sequence ~B = 〈Bα | α ∈ ω1〉
of Π01 subsets of N × ω which is unbounded together with f . In particular, there exists a
sequence ~B of Π01 subsets of N ×ω such that the function ot : N → ω1 and ~B are unbounded
together.
Proof. Let f : N → ω1 be an unbounded function. Using the Axiom of Choice, the fact that
f is unbounded and as ω1 is regular, we inductively define the sequence ~x = 〈xα | α ∈ ω1〉
where each xα ∈ N is such that f(xα) > α, and whenever α < β < ω1, we have that
f(xα) < f(xβ), i.e., such that the sequence 〈f(xα) | α ∈ ω1〉 is strictly increasing. Also, note
that as f is a function, we have that whenever α 6= β, xα 6= xβ.
Now, for each α ∈ ω1, we define Bα = {(xα, 1)}. As each Bα is a singleton, we have
that for all α ∈ ω1, Bα ∈ Π01  (N × ω). We claim that f and ~B = 〈Bα | α ∈ ω1〉 are
unbounded together.
Let i ∈ ω1 be arbitrary. Note that we have xi+1 ∈ N . Clearly, i < i + 1 and by our
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defintion of the sequence, i + 1 < f(xi+1). Let j = i + 1. Note that we have j ∈ (i, f(xj)).
By our definition of Bj, we have that Bj(xj, 1), so that there exists an m ∈ ω (namely
m = 1) such that Bj(xj,m). Now, let k ∈ j be arbitrary. It is routine to show that for all
m ∈ ω we have that ¬Bk(xj,m). Hence, as i ∈ ω1 was arbitrary, we have that f and ~B are
unbounded together and for each α ∈ ω1, we have that Bα is Π01.
Recall that it is routine to show that the function ot : N → ω1 is onto, and hence is
unbounded, so that there is a sequence ~B of Π01 sets which is unbounded together with
ot.
Notice that as the sequence ~B created in Claim 10.4 is unbounded together with f , we




∈ (ω1 ∗Π01) such
that ~B is unbounded. This is in sharp contrast to Claim 9.2 which states that for any(
~C
)
∈ (ω1 ∗Σ01) we must have that ~C is bounded.
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10.4 Producing Complex Sets
In this section, we will show that given a function f : N → ω1 and a sequence ~B, any set







both ~C and ~A are sequences of sets of relatively low complexity in the Borel hierarchy.
We begin by introducing some notation that we will use.
Notation 10.1 (proj and Level). If C ⊆ N ×ω we will use the following standard notation:
proj(C) = {x ∈ N | (∃n ∈ ω) ((x, n) ∈ C)} .
For α ∈ ω1, and given ~B = 〈Bα | α ∈ ω1〉, we also will use the following additional notation:




When the sequence ~B is understood, we often will suppress the subscript ~B and just write
Level(α) in place of Level ~B(α).
Notice that for any ~B = 〈Bα | α ∈ ω1〉, we have that {Level ~B(α) | α ∈ ω1} is a pairwise
disjoint family. Hence, we have that for each x ∈
⋃
α∈ω1
proj (Bα), there is a unique αx ∈ ω1
such that x ∈ Level ~B (αx). 4
Suppose we have a function f : N → ω1 and a sequence ~B = 〈Bα | α ∈ ω1〉 which are
unbounded together. Towards producing complex sets, we will now focus our attention to
sets ∆ ⊆ N that satisfy the following four properties. We will first show that using the
Axiom of Choice (AC) and the fact that f and ~B are jointly unbounded, we can produce
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such sets ∆ of infinite size, in particular having cardinality ℵ1. Then, in Theorem 10.1, we
will characterize the sets ∆ ⊆ N that satisfy the four properties.





(3) (∀α ∈ ω1) (|∆ ∩ Level ~B(α)| ≤ ℵ0) ,
(4) (∀x ∈ ∆) (∀α ∈ ω1) [x ∈ Level ~B(α)⇒ α ∈ f(x)] .
Comment 10.2. As an ω1 union of countable sets has cardinality at most ℵ1, one can show
that property (1) is implied by properties (2) and (3). 4
Comment 10.3. We will now demonstrate how such a set ∆ may be constructed when
given f and ~B which are unbounded together.
Recall the function Ψ : N → ω1 which was introduced between Definition 9.2 (page 148)
and Definition 9.4 (page 149), and which was defined by:
Ψ(x) =
 µα (x ∈ proj(Bα)) if there exists some α such that x ∈ proj(Bα),0 otherwise.
As was noted following Definition 9.4, f and ~B are unbounded together iff:
Ψ  {x ∈ N | Ψ(x) ∈ f(x)} is unbounded.
Given a function f and sequence ~B that are unbounded together, we can form a set Ω with
the above four properties using the function:
Ψ̂ = Ψ  {x ∈ N | Ψ(x) ∈ f(x)}
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as follows:
For each α ∈ ω1 \ {0}, if Ψ̂−1′′{α} 6= ∅, use the AC to choose some xα ∈ Ψ̂−1′′{α}.
As Ψ̂ is a function, it is clear that if xα and xβ are defined and α 6= β, then xα 6= xβ.
Also, as Ψ̂ is unbounded in ω1, it is routine to show that there are ℵ1 many α ∈ ω1 \ {0}
such that Ψ̂−1′′{α} 6= ∅ and xα is defined.
Now, define the set Aα by:
Aα =








By our previous comments there are ℵ1 many Aα 6= ∅, we have that |Ω| = ℵ1. Thus, prop-
erty (1) holds for the set Ω.
Now, if x ∈ Ω, we have that x = xα̂ for some α̂ ∈ ω1 \ {0}, so that x = xα̂ ∈ Ψ̂−1′′{α̂}.
Hence, we have that Ψ̂(x) = α̂. As α̂ 6= 0, we have that:




Thus, property (2) holds for the set Ω. Moreover, as α̂ is the least such that x ∈ proj(Bα̂),
we have that x ∈ Level(α̂). As x ∈ Dom(Ψ̂), we have that Ψ̂(x) = α̂ ∈ f(x), so that property
(4) holds for the set Ω.
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Let α ∈ ω1 be arbitrary. If Ω ∩ Level(α) = ∅, then we clearly have that:
|Ω ∩ Level(α)| = 0 ≤ ℵ0,
and property (3) holds for the set Ω.
If Ω ∩ Level(α) 6= ∅, then we have that there is some x ∈ Ω ∩ Level(α). In this case,
by the definition of the intersection, we clearly have that x ∈ Level(α). By our definition
of Ω, we have that x = xα. Now, suppose that y ∈ Ω and that y 6= x. Then, again by
the definition of Ω, we have that y = xβ where β 6= α. This implies that y ∈ Level β. As
α 6= β, we have that Level(α) and Level(β) are disjoint, so that y 6∈ Level(α). As y ∈ Ω was
arbitrary such that y 6= x, we have that |Ω ∩ Level(α)| = |{x}| = 1 ≤ ℵ0, and property (3)
holds for the set Ω.
Note that this set Ω satisfies slightly more restrictive forms of properties (1) and (3), namely
that |Ω| = ℵ1 and that for all α ∈ ω1, |Ω ∩ Level(α)| ≤ 1. 4
Now, suppose that we have constructed at most countably many such sets in this man-
ner (not necessarily pairwise disjoint), i.e., for some β ∈ (0, ω], we have the collection
{Ωα | α ∈ β} such that for each α ∈ β, Ωα has the above four properties (with the slightly
more restrictive forms of properties (1) and (3)). As the Ωα need not be pairwise disjoint,




Ωα. Notice that for each set, Ωα, the more restrictive form of property (3) states




While, this need not be true for Ω, there will be at most countably many x ∈ Ω from a given
‘level’ as there are only countably many sets Ωα. Hence, property (3) (as originally stated)
will hold for Ω. As a countable union of sets of cardinality ℵ1 will still have cardinality ℵ1,
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we have that the more restrictive property (1) will still hold for Ω. Properties (2) and (4)
clearly will also hold for Ω.
Now, let ∆ be any subset of Ω. As ∆ ⊆ Ω, it is routine to show that ∆ satisfies all
four of the original properties.
Theorem 10.1. Let f : N → ω1 be any function and let ~B = 〈Bα | α ∈ ω1〉 be any sequence
in which each Bα ⊆ (N × ω), such that f and ~B are unbounded together. Let ∆ ⊆ N be any
set that satisfies the four properties. Then, there exists sequences ~C = 〈Cα | α ∈ ω1〉, where
each Cα ⊆ (N × ω) and Cα ∈ Σ02 (in fact each Cα is countable), and ~A = 〈Aα | α ∈ ω2〉,








Proof. Let f : N → ω1 be an arbitrary function and let ~B = 〈Bα | α ∈ ω1〉 be an arbitrary
sequence in which each Bα ⊆ (N × ω), such that f and ~B are unbounded together. Also,
let ∆ ⊆ N be any set that satisfies the four properties.
We will define the sequence ~C = 〈Cα | α ∈ ω1〉 as follows:
Cα = {(x, 1) | x ∈ ∆ ∩ Level ~B(α)} .
Comment 10.4. Notice that by property (3), for each α ∈ ω1, we have that |Cα| ≤ ℵ0, so
that each Cα is either ∅ or is equal to a countable union of singletons. As a singleton is
closed, each Cα ∈ Σ02 ⊆ Π11. If we had only used finitely, rather than countably, many sets
Ωα in our above construction of Ω, then we would have that each Cα ∈ Π01. 4
Now, we define a sequence ~A. Let A0 = N , A1 = ∅, and for each γ ∈ [2, ω2), let Aγ be
any ∆01 set. Note that as both N and ∅ are ∆01, we have that for every α ∈ ω2, Aα ∈∆01.
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Suppose that x ∈ ∆. By property (2), we have that there is some γ ∈ ω1 such that
x ∈ proj (Bγ). Let the least such be γ̂. Then, we have that x ∈ Level (γ̂). As we also
have that x ∈ ∆, we have that (x, 1) ∈ Cγ̂. It is obvious/trivial to check that (γ̂, 1) is





























. Then, we have that there is some n ∈ ω such












, we have that there is
some γ̂ ∈ f(x) such that (γ̂, n) is <lex-least such that Cγ̂(x, n). As (x, n) ∈ Cγ̂, we have that














Question 10.4. Given the function f and ~B that are unbounded together, we do not know
if the sets ∆ that satisfy the four properties can be arbitrarily complex. In the case that
f = ot, in our previous construction of the set Ω, we have that Ω ⊆ WO, so there may
be restrictions on the complexity of ∆. In addition, this may be related to the GCH. It is
known that Σ11 has the Perfect Set Property
1, so if |N | 6= ℵ1 and |∆| = ℵ1, we know that
∆ 6∈ Σ11. More generally, if Γ is any point-class that has the Perfect Set Property, |N | 6= ℵ1,
and |∆| = ℵ1, then ∆ 6∈ Γ. 4
Notice that in this construction starting with f and ~B, we didn’t use the complexity
of f or ~B, and we produced a sequence ~C, which was either a sequence of Π01 or Σ
0
2 sets,







satisfied the four properties.
1A point-class Γ is said to have the Perfect Set Property if every uncountable set in Γ has a (non-empty)
perfect subset, i.e., a (non-empty) set that is closed and has no isolated points. It’s routine to show that
(non-empty) perfect sets in N have the same cardinality as N .
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By imposing restrictions on the tail-measurability of f , Theorem 10.1 immediately implies
the following corollary.
Corollary 10.1.1. Let Γ be a point-class of N , let f ∈ Γ
←↩
and ~B be unbounded together,
and let ∆ be any set that satisfies the four properties.
Then, we have that there exists an ω1 sequence ~C of Σ
0
2  (N × ω) sets and an ω2 sequence

















Comment 10.5 (Recap). Recall that unbounded tail-measurable functions and sequences
do exist. For example, we constructed the unbounded function ot : N → ω1, which by




. Then, by Claim 10.4, using AC, we can construct a sequence ~B
of Π01 (and hence Π
1
1) subsets of N × ω of length ω1 which is jointly unbounded with the
unbounded function.
Then, by the construction given after the statement of the four properties, we can pro-
duce a set Ω (again using AC), which satisfies the four properties (which depend of both the
function and the sequence).






















Comment 10.6. It is known that if a measurable cardinal exists, then Σ12  N satisfies
the Perfect Set Property (see [34, 6G.10]). Hence, if CH fails and a measurable cardinal ex-


















Notice that in the proof of Theorem 10.1, we were able to produce any set ∆ satisfying
the four properties using an ω1 sequence of Σ
0
2 sets, ~C (as being equal to some (f ∗ ~C)∗( ~A)).








In addition, in our above construction, if the set ∆ is a subset of Ω and Ω was formed with
finitely many Ωα, or, more generally, if ∆ satisfies a restricted property (3), namely:
(∀α ∈ ω1)(|∆ ∩ Level ~B(α)| < ℵ0),









This raises the following questions:













∈ (ω1 ∗Σ01) and where ~A is an
ω2 sequence of Π11 sets?
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∈ (ω1 ∗∆01) and where ~A is an ω2 sequence of Π11
sets? 4
Recall that this question is already answered by the results of Claim 9.2 on page 160.
In both of these cases we have that ~C must in fact be bounded, i.e., the function Ψ ~C is
bounded (see Definition 9.3 and the comments following the definition on page 148). Hence,




, bounded or unbounded, and for any sequence ~C which witnesses that(
~C
)


























, whereas the comments after Question 10.5 give an upper bound



















Additional Attempts at Finding Point-Classes Between⋃
κ∈ω1
(κ ∗Π11)∗ and ∆(ω2 −Π11)
Introduction to Part V




(κ∗Π11)∗ and ∆(ω2−Π11). In Chapter 11, we define a number of possible
restrictions on sequences used to build the point-classes that were defined in Chapter 8 as
well as DuBose’s point-classes. We also look at how some of the point-classes with these
restrictions imposed relate to each other. Then, in Chapter 12, we mention some additional




Introduction to Chapter 11
In order to help tame the complexities of sets formed from sequences and tail-measurable
functions which are jointly unbounded, in Chapter 11 we introduce a number of possible re-
strictions that might potentially limit the complexities of the point-classes defined in Chapter
8.
In Section 11.1, we define four of these possible restrictions and introduce the notation
that we will be using.
In Section 11.2, we mention a few results that one gets by assuming some of these pos-
sible restrictions.
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11.1 The Possible Restrictions




∈ (ω1 ∗Σ01)  (N×ω)








∈ (ω1 ∗Σ01) must be bounded, we








 N . On









contains all sets ∆ ⊆ N that satisfy the four properties on
page 182 with the more restrictive version of (3), namely (∀α ∈ ω1) (|∆ ∩ Level ~B(α)| < ℵ0),




and some ~B which is unbounded together with f .1
It is not known if the four properties impose a restriction on the complexity of the sets
∆, i.e., if the four properties create an upper bound for the complexity of the sets ∆. One









cannot be in any point-class that satisfies the Perfect Set Property as sets ∆ can be created
with cardinality ℵ1.2
We now ask if there are restrictions that we can impose on the sequences ~C which may















∈ (ω1 ∗Π11), and where ~A witnesses that some set is
ω2 −Π11.
1The only restriction on ~B here is that ~B is a sequence of subsets of N × ω.
2For example, if a measurable cardinal exists, then Σ12  N satisfies the Perfect Set Property, by [34,
6G.10]. Hence, if GCH fails and a measurable cardinal exists, then there will be sets ∆ of size ℵ1 that will
not be Σ12  N .
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There are a couple possible restrictions that we may take into consideration:
Possible Restriction 11.1 (PR 11.1). We may require that the sequence ~C = 〈Cα | α ∈ ω1〉




Possible Restriction 11.2 (PR 11.2). We may require that the sequence ~C = 〈Cα | α ∈ ω1〉










In the construction of the sequence ~C = 〈Cα | α ∈ ω1〉 given in Theorem 10.1 on page
185, in order to produce the set ∆, we have that
⋃
α∈ω1
Cα = ∆× {1}. Notice that imposing
either PR 11.1 or PR 11.2 on the sequence ~C restricts which sets ∆ we may produce using
this construction.
Possible Restriction 11.3 (PR 11.3). We may require that the sequence ~C = 〈Cα | α ∈ ω1〉
of Π11 sets is such that:
~C ∈ L(R).
4
Before stating Possible Restriction 11.4, recall the definition of the set WO and of the
function ot : N → ω1 given in Section 10.1 on page 168.
Possible Restriction 11.4 (PR 11.4). We may require that the sequence ~C = 〈Cα | α ∈ ω1〉
of Π11 sets is such that:
{





Notation 11.1. In order to denote the point-classes created with these restrictions on the
sequence ~C, we will use the notation Γ  PR N where Γ is one of the point-classes that we
have defined in which an sequence ~C is used to witness a set is in Γ, and where N is either





 PR 11.2 is the point-class of sets D such that there is a se-













 PR 11.1 is the point-class of sets D such that there is a sequence ~C














Note that as the possible restrictions limit which sequences we are allowed to use in the
construction of the point-classes, we will always have that Γ  PR N ⊆ Γ for any appropriate
point-class Γ and appropriate N .
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11.2 Results Assuming Possible Restrictions
Notice that if we take any sequence ~C of length ω1 of Π
1
1 sets, we have that the union of any
proper initial segment will be Π11, i.e., for any κ ∈ ω1,
⋃
α∈κ
Cα ∈ Π11, as Π11 is closed under
countable unions. Thus, we have that any ~C of countable length κ satisfies PRκ11.1 where
PRκ11.1 is the restriction: ⋃
α∈κ
Cα ∈ Π11.








 PRκ11.1 for every κ ∈ ω1. Similarly, for

























which was witnessed by
some f and some sequence ~B. We used the sequence ~B to produce another sequence ~C of




. However, even in the case that the original sequence ~B satisfies
PR 11.1, it may not be the case that the union of the sets in ~C is still Π11. In this case, we
have that ~C does not satisfy PR 11.1. Having said that, we still have that ~C witnesses that(
~C
)












 PR 11.1 ⊆ (ω1 ∗Π11).








 PR 11.1 ⊆ (ω1 ∗Π11)  PR 11.1.3
Recall that we have that Γ  PR N ⊆ Γ for any appropriate point-class Γ and appropriate
N . In particular, we have that:
∆(ω2 −Π11)  PR N ⊆ ∆(ω2 −Π11),
3We did not prove that inclusion fails. Even if the sequence ~C doesn’t satisfy PR 11.1, there still may




and such that ~D does satisfy PR 11.1.
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and also:
ω2 −Π11  PR N ⊆ ω2 −Π11
for each possible restriction N . Hence, potential candidates for point-classes strictly between⋃
κ∈ω1
(κ ∗Π11)∗ and ∆(ω2 −Π11) could include ∆(ω2 −Π11)  PR N and ω2 −Π11  PR N .
We now will examine how some of the possible restrictions bound the point-classes of the
form ω2 −Π11  PR N .
Comment 11.1. In Claims 11.1, 11.2, and 11.3 below we will use a function f ~C : N → ω1




∈ (ω1 ∗Π11) and where f ~C is defined by:
f ~C(x) =
 µα (∃n ∈ ω (Cα(x, n))) + 1 if (∃n ∈ ω) (Cα(x, n)) ,0 otherwise.
We also will use the fact that for any α ∈ ω1, we have:
























We also claim that
(






. Let (x, n) ∈ N × ω be arbitrary. Now:
(x, n) ∈
(
f ~C ∗ ~C
)
iff (∃i ∈ f ~C(x)) ((i, n) is <lex-least such that Ci(x, n))
iff (∃i ∈ ω1) ((i, n) is <lex-least such that Ci(x, n) ∧ i ∈ f ~C(x))
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iff (∃i ∈ ω1)
(
(i, n) is <lex-least such that Ci(x, n)
∧ i < (µα (x ∈ proj (Cα)) + 1)
)
iff (∃i ∈ ω1) ((i, n) is <lex-least such that Ci(x, n))





Hence, we have that
(






















∈ (ω1 ∗Π11)  PR 11.1. Consider the function f ~C :
N → ω1 as defined in Comment 11.1. We claim that f ~C ∈ (2−Π11)←↩ .
Let α ∈ ω1. By Comment 11.1, we have that:









As Π11 sets are closed under projections over ω, and by PR 11.1, this is a difference of Π
1
1
sets, and is thus (2−Π11). Thus, we have that f ~C ∈ (2−Π11)←↩ as claimed.
By Comment 11.1, we have that
(































Proof. The proof of Corollary 11.0.1 is identical to the proof of Claim 11.1 except when
determining the complexity of the function f ~C . We have that, for any α ∈ ω1:









In this case, as a countable union of ∆11 sets is still ∆
1
1, and as the set resulting from a ∆
1
1
set removed from a Π11 set is Π
1


















∈ (ω1 ∗Π11)  PR 11.4, i.e., we have that:
{
(x, y) ∈ (N × ω)×N | y ∈ WO ∧ x ∈ Cot(y)
}
∈ Π11  ((N × ω)×N ) .
Then, we have that:
{
x ∈ N × ω | (∃y ∈ N )
(
y ∈ WO ∧ x ∈ Cot(y)
)}
∈ Σ12  (N × ω).
Let P =
{
x ∈ N × ω | (∃y ∈ N )
(
y ∈ WO ∧ x ∈ Cot(y)
)}
. Now, using the fact that the
function ot : N → ω1 is onto, we have that for every x ∈ N × ω:
x ∈ P iff (∃y ∈ N )
(
y ∈ WO ∧ x ∈ Cot(y)
)









Now, consider the function f ~C : N → ω1 as defined in Comment 11.1. We claim that
f ~C ∈ Σ←↩
1
2


















Now, as α ∈ ω1, α is countable, so that
⋃
β∈α
Cβ is a countable union of Π
1
1 sets, and is thus
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itself Π11. Also, as Π
1






Π11. Similarly, we have that proj(P ) ∈ Σ12 as P ∈ Σ12. As removing a Π11 set from a Σ12
set results in a Σ12 set, we have that f
−1′′
~C
(α, ω1) ∈ Σ12. By Comment 11.1, we have that(










∈ (ω1 ∗Π11)  PR 11.4 was


























Proof. The proof of Claim 11.3 is similar to both Claims 11.1 and 11.2, and uses that for
β ∈ ω2, we have that β −Π11 ⊆∆12, and that ∆12 is closed under projections over ω.








. Again, consider the function f ~C : N → ω1




. Let α ∈ ω1. By Comment 11.1, we
have:





























∈ Π11, so that f−1′′~C (α, ω1) ∈∆
1




By Comment 11.1, we have that
(
























Claims 11.1, 11.2 and 11.3 all considered the point-class (ω1 ∗Π11) under the restric-
tion of one of PR 11.1, PR 11.2, or PR 11.4. These results may not hold if we con-












Also, recall that by assuming ZFC+CH, by Corollary 10.3.1 (page 178), we have that
(ω1 ∗Π11)
∗
= P (N ). While we clearly have that (ω1 ∗Π11)
∗  PR N ⊆ P (N ) for any
appropriate N , we may not have equality (even when we are assuming that CH holds). This
remains an open question.
Another open question that may be worth exploring is what impact the possible restric-




∈ (ω1 ∗Π01), i.e., when ~C is an ω1 sequence of closed
(rather than co-analytic) sets.
There is a natural version of each possible restriction for sequences of Π01 sets. For ex-
ample, PRΠ0111.1 would be the restriction that







Additional Attempts and Questions
Introduction to Chapter 12:
In Chapter 11, we considered adding restrictions on the sequences as a possible manner
in which to find point-classes strictly between
⋃
κ∈ω1
(κ ∗Π11)∗  N and ∆(ω2 −Π11)  N . In
Chapter 12, we will consider a different approach to this same end. Specifically, we will
examine the point-classes that we get when we use the star operation as defined in Defi-
nition 4.4 on other point-classes of N × ω that we have previously studied, including the
point-classes in the difference hierarchy of Π11 sets, as well as point-classes that have been
produced using the star operation in order to see what may come of this.
In Section 12.1, we begin to examine these other point-classes which will be of the form
(Γ)∗  N , where Γ  (N × ω) is a point-class that we have previously defined, as potential
candidates of point-classes falling strictly between
⋃
κ∈ω1
(κ ∗Π11)∗  N and ∆(ω2 −Π11)  N .
For example, we will take a look at (Γ)∗  N , where Γ = 2−Π11  (N × ω) as well as where
Γ = (Π11)
∗  (N × ω).
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12.1 Different Attempts and Additional Questions




(κ ∗ Π11)∗  N and ∆(ω2 − Π11)  N , we might also attempt looking at the




 N for β ∈ ω2.









, for some set B ∈ (β −Π11)  (N × ω) and some sequence ~A which witnesses
that a set is (ω2 −Π11)  N .
Unfortunately, as we will show, the point-classes of the form (β −Π11)∗  N (with β ∈ ω2)
will not fall between
⋃
κ∈ω1
(κ ∗Π11)∗  N and ∆(ω2 −Π11)  N . We will, however, show that
all of these point-classes are contained in the point-class (B(Π11))∗  N .
Comment 12.1. Let X be a topological space. Then, Σ11  X ⊆ (2−Π11)  X .
Proof. Let X be any topological space. Now, let B ∈ Σ11  X be arbitrary. We define C0 = X
and C1 = X \ B. Note that C0 ∈ ∆01  X ⊆ Π11  X and as C1 is the complement of B, we
have that C1 ∈ Π11  X .
Now, let D = Dk(〈C0, C1〉). Notice that D ∈ (2−Π11)  X . We claim that B = D.
D = Dk (〈C0, C1〉)
= C0 \ C1
= X \ (X \B)
= B.
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Hence, as claimed we have that B = D. Therefore, B ∈ (2−Π11)  X . As B ∈ Σ11  X was
arbitrary, we have that Σ11  X ⊆ (2−Π11)  X .





Proof. Let A ∈ ω2 −Π11  N be arbitrary. As ω2 −Π11  N = (Σ11)
∗  N (see page 93), we
have that A ∈ (Σ11)
∗  N . Hence, there is a sequence ~A witnessing some set is ω2−Π11  N ,











As A ∈ ω2 −Π11  N was arbitrary, we have that:





Question 12.1. We still do not know if the point-class ω2 − Π11  N is strictly below or
equal to the point-class (2−Π11)
∗  N . As there are 2−Π11  (N × ω) sets that are neither
Σ11  (N × ω) nor Π11  (N × ω), there is a chance that these classes are not equal. If they
are not equal, then how complex is this class? We also do not know where the point-classes
of the form (β −Π11)∗  N are in the hierarchy in the cases where β > 2. 4
Claim 12.1. For any 1 < δ < γ < ω2, we have the following inclusion of point-classes of
N : (
Π11

















Proof. Recall that Definition 4.4 on page 70 defines the point-class (Γ)∗  X for any topolog-
ical space X and any point-class Γ  (X ×ω). In particular, if Γ is a point-class of N ×ω×ω,
then (Γ)∗ will be a point-class of N × ω.
It is routine to show that for every topological space X , we have that ∅ ∈ Π11  X . From this
fact, by Lemma 3.3 on page 58, we clearly have that for any 1 < δ < γ < ω2 the following
inclusions of point-classes holds for every topological space:




In particular, the above inclusions holds for the space N ×ω. This immediately implies that
the following inclusions of point-classes of N holds:
(
δ −Π11





As ω2 −Π11  N ⊆ (2−Π11)
∗  N , by Comment 12.2, we also have that for every ordinal δ






It is worth noting, however, that for the space N , for δ = 1, we have that:
(Π11)
∗ = (1−Π11)∗ ( ω2 −Π11.
1This inclusion also holds when δ is allowed to be 1.
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It is also routine to show that for any topological space, we have that for any 0 < δ < γ < ω1,












In particular, these inclusions hold for Baire space, N × ω. This implies that we have the











Hence, we have proven this claim.
Comment 12.3. While Claim 12.1 gives inclusions of point-classes of Baire space, the given
inclusions would hold in any topological space. 4
Two additional questions that may help lead to defining other point-classes are given
below.
Question 12.2. What can be said about the point-class consisting of the intersection of two
(Π11)
∗  N sets? 4
As B(Π11)  N , the σ-algebra on Π11 sets, is closed under countable intersections, and as
(Π11)
∗  N ⊆ ω2 −Π11  N ⊆ B(Π11)  N , we know that the point-class consisting of all sets
that are equal to an intersection of two (Π11)
∗  N sets will be contained in B(Π11)  N .
It is easy to see that while ∆(ω2−Π11)  N is closed under complements, it is not closed under
countable unions nor countable intersections. If it were closed under countable intersections
and countable unions, then we would have that:
B(Π11)  N ⊆ ∆(ω2 −Π11)  N ,
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so that as:
∆(ω2 −Π11)  N ⊆ ω2 −Π11  N ⊆ B(Π11)  N ,
we would have that:
∆(ω2 −Π11)  N = ω2 −Π11  N ,
which is known to be false. Thus, as (Π11)
∗  N sets are in ∆(ω2 −Π11)  N , it is possible
that an intersection of countably many (Π11)
∗  N sets is not in ∆(ω2 −Π11)  N . It may
even be the case that the intersection of two (Π11)
∗  N sets is not in ∆(ω2 −Π11)  N .
On the other hand, the point-class (Π11)
∗  N is relatively low in comparison to the point-
class ∆(ω2 −Π11)  N in the hierarchy that we have been examining. While it is unknown,
it seems more likely that the intersection of two (Π11)
∗  N sets would be in some point-class
below ∆(ω2 − Π11)  N , possibly even some (κ ∗ Π11)∗  N point-class with κ ∈ ω1. This
is a potential point-class worth examining in the search for point-classes strictly between⋃
κ∈ω1
(κ ∗Π11)∗  N and ∆(ω2 −Π11)  N .
Another question that can be asked is as follows:
Question 12.3. Suppose κ ∈ ω1. What can be said about the point-classes in the difference
hierarchy of (κ∗Π11)∗  N sets, that is to say the point-classes of the form β− (κ ∗Π11)
∗  N
where β is some non-zero ordinal? 4
As B(Π11)  N is closed under countable intersections, and also as:
(κ ∗Π11)∗  N ⊆ B(Π11)  N ,











Introduction to Part VI
In Part VI, we turn our attention to 2- and 3-player games as well as the determinacy
of such games.
In Chapter 13, we review the definitions of 2-player games and define related notation,
which we will later extend to our study of 3-player games. We also define determinacy of
2-player games, which has been well-studied. In fact, the point-classes defined by DuBose
were created specifically for the purpose of proving determinacy results. In addition, we will
mention a few determinacy results that are well known.
Then, in Chapter 14, we define 3-player games, extending the notation and concepts of
the 2-player games as discussed in Chapter 13. We will produce some simple determinacy
conditions on 3-player games, culminating in a complete characterization of the determinacy
of 3-player games on N , which boils down to the well-studied determinacy of 2-player games.
In Chapter 15, we define what we will mean by imposing rules on a 3-player game. We
will then show that every 3-player game can be made into a determined game by imposing
a stringent rule on the game.
Then, in Chapter 16, we will show that a more lenient rule can be imposed only on the
third player in 3-player games on N for which the first player’s payoff set is in Σ02, the sec-
ond player’s payoff set is in Π02 and the third player’s payoff set is empty, such that the rule
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guarantees the determinacy of the game.2 The proof of this is modeled after Wolfe’s proof of
the determinacy of Σ02 in 2-player games on N . While the rule that we will define for these
games is far less stringent than the type of rule used in making an arbitrary 3-player game
determined, this rule still is extremely restrictive.
Finally, in Chapter 17, we introduce a special class of 3-player games, which we will re-
fer to as 3213-Games. We will study the structure of such games and examine the conditions
that will guarantee determinacy of such games. In addition, we will show that in some of
these games which are not determined, there are rules that can be imposed only on one
player, which are far less restrictive than the rules defined in either Chapter 15 or Chapter
16 and which will yield determinacy of these games.




Introduction to Chapter 13:
In Chapter 13, we review some basic notation, definitions, as well as some well known
results concerning 2-player games and determinacy. In Chapter 14 and beyond, we will be
looking at 3-player games, so we are setting up the foundation for these later chapters.
In Section 13.1 we define game trees and 2-player games on game trees. We also define
strategies for the players and define imposed subtrees.




In this section, we will define what we mean by a game tree and also define 2-player games
on such trees and related terminology.
Definition 13.1 (Game Tree). We say that a set T is a game tree if T satisfies the following
conditions:
• T is a set of sequences, i.e., p ∈ T implies that p = 〈pβ | β ∈ α〉 where α, an ordinal,
is the length of p.
• T is closed under subsequences, i.e., if p ∈ T and p = 〈pβ | β ∈ α〉, then for every
γ ∈ α, we have that 〈pβ | β ∈ γ〉 ∈ T .
With the added condition T 6= ∅, we say that T is a nontrivial game tree. 4
Note that it is possible to have T = {∅} as a game tree.
Definition 13.2. If we have a game tree T and a sequence p ∈ T , we may also define an
associated game tree Tp of all plays consistent with p as follows:
Tp = {q ∈ T | q ⊆ p ∨ q ⊇ p} .
4
Definition 13.3. If we have a game tree T and a sequence p ∈ T , we may also define an
associated game tree T (p) as follows:
T (p) = {q | p_q ∈ T} .
4
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Definition 13.4 (Body of a Game Tree). The body of a game tree T , denoted by [T ] is a
set of sequences defined as follows:
[T ] = {~x | (∀p ( ~x)((p is a sequence)⇒ p ∈ T ) ∧ (∀q ∈ T ) (q 6⊇ ~x ∨ q = ~x)} .
4
Note that in general, if ~x ∈ [T ], we do not necessarily have ~x ∈ T . If ~x ∈ [T ] and
length(~x) is a successor ordinal, then we will have that ~x ∈ T . If ~x ∈ [T ] and length(~x) is a
limit ordinal, we may or may not have ~x ∈ T .
The game tree that we will usually be interested in is:
<ωω = {~x  n | (n ∈ ω) ∧ (~x ∈ N )} .
That is, <ωω is the set of all finite sequences of elements of ω. Note that [<ωω] = N .
Another game tree that is often of interest is:
<ω2 = {~x  n | (n ∈ ω) ∧ (~x ∈ ω2)} .
In this case, we have that <ω2 is the set of all finite sequences of 0’s and 1’s.
This notation can be generalized for any non-empty set X:
<ωX = {~x  n | (n ∈ ω) ∧ (~x ∈ ωX)} .
Then, <ωX is the set of all finite sequences of elements of X and [<ωX] = ωX.
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In each of these game trees, <ωω, <ω2, and <ωX, notice that the set:
MT (p) = {m | p_〈m〉 ∈ T}
is the same for every p ∈ T , where T is one of these two game trees. While this is common,
it is not required for a game tree. The set MT (p) can be referred to as the set of possible
moves at the position p in the game tree T .
Given a game tree T , and a set A ⊆ [T ], we can define a 2-player game, G(A;T ), or G
for short, between two players who we will refer to as Player I and Player II, or I and II for
short. We will call the set A the payoff set for Player I. The set Ac = [T ] \ A is referred to
as the payoff set for Player II.
In the game G, Players I and II alternate playing moves, creating sequences in T until
a sequence ~x ∈ [T ] is produced. We say that each ~x ∈ [T ] is a full play for the game G.
When playing the game G, Players I and II create a full play ~x ∈ [T ] as follows: For each
even α in the domain of ~x, Player I plays x(α), and for each odd α in the domain of ~x, Player
II plays x(α). In both cases, the player playing the move x(α) only plays this move immedi-
ately after ~x  α has been produced. In the event that there is a full play ~x ∈ [T ] with length
greater than a limit ordinal α, then Player I plays the next move at ~x  α. Note that when a
player plays the x(α) after ~x  α, the new sequence produced is (~x  α)_〈x(α)〉 = ~x  (α+1).
A run of the game G(A;T ) is sometimes represented visually as in Figure 13.1. In this figure,
we use the notation xα in place of x(α).
Then, Player I is said to win the game G iff the full play ~x is in A. If ~x 6∈ A, then II
wins the game G. Note that, in these games, there are no ties: A full play is either a win
for Player I or is a win for Player II.
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Figure 13.1: 2-Player Game
G(A;T ) : I : x0 x2 x4 · · · x2n
· · · ~x ∈ [T ]
II : x1 x3 x5 · · · x2n+1
We may also write G(A,Ac;T ), or G(A,B;T ) where B = Ac = [T ] \ A, in place of G(A;T )
so that we list out both the winning/payoff sets for I and II, rather than just writing the
winning set for Player I. For two players this extended notation is redundant: When given
the winning/payoff set A for Player I and when given the game tree T , we can calculate
B = Ac, the winning/payoff set for Player II. In the later chapters with three players, this
notation will be used more frequently, as knowing a single player’s payoff set will not specify
the two other players’ payoff sets.
An s-strategy (for sequence-strategy) σ for Player I for a game G(A;T ) is a function whose
domain is the set of all positions/sequences in T which have even length for which there
are extensions in T , and which maps each sequence in its domain to a sequence in T which
extends the given sequence by one move.
An s-strategy for Player II is defined similarly, except the domain is defined with odd parity.
If we have an s-strategy as defined above, there is a related m-strategy (for move-strategy),
which is is defined by composing the s-strategy with the projection function giving last co-
ordinate/move. If σs is an s-strategy and p ∈ Dom(σs), the corresponding m-strategy σm is
defined so that σs(p) = p
_〈σm(p)〉. Notice that this defines a bijection between all possible
s-strategies and m-strategies. We will refer to either both as strategies, and may switch
between the two.
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Let σ be a strategy, and let σs be the corresponding s-strategy. We say that a sequence
~x ∈ T ∪ [T ] is according to σ if we have that for all p ( ~x, if p ∈ Dom(σs), then σs(p) ⊆ ~x.
In particular, we have both positions and full plays that are according to σ.
Often, when we define a strategy σ, we only define σ(p) for positions p that are accord-
ing to σ, rather than for all positions of proper length. As we will only be interested in plays
according to strategies, these partial definitions will be sufficient for our use. If we were
to desire that a strategy, as defined above, be a total function, we could either adjust the
definition of a strategy so that the domain of a strategy only consists of positions that are
according to the strategy or we could extend the strategy to a total function on all positions
of proper length.
We will refer to such σ’s in which the domain is restricted to the set of plays with correct
parity that are according to the strategy as rs-strategies (for restricted sequence strategies)
in the case where the codomain consists of sequences and as rm-strategies (for restricted
move strategies) in the case where the codomain consists of moves. We may also refer to
both rs and rm-strategies just as strategies.
Given a game tree T and a position p ∈ T , a strategy for the game tree T (p) will in-
duce a strategy in the game tree Tp.
We say that a strategy σ for a player is a winning strategy if every full play ~x that is
according to the strategy is a win for that player, i.e., ~x is in that player’s payoff set. It is
routine to show that at most one player can have a winning strategy. If both player’s did have
winning strategies, we would have both players play according to their respective strategies,
obtaining a play in both payoff sets. Due to the payoff sets being disjoint, we would then
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arrive at a contradiction. However, it is plausible that neither player has a winning strategy
for a given game. In ZFC, using the Axiom of Choice, one can create a game on the game
tree T = <ωω in which neither player has a winning strategy (see [17]). On the flip side, in
ZF+AD, the Axiom of Determinacy states that all games on the game tree T = <ωω will
have a winning strategy for one of the two players (see [34]), that is all games on the game
tree T = <ωω are determined (we formally define determinacy in Section 13.2).
A quasi-strategy is a generalization of a strategy. We say that σ is a quasi-strategy for
a player if σ is a relation with the same domain and codomain as a strategy for that player.
The difference between a strategy and a quasi-strategy is that a strategy is a function that
specifies a single next move/position while a quasi-strategy allows for multiple possible next
moves/positions. Note that a strategy is a quasi-strategy; however, the converse may not be
true. Also, using the Axiom of Choice, or by using a well ordering of the possible moves at
each position in the game tree, one can define a strategy from a quasi-strategy by picking
a move/position from the options given by the quasi-strategy. Just as with strategies, we
can define quasi-strategies so that the codomain consists of sequences in the game tree or
consists of moves, and we can move between the two without issue.
We say that a sequence ~x ∈ T ∪ [T ] is according to a quasi-strategy σ if we have that
for p ( ~x, if p ∈ Dom(σ), then either (p, x(length(p))) ∈ σ or (p, p_〈x(length(p))〉) ∈ σ
(depending on the definition/type of codomain of σ). In particular, we have both positions
and full plays that are according to σ.
As was the case for strategies, we can define quasi-strategies with domain only consist-
ing of sequences with correct length parity that are according to the quasi-strategy.
We say that a quasi-strategy for a player is a winning quasi-strategy for the player if every
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play that is according to the quasi-strategy is a win for that player.
Definition 13.5. Let T be a game tree.1 We say that T̂ is a subtree of T if T̂ ⊆ T and T̂ is
itself a game tree. For example, for any position p ∈ T , we have that Tp is a subtree of T .2
Note that if T̂ is a subtree of T , if ~x ∈ [T̂ ], then either ~x ∈ T or ~x ∈ [T ]. 4
Let T be a game tree. We say that T̂ is a I-imposed subtree of T such that [T̂ ] ⊆ [T ] and
such that T̂ only restricts moves played by Player I, that is to say if p ∈ T̂ is a position with
odd length (so that it is Player II’s turn at p), then whenever p_〈m〉 ∈ T , then p_〈m〉 ∈ T̂ .
Similarly, a II-imposed subtree T̂ of a game tree T is a subtree of T such that [T̂ ] ⊆ [T ] and
which only restricts moves played by Player II, that is to say, if p ∈ T̂ is a position with even
length (so that it is Player I’s turn), then whenever p_〈m〉 ∈ T , then p_〈m〉 ∈ T̂ .
One might define I- and II-imposed subtrees without the requirement that [T̂ ] ⊆ [T ]. In
this dissertation, we will only be considering I- and II-imposed subtrees that have this prop-
erty and are including it in our definition to avoid confusion.
With the I/II-imposed terminology, we can define a quasi-strategy for Player I in a game
tree T to be a I-imposed subtree of T as any such tree induces a quasi-strategy with domain
consisting only of plays that are according to the quasi-strategy. Similarly, a quasi-strategy
for Player II in a game tree T is a II-imposed subtree of T . In addition, we can define a
strategy for Player I to be a I-imposed subtree with the additional requirement that when-
ever it is Player I’s turn at a position p, there is exactly one extension/move in the subtree,
that is to say if p is in the subtree and the length of p is even, then there exists a unique
m such that p_〈m〉 is also in the subtree. Note that such a I-imposed subtree induces a
unique rs-strategy and the corresponding rm-strategy. On the other hand, there are likely
1Recall that T is a set of sequences.
2In general T (p) is not a subtree of T .
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many different r-strategies and s-strategies that can be formed from the I-imposed subtree.
We define a strategy for Player II as a II-imposed subtree in the same manner (except with
opposite parity).
We also define the following notation given a game tree T :
T  I = {p ∈ T | The last move in p was played by Player II or p has no last move} ,
T  II = {p ∈ T | The last move in p was played by Player I} .
In the definition of T  I, we say that p has no last move in the case where either p = ∅ or
the length of p is a limit ordinal.
In the case that every p ∈ T has length less than ω, this is equivalent to:
T  I = {p ∈ T | (∃k ∈ ω)(length(p) = 2k)} ,
T  II = {p ∈ T | (∃k ∈ ω)(length(p) = 2k + 1)} .
If we have that p ∈ T and p is not a full play, then p ∈ T  I iff it is Player I’s turn at p.
Similarly, if p ∈ T and p is not a full play, then p ∈ T  II iff it is Player II’s turn at p.
Also, note that neither T  I nor T  II are subtrees of T as they are not closed under
subsequences. We also have that (T  I) ∩ (T  II) = ∅ and (T  I) ∪ (T  II) = T .
Using this notation, we may define an s-strategy σ for Player I as a function σ : T  I→ T  II
with the additional property that length(σ(p)) = length(p) + 1 for all p ∈ Dom(σ). Simi-
laryly, we may define an s-strategy σ for Player II as a function σ : T  II → T  I again
with the additional property that length(σ(p)) = length(p) + 1 for all p ∈ Dom(σ).
218
13.2 Determinacy
In this section, we define what it means for a set to be determined and also what it means
for determinacy to hold for a point-class of a given set. In addition, we will state a number
of well-known determinacy results.
Definition 13.6. Let T be a game tree and let A ⊆ [T ]. The game G(A;T ) is said to
be determined if either Player I or Player II has a winning strategy for the game. In
the case that the game G(A;T ) is determined, we may write Det(G(A;T )) or equivalently
Det(G(A,Ac;T )). 4
We define determinacy here based on strategies, however, one could instead define de-
terminacy based on quasi-strategies. One main advantage to this would be that this avoids
the issue of using the Axiom of Choice to define some strategies, for example in some game
trees which are not well ordered.
Definition 13.7. Let T be a game tree, and let Γ  [T ] be a point-class of [T ]. We say
that Γ  [T ] determinacy holds if we have that for all A ∈ Γ  [T ], the game G(A;T ) is
determined. We denote that Γ  [T ] determinacy holds by the statement Det (Γ  [T ]). 4
As our game trees will most often be <ωω, the body of our game trees will usually be N .
For legibility, we may write Det(Γ) as shorthand for Det(Γ  N ).
We will now review some well known basic determinacy results from the 20th century.
Theorem 13.1 (Gale-Stewart [17]). Det(Σ01) and equivalently Det(Π
0
1). 4
Theorem 13.2 (Wolfe [43]). Det(Σ02) and equivalently Det(Π
0
2). 4
We adjust the proof of Theorem 13.2 in Chapter 16 to prove the determinacy of (Σ02,Π
0
2,∅)
3-player games with a certain imposed rule (both of these will be defined in Chapter 16).
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Theorem 13.3 (Davis [3]). Det(Σ03) and equivalently Det(Π
0
3). 4
Theorem 13.4 (Paris [38]). Det(Σ04) and equivalently Det(Π
0
4). 4
Theorem 13.5 (Martin [28,29]). Det(B). 4
In the space ωω, the Borel sets are identical to the ∆11 sets (see [39]). However, this is
false in general. In [30], Martin defined the quasi-Borel sets, adding the (third) operation of
open-separated union, and showed that the quasi-Borel sets and the ∆11 sets are the same
in the space ωX (for any non-empty set X). When X is countable, the quasi-Borel sets and
the Borel sets of ωX are identical.
Theorem 13.6 (Martin [30]). Det(∆11 
ωX) for any non-empty set X. Equivalently, for
every non-empty setX, we have that every quasi-Borel set in the space ωX is determined. 4




[27] was published in 1970, but Martin proved the result in the late 1960s. In fact, Martin
proved that Det(ω2 − Π11) follows from the existence of a measurable cardinal. Martin
knew this result in the early 1970s. More generally, Martin proved from the existence of γ
measurable cardinals (where γ is a non-zero countable ordinal), we have Det
(
ω2 · γ −Π11
)
.
Martin proved these results in the orginal Chapter 7 of the original draft of his famous/classic
unpublished book. Martin [30] later improved Theorem 13.7 and all of this, to prove that if a
measurable cardinal exists, then Det(∆((ω2+1)−Π11)), and if there exist γ many measurable
cardinals (where γ is a non-zero countable ordinal), then Det(∆((ω2 · γ + 1)−Π11)). These
generalizations combine the previous proofs along with quasi-Borel determinacy which was
introduced in [30].
Theorem 13.8 (Martin, Harrington, Friedman3). The following are equivalent:
(1) 0# exists,
3Specific references are given below in the discussion after theorem.
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In addition, the following are equivalent:
(4) x# exists for every real x,









In 1971, Friedman [16] proved that (1) implies Det(3−Π11). Martin then showed that (3)
holds iff (1) holds (see [31]). Then in 1975, Martin proved that Det(3−Π11) implies (1) (see
[31]).4 Shortly following this, Harrington [19] proved that (2) implies (1). As (3) obviously
implies (2), the equivalence of (1), (2), and (3) was established. All of these results can be
seen in Martin’s book [31]. For further information concerning this history, also see [10].
Theorem 13.9 (Martin Steel [32]). If n many Woodin cardinals exist with a measurable
cardinal above them all, then Det(Π1n+1). 4
As we mentioned earlier, we also have the following theorem:
Theorem 13.10 (Gale-Stewart [17]). Assuming the Axiom of Choice, or the existence of a
well order of Cantor Space, there exists a non-determined game. 4
It can also be noted that while the Axiom of Projective Determinacy (PD), the assumption
that for all n ∈ ω with n ≥ 1, we have Det(Π1n) and Det(Σ1n), has not been shown to be
inconsistent with the Axiom of Choice, the Axiom of Determinacy (AD), the assumption
that all sets in Baire space are determined, is inconsistent with the Axiom of Choice.
4The year given here is that of the proof rather than the date of the publication of the result.
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As with the assumptions that 0# exists and the existence of Woodin cardinals, other ‘large
cardinal hypotheses’ are related to the determinacy of more complex point-classes of Baire
space. For additional examples, see Figure 13.2.
In addition, determinacy results were used to show that DuBose’s point-classes, namely
the point-classes of the form (κ ∗Π11)
∗  N with κ ∈ ω1, were not equal and hence formed a
strictly increasing hierarchy under certain specific large cardinal hypotheses.5
5While this hierarchy is increasing, without these large cardinal hypotheses, i.e., under the assumption
V = L, it is not known if this hierarchy strictly increases.
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Introduction to 3-Player Games
Introduction to Chapter 14:
In Chapter 14, we will introduce 3-player games and will prove some determinacy results.
In Section 14.1, we define what we will mean by 3-player games as well as the notation that
we will use. We also define/review certain important concepts regarding 3-player games,
including game trees and strategies.
In Section 14.2, we define what we mean by a 3-player game being determined, and then
prove the existence of both determined and non-determined 3-player games.
In Section 14.3, we introduce certain conditions/criteria that will be sufficient to guarantee
that any 3-player game on the game tree T = <ωω which fits the criteria will be determined.
In Section 14.4, we continue looking at determinacy conditions for 3-player games by ex-
amining some associated 2-player games. We finish by providing conditions/criteria that




In this section, we define the 3-player games that we will be looking at as well as related
terminology and notation that we will be using for these games. The 3-player games and
the notation that we will be using is an extension of the notation that we used in Chapter
13 for the 2-player games.
We use the notation G(X, Y, Z;T ) to represent a 3-player game played in the game tree
T , as defined in Definition 13.1 (page 211), where X, Y, Z ⊆ [T ] are the payoff sets for Play-
ers I, II and III respectively. Note that X, Y, and Z are pairwise disjoint and X∪Y ∪Z = [T ].
If we relax the definition of a partition to allow for sets in the partition to be empty, i.e.,
equal to ∅, then we have that X, Y, and Z form a partition of the body of T (with this
relaxed definition). In general, as with 2-player games, we will consider the tree T = <ωω.
Again, in this case, the body of this tree is [T ] = N .
As each p ∈ T is a sequence, as usual, recall that the domain of p is referred to as length(p).
For each p ∈ T , we say that:
It is Player I’s turn at p if:
(∃α)(∃n ∈ ω)(α is a limit ordinal or 0 and length(p)=α+3n),
It is Player II’s turn at p if:
(∃α)(∃n ∈ ω)(α is a limit ordinal or 0 and length(p)=α+3n+1),
It is Player III’s turn at p if:
(∃α)(∃n ∈ ω)(α is a limit ordinal or 0 and length(p)=α+3n+2).
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We are using the phrase ‘It is Player Γ’s turn at p’ to make a statement concerning the length
of p. In certain game trees, the position p ∈ T might be a terminal position, i.e., p ∈ T may
be a full play, in which case, Player Γ would not play any move at p, even if we say that it is
Player Γ’s turn at p. In the tree that we will be examining, specifically T = <ωω, this issue
doesn’t arise.
In the case where every p ∈ T has length less than ω, we equivalently have:
It is Player I’s turn at p if length(p) = 0 mod 3,
It is Player II’s turn at p if length(p) = 1 mod 3,
It is Player III’s turn at p if length(p) = 2 mod 3.
We now define the following notation:
T  I = {p ∈ T | It is Player I’s turn at p} ,
T  II = {p ∈ T | It is Player II’s turn at p} ,
T  III = {p ∈ T | It is Player III’s turn at p} .
We define subtrees of a game tree T the same way as in Chapter 13, as well as Γ-imposed
subtrees of a game tree T for Γ ∈ {I, II, III}. In addition, we may define Γ1/Γ2-imposed
subtrees of a game tree T , for Γ1,Γ2 ∈ {I, II, III} to be subtrees of T in which only the
moves for Players Γ1 and Γ2 are restricted. For example, a I/II-imposed subtree of T is a
subtree of T in which only Players I and II have restricted moves and Player III may play
any allowed move on their turn.
As in Chapter 13, we will define s-strategies and m-strategies.
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We say that σ is an s-strategy for Player Γ (where Γ ∈ {I,II,III}), if σ : T  Γ → T
where σ(p) = q is such that q = p_〈m〉 for some move m, when p 6∈ [T ]. In the event that
the game tree T has terminal positions, the domain of σ will need to exclude any terminal
positions.
Also, we also define an m-strategy σ to be a function with domain T  Γ (where Γ ∈ {I,II,II})
such that for each p in the domain of σ, we have that σ(p) is such that p_〈σ(p)〉 ∈ T , when
p 6∈ [T ]. As was the case for s-strategies, in the event that the game tree T has terminal
positions, the domain of σ will need to exclude any terminal positions.
We can change between these two definitions of strategies as follows:
If we have a strategy σ for Player Γ by the first definition, then we can define a strat-
egy by the second definition as follows: σ̂(p) = π(σ(p)), for all p ∈ T  Γ, where π is the
projection function which gives the last component. On the other hand, if σ is a strategy
for Player Γ using the second definition, then we can define a strategy by the first definition
by σ̂(p) = p_〈σ(p)〉 for all p ∈ T  Γ.
We may use either of the above definitions of a strategy; it should be clear from context
which definition is being used.
Suppose that σ is a s-strategy for Player Γ. We say that a sequence p ∈ T ∪ [T ] is played
according to σ if:
p = ∅ ∨ (∀n ∈ Dom(p))(∀m ∈ n) [(p  m ∈ T  Γ)⇒ (p  (m+ 1) = σ(p  m))] .
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In particular, we have both positions and full plays that are according to σ.
Note that the above definition uses the first definition of a strategy. It can be easily modified
for strategies by the second definition as follows:
A sequence p ∈ T ∪ [T ] is played according to an m-strategy σ for Player Γ if:
(∀n ∈ Dom(p)) [(p  n ∈ T  Γ)⇒ (p(n) = σ(p  n))] .
A strategy σ for Player Γ is said to be a winning strategy if every full play that is according
to σ is in the payoff set for player Γ.
A quasi-strategy for Player Γ is a Γ-imposed subtree T̂ of T such that [T̂ ] ⊆ [T ]. That
is to say a quasi-strategy for Player Γ is a subtree of T for which only Player Γ’s moves are
restricted/pruned. Note that a strategy for Player Γ can be viewed as a quasi-strategy for
Player Γ.
A winning quasi-strategy for Player Γ is a quasi-strategy for Player Γ such that the body of
the quasi-strategy, i.e., the body of the Γ-imposed subtree, is a subset of the payoff set for
Player Γ.
We say that a game G(X, Y, Z;T ) is determined iff there is a winning strategy (or a winning
quasi-strategy) for one of the three players. Note that if there is a winning quasi-strategy
for a player in a game, then, by the Axiom of Choice, there is a winning strategy. Also, if
there is a winning quasi-strategy and the tree can be well-ordered, then there is a winning
strategy. In fact, if we have a winning quasi-strategy for Player Γ, and for each p ∈ T  Γ
we have that each MT (p) = {m | p_〈m〉 ∈ T} can be well-ordered, then there is a winning
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strategy for Player Γ.
As noted previously, we will mostly be interested in 3-player games of the formG(X, Y, Z; <ωω)
which are games with three players on the tree T = <ωω, such that X, Y, and Z are dis-
joint subsets of N , X is the payoff set for Player I, Y is the payoff set for Player II, and
Z = N \ (X ∪ Y ) is the payoff set for Player III.
In these games, the three players alternate playing elements of ω to produce a ‘full play’,
~x ∈ N as shown in Figure 14.1.
Figure 14.1: 3-Player Game
G(X, Y, Z; <ωω) : I : x0 x3 x3n
II : x1 x4 · · · x3n+1 · · · ~x
III : x2 x5 x3n+2
Player I wins the play ~x iff ~x ∈ X,
Player II wins the play ~x iff ~x ∈ Y,
Player III wins the play ~x iff ~x ∈ Z, i.e., iff neither Player I nor II wins.
Notation 14.1. Given some ~x ∈ N , for each n ∈ ω, we will denote the nth component of
~x by either x(n), ~x(n), or equivalently by xn. We will use this notation for positions in the
game as well, i.e., for p ∈ <ωω we may write the nth component of p may be denoted by
either p(n) or by pn. 4
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14.2 Existence of Determined and Non-Determined 3-
Player Games
Definition 14.1. Let T be a game tree and let A,B, and C be disjoint subsets of [T ] be
such that A ∪ B ∪ C = [T ]. The 3-player game G(A,B,C;T ) is said to be determined if
either Player I, Player II or Player III has a winning strategy for the game. 4
Theorem 14.1. A determined 3-player game G(X, Y, Z; <ωω) exists in which X, Y, and Z
are all ∆01  N sets.
Proof. Consider the game G(X, Y, Z; <ωω) where:
X = {~x ∈ N | x3 = 0},
Y = {~x ∈ N | x3 = 1 ∧ x1 = 7},
Z = N \ (X ∪ Y ).
It is routine to check that X, Y, Z ∈∆01  N .
Let σ : <ωω  I → <ωω be defined by σ(p) = p_〈0〉 for each p ∈ <ωω  I. Note that σ
is a strategy for Player I. We claim that σ is a winning strategy.
Let ~x ∈ N be arbitrary such that ~x is according to σ. As ~x is according to σ, we have
that ~x  4 is according to σ. Notice that 3 ∈ Dom(~x  4) and ~x  3 ∈ <ωω  I, so that:
〈x0, x1, x2, x3〉 = ~x  4 = σ(~x  3) = (~x  3)_〈0〉 = 〈x0, x1, x2〉_〈0〉 = 〈x0, x1, x2, 0〉.
Thus, we have that x3 = 0. Hence, ~x ∈ X, and ~x is a win for Player I. As ~x was arbitrary,
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we have that σ is a winning strategy for Player I, and thus G(X, Y, Z; <ωω) is determined.
Hence, a determined 3-player game G(X, Y, Z; <ωω) exists in which X, Y, Z ∈∆01  N .
An even more trivial example of a determined 3-player game with clopen payoff sets is a
game in which one player’s payoff set is the entire space, N , and the other two players have
empty, ∅, payoffs. In this case, every strategy for Player I will be a winning strategy.
Another example of a determined 3-player game, which essentially comes from the first
exercise in [31] is given as follows. Suppose X and Y are any subsets of N with cardinality
less that |ωω| and C = N \ (A ∪ B). Then Player III has a winning strategy for the game
G(X, Y, Z; <ωω), and this game G is determined.
With 2-player games, we use the Axiom of Choice (AC) to create a non-determined game
on the game tree T = <ωω; however, it is known the consistency of the Axiom of Determi-
nacy (AD) is equivalent to the consistency of ZF along with the existence of infinitely many
Woodin cardinals so that ZF alone cannot prove the existence of non-determined games on
the game tree T = <ωω (assuming the consistency of ZF). This, however, is not the case with
3-player games: We can define non-determined 3-player games without needing to invoke
AC. As Theorem 14.2 will show, there are actually 3-player games with payoff sets of very
simple complexity that are non-determined.
Theorem 14.2. A non-determined 3-player game G(X, Y, Z; <ωω) exists in which X, Y, and
Z are all ∆01  N sets.
Proof. Consider the game G(X, Y, Z; <ωω) where:
X = {~x ∈ N | x2 = 0},
Y = {~x ∈ N | x1 = 0 ∧ x2 6= 0},
Z = N \ (X ∪ Y ) = {~x ∈ N | x1 6= 0 ∧ x2 6= 0}.
231
It is routine to check that X, Y, Z ∈∆01  N .
We claim that no player has a winning strategy.
Let σ be an arbitrary strategy for Player I. Recall that σ only dictates Player I’s moves
and does not restrict the moves by any other player, so that as x2 is played by Player III,
and not by Player I, we can let ~x be according to σ with x2 = 1. Note that ~x 6∈ X as x2 6= 0.
Hence, ~x is not a win for Player I. As ~x was according to σ, σ is not a winning strategy for
Player I. As σ was arbitrary, no strategy for Player I will be a winning strategy.
Now, let σ be an arbitrary strategy for Player II. Again, as σ only dictates Player II’s
moves and does not restrict the moves by any other player, we have that as x2 is played by
Player III, and not by Player II, we can let ~x be according to σ with x2 = 0. Note that ~x 6∈ Y
as x2 = 0. Hence, ~x is not a win for Player II. As ~x was according to σ, σ is not a winning
strategy for Player II. As σ was arbitrary, no strategy for Player II will be a winning strategy.
Finally, let σ be an arbitrary strategy for Player III, and let ~x be according to σ. Once
again, as σ only dictates Player III’s moves and does not restrict the moves by any other
player, we have that as x1 is played by Player II, and not by Player III, we can let ~x be
according to σ with x1 = 0. Note that ~x 6∈ Z as x1 = 0. Hence, ~x is not a win for Player III.
As ~x was according to σ, σ is not a winning strategy for Player III. As σ was arbitrary, no
strategy for Player III will be a winning strategy.
Thus, we have that no player has a winning strategy in this game, and G(X, Y, Z; <ωω)
is not determined.
Hence, a non-determined 3-player game G(X, Y, Z; <ωω) exists in which X, Y, and Z are
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all ∆01  N sets.
Another simple example of a non-determined game is the game G(X, Y, Z; <ωω) in which
X = ∅, and Player I’s first move, x(0), determines which of the other two players win. For
example, if Player I plays x(0) = 0, then Player II wins, and Player III wins otherwise.
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14.3 Determinacy Conditions for 3-Player Games
We are interested in the question concerning which 3-player games are determined.
As in the example of the determined 3-player game in Section 14.2, if being in the pay-
off set for a player is only determined by that player’s moves, i.e., the subsequence of the
full play that only consists of that player’s moves determines whether or not the full play is
in the payoff set, then that player has a winning strategy. Hence, such a game is determined
(provided that the player’s payoff set is non-empty).
Along these lines, we define the following notation:
Definition 14.2. Consider the game tree T = <ωω, and let X, Y, and Z be subsets of
[<ωω] = N . We define the following notation:
X G I = {~x ∈ N | (∃~y ∈ X)(∀n ∈ ω)(y3n = x3n)} ,
Y G II = {~x ∈ N | (∃~y ∈ Y )(∀n ∈ ω)(y3n+1 = x3n+1)} ,
Z G III = {~x ∈ N | (∃~y ∈ Z)(∀n ∈ ω)(y3n+2 = x3n+2)} .
4
Notice that for any sets X, Y, and Z in Baire space, we have that X ⊆ X G I, Y ⊆ Y G II
and Z ⊆ Z G III.
For simplicity, Definition 14.2 concerns only the specific game tree T = <ωω. However,
we could have defined this notation for any game tree T . In this case each of the defined sets
would be subsets of [T ], and the quantification of n and the subscripts on the components
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would need to be adjusted.
Theorem 14.3. Let G(X, Y, Z; <ωω) be a 3-player game in which one of the following holds:
(X = X G I) ∧X 6= ∅, or (14.1)
(Y = Y G II) ∧ Y 6= ∅, or (14.2)
(Z = Z G III) ∧ Z 6= ∅. (14.3)
Then, G(X, Y, Z; <ωω) is determined. Moreover, if (14.1) holds, then Player I has a winning
strategy; if (14.2) holds, then Player II has a winning strategy; and if (14.3) holds, then
Player III has a winning strategy.
Comment 14.1. Note that as G(X, Y, Z; <ωω) is a game, we have that the sets X, Y , and
Z are pairwise disjoint. Also, at most one of (14.1), (14.2), and (14.3) can occur in a given
game. 4
Proof. Let G(X, Y, Z; <ωω) be a 3-player game such that either (X = X G I) ∧ X 6= ∅, or
(Y = Y G II) ∧ Y 6= ∅, or (Z = Z G III) ∧ Z 6= ∅. We have three cases to consider.
First suppose that X = X G I and that X 6= ∅. Now, fix some ~x ∈ X (as X 6= ∅
such a sequence ~x exists). We now define a strategy τ for Player I as follows:
If ~p is a position in the game such that the length of ~p is equal to 3k for some k ∈ ω,
i.e., ~p = ~p  3k, then let τ(~p) = p3k = x3k. In other words, Player I’s strategy is to play the
sequence 〈x0, x3, x6, x9, . . . , x3k, . . .〉 regardless of what the other two players play.
We claim that τ is a winning strategy for Player I. Suppose ~y is a full play which is ac-
cording to τ . Note that for all k ∈ ω, we have that ~y3k = ~x3k by the definition of τ , so that
as ~x ∈ X, we have that that ~y ∈ X G I. By our assumption that X = X G I, we have that
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~y ∈ X. Thus, ~y is a win for Player I. As ~y was an arbitrary play according to τ , we have
that τ is a winning strategy for Player I as claimed.
Similarly, if we have that Y = Y G II and that Y 6= ∅, then we fix ~x ∈ Y and define a
winning strategy τ for Player II by:
If ~p is a position in the game such that the length of ~p is equal to 3k + 1 for some k ∈ ω,
i.e., ~p = ~p  (3k + 1), then let τ(~p) = p3k+1 = x3k+1.
Finally, if we have that Z = Z G III and that Z 6= ∅, then we fix ~x ∈ Z and define a
winning strategy τ for Player III by:
If ~p is a position in the game such that the length of ~p is equal to 3k + 2 for some k ∈ ω,
i.e., ~p = ~p  (3k + 2), then let τ(~p) = p3k+2 = x3k+2.
As with the first case, it is trivial/routine to verify that these strategies are winning strate-
gies for Players II and III in the respective cases. Hence, if G(X, Y, Z; <ωω) satisfies any one
of the three conditions, then the game is determined.
This theorem was stated and proven for games on the specific game tree T = <ωω; however,
it is routine to check that the theorem actually holds for any game tree T (with the necessary
adjustments to the notation given in Definition 14.2, as mentioned in the comments following
the definition).
While the above theorem is sufficient for the determinacy of a 3-player game, as expected, it
is not necessary: There are 3-player games which illustrate that the converse of this theorem
is false, i.e., there are games which are determined but do not satisfy (14.1), (14.2), nor
(14.3). In non-trivial cases, a winning strategy would depend on the previous moves from
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two or more of the players rather than just on the moves of the player for whom the strategy
is given.
Theorem 14.4. There is a determined game G(X, Y, Z; <ωω) for which (14.1), (14.2), and
(14.3) in the previous theorem fail.
Proof. Consider the game G(X, Y, Z; <ωω) in which:
X = {~x ∈ N | x3 > (x0 + x1 + x2)},
Y = {~x ∈ N | x3 = (x0 + x1 + x2)},
Z = N \ (X ∪ Y ) = {~x ∈ N | x3 < (x0 + x1 + x2)}.
First, we claim that Player I has a winning strategy, σ. Define σ as follows:
Let p ∈ <ωω  I. Now:
σ(p) =

〈0〉 if p = 〈〉, i.e., if length(p) = 0,
〈p0, p1, p2, (p0 + p1 + p2 + 1)〉 if p = 〈p0, p1, p2〉, i.e., if length(p) = 3,
p_〈0〉 otherwise.
Now, let ~x ∈ N be arbitrary and suppose that ~x is according to σ. Then, we have that
x3 = x0 + x1 + x2 + 1. Note that x3 = x0 + x1 + x2 + 1 > x0 + x1 + x2, so that ~x ∈ X.
Hence, ~x is a win for Player I. As ~x was arbitrary according to σ, we have that σ is a winning
strategy for Player I and thus this game, G(X, Y, Z; <ωω) is determined.
As Player I has a winning strategy, neither Players II nor III can have winning strate-
gies for the game, so that by contraposition, and as Y 6= ∅ and Z 6= ∅, we have that neither
Y = Y G II nor Z = Z G III.
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Now, we claim that X 6= X G I. Consider ~x ∈ N defined component-wise as follows:
For each n ∈ ω, let xn =
 1 if n = 3,0 otherwise.
Notice that ~x ∈ X by the definition of X, and this ~x is also according to σ. Now, let ~y be
defined component-wise as follows:
For each n ∈ ω, let yn =
 xn if n = 0 mod 3,1 otherwise.
Now, by the definition of X G I, we have that ~y ∈ X G I. On the other hand, y3 = x3 = 1
and y0 + y1 + y2 = x0 + 1 + 1 = 0 + 1 + 1 = 2. Hence, we have that y3 = 1 6> 2 = y0 + y1 + y2.
Hence, we have that ~y 6∈ X. Thus, we have that ~y ∈ (X G I) \ X, so that X 6= X G I as
claimed, and G(X, Y, Z; <ωω) is a game that is determined which shows that the converse of
the previous theorem is false.
Note that the counterexample given in the previous theorem also had that X, Y, Z ∈∆01  N .
Comment 14.2. Theorem 14.3 can be adjusted to give a slightly more general result. For
~y ∈ N , let:
~y G I = {~x ∈ N | (∀n ∈ ω)(y3n = x3n)} ,
~y G II = {~x ∈ N | (∀n ∈ ω)(y3n+1 = x3n+1)} ,
~y G III = {~x ∈ N | (∀n ∈ ω)(y3n+2 = x3n+2)} .
Then, if G(X, Y, Z; <ωω) is a 3-player game in which one of the following holds, the G will
be determined:
(∃~y ∈ X)(~y G I ⊆ X), or
238
(∃~y ∈ Y )(~y G II ⊆ Y ), or
(∃~y ∈ Z)(~y G III ⊆ Z).
In addition, Player I has a winning strategy in the first case, Player II has a winning strategy
in the second, and Player III has a winning strategy in the third. 4
239
14.4 More Determinacy Conditions for 3-Player Games
The next question that we will address is if we can find necessary and sufficient conditions
to determine if a 3-player game on the tree T = <ωω is determined. The answer to this
question is affirmative, and in fact the determinacy of such a 3-player game boils down to
the (well-studied) determinacy of 2-player games.
Before we answer this question in Theorem 14.5, we will introduce some notation that we
will use in the theorem to refer to some related 2-player games.
Let Γ be some point-class of a body of a game tree, [T ], and define the following subclasses:
(Γ)I = {A ∈ Γ | Player I has a winning strategy in the 2-player game G(A;T )} ,
(Γ)II = {A ∈ Γ | Player II has a winning strategy in the 2-player game G(A;T )} .
In the above definitions of the sub-classes (Γ)I and (Γ)II, the game G(A;T ) is the 2-player
game where Player I is assumed to be the first player and Player II is assumed to be the
second player. Also, the payoff set for Player I is A and the payoff set for Player II is
Ac = [T ] \ A. Most of the games we will be looking at will be on the tree <ωω, so that we
may suppress the tree and we will write G(A) in place of G(A; <ωω).
When we want the class of all sets A ⊆ [T ] for which the first player has a winning strategy
in the game G(A;T ), we should write (P([T ]))I. Similarly, for the class of all sets A ⊆ [T ]
for which the second player has a winning strategy in the game G(A;T ), we should write
(P([T ]))II. However, we will ‘abuse’ the above notation slightly: We will use ([T ])I to rep-
resent the class of all sets A in [T ] for which the first player has a winning strategy in the
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game G(A;T ). Similarly, we will use ([T ])II to represent the class of all sets A in [T ] for
which the second player has a winning strategy in the game G(A;T ).
When we are studying 3-player games with Players I, II and III, we often will create associ-
ated 2-player games. In these 2-player games, it often is convenient and clearer to ‘rename’
the players. For example, we may create a 2-player game G(A,Ac; <ωω) in which the second
player corresponds to Player I in the 3-player game and the first player corresponds to both
Players II and III in the 3-player game. In this example, we might say that the first player
in this 2-player game is Player Ξ and the second player is Player I.
Also note that the subscript in the notation (Γ)I and (Γ)II doesn’t necessarily match the
adjusted ‘names’ of the players. For example, if we have a 2-player game G(A;T ) in which
the first player is Player III and the second player is Player I, and Player I has a winning
strategy (in the 2-player game), then we have that A ∈ ([T ])II. If instead, Player III has a
winning strategy (in the 2-player game), then we have that A ∈ ([T ])I.
One should also note that, assuming the Axiom of Choice, as there are non-determined
subsets of N , we have that (N )I ∪ (N )II 6= N . However, if Γ is a point-class and Det(Γ)
holds, then we do have that (Γ)I ∪ (Γ)II = Γ. It is also clear that for any point-class Γ, we
have that (Γ)I ∩ (Γ)II = ∅.
For clarity, we may also use the following notation:
Definition 14.3. Let T be a game tree and let A ⊆ [T ]. Also let Ξ and Θ be the names
of players in some 2-player game on T . Then, we write AΞ,ΘΦ , where Φ is either Ξ or Θ, to
represent the statement:
“A is the payoff set for Player Φ in the 2-player game in which Player Ξ is the first player
and Player Θ is the second player.”
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4
Definition 14.4. Let T be a game tree and let A ⊆ [T ]. Also let Ξ and Θ be the names
of players in some 2-player game on T . Then, we write AΞ,ΘΦ? , where Φ is either Ξ or Θ, to
represent the statement:
“A is the payoff set for Player Φ in the 2-player game in which Player Ξ is the first player
and Player Θ is the second player. In addition, Player Φ has a winning strategy in this
game.”
4
Notice that in this notation, superscripts indicate which player plays first and which
player plays second in the game and the subscript indicates the player who’s payoff set is
given. In a normal 2-player game G(A;T ), we could write AI,III and ([T ] \ A)
I,II
II to indicate
that the payoff set for Player I is A and the payoff set for Player II is the complement of A.
In addition, if we wish to state that a player has a winning strategy for their payoff set,
we will place the symbol ‘?’ next to their player name in the subscript: AΞ,ΘΞ? or B
Ξ,Θ
Θ? . Notice
that we have that this notation indicates that if AΞ,ΘΞ? holds, then A ∈ ([T ])I and if B
Ξ,Θ
Θ?
holds, then [T ] \B = Bc ∈ ([T ])II.
For example, CIII,IIII states that C is the set which is the payoff set for Player II in the
2-player game in which Player III is the first player and Player II is the second player. Sim-
ilarly, DII,II? states that D is the set which is the payoff set for Player I in the 2-player game
in which Player II is the first player and Player I is the second player, and in this game the
second player, Player I, has a winning strategy. Note that D ∈ ([T ])II. Also, EIII,IIII? is the
statement that the set E is the payoff set for Player III in the game where the first player
is Player III and the second player is Player I, and in this game, Player III has a winning
strategy. Note that E ∈ ([T ])I.
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In the next theorem, we will have a 3-player game with Players I, II and III and we will be
creating three 2-player games. These games will be given by (X̂f )I,ΞI , (Ŷ
f )Ξ,IIII , and (Ẑ
f )Ξ,IIIIII .
In the game defined by (X̂f )I,ΞI , for example, we have that the first player is Player I (which
will correspond to Player I in the original 3-player game), and the second player is Player Ξ.
This second player doesn’t correspond to any one specific player in the 3-player game, so we
have chosen to use the symbol ‘Ξ’ for this second/other player rather than use either I or II.
From our notation, we also have that X̂f is the payoff set for Player I in this 2-player game
(so that (X̂f )c will be the payoff set for Player Ξ).
The next theorem give necessary and sufficient conditions for a 3-player gameG(X, Y, Z; <ωω)
to be determined. The main concept behind this theorem is that we will create three 2-player
games by using a bijection to combine/collapse two of the three players into a single player.
If in one of the games, the uncollapsed player has a winning strategy, then that winning
strategy induces a winning strategy in the 3-player game.
Theorem 14.5. Consider the game G(X, Y, Z; <ωω) and let f : ω×ω → ω be any bijection.



























The game G(X, Y, Z; <ωω) is determined iff one of the following holds:
(X̂f )I,ΞI? , or (1)
(Ŷ f )Ξ,IIII? , or (2)
(Ẑf )Ξ,IIIIII? . (3)
Moreover, Player I has a winning strategy for G(X, Y, Z; <ωω) iff (1) holds, Player II has
a winning strategy for G(X, Y, Z; <ωω) iff (2) holds, and finally, Player III has a winning
strategy for G(X, Y, Z; <ωω) iff (3) holds.1
Comment 14.3. In order to help explain the sets defined in the theorem, note the following:
For each ~y ∈ X, the corresponding ~x ∈ X̂f has same moves for Player I, and the suc-
cessive moves for Players II and III are coded by the function f into a single move for Player
Ξ (in the corresponding 2-player game).
For each ~y ∈ Y , the corresponding ~x ∈ Ŷ f has the same first move for Player I and Player
Ξ, as well as the same moves for Player II. Also, the successive moves of Players III and I
are coded by the function f into a single move for Player Ξ.
For each ~y ∈ Z, the corrsponding ~x ∈ Ẑf has the same moves for Player III, and the
successive moves of Players I and II are coded by the function f into a single move for Player
Ξ.
The conditions (1), (2), and (3) in Theorem 14.5 correspond to three different 2-Player
1Player I will have a winning strategy in our 3-player game iff the first player has a winning strategy in
a particular 2-player game. Similarly, Player II will have a winning strategy in our 3-player game iff the
second player has a winning strategy in a (different) particular 2-player game. Finally, Player III will have
a winning strategy in our 3-player game iff the second player has a winning strategy in a particular 2-player
game.
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games which are induced from the 3-Player Game by the bijection f as is illustrated in
Figure 14.2. 4
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Figure 14.2: Converting a 3-Player Game Into Three 2-Player Games
Forming the 2-Player game preserving Player I’s moves:










· · · ~y
︸ ︷︷ ︸ ︸ ︷︷ ︸
G(X̂f , (X̂f )c; <ωω) : I:
Ξ:
x0
x1 = f(〈y1, y2〉)
x2
x3 = f(〈y1, y2〉)
x4 · · · ~x
Forming the 2-Player game preserving Player II’s moves:










· · · ~y




x2 = f(〈y2, y3〉)
x3
x4 = f(〈y5, y6〉) · · · ~x
︸ ︷︷ ︸ ︸ ︷︷ ︸
Forming the 2-Player game preserving Player III’s moves:









· · · ~y
G((Ẑf )c, Ẑf ; <ωω) : Ξ:
III:
x0 = f(〈y0, y1〉)
x1
x2 = f(〈y3, y5〉)
x3
· · · ~x
︸ ︷︷ ︸ ︸ ︷︷ ︸
Comment 14.4. The first several pages of the proof is setting up notation in order to go
back and forth between the 3-player and the 2-player games in the case in which Player I
has a winning strategy for the 3-player game and we show that this implies that Player I
has a winning strategy in the associated 2-player game. The definition of what will be the
winning strategy for this case isn’t defined until Defintion 14.5 on page 254. 4
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 f(〈y3k, y3k+1〉) if (∃k∈ω)(n=2k)y3k+2 if (∃k∈ω)(n=2k+1)

 .
(⇒): Suppose that G(X, Y, Z; <ωω) is determined. Then, one of the players has a winning
strategy σ for the game G(X, Y, Z; <ωω). We have three cases to consider.
Case 1 of (⇒): Suppose Player I has a winning strategy σ for the game G(X, Y, Z; <ωω). We
claim that (X̂f )I,ΞI? .




3k if length(p) = 2k for some k ∈ ω,
3k + 1 if length(p) = 2k + 1 for some k ∈ ω,
ω if length(p) = ω.
Now, for each n ∈ Lp:
pext(n) =

p2k if n = 3k for some k ∈ ω,
(f−1(p2k+1))(0) if n = 3k + 1 for some k ∈ ω,
(f−1(p2k+1))(1) if n = 3k + 2 for some k ∈ ω.
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Note that Lp = length(pext).




2k + 1 if length(p) = 3k + 1 for some k ∈ ω,
2k if length(p) = 3k for some k ∈ ω,
2(k + 1) if length(p) = 3k + 2 for some k ∈ ω,
ω if length(p) = ω.
Now, for each n ∈ Rp:
pred(n) =

p3k if n = 2k for some k ∈ ω,
f(〈p3k+1, p3k+2〉) if n = 2k + 1 for some k ∈ ω and 3k + 2 ∈ length(p),
f(〈p3k+1, 0〉) if n = 2k + 1 for some k ∈ ω and 3k + 2 6∈ length(p).
Note that Rp = length(pred). Also, note that we have that:
X̂f = {~x ∈ N | (∃~y ∈ X)(~x = ~yred)} .
First, we claim that for any p ∈ <ωω ∪ N , ext and red are (almost) inverse operators, that
is to say, we have that:
• p = (pext)red, and
• if either length(p) = 3k or length(p) = 3k+ 1 for some k ∈ ω, or if length(p) = ω, then
p = (pred)ext, and
• if length(p) = 3k + 2 for some k ∈ ω, then p = (pred)ext  length(p).
Let p ∈ <ωω ∪N be arbitrary. Suppose that length(p) = 2k for some k ∈ ω. Then, we have
that length(pext) = Lp = 3k. Then, we have that length((pext)red) = Rpext = 2k. Hence, p
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and (pext)red have the same length.
Similarly, if length(p) = 2k + 1 for some k ∈ ω, we have that length(pext) = Lp = 3k + 1.
Then, we have that length((pext)red) = Rpext = 2k + 1. Hence, p and (pext)red have the same
length.
Finally, if length(p) = ω for some k ∈ ω, we have that length(pext) = Lp = ω. Then,
we have that length((pext)red) = Rpext = ω. Hence, p and (pext)red have the same length.
These cases are exhaustive, so that p and (pext)red have the same length.
Now, let n ∈ length(p) be arbitrary. Note that:
(pext)red(n) =

(pext)3k if (∃k ∈ ω)(n = 2k),
f(〈(pext)3k+1, (pext)3k+2〉) if n = 2k + 1 for some k ∈ ω,
and 3k + 2 ∈ length(pext),
f(〈(pext)3k+1, 0〉) if (∃k ∈ ω)(n = 2k + 1),
and 3k + 2 6∈ length(pext)
=

pext(3k) if (∃k ∈ ω)(n = 2k),
f(〈pext(3k + 1), pext(3k + 2)〉) if (∃k ∈ ω)(n = 2k + 1),
and 3k + 2 ∈ length(pext),
f(〈pext(3k + 1), 0〉) if (∃k ∈ ω)(n = 2k + 1),




p2k if (∃k ∈ ω)(n = 2k),
f(〈(f−1(p2k+1))(0), (f−1(p2k+1))(1)〉) if (∃k ∈ ω)(n = 2k + 1),
and 3k + 2 ∈ length(pext),
f(〈(f−1(p2k+1))(0), 0〉) if (∃k ∈ ω)(n = 2k + 1),
and 3k + 2 6∈ length(pext)
=

p2k if (∃k ∈ ω)(n = 2k),
f(〈(f−1(p2k+1))〉) if (∃k ∈ ω)(n = 2k + 1),
and 3k + 2 ∈ length(pext),
f(〈(f−1(p2k+1))(0), 0〉) if (∃k ∈ ω)(n = 2k + 1),
and 3k + 2 6∈ length(pext).
=

p2k if (∃k ∈ ω)(n = 2k),
p2k+1 if (∃k ∈ ω)(n = 2k + 1),
and 3k + 2 ∈ length(pext),
f(〈(f−1(p2k+1))(0), 0〉) if (∃k ∈ ω)(n = 2k + 1),
and 3k + 2 6∈ length(pext)
=

p(n) if (∃k ∈ ω)(n = 2k),
p(n) if (∃k ∈ ω)(n = 2k + 1),
and 3k + 2 ∈ length(pext),
f(〈(f−1(p2k+1))(0), 0〉) if (∃k ∈ ω)(n = 2k + 1),
and 3k + 2 6∈ length(pext).
Notice that length(pext) = Lp is either equal to 3m for some m ∈ ω if length(p) = 2m, 3m+1
for some m ∈ ω if length(p) = 2m+ 1, or ω if length(p) = ω.
If n ∈ length((pext)red) = length(p) and n = 2k + 1 for some k ∈ ω, we claim that
3k + 2 ∈ length(pext).
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If either length(p) = 2m or length(p) = 2m for some m ∈ ω, then length(pext) = 3m or
length(pext) = 3m + 1. If 2k + 1 ∈ length(p), then we have that k ∈ m, which implies that
3k ∈ 3m. From this, we have that 3m ≥ 3k + 3, which implies that 3k + 2 ∈ 3m and
3k + 2 ∈ 3m+ 1, so that in either case 3k + 2 ∈ length(pext).
If length(p) = ω for some m ∈ ω, then length(pext) = ω. If 2k + 1 ∈ length(p), then
we have that 2k + 1 ∈ ω, so that we also have that 3k + 2 ∈ ω = length(pext).
These cases are exhaustive, so that we have that 3k+ 2 ∈ length(pext) as claimed. Hence, in
the evaluation of (pext)red(n), we never use the third case where:
(∃k ∈ ω)(n = 2k + 1) ∧ 3k + 2 6∈ length(pext).
Therefore, we have that (pext)red(n) = p(n). As n ∈ length(p) was arbitrary, we have that
(pext)red = p.
Again, let p ∈ <ωω∪N be arbitrary. Suppose that either length(p) = 3k+1 or length(p) = 3k
for some k ∈ ω.
Consider the case where length(p) = 3k + 1 for some k ∈ ω.
Then, we have that Rp = length(pred) = 2k + 1. This implies that:
Lpred = length((pred)ext) = 3k + 1.
Hence, we have that p and (pred)ext have the same length.
Next, consider the case where length(p) = 3k for some k ∈ ω. Then, we have that
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Rp = length(pred) = 2k. This implies that Lpred = length((pred)ext) = 3k. Hence, we
have that p and (pred)ext have the same length.
Finally, consider the case where length(p) = ω. Then, we have that Rp = length(pred) = ω.
This implies that Lpred = length((pred)ext) = ω. Hence, we have that p and (pred)ext have the
same length.
In all of the above cases, we have that length(p) = length((pred)ext) Now, let n ∈ length(p)
be arbitrary. Note that:
(pred)ext(n) =

(pred)2k if n = 3k for some k ∈ ω,
(f−1((pred)2k+1))(0) if n = 3k + 1 for some k ∈ ω,
(f−1((pred)2k+1))(1) if n = 3k + 2 for some k ∈ ω
=

(pred)(2k) if n = 3k for some k ∈ ω,
(f−1((pred)(2k + 1)))(0) if n = 3k + 1 for some k ∈ ω,
(f−1((pred)(2k + 1)))(1) if n = 3k + 2 for some k ∈ ω
=

p3k if n = 3k for some k ∈ ω,
p3k+1 if n = 3k + 1 for some k ∈ ω,
p3k+2 if n = 3k + 2 for some k ∈ ω ∧ 3k + 2 ∈ length(p),
0 if n = 3k + 2 for some k ∈ ω ∧ 3k + 2 6∈ length(p)
=

p(n) if n = 3k for some k ∈ ω,
p(n) if n = 3k + 1 for some k ∈ ω,
p(n) if n = 3k + 2 for some k ∈ ω ∧ 3k + 2 ∈ length(p),
0 if n = 3k + 2 for some k ∈ ω ∧ n 6∈ length(p).
Note that as n ∈ length(p), when evaluating (pred)ext(n), we never are in the case where
n 6∈ length(p), so that we have (pred)ext(n) = p(n). As n ∈ length(p) was arbitrary, we have
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that (pred)ext = p.
Let p ∈ <ωω ∪ N be arbitrary and suppose that length(p) = 3k + 2 for some k ∈ ω.
Then, we have that Rp = length(pred) = 2(k + 1). This implies that:
Lpred = length((pred)ext) = 3(k + 1) = 3k + 3.
As length(p) = 3k + 2, we have that length((pred)ext  length(p)) = length(p). Hence, p and
(pred)ext  length(p) have the same length.
Now, let n ∈ length(p) be arbitrary. Note that:
(pred)ext(n) =

(pred)2k if n = 3k for some k ∈ ω,
(f−1((pred)2k+1))(0) if n = 3k + 1 for some k ∈ ω,
(f−1((pred)2k+1))(1) if n = 3k + 2 for some k ∈ ω
=

(pred)(2k) if n = 3k for some k ∈ ω,
(f−1((pred)(2k + 1)))(0) if n = 3k + 1 for some k ∈ ω,
(f−1((pred)(2k + 1)))(1) if n = 3k + 2 for some k ∈ ω
=

p3k if n = 3k for some k ∈ ω,
p3k+1 if n = 3k + 1 for some k ∈ ω,
p3k+2 if n = 3k + 2 for some k ∈ ω ∧ 3k + 2 ∈ length(p),
0 if n = 3k + 2 for some k ∈ ω ∧ 3k + 2 6∈ length(p)
=

p(n) if n = 3k for some k ∈ ω,
p(n) if n = 3k + 1 for some k ∈ ω,
p(n) if n = 3k + 2 for some k ∈ ω ∧ 3k + 2 ∈ length(p),
0 if n = 3k + 2 for some k ∈ ω ∧ n 6∈ length(p).
Again, note that as n ∈ length(p), when evaluating (pred)ext(n), we never are in the case
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where n 6∈ length(p), so that we have (pred)ext(n) = p(n). As n ∈ length(p) was arbitrary,
we have that (pred)ext  length(p) = p.
Definition 14.5. We now will define a strategy σ̂ for Player I in the 2-player game G(X̂f )
in which Player I is the first player and Player Ξ is the second player as follows:
If p ∈ <ωω is such that length(p) is even, i.e., it is Player I’s turn at p, then:
σ̂(p) = (σ(pext))red.
4
We claim that σ̂ is a winning strategy for Player I. Let ~x ∈ N be an arbitrary full play
in the game G(X̂f ) that is according to σ̂. We need to show that ~x ∈ X̂f . Recall that
X̂f = {~x ∈ N | (∃~y ∈ X)(~x = ~yred)}, so we need only show that there is some ~y ∈ X such
that ~x = ~yred.
Let ~y ∈ N be the play given by ~y = ~xext. As length(~x) = ω, note that we have that
~yred = (~xext)red = ~x.
It is routine show that for any n ∈ ω we have that ~xext = (~x  2n)ext and also that
(~x  (2n+ 1))ext = ~y  (3n+ 1).
We now claim that ~y ∈ X. It is sufficient to show that ~y is according to σ, as σ is a
winning strategy for Player I in the game G(X, Y, Z; <ωω) so that any play according to σ
will be in X.
Suppose that for some n ∈ ω we have that if p ⊆ ~y and length(p) = 3n, i.e., it is Player I’s
turn at p and p = ~y  (3n), then p is according to σ.
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We claim that ~y  (3n+ 3) = p_〈y3n, y3n+1, y3n+2〉 is also according to σ, i.e., that:
(∀k ∈ (3n+ 3))[(∃m ∈ ω)(k = 3m)⇒ (~y  (k + 1) = σ(~y  k))].
Notice that it is sufficient to show that (~y  3n)_y3n = σ(~y  3n).
Now:
σ(~y  3n) = ((σ(~y  3n))red)ext
= ((σ((~xext)  3n))red)ext
= ((σ((~x  2n)ext))red)ext
= (σ̂(~x  2n))ext
= (~x  2n+ 1)ext
= ~y  3n+ 1
= (~y  3n)_y3n.
Hence, we have that ~y  (3n+ 3) is according to σ. By the Principle of Complete Induction,
we have that ~y is according to σ, so that ~y ∈ X as claimed. Thus, we have that ~x ∈ X̂f ,
and (X̂f )I,ΞI? .
Cases 2 and 3 of (⇒), in which Player II or Player III have winning strategies are simi-
lar and the details are left to the reader. Note that the definitions of pred and pext will be
slightly different for each of these cases.
(⇐): Suppose that (X̂f )I,ΞI? . We need to show that Player I has a winning strategy for
the game G(X, Y, Z; <ωω). As (X̂f )I,ΞI? , we have that Player I has a winning strategy σ̂ for
the game G(Xf ) (in which Player I plays first). For each p ∈ <ωω ∪N , we again define pext
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and pred as previously defined above.
Definition 14.6. We now define a strategy σ for Player I in the game G(X, Y, Z; <ωω). For
each p ∈ <ωω such that length(p) = 3k for some k ∈ ω, i.e., it is Player I’s turn at p, let
σ(p) = (σ̂(pred))ext. 4
We claim that σ is a winning strategy for Player I, i.e., that for any ~y that is according
to σ, we have that ~y is in X.
Let ~y ∈ N be arbitrary according to σ. Let ~x = ~yred. First, we claim that ~x ∈ Xf .
It is routine to show that for all n ∈ ω, ~x  (2n + 1) = (~y  (3n + 1))red and also that
(~y  3n)red = ~x  2n.
Suppose that for some n ∈ ω we have that that for all m ∈ 2n, ~x  m is according to σ̂. We
claim that ~x  (2n+1) is according to σ̂. It will suffice to show that ~x  (2n+1) = σ̂(~x  2n).
Notice:
~x  (2n+ 1) = (~y  (3n+ 1))red
= (σ(~y  3n))red
= ((σ̂((~y  3n)red))ext)red
= σ̂((~y  3n)red)
= σ̂(~x  2n).
Hence, we have that ~x is according to σ̂. As σ̂ is a winning strategy for Player I in G(Xf )
(in which Player I plays first), we have that ~x ∈ Xf as claimed.
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As ~x ∈ Xf , we have that there exists some ~z ∈ X such that ~x = ~zred. Notice that:
~y = (~yred)ext = ~xext = (~zred)ext = ~z.
Hence, as ~y = ~z and ~z ∈ X, we have that ~y ∈ X, and ~y is a win for Player I. As ~y was
arbitrary according to σ, we have that σ is a winning strategy for Player I in the game
G(X, Y, Z; <ωω). Hence, the game G(X, Y, Z; <ωω) is determined if (X̂f )I,ΞI? holds.
Again, the cases for Players II and III, where we have either (Ŷ f )Ξ,IIII? or (Ẑ
f )Ξ,IIIIII? , are similar,
and the details are left to the reader.
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Chapter 15
Imposing Rules on Games
Introduction to Chapter 15:
In Chapter 15, we discuss/define what we mean by ‘rules’ being imposed on 3-player games
and how such rules can be imposed on games which are not determined resulting in a ‘new’
game which is determined.
In Section 15.1 we define what we mean by imposing a rule on a 3-player game and we
mention that rules can be viewed as restricting the game to certain subtrees.
In Section 15.2, we demonstrate how every 3-player game can be made to be determined
with an appropriate rule imposed on the game.
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15.1 Rules as Subtrees
Theorem 14.5 (page 243) answers the question concerning which 3-player games on the
game tree T = <ωω are determined and which are not. As noted, this question boils down
to whether or not certain associated 2-player games are determined, which is well studied.
One question that we still may ask is if there are ways to impose ‘rules’ on the players
that may result in ‘new’ determined games, i.e., 3-player games which are not (necessarily)
determined, but become determined with the imposed rules.
If G(X, Y, Z;T ) is a 3-player game and we impose a ‘rule’ on this game, the ‘rule’ will
implicitly define a subtree T̂ of T . The game G(X, Y, Z;T ) with the imposed ‘rule’ will then
be the game G(X ∩ [T̂ ], Y ∩ [T̂ ], Z ∩ [T̂ ]; T̂ ). With this in mind, the determinacy of a game
with an imposed ‘rule’ is just the determinacy of a game in a different game tree.
Definition 15.1 (Rule for Player Γ). Let G(X, Y, Z;T ) be a 3-player game. Let Γ ∈
{I, II, III}. A rule R for Player Γ is a function with domain equal to a set of positions such
that for each p ∈ Dom(R), we have that R(p) is equal to some set Mp (possibly empty) such
that for each m ∈ Mp, p_〈m〉 ∈ T . The domain of a rule R must also satisfy the following
recursive statement.
p ∈ Dom(R) iff:
p ∈ T  Γ ∧ (∀q ∈ T ) [(q ∈ T  Γ ∧ q ⊆ p ∧ q 6= p)⇒ (q ∈ Dom(R) ∧ p(length(q)) ∈ R(q))] .
The idea behind a rule R is that R gives a restriction on what moves Player Γ is allowed to
make at each position p ∈ T  Γ. 4
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Note that if T has terminal positions, i.e., there exist p ∈ T ∩ [T ], we may have that
Dom(R) includes some terminal positions. This will not be an issue; however, it is worth
noting that if p ∈ Dom(R) and p is a terminal position, then there is no extension of p that
is in T . Hence, we will have that R(p) = ∅.
Definition 15.2 (Following a Rule If Possible). Let G(X, Y, Z;T ) be a 3-player game. Let
Γ ∈ {I, II, III}. Let R be a rule for Player Γ. We say that Player Γ must follow the rule R if
possible to mean the following:
If it is Player Γ’s turn at some position p ∈ T and R(p) 6= ∅, then Player Γ must play
some m ∈ R(p) at p. If, however, the rule R does not allow any possible moves, i.e., if
R(p) = ∅, then Player Γ plays any move m such that p_〈m〉 ∈ T . In the case where p is
a terminal position, then there does not exist any m such that p_〈m〉 ∈ T . Hence, at a
terminal position p, Player Γ has no moves. 4
Notice that imposing ‘rules if possible’ on a Player Γ restricts Player Γ to playing in cer-
tain subtrees, specifically Γ-imposed subtrees.1 In fact, any Γ-imposed subtree corresponds
to a rule, and in fact to a rule ‘if possible’, for Player Γ, as does any strategy or quasi-strategy
for Player Γ.
In the event that we have imposed rules for multiple players in a game, we may also re-
fer to the union of the rules/intersection of the subtrees corresponding to the rules as a rule
on the game. With this terminology, any subtree of a game tree may be referred to as a rule
on the game if players are required to play in that subtree if possible.
It is possible that a rule induces a subtree that has terminal positions that were not terminal
positions in the original game tree.2 As we will require players to follow the rule if possible
(rather than just requiring the players to follow the rule), this will not be an issue. At a
1Recall that in the definitions, a Γ-imposed subtree T̂ of T requires that [T̂ ] ⊆ [T ], whereas in this
dissertations a subtree T̂ of T does not have this requirement.
2This is the case in which R(p) = ∅ but p is not a terminal position in T .
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position p that is terminal in the subtree induced by the rule, but not terminal in the original
game tree, the subtree induced by following the rule if possible will contain all positions that
extend p that are in the original game tree. Hence, there will not be any positions which are
terminal in the subtree induced from following a rule if possible that are not terminal in the
original game tree.
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15.2 Every 3-Player Game Can Be Made Determined
With an Appropriate Rule
In this section, we will prove that, every 3-player game G(X, Y, Z;T ), with T 6= ∅, can have
a rule imposed to make the game determined. The idea here is to impose a strict/extreme
rule in such a way that only one full play ~x can be formed if the players follow the rule.
Theorem 15.1. Every 3-player game G(X, Y, Z;T ) on a non-empty tree T can be turned
into a determined game with appropriate imposed ‘rules’.
Proof. Let G(X, Y, Z;T ) be an arbitrary 3-player game with T 6= ∅. Let ~x ∈ [T ] (as T 6= ∅,
such an ~x exists). Now, define the following subtree T ~x ⊆ T :
T ~x = {y ∈ T | y ⊆ ~x}.
Now consider the game G(X, Y, Z;T ) with the ‘rule’ R defined by requiring that the three
players play to stay in the subtree T ~x, if possible.
We claim that if Players I, II and III play according to this rule, then the full play pro-
duced will be ~x. Suppose that for some ordinal α, we have that the players have produced
~x  α by following the rule if possible up to ~x  α. If we have that length(~x) ≤ α, then
~x  α = ~x, so the full play produced by following the rule if possible is ~x. Now, suppose that
length(~x) < α. Then, we have that x(α) is defined, so that there exists a move m, namely
m = x(α), such that (~x  α)_〈m〉 ⊆ ~x. Note that this implies that (~x  α)_〈m〉 ∈ T ~x.
Furthermore, this implies that m = x(α) ∈ R(~x  α) so that R(~x)  α) 6= ∅. Hence, the
player whose turn it is at ~x  α can play to stay in the tree T ~x, and is able to thus follow
the rule R.
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Now, if m = x(α), notice that for all n 6= m, we have that (~x  α)_〈n〉 6⊆ ~x, so that
n 6∈ R(~x  α). This implies that R(~x  α) = {x(α)}, so that the player whose turn it is as
~x  α, must play x(α) in order to follow R. Hence, the position produced by following the
rule R at ~x  α is (~x  α)_〈x(α)〉 = ~x  (α + 1).
By the Principle of Complete Induction, we have that for all ordinals α, ~x  α ⊆ ~x. Hence,
the full play produced by following R if possible is ~x.
As ~x ∈ [T ] and [T ] = X ∪ Y ∪ Z, we have that ~x is either in X, Y or Z.
If ~x ∈ X, then the play ~x is a win for Player I, so that we can define a winning strat-
egy σ for Player I by having Player I play to stay in T ~x. Similarly, if ~x ∈ Y , then the play
~x is a win for Player II, so that we can define a winning strategy σ for Player II by having
Player II play to stay in T ~x. Finally, if ~x ∈ Z, then the play ~x is a win for Player III, so that
we can define a winning strategy σ for Player III by having Player III play to stay in T ~x.
These cases are exhaustive so that at least one of the three players has a winning strategy
when the rule R is imposed on the game. Hence, by imposing the rule R on this game yields
a determined game.
The ‘rule’ R imposed on the game in the above theorem was on the more extreme/strict
side of possible ‘rules’: This rule resulted in only one single possible/allowed play. A similar
extreme rule that one could define that generalizes the rule R, would be obtained as follows:
Suppose that T 6= ∅. Let A ⊆ [T ] be such that A 6= ∅. Also suppose that either A ⊆ X,
A ⊆ Y or A ⊆ Z. Furthermore, suppose that A is such that |A| < ℵ0, or, more generally, if
T is such that (∀~x ∈ [T ])(length(~x) ≤ ω), suppose A is such that A ∈ Π01  [T ]. Now, define
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the subtree:
TA = {y ∈ T | (∃~x ∈ A)(y ⊆ ~x)} .
By requiring the players to stay in such a subtree TA if possible, any play produced must be
in A. If A ⊆ X, by following such a rule, Player I will win, and the game is determined. In
this case, we can create a winning quasi-strategy for Player I, and with the Axiom of Choice
(AC), we may define a winning strategy for Player I. Similarly, if A ⊆ Y , by following such
a rule, Player II will win, and the game is determined. In this case, we can create a winning
quasi-strategy for Player II, and with the AC, we may define a winning strategy for Player II.
Finally, if A ⊆ Z, by following such a rule, Player III will win, and the game is determined.
In this case, we can create a winning quasi-strategy for Player III, and with the AC, we may
define a winning strategy for Player III. These cases are exhaustive so that at least one of
the three players will have a winning strategy in the game with this imposed rule, and the
game with the rule is determined.
One can relax this type of rule even further by expanding the tree TA by including some
additional positions. In the case where A ⊆ X, we may include in TA the postitions p such
that:
(∃q ⊆ p)(∃m)(q_〈m〉 = p ∧ q ∈ TA  I).
Note that this expanded tree does have terminal positions, specifically positions of the form
p = q_〈m〉 such that q ∈ TA but q_〈m〉 6∈ TA. As the players are required to play in the
tree if possible, at such terminal positions, the players are free to make any move that is
allowed in the full game tree T .
With these additional positions, Player I still has a winning quasi-strategy which is de-
fined by playing to stay in TA without the additional positions.3
3The cases in which A ⊆ Y or A ⊆ Z would be defined in a similar manner.
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We will be interested in less extreme ‘rules’. In the above example (when A ⊆ X), we
could additionally ‘relax’ the rule to state that only Players II and III need to play to stay in
the subtree T ~x or TA whenever possible. With this adjustment, Player I’s winning strategy
would be to play in this subtree. In this case Player I would still be allowed to play to leave
the subtree, potentially opening up the game for a different player to win; however, this does
not change the determinacy of the game with the imposed rule.
All of the above rules restrict either all three players or two of the three players. A more
interesting case would be the case where a rule is only imposed on one of the three players.
An example of rule on only one player yielding determined games will be given in Chapter
16. In exchange for having a rule for only one player, we will require that one of the player’s
payoff set be empty in this case. In addition, the rule imposed on the player will actually
dictate exactly what move the player must make at each turn.
On the other hand, in Chapter 17, we create some classes of 3-player games in which no
player’s payoff set is necessarily empty. These games will become determined with an ap-
propriate rule imposed on only one player. In addition, the rules that will be given for these
games will still allow the player on which they are imposed to choose from ℵ0-many moves









-Games with Player III Sub-
tree Rule
Introduction to Chapter 16:
In her thesis [33], McKenna discussed 3-player games in which Player I had open payoff,
Player II had closed payoff, and Player III had empty payoff as well as 3-player games in
which both Player I and II had open payoff and Player III had closed payoff along with what
kinds of rules are needed in order to gain determinacy when imposed on the games. For
these types of results one can also look at Benedikt Löwe’s paper, Determinacy for Infinite
Games with More Than Two Players with Preferences [26].
In Chapter 16, we will be considering 3-player games G(X, Y, Z; <ωω) in which we have
X ∈ Σ02 (the payoff for Player I), Y ∈ Π02 (the payoff for Player II), and Z = ∅ (the payoff
for Player III). We may refer to such games as (Σ02,Π
0
2,∅)-Games. We will create a rule that
will yield the determinacy of all such games provided the rule is followed if possible. This
rule will only be imposed on Player III, and in layman’s terms, will correspond to Player III
‘helping’ Player II whenever possible. In the cases where Player I does not have a winning
strategy, in the runs of the game that we will be interested in, the exception of following the
rule ‘if possible’ will not occur, and Player III will be able to follow this rule at each turn. The
proof of the determinacy given in this chapter is based on the proof of Det(Σ02) by Wolfe [43].
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In Section 16.1, we will review and define a few important concepts, including ordinals of
position, and work up to defining the rule that will give the determinacy of all (Σ02,Π
0
2,∅)-
Games provided that the rule is imposed and followed.
In Section 16.2, we provide the proof that the rule defined in Section 16.1 does in fact
give us the determinacy that we have claimed.
Finally, in Section 16.3, we will take a closer look at the definition of the ordinals of position
that we have given. Our choice of quantification in the definition of ordinals of position is
not initially what one might expect soley based on the standard definition of ordinals of po-
sitions in certain 2-player games. In this section, we will justify our choice of quantification
and will give an example that demonstrates that the more ‘natural’ choice of quantification
fails to produce determinacy in these games.
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16.1 Setup For The Game and Definition of the Rule
Let G = G(A,Ac,∅; <ωω) be a 3-player game of length ω with moves from ω, i.e., a 3-player
game played on the game tree T = <ωω, in which the payoff set for Player I is A ∈ Σ02  N ,
the payoff set for Player II is Ac = (N ) \ A, and the payoff set for Player III is empty, ∅.
We review several definitions in the specific case for the game tree T = <ωω that we are
considering:
Definition 16.1. An m-strategy τ for Player I at a position p̂ ∈ <ωω is a function with do-
main D = {p ∈ <ωω | (∃m ∈ ω)(length(p) = 3m) ∧ (p ⊇ p̂)} and codomain ω. M-strategies
for Players II and III are defined similarly. As in previous chapters, we may also define
s-strategies. Both m-strategies and s-strategies my be referred to as strategies, and given
a strategy σ it should be clear from context which type of strategy is meant. In addi-
tion, as noted previously, each m-strategy naturally induces exactly one s-strategy and vice-
versa. 4
We defined a strategy at a position p as a strategy in the game tree T (p) rather than
in Tp as is sometimes done. Recall the definition of T (p) given in Definition 13.3 on page 211.
For the next definition, recall the definition of the associated game tree T (p) given in Def-
inition 13.3 on page 211. For legibility, we will write T in place of <ωω when writing T (p)
for a position p in the game G(A,Ac,∅; <ωω).
Definition 16.2. We say that Player I has a winning strategy for the game G(A,Ac,∅; <ωω)
at the position p̂ ∈ <ωω iff there exists a winning strategy τ for Player I in the game
G(A(p̂), T (p) \ A(p̂),∅;T (p̂)) where A(p̂) = {~x ∈ T (p̂) | p̂_~x ∈ A}.
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If τ is a winning strategy for Player I for the game G(A,Ac,∅; <ωω) at the empty posi-
tion, ∅, then τ is a winning strategy for Player I for the game G(A,Ac,∅; <ωω). 4
Comment 16.1. The above definition of τ being a winning strategy for Player I at the
position p̂ in the game G(A,Ac,∅; <ωω) is equivalent to the following:
Whenever:
(i) ~x ∈ N is a full play in the game G(A,Ac,∅; <ωω),
(ii) ~x ⊇ p̂, and
(iii) (∀m ∈ ω)[(3m ≥ length(p̂))⇒ (~x  (3m+ 1) = ~x  (3m)_〈τ(~x  (3m))〉)]
hold, then, ~x ∈ A. 4






Player I does not have a winning
strategy for G(A,Ac,∅;T ) at q
)}
.
Claim 16.1. Provided that T I 6= ∅, then T I is a II/III-imposed subtree of <ωω. In particular,
if p ∈ T I and it is Player I’s turn at p, then for every m ∈ ω we have that p_〈m〉 ∈ T I ,
whereas, if p ∈ T I and it is either Player II’s or Player III’s turn, then there exists some
m ∈ ω such that p_〈m〉 ∈ T I .
Proof. Suppose that p ∈ T I . Then, by the definition of T I , we have that Player I does not
have a winning strategy for G at p. If it is Player I’s turn at p, and there exists a move m ∈ ω
such that p_〈m〉 6∈ T I , then Player I would have a winning strategy τ at p_〈m〉. Define the
strategy τ ∗ at p for Player I by playing m at p, and then using the winning strategy τ for
any q ⊇ p_〈m〉. Notice that τ ∗ is a winning strategy for G at p for Player I, so that p 6∈ T I ,
which is a contradiction, so that no such m exists for Player I to leave T I . Now, suppose
that it is either Player II’s turn or Player III’s turn at p, and there is no move m such that
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p_〈m〉 ∈ T I . Then, we have that for any move m, there is a winning strategy τm for Player
I for G at p_〈m〉. Define the strategy τ ∗ for Player I at p by Player I following the strategy
τm for which ever m is played at p. Note that τ
∗ is a winning strategy for Player I for G at
p, so that p 6∈ T I , which is a contradiction, so that there must exist some move m such that
p_〈m〉 6∈ T I .
Following from the above, it is routine to prove that [T I ] ⊆ [T ]. The details are left to
the reader.
Notice that if T I = ∅, then Player I has a winning strategy for G at ∅, so that the game
is determined. Hence, the rule that we define in order to get determinacy will only need to
restrict moves when T I 6= ∅.
Now suppose that T I 6= ∅. Consider the set:
O =
{
O ⊆ N | O ∈ Σ 01  N ∧O ⊇ Ac
}
.
Let {Oα | α ∈ κ} be an enumeration of O where κ = |O|. Note that the sets O are exactly




The following definition of ordinals of position is based on the ordinals of positions that
one would define for 2-player games in which Player II’s payoff is open. However, there are
some important differences in the use of the quantification which will be discussed in Section
16.3.1
Definition 16.3 (Ordinals of Position). Let {Oα | α ∈ κ} be a collection of open subsets
1For those familiar with the standard ordinal of a position p, in the next definition, ppq will be defined
as a set of ordered pairs with the second component, α, corresponding to some open set Oα (as above), and
with the first component, n, corresponding to the the “usual” ordinal of the position p with respect to the
set Oα for Players II and III (See Definition 16.4 below). In Definition 16.3, the quantification in (iii) reflects
the “for Players II and III”.
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of N . For each p ∈ <ωω, we will define the set ppq ⊆ ω1 × κ. We will refer to the set ppq
as the ordinals of position for the position p with respect to T I corresponding to the set
{Oα | α ∈ κ} and for Players II and III.
We can obviously define these ordinals of position for Players I and III, for example. How-
ever, in this chapter we will only be using the ordinals of position for Players II and III.
Hence, we will suppress the phrase “corresponding to the set {Oα | α ∈ κ} and for Players
II and III”, and just call ppq the ordinals of position of p.
If p ∈ (<ωω) \ T I , then define ppq = ∅. For p ∈ T I , we will define ppq inductively on
the first coordinates of the elements of ppq and simultaneously for all of the second coordi-
nates of the elements of ppq.
First, for p ∈ T I and α ∈ κ:
(0, α) ∈ ppq iff (∀q ∈ [<ωω])((q ⊇ p)⇒ (q ∈ Oα)).
Now, suppose that for some n ∈ ω1 \ {∅}, we have that for all p ∈ T I , for all α ∈ κ and for
all m ∈ n, it has been determined if (m,α) ∈ ppq or if (m,α) 6∈ ppq. Then, for all p ∈ T I ,
and all α ∈ κ, we have that (n, α) ∈ ppq iff the following three statements hold:
(i) (∀l ∈ n)((l, α) 6∈ ppq),
(ii) ((∃k ∈ ω)(length(p) = 3k))⇒ ((∀m ∈ ω)(∃l ∈ n)((l, α) ∈ pp_〈m〉q)),
(iii) ((∀k ∈ ω)(length(p) 6= 3k))⇒
(
(∃m ∈ ω)(∃l ∈ n)
[
(l, α) ∈ pp_〈m〉q
∧ (p_〈m〉 ∈ T I)
])
.
Note that the antecedents of properties (ii) and (iii) are mutually exclusive: Property (ii)
is a requirement on positions p such that it is Player I’s turn at p, and property (iii) is a
requirement when it is either Player II or Player III’s turn at p. 4
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Note that for a fixed p ∈ T I , it is possible that ppq = ∅. Moreover, it is possible that
p is such that there are α, β ∈ κ with α 6= β, and is such that there is some n ∈ ω1 with
(n, α) ∈ ppq, but for all m ∈ ω1, (m,β) 6∈ ppq.
Definition 16.4. Recall the setup of Definition 16.3. When we fix an α ∈ κ, we refer to
the first coordinates of the ordered pairs with second coordinate equal to α in the ordinals
of position as the ordinals of position corresponding to the set Oα.
Note that the ordinals of position corresponding to any Oα actually are ordinals. 4
If we fix an α ∈ κ, then the ordinals of position corresponding to the set Oα give a
measure of how ‘close’ a position p is to reaching a position extending p that witnesses that
every extension will be in the set Oα. For example, note that if we have that (0, α) ∈ ppq,
then we have that p witnesses that for any full play ~x such that ~x ⊇ p, we have that ~x ∈ Oα.
If (n, α) ∈ ppq, the larger the n the further p is from an extension guaranteeing that every
extension will be in Oα.
We could have changed property (ii) to the following:
((∃k ∈ ω)(length(p) = 3k))⇒
(
(∀m ∈ ω)(∃l ∈ n)
[
(l, α) ∈ pp_〈m〉q ∧ (p_〈m〉 ∈ T I)
])
.
However, the addition of p_〈m〉 ∈ T I is superfluous as p ∈ T I , and T I is a II/III-imposed
subtree. Hence, if it is Player I’s turn at p, then every one-move extension of p will also be
in T I , by the definition of a II/III-imposed subtree.
This definition of the ordinals of position for a position p is such that if we have that
(n, α) ∈ ppq for some α ∈ κ and some n ∈ ω1, then, if it is Player I’s turn at p, every
one-move extension of p, p_〈m〉, will be such that (n̂, α) ∈ pp_〈m〉q for some n̂ < n (that
depends on α). In addition, if it is either Player II’s turn or Player III’s turn at p, then
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there exists a one-move extension p_〈m〉 such that (n̂, α) ∈ pp_〈m〉q for some n̂ < n (that
depends on α). In other words, no matter what Player I plays at a position p, the ordinals of
position corresponding to each set Oα for which p has an ordinal of position, will decrease.
In addition, if it is either Player II or Player III’s turn at a position p, then for each set
Oα for which position p has an ordinal, there exists at least one one-move extension which
lowers the ordinal of position for the set Oα.
Claim 16.2. (∀p ∈ T I)(∀α ∈ κ)(∃!n ∈ ω1)((n, α) ∈ ppq). Conversely, for all p 6∈ T I ,
ppq = ∅.
Proof. We will first show the uniqueness of the n. Suppose that for some p ∈ T I and for
some α ∈ κ, we have n ∈ ω1 and ñ ∈ ω1 where n 6= ñ such that (n, α) ∈ ppq and also that
(ñ, α) ∈ ppq. As n 6= ñ, WLOG, suppose that ñ ∈ n. This implies that n ∈ ω1 \ {∅}. As
(n, α) ∈ ppq, by property (i), we have that (∀l ∈ n)((l, α) 6∈ ppq), so that (ñ, α) 6∈ ppq as
ñ ∈ n, which is a contradiction. Thus if (n, α) ∈ ppq and (ñ, α) ∈ ppq for n, ñ ∈ ω1, then
n = ñ.
Now, towards a contradiction, suppose that:
(∃p ∈ T I)(∃α ∈ κ)(∀n ∈ ω1)((n, α) 6∈ ppq).
Let p̂ ∈ T I and α̂ ∈ κ be such that for all n ∈ ω1, (n, α̂) 6∈ pp̂q. We will show that for such a
position, Player I has a winning strategy τ̂ for G at that position, and thus cannot be in T I .
Definition 16.5 (Definition of τ̂). We first prove two claims that we will need.
Claim 16.3. If it is Player I’s turn at p̂, then formula (16.5) below holds.
Proof. Suppose that it is Player I’s turn at p̂, that is to say that:
(∃k ∈ ω)(length(p̂) = 3k). (16.1)
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Note that we have that (∀n ∈ ω1)((n, α̂) 6∈ pp̂q), which implies that:
(∀n ∈ ω1)(∃m ∈ ω)(∀l ∈ n)((l, α̂) 6∈ pp̂_〈m〉q). (16.2)
We wish to show that:
(∃m ∈ ω)(∀l ∈ ω1)((l, α̂) 6∈ pp̂_〈m〉q).
Towards a contradiction, suppose that:









Notice that l̂ ∈ ω1 \ {∅} and that (∀m ∈ ω)(lm ∈ l̂). Now, we have that:
(∀m ∈ ω)(∃l ∈ l̂)((l, α̂) ∈ pp̂_〈m〉q). (16.3)
Notice that (16.2) and (16.3) contradict each other.
Now, recall that we have (∀n ∈ ω1)((n, α̂) 6∈ pp̂q), so that as l̂ ∈ ω1 \ {∅}, we have that:
(∀n ∈ l̂)((n, α̂) 6∈ pp̂q). (16.4)
By (16.4), property (i) holds, by (16.1) and (16.3), property (ii) holds, and by (16.1), property
(iii) holds, so that we have (l̂, α̂) ∈ pp̂q, which contradicts (∀n ∈ ω1)((n, α̂) 6∈ pp̂q), for a
second contradiction. Thus, we have that:
(∃m̌ ∈ ω)(∀l ∈ ω1)((l, α̂) 6∈ pp̂_〈m̌〉q). (16.5)
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Claim 16.4. If it is either Player II’s turn or Player III’s turn at p̂, then formula 16.6 below
holds.
Proof. Suppose that it is either Player II’s turn or Player III’s turn at p̂, that is to say that:
(∀k ∈ ω)(length(p̂) 6= 3k).
Note that we have that:
(∀n ∈ ω1)((n, α̂) 6∈ pp̂q).
This implies that:
(∀n ∈ ω1)(∀m ∈ ω)(∀l ∈ n)
[
((l, α̂) 6∈ pp̂_〈m〉q) ∨ (p̂_〈m〉 6∈ T I)
]
.
Thus, we have that:
(∀m ∈ ω)(∀l ∈ ω1)
[
((l, α̂) 6∈ pp̂_〈m〉q) ∨ (p̂_〈m〉 6∈ T I)
]
. (16.6)
We now will define the strategy τ̂ at p̂ for Player I.2 Let q be a position for which it is
Player I’s turn.
First we define τ̂ in the case where q 6∈ T I and for all proper initial segments r of q for
which it is Player I’s turn at r, r ∈ T I . As q 6∈ T I , Player I has a winning strategy σq for
G at q. For all define τ̂(s) = σq(s) whenever s ∈ <ωω is a position for which it is Player I’s
turn and s ⊇ q.
2Recall that τ̂ begin a strategy at p̂ for Player I is a strategy for Player I in the subtree T (p̂).
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Now we define τ̂ in the case where q ∈ T I and (∀n ∈ ω1)((n, α̂) 6∈ pqq) is true. Note
that this is the case for p̂ if it is Player I’s turn at p̂. We define the strategy τ̂(q) = m̌,
where m̌ ∈ ω is given by (16.5). Note that q_〈m̌〉 is also a position in T I such that
(∀n ∈ ω1)((n, α̂) 6∈ pq_〈m̌〉q) is true.
Technically, we have implicitly provided only defined a partial function, however, as noted
in earlier chapters, any extension to the entire domain will form a full strategy.
Notice that if q ∈ T I and (∀n ∈ ω1)((n, α̂) 6∈ pqq) is true and it is either Player II or
Player III’s turn at q we have the following:
By (16.6), we have that:
(∀m ∈ ω)(∀l ∈ ω1)
[
((l, α̂) 6∈ pq_〈m〉q) ∨ (q_〈m〉 6∈ T I)
]
.
If either Player II or Player III plays a move m ∈ ω for which q_〈m〉 6∈ T I , then on Player
I’s next turn, Player I will be in the case where the position is not in T I , and τ̂ is defined.
If, however, either Player II or Player III do not play a move m ∈ ω such that q_〈m〉 6∈ T I
is not played, then for the m ∈ ω that is played, we have that q_〈m〉 is such that (∀l ∈
ω1)((l, α̂) 6∈ pq_〈m〉q) and q_〈m〉 ∈ T I . If such a play m ∈ ω is made at q, then the resulting
position s = q_〈m〉 still fits the hypothesis of q, namely s ∈ T I , and (∀n ∈ ω1)((n, α̂) 6∈ psq).
Thus, if Player III makes such a move (so that it is Player I’s turn at s = q_〈m〉), Player I
can follow τ̂ at s as defined above. 4
Now, let ~x ∈ N be an arbitrary full play in G such that ~x ⊇ p̂ and such that ~x is
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according to τ̂ , i.e.,
(∀m ∈ ω)[(3m ≥ length(p̂))⇒ (~x  (3m+ 1) = ~x  (3m)_〈τ̂(~x  (3m))〉)].
Case 1: Suppose that ~x is such that:
(∃k ∈ ω)(k ≥ length(p̂) ∧ ~x  k 6∈ T I).
Let k̂ be the least such k ∈ ω. Note that the position ~x  k̂ is a position resulting from
either Player II’s move or from Player III’s move. As ~x is according to τ̂ , we have that ~x is
according to the winning strategy corresponding to ~x  k̂. Thus, ~x ∈ A.
Case 2: Suppose that ~x is such that:
(∀k ∈ ω)(k ≥ length(p̂)⇒ ~x  k ∈ T I).
As ~x is according to τ̂ , we have that:
(∀k ≥ length(p̂))(∀l ∈ ω1)((l, α̂) 6∈ p~x  kq).
This implies that:
(∀k ≥ length(p̂))((0, α̂) 6∈ p~x  kq).
Then, by definition of (0, α) ∈ ppq, we have that:
(∀k ≥ length(p̂))
[








As each qk 6∈ Oα̂, we have that for each k, qk ∈ Cα̂ where:
Cα̂ = Ocα̂ = N \ Oα̂.
As Oα̂ ∈ Σ 01  N , we have that Cα̂ ∈ Π 01  N . Thus, Cα̂ is closed, and contains all of its
limit points, so that ~x ∈ Cα̂, and ~x 6∈ Oα̂.
Recall that Oα̂ ⊇ Ac, so that as ~x 6∈ Oα̂, we have that ~x 6∈ Ac. Thus, ~x ∈ A.
These cases are exhaustive, so that we have that ~x ∈ A, and τ̂ is a winning strategy for
Player I for the game G at p̂, which contradicts the fact that p̂ ∈ T I .
The second statement, (∀p 6∈ T I)(ppq = ∅), follows directly from Definition 16.3.
By this claim, we have that for any p ∈ T I and any α ∈ κ, there is a unique n ∈ ω1 such
that (n, α) ∈ ppq. For each α ∈ κ, define the function fα : T I → ω1 by fα(p) = n where
n ∈ ω1 is the unique value such that (n, α) ∈ ppq.
Claim 16.5. Suppose that p ∈ T I , and α, β ∈ κ are such that Oβ ⊆ Oα; then fα(p) ≤ fβ(p).
Proof. We will show that fα(p) ≤ fβ(p) by induction on fβ(p). Suppose that fβ(p) = 0, i.e.,
that (0, β) ∈ ppq. Then we have that:
(∀q ∈ [T I ])((q ⊇ p)⇒ (q ∈ Oβ)).
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Now, as Oβ ⊆ Oα, we have that q ∈ Oβ implies that q ∈ Oα. Thus, we have that:
(∀q ∈ [T I ])((q ⊇ p)⇒ (q ∈ Oα)).
Thus, we have that (0, α) ∈ ppq, so that fα(p) = 0. Thus, if fβ(p) = 0, then fα(p) ≤ fβ(p).
Now, suppose fβ(p) = m for some m ∈ ω1 \ {∅}, and that we have:
(∀m̃ ∈ m)(∀p̃ ∈ T I) [(fβ(p̃) = m̃)⇒ (fα(p̃) ≤ fβ(p̃))] .
Case 1: Suppose that there is some k ∈ ω such that length(p) = 3k, i.e., it is player I’s
turn at p. As fβ(p) = m, we have that:
(∀b ∈ ω)(∃l ∈ m)((l, β) ∈ pp_〈b〉q).
This is equivalent to the statement:
(∀b ∈ ω)(∃l ∈ m)(fβ(p_〈b〉) = l).
By our induction hypothesis, we have that:
(∀b ∈ ω)(∃l ∈ m)(fα(p_〈b〉) ≤ l).
This implies that for every b ∈ ω, (kb, α) ∈ pp_〈b〉q for some kb < m that depends on b.
It is routine to show using property (ii) of Definition 16.3, that fα(p) = sup
b∈ω
kb. Then, we
have, fα(p) = k for some k ≤ m (where k = sup
b∈ω
kb). Thus, as fβ(p) = m, we have that
fα(p) ≤ fβ(p).
Case 2: Suppose that for all k ∈ ω we have that length(p) 6= 3k, i.e., it is either player
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II’s turn or player III’s turn at p. As fβ(p) = m, we have that:
(∃b ∈ ω)(∃l ∈ m)((l, β) ∈ pp_〈b〉q).
This is equivalent to the statement:
(∃b ∈ ω)(∃l ∈ m)(fβ(p_〈b〉) = l).
By our induction hypothesis, we have that:
(∃b ∈ ω)(∃l ∈ m)(fα(p_〈b〉) ≤ l).
By property (iii) of Definition 16.3, this implies, that fα(p) ≤ m. Thus, we have that
fα(p) ≤ fβ(p).




Ôi ∈ Σ01  N for each i ∈ ω. Consider the sequence 〈Ôi | i ∈ ω〉.
Now, for p ∈ T , define ı̊p by:
ı̊p =
 (µi ∈ ω1)((0, i) 6∈ ppq) , if (∃j ∈ ω)((0, j) 6∈ ppq),ω1 , otherwise.
Now, for p ∈ T , define n̊p by:
n̊p =
 n , if ı̊p 6= ω1 and (n, ı̊p) ∈ ppq,∅ , if ı̊p = ω1.
We finish this section by defining the rule “III
〈Ôi|i∈ω〉−−−−−→II” by the following statement:
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“ If p ∈ T is such that (∃k ∈ ω)(length(p) = 3k + 2), i.e., it is Player III’s turn at p,
and ı̊p 6= ω1, then Player III must play a move m̊ ∈ ω, if possible, such that:
(∃n ≤ n̊p)((n, ı̊p) ∈ pp_〈m̊〉q).”
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16.2 Proof of Determinacy
In this section, we prove that all (Σ02,Π
0
2,∅)-games with the rule “III
〈Ôi|i∈ω〉−−−−−→II” imposed
are determined.
Claim 16.6. If T I 6= ∅, and the rule III 〈Ôi|i∈ω〉−−−−−→II is observed, then Player II has a strategy
τ0 for the game G to reach a position p0 ∈ T such that (0, 0) ∈ pp0q.
Proof. If (0, 0) ∈ p∅q, then we are done as every strategy for Player II will satisfy the claim,
so assume that (0, 0) 6∈ p∅q. By Claim 16.2, we have that there is some n0 ∈ ω1 such that
(n0, 0) ∈ p∅q. By our assumption n0 > 0.
Now, suppose that we are at a position p ∈ T I such that length(p) = 3k + 1 for some
k ∈ ω, and also such that (n3k+1, 0) ∈ ppq where n3k+1 > 0. As (n3k+1, 0) ∈ ppq, by the
definition of ppq, we have that:
(∃m ∈ ω)(∃l ∈ n3k+1)(((l, 0) ∈ pp_〈m〉q) ∧ (p_〈m〉 ∈ T I)).
Property (ii) in Definition 16.3 gives us that (∃m ∈ ω)(∃l ∈ n3k+1)((l, 0) ∈ pp_〈m〉q).
However, as ppq = ∅ when p 6∈ T I , this implies the above formula. Then we define the
strategy τ0 at p by:
τ0(p) = µm
(
(∃l ∈ n3k+1)(((l, 0) ∈ pp_〈m〉q) ∧ (p_〈m〉 ∈ T I))
)
.
Notice that p_〈τ0(p)〉 is a position with length(p_〈τ0(p)〉) = 3k + 2 and with (n3k+2, 0) ∈
pp_〈τ0(p)〉q for some n3k+2 ∈ ω1 such that n3k+2 ∈ n3k+1.
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We will show that this partial strategy τ0 will satisfy the claim (and thus any full strat-
egy that extends τ0 will as well), that is to say if Player II plays according to τ0, a position
p0 ∈ T will be reached such that (0, 0) ∈ pp0q.
Suppose that we are at a position p ∈ T I such that length(p) = 3k for some k ∈ ω, so
that it is Player I’s turn at p, and such that we have (n3k, 0) ∈ ppq for some n3k ∈ ω1 with
n3k > 0. In particular, note that p = ∅ with n0 is such a position. Then by the definition of
ppq, we have that:
(∀m ∈ ω)(∃l ∈ n3k)((l, 0) ∈ pp_〈m〉q).
Notice that for any move m ∈ ω that Player I makes, we have that p_〈m〉 is a position
with length(p_〈m〉) = 3k + 1 with (n3k+1, 0) ∈ pp_〈m〉q for some n3k+1 ∈ ω1 such that
n3k+1 ∈ n3k.
Now, suppose we are at a position p ∈ T I such that length(p) = 3k + 2 for some k ∈ ω, so
that it is Player III’s turn at p, and such that we have (n3k+2, 0) ∈ ppq for some n3k+2 ∈ ω1
with n3k+2 > 0. As (n3k+2, 0) ∈ ppq, by the definition of ppq, we have that:
(∃m ∈ ω)(∃l ∈ n3k+2)(((l, 0) ∈ pp_〈m〉q) ∧ (p_〈m〉 ∈ T I)).
By our assumptions about the position p, we have that n3k+2 6= 0, so that (0, 0) 6∈ ppq. This
implies that ı̊p = 0. Note that n̊p = n3k+2. By the rule “III
〈Ôi|i∈ω〉−−−−−→II”, we have that Player
III must play a move m ∈ ω, if possible, such that:
(∃l ≤ n3k+2)((l, 0) ∈ pp_〈m〉q).
Note that such a move is possible. Now, notice that for any move m ∈ ω played by
Player III according to the rule “III
〈Ôi|i∈ω〉−−−−−→II”, we have that p_〈m〉 is a position with
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length(p_〈m〉) = 3k + 3 and with (n3k+3, 0) ∈ pp_〈m〉q for some n3k+3 ∈ ω1 such that
n3k+3 ≤ n3k+2.
Now, notice that if Player II plays according to τ0, and none of the ni = 0, we obtain
the following sequence:3
n0 > n1 > n2 ≥ n3 > n4 > n5 ≥ n6 > · · ·
This contains an infinite decreasing subsequence of ordinals, which is a contradiction. It
is routine to verify that if Player II plays according to τ0, then there will be some (finite)
ı̂ ∈ ω such that nı̂ = 0. In other words, a position p0 ∈ T I will be reached such that
(0, 0) ∈ pp0q.
Claim 16.7. Suppose that p̂ ∈ T I is a position such that for some i ∈ ω, we have that:
(∀j ∈ i)((0, j) ∈ pp̂q).
If the rule “III
〈Ôi|i∈ω〉−−−−−→II” is observed, then Player II has a strategy τi for the game G at the
position p̂ to reach a position pi ∈ T such that (0, i) ∈ ppiq.
Proof. The proof of this claim is similar to the proof of Claim 16.6 beginning at the position
p̂ instead of at ∅.
Now, define the strategy τ for Player II at a position p for which it is Player II’s turn by:
τ(p) =
 τ̊ıp(p) if ı̊p ∈ ω,∅ otherwise.
3While the imposed rule “III
〈Ôi|i∈ω〉−−−−−−→II” will require that Player III not increase the ni’s, i.e., that
n3k+2 ≥ n3k+3, one can show that the inequality is strict.
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Claim 16.8. τ is a winning strategy for Player II for the game G provided that T I 6= ∅ and
the rule “III
〈Ôi|i∈ω〉−−−−−→II” is observed.




and note that ~x is a win for player II iff ~x ∈ Ac.
Towards a contradiction, suppose that ~x 6∈ Ac. Then, we have that (∃i ∈ ω)(~x 6∈ Ôi).
Let i ∈ ω be least such that ~x 6∈ Ôi. Now, for each j ∈ i, recall that Ôj is open, so that as
~x ∈ Ôj for each j ∈ i, we have that there exists an initial segment of ~x, say ~x  k for some
k ∈ ω such that any extension of ~x  k is in all of the Ôj for j ∈ i. Note that this implies
that (0, j) ∈ p~x  kq for each j ∈ i. Also, as ~x 6∈ Ôi, we have that (0, i) 6∈ p~x  kq. Then,
we have that i = ı̊~xk. At this position, as Player II is playing according to τ , we have that
Player II is playing according to τi. Thus, Player II will reach a position ~x  k̂ ∈ T for some
k̂ ∈ (k, ω) such that (0, i) ∈ p~x  k̂q. As (0, i) ∈ p~x  k̂q, we have that every extension of
~x  k̂ is in Ôi, so that ~x ∈ Ôi. This contradicts the assumption that ~x 6∈ Ôi. Thus, we have
that ~x ∈ Ac, so that ~x is a win for Player II. As ~x was arbitrary according to τ , we have that
τ is a winning strategy for Player II.
Finally, we have our result:
Corollary 16.0.1. If G(X, Y, Z; <ωω) is a (Σ02,Π
0
2,∅)-game with the rule “III
〈Ôi|i∈ω〉−−−−−→II”
imposed, then we have that the game is determined.4
Proof. Let G(X, Y, Z; <ωω) be a (Σ02,Π
0
2,∅)-game with the rule “III
〈Ôi|i∈ω〉−−−−−→II” imposed. If
T I = ∅, then Player I has a winning strategy σ for the game G(X, Y, Z; <ωω), without the
rule imposed.
Note that the rule “III
〈Ôi|i∈ω〉−−−−−→II” creates a III-imposed subtree, as the rule only restricts
4Recall that imposing a rule on a game creates a new game on a different tree. In this case a game G
with a rule imposed can be determined, while the game G is not determined.
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Player III’s moves. Therefore, Player I’s moves are not restricted, so that Player I can still
play according to σ even when the rule is imposed.
In this case, when T I = ∅, we actually have that if Player I plays according to a win-
ning strategy σ, then Player III’s moves will not be restricted by the rule when imposed, as
each position p that is according to σ will be such that ppq = ∅.
If ~x is a full play that is according to σ in the game with the rule imposed, as σ is a
winning strategy for Player I in the game G(X, Y, Z; <ωω), we have that ~x ∈ X. Hence, we
have that G(X, Y, Z; <ωω) with the rule “III
〈Ôi|i∈ω〉−−−−−→II” imposed is determined in this case.
Now, suppose that T I 6= ∅. By Claim 16.8, we have that the strategy τ , as defined earlier
in this section, is a winning strategy for Player II in the game G(X, Y, Z; <ωω) with the
rule “III
〈Ôi|i∈ω〉−−−−−→II” imposed. Hence, the game G(X, Y, Z; <ωω) with the rule “III 〈Ôi|i∈ω〉−−−−−→II”
imposed is determined in this case as well.
These cases are exhaustive, so that the game G(X, Y, Z; <ωω) with the rule “III
〈Ôi|i∈ω〉−−−−−→II”
imposed is determined as claimed.
Comment 16.2. One important note is that the rule “III
〈Ôi|i∈ω〉−−−−−→II” depends on the or-
dering 〈Ôi | i ∈ ω〉. If we were to use different orderings when defining the rule and when
defining Player II’s strategy, the strategy that is created may not be a winning strategy. For
example, suppose that the first set in the ordering used to define the rule is O0 and the first
set in the ordering used in creating Player II’s strategy is Ô0. Furthermore, suppose that
O0 6= Ô0. Suppose a position p ∈ T I  II is such that p does not yet witness that every full
play extension will be in Ô0, then Player II will use the strategy to play a move m to reduce
the ordinals of position for the set Ô0. However, if p is such that it does not yet witness
that every full play extension will be in O0, it is possible that the move m will increase the
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ordinals of position for the set O0.
Similarly, if p ∈ T I  III is such that p does not yet witness that every full play exten-
sion will be in O0, then by the rule, Player III must play a move m to reduce the ordinals of
position for the set O0. However, if p is such that it does not yet witness that every full play
extension will be in Ô0, it is possible that the move m will increase the ordinals of position
for the set Ô0.
If Players II and III keep decreasing the ordinals of position for the first set they are aiming
to get the full play in, but increasing the ordinals of position for the other set, it is possible
that the ordinals of position for each set never gets down to 0. In this case, the full play will
be in neither O0 nor Ô0, and the full play will be a win for Player I, despite Player I not
having a winning strategy for the game. 4
Comment 16.3. Also, note that in Definitions 16.3 and 16.4, we defined the Ordinals of
Position for postion p for the set Oα with respect to T I for Players II and III. If we had
instead replaced T I with <ωω, the proof of determinacy in this section fails. In this case it
is possible that a position p is played according to the strategy as defined above that will
have the ordinal 0 for the set Oα, i.e., that witnesses every full play extending p will be in
Oα, but with Player I having a winning strategy at p, in particular p 6∈ T I . Here, we have
that the strategy for Player II would not be a winning strategy. 4
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16.3 A Non-Determined Game Involving Ordinals of
Position for Player II
One organization of the Wolfe proof for the determinacy of Σ02 uses ordinals of position for
Player II to prove that 2-player games G(A) on T = <ωω in which A ∈ Σ02 are determined.
These ordinals of position are defined in a similar fashion as to how ppq was defined in
Section 16.2. As Ac ∈ Π02, we have that Ac is equal to a countable intersection of Σ01 sets,
i.e., Ac =
⋂
{Oi | i ∈ ω} where each Oi is open. Then for each set Oi in this intersection, if
a position p witnesses that any extension ~x of p is in Oi, then the position is given ordinal
0. If it is Player I’s turn at p and every possible move by Player I yields a position that has
an ordinal for Oi, then p is assigned an ordinal greater than or equal to the supremum of
the ordinals assigned to the one-move extensions of p. If it is Player II’s turn at p and there
exists a move that yields a position that has an ordinal of position for Oi and such that
Player I does not have a winning strategy at the extended position, then p is assigned an
ordinal greater than each of the ordinals of all such one-move extensions of p. Then, Player
II will have a winning strategy for the game G(A) if and only if ∅ = 〈 〉 has been assigned an
ordinal for each set Oi. In this case, the strategy for Player II is to play to reduce the ordi-
nals of positions for one Oi at a time without leaving the ordinals of positions for the other Oj.
Notice that when defining the ordinals of position in this manner in order to define a winning
strategy for Player II, we have the following:
If it is not the player for whom the strategy is to be defined’s turn at a position p, then every
one-move extension of a position p needs to have an ordinal in order for p to be assigned an
ordinal.
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If it is the player for whom the strategy is to be defined’s turn at a position p, then there
needs to exist one one-move extension of the position p such that the one-move extension
has been assigned an ordinal and such that the one-move extension doesn’t give the other
player a winning strategy in order for p to be assigned an ordinal.
From this, one might expect in our definition of the ordinals of position for a position
p ∈ <ωω  III to be defined the same way as if p ∈ <ωω  I, whereas, in the definition we
used in Section 16.2, the ordinals of position for p ∈ <ωω  III were defined the same as if
p ∈ <ωω  II.
As we will see in Example 16.1, this distinction is important; defining the ordinals of position
for p ∈ <ωω  III in the same manner as for p ∈ <ωω  I will not guarantee the determinacy
of a game of the form G(A,Ac,∅; <ωω) with A ∈ Σ02 unless the rule used is more restrictive
to the point that it specifies each of Player III’s moves at least until a position p is reached
where either Player I has a winning strategy at p or where every extension of p is a win for
Player II.
Example 16.1 (The Main Example). Consider the game G(A,Ac,∅; <ωω) where the payoff
set for Player II is given by:




{~x ∈ N | (∃i ∈ ω)(∃j ∈ ω) (i 6= j ∧ ~x(3i+ 2) = k ∧ ~x(3j + 2) = k)} .
Let:
Ok = {~x ∈ N | (∃i ∈ ω)(∃j ∈ ω) (i 6= j ∧ ~x(3i+ 2) = k ∧ ~x(3j + 2) = k)} .
Then, we have that Ac =
⋂
k∈ω
Ok. It is routine to check that for each k ∈ ω, we have that
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Ok ∈ Σ01, so that Ac ∈ Π02.
Note that Player II wins the game G iff Player III plays each k ∈ ω at least twice. Also, no-
tice that T I , the subtree containing the positions at which Player I does not have a winning
strategy is <ωω, i.e., there is no position in the game tree at which Player I has a winning
strategy.
Definition 16.6 (The Ordinals of Position at p for Player II with respect to T I correspond-
ing to the set {Ok | k ∈ ω}). Now, for each p ∈ T I = <ωω, define the ordinals of position at
p as follows:
First, for p ∈ T I and α ∈ ω:
(0, α) ∈ ppq iff (∀q ∈ N )((q ⊇ p)⇒ (q ∈ Oα)).
Now, suppose that for some n ∈ ω1 \ {∅}, we have that for all p ∈ T I , for all α ∈ ω and for
all m ∈ n, it has been determined if (m,α) ∈ ppq or if (m,α) 6∈ ppq. Then, for all p ∈ T I ,
and all α ∈ ω, we have that (n, α) ∈ ppq iff the following four statements hold:
(i) (∀l ∈ n)((l, α) 6∈ ppq),
(ii) ((∃k ∈ ω)(length(p) = 3k))⇒ ((∀m ∈ ω)(∃l ∈ n)((l, α) ∈ pp_〈m〉q)),
(iii) ((∃k ∈ ω)(length(p) = 3k + 2))⇒ ((∀m ∈ ω)(∃l ∈ n)((l, α) ∈ pp_〈m〉q)),
(iv) ((∃k ∈ ω)(length(p) = 3k + 1))⇒ ((∃m ∈ ω)(∃l ∈ n) ((l, α) ∈ pp_〈m〉q)).
This definition of the ordinals of position of p is almost the same as the definition given
in Section 16.2, with the difference being that for positions in <ωω  III, the ordinals are
defined in the same manner as for those in <ωω  I, instead of for those in <ωω  II. One
might note that the consequent of each of the above conditional statements does not include
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the requirement that p_〈m〉 ∈ T I . While this still should be included in properties (iii) and
(iv), it actually is trivially fulfilled:
As <ωω = T I , we automatically have that p_〈m〉 ∈ T I for each m ∈ ω. 4
In this definition of the ordinals of position, suppose that we have that (l, k) ∈ ppq
for some l ∈ ω1 and some k ∈ ω. If l = 0, then for every (finite) extension q ⊆ p (with
length(q) ∈ ω), we have that (0, k) ∈ pqq. If l 6= 0 and if it is either Player I or Player III’s
turn at p, then every one-move extension of p, i.e., every p_〈m〉 with m ∈ ω, is such that
(r, k) ∈ pp_〈m〉q with r < l. Hence, no matter what move Players I or III play at p, the
ordinal corresponding to Ok will decrease. If l 6= 0 and it is Player II’s turn at p, then there
exists some move m such that (r, k) ∈ pp_〈m〉q with r < l. Thus, there is a move that
Player II can make that will lower the ordinal corresponding to Ok.
Claim 16.9. We now claim that for all p ∈ <ωω, if k ∈ ω is such that (0, k) 6∈ ppq, then we
have that (∀n ∈ ω1)((n, k) 6∈ ppq), i.e., the only ordinal of position that will be assigned for
each Ok will be (0, k).5
Proof. Let p ∈ <ωω, if k ∈ ω be such that (0, k) 6∈ ppq. Towards a contradiction, suppose
that there is some n ∈ ω1 such that (n, k) ∈ ppq. Note that as (0, k) 6∈ ppq, we have that
Player III has not yet played k twice. We now will define a full play extension of the position
p recursively by the following algorithm. Suppose that we have that q ⊇ p has already been
defined. Now:
If q ∈ <ωω  I, i.e., if it is Player I’s turn at q, then have Player I play the move 1 to
produce the sequence q_〈1〉. Note that if (m, k) ∈ pqq, then we have that (r, k) ∈ pq_〈1〉q
with r < m.
5Note that Claim 16.2, on page 273, is false here. In fact, for every p ∈ T I , ppq is finite, and infinitely
many p ∈ T I have ppq = ∅.
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If q ∈ <ωω  II, i.e., if it is Player II’s turn at q, then have Player II play a move c ∈ ω such
that if there is some m ∈ ω such that (m, k) ∈ pqq, then there is some r < m such that
(r, k) ∈ pq_〈c〉q. Note that if (m, k) ∈ pqq, then a move c must exist. Otherwise, let Player
II play 1.
If q ∈ <ωω  III, i.e., if it is Player III’s turn at q, then have Player III play the move
k + 1 to produce the sequence q_〈k + 1〉. Note that if (m, k) ∈ pqq, then we have that
(r, k) ∈ pq_〈k + 1〉q with r < m.
Notice that by playing according to this algorithm, Player III never plays another move
k, so that as p was such that Player III had not yet played two k’s, any full play produced
extending p by this algorithm will not contain two or more k’s. Hence, we have that for any
position q ⊇ p following this procedure will be such that (0, k) 6∈ pqq.
Also, notice that inductively, as there is some n ∈ ω1 such that (n, k) ∈ ppq we have that
every extension q ⊇ p produced by this algorithm will be such that there is some mq ∈ ω1
such that (mq, k) ∈ pqq. In addition, these mq will form an infinite decreasing sequence of
ordinals. Hence, we have a contradiction, so that we have that for all p ∈ <ωω, if k ∈ ω is
such that (0, k) 6∈ ppq, then we have that (∀n ∈ ω1)((n, k) 6∈ ppq), as claimed.
Notice that we have that (0, 0) 6∈ p〈p0, p1,m〉q for any p0, p1,m ∈ ω, so that at the posi-
tion p = 〈p0, p1〉 there is no move m for Player III that results in (α, 0) 6∈ p〈p0, p1,m〉q for
any α ∈ ω1. In this case, using the rule “III
〈Ôi|i∈ω〉−−−−−→II” (using these adjusted ‘ordinals of
position’) allows Player III to play any move at all.
A win for Player I:
If Player III plays only 1s while producing some p ∈ <ωω  III, then p will similarly be such
that (α, 0) 6∈ p〈p0, p1,m〉q for any α ∈ ω1. Hence, by playing 1 at p, Player III will still be
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following the rule “III
〈Ôi|i∈ω〉−−−−−→II”. The full play that this produces will be a win for Player I
as the set O0 will be missed.
Notice that for any strategy σ for Player II, there is a full play according to σ that fol-
lows the above example with Player I winning. Hence, Player II has no winning strategy.
A win for Player II:
Conversely, it is routine to check that if Player III plays the moves as given below, then
Player III is playing according the the rule “III
〈Ôi|i∈ω〉−−−−−→II”, and the resulting full play will be





if n is even,
n− 1
2
if n is odd.
Notice that for any strategy σ for Player I, there is a full play according to σ that follows
the above example with Player II winning. Hence, Player I has no winning strategy.
As Player III’s payoff set is ∅, it is clear that Player III does not have a winning strat-
egy. As no player has a winning strategy, this game is non-determined. 4
In the second example (“A win for Player II”), in order to ‘help’ Player II to get into the
set O0, Player III needs to be forced to play the move 0. By using the existential quantifier
instead of the universal quantifier when defining the ordinals of position for positions p ∈
<ωω  III, this is achieved as all that is needed for such a p to be assigned an ordinal is that
Player III can play to decrease the ordinal rather than requiring that Player III will decrease




Introduction to Chapter 17:
In Chapter 17 we introduce a new class of 3-player games on the game tree <ωω, which
we will call 3213-Games, and begin to explore the determinacy of such games.
In Section 17.1 we define the construction of a 3213-Game.
In Section 17.2, we will give a different characterization of 3213-Games, and look at some
properties of these games.
In Section 17.3, we examine some conditions as well as some rules that will yield the deter-
minacy of certain 3213-Games.
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17.1 Definitions and Setup
In this section, we will introduce a type of 3-player game on the game tree T = <ωω which
we will refer to as a 3213-Game.
Suppose that we have three sets, A,B,C ⊆ N , and a bijection f : ω 1-1−−→
onto
ω × ω. We
define the related projection functions f0 and f1 by:
f0 : ω → ω by f0(n) = (f(n))(0) for all n ∈ ω,
f1 : ω → ω by f1(n) = (f(n))(1) for all n ∈ ω.
In other words, for all n ∈ ω, we have that f(n) = 〈f0(n), f1(n)〉.
Now, for each ~x ∈ N we also define the related sequences:
~af (~x) = 〈an | n ∈ ω〉,
~bf (~x) = 〈bn | n ∈ ω〉, and
~cf (~x) = 〈cn | n ∈ ω〉,
where an, bn and cn are given by:
an =
 f1(x3k) if n = 2k for some k ∈ ω,f0(x3k+1) if n = 2k + 1 for some k ∈ ω ,
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bn =
 f1(x3k+1) if n = 2k for some k ∈ ω,f0(x3k+2) if n = 2k + 1 for some k ∈ ω ,
cn =
 f1(x3k+2) if n = 2k for some k ∈ ω,f0(x3k+3) if n = 2k + 1 for some k ∈ ω.
In many cases, we will have two sequences ~x and ~y and will need to refer to the compo-
nents of the above sequences. To specifiy these components, we may either use the notation
af (~x)(n) or the notation (af (~x))n to denote the component an in the sequence ~af (~x) and
either af (~y)(n) or (af (~y))n to denote the component an in the sequence ~af (~y) (the notation
used for the components of the sequences ~bf (~x), ~bf (~y), ~cf (~x), and ~cf (~y) will be thusly defined
as well).
We now define a 3-player game G(X, Y, Z; <ωω) = G?(f, A,B,C;
<ωω) by defining the payoff
sets for Players I, II and III as follows:
X = {~x ∈ N | ~af (~x) ∈ A ∧ ~cf (~x) 6∈ C} ,
Y =
{





~x ∈ N |
(




~af (~x) ∈ A ∨~bf (~x) 6∈ B
)}
.
Note that Z = N \ (X ∪ Y ), so that we have X ∪ Y ∪ Z = N . Also note that X, Y, and Z
are pairwise disjoint.
The notation G?(f, A,B,C;
<ωω) is used to indicate that a 3-player game G(X, Y, Z; <ωω)
(as we have defined in previous sections) is created in the above manner using the function
f , and sets A, B, and C in order to define the payoff sets X, Y , and Z for the three players.
Note that G?(f, A,B,C;
<ωω) does not list the payoff sets for any of the three players, as
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opposed to our standard, previously defined notation.
The above definitions for ~af (~x), ~bf (~x) and ~cf (~x) were chosen for consistency; however, ev-
erything that we will do can be also applied in the case where (~af (~x))(0) = a0 is defined
separately just to be equal to ~x(0) = x0. In addition, we could actually have the functions
used at each coordinate of ~x vary throughout the game. This would only complicate notation.




ω × ω, such that the 3-player game G(X, Y, Z; <ωω) can be written in the form
G(X, Y, Z; <ωω) = G?(f, A,B,C;
<ωω), then we say that G(X, Y, Z; <ωω) is a ‘3213-Game’.




II , and C
III,I
III .
We then take these three 2-player games and use a bijection to ‘weave’ them together into
a single 3-player game which is in effect playing these three 2-player games simultaneously.
The name 3213-Game is derived from this idea: Three 2-player games combined into one
3-player game. Players I and II win the 3-player game exactly when they win both of the
2-player games in which they play, and Player III wins otherwise.
The general picture of a 3213-Game is given in Figure 17.1.
As f is a bijection, each component of ~x determines exactly the values that will be used
in the 2-player sub-games in which the player plays. Also note that due to our definition of
3213-Games, the value of d = f0(x0) has no impact on which player wins.
While we will not be considering this, it is possible to generalize these games in a num-
297
Figure 17.1: 3213-Game
I : x0 =f
−1((d, a0)) x3 =f
−1((c1, a2)) x3n=f
−1((c2n−1, a2n))
II : x1 =f
−1((a1, b0)) x4 =f
−1((a3, b2)) · · · x3n+1 =f−1((a2n+1, b2n)) · · · ~x
III : x2 =f
−1((b1, c0)) x5 =f
−1((b3, c2)) x3n+2 =f
−1((b2n+1, c2n))
Player I wins iff ~x ∈ X iff ~a ∈ A ∧ ~c 6∈ C,
Player II wins iff ~x ∈ Y iff ~a 6∈ A ∧~b ∈ B,
Player III wins iff ~x ∈ Z iff (~a 6∈ A ∨ ~c ∈ C) ∧ (~a ∈ A ∨~b 6∈ B), i.e.,
iff neither Player I nor II wins.
ber of different ways.
First, we may change the ‘default’ player to either Player I or Player II (instead of Player
III). In these cases, instead of Player III winning by default when no player wins both of
their 2-player sub-games, the winner would be assigned to be either Player I or II.
Another potential generalization would be to consider two ‘default’ players: one of whom
wins by default when the first player in each of the three 2-player sub-games wins, and the
second of whom wins when the second player in each of the three 2-player sub-games wins.
In addition, one might consider an even more general adjustment in which we divide the
default case into three sets (one or two of which could be ∅). Then, each player would be
assigned one of these sets. In the case where the full play satisfies the default case, then each
player wins iff the full play falls into their assigned set. Note that in this generalization, the
value of d = f0(x0) could actually have an impact on which player wins a given full play of
the game.
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17.2 3213-Game Characterization and Properties
In this section we will produce a characterization of 3213-Games and examine some proper-
ties of these games.
Suppose that we have a 3-player game G(X, Y, Z; <ωω). We will now begin to create a
method in which we can determine whether or not G is a 3213-Game. In order to achieve
this goal, we need to be able to find sets A, B and C and a bijection f such that we have:
G(X, Y, Z; <ωω) = G?(f, A,B,C;
<ωω).
If such a function and such sets can be found, the game G will be a 3213-Game.
Our first attempt considers the cases in which there exist sets A or C that can be used




ω × ω be a bijection. Consider the following sets derived by f :
Âf = {~x ∈ N | (∃~y ∈ X) (~x = ~af (~y))} ,
B̂f =
{
~x ∈ N | (∃~y ∈ Y )
(





~x ∈ N | (∃~y ∈ Z)
(
~x = ~cf (~y) ∧ ~af (~y) ∈ Âf
)}
.
Theorem 17.1. Let f : ω
1-1−−→
onto
ω × ω be a bijection. Suppose that
G(X, Y, Z; <ωω) = G?(f, A,B,C;
<ωω)
is a 3213-Game. Furthermore, suppose that A 6= N and C 6= N .
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Then, we have that:
G(X, Y, Z; <ωω) = G?(f, Âf , B̂f , Ĉf ;
<ωω).
Proof. Let f : ω
1-1−−→
onto
ω × ω be a bijection. Let G(X, Y, Z; <ωω) = G?(f, A,B,C; <ωω) be a
3213-Game such that A 6= N and also such that C 6= N . Note that by the definition of a
3213-Game, we have that:
X = {~x ∈ N | ~af (~x) ∈ A ∧ ~cf (~x) 6∈ C} ,
Y =
{





~x ∈ N |
(




~af (~x) ∈ A ∨~bf (~x) 6∈ B
)}
.
Now, for any ~x ∈ N we have the following:
~x ∈ Âf iff (∃~y ∈ X) (~x = ~af (~y))
iff (∃~y ∈ N ) (~af (~y) ∈ A ∧ ~cf (~y) 6∈ C ∧ (~x = ~af (~y)))
Notice that this immediately implies that if ~x ∈ Âf , then we have that ~x ∈ A. Hence, as
~x ∈ N was arbitrary, we have that Âf ⊆ A.
Now, let ~x ∈ A be arbitrary. As C 6= N , there is some ~z ∈ N such that ~z 6∈ C.
We now define the sequence ~y ∈ N point-wise as follows. For each n ∈ ω:
y(n) =

f−1((0, x0)), if n = 0,
f−1((z2m−1, x2m)), if (∃m ∈ ω \ {0})(n = 3m),
f−1((x2m+1, 0)), if (∃m ∈ ω)(n = 3m+ 1),
f−1((0, z2m)), if (∃m ∈ ω)(n = 3m+ 2).
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It is routine to verify that ~x = ~af (~y) and that ~z = ~cf (~y). As ~x ∈ A and ~z 6∈ C, we have that
~af (~y) ∈ A and ~cf (~y) 6∈ C. Hence, we have that this full play ~y ∈ N witnesses that ~x ∈ Âf .
As ~x ∈ A was arbitrary, we have that A ⊆ Âf . Thus, A = Âf .
By a slightly adjusted argument, we also have that B = B̂f under the assumption that
A 6= N .
Now, note that for any ~x ∈ N we have the following:
~x ∈ Ĉf iff (∃~y ∈ Z)(~x = ~cf (~y) ∧ ~af (~y) ∈ Âf )
iff (∃~y ∈ N )
(~af (~y) 6∈ A∨~cf (~y) ∈ C)∧(~af (~y) ∈ A ∨~bf (~y) 6∈ B)
∧ ~x = ~cf (~y) ∧ ~af (~y) ∈ A

iff (∃~y ∈ N ) (~cf (~y) ∈ C ∧ ~x = ~cf (~y) ∧ ~af (~y) ∈ A) .
If ~x ∈ Ĉf , then we clearly have that ~x ∈ C, so that Ĉf ⊆ C.
Now, let ~x ∈ C be arbitrary. First, suppose that A 6= ∅. Then, we have that there ex-
ists some ~z ∈ A. We now define a full play ~y ∈ N point-wise as follows. For each n ∈ ω:
y(n) =

f−1((0, z0)), if n = 0,
f−1((x2m−1, z2m)), if (∃m ∈ ω \ {0})(n = 3m),
f−1((z2m+1, 0)), if (∃m ∈ ω)(n = 3m+ 1),
f−1((0, x2m)), if (∃m ∈ ω)(n = 3m+ 2).
It is routine to show that ~af (~y) = ~z and that ~cf (~y) = ~x. As ~x ∈ C, we have that ~cf (~y) ∈ C.
Hence, we have that ~y witnesses that ~x ∈ Ĉf . As x ∈ C was arbitrary, we have that C ⊆ Ĉf .
Therefore, C = Ĉf .
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Hence, if A 6= ∅, then we have that A = Âf , B = B̂f and C = Ĉf , so that as we have
G(X, Y, Z; <ωω) = G?(f, A,B,C;
<ωω), we have that:
G(X, Y, Z; <ωω) = G?(f, Âf , B̂f , Ĉf ;
<ωω).








~x ∈ N | ~af (~x) 6∈ Âf ∧~bf (~x) ∈ B̂f
}
.
Also, as A = ∅, we have that:
X = {~x ∈ N | ~af (~x) ∈ A ∧ ~cf (~x) 6∈ C} = ∅.
As A = Âf and A = ∅, we have that Âf = ∅, so that:
{
~x ∈ N | ~af (~x) ∈ Âf ∧ ~cf (~x) 6∈ Ĉf
}
= ∅ = X.
Now, note that as Âf = ∅, we have:
Ĉf =
{
~x ∈ N | (∃~y ∈ Z)
(
~x = ~cf (~y) ∧ ~af (~y) ∈ Âf
)}
= ∅.
Now, as Âf = ∅, we have that for any ~x ∈ N , ~af (~x) 6∈ Âf is a true statement, so that
(~af (~x) 6∈ Âf ∨ ~cf (~x) ∈ C) is also true for all ~x ∈ N . Also note that:
(~af (~x) 6∈ Âf ∨ ~cf (~x) ∈ Ĉf )
is true for all ~x ∈ N .
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Hence, under the assumption that A = ∅, we have that (~af (~x) 6∈ Âf ∨ ~cf (~x) ∈ C) and
(~af (~x) 6∈ Âf ∨ ~cf (~x) ∈ Ĉf ) are equivalent. Thus:
Z =
{
~x ∈ N |
(








~x ∈ N |
(








~x ∈ N |
(




~af (~x) ∈ Âf ∨~bf (~x) 6∈ B̂f
)}
.
Now, we have that:
X =
{










~x ∈ N |
(




~af (~x) ∈ Âf ∨~bf (~x) 6∈ B̂f
)}
.
This implies that G(X, Y, Z; <ωω) = G?(f, Âf , B̂f , Ĉf ;
<ωω) when A = ∅.
Thus, provided that A 6= N and C 6= N , we have that:
G(X, Y, Z; <ωω) = G?(f, Âf , B̂f , Ĉf ;
<ωω).
This proof tells us that if we know there exist sets A and C that were used to build
the 3213-Game such that A 6= ∅, A 6= N and C 6= N , then, given the function f , we are
able to recover the sets A, B and C exactly. In the case where A = ∅, we only recover
the sets A = ∅ and B. In this case, we have that Ĉf = ∅, which likely is not equal to
the set C. While this may seem suspicious, note that if A = ∅, then we have that (Ac)I,IIII? .
This means that Player II will always win this 2-player sub-game. In this particular case,
notice that if Player II wins the sub-game G(B,Bc; <ωω) in which Player II is the first player
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and Player III is the second player, then Player II will win the 3-player game. If Player
II loses this 2-player game, Player III will win the 3-player game no matter who wins the
third 2-player game G(C,Cc; <ωω) between Players III and I (with Player III being the first
player). This is due to the fact that if Player III wins this third sub-game, Player III wins
both of the sub-games in which they play, and hence wins. If Player III loses the third sub-
game, then each player will have won exactly one sub-game. This is one of the two default
cases in which case Player III is assigned to win. From this, we see that when A = ∅, it
should not matter what set is used for the set C: the only set of importance will be the set B.
Notice that Theorem 17.1 required that we have A 6= N and C 6= N in order for us to
get that if G(X, Y, Z; <ωω) = G?(f, A,B,C;
<ωω) is a 3213-Game, then G(X, Y, Z; <ωω) =
G?(f, Âf , B̂f , Ĉf ;
<ωω). We will improve on this and reduce these conditions.
Theorem 17.2. Let f : ω
1-1−−→
onto
ω × ω be a bijection. Suppose that:
G(X, Y, Z; <ωω) = G?(f, A,B,C;
<ωω)
is a 3213-Game. Furthermore, suppose that A = N , or A = ∅ or that C 6= N .
Then, we have that G(X, Y, Z; <ωω) = G?(f, Âf , B̂f , Ĉf ;
<ωω).
Proof. Let f : ω
1-1−−→
onto
ω × ω be a bijection. Let G(X, Y, Z; <ωω) = G?(f, A,B,C; <ωω) be a
3213-Game such that either A = N , or A = ∅, or that C 6= N .
First we consider the case in which C 6= N . Note that if we have that A 6= N , then
by Theorem 17.1 we have that G(X, Y, Z; <ωω) = G?(f, Âf , B̂f , Ĉf ;
<ωω). Hence, we will
suppose that A = N .









~x ∈ N | ~af (~x) 6∈ Âf ∧~bf (~x) ∈ B̂f
}
.
Notice that as Y = ∅, we have that:
B̂f =
{
~x ∈ N | (∃~y ∈ Y )
(
~x = ~bf (~y)
)}
= ∅.
In this case, we may not have that B̂f = B. However, as noted previously, we only need Âf ,
B̂f and Ĉf such that G(X, Y, Z;
<ωω) = G?(f, Âf , B̂f , Ĉf ;
<ωω); we don’t necessarily need to
recover the exact sets A, B and C.
Now, as A = N , we have:
Z =
{
~x ∈ N | (~af (~x) 6∈ A ∨ ~cf (~x) ∈ C) ∧
(
~af (~x) ∈ A ∨~bf (~x) 6∈ B
)}
= {~x ∈ N | ~cf (~x) ∈ C} .
If C = ∅, then we have that Z = ∅. In this case, we have that:
Ĉf =
{
~x ∈ N | (∃~y ∈ Z)
(
~x = ~cf (~y) ∧ ~af (~y) ∈ Âf
)}
= ∅ = C.
Now, as Ĉf = C = ∅ and as Âf = A = N , we have:
X = {~x ∈ N | ~af (~x) ∈ A ∧ ~cf (~x) 6∈ C} =
{
~x ∈ N | ~af (~x) ∈ Âf ∧ ~cf (~x) 6∈ Ĉf
}
= N .
Also, as A = Âf = N , we have that both ~af (~x) ∈ A and ~af (~x) ∈ Âf are true for every
~x ∈ N . Hence, we have that ~af (~x) ∈ A ∨ ~bf (~x) 6∈ B and ~af (~x) ∈ Âf ∨ ~bf (~x) 6∈ B̂f are
equivalent (and true) statements.
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As ~af (~x) ∈ A ∨~bf (~x) 6∈ B and ~af (~x) ∈ Âf ∨~bf (~x) 6∈ B̂f are equivalent, and as C = Ĉf = ∅,
and B̂f = ∅, we have that:
Z =
{
~x ∈ N | (~af (~x) 6∈ A ∨ ~cf (~x) ∈ C) ∧
(




~x ∈ N |
(




~af (~x) ∈ Âf ∨~bf (~x) 6∈ B̂f
)}
.
Now, we have the following:
X =
{










~x ∈ N |
(




~af (~x) ∈ Âf ∨~bf (~x) 6∈ B̂f
)}
.
Hence, we have that G(X, Y, Z; <ωω) = G?(f, Âf , B̂f , Ĉf ;
<ωω).
Now, suppose that C 6= ∅. Now, as Z = {~x ∈ N | ~cf (~x) ∈ C}, we have that for any ~x ∈ N ,
~x ∈ Z iff ~cf (~x) ∈ C, so that ~x ∈ Z iff ~x ∈ ~c −1′′f C. Hence, Z = ~c
−1′′
f C.









~x∈N | (∃~y∈~c −1′′f C) (~x=~cf (~y))
}
.
Then, we have that for any ~x ∈ N :
~x ∈ Ĉf iff (∃~y ∈ ~c −1′′f C) (~x = ~cf (~y))
iff (∃~y)
(
~y ∈ ~c −1′′f C ∧ ~x = ~cf (~y)
)
iff (∃~y) (~y ∈ C ∧ ~x = ~y)
iff (∃~y ∈ C) (~x = ~y)
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iff ~x ∈ C.
Therefore, we have that Ĉf = C.
Now, as Ĉf = C and as Âf = A = N , we have:
X = {~x ∈ N | ~af (~x) ∈ A ∧ ~cf (~x) 6∈ C} =
{
~x ∈ N | ~af (~x) ∈ Âf ∧ ~cf (~x) 6∈ Ĉf
}
.
Also, as A = Âf = N , we have that both ~af (~x) ∈ A and ~af (~x) ∈ Âf are true for every
~x ∈ N . Hence, we have that ~af (~x) ∈ A ∨ ~bf (~x) 6∈ B and ~af (~x) ∈ Âf ∨ ~bf (~x) 6∈ B̂f are
equivalent (and true) statements.
As ~af (~x) ∈ A ∨ ~bf (~x) 6∈ B and ~af (~x) ∈ Âf ∨ ~bf (~x) 6∈ B̂f are equivalent, and Ĉf = C,
and as B̂f = ∅, we have that:
Z =
{
~x ∈ N | (~af (~x) 6∈ A ∨ ~cf (~x) ∈ C) ∧
(




~x ∈ N |
(




~af (~x) ∈ Âf ∨~bf (~x) 6∈ B̂f
)}
.
Now, we have the following:
X =
{










~x ∈ N |
(




~af (~x) ∈ Âf ∨~bf (~x) 6∈ B̂f
)}
.
Thus, G(X, Y, Z; <ωω) = G?(f, Âf , B̂f , Ĉf ;
<ωω).
The cases where C = ∅ and C 6= ∅ are exhaustive. Hence, when A = N and C 6= N ,
we have that G(X, Y, Z; <ωω) = G?(f, Âf , B̂f , Ĉf ;
<ωω).
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We now consider the case in which both A = N and C = N .
As C = N , note that for all ~x ∈ N , we have that ~cf (~x) ∈ C, so that:
X = {~x ∈ N | ~af (~a) ∈ A ∧ ~cf (~x) 6∈ C} = ∅.
Then, we have that:
Âf = {~x ∈ N | (∃~y ∈ X) (~x = ~af (~x))} = ∅.
As Âf = ∅, we have:
X = ∅ =
{
~x ∈ N | ~af (~a) ∈ Âf ∧ ~cf (~x) 6∈ Ĉf
}
.
Note that this does not depend on Ĉf .
Similarly, as A = N , for all ~x ∈ N , we have that ~af (~x) ∈ A, so that:
Y =
{
~x ∈ N | ~af (~a) 6∈ A ∧~bf (~x) ∈ B
}
= ∅.
Then, we have that:
B̂f =
{
~x ∈ N | (∃~y ∈ Y )
(
~x = ~bf (~x)
)}
= ∅.
As B̂f = ∅, we have:
Y = ∅ =
{




This does not depend on the set Âf .
Now, as X = ∅ and Y = ∅, we have that X ∪ Y = ∅. As Z = N \ (X ∪ Y ), we
have that Z = N . Note that as Âf = ∅:
Ĉf =
{
~x ∈ N | (∃~y ∈ Z)
(
~x = ~cf (~y) ∧ ~af (~y) ∈ Âf
)}
= ∅.
As Âf = ∅, we have that for all ~x ∈ N , ~af (~x) 6∈ Âf , so that for all ~x ∈ N , ~af (~x) 6∈
Âf ∨ ~cf (~x) ∈ C. Similarly, as B̂f = ∅, we have that for all ~x ∈ N , ~bf (~x) 6∈ B̂f , so that for
all ~x ∈ N , ~af (~x) ∈ Âf ∨~bf (~x) 6∈ B.
Therefore, we have that for all ~x ∈ N ,
(








Z = N =
{
~x ∈ N |
(




















~x ∈ N |
(




~af (~x) ∈ Âf ∨~bf (~x) 6∈ B̂f
)}
.
Thus, G(X, Y, Z; <ωω) = G?(f, Âf , B̂f , Ĉf ;
<ωω).
Finally we consider the case in which A = ∅ and C = N . It is routine to check that
in this case we have that X = ∅, which implies that Âf = ∅ as well. Thus, A = Âf .
Then, we have that for all ~x ∈ N , ~af (~x) 6∈ Âf , so that for all ~x ∈ N , we have that
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~af (~x) ∈ Âf ∧ ~cf (~x) 6∈ Ĉf is false, no matter the set Ĉf . Hence:
X = ∅ =
{
~x ∈ N | ~af (~x) ∈ Âf ∧ ~cf (~x) 6∈ Ĉf
}
.
Notice that as A = ∅, we have that A 6= N , which, by the proof of Theorem 17.1, implies
that B̂f = B.
Now, as A = Âf and B = B̂f , we have:
Y =
{




~x ∈ N | ~af (~x) 6∈ Âf ∧~bf (~x) ∈ B̂f
}
.
As Âf = ∅, we also have that:
Ĉf =
{
~x ∈ N | (∃~y ∈ Z)
(
~x = ~cf (~y) ∧ ~af (~y) ∈ Âf
)}
= ∅.
As A = Âf = ∅, for all ~x ∈ N , we have both that ~af (~x) 6∈ A and that ~af (~x) 6∈ Âf . Hence, we
have that for all ~x ∈ N , both that ~af (~x) 6∈ A∨~cf (~x) ∈ C and that ~af (~x) 6∈ Âf ∨~cf (~x) ∈ Ĉf .
Hence, for all ~x ∈ N , ~af (~x) 6∈ A ∨ ~cf (~x) ∈ C and ~af (~x) 6∈ Âf ∨ ~cf (~x) ∈ Ĉf are equivalent.
Hence, as A = Âf and B = B̂f , we have:
Z =
{
~x ∈ N | (~af (~x) 6∈ A ∨ ~cf (~x) ∈ C) ∧
(




~x ∈ N |
(




















~x ∈ N |
(








Thus, G(X, Y, Z; <ωω) = G?(f, Âf , B̂f , Ĉf ;
<ωω).
Hence, if G(X, Y, Z; <ωω) = G?(f, A,B,C;
<ωω) is a 3213-Game in which A = N , or A = ∅,
or C 6= N , then, we have that G(X, Y, Z; <ωω) = G?(f, Âf , B̂f , Ĉf ; <ωω) as claimed.
There is one more case that we will need to consider, namely the case in which we have
that G(X, Y, Z; <ωω) = G?(f, A,B,C;
<ωω) is a 3213-Game where A 6= N , A 6= ∅, and
C = N . Before we examine this case, we need to note that in all other cases, one of the
following holds:
• X 6= ∅,
• X = ∅ and either Y = ∅ or Z = ∅.
To verify this fact, we will consider a number of cases:
1. A = N and C = N ,
2. A = N , C 6= N , and C 6= ∅,
3. A = N and C = ∅,
4. A 6= N , A 6= ∅, C 6= N , and C 6= ∅,
5. A 6= N , A 6= ∅, and C = ∅,
6. A = ∅, C 6= N , and C 6= ∅,
7. A = ∅ and C = ∅,
8. A = ∅ and C = N .
It is routine to check that as long as A 6= ∅ and C 6= N , we have that X 6= ∅. This is true
in cases 2,3,4, and 5. When A = ∅, it is routine to check that X = ∅, which implies that
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Âf = ∅. From this we have that Ĉf = ∅. As G(X, Y, Z; <ωω) = G?(f, Âf , B̂f , Ĉf ; <ωω) in
the above cases, this implies that for all ~x ∈ N , we have that:
Z =
{
~x ∈ N |
(




~af (~x) ∈ Âf ∨~bf (~x) 6∈ B̂f
)}
= ∅.
Hence, we have that in cases 6, 7, and 8, both X = ∅ and Z = ∅.
Finally, when A = N and C = N , i.e., in case 1, it is routine to check that both X = ∅ and
Y = ∅.
Now, we consider the case where A 6= N , A 6= ∅ and C = N . As C = N , we have
that for all ~x ∈ N , ~cf (~x) ∈ C, so that:
X = {~x ∈ N | ~af (~x) ∈ A ∧ ~cf (~x) 6∈ C} = ∅.
We first consider two special cases.
Theorem 17.3. Let f : ω
1-1−−→
onto
ω × ω be a bijection. Suppose that G(X, Y, Z; <ωω) is a
game in which either X = ∅ and Y = ∅, or X = ∅ and Y = N . Then, we have that
G(X, Y, Z; <ωω) is a 3213-Game and G(X, Y, Z; <ωω) = G?(f, Âf , B̂f , Ĉf ;
<ωω).
In particular, if G(X, Y, Z; <ωω) = G?(f, A,B,C;
<ωω) is a 3213-Game in which A 6= N ,
A 6= ∅ and C = N and such that either Y = ∅ or Y = N , then:
G(X, Y, Z; <ωω) = G?(f, Âf , B̂f , Ĉf ;
<ωω).
Proof. Let f : ω
1-1−−→
onto
ω× ω be a bijection. First, suppose that G(X, Y, Z; <ωω) is a game in
which X = ∅ and Y = ∅. Note that this implies that Z = N . From the definitions of Âf
and B̂f , as X = ∅ and Y = ∅, we have that Âf = ∅ and B̂f = ∅. Then, from the definition
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of Ĉf , as Âf = ∅, we also have that Ĉf = ∅.
Now, has Âf = ∅, we have that for all ~x ∈ N , ~af (~x) 6∈ Âf , so that:
X = ∅ =
{
~x ∈ N | ~af (~x) ∈ Âf ∧ ~cf (~x) 6∈ Ĉf
}
.
Similarly, as B̂f = ∅, we have that for all ~x ∈ N , ~bf (~x) 6∈ B̂f , so that:
Y = ∅ =
{
~x ∈ N | ~af (~x) 6∈ Âf ∧~bf (~x) ∈ B̂f
}
.
As Âf = ∅ and B̂f = ∅, we also have that:
Z = N =
{
~x ∈ N |
(




















~x ∈ N |
(




~af (~x) ∈ Âf ∨~bf (~x) 6∈ B̂f
)}
.
Thus, G(X, Y, Z; <ωω) = G?(f, Âf , B̂f , Ĉf ;
<ωω).
Now, suppose that G(X, Y, Z; <ωω) is a game in which X = ∅ and Y = N . Note that
this implies that Z = ∅. From the definitions of Âf and Ĉf , as X = ∅ and Z = ∅, we have
that Âf = ∅ and Ĉf = ∅.
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As Âf = ∅, we have that:
X = ∅ =
{
~x ∈ N | ~af (~x) ∈ Âf ∧ ~cf (~x) 6∈ C
}
.
Now, let ~x ∈ N be arbitrary. We now define the sequence ~y ∈ N point-wise. For each n ∈ ω:
y(n) =

f−1((0, 0)), if (∃m ∈ ω)(n = 3m),
f−1((0, x2m)), if (∃m ∈ ω)(n = 3m+ 1),
f−1((x2m+1, 0)), if (∃m ∈ ω)(n = 3m+ 2).
It is routine to verify that ~b(~y) = ~x. Hence, as ~x ∈ N was arbitrary, we have that for every
~x ∈ N there is some ~y ∈ N such that ~x = ~bf (~y). As Y = N , we then have that B̂f = N .
Now, we have that Âf = ∅ and B̂f = N , which implies that:
Y = N =
{
~x ∈ N | ~af (~x) 6∈ Âf ∧~bf (~x) ∈ B̂f
}
.








~x ∈ N | (~af (~x) 6∈ ∅ ∨ ~cf (~a) ∈ ∅) ∧
(




~x ∈ N | (~af (~x) 6∈ ∅ ∨ ~cf (~a) ∈ ∅) ∧
(




~x ∈ N |
(





















~x ∈ N |
(




~af (~x) ∈ Âf ∨~bf (~x) 6∈ B̂f
)}
.
Thus, G(X, Y, Z; <ωω) = G?(f, Âf , B̂f , Ĉf ;
<ωω).
Note that in both of the above cases, we had that X = ∅ and either that Y = ∅ or that
Z = ∅.
The only case now remaining is that in which G(X, Y, Z; <ωω) = G?(f, Âf , B̂f , Ĉf ;
<ωω)
is such that A 6= N , A 6= ∅ and C = N and such that Y 6= ∅ and Y 6= N .
Claim 17.1. Let f : ω
1-1−−→
onto
ω × ω be a bijection. Suppose that we have that:
G(X, Y, Z; <ωω) = G?(f, A,B,C;
<ωω)
is a 3213-Game. Furthermore, suppose that A 6= N , A 6= ∅, C = N , Y 6= ∅ and Y 6= N .
Then, we have that Z 6= ∅.
Proof. Let f : ω
1-1−−→
onto
ω × ω be a bijection. Suppose that we have some 3213-Game,
G(X, Y, Z; <ωω) = G?(f, A,B,C;
<ωω), such that A 6= N , A 6= ∅, C = N , Y 6= ∅, and such
that Y 6= N . As noted above, as C = N , we have that X = ∅.
Recall that by the definition of 3213-Games, we have that:
Y =
{
~x ∈ N | ~af (~x) 6∈ A ∧~bf (~x) ∈ B
}
.
As Y 6= N , there exists some ~x 6∈ Y . Notice that this implies that ~af (~x) ∈ A ∨~bf (~x) 6∈ B.
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Now, note that as C = N , we have that ~cf (~x) ∈ C. Hence, we have that:
~af (~x) 6∈ A ∨ ~cf (~x) ∈ C.
Now, we have that (~af (~x) 6∈ A ∨ ~cf (~x) ∈ C)∧
(
~af (~x) ∈ A ∨~bf (~x) 6∈ B
)
, so that ~x ∈ Z. Thus,
we have that there is some ~x ∈ Z, so that Z 6= ∅ as claimed.
Notice that the case in which A 6= N , A 6= ∅, C = N , Y 6= ∅ and Y 6= N is unique in
so much as it is the only case which has X = ∅ with Y 6= ∅ and Z 6= ∅.
Unfortunately, in this case, if G(∅, Y, Z; <ωω) = G?(f, A,B,C; <ωω) is a 3213-Game with
Y 6= ∅ and Z 6= ∅, then, with our current definitions of Âf , B̂f and Ĉf , we do not necessarily
have that G(∅, Y, Z; <ωω) = G?(f, Âf , B̂f , Ĉf ; <ωω).
Let f : ω
1-1−−→
onto
ω × ω be a bijection and consider the 3213-Game:
G(X, Y, Z; <ωω) = G?(f, A,B,C;
<ωω)
in which A = {~x ∈ N | (∀n ∈ ω)(x(n) = 0)}, B = {~x ∈ N | (∀n ∈ ω)(x(n) = 1)}, and
C = N . Notice that as C = N , we have that X = ∅.
Now, define the sequence ~x ∈ N point-wise by x(n) = f−1((1, 1)) for all n ∈ ω. It is routine
to show that both ~af (~x) and ~bf (~x) are equal to the sequence with each component equal to
1. Hence, we have that ~af (~x) 6∈ A and~bf (~x) ∈ B, so that ~x ∈ Y . Hence, we have that Y 6= ∅.
Next, define the sequence ~x ∈ N point-wise by x(n) = f−1((0, 0)) for each n ∈ ω. It is
routine to show that ~af (~x) = ~bf (~x) = ~cf (~x) and that each is equal to the sequence with each
component equal to 0. Then, we have that ~af (~x) ∈ A, ~bf (~x) 6∈ B, and ~cf (~x) ∈ C = N .
Then, we have that ~x ∈ Z, so that we have Z 6= ∅.
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Hence, we are in the case in which we have a 3213-Game with X = ∅, Y 6= ∅ and Z 6= ∅.
Now, as X = ∅, we have that Âf = ∅. This implies that Ĉf = ∅. It is also routine




f−1((0, 0)), if (∃m ∈ ω)(n = 3m),
f−1((0, 1)), if (∃m ∈ ω)(n = 3m+ 1),
f−1((1, 0)), if (∃m ∈ ω)(n = 3m+ 2).
It is routine to show that ~af (~y) is the sequence in which each component is equal to 0 and
~bf (~y) is the sequence in which each component is equal to 0. Thus, we have that ~af (~y) ∈ A
and ~bf (~y) ∈ B. This implies that ~y 6∈ Y . However, as Âf = ∅, we have that ~af (~y) 6∈ Âf ,
and as B̂f = B, we have that ~bf (~y) ∈ B̂f . Thus, we have that:
~y ∈
{






~x ∈ N | ~af (~x) 6∈ Âf ∧~bf (~x) ∈ B̂f
}
.
Thus, we have that G(X, Y, Z; <ωω) 6= G?(f, Âf , B̂f , Ĉf ; <ωω).
In order to address this last case, we will slightly re-define the sets Âf , B̂f and Ĉf as
follows.
Definition 17.1. Let f : ω
1-1−−→
onto
ω × ω be a bijection and let G(X, Y, Z; <ωω) be a 3-player
game. Now:
Âf =





~x ∈ N | (∃~y ∈ Y )
(
~x = ~bf (~y)
)}
if X 6= ∅
∨ (X = ∅ ∧ (Y = ∅ ∨ Z = ∅)),{
~x ∈ N | (∀~y ∈ Z)
(
~x 6= ~bf (~y) ∨ ~af (~y) ∈ Âf
)}




~x ∈ N | (∃~y ∈ Z)
(
~x = ~cf (~y) ∧ ~af (~y) ∈ Âf
)}
if X 6= ∅
∨ (X = ∅ ∧ (Y = ∅ ∨ Z = ∅)),
{~x ∈ N | (∀~y ∈ X) (~x 6= ~cf (~y))} if X = ∅ ∧ Y 6= ∅ ∧ Z 6= ∅.
4
Notice that if either X 6= ∅, or X = ∅∧(Y = ∅∨Z = ∅), we have that the definitions of
Âf , B̂f and Ĉf are the same as before. The only difference in the definition is when X = ∅,
Y 6= ∅, and Z 6= ∅.
Theorem 17.4 uses these adjusted definitions to consider all 3213-Games.
Theorem 17.4. Let f : ω
1-1−−→
onto
ω × ω be a bijection. Suppose that:
G(X, Y, Z; <ωω) = G?(f, A,B,C;
<ωω)
is a 3213-Game. Then, we also have that:
G(X, Y, Z; <ωω) = G?(f, Âf , B̂f , Ĉf ;
<ωω).
Proof. Let f : ω
1-1−−→
onto
ω × ω be a bijection and let G(X, Y, Z; <ωω) = G?(f, A,B,C; <ωω)
be a 3213-Game. If we have either that X 6= ∅, or X = ∅ ∧ (Y = ∅ ∨ Z = ∅), then by
Theorems 17.1, 17.2, and 17.3, we have that G(X, Y, Z; <ωω) = G?(f, Âf , B̂f , Ĉf ;
<ωω).
Suppose that X = ∅, Y 6= ∅ and Z 6= ∅.
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Notice that as X = ∅, as Ĉf = {~x ∈ N | (∀~y ∈ X) (~x 6= ~cf (~y))} in this case, we have that
Ĉf = N . Then, for all ~x ∈ N , we have that ~cf (~x) ∈ C. This implies that:
{~x ∈ N | ~af (~x) ∈ Âf ∧ ~cf (~x) 6∈ Ĉf} = ∅ = X.
Note that ~Af did not need to be known for this result.
Now, as G(X, Y, Z; <ωω) = G?(f, A,B,C;
<ωω), we have that:
X = {~x ∈ N | ~af (~x) ∈ A ∧ ~cf (~x) 6∈ C} ,
Y =
{






∣∣∣ (~af (~x) 6∈ A ∨ ~cf (~x) ∈ C) ∧ (~af (~x) ∈ A ∨~bf (~x) 6∈ B)} .
As X = ∅, we have that (∀~x ∈ N )(~af (~x) 6∈ A ∨ ~cf (~x) ∈ C).
This implies that we have that:
Z =
{




N \ Âf = {~x ∈ N | (∃~y ∈ Y ) (~x = ~af (~y))}




∣∣∣ (∃~y ∈ N )(~af (~y) 6∈ A ∧~bf (~y) ∈ B ∧ ~x = ~af (~y))} .
We will show that N \ Âf = N \ A.
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Let ~x ∈ N \ Âf be arbitrary. Then, we have that there is some ~y ∈ N such that ~x = ~af (~y)
and such that ~af (~y) 6∈ A. Hence, we have that ~x 6∈ A so that ~x ∈ N \A. As ~x ∈ N \ Âf was
arbitrary, we have that N \ Âf ⊆ N \ A.
Now, let ~x ∈ N \ A be arbitrary. Then, we have that ~x 6∈ A. Note that as Y 6= ∅, we
have that there is some ~z ∈ Y . Note that this implies that ~bf (~z) ∈ B. Let ~bf (~z) = ~b, and
note that ~b ∈ B. Now, we define a sequence ~y ∈ N point-wise as follows. For each n ∈ ω:
y(n) =

f−1((0, x2m)), if (∃m ∈ ω)(n = 3m),
f−1((x2m+1, b2m)), if (∃m ∈ ω)(n = 3m+ 1),
f−1((b2m+1, 0)), if (∃m ∈ ω)(n = 3m+ 2).
It is routine to verify that ~af (~y) = ~x and that ~bf (~y) = ~b. Hence, we have that ~af (~y) 6∈ A,
~bf (~y) ∈ B, and ~x = ~af (~y). Thus, we have that ~x ∈ N \ Âf . As ~x ∈ N \A was arbitrary, we
have that N \ A ⊆ ~x ∈ N \ Âf .
Therefore, we have shown that N \ Âf = N \ A as claimed. This implies that we also
have that Âf = A.
Now as Âf = A, for every ~x ∈ N we have that:
N \ B̂f =
{




















Next, we claim that N \ B̂f = N \B.
Let ~x ∈ N \ B̂f be arbitrary. This implies that there is some ~y ∈ N such that ~x = ~bf (~y) and
~bf (~y) 6∈ B. Hence, we have that ~x 6∈ B, so that ~x ∈ N \B. As ~x ∈ N \ B̂f was arbitrary, we
have that N \ B̂f ⊆ N \B.
Now, let ~x ∈ N \ B be arbitrary. Note that ~x 6∈ B. Now, note that as Z 6= ∅, we
have that there is some ~z ∈ Z. This implies that ~af (~z) ∈ A. Let ~af (~z) = ~a, and note that
~a ∈ A. Now, we define a sequence ~y ∈ N point-wise as follows. For each n ∈ ω:
y(n) =

f−1((0, a2m)), if (∃m ∈ ω)(n = 3m),
f−1((a2m+1, x2m)), if (∃m ∈ ω)(n = 3m+ 1),
f−1((x2m+1, 0)), if (∃m ∈ ω)(n = 3m+ 2).
It is routine to verify that ~af (~y) = ~a and that ~bf (~y) = ~x. Hence, we have that ~af (~y) ∈ A,
~bf (~y) 6∈ B, and ~x = ~bf (~y). Thus, we have that ~x ∈ N \ B̂f . As ~x ∈ N \B was arbitrary, we
have that N \B ⊆ N \ B̂f .
Therefore, we have shown that N \ B̂f = N \ B as claimed. This implies that we also
have B̂f = B.
Now, as Âf = A, B̂f = B and Ĉf = N , we have that:
X = ∅ =
{
~x ∈ N

















∣∣∣ (~af (~x) 6∈ Âf ∨ ~cf (~x) ∈ Ĉf) ∧ (~af (~x) ∈ Âf ∨~bf (~x) 6∈ B̂f)} .
Thus, we have that G(X, Y, Z; <ωω) = G?(f, Âf , B̂f , Ĉf ;
<ωω) for this final case in which
X = ∅, Y 6= ∅ and Z 6= ∅.
Therefore, we have that if G(X, Y, Z; <ωω) = G?(f, A,B,C;
<ωω) is a 3213-Game, then
G(X, Y, Z; <ωω) = G?(f, Âf , B̂f , Ĉf ;
<ωω).
In the previous theorems, it was important that we were given the bijection f used to
form the 3213-Game. As it turns out, the choice of bijection does matter. If we know that
G(X, Y, Z; <ωω) is a 3213-Game, and f : ω
1-1−−→
onto
ω × ω is a bijection, then we will have that
G?(f, Âf , B̂f , Ĉf ;
<ωω) is a 3213-Game, by definition; however, unless f was the function
used to build G(X, Y, Z; <ωω), we may have that:
G(X, Y, Z; <ωω) 6= G?(f, Âf , B̂f , Ĉf ; <ωω).
For example, let f : ω
1-1−−→
onto
ω × ω be a bijection, and let:
A = {~x ∈ N | (∀n ∈ ω)(x(n) = 1)},
B = {~x ∈ N | (∀n ∈ ω)(x(n) = 2)},
C = {~x ∈ N | (∀n ∈ ω)(x(n) = 3)}.
Finally, let f̂ : ω
1-1−−→
onto
ω × ω be the bijection defined by f̂(n) = (b, a) for all n ∈ ω where
f(n) = (a, b).
Now, consider the 3213-Game G(X, Y, Z; <ωω) = G?(f, A,B,C;
<ωω). Note that by the
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definition of a 3213-Game, we have that:








∣∣∣ (~af (~x) 6∈ A ∨ ~cf (~x) ∈ C) ∧ (~af (~x) ∈ A ∨~bf (~x) 6∈ B)} .












∣∣∣ (∃~y ∈ Z)(~x = ~cf̂ (~y) ∧ ~af̂ (~y) ∈ Âf̂)} .
We claim that Âf̂ = N . Let ~x ∈ N be arbitrary. Consider the sequence ~y ∈ N defined
point-wise as follows. For each n ∈ ω:
y(n) =

f−1((x2n, 1)), if (∃m ∈ ω)(n = 3m),
f−1((1, x2n+1)), if (∃m ∈ ω)(n = 3m+ 1),
f−1((0, 0)), if (∃m ∈ ω)(n = 3m+ 2).
Notice that ~af (~y)(n) = 1 for all n ∈ ω so that ~af (~y) ∈ A. Also, note that ~cf (~y)(0) = 0, so
that we have ~cf (~y) 6∈ C. Hence, we have that ~y ∈ X.
By the definition of the bijection f̂ , we also have that ~af̂ (~y) = ~x. As ~y ∈ X, we have
that ~x ∈ Âf̂ . As ~x ∈ N was arbitrary, we have that Âf̂ = N as claimed.
A similar argument gives that B̂f̂ = N . Then, by using the fact that Âf̂ = N and by
nother similar argument, we have that Ĉf̂ = N as well.
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Now, let G(X̊, Y̊, Z̊; <ωω) = G?(f̂, Âf̂ , B̂f̂ , Ĉf̂ ;
<ωω) be the 3213-Game created from the func-
tion f̂ and the sets Âf̂ , B̂f̂ , and Ĉf̂ . We claim that G(X, Y, Z;













∣∣∣ (~af̂ (~x) 6∈ Âf̂ ∨ ~cf̂ (~x) ∈ Ĉf̂) ∧ (~af̂ (~x) ∈ Âf̂ ∨~bf̂ (~x) 6∈ B̂f̂)} .
As Âf̂ = B̂f̂ = Ĉf̂ = N , we have that for every ~x ∈ N , ~af̂ (~x) ∈ Âf̂ , ~bf̂ (~x) ∈ B̂f̂ , and
~cf̂ (~x) ∈ Ĉf̂ . This implies that X̊ = ∅, Y̊ = ∅, and Z̊ = N . As X 6= ∅, it is clear that
G(X, Y, Z; <ωω) 6= G(X̊, Y̊, Z̊; <ωω).
Corollary 17.4.1. Let G(X, Y, Z; <ωω) be a 3-player game. Then, G(X, Y, Z; <ωω) is a
3213-Game iff there exists a bijection f : ω
1-1−−→
onto
ω × ω, such that:
G(X, Y, Z; <ωω) = G?(f, Âf , B̂f , Ĉf ;
<ωω).
4
Proof. Let G(X, Y, Z; <ωω) be a 3-player game.
(⇒): Suppose G(X, Y, Z; <ωω) is a 3213-Game. Then, for some bijection f : ω 1-1−−→
onto
ω × ω
and some sets A,B, and C, we have that:
G(X, Y, Z; <ωω) = G?(f, A,B,C;
<ωω).
By Theorem 17.4, we have that G(X, Y, Z; <ωω) = G?(f, Âf , B̂f , Ĉf ;
<ωω).
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(⇐): Suppose that there exists a bijection f : ω 1-1−−→
onto
ω × ω, such that:
G(X, Y, Z; <ωω) = G?(f, Âf , B̂f , Ĉf ;
<ωω).
As G?(f, Âf , B̂f , Ĉf ;
<ωω) is a 3213-Game, we clearly have that G(X, Y, Z; <ωω) is a 3213-
Game.




G(X, Y, Z; <ωω) = G?(f, Âf , B̂f , Ĉf ;
<ωω).
Note that Corollary 17.4.1 and the comments given before the corollary, tells us that the




ω × ω, that would produce the game G. Once we know that a bijection f was
used to create a 3213-Game, we can use f and the given sets X, Y , and Z to define sets A,
B and C which will create G.
Unfortunately, this does not give us a method in which to find such a bijection f . Whether
or not there is a method in which we can define a bijection f just from being given a 3213-
Game G(X, Y, Z; <ωω) is an open question. This also doesn’t answer the question if there
even exists 3-player games G(X, Y, Z; <ωω) which are not 3213-Games. We will show that
there are in fact 3-player games that are not 3213-Games.
Theorem 17.5. Suppose that G(X, Y, Z; <ωω) = G?(f, A,B,C;
<ωω) is a 3213-Game created
using the bijection f : ω
1-1−−→
onto
ω × ω. Then, we have that either X = ∅, or |X| = |N |. In
addition, we have that either Y = ∅, or |Y | = |N |.
Proof. Let G(X, Y, Z; <ωω) = G?(f, A,B,C;
<ωω) be a 3213-Game created using the bijec-
tion f : ω
1-1−−→
onto
ω × ω. We first show that either X = ∅, or |X| = |N |. If X = ∅, then we
are done, so we assume that X 6= ∅.
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As X 6= ∅, we have that there is some ~x ∈ X. Recall that:
X = {~x ∈ N | ~af (~x) ∈ A ∧ ~cf (~x) 6∈ C} .
Therefore, we have that ~af (~x) ∈ A and ~cf (~x) 6∈ C.
Let ~b ∈ N be arbitrary. We now define a sequence ~y~b ∈ N point-wise as follows. For
simplicity in the definition of ~y~b, we define c(~x)(−1) = 0. For each n ∈ ω:
y~b(n) =

f−1((cf (~x)(2k − 1), af (~x)(2k))), if (∃k ∈ ω)(n = 3k),
f−1((af (~x)(2k + 1), b(2k))), if (∃k ∈ ω)(n = 3k + 1),
f−1((b(2k + 1), cf (~x)(2k))), if (∃k ∈ ω)(n = 3k + 2).
It is routine to verify that ~af (~y~b) = ~af (~x) and that ~cf (~y~b) = ~cf (~x), which implies that ~y~b ∈ X.
Also, note that ~bf (~y) = ~b. Hence, as ~b ∈ N was arbitrary, for all ~b ∈ N , ~y~b ∈ X.
Now, suppose that ~α ∈ N and ~β ∈ N are such that ~α 6= ~β. We claim that ~y~α 6= ~y~β.
As ~α 6= ~β, we have that there exists some n̊ ∈ ω such that α(̊n) 6= β(̊n). Towards a
contradiction, suppose that ~y~α = ~y~β. We will consider two cases: either n̊ = 2k for some
k ∈ ω, or n̊ = 2k + 1 for some k ∈ ω.
First, suppose that n̊ = 2k for some k ∈ ω. As ~y~α = ~y~β, in particular, we have that:
y~α(3k + 1) = y~β(3k + 1).
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Hence, by the definition of these sequences, we have that:
f−1((af (~x)(2k + 1), α(2k))) = f
−1((af (~x)(2k + 1), β(2k))).
Then, as f is a bijection, in particular, we have that f−1 is an injection, so that:
(af (~x)(2k + 1), α(2k)) = (af (~x)(2k + 1), β(2k)).
This implies that α(2k) = β(2k). As n̊ = 2k, we have that α(̊n) = β(̊n), which is a contra-
diction as α(̊n) 6= β(̊n).
Now, suppose that n̊ = 2k + 1 for some k ∈ ω. As ~y~α = ~y~β, in particular, we have that:
y~α(3k + 2) = y~β(3k + 2).
Hence, by the definition of these sequences, we have that:
f−1((α(2k + 1), cf (~x)(2k))) = f
−1((β(2k + 1), cf (~x)(2k))).
Again, as f−1 is an injection, so that:
(α(2k + 1), cf (~x)(2k)) = (β(2k + 1), cf (~x)(2k)).
This implies that α(2k + 1) = β(2k + 1). As n̊ = 2k + 1, we have that α(̊n) = β(̊n), which
is a contradiction as α(̊n) 6= β(̊n).
These cases are exhaustive, so that we must have that ~y~α 6= ~y~β as claimed.
Now, as we have that for each ~b ∈ N we have ~y~b ∈ X and as we have that if ~α 6= ~β,
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then ~y~α 6= ~y~β, (and as X ⊆ N ) we have that |X| = |N |.
Therefore, if G(X, Y, Z; <ωω) is a 3213-Game, then X = ∅ or |X| = |N |.
A similar argument proves that if G(X, Y, Z; <ωω) is a 3213-Game, then Y = ∅ or |Y | = |N |.
The details are left to the reader.
In examining the proof of Theorem 17.5, we actually have the following:
Corollary 17.5.1. Suppose G(X, Y, Z; <ωω) = G?(f, A,B,C;
<ωω) is a 3213-Game. Sup-
pose ~x ∈ N and let k ∈ ω. We define the set X~xk as follows:
X~xk = {~y ∈ X | (∀n ∈ ω)(n 6= k ⇒ y(n) = x(n))}.
Note that X~xk is the set of all sequences in ~y ∈ X whose components are equal to the com-
ponents of ~x with the exception that we may have x(k) 6= y(k).
Then, we have that whenever ~x ∈ X, and k ∈ ω, we have that
∣∣X~x3k+1∣∣ = ℵ0 and also
that
∣∣X~x3k+2∣∣ = ℵ0.
Due to how we defined the set X in 3213-Games, the value of f0(x0) is not used in de-
termining whether or not any sequence is in X, Y, or Z. Hence, we also have that
∣∣X~x0 ∣∣ = ℵ0.
Similarly, suppose ~x ∈ N and let k ∈ ω. We define the set Y ~xk as follows:
Y ~xk = {~y ∈ Y | (∀n ∈ ω)(n 6= k ⇒ y(n) = x(n))}.
Note that Y ~xk is the set of all sequences in ~y ∈ Y whose components are equal to the com-
ponents of ~x with the exception that we may have x(k) 6= y(k).
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Then, we have that whenever ~x ∈ Y , and k ∈ ω, we have that
∣∣Y ~x3k∣∣ = ℵ0 and also that∣∣Y ~x3k+2∣∣ = ℵ0. 4
By considering X ⊆ N such that X 6= ∅ and such that |X|  |N |, e.g., when |X| ≤ ℵ0,
Theorem 17.5 immediately gives the following corollary:
Corollary 17.5.2. There exist 3-player games G(X, Y, Z; <ωω), which are not 3213-Games.
In particular, whenever either X 6= ∅ and |X| < |N |, or Y 6= ∅ and |Y | < |N |, the
3-player game G(X, Y, Z; <ωω) is not a 3213-Game. 4
Also note that by Corollary 17.5.1, we also have that for a 3-player game G(X, Y, Z; <ωω),
if there is some ~x ∈ X such that X~x0 is finite, or either X~x3k+1 or X~x3k+2 are finite for some
k ∈ ω, then G(X, Y, Z; <ωω) is not a 3213-Game. Similarly, if there is some ~x ∈ Y such that
either Y ~x3k or Y
~x
3k+2 are finite for some k ∈ ω, then G(X, Y, Z; <ωω) is not a 3213-Game.
Comment 17.1. Theorem 17.5 can actually be improved to include that if we have that:
G(X, Y, Z; <ωω) = G?(f, A,B,C;
<ωω)
is a 3213-Game created using the bijection f : ω
1-1−−→
onto
ω × ω, then we also have that either
Z = ∅, or that |Z| = |N |. The argument for this is similar, but slightly more involved.
For this case, if Z = ∅, we are done. If Z 6= ∅, then there is some ~x ∈ Z. We either
have that ~x ∈ ~a −1′′f A or that ~x ∈ ~a
−1′′
f A
c. In the case that ~x ∈ ~a −1′′f A, for each ~b ∈ N , we
define a ~y~b such that ~af (~y~b) = ~af (~x), ~cf (~y~b) = ~cf (~x), and such that
~bf (~y~b) =
~b. In the case
that ~x ∈ ~a −1′′f Ac, for each ~c ∈ N , we define a ~y~c such that ~af (~y~c) = ~af (~x), ~bf (~y~c) = ~bf (~x),
and such that ~cf (~y~c) = ~c.
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This also means that if G(X, Y, Z; <ωω) is a 3-player game in which Z 6= ∅ and |Z| < |N |,
then G(X, Y, Z; <ωω) is not a 3213-Game. 4
Comment 17.2. In addition to Corollary 17.5.1, one can also show the following. Suppose
G(X, Y, Z; <ωω) = G?(f, A,B,C;
<ωω) is a 3213-Game. Suppose ~x ∈ N and let k ∈ ω. We
define the set Z~xk as follows:
Z~xk = {~y ∈ Z | (∀n ∈ ω)(n 6= k ⇒ y(n) = x(n))}.
Here we have that Z~xk is the set of all sequences in ~y ∈ Z whose components are equal to the
components of ~x with the exception that we may have x(k) 6= y(k).
Then, we have that whenever ~x ∈ Z, and k ∈ ω, we have that
∣∣Z~x0 ∣∣ = ℵ0 and also that
either
∣∣Z~x3k∣∣ = ℵ0 or that ∣∣Z~x3k+1∣∣ = ℵ0. 4
Theorem 17.6. Let G(X, Y, Z; <ωω) = G?(f, A,B,C;
<ωω) be a 3213-Game and let Γ be a
point-class of N that is closed under continuous substitution. Then:
If A ∈ Γ, C ∈ Dual(Γ) and Γ is closed under finite intersections, then X ∈ Γ.
If B ∈ Γ, A ∈ Dual(Γ) and Γ is closed under finite intersections, then Y ∈ Γ.
If C ∈ Γ, B ∈ Dual(Γ), A ∈ ∆(Γ) and Γ is closed under finite intersections and finite
unions, then Z ∈ Γ.
Proof. Let G(X, Y, Z; <ωω) = G?(f, A,B,C;
<ωω) be a 3213-Game and let Γ be a point-class
of N that is closed under continuous substitution.
We begin by proving the following lemma:
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Lemma 17.7. The functions ~af : N → N , ~bf : N → N , and ~cf : N → N are continuous.
Proof. Let A ∈ Σ01  N be arbitrary. We need to show that ~a −1′′f A ∈ Σ01  N .
Let ~x ∈ ~a −1′′f A be arbitrary. Then, we have that ~af (~x) ∈ A. As A is open, there exists
some n̂ ∈ ω such that for all ~y ∈ N , if ~y  2n̂ = ~af (~x)  2n̂, then ~y ∈ A.
Let ~y ∈ N be arbitrary such that ~y  3n̂ = ~x  3n̂.
Note that if for some k ∈ ω, we have that 2k ∈ 2n̂, then we have that 3k ∈ 3n̂. If we
have that 2k + 1 ∈ 2n̂, then we have that 2k ∈ 2n̂, so that 3k ∈ 3n̂ which then implies that
3k + 1 ∈ 3n̂. Thus, as ~y  3n̂ = ~x  3n̂, if we have that n = 2k for some k ∈ ω and n ∈ 2n̂,
then we have that 3k ∈ 3n̂ so that y3k = x3k. Similarly, if we have that n = 2k + 1 for some
k ∈ ω, then we will have that y3k+1 = x3k+1.
Now, for all n ∈ ω, we have:
~af (~y)(n) =
 f1(y3k) if (∃k ∈ ω)(n = 2k),f1(y3k+1) if (∃k ∈ ω)(n = 2k + 1).
=

f1(y3k) if (∃k ∈ ω)(n = 2k ∧ n ∈ 2n̂),
f1(y3k+1) if (∃k ∈ ω)(n = 2k + 1 ∧ n ∈ 2n̂),
f1(y3k) if (∃k ∈ ω)(n = 2k ∧ n 6∈ 2n̂),
f1(y3k+1) if (∃k ∈ ω)(n = 2k + 1 ∧ n 6∈ 2n̂).
=

f1(x3k) if (∃k ∈ ω)(n = 2k ∧ n ∈ 2n̂),
f1(x3k+1) if (∃k ∈ ω)(n = 2k + 1 ∧ n ∈ 2n̂),
f1(y3k) if (∃k ∈ ω)(n = 2k ∧ n 6∈ 2n̂),




~af (~x)(n) if n ∈ 2n̂,
f1(y3k) if (∃k ∈ ω)(n = 2k ∧ n 6∈ 2n̂),
f1(y3k+1) if (∃k ∈ ω)(n = 2k + 1 ∧ n 6∈ 2n̂).
Thus, we have that ~af (~y)  2n̂ = ~af (~x)  2n̂. This implies that ~af (~y)  2n̂ ∈ A, so that
~y ∈ ~a −1′′f A. As ~y was arbitrary, we have that whenever ~y  3n̂ = ~x  3n̂, ~y ∈ ~a
−1′′
f A. As
~x ∈ ~a −1′′f A was arbitrary, we have that ~a
−1′′
f A ∈ Σ01  N . Then, as A was arbitrary, we have
that ~af is a continuous function as claimed.
The proofs that ~bf and ~cf are continuous functions are similar, and the details are left
to the reader.
Now, note that:
X = {~x ∈ N | ~af (~x) ∈ A ∧ ~cf (~x) 6∈ C}
= {~x ∈ N | ~af (~x) ∈ A ∧ ~cf (~x) ∈ Cc}














Notice that if A ∈ Γ and C ∈ Dual(Γ), we have that Cc ∈ Γ. By the lemma, as ~af and ~cf are










∈ Γ. Then, if Γ is closed under finite intersections, we have that X ∈ Γ as
claimed.










Again, it is also routine to verify that if B ∈ Γ, A ∈ Dual(Γ), and if Γ is closed under finite
intersections, then Y ∈ Γ.
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In this case, if C ∈ Γ, B ∈ Dual(Γ), A ∈ ∆(Γ), and Γ is closed under finite unions and
intersections, then we have that Z ∈ Γ.
Some particular instances of Theorem 17.6 are as follows:
1. If for some α ∈ ω1, we have that A = ∆0α, B = ∆0α and C = ∆0α, then X ∈ ∆0α,
Y ∈∆0α, and Z ∈∆0α.
2. If for some α ∈ ω1, we have that A = ∆0α, B = Π0α and C = Σ0α, then X ∈ Π0α,
Y ∈ Π0α, and Z ∈ Σ0α.
3. If for some α ∈ ω1, we have that A = ∆0α, B = Σ0α and C = Π0α, then X ∈ Σ0α,
Y ∈ Σ0α, and Z ∈ Π0α.
4. If A, B and C are all Borel sets, then X, Y and Z are all Borel sets.
5. If for some n ∈ ω, we have that A = ∆1n, B = ∆1n and C = ∆1n, then X ∈ ∆1n,
Y ∈∆1n, and Z ∈∆1n.
6. If for some n ∈ ω, we have that A = ∆1n, B = Π1n and C = Σ1n, then X ∈ Π1n, Y ∈ Π1n,
and Z ∈ Σ1n.
7. If for some n ∈ ω, we have that A = ∆1n, B = Σ1n and C = Π1n, then X ∈ Σ1n, Y ∈ Σ1n,
and Z ∈ Π1n.
8. If A, B and C are all Projective sets, then X, Y and Z are all Projective sets.
One might also note that for Γ a point-class closed under continuous substitution, if A ∈ Γ
and C ∈ Γ, then X ∈ 2− Γ and if A ∈ Γ and B ∈ Γ, then Y ∈ 2− Γ.
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~a −1′′f A ∩~b
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so that if A ∈ ∆(Γ), B ∈ Γ, C ∈ Γ and if Γ is closed under finite intersections and finite
unions, then Z ∈ 3− Γ.
















From this, we have that if A, B and C are all in Γ, a point-class closed under continuous
substitution, finite unions and finite intersections and such that N ∈ Γ, then Z ∈ 3− Γ.
In particular, we have that if A, B and C are all Π11 sets, then X ∈ 2 −Π11, Y ∈ 2 −Π11,
and Z ∈ 3−Π11.
These results lead to the following open questions:
Question 17.1. Let Γ be a point-class of N . If Γ contains sets that have cardinality strictly
between 0 and |N |, then there are sets in Γ which will never be the payoff sets in a 3213-
Game. Is there anything that can be said about the point-class of N that consists of all
the sets in Γ that are equal to a payoff set in some 3213-Game? Furthermore, is there a
difference between which sets are possible payoff sets in 3213-Games for the different players,
e.g., if X is the payoff set for Player I in a 3213-Game, is there another 3213-Game in which
that same set X is either the payoff for Player II or for Player III? 4
Some particular instances of the above question are when Γ = ∆0α for any α ∈ ω1, when
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Γ = B, and when Γ = ∆1n for any n ∈ ω. In the specific case of ∆01, every set in this
point-class does have cardinality equal to either 0 or |N |, however it is still relatively easy
to confirm that there exists sets in ∆01 which are not possible payoff sets in a 3213-Game.
For example, consider the set:
X = {~x ∈ N | x0 = 0}.
It is routine to verify that X ∈∆01. However, as noted previously, every set that is a possible
payoff set for a 3213-Game is such that if there is some full play ~y in the payoff set, then
there must be ℵ0-many full plays which are identical to ~y except for differing at the first
component. This was due to the fact that f0(y0) was not used in the definition of the payoff
sets. In this particular case, if ~y ∈ X then we have that y0 = 0. If we have any other full
play ~z that agrees with ~y except differing at the first component, i.e., y0 6= z0. This means
that we have that z0 6= 0, so that ~z 6∈ X. As ~z was arbitrary, there is no such full play in X,
so that we cannot have X as a possible payoff set in a 3213-Game.
As there are sets in ∆01 which are not possible payoff sets in a 3213-Game, this tells us
that if Γ is a point-class consisting of some possible payoff sets in a 3213-Game, then we
necessarily have that ∆01 6⊆ Γ. Hence, such point-classes will not fit into the hierarchy of
point-classes that we defined in previous chapters as all of the point-classes in this hierarchy
do contain the point-class ∆01.
Question 17.2. Is there anything that can be said about the point-classes of sets created
by forming 3213-Games with a bijection f and sets A,B, and C in given point-classes, and
then ‘collapsing’ the payoff sets X, Y, and Z (from the induced 3213-Game) as in Theorem
14.5, on page 243, to form the sets X̂ f̂ , Ŷ f̂ , and Ẑ f̂ with some bijection f̂? 4
Another open question that arises is as follows:
Question 17.3. If we are given a 3213-Game G(X, Y, Z; <ωω) = G?(f, A,B,C;
<ωω) in
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which we know the complexities of X, Y, and Z, what can be said about the complexities of
A,B, and C? 4
Rather than approach this question using arbitrary A,B, and C, we will look at the
specific case for Âf , B̂f , and Ĉf as defined in Definition 17.1.
Theorem 17.8. Let G(X, Y, Z; <ωω) = G?(f, A,B,C;
<ωω) be a 3213-Game such that we
have X, Y, Z ∈ B. Then, we either have that Âf , B̂f , Ĉf ∈ Σ11 or that Âf , B̂f , Ĉf ∈ Π11.
Proof. Let G(X, Y, Z; <ωω) = G?(f, A,B,C;
<ωω) be a 3213-Game such that X, Y, Z ∈ B.
We now have two cases to consider.
First, we suppose that either X 6= ∅, or that X = ∅ and either Y = ∅ or Z = ∅. In
this case, we have that:








∣∣∣ (∃~y ∈ Z)(~x = ~cf (~y) ∧ ~af (~y) ∈ Âf)} .
In this case, we have that Âf = ~a
′′
f X and that B̂f =
~b
′′
f Y . As both X and Y are Borel, and
the continuous image of a Borel set is Σ11, we have that Âf ∈ Σ11, and B̂f ∈ Σ11.
Let Z∗ = Z ∩ ~a −1′′f Âf . As we have shown that Âf ∈ Σ11 and as we have that Z ∈ B,
notice that we have that Z∗ ∈ Σ11 as well.
Now, let S = {(~cf (~y), ~y) ∈ N 2 | ~y ∈ N}. We claim that S ∈ Π01.
Let (~x, ~y) 6∈ S be arbitrary. Then, we must have that ~x 6= ~cf (~y). This implies that there is
some initial segment of ~x, say xfin which differs at some coordinate with the initial segment
336
~cf (~y)  length(xfin). By the definition of ~cf , there is an initial segment of ~y, say yfin, such
that for any (full length) extension ~z ⊇ yfin, we have that:
~cf (~y)  length(xfin) = ~cf (~z)  length(xfin).
Now, let (~̂x, ~̂y) ∈ N 2 be arbitrary such that ~̂x ⊇ xfin and such that ~̂y ⊇ yfin. As
xfin 6= ~cf (~y)  length(xfin), we have that ~̂x  length(xfin) 6= ~cf (~y)  length(xfin). As
~̂y ⊇ yfin, we have that ~cf (~y)  length(xfin) = ~cf (~̂y)  length(xfin). Hence, we have that
~̂x  length(xfin) 6= ~cf (~̂y)  length(xfin). From this, we have ~̂x 6= ~cf (~̂y), which implies that
(~̂x, ~̂y) 6∈ S. Hence, N 2 \ S ∈ Σ01, so that S ∈ Π01 as claimed.
Now, let S∗ = S ∩ N × Z∗. As S ∈ Π01 and Z∗ ∈ Σ11, note that S∗ ∈ Σ11. Also, note
that the projection (onto the first coordinate) of S∗ equals Ĉf . As Σ
1
1 is closed under pro-
jections, we have that Ĉf ∈ Σ11.
Thus, in this first case, we have that Âf , B̂f , Ĉf ∈ Σ11.
Now, suppose that X = ∅ and that Y 6= ∅ and Z 6= ∅. In this case, we have that:




∣∣∣ (∀~y ∈ Z)(~x 6= ~bf (~y) ∨ ~af (~y) ∈ Âf)} ,
Ĉf = {~x ∈ N | (∀~y ∈ X) (~x 6= ~cf (~y))} .
In this case, notice that as X = ∅, we immediately have that Ĉf = N , so that:
Ĉf ∈∆01 ⊆ Π11.
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Now, note that:
Âf = {~x ∈ N | (∀~y ∈ Y ) (~x 6= ~af (~y))}
= {~x ∈ N | ¬(∃~y ∈ Y ) (~x = ~af (~y))}
= N \ {~x ∈ N | (∃~y ∈ Y ) (~x = ~af (~y))}
= N \ ~a ′′f Y.
As Y ∈ B and as ~af is continuous, we have that ~a
′′

















∣∣∣ (∃~y ∈ Z)(~x = ~bf (~y) ∧ ~af (~y) ∈ (N \ Âf ))} .
Note that as Âf ∈ Π11, we have that N \ Âf ∈ Σ11. Then, by a calculation similar to that of
Ĉf in the above first case, we have that B̂f ∈ Π11.
Thus, in this case, we have that Âf , B̂f , Ĉf ∈ Π11.
Now, we have that if G(X, Y, Z; <ωω) is a 3213-Game such that X, Y, and Z are all Borel
sets, then either Âf , B̂f , Ĉf ∈ Σ11 or that Âf , B̂f , Ĉf ∈ Π11.
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17.3 Determinacy Conditions for 3213-Games
We now begin to turn our attention to examining some determinacy results with regards to
3213-Games. We will also create/define certain ‘rules’ to get additional determinacy for this
class of games.
Theorem 17.9. There exist both determined and non-determined 3-player games which are
not 3213-Games.
Proof. Consider the 3-player game G(X, Y, Z; <ωω) in which:
X = {~x ∈ N | (∀n ∈ ω)(x(n) = 0)} ,
Y = {~x ∈ N | (∃n ∈ ω)(∀m ∈ ω)(m ≥ n⇒ x(3m) = 5)} ,
Z = N \ (X ∪ Y ).
Note that |X| = 1, so by Corollary 17.5.2, we have that G(X, Y, Z; <ωω) is not a 3213-Game.
Notice that Player I does not have a winning strategy in this game, as either Player II or
Player III can play a non-zero value at any turn so that the full play will not be in X.
Similarly, Player II does not have a winning strategy for this game as Y depends entirely on
Player I’s moves. Finally, Player III does not have a winning strategy for this game: One
condition for Player III to win is that the full play is not in Y , and Player I completely
decides whether or not the full play will or will not be in Y . As no player has a winning
strategy, G(X, Y, Z; <ωω) is not determined.
Now, consider the 3-player game G(X, Y, Z; <ωω) in which:
X = {~x ∈ N | (∀n ∈ ω)(x(n) = 0)} ,
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Y = {~x ∈ N | (∃n ∈ ω)(∀m ∈ ω)(m ≥ n⇒ x(3m+ 1) = 5)} ,
Z = N \ (X ∪ Y ).
In this case, we again have that |X| = 1, so that this game is not a 3213-Game. However,
Player II has a winning strategy σ : <ωω  II→ ω for this game, defined by σ(p) = 5 for all
p ∈ <ωω  II. It is routine to verify that any full play according to σ will be a win for Player
II. Hence, we have that G(X, Y, Z; <ωω) is determined.
Theorem 17.10. There exist both determined and non-determined 3-player games which
are 3213-Games.
Proof. Let f : ω
1-1−−→
onto
ω × ω be a bijection. Now, consider the 3213-Game:
G(X, Y, Z; <ωω) = G?(f,N ,N ,N ; <ωω).
In this case, we have thatX = Y = ∅ and Z = N . Notice that the strategy σ : <ωω  III→ ω
for Player III, defined by σ(p) = 0 for all p ∈ <ωω  III is a winning strategy for Player III.
Hence, the 3213-Game G?(f,N ,N ,N ; <ωω) is determined.
Next, consider the 3213-Game G(X, Y, Z; <ωω) = G?(f, A,B,C;
<ωω) in which:
A = B = C = {~x ∈ N | x(0) = 0} .
Now, note that we have:
X = {~x ∈ N | ~af (~x) ∈ A ∧ ~cf (~x) 6∈ C}
= {~x ∈ N | af (~x)(0) = 0 ∧ cf (~x)(0) 6= 0}





∣∣∣~af (~x) 6∈ A ∧~bf (~x) ∈ B}
= {~x ∈ N | af (~x)(0) 6= 0 ∧ bf (~x)(0) = 0}












∣∣∣ (f1(x0) 6= 0 ∨ f1(x2) = 0) ∧ (f1(x0) = 0 ∨ f1(x1) 6= 0)} .
As being in X requires that Player III play a move x2 such that f1(x2) = 0, it is routine to
verify that Player I does not have a winning strategy for the game. Similarly, as being in Y
requires that Player I play a move x0 such that f1(x0) = 0, it is routine to verify that Player II
does not have a winning strategy for the game. It is also routine to show that Player III does
not have a winning strategy for the game as Player I can play a move x0 such that f1(x0) 6= 0
and Player II can play a move x1 such that f1(x1) = 0 in which case the full play would be a
loss for Player III. Hence, we have that the 3213-GameG(X, Y, Z; <ωω) = G?(f, A,B,C;
<ωω)
is not determined.
We now examine conditions that will yield the determinacy of certain 3213-Games.
Theorem 17.11. Suppose that G(X, Y, Z; <ωω) = G?(f, A,B,C;
<ωω) is a 3213-Game such
that A = ∅. Then, we have that Det(G(X, Y, Z; <ωω)) iff Det(G(B,Bc; <ωω)).
Before we prove Theorem 17.11, recall that the statement Det(G(B,Bc; <ωω)) is equiva-
lent to the statement BII,IIIII ? ∨ (Bc)
II,III
III ? .
Proof. Let G(X, Y, Z; <ωω) = G?(f, A,B,C;




Y = {~x ∈ N | ~bf (~x) ∈ B}, and
Z = {~x ∈ N | ~bf (~x) 6∈ B}.
(⇒): Suppose Det(G(X, Y, Z; <ωω)). Then one of the three players has a winning strategy.
As X = ∅, Player I cannot win the game G(X, Y, Z; <ωω) as no full play will every fall
in the payoff set X for Player I. Hence, Player I does not have a winning strategy, and either
Player II or Player III has a winning strategy.
First, suppose that Player II has a winning strategy σ for the game G(X, Y, Z; <ωω). We
claim that BII,IIIII? , i.e., we claim that Player II has a winning strategy in the 2-player game
G(B,Bc; <ωω) in which the first player is Player II with payoff set B, and the second player
is Player III with payoff set Bc.
As σ is a winning strategy for Player II, we have that any full play ~x according to σ will be
such that ~bf (~x) ∈ B.
We now define a strategy σ̂ for Player II in G(B,Bc; <ωω). Note that the domain of σ
is the set of all positions in <ωω whose length is equal to 1 mod 3, and that the domain of
σ̂ will be the set of all positions in <ωω with even length as Player II is the first player in
this game.
Suppose that p ∈ <ωω is a position in the 2-player game. Now, we will define the related
position prel with length given by the following:
If length(p) = 2n for some n ∈ ω, then length(prel) = 3n+ 2,
If length(p) = 2n+ 1 for some n ∈ ω, then length(prel) = 3n+ 2.
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Now, given p ∈ <ωω, for each n ∈ length(prel), define prel inductively as follows:
prel(n) =

0 if (∃k ∈ ω)(n = 3k),
σ(prel  n) if (∃k ∈ ω)(n = 3k + 1),
f−1((p2k+1, 0)) if (∃k ∈ ω)(n = 3k + 2).
When ~x is a full play in the 2-player game, we define ~xrel the same as above. Also, notice
that for any full play ~x, we have that ~xrel is according to σ, so that as σ is a winning strategy
for Player II, we have that ~xrel is a win for Player II. Hence, ~xrel ∈ Y . This implies that
~bf (~xrel) ∈ B.
Now, for a position p ∈ <ωω with even length 2k for some k ∈ ω, i.e., for which it is
Player II’s turn at p, define σ̂(p) by:
σ̂(p) = f1(prel(3k + 1)).
Note that if we have that p is according to σ̂, then we have that for each k ∈ ω:
p(2k) = σ̂(p) = f1(prel(3k + 1)).
We claim that σ̂ is a winning strategy for Player II in the game G(B,Bc; <ωω). Let ~x be a
full play according to σ̂. We need to show that ~x ∈ B. By our above comments, we have
that ~bf (~xrel) ∈ B, so we need only show that ~x = ~bf (~xrel).
First, note that as ~xrel is according to σ, we have that for all n ∈ ω:
xrel(3k + 1) = σ(~xrel  3k + 1).
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Now, for each n ∈ ω that:
~bf (~xrel)(n) =
 f1(xrel(3k + 1)) if n = 2k for some k ∈ ω,f0(xrel(3k + 2)) if n = 2k + 1 for some k ∈ ω.
=
 f1(σ(~xrel  3k + 1)) if n = 2k for some k ∈ ω,f0(f−1((x(2k + 1), 0))) if n = 2k + 1 for some k ∈ ω.
=
 f1(xrel(3k + 1)) if n = 2k for some k ∈ ω,x(2k + 1) if n = 2k + 1 for some k ∈ ω.
=
 x(2k) if n = 2k for some k ∈ ω,x(2k + 1) if n = 2k + 1 for some k ∈ ω.
Thus, as n ∈ ω was arbitrary, we have that for all n ∈ ω, ~bf (~xrel)(n) = x(n). Thus,
~bf (~xrel) = ~x, and σ̂ is a winning strategy for Player II as claimed.
The case in which Player III has the winning strategy σ for the game G(X, Y, Z; <ωω) is
similar to the case where Player II has a winning strategy with minor modifications. In
this case, Player III, as the second player, has a winning strategy σ̂ for the 2-player game
G(B,Bc; <ωω). The details are left to the reader.
Hence, we have that either Player II or Player III has a winning strategy for the 2-player
game G(B,Bc; <ωω) so that we have Det(G(B,Bc; <ωω)).
(⇐): Suppose that we have Det(G(B,Bc; <ωω)). Then we have that either Player II or
Player III has a winning strategy σ for this game.
Suppose that σ is a winning strategy for Player II. Then, we have that any full play ~x
that is according to σ will be such that ~x ∈ B.
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Now, for any position p in the 3-player game G(X, Y, Z; <ωω), we will define the related
position bp with length(bp) = L where:
L =
 2m+ 1 if (∃m ∈ ω)(length(p) = 3m+ 2),2m if (∃m ∈ ω)(length(p) = 3m ∨ length(p) = 3m+ 1).
Now, for each n ∈ L:
bp(n) =
 f1(p3k+1) if n = 2k for some k ∈ ω,f0(p3k+2) if n = 2k + 1 for some k ∈ ω.
Note that this is the same definition as ~bf (~x) for full plays ~x applied to positions in the game
tree. Hence, for any full play ~x, we have that:
b~xn =

~bf (~x)  2k + 1 if (∃k ∈ ω)(n = 3k + 2),
~bf (~x)  2k if (∃k ∈ ω)(n = 3k ∨ n = 3k + 1).
We now define the strategy σ̂ for Player II in the game G(X, Y, Z; <ωω). Let p ∈ <ωω be a
position at which it is Player II’s turn, i.e., the length of p is 3k + 1 for some k ∈ ω. Now:
σ̂(p) = f−1((0, σ(bp))).
Note that if ~x is a full play according to σ̂, then, for all k ∈ ω, we have that:
x(3k + 1) = σ̂(~x  3k + 1)
= f−1((0, σ(b~x3k+1)))
= f−1((0, σ(~bf (~x)  2k))).
345
We claim that σ̂ is a winning strategy for Player II in the game G(X, Y, Z; <ωω). Thus, we
need to show that for any full play ~x according to σ̂ is a win for Player II, i.e., that ~x ∈ Y .
It will be sufficient to show that ~bf (~x) ∈ B.
Let ~x be a full play according to σ̂. Then, for each n ∈ ω, we have that:
bf (~x)(n) =
 f1(x3k+1) if n = 2k for some k ∈ ω,f0(x3k+2) if n = 2k + 1 for some k ∈ ω.
=
 f1(f
−1((0, σ(~bf (~x)  2k)))) if n = 2k for some k ∈ ω,
f0(x3k+2) if n = 2k + 1 for some k ∈ ω.
=
 σ(
~bf (~x)  2k) if n = 2k for some k ∈ ω,
bf (~x)(n) if n = 2k + 1 for some k ∈ ω.
Note that this shows that bf (~x) is according to the strategy σ for Player II, so that bf (~x) is
a win for Player II. Thus, we have that bf (~x) ∈ B. Therefore, as ~x ∈ Y , so that as ~x was
an arbitrary full play according to the strategy σ̂, we have that σ̂ is a winning strategy for
Player II in the 3-player game G(X, Y, Z; <ωω).
The case in which Player III, as the second player, has the winning strategy in the 2-player
game G(B,Bc; <ωω) is similar and produces a winning strategy for Player III in the 3-player
game G(X, Y, Z; <ωω). The details are left to the reader.
In either case, if Det(G(B,Bc; <ωω)), then either Player II or Player III has a winning
strategy in G(B,Bc; <ωω). Hence, we have Det(G(B,Bc; <ωω)).
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Therefore, we have that if G(X, Y, Z; <ωω) = G?(f, A,B,C;
<ωω) is a 3213-Game such that
A = ∅, we have that Det(G(X, Y, Z; <ωω)) iff Det(G(B,Bc; <ωω)) as claimed.
The proof of Theorem 17.11, with minor adjustments, will also give the following:
Theorem 17.12. Suppose that G(X, Y, Z; <ωω) = G?(f, A,B,C;
<ωω) is a 3213-Game such
that A = N . Then, we have that Det(G(X, Y, Z; <ωω)) iff Det(G(C,Cc; <ωω)). 4
Also, recall that the statement Det(G(C,Cc; <ωω)) is equivalent to the statement:
CIII,IIII ? ∨ (C
c)III,II ? .
Theorems 17.11 and 17.12 are special cases of the following theorem.
Theorem 17.13. Let G(X, Y, Z; <ωω) = G?(f, A,B,C;
<ωω) be a 3213-Game. Then, the
game G(X, Y, Z; <ωω) is determined if (at least) one of the following holds:
1. AI,III ? ∧ (Cc)
III,I
I ? . In this case, Player I has a winning strategy for G(X, Y, Z;
<ωω).
2. (Ac)I,IIII ? ∧B
II,III
II ? . In this case, Player II has a winning strategy for G(X, Y, Z;
<ωω).
3. (Bc)II,IIIIII ? ∧ C
III,I
III ?. In this case, Player III has a winning strategy for G(X, Y, Z;
<ωω).
4. Det(G(B,Bc; <ωω)) ∧ A = ∅. In this case, Player III has a winning strategy for
G(X, Y, Z; <ωω).
5. Det(G(C,Cc; <ωω)) ∧ A = N . In this case, Player III has a winning strategy for
G(X, Y, Z; <ωω).
6. AI,III ? ∧C
III,I
III ? and τ is a winning quasi-strategy for the first player in the 2-player game
G(A,Ac; <ωω), and in G(X, Y, Z; <ωω), Player I is required to play in the I-imposed
subtree T I,τ of <ωω, if possible, where:
T I,τ = {p ∈ <ωω | (∃~x ∈ N )(~af (~x) is according to τ ∧ p ⊆ ~x)} .
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In this case, Player III has a winning strategy for G(X, Y, Z; <ωω) provided this ‘rule’
is observed.
7. (Ac)I,IIII ? ∧ (Bc)
II,III
III ? and τ is a winning quasi-strategy for the second player in the 2-
player game G(A,Ac; <ωω), and in G(X, Y, Z; <ωω), Player II is required to play in the
II-imposed subtree T II,τ of <ωω, if possible, where:
T II,τ = {p ∈ <ωω | (∃~x ∈ N )(~af (~x) is according to τ ∧ p ⊆ ~x)} .
In this case, Player III has a winning strategy for G(X, Y, Z; <ωω) provided the ‘rule’
is observed.
Proof. Let G(X, Y, Z; <ωω) = G?(f, A,B,C;
<ωω) be a 3213-Game. We will examine each of
the cases separately.
1. Suppose that AI,III ? and (C
c)III,II ? both hold. Then, we have that the first player has a
winning strategy τA in the 2-player game G(A,A
c; <ωω) and the second player has a win-
ning strategy τC in the 2-player game G(C,C
c; <ωω). Without loss of generality, we assume
that τA and τC are m-strategies. We now inductively define a strategy σ for Player I in
the game G(X, Y, Z; <ωω) = G?(f, A,B,C;
<ωω). Suppose that p is a position such that
length(p) = 3k for some k ∈ ω so that it is Player I’s turn at p. Furthermore, suppose that
p is according σ. Let ~ξ ∈ N be defined point-wise as follows. For each n ∈ ω:
ξ(n) =
 p(n), if n ∈ length(p),0, otherwise.
Note that as length(p) = 3k, we have that ~ξ  3k = p.
Now, in order to simplify the definition of σ, we define τC(~cf (~ξ)  −1) to equal 0. Now
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define σ(p) as follows:
σ(p) = f−1((τC(~cf (~ξ)  (2k − 1)), τA(~af (~ξ)  2k))).
We claim that σ is a winning strategy for Player I. Let ~x ∈ N be arbitrary such that ~x is
according to σ.
We begin by showing that ~af (~x) is according to τA. First, note that ~af (~x)  0 = ∅ is
according to τA. Now, suppose that for some k ∈ ω, we have that ~af (~x)  2k is according to
τA. We need to show that af (~x)(2k) = τA(~af (~x)  2k). Notice that as ~x is according to σ,
we have the following:
af (~x)(2k) = f1(x(3k))
= f1(σ(~x  3k))
= f1(f
−1((τC(~cf (~ξ)  (2k − 1)), τA(~af (~ξ)  2k))))
= τA(~af (~ξ)  2k).
As ~x  3k = ~ξ  3k, it is routine to show that τA(~af (~ξ)  2k) = τA(~af (~x)  2k). Hence, we
have that ~af (~x) is according to τA. As τA is a winning strategy for the first player in the
game G(A,Ac; <ωω), we have that ~af (~x) ∈ A.
A similar argument gives that ~cf (~x) 6∈ C. Hence, we have that ~x ∈ X and ~x is a win
for Player I in G(X, Y, Z; <ωω) = G?(f, A,B,C;
<ωω). As ~x was arbitrary according to σ,
we have that σ is a winning strategy for Player I.
2. Suppose that (Ac)I,IIII ? and B
II,III
II ? both hold. The proof that Player II has a winning
strategy in G(X, Y, Z; <ωω) = G?(f, A,B,C;
<ωω) is the same as the proof in 1. with minor
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modifications.
3. Suppose that (Bc)II,IIIIII ? and C
III,I
III ? both hold. The proof that Player III has a winning
strategy in G(X, Y, Z; <ωω) = G?(f, A,B,C;
<ωω) is similar to the proof in 1. with slight
modifications.
4. This case is given by Theorem 17.11. In addition, this case is also a special sub-case
of 7. where we will have that T II,τ = <ωω.
5. This case is given by Theorem 17.12. In addition, this case is also a special sub-case
of 6. where we will have that T I,τ = <ωω.
6. Suppose that AI,III ? and C
III,I
III ? hold. Also, let τ be a winning quasi-strategy for the first
player in the 2-player game G(A,Ac; <ωω). Then, define the rule in G(X, Y, Z; <ωω), which
requires Player I to play in the I-imposed subtree T I,τ of <ωω, if possible, where:
T I,τ = {p ∈ <ωω | (∃~x ∈ N )(~af (~x) is according to τ ∧ p ⊆ ~x)} .
As AI,III ? , it is routine to show that for any p ∈ T I,τ , if it is Player I’s turn at p, then there is
a move, m, that Player I can make such that p_〈m〉 ∈ T I,τ . This implies that any full play
~x produced when Player I follows the rule will be such that for all n ∈ ω, ~x  n will be in
T I,τ . Then, for all n ∈ ω, ~x  n will be such that there is some sequence ~y ∈ N such that
~af (~y) is according to τ , and ~x  n ⊆ ~y. This implies that ~af (~x) is according to τ , so that
as τ is a winning quasi-strategy for Player I in G(A,Ac; <ωω) in which Player I is the first
player, we have ~af ∈ A.
As CIII,IIII ?, we have that Player III has a winning strategy τC for the 2-player game in which
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Player III is the first player and the payoff set for Player III is C.
We now inductively define a strategy σ for Player III in the game G(X, Y, Z; <ωω). Let
p ∈ <ωω  III. Then we have that length(p) = 3k + 2 for some k ∈ ω. Furthermore, suppose
that p is according to σ. Now, let ~ξ ∈ N be defined point-wise as follows. For each n ∈ ω:
ξ(n) =
 p(n), if n ∈ length(p),0, otherwise.
Note that as length(p) = 3k + 2, we have that ~ξ  (3k + 2) = p.
We define σ(p) as follows:
σ(p) = f−1((0, τC(~c(~ξ)  2k))).
We claim that σ is a winning strategy for Player III. Let ~x ∈ N be arbitrary such that ~x is
according to σ.
We begin by showing that ~cf (~x) is according to τC . First, note that ~cf (~x)  0 = ∅ is
according to τC . Now, suppose that for some k ∈ ω, we have that ~cf (~x)  2k is according to
τC . We need to show that cf (~x)(2k) = τC(~cf (~x)  2k). Notice that as ~x is according to σ,
we have the following:
cf (~x)(2k) = f1(x(3k + 2))
= f1(σ(~x  (3k + 2)))
= f1(f
−1((0, τC(~c(~ξ)  2k))))
= τC(~c(~ξ)  2k).
As ~x  3k+ 2 = ~ξ  (3k+ 2), it is routine to show that τC(~c(~x)  2k) = τC(~c(~ξ)  2k). Hence,
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we have that ~cf (~x) is according to τC . As τC is a winning strategy for the first player in the
game G(C,Cc; <ωω), we have that ~cf (~x) ∈ C.
Now, we have that ~af (~x) ∈ A and ~cf (~x) ∈ C. This implies that we have that:
(~af (~x) 6∈ A ∨ ~cf (~x) ∈ C) ∧ (~af (~x) ∈ A ∨~bf (~x) 6∈ B).
Therefore, we have that ~x ∈ Z so that ~x is a win for Player III. As ~x ∈ N was arbitrary
such that ~x was according to σ, we have that σ is a winning strategy for Player III.
7. Suppose that (Ac)I,IIII ? and (B
c)II,IIIIII ? hold. Also, let τ be a winning quasi-strategy for the
second player in the 2-player game G(A,Ac; <ωω). Then, define the rule in G(X, Y, Z; <ωω),
which requires Player II to play in the II-imposed subtree T II,τ of <ωω, if possible, where:
T II,τ = {p ∈ <ωω | (∃~x ∈ N )(~af (~x) is according to τ ∧ p ⊆ ~x)} .
The proof that Player III has a winning strategy in G(X, Y, Z; <ωω) = G?(f, A,B,C;
<ωω)
is similar to the proof in 6. with minor modifications.
We have now gone through each of the cases, and have thus proven the theorem.
It is worth noting that the rules given in 6. and 7. induced by the subtrees T I,τ and
T II,τ in Theorem 17.13 are each rules imposed on a single player, as was the case for the rule
“III
〈Ôi|i∈ω〉−−−−−→II” defined in Chapter 16 for 3-player games G(X, Y, Z; <ωω) in which X ∈ Σ02,
Y ∈ Π02 and Z = ∅. However, these two rules are far less ‘restrictive’ than the rule
“III
〈Ôi|i∈ω〉−−−−−→II” in the following sense. It is routine to show that whenever there is a move
that Player I can make to stay in T I,τ , there are ℵ0-many moves that Player I can make and
still stay in this subtree. Similarly, whenever there is a move that Player II can make to stay
in T II,τ , there are ℵ0-many many moves that Player II can make and still stay in this subtree.
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On the other hand, one can actually show that if it is Player III’s turn at some position p,
and there exists a move m that Player III can make that observes the rule “III
〈Ôi|i∈ω〉−−−−−→II”
(with the ‘if possible’ removed from the statement of the rule), then that move is unique.
This means that Player III’s moves are dictated completely by the rule “III
〈Ôi|i∈ω〉−−−−−→II”, and
Player III will not have multiple options of possible moves. It is also worth noting that the
rule “III
〈Ôi|i∈ω〉−−−−−→II” was only made for specific games in which Player III has empty payoff,
while the rules given in 6. and 7. are used in certain games in which none of the three
players have empty payoff.
One similarity which is worth noting that the rule “III
〈Ôi|i∈ω〉−−−−−→II” requires a given sequence
of open sets, namely 〈Ôi | i ∈ ω〉. The rules given in 6. and 7. similarly require a given
winning quasi-strategy τ for a 2-player game. In all of these rules, these givens are used to
prevent a player who cannot win (unless one of the other players plays badly) from throwing
the game.
In the event that the subtree T I = ∅, we have that Player I has a winning strategy for
both the game in which the rule is not imposed and the game in which the rule is imposed.
As long as Player I plays according to a winning strategy, the rule is never invoked, and
Player III’s moves are not restricted.
It is also worth noting that by Theorem 17.13 (specifically by parts 6. and 7.), we can
create classes of 3213-Games which are not determined, but have a rule imposed on only
one of the three players (either on Player I or on Player II) that will produce determinacy
for the game. In addition, the rule will still give the player on whom it is imposed infinitely
many allowed moves to choose from on each of the player’s turns.
One may also note that if we have a 3213-Game in which AI,III ? ∧ B
II,III
II ? ∧ C
III,I
III ? but with
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A 6= N , then without the rule given in 6. for Player I, the 3213-game is not determined.
In this case, Player I can guarantee a play ~x is such that ~af (~x) ∈ A, Player II can guar-
antee a play ~x is such that ~bf (~x) ∈ B, and Player III can guarantee a play ~x is such that
~cf (~x) ∈ C. If each player does this, then Player III will win (by default); however, as A 6= N ,
Player I and Player II could work together in G(A,Ac; <ωω) to produce a play ~x such that
~af (~x) 6∈ A. If Players I and II play in such a manner, then we have that Player II will win the
3213-Game no matter what moves Player III makes. This implies that Player III does not
have a winning strategy for the 3213-Game in this case and the 3213-Game is not determined.
A similar argument shows that if we have a 3213-Game in which (Ac)I,IIII ?∧ (Bc)
II,III
III ? ∧ (Cc)
III,I
I ?
but with A 6= ∅, then, without the rule given in 7. for Player II, the 3213-Game is not
determined.
Moreover, by Theorem 17.6, we can build determined games with the following complex-
ities:
• X ∈∆0α, Y ∈∆0α, and Z ∈∆0α for some α ∈ ω1,
• X ∈ Π0α, Y ∈ Π0α, and Z ∈ Σ0α for some α ∈ ω1,
• X ∈ Σ0α, Y ∈ Σ0α, and Z ∈ Π0α for some α ∈ ω1, and
• X ∈ B, Y ∈ B, and Z ∈ B.
Then by Theorem 13.8 on page 220, if x# exists for every real x, we can build determined
games with the following complexities as well:
• X ∈∆11, Y ∈∆11, and Z ∈∆11,
• X ∈ Π11, Y ∈ Π11, and Z ∈ Σ11, and
• X ∈ Σ11, Y ∈ Σ11, and Z ∈ Π11.
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If one alters the definition of a 3213-Game switching around the roles of the three players,
e.g., changing the ‘default’ player, other combinations of determined 3213-Games can be
produced as well.
Moreover, we have the following:
Theorem 17.14. Let G(X, Y, Z; <ωω) = G?(f, A,B,C;
<ωω) be a 3213-Game with the fol-
lowing imposed rule R:
“In the case that there exists a winning quasi-strategy for Player Γ, where Γ ∈ {I, II}, in
the game G(Âf ,N \ Âf ; <ωω), then, let τ be such a winning quasi-strategy. In this case,
Player Γ must play in the subtree T Γ,τ , as defined in Theorem 17.13, if possible. If there is
not a winning quasi-strategy for the game G(Âf ,N \ Âf ; <ωω), then no rule is imposed on
any of the three players.”
Also, suppose that X, Y, Z ∈ B. Then, if x# exists for every real x, the game G(X, Y, Z; <ωω)
with the above imposed rule is determined.
Proof. Suppose x# exists for every real x. Let G(X, Y, Z; <ωω) be a 3213-Game with the
imposed rule R in which X, Y, Z ∈ B. By Theorem 17.8 we have that either Âf , B̂f , f̂ ∈ Σ11
or that Âf , B̂f , Ĉf ∈ Π11. As x# exists for every real x, by Theorem 13.8, we have that the
three 2-player games G(Âf ,N \ Âf ; <ωω), G(B̂f ,N \ B̂f ; <ωω) and G(Ĉf ,N \ Ĉf ; <ωω) are
determined. This implies that there exists a winning quasi-strategy in G(Âf ,N \ Âf ; <ωω)
for either Player I or for Player II so that we are in the case where the rule R does restrict
either Player I’s or Player II’s moves.
As all three of the 2-player sub-games are determined. This game falls under at least one of
the cases given in Theorem 17.13. As the imposed rule R matches the imposed rules given
in 6. and 7., we have that the game is determined.
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It is worth mentioning that the imposed rule R will still allow for a winning strategy to
be defined for either Player I if we are in the case 1. or for Player II if we are in case 2.
In Theorem 17.14, we actually could have restricted the rule to only apply when needed,
i.e., when the game strictly falls into the cases 6. or 7. of Theorem 17.13.
In addition, under the assumptions of other large cardinal hypotheses, one can easily adjust
Theorem 17.14 for 3213-Games in whichX, Y, and Z are higher up in the projective hierarchy.
It is also routine to show the following:
Theorem 17.15. Let G(X, Y, Z; <ωω) = G?(f, A,B,C;
<ωω) be a 3213-Game without any
imposed rules. Then, we have the following:
1. If Player I as a winning strategy for the game G(X, Y, Z; <ωω) = G?(f, A,B,C;
<ωω),
then we have AI,III ? and (C
c)III,II ? .
2. If Player II as a winning strategy for the game G(X, Y, Z; <ωω) = G?(f, A,B,C;
<ωω),
then we have (Ac)I,IIII ? and B
II,III
II ? .
3. If Player III as a winning strategy for the game G(X, Y, Z; <ωω) = G?(f, A,B,C;
<ωω),
then we have one of the following:
(a) (Bc)II,IIIIII ? and C
III,I
III ?, or
(b) (Bc)II,IIIIII ? and A = ∅, or
(c) CIII,IIII ? and A = N .
Note that if A = ∅, then we immediately have that (Ac)I,IIII ?. Similarly, if A = N , we have
that AI,III ? .
This implies that if the game G(X, Y, Z; <ωω) = G?(f, A,B,C;
<ωω) is determined (without
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any imposed rules), then out of the three 2-player games, namely the games G(A,Ac; <ωω),
G(B,Bc; <ωω), and G(C,Cc; <ωω), at least two must be determined. 4
By Theorem 17.13, we also have that the converse of Theorem 17.15 is true. Hence,
we have fully described the determinacy conditions of 3213-Games on which no rules are
imposed.
One should note, however, that while the conditions for determinacy that are given Theorem
17.13 do cover all possible cases when all three of the 2-player sub-games are determined,
these conditions do not cover all of the possible cases when some of the 2-player sub-games
are not determined.
For example, Theorem 17.13 does not give determinacy conditions for a 3213-Game in which
AI,III ? ∧ B
II,III
II ? where we do not have Det(G(C,C
c; <ωω)). As neither Player I nor Player III
has a winning strategy for the game G(C,Cc; <ωω) (where Player III is the first player),
neither is able to guarantee that a full play in this game is either in C or Cc. This implies
that Player I cannot have a winning strategy in the 3213-Game. As Player I can play to
guarantee that a full play ~x will be such that ~af (~x) ∈ A, it is clear that Player II does not
have a winning strategy for the 3213-Game. In addition, as Player II can guarantee that a
full play ~x will be such that ~bf (~x) ∈ B, it is clear that Player III does not have a winning
strategy for the 3213-Game. Hence, a 3213-Game of this type will not be determined.
Having said this, under the assumption of ZF+AD, Theorem 17.13 does cover all possi-
ble cases for the determinacy of 3213-Games. Hence, in ZF+AD, all 3213-Games with the
rule R (as stated in Theorem 17.14) imposed, if possible, are determined.
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