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 People who match each other’s language styles in dialogue tend to have more positive 
interactions. A person’s language style is defined by his or her use of function words (e.g., 
pronouns, articles), a class of short, commonly used words that make up the grammatical 
structure of language. The language style matching (LSM) metric indexes the degree of 
similarity between two individual’s patterns of function word usage. 
  Previous research assumes that function word similarity and its positive social correlates, 
such as liking, result from convergence that occurs within an interaction. However, the link 
between language style similarity and liking may alternately be explained by two kinds of 
preexisting similarity. First, people tend to like each other more to the degree that they are 
similar in terms of attitudes, backgrounds, and personality, and these kinds of interpersonal 
similarity tend to manifest themselves in similar function word use. Second, processing fluency 
research suggests that people will process typical language styles—which are by definition 
similar to most other language styles in a normal population—more fluently and thus will like 
typical speakers more than less typical speakers.  
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 Two studies compared the relationship between liking and three measures of function 
word similarity (convergence, baseline similarity, and typicality) during brief conversations. 
Each language similarity variable was hypothesized to positively predict measures of liking 
individually. However, consistent with the behavior coordination literature, only LSM, a 
measure of within-conversation language convergence, was expected to predict liking above and 
beyond the other predictors. Study 1 revealed that both men and women in mixed-sex dyads 
were more interested in contacting their partners the more that their language styles converged 
during 4-minute face-to-face conversations. Men were also more interested in contacting their 
female partners to the degree that women’s baseline language styles matched their own. Study 2 
found that men, but not women, were more interested in contacting their partners the more that 
they matched each other’s language styles during 8-minute online chats. Results support the 
hypothesis that language convergence, theoretically an index of interpersonal engagement, 
positively predicts quasi-behavioral measures of liking. 
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1. Introduction 
 People tend to date and marry other people with similar backgrounds, beliefs, 
physical appearances, and attitudes (Byrne, Griffitt, & Stefaniak, 1967). Similarly, people 
tend to like others whose verbal and nonverbal behavior mirrors their own (Chartrand & 
Bargh, 1999). Both of these findings are widely known and well-established both within 
and outside of social psychology. However, despite the clear affinity between the two 
literatures, the possibility that interpersonal similarity and behavior matching may 
overlap or interact to influence liking has yet to be addressed. Another kind of behavioral 
similarity that has been largely ignored in research on social interaction is typicality. 
Typical stimuli, ranging from faces to abstract dot patterns, are better liked and found to 
be more attractive than less typical stimuli (Langlois & Roggman, 1990; Winkielman, 
Halberstadt, Fazendeiro, & Catty, 2006). It may be that people who behave typically, and 
whose behavior is thus relatively similar to that of most conversation partners, are better 
liked than are people who behave atypically.  
 The aim of the proposed research is to gain a better understanding of the basic 
nature of language style matching (LSM), a specific kind of automatic verbal 
coordination that focuses on individuals’ function word usage. While LSM has been 
found to positively correlate with a range of mostly positive social outcomes, such as 
liking, mutual romantic attraction, and relationship stability, several fundamental 
questions about LSM remain unanswered (Gonzales, Hancock, & Pennebaker, 2010; 
Ireland et al., 2011). Foremost are the questions of whether the LSM metric is measuring 
preexisting language similarity, situational language convergence, or language typicality, 
2 
 
 
 
and to what degree each of these three variables predicts interpersonal liking. The 
following dissertation outlines two studies that investigate these questions using a 
modified speed-dating paradigm.  
1.2 Language Style Matching Overview  
 LSM occurs when a person automatically adjusts his or her own language style to 
match a partner’s during spoken or written conversation. A person’s language style is 
defined by the function words he or she uses. Function words are a class of words made 
up of parts of speech such as personal pronouns (e.g., I, she), prepositions (e.g., in, 
about), and articles (e.g., a, the). Also known as style words, they are typically short, are 
used frequently in a wide variety of contexts, and have little meaning outside the context 
of an utterance. Each of these features contributes to the fact that function words are 
produced and processed through predominantly automatic processes (Garrod & 
Pickering, 2007; Pulvermüller, Shtyrov, Hasting, & Carlyon, 2007). Although people in 
conversation tend to match each other’s use of both function words and content words 
(e.g., nouns such as tiger, verbs such as run), LSM concerns only the grammatical 
components of language use and excludes any words that involve significant conscious 
processing and convey the conceptual meaning of an utterance. 
 One of the most psychometrically useful characteristics of function words is their 
flexibility. Conversation topics in everyday life and experimental settings are often 
restricted, and the content words used in those conversations are constrained as a result. 
Style words, however, allow the same topics to be discussed in strikingly different ways 
(Pennebaker & Chung, 2007). As such, language style reveals differences between 
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individuals’ personalities and psychological states that the uniform content of their 
language use would obscure. For example, college students’ first conversations often 
focus on shared music preferences (Rentfrow & Gosling, 2006). At any given gathering, 
a number of men might attempt to ingratiate themselves with a single attractive woman 
by claiming to share her music interests. If she were to listen only to the content of the 
men’s utterances, each suitor would sound the same. However, the function words used 
by each man would reveal with acceptable accuracy where each man ranks relative to the 
others in terms of honesty, social status, trait anger, and other variables that language 
style reflects (Hancock, Curry, Goorha, & Woodworth, 2008; Kacewicz, Pennebaker, 
Davis, Jeon, & Graesser, in press; Weintraub, 1981; for a review, see Tausczik & 
Pennebaker, 2010a). To illustrate, the following men are expressing the same concepts 
but have adopted very different language styles: 
 Man A: You like Sousa? He’s a genius. You’re right, marches are the best. 
 Man B: I love Sousa’s marches. I guess Stephen Foster’s good, but I think 
 Sousa’s #1. 
Man A’s high rate of articles suggests that he is more typically masculine than Man B 
(Newman, Groom, Handelman, & Pennebaker, 2008). Man B’s greater use of first-person 
singular pronouns (e.g., I, me, my) suggests that he may be a lower status contender than 
Man A (Kacewicz et al., in press). On the other hand, the content words in the statements 
above reveal fewer differences between the two men. Both refer to marches and use a 
high proportion of positive emotion words. 
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 In part because of the automaticity of language style, function words are thought 
to directly reflect a person’s characteristic thinking styles and temporary psychological 
states (Pennebaker & King, 1999). When two people’s function words align during 
conversation, their psychological states theoretically align as well. Matching an 
interlocutor’s thought processes is normally assumed to result in a smooth, positive 
conversation (Clark & Brennan, 1991). Consistent with this assumption, style matching 
in past research has been found to correlate with liking between strangers, co-workers, 
collaborators, and romantic couples in a variety of settings.   
 In the first study to find a relationship between LSM and liking, participants 
assigned to work in small groups on an information search task reported liking their 
teammates more the more they matched each other’s function words during either 
computer-mediated or face-to-face conversations (Gonzales et al., 2010). In a recent 
study of real-life co-workers, LSM in online chats between engineers collaborating on a 
group project positively correlated with liking as well (Tausczik & Pennebaker, 2010a). 
The same pattern was found in the 7-year-long correspondence between psychoanalysts 
Sigmund Freud and Carl Jung (Ireland & Pennebaker, 2010). LSM was highest at the 
midpoint of their friendship and collaboration, the year when psychoanalysis first became 
widely publicized and well received. In the tense years preceding their final break, LSM 
plummeted sharply.  
 The link between positive relationship outcomes and function word similarity can 
be found in language used outside of the context of a conversation as well. In an archival 
analysis of the professional writing of two pairs of married poets, function word 
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similarity between spouses’ poetry was highest when biographical records suggest the 
couples were happiest and most similar in terms of health and psychological states 
(Ireland & Pennebaker, 2010). Furthermore, the happier couple (who were together until 
the wife’s death) was more linguistically similar at their lowest point than were the more 
acrimonious spouses (whose marriage ended in divorce and suicide) at their highest 
point. Together, these findings suggest that LSM reflects differences between as well as 
within relationships over time.  
 Two recent studies followed up the archival case studies by studying face-to-face 
conversations between speed-daters and online chats between real-life relationship 
partners (Ireland et al., 2011). In both contexts, LSM positively predicted variables 
related to liking. In the speed-dating study, function word similarity during 4-minute 
dates positively correlated with the likelihood of daters mutually expressing interest in 
contacting each other in the future. In the conversations between dating couples, LSM 
during 10 days of naturalistic IM chats positively correlated with couples’ likelihood of 
being together at a 3-month follow-up.   
 The fact that many forms of coordination during social interaction result in 
positive social outcomes does not imply that the psychological processes underlying this 
coordination are themselves explicitly positive. For example, in speed-dating and long-
term dating studies, respectively, LSM was unrelated to self-report measures of similarity 
with one’s date and relationship satisfaction with one’s partner. In the same studies, LSM 
was positively correlated with behavioral measures of liking independently of perceived 
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similarity and relationship satisfaction, both traditionally strong predictors of relationship 
quality. 
 Additional evidence suggests that LSM predicts negative social outcomes in 
certain contexts. Specifically, style matching has been found to predict impasse in 
negotiations (Ireland & Henderson, 2011). That is, the more two opponents match each 
other’s language styles, the less likely they are to reach a mutually accepted agreement 
before a given deadline (usually 20 or 30 minutes). Notably, content matching in these 
studies was uniformly high across all dyads and thus failed to predict likelihood of 
reaching agreement. These studies appear to contradict not only other studies 
investigating LSM in romantic and work-related contexts, but also previous work that 
found that LSM between hostage takers and police negotiators positively correlated with 
peaceful resolution of hostage negotiations (Taylor & Thomas, 2008).  
 In summary, although existing style matching research finds that LSM correlates 
with a range of important dyad- and group-level outcomes, the collected evidence does 
not support the assumption that style matching consistently corresponds to greater 
positivity in social interactions. LSM correlates with liking in real-life and experimentally 
created work groups yet is statistically independent of common predictors of relationship 
quality in romantic relationships. LSM also predicts peaceful resolution of real-life 
hostage negotiations but positively correlates with the likelihood of impasse in laboratory 
negotiation studies. To complicate matters further, both observers and speakers appear to 
be unable to accurately report on the cognitive processes and social motives underlying 
function word alignment in conversation. LSM tends to be uncorrelated with subjective 
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self-reports or objective ratings of the degree to which conversation partners appear to be 
thinking or talking alike (e.g., Ireland & Pennebaker, 2010; Niederhoffer & Pennebaker, 
2002).  
Past LSM research has been strictly correlational. As a result, any conclusions 
about the sometimes counterintuitive collection of LSM findings are bound to be 
speculative. However, the pattern of results suggests that the various examples of style 
matching found in the literature share an underlying mechanism that is neither 
consciously accessible nor exclusively related to positive social outcomes. One candidate 
mediator of the relationship between LSM and both its positive and negative correlates is 
social engagement. In theory, the more engaged a person is in a conversation, the more 
that his underlying positive or negative attitude towards an interlocutor is likely to 
manifest itself in his behavior. For example, an individual who has little interest in a 
conversation may appear indifferent toward even a person he strongly dislikes. In 
contrast, a person who is highly engaged in a conversation is arguably more likely to 
make his true feelings known (e.g., by refusing to compromise in a negotiation).       
The engagement hypothesis helps to make sense of previous LSM findings. For 
example, according to the engagement hypothesis, relationship partners who report being 
satisfied in their relationship but who are mutually disengaged will be as likely to break 
up in the near future as couples who are both dissatisfied and disengaged in their 
relationship. If LSM reflects engagement, style matching would be positively correlated 
with relationship stability independently of couples’ self-reported relationship 
satisfaction, as found previously in a study of long-term dating couples’ online chats 
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(Ireland et al., 2011). Furthermore, engagement should have very different effects in 
negotiations in which negotiators’ primary goal is to either find common ground or defeat 
their partner. In hostage negotiations, police negotiators are trained to ensure that 
common interests are the most salient cues for negotiators on both sides; as a result, it 
makes sense that engagement, as indexed by LSM, increased the likelihood of peaceful 
resolution in past research (Taylor & Thomas, 2008). On the other hand, in the laboratory 
negotiations referenced above, the experimental instructions emphasized individualism 
and competition, thus increasing the likelihood of impasse for highly engaged dyads 
(Ireland & Henderson, 2011).  
 It is proposed that the relationship between engagement and style matching is 
reciprocal and that both variables jointly influence liking in close relationships. In most 
everyday conversations, the relationship between coordination and engagement is 
difficult to disentangle. Engagement in a conversation may be motivated by information 
that is learned prior to the beginning of a conversation or snap judgments that occur 
within the first few seconds of a conversation (Ambady & Rosenthal, 1993). Style 
matching occurs as early as the first exchange of a conversation (Niederhoffer & 
Pennebaker, 2002). However, despite the fact that the two are thoroughly enmeshed in 
most everyday interactions, each is expected to be capable of independently bringing 
about the other in experimental settings.  
1.3 Theories of Matching 
LSM research is not the first to study the role of synchrony and coordination in 
social interaction. One of the most prominent theories of coordination during 
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conversation is communication accommodation theory (CAT; Giles, 2006). In CAT, one 
speaker accommodates another by converging with his or her accent, pitch, vocabulary 
level, and other markers of group status. In theory, speakers match their partners in order 
to feign similarity with them or highlight existing similarity and thus gain their approval. 
Because CAT posits that speakers match each other primarily on explicit markers of 
group membership, such as accent and jargon, the theory assumes that observers are able 
to use these linguistic and paralinguistic cues to determine a conversation partner’s group 
membership and intentionally assimilate them into their own speaking style over the 
course of a conversation. CAT does not assume that behavior convergence implies 
psychological coordination at any deeper level. For example, when a student mimics the 
vocabulary of his instructor, his language use does not necessarily reflect that he has also 
managed to match his professor’s mood or thinking style.  
Consistent with CAT’s concept of communication convergence as a means of 
gaining others’ approval, social psychological research on mimicry and coordination has 
established that nonverbal mimicry generally benefits both the mimicker and the target of 
mimicry. Evidence suggests that people use mimicry to earn others’ trust and positive 
opinions and to maintain or regain membership in social groups (Lakin, Chartrand, & 
Arkin, 2008; Maddux, Mullen, & Galinsky, 2008; Yabar et al., 2006). In contrast with 
CAT’s assumption that convergence is typically intentional, nonverbal mimicry research 
finds that individuals rarely notice when they mimic others and when others mimic them 
(see Chartrand & van Baaren, 2009). Nonverbal mimicry is thought to be one of the 
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primary means by which people automatically and nonconsciously strive to reach 
affiliation goals. 
The animal mimicry literature generally agrees with human behavior matching 
research, with the exception of a few key dissenting facts. Although verbal and nonverbal 
mimicry between animals has been widely observed (see Payne & Pagel, 1997), the most 
famous vocal mimics in the animal kingdom are songbirds. Songbirds commonly mimic 
the songs of birds both within and outside of their species (Dobkin, 1979). Vocal mimicry 
between species is sometimes used as a means of communicating with territory rivals in 
disputed regions (Laiolo & Tella, 2005) and to attract the aid of allies during mobbing, a 
defensive tactic in which a number of prey species flock together to guard against 
predators (Goodale & Kotogama, 2006).  
The possibility that mimicry may be used for the purpose of competing for limited 
resources has rarely been investigated in the human literature. Although mimicking rivals 
does tend to engender trust, thus helping individuals outscore opponents in negotiation 
tasks, for example, people are not thought to automatically and unintentionally copy the 
behavior of competitors or outgroup members (Maddux et al., 2008). On the other hand, 
mimicry that is intended to attract flocks of other birds for mobbing or feeding purposes 
does resemble human mimicry: This kind of imitation appears to be driven by affiliation 
motivation and common goals, and it appears to be successful (Chartrand & van Baaren, 
2010). Notably, a key barrier in comparing birdsong imitation with human verbal 
mimicry is the fact that, lacking syntax, birdsong imitation is necessarily verbatim 
repetition rather than syntactic or structural matching (Dobkin, 1979). 
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The first studies to address syntactic matching were carried out by J. Kathryn 
Bock (1986) and her colleagues. These researchers began by observing that grammatical 
structures in conversations tend to be repeated between speakers across multiple turns. To 
explain this phenomenon, they formulated the idea of structural priming. Structural 
priming occurs when a speaker produces a novel sentence that matches the grammatical 
structure of a sentence that was recently heard or read. Notably, structural priming effects 
occur both in monologue, when a speaker is asked to read or listen to sentences in 
solitude, and in dialogue (Branigan, Pickering, & Cleland, 2000). Thus, some degree of 
syntactic matching – and thus function word coordination – is a natural feature of 
language processing that does not require social goals or motivations.  
Because spontaneous conversations are by nature uncontrolled, investigations into 
the role of verbal coordination in dialogue have been largely theoretical. These theories 
have generally assumed that coordination leads to the cultivation of common ground (i.e., 
shared knowledge and assumptions) and that this complex of commonly understood 
information can be established either intentionally or automatically. Traditionally, 
common ground was thought to be achieved through individuals’ conscious attempts to 
understand another person’s knowledge and assumptions (Clark & Brennan, 1991). In 
contrast, the interactive alignment model proposes that common ground is the automatic 
consequence of verbal and cognitive coordination across multiple levels, encompassing 
both content and style matching (Pickering & Garrod, 2004).  
 Other work suggests the possibility that language matching occurs in parallel with 
the coordination of automatic physiological activity and nonverbal behavior during 
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conversation. Individuals in a conversation tend to have highly coordinated postural sway 
(subtle postural adjustments people make in order to maintain an upright standing 
position) and match each other’s eye gaze, even in cases where participants cannot see 
their partner (Brown-Schmidt & Tanenhaus, 2008; Richardson, Dale, & Kirkham, 2007; 
Shockley, Santana, & Fowler, 2003). Although matching eye gaze and similar 
coordinative processes are normally reported as correlates rather than causes of joint 
understanding, there is some evidence that gaze coordination can also play a causal role. 
Specifically, Richardson and Dale (2005) found that listeners understood speakers better 
when their eye gaze was manipulated to match the speaker’s.  
 The theories above differ in their positions on causality, automaticity, and the 
mechanisms underlying coordination. However, they all tend to agree on what behavior 
coordination causes and reflects. CAT and nonverbal mimicry theories differ in their 
position on the intentionality of matching, but they both agree that people match others’ 
behavior more if they want to be liked or accepted by them (Giles, 2006; Lakin, 
Chartrand, & Arkin, 2008). Similarly, the interaction alignment model and theories of 
postural sway and gaze coordination differ on the mechanisms they propose to explain 
behavior matching, but both agree that coordination facilitates fluent interactions and 
greater mutual understanding (Pickering & Garrod, 2004; Shockley et al., 2009).  
1.4 Liking and Typicality 
 The social psychological literature has yet to reach a definitive answer to the 
question of why mimicry occurs. On one hand, people mimic when they want to be liked, 
and people like to be mimicked (see Chartrand & van Baaren, 2010). On the other hand, 
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like structural priming, nonverbal mimicry can also occur in the absence of social goals 
(e.g., when the target of mimicry is a stranger on a video; Tanner et al., 2008). One 
means by which linguistic similarity may increase liking without invoking any social 
motives or desires is perceptual fluency. Perceptual fluency broadly refers to the ease 
with which people are able to process sensory information. For example, short sentences 
and sans serif fonts are processed more fluently than are run-on sentences and old English 
calligraphy. More salient stimuli (e.g., high contrast images, clearly enunciated speech) 
are easier to extricate from surrounding noise and are consequently processed more 
fluently as well. Priming and perceptual clarity both increase processing fluency and 
consequently lead to a greater feeling of familiarity and liking (Maslow, 1937; Reber, 
Winkielman, & Schwarz, 1998; Zajonc, 1968). For example, statements presented in a 
high contrast, easy-to-read format (e.g., black type on a white background) are perceived 
to be truer than are statements presented in a low contrast, difficult-to-read format (e.g., 
yellow type against a white background; Reber & Schwarz, 1999). 
 The effects of fluency on liking extend beyond the five senses into higher order 
cognitive and affective processes as well. For example, arguments that are framed in a 
way that matches individuals’ promotion (gain frame) or prevention (loss frame) focus 
are processed more fluently and are more persuasive than are frame-incongruent 
arguments (Lee & Aaker, 2004). Abstract visual patterns that are closer to a learned 
category prototype are processed more fluently and judged to be more attractive and 
likable than are items near category boundaries (Winkielman et al., 2006). Similarly, 
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semantically primed products are more visually appealing and are consequently preferred 
over prime-incongruent products (Labroo, Dhar, & Schwarz, 2008).  
 The evidence indicates that fluency primes liking at a preconscious level, an 
effect that is not limited to items that are ecologically relevant to likability or 
attractiveness. Just as one cluster of abstract dots is not inherently more beautiful or 
likable than any other, a person who talks in a typical, middle-of-the-road language style 
is not necessarily more eloquent or more interesting than a person who talks in an 
atypical style. However, typical language would likely be processed more fluently than 
atypical language and may sound more familiar as a result.  
 A person whose language style is mathematically average would match to a high 
degree with any partner within the normal range of language styles by default. On a date, 
a man might observe that his linguistically average partner is strangely familiar and easy 
to talk to. Because function words are processed rapidly and largely automatically, he 
will probably be unable to accurately attribute this vague sense of fluency to its source. 
As a result, he may conclude that it must be love, or at least enough rapport to warrant a 
second date.  
 Despite the clear relevance of judgments of liking and beauty to mate selection, 
the role of fluency has yet to be studied in the context of close relationships at any stage. 
However, we can provisionally predict that the effects of fluency on liking will be modest 
in the face of weightier information about a potential partner, such as physical 
attractiveness or attitude similarity. In the same way that the font used in a letter telling a 
person he has been fired probably does not have the power to significantly soften its 
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psychological impact, future research may show that a potential mate’s linguistic 
typicality has negligible effects on liking in most everyday interactions involving more 
obvious cues to attraction than the ease of language processing. However, typicality may 
play a stronger role in liking when information about a conversation partner’s 
personality, background, or physical attractiveness is absent. For example, linguistic 
typicality may be more influential during the early stages of online dating than during 
later chats or any conversations that occur face to face.  
1.5 Similarity in Close Relationships 
 Preexisting similarity between individuals’ personality profiles, attachment styles, 
attitudes, values, smoking and alcohol use, and daily activities reliably correlates with 
mate selection and, to a lesser extent, relationship quality once a relationship has begun 
(Etcheverry & Agnew, 2009; Gaunt, 2006; Luo & Klohnen, 2005; McCrae et al., 2008; 
Surra & Longstreth, 1990; van der Zwaluw et al., 2009). Several theories have been 
proposed to account for the link between similarity and relationship formation and 
quality. Byrne and colleagues’ (1967) influential reinforcement theory adopts a 
behaviorist perspective, proposing that people like partners with similar attitudes and 
personality traits because their partner’s behavior reinforces their own. More recently, 
others have proposed that emotional convergence may be the means through which 
baseline similarity increases relationship quality. Specifically, baseline personality 
similarity has been found to promote relationship satisfaction by fostering emotional 
contagion (Gonzaga et al., 2007).  
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 While there is now a consensus that similarity is a stronger predictor of various 
measures of relationship quality than complementarity, the romantic relationship 
literature suggests two qualifiers to this general rule. First, the kind of interpersonal 
similarity matters. Of the kinds of similarity that have been found to positively influence 
romantic relationship quality, personality similarity is less influential than behavioral 
similarity (Luo & Klohnen, 2005). One potential reason for this finding is that there is not 
a one-to-one correspondence between personality and behavior. If an introverted wife is 
consistently extraverted around her extraverted husband, they will appear to be (from the 
perspectives of both observers and the partners themselves) roughly as similar as a pair of 
extraverts who consistently act like extraverts.  
 Second, complementarity also plays a key supporting role in romantic 
relationships. Dancing is often used as a metaphor for close relationships in order to 
underline the importance of complementarity in achieving harmony. For example, dance 
partners who step forward at the same time would collide. Rather, in dancing, the best 
partners perfectly complement each other’s moves. What looks like harmony actually 
results from coordination rather than mimicry, especially for necessarily complementary 
characteristics such as dominance. For example, couples who report complementary 
dominance (but matching warmth) are happier than partners who report matching levels 
of dominance are (Carson, 1969; Markey & Markey, 2007).  
 The importance of both similarity and complementarity do not pose a problem for 
LSM research, despite the fact that LSM measures linguistic and psychological 
similarity. Because of its generality, the style matching metric is able to capture 
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synchrony in pairs with complementary dominance but similar thinking styles. Rather 
than comparing pairs’ use of narrow linguistic subcategories (e.g., first-person singular 
pronouns) or specific phrases (e.g., I think), the LSM metric indexes the degree to which 
two people are generally paying attention to social aspects of a conversation by 
comparing their use of the basic-level personal pronoun category. Given that the most 
reliable linguistic indicators of status (first-person singular pronouns such as I and my and 
first-person plural pronouns such as we and our) both fall within the same function word 
category (personal pronouns), style matching scores are independent of status or 
dominance complementarity. 
Romantic partners’ activities, attitudes, and personality traits can also grow to be 
more similar over the course of a relationship. In part through mimicry, individuals often 
become very different people when they become part of a dyad. Couples tend to match 
each other’s lifestyles, emotions, and even stress hormones over the course of a long-term 
relationship (Gonzaga et al. 2007; Saxbe & Repetti, 2010; Tambs & Mourn, 1992). 
Married couples’ facial features tend to become more similar over time, most likely as a 
result of frequent empathic mimicry (Zajonc et al., 1987). Through the use of nonverbal 
cues and transactive memory systems (see Peltokorpi, 2008), romantic couples 
outperform randomly assigned partners on joint memory tasks (Wegner, Erber, & 
Raymond, 1991). Like baseline similarity, convergence correlates positively with 
attraction during early acquaintance (Karremans & Verwijmeren, 2008; Miller & Maner, 
2010) and relationship quality and stability in long-term couples (Arrànz Becker & Lois, 
2010; Gonzaga et al., 2007). 
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1.6 Overview 
 The following two studies compare three hypotheses that have been proposed to 
explain the link between LSM and liking found in previous research. Specifically, past 
studies have found that LSM positively correlates with cohesiveness in work groups, 
liking in early acquaintance, mutual romantic interest on speed-dates, and relationship 
stability in long-term dating couples (Gonzales et al., 2010; Ireland et al., 2011; Tausczik, 
2009; Tausczik & Pennebaker, 2010b). Previous research raises the question of whether 
people who match each other’s language use during conversations like each other 
because they were already similar prior to the conversation, because they converged 
during the conversation, or because one or both partners’ language styles were easy to 
process. Study 1 (Chapter 2) compares these variables in a relatively homogeneous 
sample of college students interacting face-to-face in an implicitly romantic setting. 
Study 2 (Chapter 3) seeks to replicate results from the previous study in a non-college 
sample recruited online via Amazon’s crowdsourcing platform, Mechanical Turk 
(MTURK). Both studies employ a round robin design in which every woman converses 
with every man once in a series of unique dyadic conversations that take place during a 
single experimental session.  
In both of the following studies, behavioral and self-report measures of liking are 
predicted to positively correlate with the following measures of function word similarity:  
1) Situational convergence: The degree of similarity between two partners’ 
function word use within each unique conversation. Behavior convergence has been 
found to predict greater liking and understanding between people in verbal and nonverbal 
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coordination research (Gonzales et al., 2010; Chartrand & van Baaren, 2009). Previous 
studies have not determined whether coordination predicts liking over and above 
preexisting behavior similarity.  
2) Baseline similarity: The degree of similarity between two individuals’ average 
patterns of function word use across all of their conversations that were not with that 
particular partner (i.e., their baseline or preexisting language style). Preexisting similarity 
across a wide range of personality and attitude variables traditionally predicts romantic 
attraction (Byrne et al., 1967). 
3) Typicality: The degree of similarity between a person’s language use within a 
conversation and the group mean language style for his or her sex. Typicality increases 
processing fluency and has been found to positively predict ratings of liking and 
attractiveness (Winkielman et al., 2006). 
 The three candidate predictors are not mutually exclusive. In fact, each of the 
three LSM variables is expected to contribute to liking to some degree. The ultimate goal 
of these studies is to narrow the field of candidate explanations for past LSM effects in 
order to focus future style matching research. The assumption implicit in past LSM 
research and in other language coordination theories more broadly (Brown-Schmidt & 
Tanenhaus, 2008; Pickering & Garrod, 2004) has been that the positive correlates of 
coordination are driven primarily by convergence within a conversation. Accordingly, 
although each language similarity variable in the proposed studies is predicted to 
positively correlate with liking individually, function word convergence, as indexed by 
LSM, is predicted to be the only measure that predicts liking above and beyond the 
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alternate measures. A final aim of both studies is to replicate previous findings that LSM 
predicts positive relationship outcomes independently of self-perceived similarity with 
one’s partner.  
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2. Study 1 
 The following study, conducted in collaboration with Lindsay Graham and Sam 
Gosling at the University of Texas at Austin, compares the relationship between language 
typicality, baseline language similarity, and language convergence and liking in brief 
face-to-face conversations. Despite the broad behavior coordination, interpersonal 
similarity, and typicality literatures, no previous studies have directly compared these 
three measures of language style similarity. This study aims to clarify these variables’ 
relationship with each other and with self-reported and behavioral measures of liking in 
the context of a modified speed-dating event involving a series of brief conversations 
with members of the opposite sex in a round-robin design.  
 LSM, an index of within-conversation language convergence, will be calculated 
based on partners’ language use during each individual conversation. Measures of 
baseline language style similarity and language style typicality will be calculated based 
on all of the conversations that a given person has over the course of the study. Basing 
both measures of preexisting language similarity on language used during the same series 
of brief round-robin conversations will ensure that the measures accurately capture how 
each individual generally tends to use language within the particular kinds of 
conversations that occurred during the study.  
2.2 Method 
 Participants. Participants were 129 undergraduate students (63 men, 66 women) 
who participated for credit in an Introductory Psychology course. While the number of 
men and women were roughly equivalent at the end of data collection, men and women 
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were not always evenly matched within each session. In total, participants engaged in 419 
unique dyadic conversations over the course of nine sessions. Data from 38 conversations 
were lost due to inaudible speakers, equipment malfunction, or experimenter error, 
resulting in a total of 381 total conversations available for analysis. Each conversation 
lasted for 4 minutes. Participants used an average of 341.3 words per conversation (SD = 
120.3, Min = 84, Max = 774). 
 Most participants were college students who were 18 or 19 years old (M = 18.7, 
SD = 1.1). The largest ethnic group in the sample was European American (45.7% White 
or European American, 18.6% Hispanic, 17.1 % Asian American or Pacific Islander, 
9.3% Black or African American, 8.5% other or unreported) and was representative of 
the University of Texas student body.  
 The study was modeled on a speed-dating paradigm (Finkel, Eastwick, & 
Matthews, 2007). However, to better simulate a typical college dating environment, 
participants were not prescreened for relationship status. Approximately two-thirds of 
participants were not in a committed relationship at the time of the study (65.9% not in a 
relationship or open to dating others, 24.0% in an exclusive relationship, 5.4% other or no 
response). The percentage of participants not currently in a committed relationship was 
slightly above average for 18-24-year-olds in the United States (Rainie & Madden, 2006).  
 Procedure. Participants arrived at the psychology building in the early evening. 
Experimenters met participants at the door and escorted them to a large room equipped 
with small tables, chairs, and soft music. Tables were equipped with vases, each of which 
was filled with fake flowers and a partially concealed audio recorder. Recorders were 
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concealed only to reduce participants’ self-consciousness; all participants were informed 
before participating that their conversations at the table would be recorded.  
 After arriving, participants were segregated by sex in order to prevent partners 
from interacting outside of their date and were assigned badges with numbers (men) or 
letters (women). They were then photographed from the shoulders up and offered a 
choice of water or non-alcoholic champagne. Participants then signed consent forms and 
completed preliminary questionnaires. Parents of participants younger than 18 consented 
to their children’s participation in psychology research at the beginning of the school 
year. Consent forms notified participants that they would be recorded during their dates. 
After the session was complete, participants were given the opportunity to listen to and 
withdraw their recordings without penalty. None chose to listen to their data, and all 
participants released their audio recordings for analysis. 
 Pre-questionnaires included the Ten Item Personality Inventory (TIPI; Gosling, 
Rentfrow, & Swann, 2003), a 25-item scale regarding participants’ ideal mates or 
relationship partners, and a questionnaire regarding their relationship status and dating 
goals. The TIPI is a very brief inventory of the Big Five personality traits. Although less 
nuanced than multi-faceted Big Five scales, it has good test-retest reliability and has been 
extensively validated by its authors and others (e.g., Furnham, 2008). The TIPI was ideal 
for the purposes of multiple ratings during a demanding study. The ideal mate scale 
includes items regarding an ideal mate’s personality (via the TIPI), health, physical 
appearance, and dating goals. The dating approach questionnaire includes items regarding 
24 
 
 
 
participants’ relationship status, commitment to one’s partner (if applicable), and dating 
goals. 
 After participants completed all pre-questionnaires, lights were dimmed, 
background music was turned down, and participants were asked to take their seats. 
Women were seated from the beginning of the study, and men were asked to choose a 
seat. An experimenter introduced the study as an investigation into first impressions and 
read participants instructions from a script (Appendix A). Participants talked with 
between two and nine
2
 opposite-sex participants for 4 minutes each, after which they 
were given 2 minutes to rate their partners on a 30-item composite questionnaire 
containing items regarding their partner’s personality, liking for their partner, and 
perceived similarity with their partner. After 2 minutes had elapsed, the men moved to 
the next table. Women remained seated throughout the session and men rotated 
approximately every 7 minutes. The conversations were never referred to as speed-dates. 
However, the atmosphere and questions regarding mate preferences, attraction, and 
interest in future contact probably suggested the possibility, and the experimenter 
instructions prior to the first conversation mentioned that the study was similar to speed-
dating.  
 The post-conversation questionnaire asked participants to rate their partners’ 
personality traits (using the TIPI), other personal characteristics (e.g., wealthy, depressed; 
see Rentfrow & Gosling, 2003), similarity to themselves (e.g., “This person and I have a 
lot in common”), and liking for their partners on a 7-point Likert-type scale (1 = disagree 
strongly, 7 = agree strongly).  Participants finally indicated whether they would (“yes”) 
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or would not (“no”) be interested in future contact with each partner. If both partners 
desired future contact, they were considered a match. Participants were only given the 
means to contact their partners if desire for future contact was mutual. After each session 
was completed, participants were thanked and debriefed. Participants received e-mails 
informing them of any matches within the next 24 hours. 
2.2.2 Analytic Strategies 
 Language analysis. Conversations were recorded with small audio recorders 
(Sony ICD-P320), manually transcribed, and prepared for text analysis. Text cleaning 
involves correcting spelling errors, writing contractions with two or more possible 
meanings as two words (e.g., I’d is changed to I would or I had based on the context), and 
disambiguating homonyms (e.g., like is both a positive emotion word and a filler 
word).Transcripts were spot-checked to ensure that they were transcribed and cleaned 
accurately. The majority of transcripts revealed a negligible number of errors. If any 
transcript had a large number of errors, every text prepared by that transcriber was 
checked and corrected for both transcription and text cleaning errors.  
 Cleaned texts were aggregated by speaker within each conversation and analyzed 
with the Linguistic Inquiry and Word Count (LIWC2007; Pennebaker, Booth, & Francis, 
2007). LIWC is a computerized text analysis program that outputs the percentage of total 
words in a given text that fall into one or more of over 80 linguistic (e.g., personal 
pronouns, verbs), psychological (e.g., anger, tentative), and content categories (e.g., 
religion, money). Excluding LIWC’s superordinate (e.g., pronouns, total function words) 
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and subordinate (e.g., first-person singular, third-person plural) function word categories, 
nine basic-level function word categories remain (Table 1). 
 
Table 1. Word Categories Used for Calculating Language-Style Matching 
Category Examples 
Personal pronouns I, his, their 
Impersonal pronouns it, that, anything 
Articles a, an, the 
Conjunctions and, but, because 
Prepositions in, under, about 
Auxiliary verbs shall, be, was 
High-frequency adverbs very, rather, just 
Negations no, not, never 
Quantifiers much, few, lots 
Note. Word categories are from LIWC2007 (Pennebaker, Booth, & Francis, 2007). 
 
 To calculate LSM, separate matching scores are initially calculated for each of the 
nine basic-level function word categories using the following formula (prepositions are 
used in this example):
1
 
LSMpreps = 1 – [(│preps1 – preps2│)/(preps1 + preps2 + 0.0001)] 
In this formula, preps1 is the percentage of prepositions used by the first person, and 
preps2 is the percentage used by the second. In the denominator, 0.0001 is added to 
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prevent empty sets. The nine category-level LSM scores are averaged to yield a 
composite LSM score bounded by 0 and 1. Higher numbers represent greater stylistic 
similarity between two speakers.  
 Three separate LSM scores were calculated for each dyad. Language style 
convergence is equivalent to the LSM score traditionally calculated in past research. The 
two texts being compared are each partner’s aggregate language use within each unique 
conversation. In this study, LSM is calculated on the conversation level rather than on a 
turn-by-turn basis. Baseline language style similarity refers to the degree of matching 
between two partners’ language styles at baseline, before any convergence occurs within 
their conversation. Baseline language styles are calculated by averaging each person’s 
use of the nine LSM categories across each of the conversations he or she had with other 
partners, not including the partner who is being rated.
3
 Language style typicality refers to 
the dyad-level average of LSM calculated between a person’s language use within a 
given conversation and the group mean language style for that person’s sex. Because men 
and women use several function words significantly differently in conversation, typicality 
is based on similarity to one’s own sex rather than to the entire sample (Newman et al., 
2008).  
 Regression analysis. To determine the relationship between language use and 
liking, self-reported liking (partners’ responses to “I like this person”) and the quasi-
behavioral measure of liking (desire for future contact) were regressed on each candidate 
language similarity predictor (LSM, language typicality, and baseline similarity) in a 
series of single-predictor regressions using hierarchical linear modeling (HLM). All 
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outcomes are at the level of the dyad. In each model, men’s and women’s IDs were 
entered as cross-classified random intercepts in order to control for each person’s general 
tendency to choose a particular response on the questionnaires following each 
conversation. For example, participants who responded “no” to the question of whether 
or not they desired future contact with their partners following every interaction will 
influence the final regression solution less than will participants with more variable 
responses. Allowing intercepts to vary randomly for each participant also controls for 
other individual differences that may influence response patterns, such as participants’ 
relationship status or attractiveness, without individually controlling for each potential 
moderator. 
 The working theory of LSM is that function word matching reflects conversation 
partners’ engagement with each other. A more intuitive measure of engagement is 
verbosity. People who are engaged in an intense argument or an interesting conversation 
tend to speak more rapidly than do people in more neutral discussions (e.g., Ewart, 
Taylor, Kraemer & Agras, 1991). Furthermore, regression to the mean entails that longer 
language samples will be more typical and thus more similar to each other than shorter 
language samples will be. Verbosity and LSM are consistently positively correlated in the 
past literature and in the current study, r(379) = .32, p < .001. Thus, dyads’ mean word 
count was used as a covariate in each of the significant models above. The goal of this 
covariate analysis is to ensure that LSM reveals similarity between partners’ 
psychological states above and beyond a simpler (but less statistically robust) measure of 
engagement. 
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 Finally, surviving predictors were combined in one model.  For each of the final 
models, partners’ mean perceived similarity with each other was entered a covariate in 
order to determine whether measures of implicit behavioral similarity predict liking 
independently of explicit self-reported similarity. 
2.3 Results 
 Mutual desire for future contact. The first series of regression models investigated 
the link between the three language variables and partners’ mutual desire for future 
contact. Mutual desire for future contact was a quasi-behavioral measure in this study, 
because participants were told prior to their first conversation that pairs in which both 
partners desired future contact would be given each other’s contact information after the 
session (see script for spoken instructions in Appendix A). Only pairs in which both 
participants responded to the question regarding future contact were included in the 
analysis. Out of 381 conversations that were transcribed, 221 pairs included responses to 
the question regarding future contact from both male and female participants.  
 A variable reflecting whether partners mutually desired future contact (0 = one or 
both responded “no,” 1 = both responded “yes”) was regressed on the three language 
variables (LSM, baseline language style similarity, average dyad-level language style 
typicality) individually and then together in a series of four regressions. The same 
regressions were then conducted with pairs’ mean word count included as a predictor. 
None of the language predictors approached significance in any model, all p > .150.  
 Mutual liking. The average of pairs’ response to the question “I like this person” 
(1 = Disagree strongly, 7 = Agree strongly) was regressed on the three language variables 
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individually and then together in a single model. None of the predictors approached 
significance in any of the four models, all p > .10. 
 Unilateral desire for future contact. Whereas nearly all participants responded to 
the self-report item regarding the degree to which they liked their partners, roughly one-
third of the pairs included at least one partner who failed to indicate whether he or she 
was interested in future contact. Although most sessions were missing some responses for 
that question, most non-responses were from sessions in which participants were asked to 
write in their decision (“yes” or “no”) rather than circling their choice on the 
questionnaire. Of the pairs in which both partners responded to the question regarding 
future contact, only 27 mutually agreed to release their contact information to each other. 
Thus, the failure of any of the three language similarity variables to predict interest in 
future contact may have resulted, at least in part, from sparse data. Women were 
particularly selective, with women in 87 of 221 conversations desiring future contact 
compared to men in 100 conversations.  
 In an attempt to work around the sparse data problem, a series of regressions 
explored the possibility that LSM reflected unilateral desire for future contact (i.e., 
participants’ interest in contacting their partners regardless of their partners’ interest in 
contacting them). Men’s and women’s desire to contact their partners in the future was 
regressed on the three language variables alone and then together in a series of 
regressions. All significant models were conducted with and without dyad-level verbosity 
(i.e., pairs’ average number of words used in each conversation) included as a predictor. 
Only sessions in which the question regarding future contact was included in the 
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questionnaire were used for these analyses (n = 241). All predictors were converted to z-
scores in order to increase the interpretability of odds ratios (ORs).  
 Women’s desire for future contact. Of the three language predictors, only LSM 
significantly positively predicted women’s desire to contact their male partners in its 
single-predictor model (OR = 1.58, p = .053; Table 2, Model 1). Neither baseline 
similarity nor mean language typicality reached marginal significance, both p > .10. 
 Next, a two-predictor model tested whether the relationship between LSM, an 
implicit measure of partners’ similarity with each other, would predict women’s interest 
in future contact over and above an explicit self-report measure of similarity with one’s 
partner. Self-reported similarity was the dyad-level average of partners’ responses to “I 
have a lot in common with this person” (1 = Disagree strongly, 7 = Agree strongly). LSM 
significantly predicted women’s interest in future contact (OR = 2.00, p = .009) over and 
above self-reported similarity (OR = 3.51, p < .001; Table 2, Model 2). In other words, 
for every standard deviation increase in dyads’ LSM, women were twice as likely to 
report desiring future contact with their male partners. 
 Finally, LSM (OR = 1.96 p = .018) and pairs’ mean self-reported similarity (OR = 
3.44, p < .001) continued to positively predict women’s interest in future contact when 
the average number of words spoken by each partner was included in the model (Table 2, 
Model 3). Dyad-level verbosity failed to significantly predict women’s interest in future 
contact in this model, p = .756. 
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Table 2. Women’s Interest in Contact Regressed on Language and Self-Reported 
Similarity in Study 1 
 B SE Wald OR p-value AIC 
Model 1      250.3 
     Intercept -1.37 0.51 -2.69 0.25 .007  
     LSM 0.46 0.24 1.94 1.58 .053  
Model 2      232.1 
     Intercept -1.55 0.54 -2.87 0.21 .004  
     LSM 12.06   0.27    2.61 2.00 .009  
     Self-reported similarity 1.17 0.29 4.30 3.51 <.001   
Model 3      234.0 
     Intercept -16.34 4.12 -3.97 0.21 .004  
     LSM 10.87 4.64 2.35  1.96 .018  
     Self-reported similarity 1.12 0.26 4.26  3.44 <.001  
     Verbosity 0.003 0.004  -0.83   1.10 .756  
Note. All p-values are two-tailed. B = Beta weights calculated using standardized (z-
scored) predictors; AIC = Aikake information criterion; Wald = z-statistic for the Wald 
test; LSM = language style matching. Language style typicality is an LSM score 
calculated by comparing a person’s function word use in a given conversation with the 
group mean function word use for their sex within the study. Self-reported similarity is 
the dyad-level average of partners’ responses to the item “I have a lot in common with 
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this person” (1 = Disagree strongly, 7 = Agree strongly).  Verbosity is dyads’ mean word 
count per conversation. 
 
 Men’s desire for future contact. None of the three language variables significantly 
predicted men’s desire to contact their partners in a series of single-predictor models, all 
p > .433. In the full model, including the three language similarity predictors, LSM (OR = 
1.51, p = .211) approached marginal significance, baseline language similarity emerged 
as a significant positive predictor (OR = 1.79, p = .039), and dyads’ mean language style 
typicality failed to significantly predict men’s interest in future contact, p = .950 (Table 3, 
Model 1).  
 To test whether the two strongest measures of dyads’ linguistic similarity were 
related to men’s desire for future contact above and beyond an explicit measure of 
interpersonal similarity, partners’ average self-reported similarity with each other was 
included as a predictor in a model including LSM and baseline similarity. In this model, 
LSM significantly positively predicted men’s desire for future contact (OR = 2.18, p = 
.011), as did baseline language style similarity (OR = 2.30, p = .023) and mean self-
reported similarity (p <.001; Table 3, Model 2). Each of these three predictors remained 
significant when mean word count (p = .720) was included in the model (Table 3, Model 
3). 
 
Table 3. Men’s Interest in Contact Regressed on Linguistic and Self-Reported Similarity 
in Study 1. 
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 B SE Wald OR p-value AIC 
Model 1      227.8 
     Intercept -1.37 0.68  -2.02 -.26 0.043  
     LSM 0.42 0.33 1.25 1.51 0.211  
     Typicality -0.02 0.36  -0.06 0.98 0.950  
     Baseline similarity 0.58 0.28 2.06 1.79 0.039  
Model 2      203.8 
     Intercept -1.67 0.81 -2.06 0.19 0.039      
     LSM 0.78     0.31    2.54 2.18 0.011  
     Baseline similarity 0.83 0.37 2.27 2.30 0.023    
     Self-reported similarity 1.71 0.38 4.44 5.51 <.001   
Model 3      205.7 
     Intercept -1.68 0.81 -2.07 0.19 0.038     
     LSM 0.81 0.31 2.58  2.25 0.010  
     Baseline similarity 0.85   0.38   2.25   2.33 0.024    
     Self-reported similarity 1.74 0.39 4.44 5.68 <.001  
     Verbosity -0.13 0.35  -0.36   0.88 0.720     
Note. All p-values are two-tailed. B = Beta weights calculated using standardized (z-
scored) predictors. AIC = Aikake information criterion; Wald = z-statistic for the Wald 
test. LSM = language style matching. Typicality = language style typicality, an LSM 
score calculated by comparing a person’s function word use in a given conversation with 
the group mean function word use for their sex within the study. Baseline similarity = 
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Baseline language similarity, an LSM score calculated between two conversation 
partners’ baseline language styles (i.e., average function word use across all 
conversations that were not with the partner in question). Self-reported similarity is the 
dyad-level average of partners’ responses to the item “I have a lot in common with this 
person” (1 = Disagree strongly, 7 = Agree strongly). Verbosity is dyads’ mean word 
count per conversation. 
 
 Individual differences in language similarity. To explore the relationship between 
each of the three language style similarity predictors and individual differences between 
subjects, correlational analyses were conducted between these variables and the key 
personality and demographic variables collected in the study (Appendix C). Results 
revealed that both agreeableness [r(115) = -.19, p = .046] and conscientiousness [r(115) = 
-.18, p = .054] were significantly negatively correlated with LSM, the standard within-
conversation measure of language convergence. Language typicality was modestly 
negatively correlated with conscientiousness, r(115) = -.15, p = .098. None of the 
remaining correlations between personality dimensions and language measures 
approached significance, nor did correlations between age, socioeconomic status, and the 
three language measures, all p > .15.  
2.4 Discussion 
 The predictions that baseline language similarity and convergence would 
positively predict liking were partially supported. None of the three main language style 
similarity measures were related to self-reported or quasi-behavioral measures of mutual 
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liking. Although sparse data could not explain the absence of a relationship between 
dyad-level self-reported liking and language similarity, the large number of non-
responses to the post-questionnaire item regarding desire for future contact may have 
contributed to those null results.  
 Using unilateral rather than mutual desire for future contact as the outcome 
variable, LSM significantly predicted both men’s and women’s desire for future contact 
over and above both dyad-level self-reported similarity with each other and dyad-level 
verbosity, an implicit measure of engagement. Men in dyads with greater baseline 
similarity were also more likely to report hypothetically desiring future contact with their 
female partners, an effect that also remained after controlling for dyads’ mean self-
reported similarity. That is, consistent with the well-established finding that people with 
similar backgrounds and personalities are more likely to select each other as mates, men 
were more willing to release their contact information the more that their partners spoke 
like them outside of their conversation. 
 To summarize, the unilateral analyses consistently supported the prediction that 
LSM would positively predict the quasi-behavioral measure of liking (i.e., desire to 
release personal contact information to one’s partner) across participants of both sexes. 
The hypothesis that baseline language similarity would positively predict interest in 
future contact was partially supported. Neither mutual nor unilateral analyses supported 
the prediction that language typicality would predict self-reported and quasi-behavioral 
measures of liking.  
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 Two Big Five personality dimensions emerged as correlates of function word 
convergence: individuals were less likely to match their partners’ language styles the 
more conscientious and agreeable they were. These results are partially consistent with 
past research that found a negative correlation between conscientiousness and style 
matching with writing prompts in a class assignment (Ireland & Pennebaker, 2010). 
There is no precedent for the negative correlation between agreeableness and LSM, 
however, suggesting that the effect, if replicable, may be unique to social interaction or 
spontaneous dialogue.  
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3. Study 2 
 The second study aimed to replicate and clarify findings from Study 1 (Chapter 2) 
in a relatively more diverse, non-college sample of adults chatting online. For the 
language coordination literature to advance, the generalizability of results between a 
number of populations conversing in a wide range of settings must be established. 
Gonzales et al. (2010) laid the foundation for style matching research by showing that 
LSM in both face-to-face and computer-mediated conversations predicts liking in small 
work groups. Later, Ireland et al. (2011) demonstrated that LSM is positively correlated 
with behavioral measures of relationship quality in both face-to-face and IM 
communication. However, previous studies have overwhelmingly recruited from 
undergraduate populations. The two studies of LSM in conversations between adults 
focused on small samples of police negotiators and engineers (Taylor & Thomas, 2008; 
Tausczik, 2009). It remains to be determined whether the basic link between LSM and 
liking can be replicated in a large, representative sample of adults recruited outside of a 
college population. The college samples traditionally used in psychology research have 
been characterized as psychological outliers in several respects, ranging from 
participants’ perceptions of visual illusions and decision-making in social dilemma games 
(Henrich, Heine, & Norenzayan, 2010).  
 To recruit from a more representative population, relative to the predominantly 
young, upper middle-class college sample in Study 1 (Chapter 2), the present study used 
Amazon’s Mechanical Turk (MTURK) crowdsourcing platform. Crowdsourcing is a 
method of recruiting a large number of anonymous workers outside of one’s immediate 
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organization to perform relatively unskilled tasks, typically online, in exchange for 
financial compensation. Despite several clear limitations, including self-selection bias 
and the impossibility of recruiting from populations without internet access, data 
collected using MTURK has been found to be more demographically diverse and as 
reliable as data collected from college samples (Buhrmester, Kwang, & Gosling, 2011).  
 The study was also the first to test whether MTURK could be used to recruit 
participants for studies involving simultaneous social interaction between a large number 
of anonymous participants. Whereas MTURK tasks usually take only a few seconds or 
minutes, pay very little, do not involve social interaction, and often do not require fluent 
language skills, this study required a large sample of fluent English speakers to remain 
engaged in a relatively complex study for between 45 and 90 minutes. Whether and how 
this study succeeded in meeting these criteria will play a major role in the design of 
future studies of dialogue conducted online. 
 In the following study, LSM was hypothesized to positively predict both one-
sided and mutual measures of liking. Consistent with findings from Study 1 (Chapter 2), 
the relationship between LSM and liking was expected to be weaker for self-reported 
liking than for participants’ hypothetical decision to contact one’s partner in the future.   
3.2 Method 
 Participants. In total, 122 people (57 men, 65 women) participated in 13 online 
chat sessions including 285 dyadic chats. All participants were recruited online via 
MTURK and were paid $6 for their participation. Both participation and payment took 
place online.  
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 Each person engaged in an average of 4.7 chats with participants of the opposite 
sex (SD = 1.4, Mode = 6). Participants used an average of 123.2 words per chat (SD = 
52.2, Min = 40, Max = 391). Men and women used approximately the same number of 
words in each conversation (Men’s M = 131.9, SD = 48.2; Women’s M = 130.5, SD = 
56.1).  
 The study advertisement on MTURK asked participants to sign up only if they 
were between 26 and 40 years of age. Average age was 29.08 (SD = 4.88, Min = 18, Max 
= 42). In part because participants tended to be older than college age, the sample was 
relatively more socioeconomically diverse than traditional college samples. When asked 
about the highest level of education they had completed, roughly three-fifths of the 
sample reported completing at least an undergraduate degree (36.1% undergraduate 
degree, 13.1% graduate degree, 9.0% some post-graduate education) while the remainder 
had not finished college (31.1% some college, 9.8% high school diploma <.1% some 
high school). Of those who reported not having an undergraduate degree, 13.2 percent 
were currently college-aged (i.e., younger than 25 years old).  
 A second criterion was that participants speak English fluently. Although 
MTURK does not currently have any language criteria available as participant filters, 
researchers can ask people to follow the rules and reject a person’s work if they 
participated despite failing to meet one or more of the study requirements. Researchers 
are also able to limit participants to residents of a certain country. To increase the 
likelihood that participants would meet the English fluency criterion, the sample was 
limited to residents of the United States.  
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 As in Study 1 (Chapter 2), participants were not prescreened for relationship 
status. Consistent with recent polling data (Rainie & Madden, 2006), nearly one-half of 
the participants were single at the time of the experiment (41.0% single or not in a 
committed relationship). Interactions were intended to resemble conversations during 
early acquaintance in everyday life, where a slight majority of individuals are currently in 
romantic relationships and relationship statuses are unclear.  
 Procedure. Participants were recruited via an advertisement placed on the 
MTURK website. The advertisement included the consent form, each chat session’s 
unique web address and start time, and instructions for receiving payment following the 
study. Participants were told that they would be paid $6 per session and were allowed to 
participate only once. At the assigned time, participants visited a website located on a 
University of Texas at Austin’s server where they were asked to login as guests. After 
logging in, participants read a brief description of the upcoming study and were asked to 
avoid sharing identifying information (e.g., name, contact information, employment 
information) during their chats (Appendix B). They were finally asked to upload a well-
lit photo of themselves in which their faces were unobscured by sunglasses, scarves, 
heavy makeup, or headwear. On the following webpages, participants were asked to 
complete the three brief pre-interaction questionnaires used in Study 1 (Chapter 2): the 
TIPI, a demographic questionnaire including questions regarding their relationship status, 
and an ideal mate survey.  
 Participants then entered the first of a series of 8-minute-long dyadic chats with 
opposite-sex partners. Because people tend to type more slowly than they speak, chats 
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were twice as long as conversations in Study 1 (Chapter 2). Pilot sessions suggested that 
an 8-minute chat was sufficient to ensure that the vast majority of participants would 
produce a representative number of words (approximately 100 words) during the 
conversation. Following each chat, participants were asked to complete an adapted 
version of the post-conversation personality and personal characteristics questionnaire 
completed in Study 1 (Chapter 2). To safeguard participants’ privacy, participants were 
not given each other’s contact information regardless of whether interest in future contact 
was mutual. Thus, the phrasing of the question regarding participants’ interest in future 
contact was clearly hypothetical (“If you had the chance, would you be interested in 
contacting this person in the future?” Yes or No).  
 Chat order was based on availability. As soon as a person finished the 
questionnaire that followed each chat, he or she was paired with the first available 
opposite-sex partner. Each person interacted with every opposite-sex participant only 
once. In the event that no new opposite-sex partners were available, participants waited in 
a chat waiting room. A bar at the top of the screen counted down the maximum wait time 
remaining, beginning at 15 minutes. 
 After a person had waited the full 15 minutes or had chatted with every opposite-
sex partner, they were taken to a brief post-study feedback questionnaire, including 
questions such as “If I had the chance, I would participate in this study again” and “The 
study website worked smoothly” (1 = Disagree strongly, 4 = Agree strongly) as well as 
an open-ended comment section.  
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 Finally, participants were debriefed. Participants’ unique alphanumeric 
completion codes were displayed at the top of the debriefing page. To receive payment, 
participants entered their completion codes in a submission form on the MTURK 
website. After cross-referencing completion codes with codes for people who had 
successfully completed the study, an experimenter paid participants $6 each. The 
debriefing also included information about past language coordination research, the 
typical range of LSM scores for chats between strangers, and their LSM scores for each 
partner.  
3.2.2 Language Analysis 
 Texts were aggregated, cleaned, and analyzed by LIWC as in Study 1 (Chapter 2). 
LIWC results were used to calculate the three language similarity variables (LSM, 
baseline similarity, and typicality). Because baseline language similarity and language 
typicality measures require averaging across chats, only dyads in which both people 
participated in at least two conversations were included in analyses involving those 
predictors. There are consequently 3 fewer degrees of freedom for models including 
baseline language similarity and typicality than for models involving only the standard 
LSM score. 
 A small percentage of transcripts had very low word counts for one or both sides 
of the chat due to technical error and participant attrition. A word count cut-off of 30 
words or fewer was used to ensure that only participants who were present for a majority 
of the chat were included, leaving 281 chats available for language analysis.  
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 Qualitatively, MTURK participants tended to focus on different topics than did 
undergraduate participants in Study 1. Most discussed work, family, MTURK, and the 
study itself. For an example of a relatively typical conversation (between a 28-year-old 
man and a 32-year-old woman), see Appendix E. 
3.3 Results  
 Regression analyses were modeled on those used in Study 1 (Chapter 2). 
Specifically, a series of hierarchical linear models (HLMs) separately tested the 
hypotheses that each of the three LSM predictors will positively correlate with measures 
of participants’ liking for their partners (self-reported liking and desire to contact one’s 
partner in the future). In each of the regressions below, men’s and women’s IDs were 
entered as cross-classified random intercepts. All predictors were converted to z-scores in 
order to increase the interpretability of odds ratios.  
 As noted previously, the number of words people speak to each other tends to 
reflect the degree to which they are engaged in their conversation. The relationship 
between verbosity and interpersonal engagement may be particularly pronounced when 
conversing requires typing rather than the less effortful task of speaking face to face. As 
in Study 1 (Chapter 2), the average number of words used per dyad was significantly 
positively correlated with LSM, r(279) = .47, p < .001. Consequently, all significant 
models were conducted with and without dyads’ mean word count included as a 
covariate. Mean self-reported interpersonal similarity with one’s partner was also added 
as a covariate to each final model in order to determine whether LSM predicts outcomes 
above and beyond a traditionally strong predictor of liking (see Ireland et al., 2011). 
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 Mutual interest in future contact. First, mutual desire for future contact was 
regressed on each of the three language predictors (LSM, baseline language style 
similarity, and language style typicality) individually and then together in a single model. 
LSM (B = 5.4, p = .015) and language style typicality (B = 6.34, p = .054) each 
significantly predicted mutual desire for future contact in their respective single-predictor 
models, whereas baseline language similarity did not (p = .526). However, neither LSM 
nor language style typicality remained significant after including pairs’ mean word count 
as a predictor in each individual model, both p > .254.      
 Mutual self-reported liking. Dyad-level self-reported liking (“I like this person,” 1 
= Disagree strongly, 7 = Agree strongly) was regressed on each of the three language 
predictors in a series of single-predictor regressions. LSM significantly predicted mutual 
liking [t(280) = 2.52, p = .012] as did language typicality [t(280) = 2.70, p = .007], 
whereas baseline language similarity did not, t < 1. Neither LSM nor language typicality 
predicted liking when dyads’ verbosity was included as a predictor, both t < 1. 
 Women’s interest in future contact. In three single-predictor regressions, LSM 
(OR = 1.50, p = .033) and language style typicality (OR = 1.75, p = .004) both 
significantly predicted women’s hypothetical interest in contacting their opposite sex 
partners, whereas baseline language similarity did not, p = .208. When both predictors 
were included in the same model, only language typicality remained significant (OR = 
1.76, p = .044). However, the effects of both LSM and language typicality were reduced 
to nonsignificance when dyads’ mean verbosity was included as a predictor in each of the 
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two single-predictor models and a model including both LSM and language typicality as 
predictors, all p > .50. 
 Men’s interest in future contact. Men’s unilateral desire for future contact was 
first regressed on the three LSM variables in separate single-predictor HLMs. LSM (OR 
= 1.80, p = .001; Table 5, Model 1) and language style typicality (OR = 1.50, p = .011; 
Table 5, Model 2) both significantly positively predicted men’s interest in contacting 
their female partners in the future, whereas baseline language similarity did not (p = 
.965). Notably, LSM and language style typicality were highly correlated with each other, 
r(281) = .60, p < .001. Included in the same model, LSM (OR = 1.81, p = .019), but not 
language typicality (OR = 0.99, p = .972), significantly predicted men’s interest in future 
contact (Table 5, Model 3). After adding dyad-level verbosity as a predictor (OR = 1.87, 
p = .006), LSM remained a significant predictor (OR = 1.50, p = .028; Table 5, Model 4). 
(See Table 4 for excerpts from chats with higher-than-average and below average LSM, 
respectively, in which the male partner did and did not unilaterally desire future contact 
with his male partner). 
 
Table 4. Examples of high and low LSM chats in Study 2.  
Excerpt LSM Future contact 
  Men Women 
M: hello .80 Yes No 
W: hello! =) … this is a fun survey =)    
M: so far so good … I enjoy talking to people    
W: same here    
M: I am in Phoenix. where are you located?    
W: it makes it easier when you're not face to 
face...sometime that can be intimidating … Southern 
California 
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M: yes.    
W: ah, I have a question for you then..lol...what do you 
think of the new immigration laws in AZ? … 
   
M: That’s a tough one!    
W: I understand … the reason I ask is because southern 
California is going to hell in a hand basket the way they 
are running this state 
   
M: We have a lot of problems with drug trafficking and 
drop houses … Its intent was good but some of the things 
in it I don’t agree with 
   
W: and part of that has to do with the immigration from 
Mexico...we don't have it nearly as bad as you do right 
now 
   
M: I guess not and it’s kind of surprising to me … Our 
government leaders have not did a good job in the past 
   
M: Topic? .50 No Yes 
W: How about hobbies? Got any good ones?    
M: Film, books, music, religion, politics? … No … You?    
W: Books are good. You read any good ones lately?    
M: LOL No … Yes … The Least Dangerous Branch … 
you? 
   
W: I enjoy reading...as well as bonsai. … Although I am 
new to bonsai and have killed 2 already. But one is still 
living and thriving.  
   
M: are bonsais a species or a style that is imposed upon 
any tree? … I never understood that 
   
W: No, actually not every tree species is well suited for 
bonsai. There are some species that thrive well and some 
that just will not. Junipers, Maples and Gardenias make 
great bonsai. … Gardenias are NOT for beginners! … 
Very fickle. 
   
M: What? … Gardenias? … I thought they were flowers 
… I remember once, a woman with a gardenia blossom at 
a party 
… it was like white … and, uhm flowery 
   
W: They are somewhat like bushes....not trees. 
Yes....before we go was your book good? 
   
M: save a gardenia blossom … to remember me by …     
W: Will do. Thanks!    
    
Note. LSM = language style matching scores for each excerpt. LSM for the first pair’s 
entire chat was .91, and LSM for the second pair’s chat was .65. Future contact = whether 
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the participant did (“yes”) or did not (“no”) express interest in contacting his or her 
partner following the chat. Spelling, the formatting of the book title, and capitalization of 
proper nouns have been corrected. Ellipses indicate that utterances have been collapsed 
across turns. All other punctuation, spacing, and capitalization are the participants’.   
 
 Finally, dyads’ mean self-reported similarity was included as a predictor 
alongside LSM and dyad-level word count. In this final model, similarity significantly 
predicted men’s hypothetical interest in future contact (OR = 3.75, p < .001), but LSM 
did not (p = .521). Dyads’ mean word count (OR = 1.51, p = .074) was a marginally 
significant predictor of men’s interest in contacting their female partners in this final 
model (Table 5, Model 5). 
 
Table 5. Men’s Interest in Contact Regressed on Linguistic and Self-Reported 
Similarity in Study 2. 
 B SE Wald OR p-value AIC 
Model 1      353.4 
     Intercept -0.03 0.28 -0.11 1.03 .913  
     LSM 0.59 0.17 3.45 1.80 .001  
Model 2      358.4 
     Intercept -0.04 0.26 -0.14 0.96 .890  
     Typicality 0.40 0.16 2.55 1.50 .011  
Model 3      355.4 
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     Intercept -0.03 0.28 -0.11 0.97 .913  
     LSM 0.59 0.25 2.36 1.81 .019  
     Typicality -0.01 0.25 -0.04 0.99 .972  
Model 4      348.4 
     Intercept -0.04 0.29 -0.15 0.17 .878  
     LSM 0.41 0.19 2.20 1.50 .028   
     Verbosity 0.63 0.23 2.74 1.87 .006  
Model 5      304.9 
     Intercept -1.22  0.69 -1.79 0.30 .002  
     LSM 0.13 0.20 0.64 1.14 .521  
     Self-reported similarity 1.32 0.22 6.09 3.75 <.001  
     Verbosity 0.41 0.23 1.79 1.51 .074  
Note. All p-values are two-tailed. B = Beta weights calculated using standardized (z-
scored) predictors; AIC = Aikake information criterion; Wald = z-statistic for the Wald 
test; LSM = language style matching. Language style typicality is an LSM score 
calculated by comparing a person’s function word use in a given conversation with the 
group mean function word use for their sex within the study. Self-reported similarity is 
the dyad-level average of partners’ responses to the item “I have a lot in common with 
this person” (1 = Disagree strongly, 7 = Agree strongly). Verbosity is dyads’ mean word 
count per conversation. 
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 Individual differences in language similarity. As in Study 1 (Chapter 2), 
correlational analyses explored the relationships between the three language style 
similarity variables and the key demographic and personality variables collected in this 
study (Appendix C). Consistent with the previous study, agreeableness [r (120) = -.26, p 
= .004] and conscientiousness [r(120) = -.21, p = .022] were negatively correlated with 
LSM. Agreeableness was negatively correlated with baseline language similarity as well, 
r = -.22, p < .001. 
3.4 Discussion 
 Results partially supported the prediction that LSM would positively predict 
participants’ interest in future contact. As in Study 1 (Chapter 2), LSM predicted pairs’ 
mutual desire for future contact, whereas baseline similarity and language style typicality 
did not. However, the effects of LSM failed to survive after controlling for dyads’ 
verbosity. Additional analyses showed that LSM positively predicted unilateral desire for 
future contact (i.e., at least one partner reported interest in future contact) for both men 
and women, an effect that remained significant after including dyad-level verbosity in the 
model for men only. Finally, consistent with Study 1 (Chapter 2), both agreeableness and 
conscientiousness were negatively correlated with LSM. Agreeableness was negatively 
correlated with baseline function word similarity as well.  
 The prediction that language style typicality would positively predict liking 
received little support. The more typical conversation partners’ language styles were on 
average, the more likely men were to express interest in contacting their female partners. 
Although significant as a single predictor, typicality was fully mediated by LSM. One 
51 
 
 
 
possibility is that pairs with high LSM adopt typical language styles by default, even if 
their function word usage normally tends to be atypical. Two individuals who begin a 
conversation with distinct patterns of function word use and then adjust their language 
styles to meet in the middle will tend to have language styles that are near the group 
mean.  
 There are at least three possible explanations for the failure of LSM to predict 
women’s interest in future contact and partners’ mutual desire for future contact 
independently of dyad-level verbosity. First, it may be that these effects are simply 
weaker than those found previously in Study 1 (Chapter 2) and the work these studies 
sought to replicate (Ireland et al., 2011). The key outcome in the current study was 
hypothetical. In contrast with Study 1 (Chapter 2) and the most consistent LSM effects 
found in past research, the outcomes of interest in this study were neither behavioral nor 
quasi-behavioral: Participants knew from the outset that they would not be able to contact 
their partners regardless of whether they responded “yes” or “no” to the item regarding 
future contact. Explicit measures tend to predict hypothetical but not actual outcomes, 
whereas implicit measures such as LSM tend to predict actual behavior but not 
hypothetical self-reports (Eastwick, Eagly, Finkel, & Johnson, in press). As demonstrated 
in Study 1 (Chapter 2), LSM is an automatic process that tends to correlate more strongly 
with behavior than with self-reports (see also Ireland et al., 2011).  
 The hypothetical nature of outcomes in Study 2 (Chapter 3) is a limitation not 
only of the current study but of online research in general. In order to comply with 
MTURK’s rules regarding participants’ contact information and to protect an anonymous 
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sample from potential online predators, the survey item regarding future contact could 
not have been anything other than hypothetical. In order to obtain a more naturalistic 
measure of participants’ interest in initiating a new relationship following an online chat, 
future studies may need to operate outside of MTURK and recruit participants who are 
willing to form relationships with people they meet online.  
 Second, it may be that verbosity is a better measure of engagement, which LSM 
theoretically reflects, in online chats between strangers than it is in face-to-face 
conversations or any conversation between people who have an existing relationship. If 
two conversation partners know each other outside of an online chat or are talking face-
to-face, there is some obligation to be a reasonably attentive participant in the 
conversation regardless of either partner’s interest level. In the current study, on the other 
hand, there was little obligation to maintain a minimally polite degree of responsiveness. 
Some participants explicitly chatted about the fact that they were only participating for 
the money and planned to wait out the full 8 minutes rather than chatting continuously as 
requested.  
 Even participants who originally intended to comply with the chat instructions 
may have felt free to be terse when paired with partners that they disliked. People who 
normally conform to Gricean maxims of conversation are lulled into more lax 
communication styles during computer-mediated conversations. One rule that is 
particularly likely to fall prey to anonymity on the internet is the maxim of quantity, 
which entails that conversation partners make reciprocal contributions to a conversation 
(Crystal, 2006). That is, participants in this study may only have been motivated to keep 
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up a level of responsiveness comparable to typical face-to-face conversations when they 
were particularly engaged with a partner. As a result, LSM and verbosity were likely to 
be more thoroughly confounded in the online chats in this study than in the face-to-face 
conversations of Study 1 (Chapter 2). 
 Future dialogue research may benefit from developing strategies that limit the 
effects of politeness and accountability on verbosity. Even anonymous online participants 
may feel obligated to maintain their side of a conversation if they are led to believe that 
they will have contact with that partner in the future. A simpler method of increasing 
accountability might be to make payment for participation contingent on participants 
typing a certain number of words to each partner. However, any manipulation that 
interferes with the spontaneity of dialogue runs the risk of compromising the quality of 
data. 
 Another simpler explanation for the apparent confound between verbosity and 
LSM in the current study is the fact that conversations in this study were approximately 
two-fifths the length of conversations in Study 1 (Chapter 2). Although part of the link 
between LSM and verbosity can probably be explained by their shared relationship with 
interpersonal engagement, it is also true that LSM and word count are mathematically 
related. Regression to the mean dictates that the more words a person uses, the more his 
or her language use will resemble the population mean in each of the function word 
categories that make up his language style. As noted earlier, the more typical a person’s 
language style is, the more they will match any given partner’s language use. The 
relationship between LSM and word count becomes weaker after a certain threshold, 
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normally estimated to be roughly 100 words. Supporting this claim, LSM and dyads’ 
verbosity were more strongly correlated in this study (r = .51), in which each participant 
typed approximately 120 words, than in the previous study (r = .31), in which 
participants used more than twice as many words per conversation.  
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4. General Discussion 
 The two studies provided partial support for the argument that language similarity 
in conversations reflects greater engagement and thus better odds of desiring future 
contact with one’s partner. Study 1 (Chapter 2) found no relationship between any of the 
three measures of language similarity and pairs’ likelihood of mutually desiring future 
contact. Study 2 (Chapter 3) found that LSM, and not baseline language similarity or 
language style typicality, positively predicted the likelihood of mutual interest in 
exchanging contact information. However, this relationship was confounded with dyads’ 
average verbosity.  
 In both studies, unilateral interest in future contact provided less equivocal results.  
LSM, but not baseline language similarity or language typicality, significantly positively 
predicted both men’s and women’s interest in contacting their partners in Study 1 
(Chapter 2) and men’s interest in contacting their partners in Study 2 (Chapter 3). Each of 
these three effects remained significant after including pairs’ mean word count in the 
model. In the first study, but not the second, LSM predicted unilateral desire for future 
contact over and above partners’ mean self-reported similarity with each other. 
 The fact that LSM consistently predicted desire for future contact but not self-
reported liking for one’s partner, despite the fact that the two outcomes were highly 
correlated, is consistent with past findings that LSM correlates more reliably with 
behavioral and quasi-behavioral measures of liking than with self-reports (Ireland et al., 
2011). As an implicit behavioral measure, LSM may have more affinity with simple 
behaviors than with self-reports. The quasi-behavioral measure was participants’ “yes” or 
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“no” response to the question of whether they were willing to release personal contact 
information to their partner. In contrast, the self-reported liking measure was participants’ 
Likert-type response to an item regarding how much they liked each of their partners. 
The latter measure asked participants to describe rather than act on their attitudes towards 
their partner, and may have been divorced from automatic coordination processes such as 
LSM to a greater degree than a simple “yes” or “no” response.  
4.2 Baseline Similarity 
 Findings from both studies suggest that when two people use language similarly 
and have a relatively positive interaction, the effect should generally be attributed to 
convergence rather than preexisting language similarity. In the one model that supported 
the prediction that baseline language style similarity would positively predict liking, LSM 
continued to predict women’s interest in future contact in the same model. These results 
do not necessarily contradict the large body of research on interpersonal similarity in 
close relationships. Byrne et al. (1967) proposed that people tend to select similar mates 
because they find it reinforcing to discover that a desirable person (or a person who meets 
their attractiveness criteria) shares their attitudes, background, and values. While the 
reinforcement itself does not require conscious awareness or intentionality, the specific 
attitudes and background information that people share tend to be revealed explicitly. 
Thus, rather than contradicting interpersonal similarity research, the present findings may 
instead qualify the general statement that similarity positively predicts mate selection by 
specifying that explicit similarity, and the reinforcement that it engenders, is responsible 
for facilitating romantic attraction. Implicit psychological similarity alone may not play a 
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central role in relationship initiation on its own, in the absence of situational behavioral 
convergence.  
 More generally, the null baseline similarity findings free future LSM researchers 
to continue focusing on situational language convergence without being obligated to 
simultaneously take contextualized baseline measures of participants’ language use. One 
could argue that any true measure of language convergence must control for baseline 
language similarity. That is, two people who speak similarly prior to meeting may not be 
converge to a significant degree even if they have a very high LSM score relative to 
others in a sample. Conversely, two people who speak in very different styles may 
converge significantly even if their LSM score is relatively modest. The practice of 
controlling for baseline similarity in any study of language coordination has two main 
drawbacks. First, it unfairly handicaps pairs who used language very similarly prior to 
meeting. If a pair’s baseline language similarity is near ceiling, there is little chance of 
finding significant convergence within a given conversation regardless of how engaged 
both interlocutors are. More importantly, the studies in this dissertation provide little 
evidence that baseline language similarity matters. When baseline similarity does predict 
liking, it does not obviate the predictive power of LSM.  
 Results from these preliminary studies suggest that controlling for baseline 
language style similarity in future LSM research would add little to our knowledge of the 
relationship between language use and liking. However, this dissertation is not the final 
word on the question of whether all investigations into language convergence should 
control for chance or baseline style matching between partners. When good measures of 
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baseline and chance similarity are available, they should continue to be explored as 
potential covariates. 
 Given that the baseline findings were null results in a correlational experiment, 
any conclusions drawn from them must be provisional. However, the results do suggest 
that the hypothesis that language convergence reflects liking has more credence than the 
alternate hypothesis that preexisting language similarity is driving the previously 
discovered links between LSM and positive relationship outcomes. This should be good 
news for those interested in studying function word coordination in social interaction. 
Baseline measures of language use are difficult to obtain. People’s language use varies 
across speaking and writing contexts (Newman et al., 2008; Pennebaker et al., 2007). 
Any given person does not have a true baseline language style but instead has a number 
of circumscribed language styles that reliably occur within specific contexts.  
 Round robins, which allow researchers to obtain multiple measures for a single 
person within the same experimental context, seem to be the best measure of a person’s 
circumscribed baseline language style. For a round robin study to run smoothly, a large 
number of matched participants (e.g., men and women) must arrive at a session at the 
same time and converse with each other in a series of carefully timed conversations. The 
exigencies of round robin studies make such data a challenge to collect, even in the large 
research population drawn from in this study. As a result, the fact that baseline measures 
may not be necessary or useful in future language coordination research should help this 
literature advance more rapidly in the future. 
4.3 Processing Fluency  
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 Language typicality only predicted a behavioral measure of liking in the predicted 
direction in one set of analyses, an effect that was fully mediated by the addition of LSM 
to the model. That is, participants’ language use may have only appeared to be typical to 
the degree that they converged with each other’s function word use. While this result 
only hints at a relationship between typicality and romantic relationship initiation, it 
suggests that men, but not women, may prefer linguistic typicality over novelty in 
ambiguously romantic dating situations.  
 The null finding that typicality did not reflect greater liking between partners is 
surprising considering the convincing and broad literature that finds average stimuli to be 
easier to process and thus more likeable than atypical stimuli. However, these results are 
not necessarily evidence that previous findings linking language coordination with liking 
were not driven by processing fluency. Language is easiest to process when it conforms 
idiosyncratically to one’s own language use, and not necessarily to some group average 
(Pickering & Garrod, 2004). Future experiments will seek to experimentally disentangle 
the relationship between fluency and language coordination by manipulating each 
variable in isolation and by monitoring processing fluency during naturally occurring 
language processing (e.g., comparing reading speed for texts that do and do not match a 
person’s baseline language style). 
4.4 Sex Differences in Ambiguously Romantic Situations 
 Men showed the most consistent link between convergent LSM and desire for 
future contact. In both studies, the more that partners matched each other’s function word 
use in a given conversation, controlling for their baseline language style similarity and 
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language style typicality, the more likely they were to report interest in contacting their 
female partners in the future. Unlike the relationship between women’s desire for future 
contact and LSM, this effect was robust to mean words used per conversation in both 
studies. Partially replicating previous speed-dating findings (Ireland et al., 2011), LSM 
predicted men’s interest in future contact over and above men’s reported similarity with 
their partners in Study 1 (Chapter 2) but not in Study 2 (Chapter 3).  
 The finding that LSM consistently predicts men’s but not women’s interest in 
future contact may reflect women’s reluctance to report desiring contact with male 
partners in both studies. Evolutionary psychology suggests that men are more assertive 
and less selective than women during mate selection because of sex differences in the 
reproductive costs of sexual promiscuity or selectiveness (Buss, 2001). Specifically, error 
management theory argues that men’s chances of reproduction are threatened most when 
a man fails to express interest in a woman who would have willingly had sex with him; 
conversely, women’s chances of successful reproduction suffer most when a woman 
expresses interest in a man who will have sex with her but will not commit to a 
monogamous relationship. However, recent evidence shows that sex differences in 
selectiveness are more likely an artifact of the widespread social norm that men should 
approach women in dating situations but not vice versa: When women rather than men 
Eastwick, 2009).  
 In both of the studies in this dissertation, women reported desiring future contact 
less than men did. This sex difference was strongest in Study 1 (Chapter 2), in which men 
rotated to the next table after each conversation while women remained seated. 
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Furthermore, both studies were only ambiguously romantic. That is, they suggested the 
possibility for a romantic future with one’s partner while focusing explicitly on first 
impressions between men and women. The studies in this dissertation are the first that are 
known to have directly investigated romantic interest in ambiguously romantic context. 
Theoretically, the social norm dictating that women should be more reticent than men in 
dating situations may be especially powerful in interactions where it is unclear whether 
one’s partner is romantically available. Women and members of other socially 
subordinate social groups tend to be more polite than men and members of relatively 
higher status groups (Brown & Levinson, 1988). As such, women may choose to err on 
the side of politeness (i.e., not expressing interest in a man who may be in a committed 
relationship) to a greater degree than do men in ambiguously romantic contexts.  
4.5 The Engagement Hypothesis 
 The first LSM studies (Niederhoffer & Pennebaker, 2002) found that language 
convergence occurred to similar degrees in friendly and antagonistic conversations. The 
authors interpreted these results as evidence that behavior coordination reflects the degree 
to which people are interested in or aroused by a conversation, regardless of the 
interlocutors’ rapport, motivations, or attitudes towards each other. Neither study in this 
dissertation directly tests Niederhoffer and Pennebaker’s (2002) engagement hypothesis. 
However, the finding that language convergence – and not either alternative measure of 
preexisting similarity – consistently predicted quasi-behavioral measures of liking lends 
credence to the theory that LSM reflects engagement rather than rapport or affiliation 
motivation alone. If liking alone were driving pairs’ language coordination, then each of 
62 
 
 
 
the three measures of language style similarity (convergence, baseline similarity, and 
typicality) would have consistently predicted liking in each of the single-predictor 
models. Interpersonal similarity and typicality are normally robust predictors of self-
reported and behavioral measures of liking (Byrne et al., 1967; Winkielman et al., 2006). 
On the other hand, behavior convergence is the only variable among the three language 
similarity metrics that theoretically predicts both positive and negative outcomes. As 
such, only language convergence is consistent with the engagement account of language 
style matching in conversation. 
 Language convergence has been singled out as the most likely catalyst of 
outcomes linked with LSM in past research (i.e., positive outcomes, such as desire for 
future contact, during neutral or collaborative conversations and negative outcomes, such 
as impasse, in antagonistic conversations). Future studies will test the assumption that the 
relationship between engagement and LSM is causal and bidirectional rather than strictly 
correlational. A first step will be to manipulate individuals’ engagement in a conversation 
by controlling individuals’ focus on themselves and others as providing interlocutors’ 
with positive or negative motivations. For example, a person who is self-focused is 
expected to have low LSM with a given partner even when she is motivated to 
collaborate or affiliate with him. Further, a person who is highly focused on his partner 
rather than himself should match her language style closely even when his intent is to 
defeat or exclude her. Individuals’ motivations (e.g., exclusion versus affiliation, 
cooperation versus competition) are only expected to influence the behavioral outcomes 
of interactions and not the degree of style matching between partners.  
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4.6 Limitations 
 A perennial weakness of LSM research – and of investigations into any complex, 
dynamic, and largely automatic process – is that it is overwhelmingly correlational. 
People may be able, if asked, to control their use of one or even a few function word 
categories. Speech tends to be rapid and automatic, particularly for function words, but is 
not entirely outside the jurisdiction of intentional control (Garrod & Pickering, 2007). 
However, consciously controlling LSM is not only a task that involves modulating a few 
function word categories, and conversation is a relatively complex task as it is. 
Maintaining a seemingly natural conversation while monitoring and subtly converging 
with or diverging from a partners’ use of nine function word categories, all of which are 
processed automatically, would be an overwhelming task for even the most verbally 
fluent confederate. Thus, existing studies of LSM in spontaneous dialogue can only claim 
that language convergence reflects rather than causes liking and its related outcomes.  
 The correlational nature of function word coordination research thus far has little 
impact on the potential usefulness of the LSM metric in future applications. Research to 
date has led to the conclusion that LSM can be used as an unobtrusive measure of the 
social dynamics during conversations – an assumption that does not require there to be 
any direct causal relationship between liking and language convergence. Furthermore, 
LSM can be manipulated in studies of asynchronous communication (e.g., e-mail) in 
which confederates or experimenters have relatively unlimited time to edit responses to 
participants for convergence or divergence in of the function word categories that make 
up the LSM metric.  
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 Another limitation that both studies may have suffered from is low ecological 
validity. In some respects, the studies were more representative of real life than 
traditional speed-dating studies tend to be. Real-life situations that involve short 
conversations with a series of potential relationship partners are nearly always 
romantically ambiguous: Not every person of the opposite sex at a party or a club is 
guaranteed to be available or interested in dating. In contrast, speed-dating study 
participants have the uncommon advantage of knowing that all opposite-sex partners are 
currently looking for a romantic partner. In both of the studies in this dissertation, the 
proportion of romantically available participants was roughly representative of the 
general population.  
 The studies were unlike anything participants would experience in real life in 
almost every other respect, however, in part because participants were able to quickly 
determine that the studies intended to study romantic attraction based on the décor (Study 
1), opposite sex pairings, and questionnaires regarding romantic attraction following each 
conversation (Studies 1 and 2). Future studies should recreate the kinds of romantically 
ambiguous situations that a person might experience in everyday life.  Including even one 
same-sex partner as a foil, for example, might help to dispel participants’ suspicions that 
the study is designed to assess romantic attraction.  
 Finally, the hypothetical nature of the key dependent variable in Study 2 (interest 
in contacting one’s partner in the future) may be partly responsible for the relatively 
weaker effects in comparison with Study 1. Whereas the link between LSM and unilateral 
interest in future contact remained after controlling for explicit self-reports of 
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interpersonal similarity in Study 1, the same was not true for the effects in Study 2. Aside 
from the fact that behavioral research should aim to predict and understand naturalistic 
(rather than hypothetical or self-reported) behavior, LSM tends to relate to behavioral 
measures more reliably than self-report measures (e.g., Ireland et al., 2011). Like the 
correlational nature of LSM research, this weakness is difficult to overcome given the 
constraints of online dialogue research. Crowdsourcing platforms such as MTURK 
require that participants maintain complete anonymity. Studies that involve obtaining and 
sharing participants’ e-mail addresses are forbidden, and, as a result, outcome measures 
in online research must be hypothetical. The simplest and psychometrically least intrusive 
alternative is to deceive participants. If participants believe that their decisions regarding 
whether they are willing to release contact information is real, data may be of higher 
quality and the link between liking and LSM may be as strong as it tends to be in studies 
involving face-to-face interactions and naturalistic dialogue.  
4.7 Conclusion 
 The two studies reported here are the first to statistically distinguish between three 
possible sources of language style similarity within conversations: convergence, 
preexisting similarity, and typicality. These studies were also the first to investigate the 
relationship between language use and participants’ desire to initiate contact with their 
partners in ambiguously romantic contexts. Complementing previous findings that LSM 
positively correlates with mutual behavioral outcomes in relationships, the current studies 
find that LSM consistently predicts unilateral interest in relationship initiation in 
interactions where individuals’ relationship status and dating goals are unknown. 
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Revealing a novel characteristic of relationship formation in ambiguously romantic 
situations, the relationship between LSM and interest in future contact was most robust 
for men. The two studies found only limited support for the prediction that baseline 
language similarity would predict liking and no support for the language typicality 
hypothesis.  
 Although findings regarding the role of baseline language similarity in early 
romantic interest were mixed, typicality consistently failed to have any statistical 
influence on self-reported and quasi-behavioral measures of liking. Results suggest that 
convergence within circumscribed conversations does predict liking above and beyond 
measures of language similarity that do not rest on dynamic features of social interaction, 
such as engagement. More generally, these findings provide a basis for concluding that 
the current behavior coordination research paradigm does not need to shift in order to 
include measures of baseline behavior tendencies and processing fluency alongside 
measures of convergence within a particular interaction.  
 Researchers from diverse fields have noted that people in conversation tend to 
match each other’s verbal and nonverbal behavior to varying degrees. Many have also 
noted that greater convergence appears, both intuitively and empirically, to reflect greater 
liking between interlocutors. However, despite the amount of attention that the topic has 
garnered, theories regarding the causal mechanisms underlying language convergence 
and its relationship with relationship outcomes remain largely speculative. This is in part 
due to the complex and dynamic nature of language itself. There are many viable ways to 
measure language convergence, and many variables that are known to influence both 
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individuals’ language styles and romantic preferences. The studies in this dissertation 
have provided a starting point for deciphering the nature and consequences of LSM. 
Future research will continue to search for a mechanism underlying language 
convergence. Although many questions remain unanswered and explanations regarding 
the link between language style convergence and liking remain largely theoretical, the 
findings from this dissertation have provided much-needed focus to ongoing and 
prospective LSM research.  
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FOOTNOTE 
 
1
The validity of difference scores as a measure of discrepancies between two 
people or between a person at different times have been disputed by psychologists and a 
wide range of other social and behavioral scientists. The current consensus is that 
difference scores provide statistically valid information about pairs of observations 
(Swann, Rentfrow, & Gosling, 2003; Tisak & Smith, 1994). Although the current LSM 
formula may not ultimately be the best measure of language style convergence, profile 
correlations, the most obvious alternative, fail to account for each category’s base rate in 
weighting differences between individuals’ language use. Consequently, small 
differences between two texts’ use of a low base rate category are underweighted and 
correlation coefficients overestimate the degree of correspondence between any given 
pair of texts (see Danescu-Niculescu-Mizil & Lee, 2011). Different function word 
categories tend to be used at very different rates. For example, personal pronouns and 
articles, respectively, make up about 14 and 4 percent of everyday conversation. Even 
when two texts use these categories at very different rates relative to each category’s base 
rate, the overall pattern of function word use (i.e., personal pronouns used much more 
frequently than articles) remains similar for both texts. As a result, the overall profile 
correlations across the nine LSM categories tend to be positive and, often, spuriously 
significant. 
 2 
The large variance in the number of conversations per session is due to the fact 
that fewer participants volunteered earlier in the semester. During the last few weeks 
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students could participate in research for Introductory Psychology credit, each session 
was attended by at least seven men and seven women. 
 
3 There are two methods of calculating a person’s baseline language style in order 
to predict outcomes related to liking: averaging that person’s function word use across 
every conversation except the one under consideration or averaging his or her function 
word use across every conversation without exception. The first method has the 
advantage of being completely complementary to LSM. None of the variance between 
dyads’ baseline matching scores could be attributed to convergence within the 
conversation. Given that the main goal of this dissertation was to disentangle language 
convergence from alternate measures of language similarity, the first method was used in 
all analyses. However, hypothesis tests yielded identical conclusions using the latter 
measure of baseline similarity.  
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Appendix A. Study 1 (Chapter 2) Pre-Interaction Script. 
This evening, you will be asked to participate in a series of interactions with members of 
the opposite sex.  This is set up much like speed-dating, where you will have four 
minutes to interact with each person.  Following your four-minute interaction, we will 
call time and ask you to rotate to the next chair.  Once you have rotated, we will ask that 
you take a couple of minutes to fill out a questionnaire about the person you just met. 
Some of the questions on the questionnaire may be of a romantic nature.  We realize that 
some of you may, in fact, currently be in a romantic relationship of some kind or not 
actively seeking a relationship at this time.  All that we ask is that you answer these 
questions truthfully, and do not disclose your relationship status, or details of your 
relationship, to any of the other participants.     
 
Although some of you may not be seeking a relationship, it is possible that some of you  
may wish to be in contact with other participants in the future. So, if you would like  
further contact with that person, we will calculate all mutual matches and provide you  
with that information within a couple of days, if you would like.  Does anyone have any 
questions?   
 
[Explain how to fill out questionnaire, then begin.] 
71 
 
 
 
Appendix B. Instructions from the first page of Study 2 (Chapter 3). 
 
Texan Roulette Instructions 
 
Please carefully read the instructions below before continuing to your first chat. 
 
Welcome to Texan Roulette! Similar to Chat Roulette or Omegle, during this 
session you will chat with several opposite-sex strangers in one-on-one 
conversations for 8 minutes each.  
 
During your chats, please maintain a continuous conversation. Talk about 
anything you like. You might chat about the same things you would discuss if you 
bumped into a new person at a party, a concert, the grocery store, or in line.  
 
After the allotted time for each chat is up, you will be asked a series of questions 
about your impressions of your chat partner. Please answer these questions 
promptly. Do not take breaks between chats. 
 
After you submit your responses to the post-chat survey, you will re-enter the 
chat waiting room. When a person of the opposite sex becomes available, you 
will begin another 8-minute chat.  
 
You will have a maximum of 6 chat partners of the opposite sex during this 
session. If one of the people who signed up for the study fails to show up, there 
will be an uneven number of men and women. In this event, every person of the 
more numerous sex will have to wait out one chat session in the waiting room.  
 
You may also have to wait a few moments for an available partner to finish his or 
her survey before chatting with you. Please be patient and wait for your next chat 
partner. You will never have to wait more than 15 minutes; the usual wait time is 
less than 5 minutes. Regardless of whether you have any significant downtime in 
the chat waiting room, the session will take approximately 1 hr 10 min at most. 
 
For your own privacy and safety, please do not share potentially identifying 
information with your chat partners, including... 
 
-Your own or your family members' first or last names 
-Hometown, city of residence, or home address 
-Specialized job title or place of employment 
-Birthdate, passwords, or social security number 
-E-mail addresses or phone numbers 
-Links to any personal or social networking sites with your personal information 
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Here are examples of the kinds of information that should and should not be 
shared: 
 
NOT OK: I'm a cement mason for Acme Construction. We're working on a new 
elementary school in Indianapolis right now.  
OK: I'm a construction worker for a large corporation. We're working on a big 
building project in Indiana right now.  
 
NOT OK: I just turned 39 last Friday. For my birthday we went kayaking on Lake 
Travis.  
OK: I just turned 39 last month. For my birthday we went kayaking on a lake 
nearby. 
 
NOT OK: I just went to this place called Club Trio with my sister, Kate, the other 
night.  
OK: I just went to a new place downtown with my sister the other night.  
 
Once you’re ready, upload a photo that clearly shows your face (minimal 
makeup, good resolution and lighting, no sunglasses), click “upload and begin” 
below, and you'll begin the study. 
 
Please upload a jpg image of your face. (2MB maximum size): <<Choose 
File>> 
 
<<Upload and Begin>> 
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Appendix C. Correlations between language similarity variables, personality 
dimensions, and individual differences in Studies 1 and 2 
 LSM Typicality Baseline similarity 
Individual difference Study 1 Study 2 Study 1 Study 2 Study 1 Study 2 
Big Five dimensions        
     Agreeableness -.19* -.26** -.04 -.11 -.02 -.22* 
     Conscientiousness -.18
†
 -.21** -.15
†
 -.12 .07 -.12 
     Emotional Stability .01 -0.03 -.07 .07 .02 -.01 
     Extraversion .02 -.01 .09 .00 -.02 -.07 
     Openness  -.09 .00 .06 .03 .07 -.05 
Demographics       
     Age -.09 .11 -.02 .08 -.04 .09 
     Highest education -- 0.05 -- -.10 -- .05 
**p<.01, *p<.05, 
†
p<.10 
Note. All p-values are two-tailed. All statistics are Pearson’s r. LSM = language style 
matching. Openness = Openness to experience. Big Five dimensions were measured 
using the Ten Item Personality Inventory (TIPI; Gosling, Rentfrow, & Swann, 2003). 
Highest education = highest level of education completed, used here as a proxy for 
socioeconomic status (see Hauser, 1994). 
74 
 
 
 
Appendix D. Entire transcript of chat from Study 1 with moderate LSM. 
  
  Contact? 
 LSM Man Woman 
M: Hi, how are you? .88 No Yes 
W: Good. How are you?    
M: I’m okay.    
W: I’m [name].    
M: I’m [name]. Nice to meet you.    
W: Nice to meet you.    
M: How are you feeling?    
W: Pretty good. How are you?    
M: Yeah, xxx. Tired. Kind of surprising. I realize that all of 
these experiments have nothing to do with their title. 
   
W: Pretty weird.    
M: Yeah they’re sneaky about it.    
W: Nobody would probably do it.    
M: I think I would just because it’s xxx. It’s not just sitting 
in front of a computer just clicking away. 
   
W: That’s true, that’s what I was going to say. It’s not so 
boring xxx. 
   
M: Have you done those where you walk in and it’s just 
click click? 
   
W: I’ve done three of them.     
M: xxx    
W: xxx and I was like, “Ah, help us get out of here!”    
M: I tried -- they try to persuade you to try hard.     
W: Mine was like, “Okay you don’t lose so many points.”    
M: Yeah mine, like, if you don’t lose more than you know 
58 you get a ticket for a raffle. I did it. I was pretty proud of 
myself. I guess. But if it wasn’t for that I wouldn’t have 
cared. Just xxx xxx. 
   
W: I’ve had three of them like that, I was so burned out. 
Especially towards the end. Because you don’t know when 
it’s going to end. You xxx. 
   
M: They don’t have a counter or a timer.    
W: I’d be a little -- I’d probably work a little bit harder. Oh 
well. 
   
M: Oh well. So um what year are you in?    
W: Freshman.    
M: Really? Oh, me too.     
W: Cool.    
M: What’s your major?    
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W: I’m going to be a nurse.     
M: Awesome.    
W: What’s yours?    
M: I’m undeclared right now but uh next year I’ll be in the 
school of music. Music education. 
   
W: So you just want to be like a music teacher?    
M: Yeah, I want to be like a band director, high school 
band. 
   
W: That will be fun.    
M: Yeah, I’m actually working with a high school band this 
summer. As like an intern kind of – help out -- 
   
W: Because it will look good?    
M: Yeah, it will look good, and actually it works out, 
because um, the band director asked me. And uh he was my 
band director in middle school and he xxx to high school 
and he was like, “Why don’t you come help out?” And the 
way I see it is I want to go back home and teach there and 
he’s the teacher at home. 
   
W: Yeah.    
M: And uh he just started at the high school. He’s pretty 
young, and I figure by the time he’s going to be moving on 
and by the time he’s in the top position -- 
   
W: You’re going to --    
M: Yeah, I’ll get the hook ups with him, and if not his 
position he’ll put in a word for me.  
   
W: That’s good.    
M: Yeah, I’m really excited about it.    
W: Yeah.    
M: Of course I won’t have a lot of authority because I’ll just 
be an intern, but I mean I’ll get experience and it will be 
awesome. 
   
W: What made you decide to do that?    
M: Actually he -- he was just a great teacher, he made it so 
fun. And I was like you know I can see myself doing this for 
the rest of my life. 
   
W: Yeah.    
M: He’s a young guy, drives a sports car, smile on his face 
every day. It’s a good life. 
   
W: Who wouldn’t want that?    
M: Exactly. Yeah, that’s -- he was like my main influence, 
my inspiration. 
   
W: That’s good. What instrument did you play?    
M: Uh, be prepared. French horn, trumpet, tuba, bass drum 
set. 
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W: Wow, you could do it all.     
M: Just kind of cover everything.    
W: You could be a band in yourself.    
M: I was about to say that, yeah. What about you, why did 
you decide to be a nurse? 
   
W: Well, I wanted to be able to help somebody. And I 
wanted to be able to support myself if I needed to. Like you 
know not depend on a guy I guess. 
   
M: Yeah, of course, women should be able to carry their 
own weight. 
   
W: Especially if I can go to a good school and get a good 
job. 
   
M: Yeah, definitely.    
W: And I thought about psychology for awhile actually, but 
I decided I wouldn’t be able to handle the stress. 
   
Note.  Contact = whether participants would (“yes”) or would not (“no”) be interested in 
future contact with each partner. M = male participant, W = female participant. LSM = 
language style matching. LSM for this conversation was toward the high end of the 
normal range for Study 1 (M = .83, SD = .06). Words transcribed as “xxx” were inaudible. 
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Appendix E. Entire transcript of chat from Study 2 with moderate LSM. 
  
  Contact? 
 LSM Man Woman 
W: Hello .76 No No 
M: hello    
W: you've heard of speed dating, this is speed chatting    
M: yep    
W: ;)    
M: better type fast!    
W: yeah really    
W: I was born, I'm alive, I haven't died yet    
W: there's my life story    
W: ;)    
M: so tell me something interesting about yourself    
W: what's yours??    
W: interesting about me.. I'm married, got a sweet tabby cat 
and love movies.. how about you?? 
   
M: i own 3 internet businesses    
W: wow nice    
M: i wake up at 2pm everyday    
W: been doing it long??    
M: and drink beer while i work if i feel like it    
W: hehehe gotta love that    
M: the first company i've had 3 years    
W: we do web design and sleep late too    
M: the other one almost a year    
M: the next one i just started    
W: very nice, bring in a lot of money??    
M: LOL    
W: hey I had to ask    
M: i do okay    
W: any kids??    
M: nope    
M: never marrying or have kids    
W: why not??    
M: i value my freedom too much    
W: doesn't it get lonely??    
M: nope    
W: it might sometime    
W: do you date much??    
M: nope    
W: sounds like you're a hermit    
78 
 
 
 
M: just because i don’t date?    
M: i travel all the time    
W: well no..    
M: just by myself    
M: i can go wherever i want whenever i want    
W: it just seems like with owning your own business, not 
dating, not married, don't want kids 
   
W: sounds like you keep to yourself a lot    
M: it is great    
W: well good luck with it    
M: thanks    
M: you too    
Note.  Contact = whether participants would (“yes”) or would not (“no”) be interested in 
future contact with each partner. M = male participant, W = female participant. LSM = 
language style matching. Spelling has been corrected, but punctuation, spacing, and 
capitalization are unchanged. 
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