The Community Atmosphere Model (CAM) has been interfaced to the Data Assimilation Research Testbed (DART), a community facility for ensemble data assimilation. This provides a large set of data assimilation tools for climate model research and development.
4) DART/CAM leverages code resources
DART has a large user community of modelers and observations experts. New interfaces and features contributed from this community are added to the DART software repository for general use. These contributions and the modularity of DART enable two kinds of comparison studies. One consists of using CAM to assimilate differing sets of observations.
As an example, DART/CAM was one of the first global assimilation systems to assimilate observations from the COSMIC constellation of Global Positioning System radio occultation instruments. Fig. 2 shows the fit to observations for 3 experiments; one having assimilated the observations used in the NCEP/NCAR reanalysis (temperature and winds from radiosondes, aircraft, ACARS, and satellite drift winds), and the others having assimilated those, plus COSMIC GPS observations (Anthes et al. 2008) . Note that Fig. 2 shows the fit to observations at the locations of the radiosonde observations, but that the GPS observations at other locations are able to improve that fit. The fit of 6 hour forecasts to observations is shown, because the forecasts have less potential for being "overfit" to the observations, which would give an inflated and erroneous estimate of the agreement between the observations and the model. Another example is the novel hyper-spectral radiance retrieval (Liu and Jun 2010) , which is being studied in NCAR's Weather Research and Forecasting regional model (WRF), but can immediately be used in CAM assimilations.
Another comparison consists of using the identical assimilation algorithm and observation set, but assimilating into CAM and another model. For instance, comparisons to assimilations in GFDL's AM2 atmospheric model have provided insight into CAM biases (Pincus et al. 2011 ).
DART/CAM a. CAM Versions Supported
The DART/CAM interface was originally written for CAM2.0.1, which used the Eulerian core (Kiehl et al. 1996) converted to the Arakawa A-grid for output. Arellano (Arellano et al. 2007 ) used that as the basis for an interface to CAM3.1-FV on the Arakawa D-grid to enable chemical data assimilation. The FV core promised enhanced transport characteristics for improved chemistry. The interface has since been used extensively with CAM3.1, CAM3.5 and several development versions leading up to CAM4 (Gent et al. 2012 ) and CAM5 (Rasch et al. 2012) . To date, resolutions used include T42, and T85 for the Eulerian core ("T" means triangular truncation (Kiehl et al. 1996) ), and 4 × 5
• (for testing), 1.9 × 2.5
• and 0.9 × 1.25
• for the FV core. The interface has been extensively tested with the Eulerian (Žagar et al. 2010 ) and FV cores (Arellano et al. 2007; Pincus et al. 2011; Lauritzen et al. 2011 ).
b. Adaptation to CAM Features

1) Supports Arbitrary Number of Additional Tracers
The definition of the "state" of the CAM atmosphere is somewhat flexible; besides the usual dynamical variables and temperature, it can include an arbitrary number of tracers, such as moisture and chemical species. DART/CAM accomodates this flexibility by allowing specification of the model state without recompiling DART. An example of how this could be used is that assimilations could be run with a full set of chemical species supporting a complex chemical model, then with a reduced set of species supporting a simpler chemical model.
While the interface has been coded to be as insensitive as possible to CAM's dynamical core, resolution, and model state variables, some aspects of current CAMs have required special treatment.
2) Model top damped region
CAM is strongly damped near the model top, which challenges the assimilation algorithm.
The variables there are not free to adjust to the observations, and the ensemble spread can become too small for the assimilation algorithm to work. Two mechanisms exist to sidestep this problem. The primary tool allows the user to specify a height, above which the influence of observations on state variables will be reduced as a function of the distance above the specified height. This height is usually set to 150 hPa, and the influence of observations falls to 0 by about 54 hPa. In the 26-level resolution (CAM4) these correspond to levels 11 and 6, as counted from the top. The secondary mechanism enables a user to specify a height, above which no observations will be used. This is usually quite flexible, but must be set to 100 hPa or less for GPS radio occultation observations. These two mechanisms interact with the localization to determine how much influence an observation will have on a given state variable.
3) Bounded model variables
Another challenge to the assimilation algorithm comes from the bounded nature of some model variables, e.g. tracers which must be non-negative, or cloud fraction, which must remain between 0 and 1. The spread inflation algorithm can push the values of these variables outside of their ranges for some ensemble members. In many cases the damage from this is minimal, because CAM will reset them to the proper range when it starts, but if such variables are the primary interest of the assimilation (Pincus et al. 2011) , DART includes a rank-histogram assimilation algorithm, which can accomodate such variables (Anderson 2010 ).
4) The Poles
The current CAM grids (Arakawa A for the Eulerian core, Arakawa D for the FV core) have no grid points poleward of the first and last latitudes, but there can be observations there. Rather than perform a relatively expensive interpolation involving all the most poleward grid points, the user can specify a maximum latitude for observations to be assimilated.
5) The Surface
The topography of CAM only approximates the real topography, near which some observations are taken. For observations which are below the lowest model level no interpolation from the model grid to the observation location is possible. Currently, rather than take the risk of extrapolating the CAM model state to the observation location, the assimilation algorithm ignores those observations.
c. Continuing Development
The future of geophysical computing appears to be on massively parallel hardware, which is leading to the adoption of dynamical core(s) on horizontally non-rectangular grids, which offer better scaling on thousands of processors. Examples include the Spectral Element core on the cubed sphere (Taylor et al. (2008 (Taylor et al. ( , 2012 ) and other, even less-structured grids. This is not a fundamental problem for DART/CAM because DART and CAM are separate programs which communicate with each other via a conceptually simple interface, and DART uses the parallel assimilation algorithm (Anderson and Collins 2007) to facilitate excellent scaling up to thousands of processors for CAMs with high resolution or a large number of tracers.
In the opposite direction from increasingly complex grids, the DART/CAM interface is compatible with the Single Column CAM (Park and Truesdale 2011), but no additional development or testing has been done to investigate the ramifications for DA of having a single column in CAM. This mode has been used in WRF (Hacker and Rostkier-Edelstein 2007 Climate model performance can also be evaluated in "observation space" by using the gridded model variables to compute estimates of available observations. Comparing these estimates to actual observations is referred to as evaluating performance in "observation space". For observations like a radiosonde temperature, this only requires spatial interpolation from the model grid, while observations like a COSMIC radio occultation may require much more complicated functions of the model variables.
Evaluating the significance of differences between actual observations and model estimates requires error estimates for both the observations and the model. The former comes from instrument designers while the ensemble spread available from a DART assimilation provides the latter. Spaghetti plots like Fig. 1 are one way to visualize the spatial heterogeneity of the ensemble. The spread also evolves with time as a function of the atmospheric state and the available observations. Given estimates of uncertainty for both the ensemble model estimates of an observation and the observation itself, the significance of differences between them can be estimated. The "total spread", the square root of the sum of the ensemble variance and the error variance associated with the observation, is the expected value of the difference between the model ensemble mean and the observed value.
DART has tools to use the extensive information available in the model ensemble to evaluate model performance in observation space. Examples can be seen in Anderson et al. In contexts where comparison to analyses is still preferred, the frequent analyses produced by DART/CAM enables evaluation of CAM forecast error, without the confounding error of a foreign model being used in the analyses (see also Section 5.a and Kay et al. (2011)).
b. Cloud-Associated Parameterization Testbed (CAPT)
For much of the last decade the CAPT project (Phillips et al. 2004 , and www-pcmdi.llnl.
gov/projects/capt) has used short-term forecasts to gain insights into parameterization errors in climate models (Klein et al. 2006; Xie et al. 2008) . To date CAPT has initialized these forecasts from analyses provided by operational weather centers for reasons that are partially pragmatic (ensemble DA methods were just emerging when the project started, while variational methods require adjoint and tangent-linear models not normally available for climate models) and partially reflected the belief that DA was best left to experts. Nonexpert users of DA are unlikely to exploit all the observation types used in operational analyses, particularly not the satellite radiance observations that must be carefully processed to remove biases. Using fewer observations in conjunction with an assimilating model whose short-term biases have not been explored (as is typical for climate models) might lead to substantially less realistic initial conditions.
But there are several reasons why identifying parameterization deficiencies can be enhanced by using the same model in the forecast and data assimilation processes. One is that the numerical weather prediction model that generates the initial conditions for the climate model forecast is certain to have its own set of systematic errors. These errors will result in errors in the climate model forecast that are related to the external model. It is extremely difficult to isolate the errors due to the climate model in this situation. Secondly, even if the analyzing model is unbiased, interpolation can lead to initial conditions that are not in large-scale balance, so that very short-term (1 day or less) forecasts are dominated by spin-up not associated with forecast model error. Finally, using foreign initial conditions in the atmosphere usually requires special efforts (normally "nudged" runs) to initialize the land model to be consistent with the state of the atmosphere.
For these reasons the CAPT project has begun using DART to provide ensemble DA and ensemble forecasts. Analyses produced using CAPT and DART will be useful in diagnosing model error only to the extent that the initial conditions are themselves accurate. Figure 4 shows six-hour forecast errors in tropical temperature for two sets of forecasts with CAM4- (Kay et al. 2008) . The Kay2011 study found that while the September CAM4 boundary layer response to sea ice loss was qualitatively consistent with observations, the July CAM4 forecasts developed unrealistic cloud increases over regions that became ice-free. This was traced to a parameterization error; the failure to explicitly require an unstable boundary layer for the formation of low clouds. Kay2011 implemented a physically motivated improvement to the CAM4 low cloud parameterization and were able to verify that it improved the cloud response to sea ice loss (Fig. 5) . This discovery and solution was greatly facilitated by the ability to start CAM from DART/CAM analyses.
More recently, work has been undertaken to examine the boundary layer response to sea ice loss in winter. Open polar water in winter provides a source of both heat, which destabilizes the boundary layer, and moisture, the combination of which should lead to a warmer boundary layer and increased cloudiness. the expected boundary layer response to winter sea ice loss. Fig. 6(c) shows that the sea level pressure changes caused by the ice anomaly are < 1hPa everywhere except over the regions of largest ice anomaly, and even there they are < 2hPa. These SLP anomalies appear to be thermodynamically driven and a local response to the ice anomaly. This is consistent with previous studies showing that a baroclinic atmospheric circulation response to sea ice loss takes days to appear (Deser et al. 2007 ). The noise detected in DART/CAM3 associated with the digital to FFT transition zone is no longer present in DART/CAM4 and later versions (see Fig. 8b in Anderson et al. 2009 ).
2) Noise aligned with latitudes/longitudes
Noise was also detected outside of the filtering transition zone in CAM3-FV (described above) using the DART/CAM setup, and later also identified in 'free-running' CAM (no data-assimilation) as well as in idealized steady-state experiments (see (2011) for free-running CAM and DART/CAM, respectively. Closely related to the gridscale noise is the divergence damping used in CAM-FV. In the original version of CAM-FV second-order divergence damping is used. A logical first attempt at reducing noise levels would be to increase the second-order divergence damping strength; it results in a slight reduction in the amplitude of the spurious grid-scale waves aligned with grid-lines ( Fig. 4b in Lauritzen et al. 2011 ) at the expense of increased damping of divergence associated with longer, well-resolved wavelengths (Fig. 3 in Lauritzen et al. 2011) . A more scale-selective damping operator was therefore implemented, that is, a fourth-order divergence damping scheme. This higher-order damping operator provides, in general, a more scale-selective damping of divergent modes near the grid scale although its implementation on the regular latitude-longitude grid may provide less damping in the polar regions (Whitehead et al. 2011 ). The fourth-order divergence damping more effectively reduced grid-scale noise in the divergence field while not damping the divergence of 'well-resolved' scales ( Fig. 4c and Fig. 3 in Lauritzen et al. 2011, respectively) both in 'free-running' CAM and DART/CAM.
For more details on the stability properties of the divergence damping as implemented on the regular latitude-longitude grid see Whitehead et al. (2011) and, more generally, for the damping/dispersion properties of the CAM-FV scheme see Lauritzen (2007) and Skamarock (2008) . with forcing from the CAM reanalysis.
b. Coupled Ocean Analysis
The next IPCC report (Taylor et al. 2009 ) will include a section about decadal lead-time predictions of the climate system. It is well-known that most of the skill in atmospheric predictions is exhausted in forecasts for longer than a few weeks lead. For longer lead-time forecasts, the details of the initial conditions of the atmosphere are no longer important.
Instead, initial conditions for more slowly-varying components of the climate system, in particular the ocean, become the source of most forecast skill. An ocean ensemble data assimilation using the POP ocean component of CESM is one method that has been used to produce initial conditions for decadal predictions.
Maintaining sufficient variability is one of the key problems in ensemble data assimilation; this leads to the need for inflation as noted in Section 2.1. If all ensemble members of a DART assimilation with POP are forced by a single estimate of atmospheric forcing, the resulting analysis spread is found to be far too small. Forcing each POP member with a different forcing estimate from the ensemble CAM reanalysis leads to much increased spread and a significantly improved POP analysis. Figure 7 compares the results of one example of a coupled CESM forecast using DART/POP initial conditions with a forecast produced from a more traditional method. The black curve represents the previous state of the art; a forecast initialized from "hindcast" initial conditions, which are generated by forcing the combined CCSM4 ocean (POP) and sea-ice models at the surface with atmospheric data from the CORE2 data set (Yeager et al. 2012; Griffies et al. 2009 ) for a spin-up period consisting of 4 repetitions of the 60-year span 1948-2007.
The long time span is intended to allow the surface forcing to be communicated to the subsurface ocean. The blue curve represents the forecast started from DART/POP analyses.
These curves of RMSE are calculated relative to the DART/POP analyses because there are no independent ocean analyses below the surface that incorporate subsurface observations.
While it is standard practice at operational numerical weather prediction centers to compare forecasts against analyses generated using the same forecast model, care is still needed in interpreting these results.
The DART/POP forecast RMSE is notably smaller than the hindcast forecast for at least 2 years. As would be expected, the free DART/POP forecasts drift towards the climatological POP model bias with time. There is also evidence that in later years of the 1998-2008 DART/POP reanalysis, the ensemble analyses drift away from the observations and towards the model bias. This is due partly to the absence of ensemble spread inflation in the DART/POP assimilations so that the model becomes overconfident and rejects an increasing number of observations. Further analysis and verification of decadal-scale, cou-pled, hindcast forecasts is available in Yeager et al. (2012) , where techniques such as "bias correction" are applied to improve decadal forecasts.
c. Evaluating the utility of novel observations across models
The DART/CAM system has also proved useful in addressing questions about the utility of unconventional observations. An ensemble DA system is a natural venue to explore this question because it samples the covariance among variables directly from the ensemble. This makes it easy, in principle, to exploit new types of observations, though the observations can only reduce analysis errors if they act across scales resolved by the forecast model.
Observations of clouds, for example, are notoriously hard to exploit in data assimilation systems (Errico et al. 2007 ) for several reasons. 
