The family of characteristic polynomials of a SISO-PID loop with N representative plant operating conditions is P i = A i (s)(
Introduction
Consider the SISO control system of Fig. 1 . G i (s), i = 1, 2 . . . N is a family of plant models for N representative operating conditions. The problem is to design a robust PID con- 
that simultaneously stabilizes all N members of the plant family. Beyond stabilization the aim is to shift all poles to a desired region Γ in the complex plane, e.g. to a shifted halfplane that guarantees a specified settling time of the responses. In order to allow for tradeoffs with other design specifications, e.g. in the frequency domain, it is of interest to calculate the set of all simultaneously Γ-stabilizing PID-controllers. This set can be visualized in a tomographic rendering, e.g. by representing the stable region in a (K P , K D )-plane for a grid of K I -values. In this plane the Γ-stable region is nonconvex and bounded by curves, which may be calculated for example by the software tool PARADISE (www.op.dlr.de/FF-DR-RR/paradise). In each plane the intersection of the admissible sets for the N operating conditions is determined in order to find the set of simultaneous Γ-stabilizers. The above process is considerably simplified by a recent result of Bhattacharyya, Ho and Datta [4] , [3] . They have shown that for fixed K P the Hurwitz stable region in the (K D , K I )-plane consists of convex polygons. Thus also the intersection for several operating conditions consists of convex polygons and a tomographic rendering for a grid on K P yields a visualization of the set of all simultaneously stabilizing PID controllers. The above authors use a modified Hermite-Biehler theorem for the proof. An alternative path was taken by Munro and Soylemez [5] by calculating the real axis intersections of the Nyquist plot.
In the present paper a parameter space approach [2] is applied to the problem. The characteristic polynomial of the PID control system of Fig. 1 for one operating condition (say i = 1) has the structure
(Note that the same structure arises from any second order term in numerator or denominator of a controller or a plant, such that the following results apply also to other robustness analysis and synthesis problems with the polynomial structure (2).) Also consider a specified region Γ, where all closed-loop eigenvalues should be located. Its boundary ∂Γ is described by
The polynomial (2) has a root at σ + jω if and only if
For the separation of real and imaginary parts write
Then
In section 2 the case of Hurwitz stability (σ = 0) is analyzed, it leads to the definition and calculation of singular frequencies (ω k ), where the root "cloud" for fixed K P and variable K I and K D must cross the imaginary axis. Each ω k results in a straight line boundary with slope ω 2 k in the (K D , K I )-plane. It generates convex polygons, which are identified as stable or unstable by finding the active stability boundary segments on the straight lines. In Section 3 other Γ-stability regions are studied and it is shown that the nice geometric property is shared by parallels to the imaginary axis and circles with real center and radius. It is also shown, that this property does not apply to other Γ-regions. Section 4 deals with the robustness aspect by intersecting the convex polygons for the N representative operating conditions. A realistic robust car steering example in used for illustration.
Hurwitz-Stability
For σ = 0 and fixed K P , eq. (4) may be written as
Note that the matrix multiplying
T is always singular, i.e. geometrically eq. (5) represents the intersection of two parallel lines. A solution exists if and only if the parallels are identical, i.e. for
The real and imaginary parts of A(jω) and B(jω) are
Three boundary cases must be distinguished: a) One or more roots cross the imaginary axis at ω 0 = 0 (RRB = real root boundary).
b) Roots cross the imaginary axis in conjugate pairs at frequencies ω k that satisfy (6) (CRB = complex root boundary).
c) One or more roots cross from left to right through infinity (IRB = infinite root boundary).
In case a) the RRB follows form I P = 0, R P = a 0 K I +b 0 = 0 as
In case b) with ω = 0, I P is divided by ω.
Eq. (6) is satisfied for real singular frequencies ω = ω k such that
ω appears only in quadratic form, therefore
is a polynomial in ω 2 and only the positive real roots yield the real frequencies ω k , k = 1, 2 . . . M, where The interpretation of eq. (10) is, that the two-parametric "root cloud" of P (s, K I , K P , K D ) for fixed K P can cross the imaginary axis only through the "holes" at the singular frequencies ω k .
Example 1 In order to obtain the boundary line associated with ω k in the (K D , K I )-plane, ω k is substituted into the first row of eq. (9) (assuming A e (ω 2 k ) = 0) or into the second row (assuming
For fixed K P this is the straight line
It has the positive slope ω The reduction to the active segments is shown in Fig. 4 The idea of a tomographic representation of all stabilizing PID controllers by gridding K P is illustrated by that eq. (10) is linear in K P . Instead of calculating the roots ω k (K P ) it is much easier to evaluate the inverse function
Gamma-Stability
In [3] a coordinate transformation is introduced in order to treat Γ-stability for the half plane to the left of a parallel at s = σ 0 to the imaginary axis. This idea is generalized here in order to answer the question: Which other Γ-stability regions yield the same nice geometric properties as the left-half plane? The answer follows from eq. (4) by introducing a linear coordinate transformation K I = t 11 r 0 + t 12 r 1 + t 13 r 2
We choose r 1 as the fixed parameter (other choices only lead to index permutations). Then eq. (4) for R P = 0, I P = 0 read 
The 2 × 2-matrix multiplying [r 0 r 2 ] T is analyzed for singularity.
It is remarkable that J can be symbolically factorized into an A-dependent term, a factor ω and a factor, that only depends on the transformation but not on A. J vanishes for the RRB at ω = 0 and for 
Robust Stabilization
It was shown in eq. (5) that the singularity of the equation does not depend on A(s) and B(s) and the same holds for Γ-stability. Therefore the polynomial family
Figure 6: Robustly decoupled car steering system with additional PID controller.
(i = 1, 2, . . . , N) has the nice polygon property for fixed K P (or for fixed r 1 in the transformed equations) for all plant representatives of Fig. 1 .
The set of all simultaneous stabilizers is then the intersection of the stable polygons of the individual representatives [2] , i.e. it again consists of convex polygons.
Example 3
In [1] a robust steering control system for cars was introduced that yields good rejection of yaw disturbance torques. This disturbance enters into the differential equation for the yaw rate r and the idea was to make the yaw rate unobservable from the lateral acceleration at a decoupling point. This unilateral decoupling was achieved in a robust way, i.e. for all tire-road friction coefficients μ, for all vehicle masses m and velocities v.
In handling, however, the system has the disadvantage of reduced damping at high velocities. The question therefore arises, if an additional controller that is softly turned on above a fixed velocity can shift the eigenvalues to the left of the parallel to the imaginary axis at σ 0 = −2. A PID structure is chosen here for the additional controller and the σ 0 -stable polygons are determined. The uncertain parameters m and μ enter as only one parameter μ = μ/m, i.e. a mass variation hat the inverse effect of a variation of the friction coefficient. The mass is fixed at 1916 kg and its variation is accommodated by the variation ofμ. For the simultaneous design in the high velocity range the operating conditions of Table 1 are chosen.
0.8 Table 1 : Representative high velocity operating points. The characteristic polynomial of the system of Fig. 6 is 
The factor s in P is due to the fact that the decoupled plant is already controlled with an integral controller 1/s that would practically be implemented together with the parallel K I /s term as only one integral controller (1 + K I )/s. If K I + 1 = 0, then no integrator at all is used and the characteristic polynomial is p 1 + p 2 s + p 3 s 2 . An IRB occurs for p 3 = 0, i.e. K D = −bμ/vc. For smaller K D the coefficient p 3 is negative and a necessary condition for stability is that also p 0 , p 1 and p 2 are negative. Indeed a second stable polygon on this negative side of the IRB occurs, as illustrated by Fig. 7 for one operating point. For σ 0 < 0 the two stable polygons are calculated in a transformed plane. By eq. (19) the transformed plane is
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With σ 0 = −2 and for fixed r 1 = −14 the polygons for all four operating points are shown in the (r 2 , r 0 )-plane of Fig. 8 . A typical example from Fig. 8 is K D = r 2 = −1, K I = r 0 = −40, K P = r 1 + 4r 2 = −18.
For r 1 = 2 the four polygons are shown in Fig. 9 . K D = r 2 = 1, K I = r 0 = 20, K P = r 1 + 4r 2 = 6.
For illustration purposes relatively high gains have been chosen here. Practically smaller PID gains are desirable in order to stay closer to the robust unilateral decoupling solutions.
The simultaneous design for the four operating conditions of Table 1 
Conclusions
The parameter space approach gives a new perspective of a recent result in [4] , [3] . The importance of singular frequencies is explained and yields a new approach for calculating stability and Γ-stability polygons. It is shown that the simple geometric structure applies to half planes (Hurwitz and σ 0 -stability) and circles with arbitrary real center and radius (Bandwidth circle, Schur stability, approximate performance measure for discrete time systems). The same line of proof shows, that other Γ-stability regions do not have the simple structure of their boundaries in controller parameter space. Robust design by simultaneous Γ-stabilization of several operating conditions of a plant essentially reduces to finding the intersection of convex polygons. A car steering control example shows that the neighborhood of a previous solution can be analyzed for possibilities of improvement. The example also lead to a different new solution set in an unexpected region of the PID parameter space.
