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(57) ABSTRACT 
A system and method for enabling efficient error correction 
and encryption using wavelet transforms over finite fields. 
The system and method utilizes the combination of a chan-
nel encoder and channel decoder to correct errors to source 
data after transmission over a physical channel or storage in 
a storage medium. The channel encoder mathematically 
generates a set of wavelet coefficients by performing a 
combination of filtering and/or processing of a received 
message vector. The wavelet coefficients are then utilized by 
the channel encoder to cause its filters to transform message 
data into transmission data. The channel decoder receives 
the transmitted source data in the form of a code word/ 
channel error combination and performs filtering to render a 
syndrome, representative of the channel error. Analysis of 
the syndrome is performed to determine the actual error, 
which is utilized to derive the actual source data. 
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SYSTEM AND METHOD FOR ENABLING 
EFFICIENT ERROR CORRECTION AND 
ENCRYPTION USING WAVELET 
TRANSFORMS OVER FINITE FIELDS 
FIELD OF THE INVENTION 
The present invention generally relates to signal 
processing, and more particularly, to providing encryption 
and error correction of data using wavelet transformation 
over a finite field. 
BACKGROUND OF THE INVENTION 
2 
to the channel encoder, one or more filters structure the 
channel decoder and perform filtering of the transmitted 
code word. Filtering of the code word/channel error com-
bination renders a syndrome which is representative of the 
5 channel error. The syndrome is then analyzed by a condi-
tional interpolator which derives the actual error. Subtrac-
tion of the error from the received code word/channel error 
combination derives the code word sent by the channel 
encoder, before imputation of error. Finally, a wavelet trans-
10 formation of the code word renders the actual message. 
The advancement of technology has led to an increasing 15 
demand for efficient and reliable data transmission and 
The invention has numerous advantages a few of which 
are delineated hereafter as examples. Note that the embodi-
ments of the invention described herein posses one or more, 
but not necessarily all, of the advantages set out hereafter. 
One advantage of the invention is that it avoids the 
limitations inherent in the number theoretic Fourier trans-
form over finite fields by relying on a basis decomposition 
in the time domain rather than in the frequency domain. 
storage systems. This demand has led to the creation of new 
methods of data encryption for data storage and data trans-
mission over physical channels. In addition, a major concern 
of the designers of such systems has been the controlling of 20 
errors so that reliable reproduction of data can be obtained. 
Another advantage of the present invention is that it 
provides a quick and efficient way of alleviating transmis-
sion errors received from the transmission of a code word 
imputed through a physical channel. Filter banks and wavelet transforms have established 
themselves as powerful tools in the analysis of signals and 
images when these objects are viewed as sequences over real 
or complex fields. The extension of the wavelet transform to 
the situation in which the complex field is replaced with a 
finite field is of particular interest since wavelets and filter 
banks over finite fields have potential application in cryp-
tography and the theory of error correction codes. 
SUMMARY OF THE INVENTION 
Briefly described, the invention provides a system and 
method for creating and using finite-field wavelet 
transforms, and their application on encryption and error 
correcting codes, thereby providing for the effective and 
efficient combination of data encryption and channel coding 
in a single stage. 
Generally, the first embodiment of the system of the 
invention utilizes the combination of a source encoder, an 
encryption device, a channel encoder, and a modulator to 
prepare source data, inputted from an information source, to 
be transmitted to a receiver over a physical channel or stored 
25 
Another advantage of the present invention is how the 
finite field wavelet transform can be used to encode and 
decode some of the important family of the codes in a simple 
and computationally efficient way. 
Another advantage of the present invention is that the 
invention is an efficient way of performing data encryption, 
30 or channel coding, or a combination thereof, in a single stage 
using finite field wavelet transforms, thereby enhancing the 
security of the transmission system and providing error 
correcting code for accurate reception by the receiver. 
Another advantage of the present invention is that it 
35 contains the dual benefit of being extremely fast and requir-
ing very little hardware in comparison to other existing 
techniques. 
Other objects, features and advantages of the present 
invention will become apparent to one of reasonable skill in 
40 the art upon examination of the following drawings and 
detailed description. It is intended that all such additional 
objects, features and advantages be included herein within 
the scope of the present invention, as defined by the claims. 
in a storage medium. After transmission the data may 
contain errors therein. Therefore, after passing the encoded 
45 
and encrypted data through the physical channel, a 
demodulator, channel decoder, decryption device and source 
decoder are utilized to derive the originally sent data without 
errors. 
DESCRIPTION OF THE DRAWINGS 
The present invention will be more fully understood from 
the detailed description given below and from the accom-
panying drawings of the preferred embodiments of the 
invention, which however should not be taken to limit the 
According to the invention, the above-mentioned channel 
encoder, which is in the form of one or more filters, 
generates a set of wavelet coefficients. In the first embodi-
ment of the invention these coefficients are the product of a 
filtered received message. The wavelet coefficients are then 
utilized by the channel encoder to cause the filters to 
transform message data into transmission data. The above-
mentioned coefficients are derived by utilizing a series of 
mathematical relational equations. 
50 
invention to the specific embodiments enumerated, but are 
for explanation and for better understanding only. 
Furthermore, the drawings are not necessarily to scale, 
emphasis instead being placed upon clearly illustrating the 
principles of the invention. Finally, like reference numerals 
55 
in the figures designate corresponding parts throughout the 
several drawings. 
FIG. 1 shows a flow diagram depicting a transmission (or 
storage) system employing error control coding and encryp-
tion. 
FIG. 2 is a functional representation of the channel 
encoder of FIG. 1 after receiving a message block from the 
encryption device. 
The channel encoder implements the use of redundancy in 
order to enhance accurate error correction by the decoder. 60 
By increasing an inputted message vector's length, an out-
putted code word, which is transmitted through the physical 
channel or to the storage medium, contains redundant bits. 
Thereafter, an analysis of the transmitted redundant code 
word is utilized to obtain the true message. 
FIG. 3 shows a block diagram of the filter bank structure 
forming the channel encoder of FIG. 1, utilizing half-rate 
65 code. 
The above-mentioned channel decoder receives the trans-
mitted code word which may contain errors therein. Similar 
FIG. 4 shows an alternate embodiment of the channel 
encoder of FIG. 3. 
US 6,898,756 Bl 
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FIG. 5 shows the channel encoder of FIG. 1 implemented 
by polyphase structure. 
FIG. 6 is a functional representation of the channel 
encoder of FIG. 1 for arbitrary rate (N,K) codes. 
FIG. 7 shows a block diagram of the channel encoder of 
FIG. 6 utilizing arbitrary rate (N,K) codes. 
FIG. 8 is a functional representation of the channel 
decoder of FIG. 1 after receiving a code word/channel error 
combination. 
FIG. 9 shows a block diagram of the filter bank structure 
forming the channel decoder of FIG. 1, utilizing half-rate 
code. 
FIG. 10 shows the channel decoder of FIG. 1 imple-
mented by polyphase structure to derive a syndrome. 
FIG. 11 shows a block diagram of the filter bank structure 
utilized by the channel decoder to analyze the syndrome of 
FIG. 10. 
DETAILED DESCRIPTION 
The performance of mathematical operations and supply-
ing of filter coefficients for the encoder and decoder filters of 
the present invention may be accomplished by utilizing 
hardware, software, firmware, or a combination thereof. 
Further detailed disclosure of these provisions is provided 
herein. 
Turning now to the drawings, wherein like reference 
numerals designate corresponding parts throughout the 
drawings, FIG. 1 illustrates a typical transmission (or 
storage) system employing error control coding and encryp-
tion. As is depicted, an information source 10, which may be 
a person, or a machine such as a computer, outputs source 
data, which is to be communicated to a receiver 30, to a 
source encoder 12. The source output may be either a 
continuous waveform or a sequence of discrete symbols. 
The source encoder 12 transforms the source output into a 
sequence of binary digits referred to as an information 
sequence, as is known to one of reasonable skill in the art. 
Optionally, the source data may then be encrypted by an 
encryption device 14 to enhance security while transmitting 
to receiver 30. The encrypted data, referred to hereinafter as 
a message vector (or stream), is then transmitted to a channel 
encoder 16 which transforms the message vector into a 
discrete encoded sequence referred to as a code word. The 
design and implementation of the channel encoder 16 is 
discussed in further detail herein. 
Since discrete symbols are not suitable for transmission 
over a physical channel 20 or recording on a digital storage 
medium 20, the code word is transmitted to a modulator 18 
which transforms each output symbol of the channel encoder 
16 into a waveform which is suitable for transmission over 
the physical channel (or recording) 20. 
When the waveform enters the physical channel (or 
storage medium) 20, it may become corrupted, and therefore 
contain errors. As examples, typical physical channels 20 
include, but are not limited to, telephone lines, microwave 
links, satellite links, and high-frequency radio links. Also, 
typical storage media 20 include, but are not limited to, 
semiconductor memories, core memories, magnetic tapes, 
disk files, and optical memory units. The transmitted wave-
form is then processed by a demodulator 22 which is capable 
of producing a discrete or continuous output. The sequence 
outputted by the demodulator 22 corresponds to the code 
word, however the sequence may contain errors introduced 
by the physical channel (or storage medium) 20. 
The sequence outputted by the demodulator 22 is then 
transmitted to a channel decoder 24 which estimates the 
4 
original message vector from the received sequence. Par-
ticular error correction with reference to the invention is 
provided for by the channel decoder 24 which shall be 
discussed in further detail herein. If the source data was 
5 encrypted, the estimation of the original message vector is 
then transmitted to a decryption device 26. After decryption, 
the estimation of the original message vector is transmitted 
to the source decoder 28 which transforms the estimated 
sequence into an estimate of the source output and delivers 
10 this estimate to the receiver 30. 
In accordance with the first embodiment of the invention 
the channel encoder 16 receives the message vector from the 
encryption device 14 in order to create a code word, which 
is latter transmitted to the modulator 18. As a preliminary 
15 matter, throughout the embodiments of the invention all 
arithmetic is carried out in a specific finite field, GF(p'), 
where GF denotes a Galois field, p is a prime number and r 
relates to the type of finite field represented. As an example, 
if the desired field of use is the binary field, the specific finite 
20 field will be GF(2). 
The following description of the embodiments of the 
invention concerning the channel encoder 16 and channel 
decoder 24 are described with reference to block code, of 
which half-rate code is a specific type. While block code is 
25 utilized, it should be noted that convolution code may also 
be provided for by this invention. 
In accordance with FIG. 2, half-rate code is utilized for an 
accurate description of the encoder and decoder of the first 
embodiment of the invention. It should be noted that other 
30 types of block code are provided for as well. Specifically, 
arbitrary rate code is also discussed herein, with reference to 
the second embodiment of the invention, in FIG. 7. As is 
understood by one of reasonable skill in the art, a charac-
teristic of half-rate code is that the code word is double the 
35 size of the message vector length. Also, it is understood that, 
in accordance with the utilization of block code, the message 
vector is the same as the defined message block length. 
Channel Encoder 
FIG. 2 is a functional representation of the channel 
40 encoder 16 after receiving a message block from the encryp-
tion device 14 of FIG. 1. In accordance with the first 
embodiment of the invention, the message block is first 
received by the channel encoder 16 from the encryption 
device 14 (step 40). This message block is then pre-filtered 
45 to derive wavelet coefficients corresponding to a desired 
code (step 42). An inverse wavelet transform is then per-
formed on the message block to derive the code words for 
transmitting to the receiver 30 (step 44). 
As shown in FIG. 3 the channel encoder 16 comprises a 
50 filter bank structure which utilizes half-rate codes. First, the 
message block is sent to two parallel branches of the encoder 
structure, namely branches 1 and 2. It should be noted that, 
although in half-rate code the vector message is divided into 
two identical representations, if other varieties of code were 
55 utilized, the message block would be represented accord-
ingly. The message is then pre-filtered by filter A0(n) 50 on 
the first branch and A1(n) 52 on the second branch, providing 
wavelet coefficients x0 (n) and x1(n) respectively. An inverse 
wavelet transform is then performed on both the first and 
60 second branches wherein, the wavelet coefficients are first 
up-sampled by a factor of 2 by operation blocks 54 and 56, 
and then filtered through filters g0 (n) 58 and g1 (n) 60 
respectively. As is well known in the art, up-sampling 
involves inserting a zero bit between each sample of the 
65 message code. Finally, after an inverse wavelet transform is 
performed, the first and second branches are added together 
thereby deriving the code word. This combination of pre-
US 6,898,756 Bl 
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filtering, up-sampling and performing an inverse wavelet 
transform is well known in the art to be a specific example 
of a frame operation. 
The channel encoder 16 may implement the use of 
redundancy with reference to the code word transmitted to 5 
the receiver 30, thereby inhibiting the effect of errors upon 
the transmitted code word. As an example, when using block 
codes, if an inputted message block has a length of 10, a 
code word of length greater than 10, e.g., 20 or 30, may be 
created. Since the redundant code word is the information 
which is transmitted through the physical channel 20, or 10 
stored in the storage medium 20, the vital information is 
protected within the code word due to this redundancy. The 
common values among the transmitted redundant code word 
are then utilized as the true message. 
While the aforementioned description of FIG. 3 describes 15 
the filter bank structure in detail, FIG. 3 may also be 
represented by FIG. 4, which is a more efficient implemen-
tation of the first embodiment of the invention. In relation to 
FIG. 4 the message block is first up-sampled by a factor of 
two by operation block 70. After up-sampling, the signal is 
20 transmitted to filter gin) 72 to derive the code word to be 
transmitted to the receiver 30. The gin) filter 72 of FIG. 4 
is representative of the combination of the filters A0 , g0 , A1 
and g1 of FIG. 3. In demonstrating the relationship between 
filter gin) of FIG. 4 and the filters A0 , g0 , A1 and g1 of FIG. 
3, the z-transform of gin) can be represented as follows: 25 
6 
is representative of the wavelet coefficient x0 (n) of FIG. 3 
and the inner product of <g1(n-2j), c(n)> is representative of 
the wavelet coefficient x1(n) of FIG. 3. Therefore, c(n) can 
be represented by the equation: 
c(n) = ~ xo(j)go(n - 2j) + ~ x1 (j)g1 (n - 2j). 
jEz jEz 
To solve for g0(n) and g1 (n) the equation A(z)N(z)+B(z) 
Bc(z)=~ is solved, wherein the solutions A(z) and B(z) are 
related to the values of the filter coefficients. As will be 
discussed herein, the filter coefficients relating to the channel 
decoder 24 of FIG. 1 are h0(n) and h1(n), with the z 
transforms of these coefficients being H0 (z) and H1 (z) 
respectively. Since each of the filter coefficients of the 
channel encoder and the channel decoder are related they are 
designated by the equations: 
Therefore, if a solution is calculated for H0 (z), all other 
coefficient can be derived. 
To solve for H0 (z), H0 (z) is written as a polyphase 
Giz)=A0 (z
2)G0(z)+A1 (z
2)G1(z) mod(z-N-1). After fixing 
the values for filters A0 , g0 , A1 and g1 as shall be demon-
strated herein, the value of filter gin) may be derived 
utilizing the equation, 
30 representation. 
L-! 
G2(z) = ~ g1(n)z-n 
i=O 
where Lis the number of filter coefficients, or the length the 35 
filter. 
It is important to note that the channel encoder 16 of FIG. 
3, 4 may also be implemented by polyphase structure, as is 
demonstrated by FIG. 5. In so doing, as in FIG. 4, we allow 
G(z) to be a filter with the z-transform obtained as Giz)= 40 
A0(z
2)G0 (z)+A1 (z
2)G1 (z) mod(z-N-1). Then, as shown by 
filters 80 and 82 respectively, g00(n) and g01 (n) are consid-
ered to be the polyphase components of G(Z), and Giz) 
may be solved similar to the method used in FIG. 4. 
Filter Coefficient Derivation 
While the process of encoding, performed by the channel 
encoder 16, is described above in FIGS. 2-5 with respect to 
45 
a transmitted message block, in order to perform pre-
filtering and an inverse wavelet transform the following 
must be performed to derive the filter coefficients g0(n), 50 





In this equation E00(z) and E01(z) are considered the 
polyphase components of H0(z). Thus, a solution to E00(z) 
and E01(z) must be found. To solve for E00(z) and E01(z) the 
following two equations are used. 
M 
Eoo(Z) = ~ eo;Z-;, eoo * 0, eo; E GF(p') 
i=O 
N 
E01 (z) = ~ e1;Z-;, e1N * 0, e1; E GF(p') 
i=O 
In these two equations, 2N+2 is the length of the filter, and 
M is an arbitrary parameter less than or equal to N. 
Therefore, derivation of e0 ; and e1; will render solutions to 
E00(z) and E01(z). From the above equations for E00(z) and 
E01 (z) it is concluded that: 
e0;=0 i=(M+l), ... , N 
e1;=0 i=O, ... , N-M-1 
There is also a relationship between the coefficients of the 
two polynomials A(z) and B(z), and the polyphase compo-
nents E00(z) and E01 (z) depicted as: 
a;=e0;, b;=e1 (N-M+') for i=O, ... , M. 
To solve for the abovementioned equations a finite field 
For purposes of better understanding, the computations 
and relationships for deriving the abovementioned filters 
will be explained in accordance with FIG. 3. In deriving the 
aforementioned filter coefficients, the relational equation 
x(n)=~<8k(n), x(n)>8k(n) is utilized, wherein 8JJ:n) repre- 55 
sents the basis function, and the inner product of <8k(n), 
x(n)> is used to derive the wavelet coefficients of the basis 
function. The inverse wavelet representation of this rela-
tional equation, with relation to FIG. 3, namely 
60 
with a particular characteristic must be chosen. Particularly, 
for better understanding and as an example, a solution is 
derived for a finite field with characteristic 2. Fields with 
characteristic 2 have the property such that 2k=0 for any k 
c(n) = ~ (go(n - 2j), c(n))go(n - 2j) + ~ (g1 (n - 2j), c(n))g1 (n - 2j) 
jEz jEz 
is then taken, wherein the two functions g0 (n) and g1 (n) 65 
relate to the scaling function and mother wavelet respec-
tively. In this equation, the inner product of <g0(n-2j), c(n)> 
in GF(2'). This property enables the derivation of symmetric 
solutions of A(z)A c(z)+B(z)Bc(z)=~. 
In the field GF(2'), A(z)A c(z)+ B(z)Bc(z)=~ can be 
rewritten as A(z)N(z)+~=B(z)Bc(z), where superscript "c" 
US 6,898,756 Bl 
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is the reciprocal of the polynomial. Next, we look for the 
pair of polynomials of the form: 
M 
A(z) = ~ a;z;, a0 * 0, M :;; N 
i=O 
M 
B(z) = ~ b;z;, bM * 0, M :;; N 
i=O 
In fields with characteristic 2, M is an arbitrarily chosen 
even number less than or equal to N. Then above equation 
can be written as: 
provided that A(z) is a symmetric polynomial, A(z)=N(z). 
Therefore, in this example, any B(z) equal to A(z)+~12 is 
also a symmetric polynomial. 
In summary, if M is an even number, the polynomial pair 
A(z) and A(z)+~12 is a solution to A(z)A c(z)+B(z)Bc(z)= 
~ over GF(2'), where A(z) is any arbitrary symmetric 
polynomial of degree M with a nonzero constant coefficient. 
The following table gives all the possible distinct orthogonal 
perfect reconstruction filter banks up to order eleven over 
GF(2). The first column of this table lists the values of M for 
which a solution for A(z)A c(z)+ B(z)Bc(z)=~ can be 
obtained. The second, third and fourth columns show the 
filter order, the coefficients of H0 (z) and H1(z), respectively. 
It should be noted that the filter coefficients are represented 
in Hexadecimal (by padding sufficient zeroes to the left) 
form with the LSB bit as the coefficient of the highest 
degree. The nonsymmetric solutions are also included in 
Table 1 below. 
As an example, one of the nonsymmetrical solutions over 
GF(8) is derived in the following. The task herein is to 
determine all of the orthogonal filter banks of the lowest 
nontrivial order, 3, over GF(2'). H0(z) is considered as a 
manic polynomial, and consequently B(z) is a manic poly-
nomial of degree one. The general solution for ~ is: 
A(z) = a(l + ai-1 + az a* 1, a E GF(2') 
B(z) = a2 (1 + af1 + z a* 1, a E GF(2') 
Using this solution, the orthogonal filter bank of order 3 over 
GF(23 ) can be constructed. In order to construct the exten-
sion field GF(23 ), the primitive polynomial q(y)=l+y+y3 is 
chosen as an irreducible polynomial over GF(2). Then, by 
arbitrarily choosing a=2 (the polynomial representation of 
this number in the extension field is a=y), the filters are 
specified as: 





M Order H 0 (z) H 1 (z) 
2 5 37 3B 
2 7 9D B9 
2 9 235 2B1 
4 9 3EF 3DF 
4 9 323 313 
2 11 895 A91 
















Finally, since H0 has been solved according to the above-
10 mentioned equations, coefficients g0 (n), g1 (n) and A0 (n) and 
A1 (n)may be solved. 
In accordance with a second embodiment of the 
invention, as depicted by FIG. 6 and FIG. 7, FIG. 6 is a 
functional diagram of the channel encoder 16 for arbitrary 
15 rate (N,K) codes, wherein N relates to the code word length 
and K relates to message block length. Accordingly, a 
message block is first received by the channel encoder 16 
from the encryption device 14 (step 90). A wavelet transform 
is then performed on the message block (step 92). The output 
20 
from the wavelet transform is then pre-filtered to give 
wavelet coefficients (step 94). An inverse wavelet transform 
is then performed on the wavelet coefficients to derive the 
code words to be transmitted to the receiver (step 96). 
FIG. 7 is a general block diagram of the channel encoder 
16 representing arbitrary rate (N, K) codes, wherein N 
25 relates to the code word length and K relates to message 
block length. Preliminarily, k' is equal to K/gcd(N,K) where 
gcd is the greatest common divisor, and N' is equal to 
N/gcd(N,K). First, the message block is passed through a 
k'-band filter bank (operating a wavelet transform) to gen-
30 erate data streams 100. Then the data streams are prefiltered 
to obtain wavelet coefficients 102. An inverse wavelet 
transform is then performed 104 to generate the code word. 
Channel Decoder 
In accordance with the first embodiment of the invention 
35 FIG. 8 is a functional representation of the channel decoder 
24. As discussed in the aforementioned disclosure, when the 
code word is received by the channel decoder, code errors 
are incorporated therein. This code word, error combination, 
is first received by the channel decoder 24 from the demodu-
40 lator 22 (step 120). A wavelet transform is then performed 
on the code word, error combination (step 122). The output 
from the wavelet transform is then filtered and added 
together to derive what is referred to as a syndrome output 
(step 124), wherein the syndrome is symptomatic of the 
45 error received from the physical channel or storage medium 
20, and does not contain a portion of the code word therein. 
The syndrome is then passed to interpolation to generate the 
error pattern (step 126). Finally, the error pattern is sub-
tracted from the received signal to correct errors (step 128), 
50 thereby deriving the original message. 
As shown in FIG. 9, the channel decoder 24 comprises a 
filter bank structure which utilizes half-rate codes. First, the 
code word/error combination is transmitted to two parallel 
branches of the decoder structure, namely branch 1 and 
55 branch 2. A wavelet transform is then performed on both the 
first and second branches of the channel decoder, wherein 
the code word/error combination is first filtered through 
filters h0 (n) 130 and h1(n) 132, the coefficients of which have 
been solved for above with reference to filters g0(n) and 
60 g1(n). The filtered combination is then down-sampled by a 
factor of 2 by operation blocks 134 and 136, corresponding 
to the first and second branches. After down-sampling, the 
message is filtered by filter y0 (n) 138 on the first branch and 
y1 (n) 140 on the second branch. Finally, after filtering, the 
65 two branches are added together, deriving the syndrome. 
The derivation of the syndrome may best be described 
when considering the channel decoder 24 implemented by 
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polyphase structure, as is shown in FIG. 10. In so doing, 
H~z) is a filter with the z-transform obtained as Hiz)=r 0 
(z )H0 (z)+I'1 (z
2)H1(z) mod(z-N-1). Then, as shown by fil-
ters 150 and 152 respectively, u00(n) and u01(n) are consid-
ered to be the polyphase components of H(Z), and Hiz) 5 
may be solved. As is shown by FIG. 10, the code word/error 
combination is transmitted to two branches, namely branch 
one and branch two, in which the combination is first 
down-sampled by a factor of 2 (representative of half-code) 
by filters 154 and 156 respectively. The first and second 
10 
branches are then filtered by filters 150 and 152 rendering a 
first syndrome output, s00(n), and a second syndrome output, 
s01 (n). Finally, the addition of these outputs renders the total 
syndrome output, s(n). 
After deriving s(n), the channel decoder 24 of FIG. 11 is 
then utilized to reconstruct the original message sequence. 15 
In accordance with FIG. 11, the total syndrome is sent in 
parallel to an even branch and an odd branch, respectively 
branch 1 and branch 2. The syndrome is then filtered by filter 
r00(n) 160 on the even branch, and by filter r01(n) 162 on the 
odd branch, wherein the filters r00(n) and r01 (n) are the 20 
inverse filters of u00(n) and u01(n) of FIG. 10. A weight 
computation is then performed by a conditional interpolator 
to determine whether the even or odd branch contains the 
error. If the error occurs on the even branch, the first branch 
is utilized in the computation of the error output. Therefore, 25 
the syndrome output would be a function of the multi-rate 
filters associated with the even branch. Likewise, if the error 
occurs on the second branch, the bottom branch is utilized 
and derives the error. 
After filtering, the syndrome is up-sampled by a factor of 30 
2 by operation blocks 164 and 166. With rendition of the 
error, the derived error is subtracted from the received code 
word, thereby computing the original code word. Finally, a 
synthesis of a frame operator is performed on the code word 
to formulate the originally sent message.As is shown in FIG. 35 
11 the synthesis of a frame operator consists of filtering the 
code word, by filter 168, and down-sampling by a factor of 
10 
2. The encoder of claim 1, wherein said mathematical 
inverse wavelet transformation is further defined by a frame 
operation. 
3. The encoder of claim 1, wherein said transmission data 
is selected from the group consisting of multidimensional 
code data, block code data, convolutional code data, or 
nonlinear code data. 
4. The encoder of claim 1, wherein said means is a 
multi-rate filter. 
5. The encoder of claim 1, further comprising a means for 
combining a plurality of wavelet basis vectors based upon 
said message data and said mathematical inverse wavelet 
transformation to produce said transmission data as a code 
word. 
6. The encoder of claim 1, wherein said means is a digital 
filter, said digital filter configured to exhibit a predefined 
transfer function defined by a set of predefined filter 
coefficients, said filter coefficients being defined to perform 
said mathematical inverse wavelet transformation on said 
message data. 
7. The encoder of claim 1, wherein said means is an 
analog filter, said analog filter configured to exhibit a pre-
defined transfer function defined by a set of predefined filter 
parameters, said predefined filter parameters defining said 
mathematical inverse wavelet transformation. 
8. The encoder of claim 1, wherein said plurality of 
message data streams have a predefined relationship. 
9. The encoder of claim 1, wherein said plurality of said 
message data streams are identical. 
10. The encoder of claim 1, further comprising: 
means for combining wavelet basis vectors based upon 
said plurality of message data streams and said inverse 
mathematical wavelet transformation in order to pro-
duce said single data stream as a series of code words. 
11. The encoder of claim 1, further comprising a means 
for performing a mathematical wavelet transformation over 
said finite field on said message data, in addition to said 
mathematical inverse wavelet transformation, in order to 
produce said transmission data. 2, by filter 170. 
12. The encoder of claim 1, further comprising a means 
40 for communicating said transmission data over a wired 
electrical connection. 
It should be noted that the decoders which are utilized in 
this invention may also be utilized to decode third party user 
code. The only requirement for this function is that the third 
party code have the same structure as a wavelet code. As an 
example, certain codes, such as Golay codes and certain 
Reed Solomon codes, have a wavelet interpretation. Thus, 
even though the third party code is not necessarily encoded 45 
using a wavelet, its wavelet structure allows it to be decoded 
using the aforementioned wavelet decoder. 
In concluding the detailed description of the present 
invention, it should be noted that it will be obvious to those 
skilled in the art that many variations and modifications may 50 
be made to the embodiments discussed herein without 
substantially departing from the principles of the present 
invention. All such variations and modifications are intended 
13. The encoder of claim 1, further comprising a means 
for communicating said transmission data over a wireless 
communications medium. 
14. The encoder of claim 1, further comprising a means 
for communicating said transmission data to a memory from 
the group consisting of electrical, magnetic, optical, 
holographic, page oriented storage. 
15. A method for encoding data, comprising the steps of: 
receiving message data comprising a plurality of message 
data streams; and 
performing a mathematical inverse wavelet transforma-
tion over a finite field on said plurality of message data 
streams to produce a single stream of transmission data. 
16. The method of claim 15, wherein said mathematical 
inverse wavelet transformation analysis is further defined by 
a frame operation. 
to be included herein within the scope of the present 
invention, as set forth in the following claims. Further, in the 55 
claims hereinafter, the corresponding structures, materials, 
acts, and equivalents of all means or step plus function 
elements are intended to include any structure, material, or 
acts for performing the functions in combination with either 
claimed elements as specifically claimed. 
17. The method of claim 15, wherein said transmission 
data is selected from the group consisting of multidimen-
60 sional code data, block code data, convolutional code data, 
or nonlinear code data. The following is claimed: 
1. An encoder for enabling efficient error correction, 
comprising a means for receiving message data comprising 
a plurality of message data streams and for performing a 
mathematical inverse wavelet transformation over a finite 65 
field on said plurality of message data streams to produce a 
single stream of transmission data. 
18. The method of claim 15, further comprising the step 
of: 
combining a plurality of wavelet basis vectors based upon 
said message data and said mathematical inverse wave-
let transformation in order to produce said transmission 
data as a code word. 
US 6,898,756 Bl 
11 
19. The method of claim 15, further comprising the steps 
of: 
receiving said message data at a digital filter; and 
implementing said performing step by causing said digital 
filter to exhibit a predefined transfer function defined 5 
by a set of predefined filter coefficients. 
20. The method of claim 15, further comprising the steps 
of: 
12 
sional code data, block code data, convolutional code data, 
or nonlinear code data. 
36. The decoder of claim 29, wherein said means is a 
multi-rate filter. 
37. The decoder of claim 29, wherein a wavelet transfor-
mation is performed upon said transmission data to produce 
a plurality of data streams and then an inverse wavelet 
transformation is performed upon said plurality to produce 
a single data stream. 
receiving said message data at an analog filter; and 
implementing said performing step by causing said analog 
filter to exhibit a predefined transfer function defined 
by a set of predefined filter parameters, said predefined 
filter parameters defining said mathematical inverse 
wavelet transformation. 
10 
38. The decoder of claim 37, wherein error correction is 
performed upon said plurality of data streams or said single 
data stream or a combination thereof. 
21. The method of claim 15, wherein said plurality of 
message data streams have a predefined relationship. 
39. The decoder of claim 29, further defined by perform-
ing a mathematical inverse wavelet transformation in addi-
tion to performing said mathematical wavelet transforma-
15 tion. 
22. The method of claim 15, further comprising the step 
of: 
combining wavelet basis vectors based upon said plurality 20 
of message data streams and said mathematical inverse 
wavelet transformation in order to produce said single 
data stream as a series of code words. 
40. The decoder of claim 29, further comprising a means 
for deriving a plurality of wavelet coefficients based upon 
said transmission data and said mathematical wavelet trans-
formation in order to produce said message data. 
41. The decoder of claim 29, wherein said means is a 
digital filter, said digital filter configured to exhibit a pre-
defined transfer function defined by a set of predefined filter 
coefficients, said filter coefficients being defined to perform 
said mathematical wavelet transformation on said transmis-23. The encoder of claim 15, wherein said step of per-
forming said mathematical inverse wavelet transformation is 
performed by at least one multi-rate filter. 
25 sion data. 
24. The method of claim 15, wherein said plurality of 
message data streams are the same. 
42. The decoder of claim 29, wherein said means is an 
analog filter, said analog filter configured to exhibit a pre-
defined transfer function defined by a set of predefined filter 
parameters, said predefined filter parameters defining said 25. The method of claim 15, further comprising the step 
of: 30 mathematical wavelet transformation. 
performing a mathematical wavelet transformation over 
said finite field on said message data, in addition to said 
mathematical inverse wavelet transformation, in order 
to produce said transmission data. 
26. The method of claim 15, further comprising the step 35 
of communicating said transmission data over a wired 
electrical connection. 
27. The method of claim 15, further comprising the step 
43. The decoder of claim 29, wherein said plurality of 
message data streams are identical. 
44. The decoder of claim 29, further comprising: 
means for producing wavelet coefficients based upon said 
transmission data stream and said mathematical wave-
let transformation in order to produce said plurality of 
data streams. 
45. The decoder of claim 29, further comprising a means 
for producing a single message data stream from said of communicating said transmission data over a wireless 
communications medium. 
28. The method of claim 15, further comprising the step 
of communicating said transmission data to a memory from 
the group consisting of electrical, magnetic, optical, 
holographic, or page oriented storage. 
40 plurality of message data streams and for correcting errors 
imposed upon said message data stream by a communica-
tions channel while said message data stream was encoded 
as said transmission data, based upon said plurality of 
29. A decoder, comprising a means for receiving trans- 45 
mission data and for performing a mathematical wavelet 
transformation over a finite field on said transmission data to 
produce a plurality of message data streams, said plurality of 
message data streams having a predefined relationship and 
used to produce syndrome data. 50 
30. The decoder of claim 29, wherein said mathematical 
wavelet transformation is further defined by a frame opera-
tion. 
31. The decoder of claim 30, further comprising an error 
correction means associated with said transmission data to 55 
achieve a more accurate version of said message data. 
32. The decoder of claim 31, wherein said error correction 
means employs polyphase inverse filtering, an error locator 
technique, or a combination thereof. 
33. The decoder of claim 32, wherein after said error 60 
correction is implemented by said error correction means, a 
synthesis of a frame operator is applied to corrected trans-
mission data to obtain said message data. 
34. The decoder of claim 33, further comprising a multi-
rate filter for producing said frame operator. 
35. The decoder of claim 29, wherein said transmission 
data is selected from the group consisting of multidimen-
65 
message data streams. 
46. The decoder of claim 29, further comprising a means 
for performing a mathematical inverse wavelet transforma-
tion over said finite field on said transmission data, in 
addition to said mathematical wavelet transformation, in 
order to produce said message data. 
47. The decoder of claim 29, further comprising a means 
for receiving said transmission data from a wired electrical 
connection. 
48. The decoder of claim 29, further comprising a means 
for receiving said transmission data from a wireless com-
munications medium. 
49. The decoder of claim 29, further comprising a means 
for receiving said transmission data from a memory from the 
group consisting of electrical, magnetic, optical, 
holographic, page oriented storage. 
50. A method for decoding messages, comprising the 
steps of: 
receiving transmission data; and 
performing a mathematical wavelet transformation over a 
finite field on said transmission data to produce mes-
sage data having a plurality of message data streams, 
said plurality of message data streams having a pre-
defined relationship. 
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51. The method of claim 50, wherein said mathematical 
wavelet transformation is further defined by a frame opera-
tion. 
52. The method of claim 51, further comprising the step 
of performing an error correction operation to correct errors 5 
associated with said transmission data to achieve a more 
accurate version of said message data. 
53. The method of claim 52, wherein said step of error 
correction employs polyphase inverse filtering, an error 
locator technique, or a combination thereof. 
10 
54. The method of claim 53, wherein after said step of 
error correction, a synthesis of said frame operator is applied 
to corrected transmission data to obtain said message data. 
55. The method of claim 54, further comprising the step 
of producing said frame operator with a multi-rate filter. 
56. The method of claim 51, further comprising the step 15 
of: 
performing a mathematical inverse wavelet transforma-
tion over said finite field on said transmission data, in 
addition to said mathematical wavelet transformation, 
in order to produce said message data. 20 
57. The method of claim 50, wherein said transmission 
data is selected from the group consisting of multidimen-
sional code data, block code data, convolutional code data, 
or nonlinear code data. 
58. The method of claim 50, further comprising the step 25 
of: 
deriving a plurality of wavelet coefficients based upon 
said transmission data and said mathematical wavelet 
transformation in order to produce said message data as 
30 
a code word. 
59. The method of claim 50, further comprising the step 
of: 
communicating said transmission data to a digital filter, 
said digital filter configured to exhibit a predefined 
35 
transfer function defined by a set of predefined filter 
coefficients, said filter coefficients being defined to 
perform said mathematical wavelet transformation on 
said transmission data. 




66. The decoder of claim 50, further comprising a means 
for communicating said transmission data from a memory 
from the group consisting of electrical, magnetic, optical, 
holographic, page oriented storage. 
67. A system for designing coders, comprising: 
means for receiving a number base and wavelet length; 
means for producing wavelet basis vectors based upon 
said number base, said wavelet length, and a math-
ematical operation, wherein said mathematical opera-
tion is chosen from the group consisting of a wavelet 
transformation, inverse wavelet transformation, or a 
combination thereof. 
68. The system of claim 67, wherein said mathematical 
operation is further defined by a frame operation. 
69. The system of claim 67, further comprising: 
means for producing coefficients for a digital filter for an 
encoder based upon said wavelet basis vectors, said 
coefficients for causing said digital filter to transform 
message data into transmission data. 
70. The system of claim 67, further comprising: 
means for producing coefficients for a digital filter for a 
decoder based upon said wavelet basis vectors, said 
coefficients for causing said digital filter to transform 
transmission data into message data. 
71. The system of claim 67, further comprising: 
means for producing parameters for an analog filter for an 
encoder based upon said wavelet basis vectors, said 
coefficients for causing said analog filter to transform a 
message signal into a transmission signal. 
72. The system of claim 67, further comprising: 
means for producing parameters for an analog filter for a 
decoder based upon said wavelet basis vectors, said 
coefficients for causing said analog filter to transform a 
transmission signal into a message signal. 
73. The system of claim 67, wherein said wavelet basis 
vectors define one data stream based upon a plurality of data 
streams. 
74. The system of claim 67, wherein said wavelet basis 
vectors define a plurality of data streams based upon one 
data stream. 
75. The system of claim 67 implemented in software, 
hardware, firmware, or a combination thereof. 
communicating said transmission data to an analog filter, 
said analog filter configured to exhibit a predefined 
transfer function defined by a set of predefined filter 
parameters, said predefined filter parameters defining 
said mathematical wavelet transformation. 
76. A method for designing coders, comprising the steps 
45 of: 
61. The method of claim 50, wherein said plurality of 
message data streams are identical. 
62. The method of claim 50, further comprising: 
means for producing wavelet coefficients based upon said 50 
transmission data and said mathematical wavelet trans-
formation in order to produce said plurality of message 
data streams. 
63. The method of claim 50, further comprising the steps 
of: 
producing a single message data stream from said plural-
ity of message data streams; and 
55 
correcting errors imposed upon said single message data 
stream by a communications channel while said single 
message data stream was encoded as said transmission 60 
data, based upon said plurality of message data streams. 
64. The method of claim 50, further comprising a means 
for receiving said 
transmission data from a wired electrical connection. 
65. The method of claim 50, further comprising a means 65 
for receiving said transmission data from a wireless com-
munications medium. 
selecting a number base and wavelet length; 
producing wavelet basis vectors based upon said number 
base, said wavelet length, and a mathematical 
operation, wherein said mathematical operation is cho-
sen from the group consisting of a wavelet 
transformation, inverse wavelet transformation, or a 
combination thereof. 
77. The method of claim 76, wherein said mathematical 
operation is further defined by a frame operation. 
78. The method of claim 76, wherein said means for 
performing said mathematical operation is at least one 
multi-rate filter. 
79. The method of claim 76, further comprising the step 
of: 
producing coefficients for a digital filter for an encoder 
based upon said wavelet basis vectors, said coefficients 
for causing said digital filter to transform message data 
into transmission data. 
80. The method of claim 76, further comprising the step 
of: 
producing coefficients for a digital filter for a decoder 
based upon said wavelet basis vectors, said coefficients 
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for causing said digital filter to transform transmission 
data into message data. 
81. The method of claim 76, further comprising the step 
of: 
producing parameters for an analog filter for an encoder 5 
based upon said wavelet basis vectors, said coefficients 
for causing said analog filter to transform a message 
signal into a transmission signal. 
82. The method of claim 76, further comprising the step 
of 10 
producing parameters for an analog filter for a decoder 
based upon said wavelet basis vectors, said coefficients 
for causing said analog filter to transform a transmis-
sion signal into a message signal. 
83. The method of claim 76, wherein said wavelet basis 15 
vectors define one data stream based upon two data streams. 
84. The method of claim 76, wherein said wavelet basis 
vectors define two data streams based upon one data stream. 
85. An encoder for enabling efficient error correction, 
comprising a means for receiving message data and for 20 
performing a mathematical inverse wavelet transformation 
over a finite field on said message data to produce trans-
mission data; and 
means for combining a plurality of wavelet basis vectors 
based upon said message data and said mathematical 25 
inverse wavelet transformation to produce said trans-
mission data as a code word. 
86. An encoder for enabling efficient error correction, 
comprising: 
means for receiving message data and for performing a 30 
mathematical inverse wavelet transformation over a 
finite field on said message data to produce transmis-
sion data; 
wherein said means is a digital filter, said digital filter 
configured to exhibit a predefined transfer function 35 
defined by a set of predefined filter coefficients, said 
filter coefficients being defined to perform said math-
ematical inverse wavelet transformation on said mes-
sage data. 
87. An encoder for enabling efficient error correction, 40 
comprising: 
means for receiving message data and for performing a 
mathematical inverse wavelet transformation over a 
finite field on said message data to produce transmis-
45 
sion data; 
wherein said means is an analog filter, said analog filter 
configured to exhibit a predefined transfer function 
defined by a set of predefined filter parameters, said 
predefined filter parameters defining said mathematical 
50 
inverse wavelet transformation. 
88. An encoder for enabling efficient error correction, 
comprising: 
means for receiving message data and for performing a 
mathematical inverse wavelet transformation over a 55 
finite field on said message data to produce transmis-
sion data; and 
means for performing a mathematical wavelet transfor-
mation over said finite field on said message data, in 
addition to said mathematical inverse wavelet 60 
transformation, in order to produce said transmission 
data. 
89. A method for encoding data, comprising the steps of: 
receiving message data; 
performing a mathematical inverse wavelet transforma- 65 
tion over a finite field on said message data to produce 
transmission data; and 
16 
combining a plurality of wavelet basis vectors based upon 
said message data and said mathematical inverse wave-
let transformation in order to produce said transmission 
data as a code word. 
90. A method for encoding data, comprising the steps of: 
receiving message data at a digital filter; and 
performing a mathematical inverse wavelet transforma-
tion over a finite field on said message data to produce 
transmission data by causing said digital filter to exhibit 
a predefined transfer function defined by a set of 
predefined filter coefficients. 
91. A method for encoding data, comprising the steps of: 
receiving message data at an analog filter; and 
performing a mathematical inverse wavelet transforma-
tion over a finite field on said message data to produce 
transmission data by causing said analog filter to 
exhibit a predefined transfer function defined by a set of 
predefined filter parameters, said predefined filter 
parameters defining said mathematical inverse wavelet 
transformation. 
92. A decoder, comprising: 
means for receiving transmission data and for performing 
a mathematical wavelet transformation over a finite 
field on said transmission data to produce syndrome 
data; and 
an error correction means associated with said transmis-
sion data to achieve a more accurate version of said 
message data; 
wherein said mathematical wavelet transformation is fur-
ther defined by a frame operation and said error cor-
rection means employs polyphase inverse filtering, an 
error locator technique, or a combination thereof. 
93. A decoder comprising a means for receiving trans-
mission data and for performing a mathematical wavelet 
transformation over a finite field on said transmission data to 
produce syndrome data; 
wherein a wavelet transformation is performed upon said 
transmission data to produce a plurality of data streams 
and then an inverse wavelet transformation is per-
formed upon said plurality to produce a single data 
stream. 
94. A decoder comprising a means for receiving trans-
mission data and for performing a mathematical wavelet 
transformation over a finite field on said transmission data to 
produce syndrome data; 
wherein said means is a digital filter, said digital filter 
configured to exhibit a predefined transfer function 
defined by a set of predefined filter coefficients, said 
filter coefficients being defined to perform said math-
ematical wavelet transformation on said transmission 
data. 
95. A decoder comprising a means for receiving trans-
mission data and for performing a mathematical wavelet 
transformation over a finite field on said transmission data to 
produce syndrome data; 
wherein said means is an analog filter, said analog filter 
configured to exhibit a predefined transfer function 
defined by a set of predefined filter parameters, said 
predefined filter parameters defining said mathematical 
wavelet transformation. 
96. A decoder comprising: 
means for receiving transmission data and for performing 
a mathematical wavelet transformation over a finite 
field on said transmission data to produce syndrome 
data; and 
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means for performing a mathematical inverse wavelet 
transformation over said finite field on said transmis-
sion data, in addition to said mathematical wavelet 
transformation, in order to produce said message data. 
97. A method for decoding messages, comprising the 5 
steps of: 
receiving transmission data; 
performing a mathematical wavelet transformation over a 
finite field on said transmission data to produce mes-
sage data; and 10 
communicating said transmission data to a digital filter, 
said digital filter configured to exhibit a predefined 
transfer function defined by a set of predefined filter 
coefficients, said filter coefficients being defined to 
15 
perform said mathematical wavelet transformation on 
said transmission data. 
98. A method for decoding messages, comprising the 
steps of: 
receiving transmission data; 20 
performing a mathematical wavelet transformation over a 
finite field on said transmission data to produce mes-
sage data; and 
communicating said transmission data to an analog filter, 
said analog filter configured to exhibit a predefined 25 
transfer function defined by a set of predefined filter 
parameters, said predefined filter parameters defining 
said mathematical wavelet transformation. 
18 
99. A method for decoding messages, comprising the 
steps of: 
receiving transmission data; 
performing a mathematical wavelet transformation over a 
finite field on said transmission data to produce mes-
sage data, wherein said mathematical wavelet transfor-
mation is further defined by a frame operation; and 
performing a mathematical inverse wavelet transforma-
tion over said finite field on said transmission data, in 
addition to said mathematical wavelet transformation, 
in order to produce said message data. 
100. A method for decoding messages, comprising the 
steps of: 
receiving transmission data; and 
performing a mathematical wavelet transformation over a 
finite field on said transmission data to produce mes-
sage data wherein said mathematical wavelet transfor-
mation is further defined by a frame operation; and 
performing an error correction operation to correct errors 
associated with said transmission data to achieve a 
more accurate version of said message data, wherein 
said step of error correction employs polyphase inverse 
filtering, an error locator technique, or a combination 
thereof. 
* * * * * 
