In this paper intelligent search technique of variable structure learning automata (VSLA) has been used to solve single machine total weighted tardiness job scheduling problem. The goal is investigating reduction in delays result in late execution of the jobs after specified deadline as well as reducing the time required to find the best execution order of the jobs. For this reason, fixed structure learning automata and genetic algorithm approaches has been studied and then a new scheduling approach called VSLA-Scheduler has been proposed by employing variable structure learning automata technique. In order to identify strengths and weaknesses of the proposed method, its performance is compared with other intelligent techniques. In this regard, for performance evaluation of the proposed method and comparing it with other methods, computer simulations have been used. Finally, the results produced by the proposed and previous algorithms have been compared with the best solutions in OR library. Experimental results show that the proposed algorithm's performance (VSLA-Scheduler) is more acceptable than other methods.
INTRODUCTION
There are many problems which finding optimal solution for them with Polynomial time complexity algorithm is impossible and they require some algorithms with exponential time complexity. In these problems by increasing the input size of the problem, the time required to obtain the optimal solution, exponentially increases. The single machine total weighted tardiness (SMTWT) problem is one of these kinds of problems. In this paper, single-machine scheduling problem has been studied. The aim of this problem is minimizing total weighted tardiness of jobs which exist in an execution sequence. In this problem it must be executed n jobs on one machine sequentially. Each job i has a related processing time called Pi, a weight Wi, and a due date as di which are available for processing.
Tardiness of job i is defined as Ti= max {0, Ci-di} which Ci is completion time for job i in the current jobs sequence. In this problem the goal is to find a sequence of jobs such that the total weighted tardiness (   Hard [1] and optimal algorithms for solving this problem requires exponential computational time [2] [3] [4] [5] [6] [7] . Some of the methods proposed to solve this problem includes: branch and bound [8, 9, 10] , dynamic programming [11] , Simulated Annealing, Tabu search, Genetic algorithms and ant colony [2, 3, 12, 13] .
In this paper, a new scheduling method called VSLAScheduler using variable structure automata technique is proposed. To evaluate performance of the proposed method, problems and data sets available in OR library is used. The execution results of the proposed method have been compared in contrast with a number of previous methods which are presented to solve this problem. The previous methods which have been considered in this paper are genetic algorithm (GA) and fixed structure learning automata (FSLA). The GA which has been investigated in this paper has been presented in [14] together with some crossover and mutation operators. In addition the FSLA algorithm is presented in [15] together with different kinds of connections between the actions of automata. The best connections like Krylov and Krinisky has been used for the simulations of this paper. Experiment results indicate that the proposed algorithm's performance is acceptable compared to these methods.
In section 2, the learning automata algorithm and its different types are introduced. In section 3 the proposed model for solving the SMTWT problem has been presented. Section 4 presents experiments and their results about VSLA-Scheduler functionality against previously presented algorithms. Finally, Section 5 presents the conclusions of this study.
Learning Automata
Learning automata method is to determine the optimal operation of a limited set of predefined actions which are applicable in a random environment.
An automaton transacts in a feedback circuit with environment, so in every moment the output ) 0 (  of the environment, is an input for the Automata and the action ) 0 (  chosen by the Automata, is an input for the environment. Starting from initial state, the automaton selects action ) 0 (  and announces it to the environment, and in response the environment returns ) 0 (  . The automaton goes to the next state based on the response and its decision to choose the next action will be updated. There is a probable relationship between each action of the Automaton and the environment. And this relationship which is internal characteristic of the environment is recognized by the Automaton during learning steps. This operation selecting cycle, receiving response and changing state will be continued. The aim of this activity is finding an action to decrease the probability of receiving an unfavorable response from the environment. This action is called optimal action. Figure 1 illustrates the interactive behavior of learning automata and the environment.
It should be noted that in terms of the responses which are generated by the environment, it can be considered in three different models of P, S and Q. In the P-model environment the responses are defined as a binary set including favorable and unfavorable responses (0 for favorability and 1 for unfavorable responses). For more information about learning automata the reader may refer to [16, 17] .
Learning Automata can be classified into two main categories: fixed structure and variable structure learning automata (VSLA). In the first category the probability of all the actions are fixed, but the probabilities in the second category are modified in each iterations of the algorithm. A special kind of the fixed structure learning automata is called objectmigration [18] . It could be considered various connections for this kind of automata which Krinisky and Krylov objectmigration learning automata are two samples of them [16] . Meanwhile the fixed structure learning automata has been used for solving total weighted tardiness problem in [15] .
A VSLA is a quintuple <α, β, p, T>, where α is the action set of automata, β is an environment response set, p is the probability vector, each being the probability of performing every action in the current internal automaton state, and the function of T is the reinforcement algorithm.
In this kind of automata, if action ai is selected in step n and a favorable response is received from the environment, the probability of P i (n) will increase and beside other probabilities related to the other actions will decrease. And for every unfavorable response received from the environment, the probability of P i (n) will decrease and the probabilities related to the other actions will increase.
Fig. 1. Interactive behavior of learning automata and the environment
However, changes are made so that the sum of P i (n) values always remains constant and equal to one. While receiving favorable response, the learning algorithm that is used in this paper, changes the actions probability according to the following relations in Eq. (1) and Eq. (2).
(1)
And while receiving unfavorable response, changes for the actions probability will be done according to the following relations in Eq. (3) and Eq. (4).
It should be noted that in the above relations, a and b parameters are reward and penalty respectively and r represents the number of possible actions for the learning automaton. The amount of reward (a) and penalty (b) parameters values classifies automata. That is, when a=b, the automaton is called LRP. If 0<a<<b<1 the automaton is called LPεR, and if 0<b<<a<1, the automaton is called LRεP.
Proposed model using VSLA
In this section we will describe how we used the VSLA to solve the SMTWT problem. In this problem, for all n jobs, n learning automata has been made which the kth automaton determines the job which will be executed in the kth location of the jobs sequence. For solving the SMTWT problem using the VSLA, the jobs are considered as actions of the automata. Then for a problem with n jobs, we will have n automaton that each of them also has n actions. As a result, each automaton will suggest one of the jobs by selecting one of its actions.
At the beginning of this process, the chance of being selected is equal to all actions and total value of probability vector is equal to 1 for each automaton.
After making a solution as a result of action selection by all the automata, the proposed algorithm starts to calculate the total weighted tardiness of the solution. If the total tardiness related to the current sequence, compared to the previous iterations of the algorithm provide a smaller amount, the automata actions will be favorable and then will be rewarded. Otherwise, due to unfavorable actions selected by all n automata, they will be penalized. It is worth mentioning that in order to rewarding an action, the selection probability value related to that action is increased in the probability vector of automata, and consequently the other actions probabilities is decreased based on the learning algorithm which introduced in the previous section. In addition, to penalizing an action the scenario will be reversed. Figure 2 illustrates the proposed model used for solving the SMTWT problem using VSLA. As Figure 3 presents, in order to speed up search operations on the response space of the problem, learning automata algorithm is initialized using heuristic responses described in section 3.1.
To initializing the automata, the action probability has been set (biased) about one for corresponding action which recommended by the heuristic. For a biased automaton, the rate of penalizing is set to a value much greater than the rate of rewarding. It helps a wrongly biased automaton to correct itself rapidly. The general procedure used for variable structure learning automata is presented in figure 4 .
AU heuristic
One of the best heuristic search methods proposed to solve the SMTWT problem is the Apparent Urgency (AU) which has been used in many subsequent papers [19] . To use this heuristic method, first the apparent urgency AUj is calculated for all jobs as presented in Eq. (5). Then jobs are arranged in descending order of their apparent urgency.
 
) .
Here k indicates look-ahead parameter and is adjusted by the deadline pressure; p--is the average processing time. Furthermore, T is current time, however for static problems here is t = 0. 
Experimental Results
In this section the datasets used for experiments has been described in detail and the comparison of the proposed algorithm with previous ones has been presented.
Simulation Environment
To evaluate the proposed model, some sample problems have been used to solve by the proposed algorithm and the other previously offered methods. These sample problems have been downloaded from the OR library [20] . The best known solutions are also available in this library [21] .
There are three type of problems in term of problem size in the library (n=40, 50 and 100 jobs) that each of them involves 125 problem instances. The problem instances are generated as follows:
Each job j ( j=1,...,n ), an integer processing time pj has been assigned from the uniform distribution (1, 100), and an integer weight wj from the uniform distribution (1, 10). In order to generate different due dates for the problems, different parameters have been used. As a result, instance classes of varying hardness have been generated. The hardness of each problem depends on the range of due dates (RDD) and tardiness factor (TF). RDD refers to the relative due date and TF is delay factor for generating the problems. RDD and TF values are selected from the set {0.2, 0.4, 0.6, 0.8, 1.0} respectively. High value of RDD, indicates the wide range of due dates while the lower range of it shows a narrow range of due dates. TF value close to 1 indicates tight due date and a value close to 0 indicates a relaxed due date.
For each job j, an integer due date dj in the uniform distribution of [P(1-TF-RDD/2),P(1-TF+RDD/2)] has been assigned where P=SUM{j=1,...,n}p(j). When P(1-TF-RDD/2) is less than or equal to zero, dj is in uniform distribution (1, P(1-TF+RDD/2)). Five instances were generated for each of the 25 pairs of values of RDD and TF, yielding 125 instances for each value of n.
There are three files wt40, wt50, and wt100 in the standard library each one containing the instances of size 40, 50 and 100 respectively. Each file contains the data for 125 instances, listed one after the other. The n processing times are listed first, followed by the n weights, and finally n due dates, for each of the 125 instances. 
Experiments
In this section, the results of executing the previous algorithms and the proposed algorithm (VSLA-scheduler) have been discussed for the instance problems. As discussed in previous section, there are three types of instance problems with different number of jobs which have been included in our experiments. The obtained results have been presented in comparative figures and tables. As the results shows, using learning ability of VSLA technique resulted in better solutions in contrast with the other methods considered in this paper.
In tables and figures presented in this section, the results of the genetic algorithm are shown with "GA". In our tables, names "Krylov" and "Krinisky" are referring to fixed structure learning automata (FSLA) with special type of connections. It should be noted that in [16] different types of connections have been introduced for FSLA and the Krylov and Krinisky types of FSLA, have been used for solving the SMTWT problem in [15] . In addition, the word "VSLA" refers to the results of the implemented proposed algorithm to solve the problem using variable structure learning automata in the tables.
Experimental conditions were identical for all algorithms. The best parameters which have been tested previously have been used. Iterations number for all the algorithms was 5000. Rate of the crossover operator for GA was 0.8 and the rate of mutation operator was 0.3. The operators used in this algorithm had been introduced as the best ones in [14] . In
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The Depth of fixed structure learning automata has been considered 10 states. In the VSLA, reward (a) and penalty (b) parameters are 0.7 and 0.000015 respectively. It should be noted that the amount of the penalty parameter is considered very small in order to prevent accidental operation of automata.
The first experiment has been done to solve the 125 problems containing 40 jobs. Table 1 illustrates the results of this experiment. As noted above, for each pair of RDD and TF values, five random problems exists in the OR library. The results presented in the following tables are average of executing the algorithms for these 5 random problems. As presented in table 1, in most cases the amount of deviation percentages of the proposed VSLA algorithm is less than other algorithms. That is, the results produced by the VSLAScheduler are closer to the optimal values.
The second set of problems in the OR library included 50 jobs which have been used for executing second experiment. The goal of this experiment was evaluating the proposed method for the problems with more jobs. Finally, as the achieved results from the all three experiments summarized in figure 5 , the results illustrate that the proposed algorithm (VSLA-Scheduler) gives minimum deviation percentages from the optimal results in contrast with the other previously presented algorithm which was studied in this paper.
Conclusion
In this paper, a scheduling method based on learning automata technique has been presented for solving the single machine total weighted tardiness problem. In order to evaluate the proposed method, some of previous methods for solving this problem have been simulated and their results compared with the proposed algorithm's results.
The simulated algorithms include two kinds of the FSLA and a GA approach. The comparisons have showed that the variable structure of learning automata have better performance than fixed structure for solving the SMTWT problem.
According to the results achieved from comparisons, the proposed method has produced near optimal or better solutions than the others. The advantage of the proposed method compared to existing ones is using a learning system based on the environmental feedback. That is, each time producing a new solution, the VSLA-scheduler algorithm updates the probability vector of the set of automata according to the amount of performance metric (TWT) achieved by the solution.
Genetic algorithms have a random nature and this feature probably diverge it from appropriate solutions. The proposed method with the use of learning ability and correction of previous changes by rewarding and penalizing the automata has the ability to generate better results 
Table3
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