Abstract-It has been. As an automated validation method recommended by the IEEE Standard 1597.1/2, the FSV method has gained broad attention in the practice of computational electromagnetics modeling and simulations. This paper reviews the motivation, evolution, enhancements, and criticisms of the method over this time. The aims of this paper are to give a detailed contextualization of the development of the FSV method itself and to discuss the open questions and possible strategies of the next generation of automated validation methods.
I. INTRODUCTION
I N A computational electromagnetics (CEM) environment, validation is an imperative crucial integral element, ensuring that the modeling technique behaves in a known way. Meanwhile, electromagnetic simulation results common to electromagnetic compatibility (EMC) frequently show high levels of (visual) complexity through a large number of features such as peaks and troughs. The comparison of large volumes of complex data resulting from CEM simulations is also a demanding task, especially when validating the performance of numerical models against measured results or another model, and evaluating measurement repeatability [1] - [6] .
As the human visual system (HVS) allows flexibility within assessments made on the quality of datasets under comparison, visual evaluation is the most powerful and widely used method of CEM validation [7] , [8] . Experienced engineers can comprehensively assess the validity of simulation from their knowledge of the application areas and the physics of the models or measurements. However, the HVS is a complicated mechanism, prone to many types of physical and psychological influences. Fatigue is a major source of inaccuracy within the results of visual evaluation [9] . Meanwhile, physical and experiential differences along with age have an enormous bearing on the visual A. Orlandi is with the UAq EMC Laboratory, University of L'Aquila, L'Aquila 67100, Italy (e-mail: antonio.orlandi@univaq.it).
G. Zhang is with the Harbin Institute of Technology, Harbin 150001, China (e-mail: zhang_hit@hit.edu.cn).
Color versions of one or more of the figures in this paper are available online at http://ieeexplore.ieee.org.
Digital Object Identifier 10.1109/TEMC.2017. 2776406 evaluation results of different subjects [4] . This is particularly acute if the outcome of the comparison needs to be communicated to a third party. An automated or numerical method of comparison would make the task of comparing large sets of potentially complex datasets much easier and would produce a quantitative result that could be easily communicated [10] . Although simple in principle, automated validation can be a rather complicated process in practice.
As the basis of the development of an automated validation method, the characteristics of visual search mechanism were discussed and summarized in [9] . It is indicated that the HVS attributes many variabilities to the results of visual evaluations performed by different subjects. In order to gain a level of confidence expressing the quality of a comparison between visual stimuli, it is appropriate to combine the results of a number of subjects performing identical tasks. In this way, variabilities between the results of different subjects may be studied, and a measured level of confidence may be attributed to the nature of compared stimuli. Based on this, a rating scale to assist human visual comparisons, and hence provide a qualitative measure of visual similarity, was developed in [7] . The proposed rating scale provides a calibration technique, by which the performance of an algorithmic approach to data comparison is benchmarked.
There are a number of candidate techniques available to undertake the data comparisons. Unfortunately, purely statistical methods are not generally well-suited to providing adequate quantification of the sort of comparison data that arises within CEM studies [11] . Correlation and reliability functions are techniques in frequent use to quantify the level of agreement between datasets. However, correlation [12] lacks sensitivity for the visually complex data typical to the field and is not able to provide sufficient supporting data to validate the CEM simulations [13] . Existing reliability functions [10] , originally developed for surface crystallography, showed more promise, but did not satisfy the acid test of providing an output, which is broadly in line with the response of a group of engineers. In addition, the statistical approach, e.g., parametric and nonparametric tests, was also shown to be not applicable in the validation of CEM [11] .
The basic principles that automated validation methods should fulfill were presented in [14] : 1) Implementation of the validation technique should be simple.
2) The technique should be computationally straightforward.
3) The technique should mirror human perceptions and should be largely intuitive. 4) The method should not be limited to data from a single application area. 5) The technique should provide tiered diagnostic information. 6) The comparison should be commutative. In this case, the feature selective validation (FSV) method was originally proposed in 1999 [9] , which was developed using a similar approach to the development of reliability functions but recognizing that the engineers' decision-making is based largely on a review of the trend data comparison and of the feature data comparison. Highly detailed diagnostic information is available allowing valid assessments of both the location and magnitudes of differences between compared signals [15] . The FSV method provided the analyst with flexibility in the analysis of results, including the ability [16] 1) to derive quantitative figures of merit, which represent the quality of a comparison, 2) to study different aspects of the compared results, separately weight the significance of different measures to suit the particular situation, 3) to combine the different figures of merit into a single parameter, and 4) to rank the results using a quantitative scale based on the values of the figures of merit. The FSV method was developed to transfer this capability to an algorithmic validation scheme, thereby improving the accuracy and reliability of validation results as well as the speed and, thereby, allowing a measured level of confidence to be associated with results from a wide cross section of application areas.
This paper aims to review the development of the FSV method from its original algorithm through its enhancements, to criticisms and future developments. The paper is organized as follows: in Section II, a brief overview of the evolution of the FSV algorithm is presented. The latest enhancements of the FSV method, which have not been incorporated into the standard version, are reviewed in Section III. Section IV discusses the criticisms or challenges that are confronted in the development and application of the FSV method. Section V presents the possible enhancements that could be done in future. Some conclusions are drawn in Section VI as well as the scene is set for the companion part II paper.
II. FSV ALGORITHM
The FSV method has been adopted by the IEEE Standard 1597.1/2 [17] , [18] and several FSV codes have been available online. However, it is noted that the current version or standard version of the FSV algorithm has evolved in comparison with that of the prototype in [9] . This section reviews the algorithm.
A. Original Algorithm
The original algorithm of the FSV method was formally proposed and elaborated in Dr. Martin's Ph.D. thesis [9] , although the initial prototype of this method was discussed in [1] . Generally, the FSV method comprises two component measures: the amplitude difference measure (ADM) and the feature difference measure (FDM). The ADM compares amplitudes and trends, and the FDM compares the rapidly changing features, both using differences of amplitudes and derivatives in the manner of the R-factors [10] . The combination of these measures gives the global difference measure (GDM). A GDM value of 0 indicates a perfect comparison. The original FSV procedures proposed in [9] were as follows: 1) To transform the input datasets I 1 and I 2 using Fourier transforms as a preparation for filtering. 2) To obtain the low-frequency components Lo 1 and Lo 2 , and high-frequency components Hi 1 and Hi 2 of the input datasets I 1 and I 2 , respectively. The Fourier-transformed datasets given by step 1) are first segmented using the filter shown in Fig. 1 . N bp is decided by
where T DW S(i) is the value of the ith independent variable within the Fourier-transformed dataset, S is the sum of the values of the independent variable, and N is the sum of the values of the independent variable. It is noted that the value of N dc is not indicated in [9] . Then, the windowed low-frequency data are inverse transformed to obtain Lo 1 and Lo 2 . Accordingly, the windowed highfrequency data are inverse transformed to obtain Hi 1 and Hi 2 . This is named segmentation phase. 3) To calculate the point-by-point ADM by
where N is the sum of the values of the independent variable and n is the nth data point. The inclusion of the scaling factor 1.5 in (3) is used to map the ADM to the required quantitative values indicated in Table I . [9] FSV value y (quantitative) FSV interpretation (qualitative)
Poor y > 1. 6 Very poor 4) To calculate the point-by-point FDM by
where Lo {1,2} and Hi {1,2} are the first derivatives of the Lo {1,2} and Hi {1,2} components, respectively, Hi {1,2} is the second derivative of the Hi {1,2} component. The sublevel difference measures in (4)-(6) emphasize independent areas of the compared signals. The scaling factors 2, 4, and 6 included in (4)-(6), respectively, allow the quantitative values obtained from the FDM to be scaled employing Table I , with the magnitude of these scaling factors derived employing the combined visual evaluation results of highly trained subjects from several fields of study. 5) The GDM is obtained through vector addition of the ADM and FDM. The GDM gives a clear indication of both amplitude and feature differences between compared signals, quantifying the overall assessment of a comparison:
The weighting factors amplitude difference tolerance (ADT) and feature difference tolerance (FDT) scale the ADM and FDM values included in the GDM, respectively, and are given a value of unity for unbiased operation. For instance, an FDT value of less than unity that emphasizes differences in low-level trends and relegates the importance of high-level features would be assigned to datasets with noise. It is noted that both the ADT and FDT should be set under normal operation so that their multiplication equates to unity as indicated in (9), which allows a balanced scaling methodology. This is an under-used aspect of the algorithm and one that is open to further analysis and refinement.
It is also noted that the GDM value obtained from an unweighted FSV analysis will never be less than the smallest value of the two component measures (ADM and FDM), due to the nature of the GDM algorithm.
6) To determine the equivalent visual scale values for ADM, FDM, and GDM according to Table I . Then, the qualitative results of FSV are presented in the form of a sevencategory histogram, named xDMc (x is A, F, or G and c indicates confidence histograms are being referred to), which show the proportion of the point-by-point results, xDMi (x is A, F, or G, and i indicates the data are for individual points), falling into the six natural language descriptor categories. The mean value of xDMi is labeled as xDMt (x is A, F, or G and t standing for total or summary measure) to give an overall value of the comparison.
B. Standard FSV Algorithm
After the FSV method was proposed, modifications and enhancements were continuously introduced, resulting in a "stable" standard version in 2006 [14] , [15] , [19] . This version was adopted by the IEEE standards 1597.1/2 in 2008/2010. Compared with the original FSV method, the standard version introduced the following modifications.
1) Filter Used in Signal Segmentation is Changed:
A new filter, as shown in Fig. 2 , was used in the Fourier-transformed datasets to obtain the dc, low-, and high-frequency components. A "breakpoint" five data points above this is returned-a value that allows a comfortable transition window between the low and the high results. In addition, the calculation of N bp in (2) was also modified:
where N 40% is the element containing the "40% location." The "breakpoint" location N bp is five data points higher than the "40% location." N dc is set to 4. [14] FSV value y (quantitative) FSV interpretation (qualitative)
2) Calculation of ADM is Modified:
The calculation of ADM in (3) ignores the dc information in both of the datasets under comparison. The dc component was introduced to the calculation of ADM in [20] . In addition, the scaling factor 1.5 in (3) was modified to 1:
where
3) Calculation of FDM is Modified:
The modifications of the FDM are the scaling factors 2, 4, and 6 included in (4)-(6), which were changed to 2, 6, and 7.2. These factors are modified to balance the internal submeasures of FDM, emphasizing either low-level trends (broad peaks/troughs) or higher level features (narrow peaks/troughs) [9] :
4) Rating Scale is Modified: FSV interpretation scale was modified as presented in Table II that deleted the "ideal" category. In this way, the form of qualitative result, xDMc, becomes a six-category confidence histogram.
5) GRADE-SPREAD Indicators:
In the evolution of the onedimensional (1-D) FSV method, especially in the FSV tool developed by the UAq EMC Laboratory, University of L'Aquila, two complementary indicators were introduced to provide help in the interpretation of the confidence histograms [21] .
Specifically, the GRADE figure of merit was introduced to represent the quality of the comparison, which is defined as the number of categories that the cumulative total of the histogram (starting from excellent) requires to exceed a given value (with a default value of 85%). Effectively, a smaller GRADE means a better agreement between datasets.
The SPREAD figure of merit was introduced to show the confidence of the xDMc, which is defined as the number of categories (starting from the largest) that is required to cumulatively exceed a given value (with a default value of 85%). The SPREAD serves as variance or standard deviation in statistical methods. A lower SPREAD means a better defined result.
Furthermore, considering that the SPREAD is a measure of confidence that can be placed in each of the FSV components, it would seem appropriate to de-emphasize either the ADM or FDM if it has a much greater SPREAD than the other does. Therefore, the following procedure is introduced in [21] as an enhancement of the FSV method:
Spread ADM and Spread FDM are the SPREAD values of ADMc and FDMc, respectively.
Except for the aforementioned modifications, the standard FSV method in [17] also provides practical instructions to the procedures that are not clearly indicated in the original FSV method. For instance, it is required that the datasets under comparison must have the same number of data points located at the same positions on the independent x-axis. If not, the overlap window needs to be obtained and the data interpolated in the overlap region to ensure coincident pairs of data points.
III. EVOLUTION OF THE FSV METHOD
Progress on developing and refining the FSV method has been ongoing. New challenges have become evident and, accordingly, enhancements have been developed.
A. Combination With Mainstream Statistics
One reason the FSV method was developed is that the statistical techniques available for data comparison, including correlation, parametric, and nonparametric tests, did not reliably help in undertaking comparisons, particularly when multiple comparisons were required. However, work has been underway to look at using FSV data as source data for a nonparametric statistical analysis. It is anticipated that this will add further flexibility [22] .
Statistical moments have been applied to the FSV distributions. The mean, xDMt, has been used since the first FSV developments including to compare with, for example, visual assessment. The six-category histogram, xDMc, is a form of probability density function (PDF) showing the distribution of the FSV point-by-point result [23] . GRADE and SPREAD proposed in [21] are proxies for standard deviation and skewness.
Furthermore, the PDFs derived from the point-by-point result of FSV were introduced to show the distribution of quantitative results in a more general way than confidence histograms in [24] . The introduction of the PDFs opens up opportunities to apply statistical methods to the FSV results, and therefore provide evidence for more potentially revealing meta-analysis. For instance, the variance or standard deviation can help in interpreting how much confidence can be placed on the xDMt as part of comparison decision-making [25] . This implies that error bars can be useful in communicating the significance of a result. For example, a GDMt of 0.7 gives a general level of agreement but 0.7 ± 0.2 and 0.7 ± 0.05 have very different meanings. In addition, the standard deviation may also be applied to the dynamic weighting of ADM and FDM to provide a more subtle approach to the use of the SPREAD proposed in [21] .
Introducing PDFs has also provided a way to look at the significance between comparisons such as measured versus visual data or against given reference data, between repeated measurements or between successive iterations of a simulation. The ability to undertake nonparametric tests such as the two-sample KS-test is presented in [25] to assist the user to interpret the degree of difference in multiple comparisons.
B. Surface (Two-Dimensional) Comparisons
With the development of computational and experimental techniques, more and more complex data are going to be compared. A key challenge of this is that the number of degrees of freedom in the dataset increases, such as H/E fields in an x, y, z directed volume, time-varying magnetic (H) and electric (E) field in a two-dimensional (2-D) area [26] . It may also be due to the current density of a structure being a function of location, time, and frequency.
The implementation in [9] treated the 2-D data as a folded 1-D data and, therefore, the filters were only first-order representations of 2-D filters. This approach is simple and easy to implement. However, as the converted 1-D data are assembled in one direction, this strategy does not fully allow for n-D data with features that differ in all directions. The strategy applied in [27] followed the general implementation of the standard 1-D FSV, which was performed by replacing 1-D Fourier transform with the 2-D Fourier transform to the data. In this way, the obtained results could be rated using the standard FSV interpretation scale. Reference [28] takes a similar approach. Nevertheless, both the approaches do not naturally scale well for higher degrees of freedom, particularly if there are sizable differences in the number of points in different directions.
The approach in [29] is to repeatedly use 1-D FSV on each line of data and then each column of data. Then, the weighted root square at each individual point is taken to get the combined xDMi. This approach keeps FSV in the "normal" range, as referred to 1-D FSV, irrespective of the number of degrees of freedom. The advantage of the proposed algorithm is that all the improvements and enhancements to 1-D FSV can be directly applied to nD without being "recast" in some way [22] .
Furthermore, this approach allows data with different number of points in each direction to be compared. The three-dimensional (3-D) FSV method based on the established generalized n-D FSV approach was elaborated and verified in [30] .
One of the most challenging aspects of extending the 2-D FSV method to 3-D or higher dimensions is to obtain user comparisons to formally verify its performance. It is difficult to visually assess 2-D data and virtually impossible for greater degrees of freedom, so approaches to "calibrating" FSV comparisons with various levels of known disagreement are to be investigated [31] . References [29] and [30] used image and video quality assessment databases to show the performance of the FSV 2-D and 3-D algorithm. Although a good agreement is observed with thousands of distorted images and videos, the visual benchmark of 2-D and n-D CEM data should be established in future, which is a need to adopt a more rigorous approached based on experimental psychology.
IV. CRITICISMS OF THE FSV METHOD
The heuristic nature of FSV means that its evolution and application can be accompanied by criticisms and challenges. This section reviews the criticisms that the FSV method faced after it was proposed as well as the corresponding solutions.
A. Categories Can be Misleading
One of the attractive advantages of FSV in the early stages was the use of natural language descriptors to bridge the gap between expert opinion and the quantitative indicators. Nevertheless, the method used to generate the qualitative indicators xDMc, as shown in Table II , causes one of the most relevant problems found in the FSV [32] . This methodology works well if the data of the xDMc indicators have a predominant mode, otherwise, the qualitative results can be confusing. This problem can occur when the dataset has a region with a good agreement and another with low similarity. In this case, the xDMt, which is obtained by taking the average of xDMi, shows inconsistency with xDMc. It was suggested in [32] that the median of xDMi should be used as the overall indicator, because it is a robust estimator of centrality and more reliable in the presence of outliers.
It also has been noted that, compared with visual assessment, the spread of the confidence histogram of FSV can be broader [33] . Therefore, it would be also advisable to include a measure of the dispersion in the presentation of xDMt, e.g., the introduction of error bars in Section III.
It is a natural fact that there is no clear boundary for human interpretation when we talk about, for example, of "poor" and "very poor." Hence, the square category membership function shown in Table II may not be in line with visual assessment. Therefore, several fuzzy membership functions (Gaussian, trapezoidal, or triangular) were investigated in [33] . However, it was demonstrated that these fuzzy criteria did not offer significant improvement. Then, a float membership function was introduced [34] , which flexibly changes the location of boundaries according to the values of GDMt rather than changing the shape of membership functions. This float approach did show some improvement in the comparison between FSV and visual assessment.
In addition, with an increasing interest in multiple dimensional FSV, the natural language descriptors may become unhelpful, since the expert opinion is difficult, even impossible, to obtain in this case. As a result, the nature and use of these natural language descriptors may need to be reviewed [22] .
B. Variable Numbers of Points and Their Influence on the Results
Future applications of FSV may include the need to process comparisons in real time (such as for process control or for simulation convergence testing) or to process vast quantities of data for one comparison (such as with multidimensional FSV). It is, therefore, important to investigate the effect that preprocessing has on the data to reduce the computational time associated to each comparison. A related problem is that not all data points to be compared will be valid (because of repeated data points, errors, noise, etc.) or there may be continuous blocks of missing data. References [35] and [36] provided an investigation into this behavior and some preliminary observations were obtained.
They can be summarized as follows: 1) FSV is robust in that it does not change the output values appreciably when the input data density changes, providing the data remain visually unchanged. 2) Data can be adequately down sampled to approximately 200 data points on condition that the data features are distributed across the domain of interest and not "bunched" on the graph. The results do suggest that down-sampling below this level is feasible but 200 points has been suggested as a conservative lower limit, which will have broad utility. 3) FSV results are not significantly changed if the number of data points missing is limited to less than approximately 10% (This is based on the assumption that the datasets have been down-sampled to around 200 points). 4) FSV is sensitive to continuously missing data points. The FSV result may demonstrate significant differences with a block of only 1% of points being continuously missing. Based on these conclusions, the computational resources may be saved through reducing the density of datasets. And they also provide a benchmark for the reliability assessment for the comparison of datasets with points missed. Future work will build on this study to provide more rigidly applicable guidelines for users of FSV. One area that has been demonstrated to be a topic suitable for further research is how to deal with "gaps" in the data: a situation that occurs regularly in EMC simulations and measurements.
C. Negative Going Data
Improving the accuracy and consistency of FSV when applied to comparison where data crosses the x-axis ("zero crossing") is a challenge, the solution to which will enhance multidimensional FSV as well as time-domain data [31] . For the datasets that repeatedly cross the axis, the FSV results are often more pessimistic than those given by visual assessment. This is particularly noticeable in the comparison of transient phenomena, which are often assessed in the time domain.
The solution to the zero crossing data comparison has been discussed in [31] . A straightforward, and generally accepted, solution is to offset the original data so it exists entirely in one half-plane. It has been demonstrated that this measure can effectively improve the agreement between FSV prediction and visual assessment. This solution does not change the FSV algorithm but the dc property of datasets is changed. It is anticipated that any resulting offset to the original data will have little effect on the data to be compared, providing the offsets are relatively small; large offsets will alter the data and, hence, a variation in the FSV results can be expected.
Zhang et al. [37] made modification to the algorithm of FSV to compare the zero crossing data without requiring any data preprocessing. It is shown that the ODM may be the main culprit in reducing agreement with the process of visual assessment. A modification to the calculation of ODM was presented, which incorporated the low-frequency component as part of the reference of dc discrepancy. The calculation of δ in (12) is modified:
The study reported in [37] suggests that this modification can reduce the disagreement between FSV results and visual assessment without any preprocessing of the original datasets. It is also demonstrated that the change to the method has little effect on the assessment of non-zero-crossing datasets.
D. Transients and Manipulating the Comparison
The validation of numerical models by applying the FSV method to transient phenomena poses some more challenging problems compared with typical frequency domain-based validation. Jauregui et al. [38] presented a small survey that resulted in a proposed approach to using FSV for transient data. It was shown that experienced engineers separate a transient signal into subregions, rating the importance of these regions in an intuitive way based on their experience. Nevertheless, when this process needs to be captured algorithmically, it is difficult to find the parameters that have the same agreement to the experts' opinions and artificial intelligence based systems may simply take too long to "train" effectively. In this case, the weighted FSV [39] and dynamic-FSV (D-FSV) [38] were proposed. The D-FSV method was developed by taking the regions and weighting criteria into account. It was demonstrated that the D-FSV method can provide FSV results that are much closer to the visual assessment than FSV results without this enhanced approach.
V. DISCUSSION
The calculation of GDM in (8) introduced weighting factors ADT and FDT, which allows users to directly weight the component measures of the FSV method based on subjective judgment related to the inherent properties of the compared signals and/or the diverse characteristics of the application area in question. However, both the ADT and FDT are set to unity in most cases, since there is no definite instruction for the selection of their values. Also, these two weighting factors are removed in the IEEE standard FSV method. Weighting the ADM and FDM as well as different parts of the datasets becomes a more difficult concept to consider for multidimensional data. It is clear that additional work needs to be considered to try to understand the nature of the problem.
The development of the 2-D and n-D FSV method will be an important topic in the future. Therefore, how to obtain reference visual assessment benchmark is becoming an imperative problem. Thus, there is a need to adopt a more rigorous approach based on experimental psychology. Revisiting the mathematics to simplify the presentation and improve the implementation is important to help in achieving reasonable run times and aid an understanding of the method, particularly if large numbers of high volume datasets are used.
VI. CONCLUSION
In this paper, the development of the FSV method is reviewed. Particularly, the latest progress in the evolution of FSV for multidimensional data comparison has been discussed. Existing challenges and topics that need to be investigated are also elaborated. It is demonstrated that, compared with the prototype, great improvements and enhancements have been made to the FSV method that will play more and more important role in the validation of CEM modeling and simulations.
In addition to the theoretical development of the FSV method, various applications have been reported in the past decades. We will review the challenges and enhancements in the application of the FSV method in the next part.
