The NASA In Situ Airborne Formaldehyde (ISAF) instrument is a high-performance laser-based 20 detector for gas phase formaldehyde (HCHO). ISAF uses rotational-state specific laser excitation 21 at 353 nm for laser-induced fluorescence (LIF) detection of HCHO. A number of features make 22 ISAF ideal for airborne deployment, including 1) a compact, low-maintenance fiber laser, 2) a 23 single-pass design for stable signal response, 3) a straightforward inlet design, and 4) a 24 standalone data acquisition system. A full description of the instrument design is given, along 25 with detailed performance characteristics. The accuracy of reported mixing ratios is ±10% based 26 2 on calibration against IR and UV absorption of a primary HCHO standard. Precision at 1 Hz is 1 typically better than 20% above 100 pptv, with uncertainty in the signal background contributing 2 most to variability at low mixing ratios. The 1 Hz detection limit for a signal/noise ratio of 2 is 36 3 pptv for 10 mW of laser power, and the e-fold time response at typical sample flow rates is 0.19 4 s. ISAF has already flown on several field missions and platforms with excellent results. 5 6
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Introduction 7
Formaldehyde (HCHO) is a ubiquitous constituent of the Earth's atmosphere. It is primarily 8 produced during hydrocarbon oxidation, with an estimated source strength of 250 ± 54 Tg yr -1 9 (Fortems-Cheiney et al., 2012) . In the background troposphere, the oxidation of methane (CH 4 ) 10 by hydroxyl radical (OH) is the main source. Photochemical degradation of anthropogenic and 11 biogenic hydrocarbons greatly enhances HCHO production in the lower troposphere, with the 12 most significant precursor being the biogenic hydrocarbon isoprene. HCHO is also emitted 13 through fuel combustion (Olaguer et al., 2009; Luecken et al., 2012) , biomass burning (Yokelson 14 et al., 2013) and vegetation (DiGangi et al., 2011) . These sources are generally minor globally 15 compared to secondary production, but they may be significant locally. HCHO is lost via 16 photolysis and reaction with OH, with a typical daytime lifetime of 2 -3 hours. Wet and dry 17 deposition are minor sinks globally, but can be significant locally, such as during precipitation. 18 Typical mixing ratios range from 10's of pptv (parts per trillion by volume) in pristine air to 19 several hundred ppbv (parts per billion by volume) near combustion sources. 20 HCHO is a tracer for, and active participant in, multiple atmospheric processes. As a byproduct 21 of hydrocarbon oxidation, HCHO can provide quantitative constraints on the photochemical link 22 between primary emissions and secondary pollutants (Chatfield et al., 2010; Duncan et al., 2010) . 23 A number of studies have employed satellite-based HCHO observations to better constrain 24 isoprene emission inventories (Palmer et al., 2003; Palmer et al., 2006; Millet et al., 2008; Marais 25 et al., 2012) . Because of its short lifetime, the mixing ratio of HCHO in the upper troposphere is 26 typically 10 to 100 times less than that near continental surfaces. Convection can pump surface 27 air to the upper troposphere very rapidly, and HCHO is a valuable marker for the efficiency of 28 this process (Barth et al., 2007; Fried et al., 2008) and a participant in ensuing chemistry (Apel et 29 al., 2012) . Furthermore, photolysis of HCHO is a potent source of radicals and thus helps to 1 propagate chemical cycles (Edwards et al., 2011; Edwards et al., 2013) . 2 A handful of techniques are currently available to measure HCHO in the atmosphere; a review of 3 these methods and inter-comparisons can be found elsewhere (Gilpin, et al., 1997; Cardenas et 4 al., 2000; Hak et al., 2005; Wisthaler et al., 2008; Kaiser et al., 2014) . Laser-based and 5 spectroscopic methods are generally employed when high sensitivity and time response are 6 required. The most common among these include tunable diode laser-based absorption 7 spectroscopy (Weibring et al., 2007; Fried, et al., 2008) , differential optical absorption 8 spectroscopy (DOAS) (Baidar et al., 2013) and laser-induced fluorescence (LIF) (Hottle et al., 9 2009 ). Diode laser spectroscopy and DOAS rely on molecular absorption in the IR and UV 10 regions, respectively, while LIF utilizes UV-stimulated emission. DOAS can be applied for in 11 situ or remote (column-averaged) observations, and a similar principle underlies satellite-based 12 HCHO observations (Chance et al., 2000) . Indeed, HCHO is one of only a few hydrocarbons 13 observable from space, and high-quality in situ observations are critical for retrieval validation. 14 Instrumentation for airborne observations is held to stringent engineering standards. An ideal 15 instrument is small, lightweight, low power, and able to withstand vibrations and large 16 temperature variations. Low maintenance, calibration stability and fast time response (≥1 Hz) are 17 also desirable. For HCHO, a substantial dynamic range -roughly four orders of magnitude -is 18 also necessary to adequately sample mixing ratios throughout the troposphere and lower 19
stratosphere. Here, we present the NASA in situ airborne formaldehyde (ISAF) instrument, a new 20 LIF-based HCHO detector that meets or exceeds all of the above requirements. After a brief 21 synopsis of the LIF method in Section 2, we provide a detailed description of instrument 22 construction (Section 3) and performance characteristics (Section 4). Section 5 gives an example 23 of observations taken during a recent field campaign. 24 25
Principle of operation 26
LIF is a well-established spectroscopic method for selective measurement of trace gases. LIF 27 detection of HCHO was first reported by Becker et al. (1975) and refined by Möhlmann (1985) . 28 Hottle et al. (2009) directed into a reference cell (Fig. 3, lower right) , which is used to monitor the laser wavelength. 23
This cell is nearly identical to the sample cell shown in Figure 4 ; the main differences are shorter 24 arms and a neutral density filter (Thor NE30A) to limit fluorescence signal intensity. A heated 25 cartridge filled with powdered ureaformaldehyde glue (DAP Weldwood) provides a large 26 concentration of HCHO (~ 1 ppmv). This cell is static (no gas flow) but is maintained at the same 27 pressure as the sample cell by coupling the arms to the sample cell exhaust. This is critical for 28 maintaining the same absorption line width in both cells, as the reference cell signal is used to 29 correct sample cell data (see Sec. 3.5 charcoal scrubber are placed inline to limit sample cell contamination. The laser beam is 1 ultimately dumped into a second power monitor, which is primarily used to gauge laser 2 alignment. 3
Gas handling 4
The primary components of the air sampling system include the aircraft inlet, pressure controller, 5 and vacuum pump. Some care must be taken with the inlet system to minimize adsorption and 6 production/loss of HCHO on surfaces (Wert et al., 2002) scrubbed by a Drierite/molecular sieve cartridge, which reduces HCHO to < 100 pptv. 5
Data acquisition 6
All hardware interfacing is handled with an all-solid state CompactRIO (National Instruments) 7 with real-time operating system and a field programmable gate array (FPGA). The FPGA and 8 acquisition software are configured for fast photon counting and autonomous operation. Six 200 9
MHz counters are used to integrate PMT signals at a nominal rate of 10 Hz. Pulses from the 10 sample cell PMT are sampled by three of these counters, one non-gated (continuous), and two 11 each with a separate gate (Fig. 1, right) . The "full" gate samples both scattered laser light and 12 HCHO fluorescence, while the "delayed" gate excludes the laser. The reference cell gate is the 13 same width as the full gate. Laser power is also monitored at 10 Hz. Other diagnostics (laser 14 parameters, temperatures, pressures, flows, GPS and aircraft data) are recorded at 1 Hz. 15 Figure 6 illustrates the standard data acquisition routine. Online counting is done for 2.5 s 16 (25 points), followed by 0.5 s (5 points) offline. Laser drift (mainly due to temperature of the 17 seed laser diode) requires an active line-locking algorithm. The online position is alternately 18 shifted to a slightly (±0.0001 nm) lower or higher wavelength on adjacent online cycles, and the 19 reference cell is monitored for maximum signal. When the laser is tuned precisely to the online 20 position the reference cell is at the maximum signal. When the laser is tuned 0.0001 nm (or 21 0.0002 nm) off of the peak position the signal drops by about ~5% (or ~10%). The resulting 22 small changes in the reference cell signal are used to maintain the laser on the peak of the line. 23
The signal is also used to correct the sample signal by the ~5% (or ~10%) needed to normalize 24 the signal to the signal at the peak position. 25
Once per hour, a full scan over the HCHO fingerprint is recorded. This is primarily used to 26 optimize the harmonic generation crystal temperatures and as a performance diagnostic. For 27 example, the presence of interfering species can be detected in the spectrum. To date, we have 28 not detected any features other than those shown in Figure 6 . This is not surprising. To be 29 detected, the potential species must absorb at 353.163 nm, fluoresce in the 400 -470 nm band, 1 and have a significant fluorescence lifetime. 2
Data reduction 3
Both the full and delay gate signals can be used to derive HCHO mixing ratios. The delay gate 4 excludes ~53% of the fluorescence signal, but it is also relatively insensitive to laser scatter (from 5 Raman, Rayleigh or particulates) and gives superior signal/noise ratios below ~550 pptv HCHO. 6 Thus, the delay gate signal is typically used, and all results discussed below stem from this 7 signal. The full gate data provides a useful metric for scatter and other potential laser-related 8 issues. 9
The detected signal is proportional to the abundance of HCHO and the laser power. To first 10 order, we can determine HCHO from the ratio of the laser power-normalized difference between 11 the online and offline signals and the calibration factor. To minimize systematic noise, however, 12
we use additional steps to convert raw counts to mixing ratios. These analysis steps are Collection efficiency depends on the physical characteristics of the sample cell, including the 1 types of collection optics (lenses and filters) and their relative spacing. We do not expect the 2 collection efficiency to change under normal operation. However, catastrophic events, such as the 3 degradation of optics from contamination could reduce the sensitivity. The responsivity of the 4 PMT should be stable in the short term (months to years), but it can degrade over the lifetime of 5 the PMT. The gated counter timing is a fixed parameter and is optimized for signal/noise. 6
Changes in the gate timing relative to the laser pulse could affect the sensitivity. These changes 7 are easily diagnosed in data reduction and can be corrected by using the non-delayed gates. 8
In practice, instrument sensitivity is determined via calibration against a primary standard, 9
consisting of a 500 -700 ppbv mixture of HCHO in N 2 (Scott Gas/Air Liquide). This mixture is 10 calibrated every few months (typically before and after a field deployment) with an MKS 11
Multigas 2031 Fourier transform infrared spectrometer using manufacturer-provided IR cross 12 sections tied to gravimetric permeation tube calibrations. The 1σ uncertainty in mixing ratio from 13 any single determination is typically 2 -3%. HCHO mixtures are also stable over time; for 14 example, five calibrations performed on a single tank over the course of a year give a mixing 15 ratio of 611 ± 8 ppbv and show no trend. mixing ratio, and the slope of this relationship gives the instrument sensitivity (see inset of Fig.  8   7) . This sensitivity varies with sample cell pressure due to the combined effects of number 9 density, absorption line broadening, and quenching. Figure 7 shows this pressure dependence as 10 determined from a number of standard addition experiments. Peak sensitivity occurs at a cell 11 pressure of 200 mbar. In flight, the system is configured to maintain a constant pressure that is 12 dictated by the ceiling of the aircraft. For example, on the NASA DC-8, the cell pressure is 13 typically held at 100 mbar, and the sensitivity is 75 counts s -1 mW -1 ppbv -1 . Propagation of 14 uncertainties in the HCHO concentration, determined by both the absolute UV absorption 15 measurement and dilution flow rates, gives an estimated accuracy of ±10%. 16
Calibrations are generally carried out in the laboratory both before and after field missions. 17
Because HCHO adheres to surfaces in tubing, fittings, regulators and flow meters, several days 18 are needed to ensure consistent results, especially with new PTFE or FEP tubing. Calibrations 19 can be performed in the field during campaigns, if needed. In practice, these calibrations are used 20 to monitor instrument performance. We have never changed the instrument sensitivity calibration 21 numbers during a campaign. Based on 4 field campaigns spanning 2 years, sensitivity varies by 22 less than 10% over a single mission and by less than 30% between missions. Given the difficulty 23 of adding a known amount of HCHO, it is likely that the sensitivity of the instrument was 24 constant over those two years and that the variability in the calibrations is due to differences in 25 calibration conditions and personnel. 26
Precision 27
The instrument precision is primarily limited by processes that generate noise or affect the 28 background (offline) signal. The largest potential sources of noise, Rayleigh and Raman 29
Thomas Hanisco 11/13/2014 2:07 PM Deleted: . 12 scattering of laser light, are reduced with a combination of optical filters, absorbing surfaces (e.g. 1 baffles) and gated photon counting. Laboratory tests indicate that scattering contributes less than 2 7 counts s -1 mW -1 to the background signal at 100 mbar. 3 Figure 8 shows the short-term precision estimated from the normalized standard deviation 4 (σ x /<x>) for data segments of 10 to 15 minutes at a range of constant mixing ratios. Also 5 displayed is the inverse square root dependence expected from Poisson counting statistics. Above 6 mixing ratios of ~100 pptv, the precision is better than 20% and exhibits the expected slope but is 7 somewhat higher than the Poisson limit. Some fraction of this offset is due to uncertainty in the 8 background. This would also explain the reduced precision observed at the lowest mixing ratios. 9
It is also likely that some "extra" variability is contributed by the calibration gas addition system, 10 which would be directly proportional to the HCHO mixing ratio. We note that small changes in 11 room temperature can cause small fluctuations in the amount of HCHO added to the calibration 12 gas flow, presumably from increased or decreased desorption of HCHO from surfaces (i.e. 13 regulator, valves, flow meters, and fittings). The true instrument precision thus lies between the 14 measured and predicted values in Figure 8 . 15
In theory, time-averaging will improve instrument precision. Figure 9 shows the mean-16 normalized Allen deviation for 60 minutes of sampling at a constant mixing ratio of 5.1 ppbv. At 17 short averaging times, precision improves as the inverse square root of integration time, 18 consistent with white noise as the dominant source of variability. Averaging from the native data 19 rate of 0.1 s to the typical reporting interval of 1 s improves precision by a factor of 3. Averaging 20 to the "optimal" interval of 130 s improves precision by a factor of 18, although natural 21 variability would likely dominate on this timescale in the real atmosphere. 22
Detection limit 23
For counting statistics, the signal-to-noise ratio is defined as: 24
Where p is laser power, C f is the calibration factor (sensitivity), [HCHO] is the mixing ratio, B is 25 the background count rate and t is the integration time. For a typical laser power of 10 mW, a 26
This value agrees well with the 1σ variability of 17 pptv observed at low mixing ratios (inset of 3 Fig. 8 ). Time averaging will improve the detection limit in proportion to the precision (Fig. 9) . 4
The detection limit scales as the inverse square root of laser power. The laser is capable of 5 producing as much as 40 mW of power, thus ISAF can potentially achieve a factor of two 6 reduction in the detection limit by operating at higher laser power. For example, the instrument 7 operated at 20 mW during its first deployment and achieved higher S/N. More recently, however 8 we choose to operate at reduced power (10 mW) to extend the life of the laser diodes and non-9 linear crystals. 10
The inset of Figure 8 between the online and offline position can lead to an offset in the measurement. This is because 19 we assume that the laser scatter is equal at the online and offline wavelengths. Though the 20 wavelength difference is small (0.005 nm) there is some laser pointing change due to walk-off in 21 the harmonic generation stage between these wavelengths, and potentially a small difference in 22 laser scatter. This difference can result in a negative or positive offset. We assign an uncertainty 23 of ± 10 pptv to account for this potential offset. 24
Time response 25
Though the nominal sampling frequency is 10 Hz, the flush time of sampling volumes can limit 26 the effective instrument time response. Minimizing the response time is critical for applications 27 that require measurements of fast changes in concentration, such as eddy covariance and 28 sampling of discrete plumes and for eliminating contamination from exposure to high 29 (Barth et al., submitted) . On this flight, the DC-26 8 sampled at altitudes of 0 -12 km, with HCHO mixing ratios ranging from 50 -5500 pptv. The 27 expanded views in Fig. 11 show a boundary layer leg and an upper tropospheric leg to illustrate 28 the time response, dynamic range and sensitivity of ISAF. During DC3, ISAF was flown 29 simultaneously with a well-established instrument, the U. Colorado DFGAS (Difference 1 Frequency Generation Absorption Spectrometer) (Weibring et al., 2007) . Preliminary analysis 2 indicates excellent agreement between these two instruments, and a rigorous inter-comparison 3 will be the subject of a future publication. 
Summary 1
The NASA ISAF instrument is a compact, high-sensitivity, field-proven instrument for airborne 2 observations of HCHO throughout the troposphere and lower stratosphere. The instrument 3 capabilities are summarized in Table 1 . Already, it has flown on the NASA DC-8, the NOAA 4 WP-3D and the NCAR G-V aircraft on four aircraft field campaigns: DC3, Southeast Nexus 5 (SENEX), SEAC4RS, and CONvective Transport of Active Species in the Tropics 6 (CONTRAST). Future work will include modifications for deployment on high-altitude aircraft, 7 such as the NASA ER-2 or WB-57, to achieve an even more complete observational dataset. 
