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ABSTRACT
While magnetic susceptibility is an essential contrast mechanism in magnetic
resonance imaging (MRI), it also causes significant disruptions to the imaging
process. Strong differences in magnetic susceptibility exist at the air and
tissue interfaces in the brain, resulting in a magnetic field distribution across
the brain which is called the background magnetic field. Although many
methods have been developed to correct the image distortions and signal
loss due to the background magnetic field, there has not been a thorough
analysis of the impact of the spatial gradients of this background magnetic
field on MR imaging.
This dissertation demonstrates, models, and corrects the important ef-
fects of the background magnetic field and the corresponding susceptibility-
induced magnetic field gradients (SI-MFGs) in MRI. The background SI-
MFGs have particularly a strong impact on applications using gradient echo
acquisitions, such as functional MRI (fMRI) and R∗2 mapping.
In this work, SI-MFGs are shown to lead to a non-uniform fMRI sensi-
tivity through the brain due to induced echo time shifts. A method based
on estimated background magnetic field maps and SI-MFG maps is used
to predict the impact of SI-MFGs on the fMRI sensitivity. Using the pro-
posed approach, the potential bias introduced by the background SI-MFGs
is evaluated for an aging study, by looking at the magnetic field distribution
differences between younger and older subjects. Although aging introduces
changes in the magnetic field distribution across the brain, I demonstrate
that the magnitude of the changes between the two groups is small, and thus
no measurable age-related bias in fMRI contrast due SI-MFGs is expected
at 3 T.
Background SI-MFGs also lead to bias in R∗2 mapping. R
∗
2 values are cru-
cial for applications such as quantitative functional MRI and relative cerebral
blood volume estimation. Therefore, for these applications, it is important to
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obtain R∗2 estimates which are not dependent on the background magnetic
field distribution. However, background SI-MFGs can lead to an overesti-
mation of R∗2 values if standard estimation approaches are used. A model
capturing the SI-MFG effects on the R∗2 decay is developed and implemented
in this work. A novel k-space-based method using this signal model and a
joint estimation framework is developed to obtain R∗2 estimates free of SI-
MFG bias.
I also demonstrate that accurate modeling of the background magnetic field
effects also enables faster acquisitions for quantitative susceptibility map-
ping. Fast imaging can be achieved by using long readout imaging but at
the expense of increased artifacts induced by the background magnetic field.
Correcting for the background field effects is crucial to provide accurate mag-
nitude and phase images. In this work, a model-based reconstruction frame-
work is combined with an efficient 3D spiral-in acquisition for susceptibility
mapping. Susceptibility maps free of background magnetic field artifact are
obtained at a resolution of 1 x 1 x 1 mm3 in 46 s, which is 17 times faster
than a standard gradient echo spin-warp acquisition. This approach can fur-
ther enable applications such as functional susceptibility mapping but also
improve patient comfort by considerably decreasing the time spend in a scan-
ner.
Overall, this thesis develops models of the background magnetic field and
its spatial gradients and uses those models to reconstruct accurate images of
brain function and tissue susceptibility. I also demonstrate that this imaging
approach enables fast and more accurate quantitative imaging.
iii
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Magnetic resonance imaging (MRI) is an imaging modality clinically used to
obtain information about the structure, the composition, and the function of
the brain and body. One important property of tissues that contributes to
the MRI contrast is the magnetic susceptibility.
The magnetic susceptibility of an object corresponds to its degree of mag-
netization when subjected to an external magnetic field. The object’s mag-
netization in this external field depends on the shape and the composition
of the object. The magnetization field alters the externally applied magnetic
field, which is usually uniform, creating local magnetic field inhomogeneity.
Due to magnetic susceptibility effects, a body placed in an MRI scanner al-
ters the external magnetic field and the magnetic field throughout the body is
not homogeneous. As MRI is sensitive to the magnetic field distribution, the
tissue-induced magnetic field inhomogeneity impacts the MRI signal. The
generated MRI signal then contains information about the imaged tissue,
including this susceptibility-induced field inhomogeneity. In the brain, wa-
ter, iron, and myelin are among the most important substances contributing
to the magnetic susceptibility properties of tissues [10]. Changes in tissue
composition due to aging or diseases can be detected through this mecha-
nism by MRI. For example, increases in iron in the brain has been linked to
neurodegenerative diseases [11]. Additionally, some sources of magnetic sus-
ceptibility, such as iron in the blood, can change dynamically. The shielding
of iron in hemoglobin by oxygen can vary in time, giving rise to the functional
MRI signals in the blood oxygenation-level dependent (BOLD) signal.
Although the magnetic susceptibility property is a crucial contrast mecha-
nism in MRI, it can also lead to artifacts in MRI images. Strong differences
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in magnetic susceptibility between air and nearby tissues alter the magnetic
field. The induced magnetic field disruptions are non-local, non-tissue spe-
cific, and can extend to several centimeters into the brain. The resulting
magnetic field distribution due to these air/tissue interfaces is referred to
as the background magnetic field. The background magnetic field leads to
significant image distortions and signal loss in the MR magnitude images. It
can also contribute additional phase to quantitative phase images, prevent-
ing the direct extraction of meaningful information from the measured phase
images.
Furthermore, gradients of the background magnetic field also exist across
the brain. These background susceptibility-induced magnetic field gradients
(SI-MFGs) interfere with the applied spatially varying magnetic gradients
used for MRI data acquisition. Since the MR contrast depends strongly on
the applied spatial encoding gradients, the background SI-MFGs can lead to
spatial variations in the MR contrast and prevent the extraction of accurate
MR measures. Any MR application whose contrast relies on the magnetic
susceptibility property can be impacted by the background magnetic field
and is sensitive to the artifacts mentioned above.
Although methods have been developed to correct for image distortions
and signal loss due to the background magnetic field, the artifacts and bias
introduced by the background SI-MFGs have not been evaluated and ad-
dressed.
1.2 Dissertation Overview
The work presented in this dissertation focuses on evaluating and correcting
the impact of the background magnetic field and SI-MFGs on the functional
MRI (fMRI) contrast, T ∗2 or R
∗
2 estimation, and quantitative susceptibility
mapping.
Chapter 2 begins with an overview of the MR signal generation and de-
tection. The basis of fMRI is also briefly described, as well as the artifacts
commonly seen in MRI images. Finally, the principle behind model-based
reconstruction algorithms is presented.
Chapter 3 introduces the background susceptibility-induced magnetic field
gradients (SI-MFGs) and their effects on fMRI sensitivity. Changes in brain
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orientation and tissue composition during healthy aging are expected to im-
pact the susceptibility-induced magnetic field distribution across the brain.
Since fMRI sensitivity is dependent on the magnetic field distribution, there
is a risk that differences between two age groups in a fMRI study might be
due to differences in the fMRI sensitivity and not the underlying neural ac-
tivity. In this chapter, the potential bias in an aging study resulting from
background SI-MFGs is examined.
Chapter 4 demonstrates and tackles the impact of background SI-MFGs on
quantitative T ∗2 orR
∗
2 (inverse of T
∗
2 ) estimation. A signal model including the
background SI-MFG effects on the R∗2 decay is developed and validated. The
goal of this chapter is to provide a R∗2 estimation framework that results in
R∗2 estimates that are free from background SI-MFG bias. A joint estimation
framework based on the developed signal model is proposed and evaluated.
Chapter 5 focuses on the impact of the background magnetic field on phase
imaging, more specifically quantitative susceptibility mapping. Fast acqui-
sition can be achieved using long imaging readouts such as spiral readouts.
However, background magnetic field effects are important in long readout
imaging and need to be corrected. In this work, a fast 3D acquisition based
on a spiral sampling trajectory is developed and combined with a model-
based reconstruction approach. This model-based reconstruction framework
corrects for the image distortions in the magnitude images and also mitigates
the phase contribution from the background magnetic field in the phase im-
ages. In this study, full brain images at the resolution of 1 mm isotropic are
acquired in 46 s, which is 17 times faster than a standard spin warp gradient
echo acquisition.
Finally, chapter 6 summarizes the work presented in this dissertation and
discusses the future direction of this research. Future work includes the
acceleration and optimization of the multi-echo acquisition used for the R∗2
estimation, in order to provide a more practical technique for quantitative
fMRI.
1.3 Contributions
The effects of the background magnetic field and susceptibility-induced mag-
netic field gradients are presented and the induced artifacts are corrected in
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this dissertation for different applications. The core of this work is the devel-
opment of models that accurately reflect the impact of the background field
and resulting SI-MFGs on the image acquisition along with R∗2 relaxation
decay and phase signals.
My main contributions presented in this dissertations are listed below:
1. An accurate model of the SI-MFG effects on MRI acquisitions have
been developed.
(a) Background SI-MFGs were shown to cause k-space distortions and
echo time shifts. Their impact on the fMRI contrast was investi-
gated and quantified.
(b) The potential bias on the fMRI contrast due to the background
SI-MFGs was assessed on an aging fMRI study.
2. Using the model of SI-MFG effects on the image acquisitions, an R∗2
mapping method, that is robust to SI-MFGs, has been proposed.
(a) The proposed signal model was found to accurately capture the
background SI-MFG effects on the R∗2 decay, showing that, in the
presence of SI-MFGs, the R∗2 decay no longer appears exponential.
(b) A framework to jointly estimate the image intensity, the magnetic
field distribution and the R∗2 relaxation map was developed. This
estimation framework was combined with a multi-echo spiral ac-
quisition, in order to develop a functional MRI method capable of
quantitative imaging of brain function, free of bias from SI-MFGs.
(c) The proposed joint estimation framework was validated for several
applications, followed by a review of its strengths and limitations.
Finally, the proposed R∗2 estimation was applied to an experiment
performed on a non-human primate subject using a functional
contrast agent.
3. A fast 3D acquisition combined with a model-based reconstruction
framework has been developed based on the background field model
for accurate quantitative susceptibility mapping.
(a) A 3D spiral-in acquisition using a rotated stack of spirals tra-
jectory was developed, providing an acquisition scheme 17 times
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faster than the standard gradient echo spin warp acquisition, which
is commonly used in current protocols.
(b) The effects of the background magnetic field on magnitude and
phase images were removed using a model-based reconstruction




2.1 Overview of Magnetic Resonance Imaging
Magnetic Resonance Imaging (MRI) is an imaging modality which was intro-
duced in the 1970’s by Paul Lauterbur [12]. Using the principles of nuclear
magnetic resonance (NMR) and spatial magnetic gradients, MRI provides
images of the body and gives us information about its physiological pro-
cesses. Paul Lauterbur and Sir Peter Mansfield both received the Nobel
Prize in Physiology and Medicine in 2003 for developing the fundamental
basis of MRI.
2.1.1 MR Signal Generation and Detection
As its name indicates, the NMR phenomenon involves atom nuclei. It is based
on the property that nuclei with an odd atomic number have an angular
momentum called nuclear spin. The nucleus hydrogen atom (1H) is one
example. These types of nuclei possess a magnetic angular moment which
is commonly represented as a microscopic rotating magnet in the classical
interpretation. As water is abundant in the human body, hydrogen atoms
are commonly used to generate MR signal. However, imaging with sodium
(23Na) or phosphorus (31P) is also possible and is an active area of research.
The work presented in this dissertation is based on imaging hydrogen atoms.
Nevertheless, methods described through this dissertation are also applicable
if the MR signal is generated with other types of nuclei.
The basis of MRI signal generation is the interaction of nuclear spins with
three different external magnetic fields: the main magnetic field B0, the
radiofrequency field B1, and the magnetic field gradients G.







Figure 2.1: Effect of the application of an external magnetic field, B0, on
the spin, µ: the spin precess around the direction of the magnetic field B0.
momentum whose direction is random due to the randomness property of
thermal noise. The sum of all the spins, called the net magnetic moment,
M , is null, since the individual spins have different directions. When a strong
external magnetic field, commonly designated B0, is applied, spins align with
the direction of B0, creating a non-zero net magnetic moment. The B0
direction is called the longitudinal direction and is commonly defined as the
z-direction. For an observer in the laboratory frame, these individual spins
precess around the B0 field direction, as shown in Figure 2.1. They precess at
a particular frequency called the Larmor frequency. The Larmor frequency,
ω0, depends on the strength of B0 and is defined by:
ω0 = γB0,
where γ is the gyromagnetic ratio, which is a characteristic of the nuclei.
For example, γ is 2.675×108 rad·s−1 ·T−1 for 1H and 7.075×107 rad·s−1 ·T−1
for 31P.
Under the strong external magnetic field, B0, the nuclei are in an equi-
librium state and the net magnetic moment, M , is aligned with the main
magnetic field. At that point, the net magnetic moment has only a longitu-







Figure 2.2: During the application of an RF pulse, B1, the net magnetic
moment, M , is viewed as spiraling down in the laboratory frame, creating a
non-zero net transverse magnetic moment.
while the individual spins align with B0, they do not precess in phase and
the summation of all the individual spin transverse components is zero. Only
tipping the net magnetic moment in the transverse direction (perpendicular
to the main magnetic field) allows the generation of a non-null transverse
magnetic moment. As the receiver coils only measure the transverse compo-
nent of the net magnetic moment, no MRI signal is generated when only the
B0 magnetic field is applied.
In order to obtain a transverse net magnetic moment, radiofrequency (RF)
pulses are used. Applied at a frequency ω0 in the transverse plane, RF pulses
are used to excite the nuclei, resulting in a tipped net magnetic moment at
a specific angle (flip angle). The transverse plane is defined by the x and y
directions. In the laboratory frame, the net magnetic moment can be viewed
as spiraling down during the application of an RF pulse. Figure 2.2 shows
the spiraling movement of M during the application of an RF pulse, B1.










where u,v,w are the unit vectors and Mx, My and Mz are the net magnetic
components in the x, y, and z directions respectively. M0 is the longitudinal
magnetization at equilibrium under B0 and B is the total magnetic field
experienced by the spins. T1 and T2 are the longitudinal (spin-lattice) and
the transverse (spin-spin) relaxation time constants respectively.
RF pulses have a finite duration. The spin behavior after the application of
an RF pulse is also described by the Bloch equation. After the RF excitation,
it can be assumed that the spins only experience the field B0. Equation 2.1
can be decomposed into one equation for the longitudinal component Mz
and another one the transverse component Mxy = Mx + iMy of the net
magnetization M. Assuming there are no B1 fields, no spatial magnetic




















By solving equation 2.2, the transverse and longitudinal components of the
net magnetization after an RF excitation are:










where M0z and M
0
xy are the longitudinal and transverse components right
after the application of the RF pulse.
Equations 2.3 and 2.4 show that spins transition back to the equilibrium
state after the RF excitation. The transition is defined by the time constants
T1 and T2. These time constants are tissue-dependent and magnetic field
dependent. T1 values in human brains range from 100-1500 ms and T2 values
range from 20-300 ms. For example, at a 3 T magnetic field, white matter
has a T1 of 900-1200 ms and a T2 of 50-70 ms and grey matter has a T1 of
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1300-1700 ms and a T2 of 60-100 ms [13, 14].
The time varying transverse magnetization is captured by the receiver coils
following the Faraday’s induction laws. Only the transverse net magnetiza-





where a0 is a constant term (proportional to the frequency ω0) and C(r) is
the receiver coil sensitivity.
As a0 is a constant, it is commonly omitted. For simplicity for now, we
will assume that the coil sensitivity is uniform over the object and also omit





2.1.2 Signal Localization and K-space Formulation
The previous section explains how the MRI signal is generated using the
B0 and B1 magnetic fields. This section describes how the use of magnetic
gradients in the three spatial directions enables the localization of the MR
signal.
If the main magnetic field, B0, is homogeneous across the object, then
all spins in the object would have the same Larmor frequency. However, if
spins at different localizations precess at different frequencies, then it would
be possible to map the frequencies to the location. This mapping can be
achieved by using magnetic field gradients, G.
Assuming a magnetic field gradient Gx is applied such that it causes vari-
ation in the main magnetic field in the x-direction, the Larmor frequency of
the spins at position x would be given by
w(x) = ω0 + γGxx.
The solution of the Bloch equation (Equation 2.1) then becomes:




This equation can be generalized to the application of gradient fields in all
spatial directions. For convenience, M will now designate the transverse net
magnetization. Assuming the magnetic gradient G is time-varying:









G(τ)dτ with γ in unit of rad · s−1 ·T−1, G in unit
of T ·m−1 and t in unit of s (k is in unit of m−1), the MRI signal equation











I(x, y, z, t)e−i2π(kxx+kyy+kzz)dxdydz (2.10)
I(x, y, z, t) = M0(x, y, z)e
− t
T2(x,y,z) e−iω0t (2.11)
From Equation 2.10, S(t) can be viewed as the 3-D Fourier transform or
k-space signal of the object I, if we ignore the time dependence terms in I as
is typically done. Knowing kx, ky and kz, it is possible to recover I from the
MR signal S(t) by applying a Fourier transform. Another interpretation is
that the magnetic field gradients are used to sample the 3D k-space. kx, ky,
and kz are called the k-space trajectories in x, y, and z directions respectively.
I represents the MRI image which is a complex image. Some applications
only use magnitude images whereas others use both magnitude and phase
images.
2.1.3 MR Contrasts
The previous section deals with the generation and detection of the MRI
signal. In this section, a brief description of the relationship between the
image acquisition and the MR image contrast is provided.
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Figure 2.3: Diagram for a saturation recovery sequence. The sequence
consists of a series of RF pulses with a flip angle of 90°. The relaxation
curve of the longitudinal component of the net magnetization is also shown
here. After the second RF pulse, the magnetization enters a steady state.
T1, T2 and proton density
Contrasts allow us to differentiate features in the image. In MRI, since tissues
have different T1, T2 and proton density values, it is possible to enhance these
differences by choosing the right acquisition schemes. In the previous section,
it has been shown that after an RF excitation, the net magnetization relaxes
back to the equilibrium state. By choosing specific RF pulses and defining
the exact time to apply them, different contrasts in the MR images can be
achieved. T1, T2 and proton density are three main types of contrast inherent
to the MRI signal.
Figure 2.4 shows a saturation recovery sequence where multiple pulses
with a flip angle of 90° are applied. It is known that for that sequence, the
image intensity is proportional to f × (1 − e−
TR
T1 ), with f being the proton
density image and assuming that the parameter TR has been chosen such
that TR >> T2. If a short TR (< 500 ms) is chosen, the acquired images
are T1-weighted, whereas if TR is long (> 1500 ms), the images are proton
density-weighted.
Three parameters govern the MR image contrast: the echo time TE, the
repetition time TR and the flip angle θ - tipping angle of the RF pulse. TR is
the time between two consecutive RF excitations while TE is defined as the
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Figure 2.4: From left to right: Proton density-weighted image; T ∗2 -weighted
image; T ∗1 -weighted image. Different types of contrast are possible in MR
and are achieved by choosing specific imaging parameters such the echo
time TE, the repetition time, TR and the flip angle, θ. Reproduced from
the online press article [2].
time at which the center of k-space is sampled relative to the center of the last
RF pulse. TE is also the time between the application of the RF pulse and
the time at which the MRI signal is the strongest. For example, a sequence
with a long TR and a short TE gives rise to proton density-weighted images.
In addition, a sequence with a short TE and a short TR gives T1-weighted
images while a sequence with a long TR and a long TE gives T2-weighted
images.
Magnetic susceptibility and T ∗2
In addition to reflecting T1/T2 relaxations and proton density of tissues,
MRI can provide more information about the tissue compositions by being
sensitive to their magnetic properties.
When a magnetic dipole is introduced in an external magnetic field, it cre-
ates a local magnetic field that alters the distribution of the magnetic field
around it. Magnetic susceptibility is the property characterizing the degree of
magnetization of that dipole. A body composed of multiple dipoles is called
diamagnetic if its magnetic susceptibility value is negative and it is defined
as paramagnetic if its magnetic susceptibility value is positive. A param-
agnetic object tends to create a local magnetic field in the direction of the
main magnetic field while the magnetic field created by a diamagnetic object
opposes or reduces the main magnetic field. In a MRI scanner, the applied
magnetic field is uniform. Due to magnetic susceptibility effects, however,
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the magnetic field B0 is no longer uniform when a person is introduced in an
MRI scanner. The resulting magnetic field inhomogeneity has an impact on
the MRI signal and signal localization
Local magnetic field inhomogeneity causes spins in a voxel to precess at dif-
ferent frequencies and lose coherence, resulting in an MRI signal that decays
faster. Equation 2.4 shows that the MRI signal after excitation is character-
ized by a decay rate or time constant of T2, in the case of a homogeneous
external magnetic field. Since the magnetic field is not homogeneous due to
magnetic susceptibility effects, the MRI signal decays with a time constant
of T ∗2 (< T2).
Equation 2.10 describes the MRI signal measured on the receiver coils af-
ter an RF excitation. This type of signal is called a free induction decay
(FID). Figure 2.5 shows an example of an FID. The signal has an envelop
that decays with T ∗2 . Its amplitude depends on how the RF pulse tipped the
magnetization and on the object’s intrinsic properties. The T ∗2 relaxation
constant represents the decay in the presence of local magnetic field inho-
mogeneity. Taking into account the magnetic susceptibility effects on the






T∗2 (r) e−iω0te−i2πk·rdr (2.12)
In the brain, local magnetic field inhomogeneity exists due to the mag-
netic susceptibility of tissues. Iron and myelin are two majors substances
contributing to the magnetic susceptibility of tissues in the brain [10]. T ∗2
values have been shown to reflect the iron concentration in the liver [15] or
the oxygenation level in the blood. [16].
A FID is one form of MR signal. However, the signal decays very quickly
making it hard to sample it before it dies out. The other form of MR signal
is an echo. While a FID is ”one-sided”, an echo is ”double sided”. The
idea of an echo is to re-phase the individual spins to create another FID-like
signal. There are two main types of imaging sequences leading to an echo
formation: spin echo (SE) sequences and gradient echo (GRE) sequences.
Figure 2.6 shows a simple sequence diagram for each sequence. Spin echo
sequences use a combination of RF pulses with flip angles of 90° and 180°
to create an echo while gradient echo sequences use magnetic gradients and
a single RF pulse with a flip angle of less than 90°. Another interpretation
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Figure 2.5: Free Induction Decays are one form of MR signals. They
appear after an RF excitation. The signal amplitude decays with T ∗2
of the GRE sequence is that the magnetic field gradients are used to move
in k-space, dephasing and re-phasing the spins. GRE sequences are used to
generate T ∗2 -weighted images. In SE sequences, the 90° pulse creates an FID
with a T ∗2 decay but the image formed at the echo is T2-weighted. In both
types of sequences, the echo time is defined as the time where the intensity
of the signal is the strongest, also corresponding to the time when the center
of k-space is sampled.
Since MRI is sensitive to local changes in the magnetic field, it is used
to provide information about the magnetic susceptibility differences between
tissues. Local magnetic field differences are captured in the MR phase images
from a GRE sequence. Methods have also been developed to convert the
acquired phase information into quantitative susceptibility maps, which will
be discussed further in Chapter 5.
Local magnetic field inhomogeneity due to magnetic susceptibility effects
leads to a faster signal decay, characterized by the time constant T ∗2 . T
∗
2 -
weighted images are acquired with GRE sequences. Multiple MRI applica-
tions rely on the T ∗2 contrast such as functional MRI, susceptibility-weighted



























Figure 2.6: A. Spin echo sequence diagram. The FID signal is rephased by
the application of a 180° pulse. B. Gradient echo sequence diagram. The
signal rephasing is possible using the magnetic gradients. The echo time
TE is the time at which the echo is formed, also corresponding to the time
where the center of k-space is sampled and when the signal is the strongest.
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2.1.4 Functional Magnetic Resonance Imaging
Since its development in 1990s, functional Magnetic Resonance Imaging
(fMRI) has been widely used in neuroscience as a tool to study brain function
during a task and more recently at rest [17]. fMRI is based on the Blood
Oxygenation Level Dependent (BOLD) contrast [16] and does not require ap-
plication of a contrast agent. Due to an increase of the energy demand with
neural activity, changes in physiological effects such as cerebral blood volume
or cerebral blood flow occur. These changes take place to meet the increase
in the metabolic demand. This response is called the hemodynamic response.
As a result, the ratio between deoxyhemoglobin and oxyhemoglobin changes.
However, oxyhemoglobin has a magnetic susceptibility close to the brain
tissues (slightly diamagnetic) while deoxyhemoglobin is more paramagnetic.
The difference in the magnetic susceptibility of deoxyhemoglobin and oxyhe-
moglobin allows MRI to be sensitive to the blood oxygenation changes and
indirectly to neural activity. Therefore, with changes in deoxyhemoglobin-
oxyhemoglobin ratio comes magnetic field disruptions localized around the
blood vessels, which alter the MR signal locally.
Specifically, the MR parameter that reflects these changes in the blood
oxygenation is T ∗2 , which is at the basis of the BOLD contrast. In an fMRI
experiment, a series of T ∗2 -weighted images are typically acquired with a GRE
sequence. Statistical inferences on the series of magnitude images are then
performed to define which areas of the brain are activated with a certain task
or which parts of the brain belong to the same functional networks. [17].
2.2 Impact of the Background Magnetic Field on MR
Images
Previously, I have explained how magnetic susceptibility of tissues is an im-
portant property, providing information about the tissue composition or func-
tion (fMRI). In this section, magnetic susceptibility is also at the origin of
important artifacts in the MR images.
MRI relies on a homogeneous main magnetic field, B0, to obtain accurate
images. When a person is placed in a scanner, the B0 experienced in dif-
ferent locations of the brain is altered. As all brain tissues have a magnetic
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Figure 2.7: Overview of the functional MRI principle. An increased neural
activity leads to changes in T ∗2 -weighted images. This schematic is simple
as the response to an increased neural activity is more complicated and
involves retroactive loops. The exact mechanisms behind the BOLD
contrast is yet not known and remains an active area of research.
18
Figure 2.8: Magnetic susceptibility, χ, of water, soft tissue, deoxygenated
blood, and air.
susceptibility around -9 ppm (Figure 2.8), the strength of the magnetic field
disruptions due to tissues is large, however, the field can still be uniform if the
entire object in the scanner has the same susceptibility. However, the mag-
netic susceptibility of air is around 0.4 ppm [3]. This important difference in
magnetic susceptibility between air and nearby tissues, for example around
the temporal and frontal lobes, considerably disrupts the homogeneity of the
magnetic field. The resulting magnetic field distortions can extend several
centimeters into the brain. Simulations of the magnetic field due to mag-
netic susceptibility differences at the tissue/air interfaces in the brain have
been obtained with a finite element approach and the Maxwell equations by
Truong et al. [3]. The magnetic field distribution through the brain was
calculated using computed tomography anatomical images and the relative
magnetic permeability of air, fat, non-fat soft tissue and bone. Results from
the simulation are shown in Figure 2.9 along with a measured magnetic field
map. It can be seen that strong deviations from the expected main magnetic
field exist around the sphenoid sinuses and the ear canals. The magnetic
field distribution resulting from these air/tissue interfaces is referred to as
the background magnetic field. The background magnetic field should not
be confounded with the tissue-specific and local magnetic field disruptions
due to tissue magnetic susceptibility effects. Tissue magnetic susceptibility
differences are necessary for applications such as functional MRI and provide
small localized disruptions to the magnetic field.
The disruptions in the magnetic field due to air/tissue interfaces lead to
image distortions and signal loss. Figure 2.10 shows a non-distorted image,
as well as a distorted image due to the background magnetic field.
In addition to signal loss and image distortions, the background magnetic
field results in k-space distortions due to background susceptibility-induced












Figure 2.9: A. From left to right: sagittal, coronal and axial views of
structural images. B. Simulated contour plot of deviations from the main
magnetic field. Contour lines are 5 ppm apart. The arrow indicates the
planum sphenoidale. Reproduced with permission from [3]. C. Magnetic
field distribution through the head on a 3 T scanner.
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Figure 2.10: Magnetic field inhomogeneity leads to image distortions and
signal loss.
in Chapter 3 and Chapter 4. Background magnetic field gradients are defined
in the three spatial directions in the imaging slice, with two in-plane and one
through plane directions. Through-plane SI-MFGs and in-plane SI-MFGs
will be addressed throughout this dissertation. These susceptibility-induced
magnetic field gradients are different from the applied imaging gradients used
to sample k-space.
In GRE sequences, the echo formation is done using imaging magnetic field
gradients. Only spins that have been dephased by specific imaging magnetic
gradients are rephased during the echo. Other sources of spins dephasing are
not compensated at the echo time in a GRE sequence as they would be in
an SE sequence. For this reason, gradient echo imaging is more sensitive to
background magnetic field inhomogeneity than spin echo imaging. The im-
age distortions and signal loss caused by the background field inhomogeneity
depend on the imaging acquisition parameters used. The longer the readout
and the longer the TE, the worse are the artifacts due to the background
field. Indeed, image distortions come from the accumulation of additional
phase that is not matched to the spatial encoding during the imaging read-
out. One strategy is modifying the image acquisition in order to reduce these
image artifacts. Distortions can be reduced by using short readout acquisi-
tions such as multi-shot acquisitions, where segments of k-space are acquired
separately via different excitations. However, multi-shot imaging can be chal-
lenging since physiological movements can induce phase differences between
shots [18]. In addition, multi-shot imaging increases the overall acquisition
time [19]. Therefore, multi-shot imaging may not be ideal in some applica-
tions and fMRI acquisitions still rely on single-shot imaging. Echo Planar
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TE = 5 ms TE = 60 msTE = 35 ms
Figure 2.11: T ∗2 -weighted images acquired with a GRE spin warp sequence
at different echo times. The longer the echo time, the most significant are
the signal loss and the image distortions.
Imaging (EPI) and spiral acquisitions are two common acquisition schemes
which are able to cover k-space efficiently in a single-shot but their readouts
are long compared to spin-warp acquisitions. With an EPI acquisition, the
background field causes spatial shifts in the MR images while for a spiral
trajectory, it causes blurriness.
Several other strategies have been developed to reduce these artifacts, from
modified MR acquisition to post-processing methods. Decreasing the slice
thickness, using external shim devices to correct the local B0 magnetic field
[20, 21], tailored RF pulses [22, 23], additional magnetic gradients [24] com-
pensating for signal dephasing, or iterative reconstruction algorithms that
model the magnetic field inhomogeneity [25, 26, 27], are among the proposed
solutions to alleviate the background field effects.
In addition to artifacts in magnitude images, magnetic field inhomogeneity
has an impact on phase images. Phase imaging provides information about
other aspects of the imaged object which are encoded in the phase of the im-
age. Phase images acquired with GRE sequences possess information about
the magnetic susceptibility of tissues. Figure 2.12 shows the relationship be-
tween the magnetic susceptibility and the measured MRI phase image. In
Figure 2.13, the magnetic susceptibility differences between air and tissues
lead to many wraps in the MRI phase image. Perturbations in the magnetic
field are non-local and hence, the background field obscures the information
in the phase image related to the different magnetic susceptibility values of












Figure 2.12: Causal relationship between the susceptibility distribution
(left) and the wrapped measured MRI phase image (right). Adapted from
[4].
A B C
Figure 2.13: Phase images acquired with a gradient echo spin-warp (GRE)
sequence on a 3 T scanner. A. Wrapped original phase. B. Unwrapped
phase. The background field hids the tissue magnetic susceptibility
information. C. Tissue phase after background field removal with
V-SHARP [5]
[5] are needed to remove the background field and obtain the phase of the
tissues of interest, as seen in Figure 2.13.
As MRI relies on homogeneous magnetic fields, it is sensitive to any mag-
netic field perturbations. While local perturbations give useful information
about the brain function and composition, perturbations caused by structures
outside of the brain lead to artifacts in magnitude and phase images. The
impact of background field is not limited to image quality but also can hin-
der the extraction of accurate measures in MR quantitative imaging. More
specifically, this dissertation addresses the issues arising from the background
magnetic field on the BOLD contrast, T ∗2 mapping and susceptibility map-
ping. In order to mitigate these issues, several model-based reconstruction
frameworks have been developed.
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2.3 Model-based Reconstruction in Magnetic
Resonance Imaging
As seen in section 2.1.2, the MRI k-space raw data can be represented as the
Fourier transform of the signal of interest. Reconstructing the MR images
involves using the Fast Fourier Transform if the k-space data are fully sam-
pled on the Cartesian grid. For non-Cartesian fully sampled data, gridding
methods [28, 29, 30] are used to obtain the MR images. However, when the
acquired data are under-sampled or when physical effects need to be cor-
rected, these direct reconstruction methods are not sufficient and iterative
reconstruction algorithms are needed. Using iterative algorithms allows the
use of models to improve the image reconstruction [31]. Nevertheless, these
iterative algorithms are computationally demanding.
The measurements acquired during an MRI scan are noisy samples of the
MR signal, defined in Equation 2.10:
Yi = s(ti) + εi i = 1, .., Nt, (2.13)
where Yi is the i -th sample at time i, Nt is the total number of time sampled.
εi are the measurements errors modeled by complex additive white Gaussian
noise [32, 33]. s(ti) is the MRI signal defined in Equation 2.10 at time ti.
From the Y measurements, the goal is to estimate the object image X.
However, it is an ill-conditioned problem, since the measurements are discrete
and the object of interest is continuous in space. For the estimation, the





The function φ is a basis function and is often a rect or boxcar function. Φ
is defined as the Fourier transform of φ. Xn is the value of the object image
x at the voxel location rn.
Combining Equation 2.14 and Equation 2.10 and neglecting the T ∗2 effect









It follows that Equation 2.13 can be written in matrix form:
Y = AX + ε. (2.17)
where X is the vector of measurements and X the vector of the object
parameter to be recovered. A can be seen as a matrix with component an,i.
This model is linear and many methods have been proposed to estimate X.
As the noise in MR is white Gaussian, X can be estimated by solving the




‖Y − AX‖2+βR(X). (2.18)
R is a regularization term applied to x. Including this additional term helps
better condition the problem and avoids noise amplification and artifacts
from undersampled data. Quadratic and Huber regularization [34] terms are
commonly used in MRI. Several algorithms have been developed to minimize
the cost function ψ such as conjugate gradient algorithms.
With model-based reconstruction approaches, it is straightforward to in-
clude additional terms modeling the effects of coil sensitivity or background
magnetic field inhomogeneity. By incorporating these effects, images free




ECHO TIME SHIFTS: APPLICATION TO
AN AGE-RELATED FMRI STUDY?
3.1 Introduction
In this chapter, the background magnetic field effects arising from air/tissue
interfaces on k-space trajectories are analyzed. More precisely, the back-
ground susceptibility-induced magnetic field gradients are introduced and
their impact on the functional MRI sensitivity is evaluated for an aging
study.
As stated previously, Gradient Echo (GRE) imaging in MRI is used in an
ever-increasing set of applications, including functional MRI based on the
BOLD contrast [35], resting state functional connectivity [17], mapping T∗2
relaxation [36], susceptibility weighted imaging [37], and quantitative suscep-
tibility mapping [38]. For these methods, the gradient echo method is used
to allow perturbations to the magnetic field to accumulate sufficient phase to
either cause signal cancellation in the magnitude images (e.g. BOLD fMRI),
or, in susceptibility weighted imaging applications, to enable a measurement
of a phase offset from the resulting disruption. For all of these GRE tech-
niques, the ability to quantify the changes in the data and relate them to
physiological quantities relies on having accurate information on the timing
of the signal, in particular, the echo time (TE).
However, differences in the magnetic susceptibility between air and tissue
result in strong magnetic field inhomogeneity near air/tissue interfaces, cre-
ating large-scale spatial variations in the main magnetic field through the
body or brain. Accompanying the spatial variations in the magnetic field are
spatial gradients in the magnetic field strength, which will be referred to as
susceptibility-induced magnetic field gradients (SI-MFGs).
These background magnetic field gradients disrupt both the uniformity of














Figure 3.1: BOLD sensitivity dependency on the echo time TE.
the main magnetic field and the imaging magnetic field gradients used for
spatial encoding in MRI. These disruptions can lead to several artifacts in
MRI images, including image distortions, signal loss, and k-space trajectory
distortions [39, 40].
The background SI-MFGs also impact the BOLD sensitivity. One impor-
tant parameter in BOLD fMRI imaging is the echo time, TE. Indeed, the
BOLD sensitivity (BS) defined as the ability to detect the size of the signal
change in an fMRI experiment can be expressed as a function of the echo
time: BS = TE ∗ e−
TE
T∗2 [40]. Figure 3.1 shows the relationship between
the BOLD sensitivity and TE with a T ∗2 value of 60 ms. Deichmann et al.
[40] have previously shown that SI-MFGs result in a shift in the echo time.
From Figure 3.1, it can be seen that a shift in the echo time changes the
acquired BOLD sensitivity. As the SI-MFGs are spatially varying, the TE
shift may be different for each voxel, resulting in a non-uniform BOLD sen-
sitivity across the brain. In order to recover the BOLD sensitivity in regions
where SI-MFGs were strong, Deichmann et al. proposed to acquire three sets
of data with different compensation gradients, in an attempt to cancel the
SI-MFGs. Another method proposed by Posse et al. [41] relies on acquiring
images at different echo times and combining the different images with a
weighted summation.
This current chapter is focused on evaluating the impact of the in-plane SI-
MFGs on the BOLD sensitivity. In-plane SI-MFGs refer to the SI-MFGs in
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the plane of the imaging scan as opposed to the through-plane SI-MFGs, who
are defined in the plane perpendicular to the imaging plane. In this work,
data are assumed to be acquired with a 2D acquisition. No encoding is used
in the z-direction. For a 2D acquisition, through-plane SI-MFGs cause drifts
away from kz = 0 leading to signal dropouts which have been previously
studied. Techniques exist to minimize the through-plane SI-MFGs impact
on the fMRI results [20, 24]. In the case of a 3D acquisition, the method
presented here can be extended to the z-direction easily.
fMRI is used to examine how a group of individual brains is functioning in
relation to another group. One type of study performed frequently at Illinois
is looking at how the aging brain functions differently than the young brain.
For studies where two groups are being compared, the experimenter typically
claims that differences in the BOLD signal between two groups are resulting
from differences in brain activity. However, due to the echo time shifting
and bias in fMRI caused by SI-MFGs, there is potential for conclusions to be
made about differences in brain function that should, instead, be attributed
to differences in BOLD sensitivity across the two groups. This is especially
relevant in aging studies. Aging is accompanied by many changes in the brain
[42] including changes in the structural organization of the tissues [43], in the
tissue composition (such as iron deposits) [44], and in the average angulation
of the head [45]. These group-level differences could have a significant impact
on the magnetic field distribution across the brain with age, hence leading
to age-related k-space trajectory distortions and TE shifts, and potentially
to bias in detecting age-related differences in brain function.
In this chapter, the effects of in-plane SI-MFGs on the k-space trajectory
and echo time for GRE imaging are explored at the commonly used field
strength of 3 T, focusing on the potential impact on aging studies. A method
based on acquired background field maps is used here to estimate the effective
k-space trajectories, taking into account the in-plane SI-MFGs. The potential
bias induced in the GRE measures for studies across age groups is evaluated
by examining the magnetic field distributions in younger and older adults.
It is hypothesized that age-associated changes in the magnetic field maps
would result in regions in the brain that experience a significant difference
in effective TE between the two age groups.
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3.2 Echo Shifting due to In-plane Susceptibility
Gradients
3.2.1 Theory
For a proton in an area with spatial gradients in the magnetic field, the in-
plane SI-MFGs act in the same manner as spatial encoding gradients that
are purposefully applied for imaging, resulting in a net imaging or k-space
trajectory that is different from the one intended. Importantly, the point
at which the trajectory would have refocused, creating a gradient echo, will
change resulting in a shift in TE. Due to the spatial variation in the in-plane
SI-MFGs, each imaging voxel will have its own net k-space trajectory and its
own effective TE.
It has been previously observed [40, 46, 47] that in-plane SI-MFGs alter
the image intensity or image contrast due to the induced echo time shifts
and k-space trajectory distortions. Reichenbach et al. [39] noted that the
susceptibility-induced k-space trajectory distortions may result in a total
signal loss if the k-space trajectory is shifted and skewed far enough such
that the center of k-space is not sampled. In addition, previous literature has
also examined the impact of TE shifts on the BOLD contrast. Mannfolk et
al. [47] drew similar conclusions to Deichman et al. [40] about the variability
of the BOLD sensitivity across the brain. From acquired field maps, they
estimated an increase of the BOLD sensitivity in the hippocampus and a
drop in the anterior region of the hippocampus with an echo-planar imaging
(EPI) acquisition. Therefore, TE shifts in a GRE image can have a drastic
impact on the contrast in the image, prohibiting extraction of meaningful
quantitative results of brain activity.
In order to determine the potential impacts on echo time in an fMRI
acquisition, we simulate net k-space trajectories for each voxel based on a
susceptibility-gradient-free k-space trajectory and estimated SI-MFGs. We
refer to the gradient in the field map in the readout or x-direction as Gs,x
and the gradient in the field map in the phase encode or y-direction as Gs,y
. The in-plane SI-MFG maps (Gs,x and Gs,y only) were used in the calcula-
tion of the net k-space trajectory for each voxel over the entire acquisition.
The gradients have been defined as positive from left to right (x-direction)
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and from anterior to posterior (y-direction), corresponding to the positive
gradient axes for the imaging slice prescription. In order to facilitate the
interpretation of the gradients, Gs,i are defined such as Gs,i =
γ
2∗piG (see
definition of G in chapter 2). Therefore, Gs,i have units of Hz/cm. The
net k-space trajectory (kx,net, ky,net) for each voxel was estimated using the
following formulas:
kx,net(t) = kx(t) +Gs,xt
ky,net(t) = ky(t) +Gs,yt (3.1)
kx(t) and ky(t) are susceptibility-gradient-free trajectories in the read and
phase encoding directions respectively, t is the timing vector for each sample
point in the trajectory, and Gs,x and Gs,y are the in-plane SI-MFGs, in units
of Hz/cm and k-space has units of cm−1. As the SI-MFGs are spatially
varying, a net k-space trajectory corresponds to each voxel.
Given the net k-space trajectory for each voxel, the effective TE maps were
calculated by determining the point in the k-space trajectory that passed
closest to the (kx, ky) = (0, 0) origin point of k-space. Depending on the
in-plane SI-MFGs, the effective TE can be very different from the planned
or nominal TE.
3.2.2 Impact of In-plane SI-MFGs on K-space Trajectories
The impact of the in-plane SI-MFGs in the phase encode direction of an
EPI sequence can be seen in Figure 3.2. Figure 3.2 shows seven cases of
k-space shifts and effective TE resulting from different values of in-plane SI-
MFGs, Gs,y, in the phase encode direction only. The impact of SI-MFGs
in the X-direction, readout encoding direction, is shown in the Figure 3.3.
In Figure 3.2, a Gs,y of - 40Hz/cm, which is within the range of SI-MFG
values in the brain as observed in Figure 3.5, can shift the echo time by 8
ms. On the other hand, a Gs,y of + 40Hz/cm shifts the k-space trajectory
so much that the center of k-space is not sampled anymore. We note that
the impact of in-plane SI-MFGs includes a shift in the starting point of the
k-space trajectory due to in-plane SI-MFG effects during the time from the
RF excitation to the start of the readout. In addition, the in-plane SI-MFGs
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1 2 3 4 5 6 7
Case 1 2 3 4 5 6 7
Gy (Hz/cm) -40 -20 -10 0 10 20 40
TE (ms) 22.0 25.6 27.6 30 32.8 36.4 ----
Figure 3.2: Impact of in-plane SI-MFGs in the phase encoding direction on
the k-space trajectory of an EPI sequence. EPI trajectories are simulated
with an echo time of 30 ms with typical timing parameters and a positive
phase encode direction of anterior to posterior (up to down). Seven values
of SI-MFGs in the phase encoding direction were simulated. Reproduced
with permission from [1]
will skew the trajectory by increasing or decreasing the spacing between the
k-space lines depending on whether it is pushing with or against the imaging
trajectory. All these effects change the sampling time of the center of k-space
(kx, ky) = (0, 0) and therefore shift the echo time. In the case of in-plane SI-
MFGs in the readout direction, similar observations can be made as shown
in Figure 3.3 and in [48, 46]. For the same value of in-plane SI-MFGs, the
effect on the k-space trajectory in the readout direction is less impactful than
in the phase encoding direction.
Using Equation 3.1, the k-space distortions caused by SI-MFGs for a spiral-
out trajectory are depicted in Figure 3.4. Multiple in-plane SI-MFG values
in the readout direction (x-direction) were simulated. For a spiral trajectory,
the readout and phase encode directions contain similar imaging gradient
waveform, contrary to an EPI trajectory. The effects of SI-MFGs are the
same on the readout or phase encode direction for a spiral trajectory. The
echo time for a spiral-out trajectory is shifted to a later time.
31
1                      2                    3                     4                    5                     6                     7
Case 1 2 3 4 5 6 7
Gx (Hz/cm) -60 -40 -20 0 20 40 60
TE (ms) --- 30.14 30.07 30.00 29.93 29.86 ---
Figure 3.3: Impact of in-plane SI-MFGs on the readout direction on the
k-space trajectory of an EPI sequence. EPI trajectories are simulated with
an echo time of 30 ms with typical timing parameters and a positive
readout direction from left to right. Seven values of in-plane SI-MFGs in
the readout direction were simulated. Reproduced with permission from [1]
3.3 Impact of Echo Time Shifting on an FMRI Aging
Study
3.3.1 Experiment Design
All experiments were performed on a Siemens (Erlangen, Germany) Allegra
3 T MRI scanner. All participants signed an informed consent in accor-
dance with the local Institutional Review Board. Field maps were obtained
using the vendor-supplied GRE field mapping sequence with echo times of
10 and 12.46 ms. The field map scans were acquired with the same slice
prescription that was used in the associated fMRI study, oblique-axial slices
aligned with the anterior commissure-posterior commissure (AC-PC) line, a
common choice for an fMRI study. 35 slices were imaged with a thickness
of 4 mm, enabling full brain coverage. The in-plane spatial resolution of
the field map scan was 3.4x3.4 mm2, matching the spatial resolution of the
fMRI scan. Additionally, a T1-weighted anatomical scan was acquired us-
ing a magnetization-prepared rapid acquisition of gradient echo (MPRAGE)






























Figure 3.4: Impact of in-plane SI-MFGs on the readout direction on the
k-space trajectory of a spiral-out sequence. Spiral trajectories are simulated
with an echo time of 35 ms. Three values of in-plane SI-MFGs in the
readout direction were simulated. In these examples, with gradients of +/-
30 Hz/cm, the center of k-space is nearly missed.
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0.9x0.9x0.9 mm3. To examine the magnetic field distribution across age,
field maps were acquired from 31 healthy younger adults (mean age: 22
years; age range: 18-29 years) and 46 healthy older adults (mean age: 66
years; age range: 60-77 years). Two younger subjects were removed from the
study due to failure in the image normalization step.
3.3.2 Effective Echo Time Map Estimation
Field maps were obtained with units of Hz. Gradients of the field map were
taken by forward differences in the direction of the positive readout- and
phase-encode axes associated with the imaging slice prescription. The gradi-
ents Gs,x and Gs,y of the field map were calculated in Hz/cm by dividing the
first-order differences by the voxel dimension. Given that the field maps are
fairly smooth, this differencing method is expected to give accurate estimates
of the field map gradients. Field maps and gradient maps were normalized
to standard space using FNIRT in FSL [49]. Note that the SI-MFGs were
obtained in subject space prior to normalization so that the readout and
phase-encode directions would be relative to the subject-space, fMRI slice
prescription.
Gs,x and Gs,y were then used to calculate the net k-space trajectories for
each voxel and the effective echo time map using Equation 3.1. An EPI
k-space trajectory was simulated with the phase encoding direction defined
as the anterior-posterior direction aligned with AC-PC line. The simulated
EPI fMRI acquisition sequence used the following parameters: a nominal
echo time of 30 ms, a matrix size of 64 in a 22 cm field of view and a parallel
imaging factor of 2. The EPI trajectory had an echo spacing of 0.4 ms,
in accordance with our commonly used acquisition parameters. Voxels were
discarded from analysis if the net trajectory (imaging plus in-plane SI-MFGs)
predicted that the center of k-space was not sampled, i.e. that the net k-




Using the EPI acquisition described above and the net k-space trajectory
simulation, which includes the voxel-by-voxel susceptibility gradient values,
an effective TE map for each subject was estimated. The mean and standard
deviation of the effective TE maps were calculated for each age group.
An unpaired t-test on the effective echo time maps translated into stan-
dard space was performed to determine if magnetic field differences result in
echo time differences between the two groups. We did not include a correc-
tion for multiple comparisons but have displayed our results with a stringent
threshold of p<0.01. To evaluate the effect size of the difference in effective
TE between the two age groups, Cohens d [50] was also calculated. Several
regions of interest were examined where differences in effective TE were sig-
nificant. We used the value of 0.2 to indicate reasonable effects size for aging
fMRI studies [51]. A Cohens d of less than 0.2 was considered negligible
whereas as a value larger than 0.2 indicates that the mean effective TE of
the younger group was larger than the one of the older group.
We characterized the impact of effective echo time differences on fMRI
measurements for the worst-case locations in the brain. For these regions
with highly significant differences in echo time, we analyzed the expected
BOLD percent signal change. This signal change was placed into the context
of typically expected BOLD differences in aging studies. The expected BOLD












where a baseline T ∗2,rest of 66 ms was assumed [52] and an activation-induced
change of T∗2 was simulated that yielded activations of 1% and 5% BOLD
signal change in the susceptibility-free case.
As head orientation may be one characteristic that leads to magnetic field
distribution differences, we also examined the average nod rotation for the
young and old group. We performed linear alignment of the high-resolution
MPRAGE with the MNI template and extracted the nod rotation angle to
determine if there is an age-related difference in rotation of the head.
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Figure 3.5: Field map and gradient maps for one slice in the orbitofrontal
cortex for one subject. Reproduced with permission from [1]
3.3.4 Results
Examples of magnetic field distribution and SI-MFG maps for a young sub-
ject are shown in Figure 3.5 for a slice including the orbitofrontal cortex. The
magnetic field map has values that exceed 100 Hz in the slice shown. The
SI-MFGs of the field map, Gs,x, Gs,y, and Gs,z reach approximately +/-80
Hz/cm. In order to assess the impact of the in-plane SI-MFGs on the k-space
trajectory, the sign of the in-plane SI-MFGs is important relative to the sign
of the applied imaging gradients and hence the planned traversal direction
through k-space.
The impact on echo time shifts is not just limited to slices at the air/tissue
interfaces in the brain, such as the orbitofrontal cortex. Figure 3.6 shows
an example of an estimated effective TE map for the EPI trajectory for one
older subject across several axial locations in the brain. All subjects show a
similar distribution of effective TE across the brain. The slice-value labels
correspond to the slice location in mm in the standard MNI space as viewed
in FSLview, part of FMRIB’s Software Library (www.fmrib.ox.ac.uk/fsl).
Regions that resulted in net k-space trajectories that do not sample the
center of k-space are denoted by a lack of color overlay. The effective TE
is not uniform across the brain in the presence of the in-plane SI-MFGs.
The deviation from the nominal or planned TE can be significant (+/- 5
ms). Additionally, the center of k-space is not sampled in regions such as the
inferior temporal lobes, known to be regions with significant magnetic field
inhomogeneity.
Figure 3.7 shows the mean effective TE and standard deviation maps for
three slices for each age group. As observed previously, the effective TE varies
36
-28 mm -24 mm -20 mm -12 mm -4 mm
25 ms
35 ms
Figure 3.6: Effective TE map for one older subject for an EPI sequence
with a phase encoding axis in the anterior to posterior direction with a
planned TE of 30 ms. Portions without a color overlay indicate regions in
which the k-space distortions are so large that the center of k-space was not
sampled. Z-slice locations are in MNI coordinates. Reproduced with
permission from [1]
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Figure 3.7: Mean effective TE in ms (A,B) and standard deviation (C,D)
maps for the older age group (A,C) and the younger age group (B,D).
Three representative slices are shown at MNI coordinates of -6, 10, and 26
mm. Reproduced with permission from [1]
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Table 3.1: Table of brain regions where significant mean effective TE
differences between the two groups were observed. P-values, differences in
mean effective TE and Cohens d between the younger and the older groups
are provided. Reproduced with permission from [1]
Selected regions P-value Difference in TE Cohens d
Middle temporal gyrus 1.09 x 10-3 0.99 ms -0.41
Superior temporal
gyrus
5.65 x 10-3 -0.58 ms 0.43
Middle temporal lobe 5.33 x 10-5 -0.74 ms 068
Posterior cingulate 1.5 x 10-4 -0.52 ms 0.74
Middle occipital gyrus 2.64 x 10-4 -0.86 ms 0.71
Temporal gyrus 1.02 x 10-4 -0.57 ms 0.53
more than +/- 5 ms across the brain for both older and younger adults. The
variation across space is larger than the standard deviation across all subjects,
indicating a good general consistency in the field map and TE values across
subjects [53].
An unpaired t-test was performed between the TE maps of the older and
younger groups. The thresholded uncorrected p-value map (p < 0.01) is
shown in Figure 3.8A, overlaid on the mean TE image for the same slices
as shown in Figure 3.7. Figure 3.8B and Figure 3.8C show, respectively,
the differences and the absolute mean differences in the TE maps between
the older and younger groups. Although significant statistical differences
between groups were observed around the occipital and temporal lobes, the
difference in effective echo time between the two groups was only on the
order of 1 ms. Table 3.1 describes more precisely the brain regions where
significant differences were found. For these regions, Cohens d was calculated
and varies from 0.43 in the superior temporal gyrus to 0.74 in the posterior
cingulate. For the middle temporal gyrus, the Cohens d is negative (-0.41)
indicating that the mean effective TE in that region for the older group is
bigger than the younger group.
To examine the potential impact of this echo time shift on the fMRI signal,
for the worst-case shift of 1 ms from the nominal echo time (resulting in an
effective echo time of 31 ms), the percent signal change becomes 1.03 %
compared to the susceptibility free case of an initial percent signal change
of 1%, using Equation 3.2 In the case of an initial percent signal change of





























Figure 3.8: Comparison of echo time shifts across old and young subjects.
A. Thresholded uncorrected p-value maps (p < 0.01) overlay on the mean
effective TE map demonstrates several regions with significant differences.
B. Shows the differences between the mean effective TE of the older group
and the younger group. C. Shows the absolute differences between the
mean effective TE between the two age group indicating small differences
between old and young subjects. Reproduced with permission from [1]
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percent signal change to 5.17%.
Finally, head rotations were examined between the two groups of subjects
as a potential source of SI-MFG differences. The average head rotation (nod
direction) for older subjects aligning to the MNI template was -14.3° ± 5.8°
while it was -8.8° ± 5.2° for younger subjects. This corresponds to a sig-
nificant rotation of the head between the two groups due to age (p-value of
6x10-5).
3.4 Discussion
SI-MFGs exist in the brain due to the large number of air-tissue interfaces in
and around the head. These magnetic field gradients introduce local shifts
in the k-space trajectory that lead to differences in effective echo time across
the brain. The impact of these in-plane SI-MFGs may need to be taken
into account when using gradient echo imaging as the effective echo time can
differ from the intended nominal echo time. As the planned center of the k-
space trajectory does not coincide with the center of k-space (kx,ky)=(0,0),
the signal intensity is altered resulting in a different image contrast. If the
k-space trajectory is shifted out of the acquisition window, the majority
of the energy of the signal is lost. The impact of in-plane SI-MFGs on
the BOLD sensitivity can exist even without noticeable changes in image
intensity. Deichmann et al. [40] showed that even if the image intensity
is acceptable, the BOLD sensitivity can drop considerably. The amount of
variation and the impact on quantitative gradient echo measures will depend
on the specific pulse sequence and its timing in the coverage of k-space. In
our observations, there were significant spatial variations (of around 5 ms) in
the effective echo time associated with a BOLD EPI fMRI experiment within
the head of each participant. However, across subjects, the magnetic field
distribution was highly conserved resulting in a variation of the effective echo
time for each location that was much smaller, on the order of 1 ms.
Our original hypothesis addressed possible bias in BOLD fMRI signal due
to systematic differences in the field map across age. These systematic differ-
ences could result from different factors such as selective volumetric declines,
changes in the angulation of the head and spine leading to changes in head
orientation, and accumulation of iron deposits in particular brain regions.
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The differences in the head rotation that we have observed can be explained
by a change of the curvature of the spine with age and could lead to a change
in the magnetic field, as previously identified [3]. However, our results do
not indicate that the difference in the magnetic field distribution with age
will have a strong impact on the fMRI signal in aging studies at 3 T.
Statistically, significant differences do exist in the effective echo time across
the two age groups. The Cohens d coefficients for the regions of interest de-
scribe an important effect (>0.2), indicating that there are systematic age-
related differences in the magnetic field distribution. However the effective
echo time differences are small, approximately 1 ms in the worst case, result-
ing in a difference of 4% or less in the BOLD percent signal change between
the two groups. These variations are only due to SI-MFGs and do not rep-
resent any underlying differences in neural activity. However, there are two
critical factors to consider when assessing the impact of this level of change
on an aging fMRI study. First, the ROIs in the current analysis are defined
based on maximal changes in echo time. These ROIs are small (20-80 voxels)
and would be encompassed by larger ROIs defined by anatomical variations
instead of SI-MFGs. Second, a variation of 4% in the BOLD percent signal
change is small compared to the difference commonly reported in aging stud-
ies which is around 10-20% [54] and is smaller than reported BOLD percent
signal change standard deviation [55]. It is not expected that SI-MFGs will
lead to bias in BOLD aging studies.
The method that we have used to examine this potential for bias could
be applied in future studies to examine specific age-related fMRI compar-
isons. By collecting field maps and simulating k-space trajectories, future
studies could window the maximum age-related differences in echo time and
sensitivity and compare them to the magnitude of their age-related fMRI
differences.
The method presented here to calculate the net k-space trajectory and the
effective echo time is based on accurate field maps and gradients maps. It
is important that the field map slices be aligned with the functional imaging
slices and that the two datasets are acquired with the same phase and read-
out encoding directions. In order to determine the gradients in the magnetic
field map in each direction, we used a first-order difference operation in the
positive direction of the gradient, as this provides the most direct relation-
ship to image encoding gradients and k-space trajectories. We expect that
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the field maps are smooth and that this operator results in fairly accurate
measures of the linear SI-MFGs within an imaging voxel. However, higher
resolution field map acquisitions could be used to get more localized esti-
mates of the SI-MFGs, with spatial derivatives accessible within an imaging
voxel. This higher spatial resolution field map may lead to better estimates
of the gradients in regions where the curvature of the field map is high.
In-plane SI-MFGs are often highly correlated with regions with high through-
plane SI-MFGs. The additional effects from these magnetic field distributions
can be very significant and dominate or mask the effects due to the in-plane
gradients. Through-plane SI-MFGs have been shown to lead to important
signal losses due to intra-voxel dephasing. Many techniques including z-
shimming or reducing the slice thickness [20, 24], have been adopted to min-
imize the signal dropouts in the slice direction.
Some methods have been previously developed to alleviate the impacts of
in-plane SI-MFGs on the BOLD contrast. Deichmann et al. [40] suggested
using magnetic gradients to compensate for the SI-MFGs and mitigate the
BOLD sensitivity loss. Weiskopf et al. [46] emphasized the importance
of correcting SI-MFGs in the readout direction and reduced signal loss by
decreasing echo time and increasing spatial resolution in the readout direc-
tion. In [56], spiral-in trajectories were compared to spiral-out trajectories
to further explore and validate the BOLD sensitivity changes expected for
different acquisition strategies. These techniques offer the possibility to ad-
just the imaging prescription at run-time for a specific subject and targeted
ROI. However, they are not able to completely eliminate BOLD sensitivity
variations across the entire scanning volume and potential bias across the
brain can remain in BOLD studies.
This study showed that no substantial bias due to in-plane SI-MFGs is
expected in BOLD aging studies at 3 T. However, several limitations of
the current study should be addressed. First, the study is limited by the
small number of subjects involved in this study. Despite the small number
of subjects, we did find significantly different regions across age in the field
map. However, more sensitivity to these differences would come from a larger
study population. Also, all subjects were scanned on the same scanner and
with the same field map sequence. Some differences in shimming capabilities
would be expected across scanners and this should be investigated in future
work. The conclusions drawn in this work are applicable to 3 T scanners
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but may be even more important at a higher field where larger differences in
BOLD signal would be expected if a GRE sequence was used. In addition,
through-plane SI-MFGs were not the focus of this work and could lead to
additional and more significant differences in image contrast across age group
due to signal losses. Finally, as described above, the estimates of the effective
echo time rely on accurate field maps and SI-MFG maps. By the use of the
first-order difference, accurate SI-MFGs are difficult to obtain on the edges
of the brain using the current approach.
3.5 Conclusion
In this study, the effects of in-plane SI-MFGs on a typical fMRI experiment
were examined. A variation in the effective echo time of +/- 5 ms was
observed across the brain in each individual on a 3 T scanner. When ex-
amining older and younger participants, significant age-related differences in
the in-plane SI-MFG-induced effective echo time can be seen. However, the
magnitude of change in TE is small ( 1 ms) and no measurable age-related
bias in the BOLD fMRI sensitivity due to the in-plane SI-MFGs is expected.
In-plane SI-MFGs and echo time shifts will become stronger at higher field
scanners and GRE techniques at high field should be examined for increased
sensitivity to SI-MFGs.
SI-MFGs can also impact other techniques relying on a GRE acquisition,
such as the estimation of the relaxation parameter T∗2 for quantitative imag-
ing applications. It has been shown that, due to SI-MFGs, the T∗2 decay
has a more complex behavior than a mono-exponential function [6, 57, 7, 8].
Therefore, a model taking into account SI-MFGs is crucial for removing the





MAGNETIC FIELD GRADIENTS ON R∗2
DECAY
4.1 Introduction
As the BOLD contrast is dependent on the echo time and varies through
the brain, several studies have attempted to provide quantitative measure-
ments of brain function, by looking directly at the transverse spin relaxation
parameter, T ∗2 , or its inverse, R
∗
2 [58, 59, 60]. In addition, with T
∗
2 -based
fMRI, signals related to brain function are separated from artifacts that are
unrelated to brain function. With these approaches, intensity images, f ,
corresponding to an echo time of 0 s, are also estimated. Artifacts such as
inflow effects only appear on the intensity images f , and thus are not cap-
tured in R∗2 maps [36]. In most studies, R
∗
2 maps are obtained by acquiring
T ∗2 -weighted images at different echo times and fitting the parameters to the
expected exponential signal decay.
However, due to the background magnetic field arising from magnetic sus-
ceptibility effects at air/tissue interfaces, the T ∗2 or R
∗
2 decay may no longer
appear exponential. Figure 4.1 shows the signal intensity decay with TE
for one pixel in the case of a homogeneous field (Figure 4.1A) and a non-
homogeneous field (Figure 4.1B). In the case of a homogeneous magnetic
field, the T ∗2 decay can be considered as exponential. However, in the case of
an inhomogeneous field, the decay deviates from an exponential function and
fitting this decay with an exponential function will bias R∗2 to higher values.
Previous works have also indicated that susceptibility-induced magnetic
field gradients (SI-MFGs) arising from the background magnetic field have
a direct impact on the R∗2 signal decay [6, 57]. Fernandez-Seara et al. [6]
showed that the through-plane SI-MFGs created a sinc modulation of the
exponential decay, which needs to be considered when estimating R∗2. Taking
Portions of this chapter have been published in [8, 9]. Reproduced with permission.
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Figure 4.1: Multiple T ∗2 -weighted images were acquired at different echo
times. Spin echo images and plots of the signal decay in a voxel are plotted
versus TE. A: Data acquired on a phantom with a homogeneous magnetic
field. The signal intensity for a voxel (blue) is plotted and decays as an
exponential function. B: Data acquired on a human. Signal intensity in the
voxel (blue) deviates from an exponential decay (red). Fitting the signal
intensity with an exponential decay would lead to an overestimation of the
R∗2 value.
into account the through-plane gradient values, they were able to correct for
the overestimation of the R∗2 values as seen in Figure 4.2. Another study from
Yang et al. [57] included a quadratic term in the exponential decay due to the
stronger magnetic inhomogeneity at a higher magnetic field. Instead of using
post-processing methods, other studies focused on acquisition strategies to
alleviate the impact of SI-MFGs [61, 62]. However, these methods tend to
lengthen already long acquisition times and may not be suited for applications
when a short acquisition time is needed, such as in functional imaging studies.
So far, most techniques have tackled signal loss caused by through-plane
SI-FMGs and few works have looked into the impact of the in-plane gradients
[7, 63, 64, 62]. Among them, Bauderexel et al. [62] decided to discard data
where in-plane magnetic field gradients led to important signal loss, in order
to provide non-biased R∗2 estimates. They combined this approach with a
z-shimming technique to compensate for through-plane magnetic field gradi-
ents. Other groups chose a model-based approach. A signal model has been
previously proposed by Sutton [64] and later reused by Zhuo [63] that takes
into account the SI-MFGs. In this model, the background field is assumed to
be piecewise linear in a voxel. This signal model was used with an iterative
approach and combined with z-shimming to improve image quality [63]. Re-
cently, Yablonskiy et al. [7] proposed a similar signal model. Their approach
was applied for R∗2 estimation. By including magnetic field gradients in all




R2* map before 
correction
R2* map after 
correction
Figure 4.2: a. 4 T T ∗2 -weighted brain image along with 3 mm isotropic
voxel ROIs chosen for R∗2 comparisons. b,c: Pre- and post-correction R
∗
2
parameter maps. The method is effective in correcting for background
gradients in the temporal lobes (white arrows) and in the region of the
anterior corpus callosum (black arrowhead), but fails to correct for the very
strong gradients arising from the frontal sinus. R∗2 scale units: Hz. Table
shows the R∗2 values before and after correction in ROIs depicted in a.
Reproduced with permission from [6].
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A B C
Figure 4.3: A: Signal Intensity Map. B: R∗2 map without correction. C: R
∗
2
map with correction. Images were fitted to the signal model after Hanning
filtering. Reproduced with permission from [7].
due to SI-MFGs as shown in Figure 4.3. In their experiments, Yablonskiy
et al. used a GRE spin-warp acquisition. The timing vector t from Equa-
tion 2.10, defined as the time after the RF excitation, can be rewritten as
t = TE + tacq. Since tacq << TE in their work, Yablonskiy et al. neglected
the T ∗2 decay and the impact of background magnetic field inhomogeneity
during the acquisition readout. They focused instead on correcting these
effects at the echo time TE. However, these assumptions may not be true
if the readouts are longer (> 5ms) and the impact of SI-MFGs needs to be
taken into account during the imaging readout.
In this chapter, the SI-MFG effects on the R∗2 decay are further investi-
gated. For this purpose, the signal model described in [65, 66] is extended
to include the R∗2 signal decay [67] and intra-voxel magnetic field gradients
[64, 63]. A framework similar to [67] combined with the piecewise linear
field map model is proposed to jointly estimate the image intensity f , the
R∗2 map, and the field map. Some other studies have previously developed
similar iterative joint estimation methods [68, 69, 70, 71]. A joint estimation
can handle the R∗2 decay as well as any magnetic field drift, which can occur
during the acquisition readout. Olfasson et al. [69] used a joint estimation
approach for brain function detection during a motor task. Their iterative
method was able to detect more active voxels than a standard BOLD-based
fMRI and a R∗2-based fMRI that uses an exponential fit for the R
∗
2 estima-
tion. However, the impact of background magnetic field gradients was not
considered in any of these studies.
In this work, the signal model including the SI-MFG effects on the R∗2 decay
is first validated on a phantom. The proposed joint estimation framework
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with the new signal model is applied for R∗2 estimation in cases when SI-
MFGs are controlled and in cases where SI-MFGs are naturally distributed.
This chapter is structured as follows:
 Presentation of the piecewise linear background field model
 Presentation of the joint estimation framework for the R∗2 map, image,
f , and background field inhomogeneity map, ω
 Validation of the proposed model on a phantom
 First study case: correction of controlled in-plane SI-MFGs
 Second study case: correction of naturally occurring in-plane and through-
plane SI-MFGs
 Discussion of the proposed method limitations
 Preliminary results: application to functional data acquired on a non-
human primate
4.2 Theory
4.2.1 Signal Model with Piecewise Constant Field and R∗2
decay







with f(r) the function representing the object of interest at the location
r, ω(r) the magnetic field, R∗2(r) the relaxation constant, k(t) the k-space
trajectory, and t, time at which the signal is sampled.
Since it is not possible to solve the MRI signal equation in its continuous
form, the equation is rewritten in its discrete form. Using a basis function














The most common basis function is a rect or boxcar function. Other choices
include a simple impulse or delta function.
By defining φ(r) = rect(r−rn
∆r
) with rn the pixel coordinate and ∆r the
pixel size, it is assumed that the image f , the field map ω and the R∗2 value























































However, rect(r′) is non-zero only when −1
2
< r′ < 1
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can be replaced by e−iωn
when −1
2
< r′ < 1
2
. Indeed, when −1
2
< r′ < 1
2
, the only non-zero term is












The term with the integral is the Fourier transform of a rect function.








4.2.2 Signal Model with Piecewise Linear Field Map and R∗2
Decay
In the section above, the MRI signal with a piecewise constant field map
model has been presented. However, intra-voxel magnetic field gradients
arising from a non-uniform magnetic field distribution are not taken into
account in that model. To capture the SI-MFGs, a piecewise linear field map
model is introduced [64, 63].










where Gn represent the magnetic gradients in the three spatial directions at
the position rn. Gn has units of rad ·m−1 · s−1.
































































< r′ < 1
2
, the only non-zero term in Equation 4.11 is when n = m.
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Recognizing the Fourier transform of a rect function, the MRI signal equa-





























with xn, yn, zn the x, y, z coordinates of the n-th pixel and Xn, Yn, Zn the
magnetic field gradient values in the x, y, z directions respectively.
In this work, all data presented were acquired with a 2D sequence, i.e.
kz(t) = 0. In 2D imaging, through-plane SI-MFG effects can be differentiated
from in-plane SI-MFG effects as through-plane SI-MFGs only contribute to
an additional sinc decay term.
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4.3 Nonlinear Least Squares Joint Estimation of f , ω
and R∗2
4.3.1 Problem Formulation
Equation 4.1 is a representation of the MRI signal. However, during an MRI
acquisition, the measurements, Y , are noisy samples of the MRI signal.
Yi = s(ti) + εi, i = 1..N, (4.17)
where Y represents the measured data and ε the noise, which is assumed to
be complex, additive, and white with a Gaussian distribution.
From the measurements Y , f , ω and R∗2 can be estimated. Using the signal
equation 4.15, the problem can be rewritten in a matrix-vector form:
Y = A(ω,R∗2)f + ε, (4.18)
with
am,n = φ(rn, tm)e
−(iωn+R∗2,n)tme−i2π(k(tm).rn) (4.19)




where f , ω and R∗2 can then be estimated using an iterative algorithm.




‖Y − A(ω,R∗2)f‖2+β1R(f) + β2R(w) + β3R(R∗2), (4.21)
where R(f), R(ω) and R(R∗2) are regularization penalty functions that pe-
nalize spatial derivatives of the image, the field map, and the R∗2 map re-
spectively. The βi coefficients are constants used to control the regulariza-
tion penalty of each component [66, 67]. This minimization problem can be
solved by using a nonlinear conjugate gradient method similar to [72].
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4.3.2 Nonlinear Least Squares Algorithm
In order to solve for f , ω, and R∗2, an iterative algorithm that alternates
between the estimation of f and the joint estimation of ω and R∗2 is used.
First, f is estimated given the current estimate of ω and R∗2. f is obtained
by solving a penalized weighted least square problem [73] using a conjugate
gradient algorithm. Once an estimate of f is obtained, ω and R∗2 are then
in turn solved for, given the current estimate of f . ω and R∗2 estimates are
calculated using a nonlinear conjugate gradient algorithm with a line search.
This alternating joint estimation is done multiple times until convergence.
For the nonlinear conjugate gradient method, the gradients of the cost
function Ψ with respect to ω and R∗2 need to be calculated. The cost function




‖Y − A(ω,R∗2)f‖2+β1R(f) + β2R(ω) + β3R(R∗2), (4.22)
(f̂ , ω̂, R̂∗2) = arg minf,ω,R∗2 Ψ(f, ω,R
∗
2). (4.23)



















































iωntm−R∗2,ntmei2π(k(tm).rn)(ym − A(ω,R∗2)f). (4.26)









































The expressions 4.29 and 4.30 are used in the nonlinear conjugate gradient
method. The line search is done such as the step size is reduced by a power
of 2, if the new cost function obtained with the new estimate of ω and
R∗2 is greater than the old cost function. The pseudocode (Algorithm 1)
summarizes the joint estimation algorithm.
4.3.3 Implementation
The Non-Uniform Fast Fourier Transform (NUFFT) [65] has been developed
as a good approximation of the Discrete Fourier Transform (DFT) for data
that are not sampled on a Cartesian grid.
The SI-MFG, G, are obtained by central differences of an estimated field
map in each direction. Then, the multiplication by the system matrix A from
equation 4.18 could be implemented directly using the DFT. However, the
DFT implementation is computationally demanding and thus not practical.
In this work, the implementation presented in [64] is used. It involves com-
puting the NUFFT at a larger matrix size than the imaging acquisition. The
idea is that each voxel can be split in nx × ny × nz voxels to approximate
the linear field map variation within an imaging voxel. Time segmentation
is also used along with the oversampled NUFFT to correct for the impact of
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Algorithm 1 Joint estimation algorithm
1: for i = 1 : Nit,ext do




4: for j = 1 : Nit,int do
5: if j == 1 then . The first iteration is a steepest decent step
6: resid = y − A(ωj, R∗2,j)fi . Calculation of the residuals
7:




















(resid′ ∗ resid) +R(ωj) +R(R∗2,j) . The current cost
function is calculated




. Since the first step is a steepest decent step,























































22: Ψnew = Ψold
23: end if
24:
25: while Ψnew > Ψold do . Line search: step size is divided by 2 if
the new cost function value is greater than the old value
26: power = power − 1
27: step = 2power
28: R∗2,j+1 = R
∗
2,j + step ∗ dirR∗2,j
29: ωj+1 = ωj + step ∗ dirωj









the background magnetic field. An oversampling factor of 2 was chosen for
this work. Limitations of this approach compared to the DFT approach will
be discussed later in this chapter.
4.4 Results
4.4.1 Piecewise Linear Field Map Model: Validation on a
Phantom
In this section, the proposed piecewise linear field map model was validated
using data acquired on a phantom. Since many works have been done on
correcting through-plane SI-MFGs, the focus here is on in-plane SI-MFGs.
We take an approach with the phantom whereby we can control magnetic
field gradients through the shimming process, with the resulting accurate
magnetic field gradient values being used to compare acquired data and sim-
ulated data.
Data on a phantom were acquired on a 3 T Trio (Siemens, Erlangen) with
a 12-channel head coil. A multi-echo, single-shot, spiral-out sequence was
used with the following parameters: 64 matrix size; 24 cm FOV; 3.75 x 3.75
x 4 mm3 voxel size; 2 s TR, eighteen TE values from 10 ms to 130 ms. In or-
der to control the SI-MFGs, a purposeful mis-shim on the y-gradient channel
was also applied creating magnetic field gradients of 20 Hz · cm−1 through
the object. This shim condition is referred as a mis-shimmed case. The case
of no applied mis-shimmed magnetic field gradients is called a well-shimmed
case. Images were acquired in both shim conditions and reconstructed with
a standard gridding method (no correction for the background field inhomo-
geneity). Simulated data were also generated using the piecewise linear field
map model and an acquired field map. The R∗2 value of the phantom was
found to be 15 Hz in the good shim case. This value of R∗2 was used for the
simulation.
Figure 4.4 shows the MRI signal evolution with TE, for different voxels
on a phantom, in the case of a 20 Hz · cm−1 magnetic gradient across the
object. In the presence of in-plane SI-MFGs, the R∗2 signal decay does not
behave as an exponential function and the behavior varies across the image.
The deviations from the exponential decay are mainly due to distortions
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Figure 4.4: T∗2-weighted images of a phantom at TE = 10 ms and signal
evolutions in different regions of interest under a 20 Hz · cm−1 gradient in
the y-direction (vertical axis on the image). Straight lines are experimental
signals and dotted lines result from simulations. Reproduced from [8]
©2014 IEEE.
in the k-space trajectory. Background SI-MFGs lead to variable sampling
densities in the spiral trajectory distorting the point spread function (PSF).
More importantly, the echo times are shifted and the center of k-space is not
sampled in some cases, resulting in total signal loss at high TE values. In
Figure 4.4, the signal is also compared to simulated data, using the piecewise
linear field map model. By taking into account the intra-voxel magnetic field
gradients, the behavior observed with the acquired data can be accurately
predicted with the proposed signal model.
The proposed model correctly describes the impact of in-plane SI-MFGs
in the case of a constant gradient across the object. In the next section,
imaging is performed on a human subject. The goal is to correct for the bias
introduced by in-plane SI-MFGs on R∗2 values, using the proposed signal
model and estimation framework.
4.4.2 Correction of Controlled In-plane SI-MFGs
In this section, the model is tested on data acquired on a human. The aim
is to determine if the bias in R∗2 estimates due to the background in-plane
SI-MFGs can be removed with the proposed joint estimation approach.
All experiments were performed on a 3 T Trio scanner (Siemens, Erlan-
gen) with a 32-channel head coil. Axial slices of the brain were imaged at
a superior location to minimize the naturally occurring SI-MFGs. Images
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were acquired with a 2D asymmetric spin echo multi-echo spiral-out trajec-
tory with the following parameters: FOV = 24 cm; matrix size of 128; 10
slices; voxel size = 1.875 x 1.875 x 1.7 mm3; TR = 200 ms; one shot; TE
= 15/55/95/135 ms. A reduction factor of 2 for the spiral trajectory was
used to shorten the readout length. Figure 4.5 is a simple illustration of the
acquisition sequence. Although the multiple readouts in a single excitation
decreased the acquisition time, it limited the choices in the echo spacing.
With an asymmetric spin echo sequence, the first echo gives a spin echo
image. Therefore, the effective TE for the first echo regarding the R∗2 decay
is 0 ms. The first estimate of the object f from Equation 4.22 is obtained by
reconstructing the first echo data.
The sensitivity map and an initial estimate of the field map, ω were ob-
tained with an additional scan. In order to demonstrate the impact of in-
plane SI-MFGs, the shim was manipulated, creating a magnetic field gradient
of 15 Hz · cm−1 through the brain. The proposed method was applied to es-
timate the R∗2 values in the case of an additional magnetic gradient of 15
Hz · cm−1 (mis-shimmed case) but also in the case of no additional gradient
(well-shimmed case). To compare the proposed joint estimation method with
a more standard approach, T ∗2 *-weighted images for each TE were also recon-
structed using SENSE [74], NUFFT with time segmentation, and a piecewise
constant field map model. An exponential fit was performed voxel by voxel
on the signal decay in order to estimate R∗2 values. This approach of using
an exponential fit across multi-echo data is the most commonly used method
to obtain a R∗2 map.
The R∗2 maps obtained with the proposed method and the exponential
fit were compared in the well-shimmed and mis-shimmed cases. To further
demonstrate the flexibility of the estimation technique, a higher resolution R∗2
map was also obtained from a scan with the following imaging parameters:
matrix size: 256 x 256; voxel size = 0.9 x 0.9 x 1.2 mm3; TR = 200 ms; twelve
shots; TE = 0/23/48/73 ms. A standard structural MPRAGE was acquired
and used to define gray and white matter masks. Average R∗2 values in the
gray and white matter were calculated based on these masks.
Figure 4.6 shows the R∗2 maps obtained in the well-shimmed and mis-
shimmed cases for the proposed method and the standard exponential fit.
In the well-shimmed case, the R∗2 values for the two methods agree since
this region of the brain does not experience strong SI-MFGs. However, in
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Figure 4.5: Simple illustration of the 2D multi-echo sequence used in this
work.
the mis-shimmed case, the R∗2 values obtained with the exponential fit are
overall higher, as shown in the difference maps. Even though the distortions
in the T ∗2 -weighted images are corrected by using the piecewise constant field
map model, SI-MFGs still lead to incorrect R∗2 values with the exponential
fit. The non-exponential R∗2 signal decay caused by intra-voxel SI-MFGs is
not taken into account with an exponential fit, resulting in overestimated R∗2
values. In contrast, with the proposed method, the R∗2 maps are very similar
in both well-shimmed and mis-shimmed cases. Differences between the well-
shimmed and mis-shimmed R∗2 maps are reduced with the proposed method.
Errors remain on the edges since it is challenging to obtain gradient values
near the boundaries of the brain. Figure 4.7 shows a R∗2 map at a resolution
of 0.9 x 0.9 x 1.2 mm3 from the proposed joint estimation framework. The
average values are 15.6 Hz for the gray matter and 17.5 Hz for the white
matter, which agree with previous literature [52, 75].
In this section, it has been shown that in-plane SI-MFGs can have impor-
tant effects on R∗2 estimation. An R
∗
2 mapping method robust to SI-MFGs is
proposed and applied with different k-space trajectories (single shot or multi-
shots). The proposed joint estimation does not require the reconstruction of
the images first and can operate on the k-space data with a variety of k-space
trajectories.
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Figure 4.6: R∗2 maps estimated (A, B) with a standard exponential fit and
(D, E) with the proposed R∗2 estimation method, (A, D) in the case of no
SI-MFGs and (B, E) in the case of SI-MFGs. (C) Absolute difference map
between (A) and (B). (F) Absolute difference map between (D) and (E).
(G) Absolute difference map between (A) and (D). (H) Absolute difference




Figure 4.7: 0.9x0.9x1.2 mm3 R∗2 map. Mean white matter R
∗
2 value is 17.5
Hz and mean gray matter R∗2 value is 15 Hz. Reprinted from [9].
4.4.3 Correction of Naturally Occurring In-plane and
Through-plane SI-MFGs
In this section, SI-MFGs are not purposefully set by mis-shimming and are
instead naturally occurring and spatially varying. Both the in-plane and the
through-plane SI-MFGs are taken into account. The aim here is to show that
the proposed method can remove the effects of the background magnetic field
on the R∗2 estimates.
Data were acquired on a 3 T Prisma (Siemens, Erlangen) with a 2D spiral-
out multi-echo sequence with the following parameters: FOV = 24 cm; matrix
size 128 x 128; 40 slices; voxel size = 1.875 x 1.875 x 2 mm3; TR = 200 ms;
single shot with a reduction factor of 2. The spiral readout duration was 30
ms. The echo times acquired were 20/55/90 ms. Images at TE of 22/57/92
ms were also acquired in a separate TR by shifting the first echo by 2 ms,
effectively making this 2-shot imaging. Obtaining this additional set of echo
times helped provide non-biased R∗2 maps. It is especially important in cases
where SI-MFGs are so strong that the signal loss was severe at the TE = 55
ms time point. Therefore, in the first TR, images were acquired at the TEs
of 20/55/90 ms and images at the following TR were acquired at the TEs
of 22/57/92 ms. Data acquired at the TEs of 20/22/55/90 ms (effectively
61
making the TEs for R∗2 estimation at 0/2/35/70 ms) were used for the joint
estimation, as the other echoes did not provide much additional information.
A calibration scan was included which used a 2D spiral-out acquisition,
providing images needed for the estimation of the coil sensitivity map and
the field map. This calibration sequence had the following parameters: FOV
= 24 cm; matrix size 128 x 128; 40 slices; voxel size = 1.875 x 1.875 x 2 mm3;
TE = 15/16.5/18 ms ; TR = 200 ms; 18 shots fully sampled. The first echo
data were reconstructed with a gridding algorithm and used to estimate the
sensitivity map. All the echo images were then reconstructed with NUFFT
and SENSE. The field map was estimated from these echo images.
For comparison with the proposed joint estimation framework and the
piecewise linear field map model, T ∗2 -weighted images were reconstructed at
each echo time with SENSE, NUFFT, and the piecewise constant model.
Standard R∗2 maps were then obtained with a voxel-by-voxel exponential
fit. In addition, GRE spin-warp data were acquired at the same resolution,
matrix size, and coverage as the spiral data. The other imaging parameters
were: a parallel imaging factor (IPAT) of 2; TE = 2.73/5/35 ms; TR = 2190
ms; a flip angle of 15°. R∗2 maps were also obtained for the GRE spin-warp
acquisition by fitting an exponential function to the signal decay. Note that
the GRE spin-warp acquisition uses short readouts and, thus, has a longer
acquisition time (3 min 01 s) compared to the multi-echo spiral acquisition
(16 s). However, due to the short readouts, the GRE spin-warp may not
suffer as much from the k-space distortions and echo time shifts caused by
SI-MFGs. For simplicity, the term ”GRE” will now indicate the GRE spin-
warp acquisition unless specified otherwise.
Figure 4.8 shows estimates of the object f , the field map ω, and the R∗2
map obtained with the proposed method. Results for two slices in the brain
are shown: a slice with low SI-MFGs (Slice 1) and a slice with higher SI-
MFGs (Slice 2) (lower in the brain). The joint estimation framework pro-
vided a more accurate field map and helped further reduce the image distor-
tions, compared to a non-jointly estimated field map. Figure 4.9A shows the
images, f , obtained when correcting for the piecewise constant field map.
Including the SI-MFGs in the reconstruction improved the image quality
(Figure 4.9B). The improvements in the image quality are even more visi-
ble when the field map has been jointly estimated with the image (Figure




























































































Figure 4.8: Images f , field maps ω, and R∗2 maps estimated for two
different slices. Top row: Slice 1. Bottom row: Slice 2.
R∗2 maps were also estimated using the joint estimation framework with the
piecewise constant field map model. The R∗2 maps are compared and differ-
ence maps are provided in Figure 4.10. Using the joint estimation and the
piecewise constant model corrects for some of the SI-MFG effects but some
errors remain in regions where SI-MFGs are strong.
Figure 4.11 shows the estimated R∗2 maps for the two slices of interest
from the spiral and the GRE acquisition. In Slice 1, positioned closer to
the top of the head, the background magnetic field inhomogeneity is not too
strong (Figure 4.12). Therefore, the three methods result in similar R∗2 maps.
The images obtained with the GRE acquisition are not exactly aligned with
the spiral images, as shown in the difference maps in Figure 4.13. Indeed,
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Figure 4.9: Left: Image reconstructed with the piecewise constant field map
model. The field map used for the reconstruction is the field map estimated
from the calibration data. Middle: Image reconstructed with the piecewise
linear field map model with the field estimated from the calibration data.
Right: Image reconstructed with the piecewise linear field map model. The
field map was the result of the joint estimation algorithm.
GRE images. These are not corrected here but methods have been developed
[76] to compensate for these effects.
In the slice lower in the brain, Slice 2, where SI-MFGs are stronger, the
three methods result in different R∗2 maps. The R
∗
2 values estimated from the
spiral acquisition with the exponential fit are high in the front of the brain.
This is unexpected as no structures in these areas have properties resulting
in high R∗2 values. Other evidence that these high values are artifacts caused
by SI-MFGs is the good agreement in these regions between the R∗2 values
obtained with the GRE acquisition and the spiral-based joint estimation
method (red arrows in Figure 4.11. By correcting for the SI-MFG effects,
bias in the R∗2 values obtained with the spiral acquisition can be removed.
However, differences in the R∗2 maps between the GRE acquisition and the
spiral-based proposed method still persist, especially in the middle front part
of the brain (blue arrows in Figure 4.11). GRE readouts are short and do not
suffer from SI-MFG effects. However, through-plane SI-MFGs cause intra-
voxel dephasing resulting in signal loss, even in the GRE acquisition. As the
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Figure 4.10: Top row: Slice 1. Bottom row: Slice 2. Left column: R∗2 maps
obtained with the joint estimation framework and the piecewise constant
model. Middle column: R∗2 maps obtained with the joint estimation
framework and the piecewise constant linear model. Right column:



































































































Figure 4.11: R∗2 maps obtained for the two slices of interest (top row: Slice
1; bottom row: Slice 2) with the three methods: spiral acquisition with
correction of SI-MFGs i.e. piecewise linear field map model (proposed
method); spiral acquisition without correction of SI-MFGs ie piecewise
constant field map and exponential fit; GRE acquisition and exponential
fit. Red arrows indicate regions where SI-MFGs lead to k-space distortions.











Field map In-plane SI-MFG Through-plane SI-MFG
Figure 4.12: Field map in Hz, in-plane, and through-plane SI-MFGs are
shown for two slices. In the higher slice, Slice 1 (top row), the SI-MFGs are
not strong. However, in the lower slice, Slice 2 (bottom) row, the SI-MFGs
are important; especially the through-plane SI-MFGs have values as high as
































































































































Difference spiral exponential fit 
and spiral proposed method
Difference GRE exponential fit 
and the spiral proposed method
Difference GRE exponential fit 
and spiral exponential fit
Figure 4.13: Differences in R∗2 maps for the two slices of interest (top row:
Slice 1; bottom row: Slice 2) between the three discussed methods: spiral
acquisition with correction of SI-MFGs i.e. piecewise linear field map model
(proposed method); spiral acquisition without correction of SI-MFGs ie











Figure 4.14: Through-plane SI-MFG map is shown on the left. GRE T ∗2
images are weighted using the through-plane SI-MFG map. After
correction, R∗2 values in region where though-plane SI-MFGs are important
are lower.
overestimation of R∗2 occurs in regions where through-plane SI-MFGs are
important. Indeed, regions with high through-plane SI-MFGs correspond to
the regions where the differences in R∗2 values between the GRE acquisition
and the proposed method are the most important (Figure 4.12).
Through-plane SI-MFGs leading to signal loss can be approximately cor-
rected by weighting the images by sinc(Znz0TE) [6], where Zn is the through-
plane SI-MFG value (Hz · cm−1) obtained by central differences of the field
map and z0 is the slice thickness. This expression applies when the read-
outs are short, and thus correcting for SI-MFG effects at the echo time is
sufficient. Figure 4.14 shows the resulting R∗2 map obtained after correction
of the through-plane SI-MFGs in the GRE images. After correction, differ-
ences between the R∗2 maps obtained with GRE and the spiral-based joint
estimation method are reduced as shown in Figure 4.15.
The proposed estimation framework combined with the piecewise linear
field map model provides R∗2 estimates that are free from SI-MFG artifacts.
In the next section, limitations of this approach are discussed.
4.4.4 Limitations of the Proposed R∗2 Estimation Method
In regions where gradients are strong ( > 100 Hz·cm−1), the proposed method


























































Figure 4.15: Impact of the through-plane SI-MFG correction on the
differences between the R∗2 maps obtained with the GRE acquisition and
the proposed method.
the field map and the SI-MFG maps in another slice through the brain (Slice
3). In this region of the brain, SI-MFGs are as high as 120 Hz · cm−1, while
in the slice shown in Figure 4.12, SI-MFGs have values up to 70 Hz · cm−1.
Figure 4.17 shows the estimates of f , ω and R∗2 obtained with the proposed
method for this particular slice. Structures and artifacts appear in the R∗2
estimates that do not seem to represent any brain structures. Looking at the
T ∗2 -weighted images (Figure 4.18), reconstructed with the piecewise linear
field map model, we observe that the signal loss is more important at TE =
55 ms in Slice 3 compared to Slice 2 due to high in-plane and through-plane
SI-MFGs. The loss of information in the third echo in Slice 3 prevents the
estimation of biased-free R∗2 values.
As stated earlier, the NUFFT was used as it is less computationally in-
tensive than the DFT. The NUFFT approach approximated the intra-voxel
gradients by having a two-times oversampled (in all directions) piecewise
constant model. This approximation of the piecewise linear model by an
oversampled piecewise constant model has not been thoroughly investigated,
but it is clear that this approximation may not be accurate with higher
intra-voxel gradients. The residual bias in R∗2 values after our proposed joint
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Figure 4.16: Field map and SI-MFG map in a slice lower in the brain (Slice







Figure 4.17: Image f , field maps ω and R∗2 maps estimated using the
proposed joint estimation method (NUFFT with an oversampling factor
and time segmentation) for Slice 3.
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Figure 4.18: Spiral T ∗2 -weighted images reconstructed with the piecewise
linear field map. T ∗2 -weighted images for Slice 2 (top) and Slice 3 (bottom)
at TE = 20/22/55 ms. The arrow indicates region with important signal



























































































Figure 4.19: Image f , field maps ω, and R∗2 maps estimated using the
proposed joint estimation method for Slice 1 (top) and Slice 2 (bottom).
The DFT implementation with the piecewise linear field map model was
used instead of NUFFT approach with an oversampling factor and time
segmentation.
estimation in high SI-MFG regions could be due to an inadequate approxima-
tion of the gradients and a deviation from the piecewise linear assumption.
Figure 4.19 shows the results obtained with a DFT-based implementation
for the two slices discussed in the previous section. Note that Equation 4.15
does not lend itself well to being integrated into the NUFFT framework. In
regions where the NUFFT approach is successful, such as in regions captured
in Slice 1 and Slice 2, the DFT-based approach performs the same. In regions
where the NUFFT is limited, the DFT approach does not seem to perform
better (Figure 4.20).
Figure 4.21 compared the R∗2 maps obtained with three different methods:





Figure 4.20: Image f , field maps ω, and R∗2 maps estimated using the
proposed joint estimation method for Slice 3 with high SI-MFGs . The
DFT implementation with the piecewise linear field map model was used
instead of the NUFFT approach with an oversampling factor and time
segmentation.
the piecewise linear field map; the spiral acquisition with exponential fit;
the GRE acquisition with exponential fit. Figure 4.22 shows the impact of
through-plane SI-MFG correction on the R∗2 obtained with the GRE for Slice
3. Correcting for the through-plane magnetic field gradients does not seem
to be sufficient here.
Despite the more accurate linear model using the full DFT implementation,
in regions with very high SI-MFGs (> 120 Hz · cm−1), such as in Slice 3, the
piecewise linear field map model still does not capture all the SI-MFG effects.
Increasing the imaging resolution will reduce the signal dephasing within one
voxel and can provide the conditions in which the linear field map model is
correct, but at the expense of the acquisition time and SNR. Other field map
models are needed to fully capture the impact of the SI-MFGs. It is possible
that the SI-MFGs impact the effective k-space trajectory significantly in
high SI-MFG regions, such that adequate sampling did not occur with the
standard trajectories. In these cases, additional compensation strategies are
needed similar to the z-shimming approaches [77].
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Spiral: exponential fit GRE: exponential fit
Proposed method
with DFT
Figure 4.21: Comparison of the estimated R∗2 maps for Slice 3. From left to
right: R∗2 map obtained with the DFT implementation of the joint
estimation and the piecewise linear field map model; R∗2 map estimated
with an exponential fit after reconstructing the images with the piecewise











Figure 4.22: From left to right: Through-plane SI-MFG map for Slice 3; R∗2
map from the GRE spin-warp acquisition without correction of the
through-plane SI-MFGs; R∗2 map from the GRE spin-warp acquisition with
correction of the through-plane SI-MFGs
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4.4.5 Discussion
Susceptibility-induced magnetic field gradients arise from magnetic field in-
homogeneity. SI-MFGs result in k-space distortions and signal loss. These
effects lead to an overestimation of the R∗2 values if the SI-MFGs are not
taken into account. As shown in this work, in regions where SI-MFGs are
strong, an exponential fit approach leads to biased R∗2 estimates.
Spiral acquisitions sample the k-space more efficiently than GRE spin-
warp acquisitions. However, the spiral imaging readouts tend to be long and
are more sensitive to SI-MFGs. The longer the readout, the more impor-
tant are the k-space distortions due to SI-MFGs. Therefore, the R∗2 values
obtained from the GRE acquisition are potentially more accurate than the
ones obtained with the spiral acquisition if no correction for SI-MFG effects
is used.
In addition, the different echo times for the GRE acquisition were chosen
such that the longest echo was less than 35 ms, limiting the overall signal
loss [62]. Nevertheless, residual errors in the R∗2 maps obtained with the
GRE acquisition persist due to signal loss caused by unmodeled through-
plane SI-MFGs. These errors can be partially corrected by weighting the
T ∗2 -weighted images before fitting the signal decay. As the RF profile is
not exactly a rect function, the through-plane SI-MFG correction does not
fully correct the overestimation of the R∗2 values. Further improvements
could come from using a more accurate slice profile in the signal model.
Minimization of the SI-MFG impact on the GRE acquisition could have been
achieved by using shorter echo times. However, using shorter echo times could
decrease the contrast to noise ratio for the R∗2 estimation [78]. For the spiral
acquisition, the echo times were dictated by the readout length, and thus
by the imaging resolution and the parallel imaging factor. The reduction
factor was limited to 2 in order to maintain a good image quality. Smaller
echo spacing could have been achieved but at the expense of the acquisition
time and the temporal resolution, which are important factors if applied for
functional imaging.
The proposed method both corrects for k-space distortions leading to signal
loss, image distortions, and intra-voxel dephasing due to through-plane SI-
MFGs. As seen in Figure 4.10, correcting for the piecewise constant term of
the field map is not sufficient in the spiral acquisition and SI-MFGs need to
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be taken into account.
Further work with the DFT implementation suggests that the residual
artifacts seen in Figure 4.17 could be mitigated by the NUFFT with an
oversampling factor higher than 2. Future work is needed to investigate the
effects of the NUFFT oversampling factor. Preliminary work presented in
the Appendix tries to give some insights on the impact of the oversampling
factor on the image quality. While the DFT implementation seems to pro-
vide R∗2 maps that have fewer artifacts than the NUFFT implementation,
its computational complexity makes the joint estimation very slow and not
practical.
For regions with important SI-MFGs, the proposed method, even using
a DFT-based approach, does not provide R∗2 maps totally free of SI-MFG
effects. Even though the proposed method performs better than the con-
ventional exponential-based estimation, bias in the R∗2 values remains. The
piecewise linear field map model assumes that the SI-MFGs have a linear
variation across a voxel. However, this assumption does not hold when the
SI-MFGs are strong.
One other strategy consists in increasing the spatial resolution of the imag-
ing data. As the image resolution increases, the proposed model for SI-MFGs
becomes more accurate. At a higher resolution, the signal dephasing within
one voxel is reduced, resulting in a condition in which the linear assumption
in the field map might be more applicable.
Another limitation of the proposed approach is the overall low temporal
resolution of the imaging ofR∗2. With a temporal resolution of 8 s in this work,
the multi-echo spiral acquisition is not optimized for functional studies who
rely on a temporal resolution of 1 or 2 s. In order to shorten the acquisition
time, simultaneous multi-slice acquisition can be used but at the cost of an
increased complexity in the estimation framework.
4.5 Correction of SI-MFGs for Functional Imaging on
a Non-human Primate: Preliminary Results
This section presents some preliminary work done with Dr. Marc Normandin
and Dr. Chao Ma at the Gordon Center for Medical Imaging, Massachusetts
General Hospital. This work leverages the joint estimation framework to
77
examine changes in R∗2 due to an applied contrast agent.
Ferumoxytol is an MRI contrast agent and has been used to measure the
relative cerebral blood volume (CBV) and enhance the resting-state fMRI
signal in non-human primate and human subjects [79, 80, 81]. The prelim-
inary results described here correspond to an experiment performed on a
non-human primate.
A typical experiment consists in injecting the contrast agent followed by a
drug injection. The goal is to monitor the BOLD signal changes in response
to the drug. Most experiments last 2-3 hours. Challenges arise from magnetic
field drifts occurring during the experiment and result in image distortions
in the single-shot acquisitions. These disruptions in the magnetic field can
lead to changes in baseline measures and introduce bias in the relative BOLD
signal changes. The overall objective of this collaboration is to obtain non-
biased R∗2 measurements of the drug response and to track the magnetic
field drift, by using the proposed R∗2 estimation method. The experiment
presented here corresponds to the wash-in of the ferumoxytol.
Data were acquired on a 3 T Trio MR scanner with a PET insert. A
custom made 8-channel coil designed for non-human primate subjects was
used. The multi-echo asymmetric spin echo spiral-out sequence was used
with the following parameters: FOV = 13 cm; matrix size = 92 x 92; voxel
size = 1.4 x 1.4 x 2 mm3; 24 slices; TR = 114 ms; TE = 20/31/42/53 ms;
8 shots with a parallel imaging reduction factor of 2.35. With these imaging
parameters, the TR per volume was 10.9 s. A coil sensitivity map and a field
map were obtained from an additional asymmetric spin echo scan with the
following parameters: TE = 17/18/19/20 ms; TR = 125 ms; 12 shots fully
sampled with the same FOV, matrix size, and resolution as the multi-echo
functional data. A structural scan (MPRAGE) was also acquired at a 1 mm
isotropic resolution.
The joint estimation of the image, f , the R∗2 maps, and the field map, ω,
was performed with only the first three echoes of the multi-echo data. Due
to the T ∗2 value decrease or R
∗
2 value increase with ferumoxytol, the last echo
data did not contain much information. In addition to the proposed method,
T ∗2 -weighting images for all echoes were reconstructed using NUFFT and
corrected for the background magnetic field effects using the acquired field
map and the piecewise constant model. R∗2 maps were obtained with the
standard exponential fit from these T ∗2 -weighted images and compared to
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Figure 4.23: From left to right: sagittal, coronal and axial views from the
structural scan.
the one obtained with the proposed joint estimation method.
Sagittal, coronal, and axial slices from the structural scan are shown in
Figure 4.23. The image, f , the field map, ω, and the R∗2 map obtained with
the joint estimation framework are shown in Figure 4.24. The different rows
correspond to the following time points: 32.8 s, 361.2 s, and 547.2 s just after
injection of ferumoxytol. The wash-in of the contrast agent slowly increases
the R∗2 values. The effects of the contrast agent can also be seen in the
proton density image, f , as the contrast agent also causes a shortening of
the T1 values. Figure 4.25 compares the R
∗
2 maps from the exponential fit
and the proposed method at the same time point as in Figure 4.24. At the
edges of the brain, especially towards the posterior regions, SI-MFGs lead to
an overestimation of the R∗2 values.
Injection of ferumoxytol considerably increases the R∗2 values as observed in
Figure 4.24. Therefore, the acquisition used in the previous work on human
subjects had to be modified to avoid total signal loss at the second echo time.
Using a multi-shot acquisition allowed the use of smaller echo time spacing
but decreased the temporal resolution of the fMRI acquisition. With the
proposed method, overestimation of the R∗2 values is avoided in areas where
SI-MFGs are important such as the edges of the brain as shown in 4.24. In
these areas, an exponential fit approach is sensitive to SI-MFGs and results
in biased R∗2 values.
Applications using GRE acquisitions such as R∗2 mapping and relative CBV
estimation [79] can suffer from important bias due to SI-MFGs arising from
air/tissue interfaces. The proposed approach was successfully applied here
in the case of ferumoxytol wash-in as a preliminary work. R∗2-based fMRI
with correction of background SI-MFG effects is a robust and quantitative
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Figure 4.25: Comparisons at different time points of the R∗2 maps estimated
with an exponential fit combined with the piecewise constant field map
model and the proposed method. The same time points as in Figure 4.24
are shown here.
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resolution. Further work will include the application of this approach to a
complete functional experiment.
4.6 Conclusion
The proposed work combines a joint estimation framework with a fast acqui-
sition to correct for the effects of background SI-MFGs. It has a significant
impact on applications that rely on T ∗2 or R
∗
2 values. In regions where SI-
MFGs are smaller than 100 Hz · cm−1, the proposed approach provides R∗2
maps that are free from SI-MFG artifacts. The proposed method is more
robust than a GRE spin-warp acquisition combined with an exponential fit.
Indeed, the GRE spin-warp acquisition can take significantly longer and can
still suffer from some SI-MFG bias. However, the model assumes that the
field map is piecewise linear, an assumption that may not hold in regions
where SI-MFGs are important. Though a spiral acquisition was used in this
work, the proposed estimation framework is suitable for any other type of
trajectories. Future work will include the development of a field map model
that could better represent the signal behavior in high SI-MFG regions and
a multi-slice acquisition scheme to further reduce the acquisition time.
The next chapter will provide a model-based reconstruction framework to
correct for the impact of the background magnetic field both in the magni-









In this chapter, the effects of the background magnetic field inhomogeneity
on phase imaging can be mitigated by using a model-based reconstruction
framework. This work is the result of a collaboration involving Berkin Bil-
gic (Martinos Center, Massachusetts General Hospital,) and Borjan Gagoski
(Boston Children Hospital).
Susceptibility Weighted Imaging (SWI) and Quantitative Susceptibility
Mapping (QSM) are two imaging techniques that take advantage of the phase
information in MR images. SWI can reveal structures that are not always
visible in T ∗2 -weighted images [83, 84] whereas QSM further provides quan-
titative information by extracting the susceptibility distributions from the
phase images. It has also been shown that QSM is more sensitive in detecting
increased iron deposition in neurodegenerative diseases such as Parkinson’s
disease compared to T ∗2 mapping [85, 86].
While SWI and QSM have shown great clinical values [87, 88], they are
more computationally demanding, since additional processing steps are re-
quired to retrieve the underlying meaningful information from phase images.
The main two steps are phase unwrapping and background field removal. For
QSM, an additional step is required to obtain the susceptibility maps. Phase
wraps occur since MR phase values are given between -pi and pi. Laplacian-
based methods [89] are commonly used for phase unwrapping. The back-
ground field removal step consists in removing the phase contribution of the
non-tissue specific phase, the background field. The task is challenging due to
the non-local nature of the magnetic field disruptions. Thus, sources outside
of the brain contribute to local tissue phase in the brain.
Portions of this chapter have been published in [82].
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Air/tissue interfaces in the brain create strong magnetic field inhomogene-
ity leading to distortions in the magnitude images, bias in R∗2 mapping, and
strong phase variations in the phase images. If the background field was
known, a subtraction from the phase images would give us the tissue phase
of interest. Some works have proposed estimating the background field from
structural scans [90]. However, measuring the background field without tis-
sue contribution is a difficult task. This has only been achieved in cases
where phantoms can be imaged with and without the susceptibility disrup-
tions [91]. Instead, post-processing techniques have been developed to remove
the background magnetic field, separating it from the desired tissue phase.
Techniques based on different assumptions about the background field have
also been developed: Projection onto Dipole Fields (PDF) method [92], So-
phisticated Harmonic Artifact Reduction for Phase data (SHARP) algorithm
[93], Laplacian Boundary Value (LBV) method [94] to name a few. Some of
those methods are presented and compared in a recent review paper [95].
A millimiter or submillimeter resolution acquisition is generally required
in phase imaging [96]. However, imaging at high-resolution considerably
increases the acquisition time. Consequently, a tradeoff between acquisi-
tion time and imaging resolution often needs to be made. New acquisi-
tion schemes have been proposed to achieve both high resolution and high
speed, using parallel imaging and simultaneous multi-slice acquisitions, such
as wave-CAPI (controlled aliasing in parallel imaging) [97] or Simultaneous
Time-Interleaved MultiSlice (STIMS) [98].
Spiral trajectories are among the most SNR time-efficient trajectories.
However, few studies have explored spiral trajectories for SWI or QSM [5, 99].
Wu et al. [5] compared the phase maps obtained with a 3D multi-echo and
multi-shot spiral acquisitions to those obtained with a standard 3D spoiled
gradient echo. They showed good agreement in susceptibility values between
the two acquisitions. With their acquisition scheme, the acquisition time was
reduced by 8 times compared to the spoiled gradient echo acquisition. Fur-
ther decrease in the acquisition time could have been possible if the readout
length was not limited to 8.5 ms. Unfortunately, longer readouts in spiral
trajectories lead to blurring and image distortions due to the background
field. These image artifacts can be corrected using model-based reconstruc-
tion frameworks. Kasper et al. [99] recently demonstrated the advantages
of 2D spiral-in and spiral-out acquisitions for fast anatomical imaging. Since
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their spiral readouts lasted 25 ms, correction of the background magnetic
field effects was necessary. The correction was based on an estimate of the
magnetic field distribution (field map) and an external probe to track for
imaging gradient imperfections. Combined with a model-based reconstruc-
tion, they were able to obtain non-distorted images at an in-plane resolution
of 0.7 mm with a slice thickness of 2.5 mm, covering 36 slices in 36 s without
the use of parallel imaging. In addition, by including the field map in the
image reconstruction, few phase wraps were observed and structures such
as the deep gray matter could be seen in the image phase without any un-
wrapping or background field removal steps. By modeling the effects of the
background magnetic field, they were able to remove the main contribution
of the background field in the phase images.
In this work, an efficient 3D spiral-in acquisition is used to acquire images
at 1 x 1 x 1 mm3 resolution, capturing the whole brain in 46 s. Furthermore,
advantages of model-based reconstruction approaches are investigated for
facilitating the background field removal step in QSM. As the optimal TE
for phase imaging at 3 T is around 35-40 ms, using a spiral-in acquisition
allows the utilization of this waiting time for contrast. A rotated stack of
spiral acquisition is used to further decrease the acquisition time based on
previous work [100].
5.2 Materials and Methods
5.2.1 Acquisition
All data were acquired on a 3 T Trio scanner (Siemens, Erlangen) with a
32-channel head coil, in accordance with the local IRB. A 3D gradient echo
spiral-in sequence with a rotated stack of spirals, was used with the following
parameters: TE = 35 ms; TR = 53 ms; flip angle: 15°; voxel size: 1 x 1 x
1 mm3; FOV = 256 mm; 144 slices; 12 shots per kz plane with a parallel
imaging reduction factor of 2 and 4, used for two different acquisitions. With
these parameters, the acquisition time was 46 s for a reduction factor of 2
and 23 s for a reduction factor of 4. The spiral trajectory was designed with
constant density using the formulation defined in [101]. A slew rate of 170








Figure 5.1: K-space trajectory designed for the fast QSM acquisition. A: 6
spiral shots are shown here. B: A reduction factor of 3 has been chosen in
this example. 2 spiral shots are acquired for each kz encoding plane. Shots
are different for two consecutive kz encoding planes.
the limits of the manufacturer specifications and to minimize peripheral nerve
stimulation. Another spiral data set was acquired in 13 s with a voxel size of
1.28 x 1.28 x 1.2 mm3, 8 shots per kz plane with a parallel imaging reduction
factor of 4, FOV of 256 mm, matrix size of 200 and 120 slices. The other
imaging parameters were identical to the ones used for the first two spiral
acquisitions. The spiral readout duration was around 16 ms for all spiral
acquisitions.
In a rotated stack of spirals acquisition, the spiral shots are rotated between
the kz encoding planes. Figure 5.1 shows the k-space trajectory distribution.
Figure 5.1A pictures the different shots in different colors and Figure 5.1B
shows how they are distributed along the different kz encoding planes. In
this example, 6 shots per kz plane are designed with a parallel imaging re-
duction factor of 3. Therefore, 2 shots are acquired for each kz lines. The
shots between two consecutive kz encoding planes are different. The use of
a rotated stack of spirals allows an overall higher reduction factor compared
to a standard stack of spirals.
The different spiral acquisitions were compared to a standard 3D gradient
echo spin-warp sequence, designated as ”GRE sequence”, with TE = 35 ms,
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Table 5.1: Image resolution, TE, TR, reduction factor (R factor) for
parallel imaging and acquisition time for the four different acquisitions
Resolution TE TR R Factor Duration
GRE 1 x 1 x 1 mm3 35 39 2 782 s
Spiral 1 1 x 1 x 1 mm3 35 53 2 46 s
Spiral 2 1 x 1 x 1 mm3 35 53 4 23 s
Spiral 3 1.28 x 1.28 x 1.2 mm3 35 53 4 13 s
TR = 39 ms, flip angle of 14° and a parallel imaging reduction factor of 2 in
the phase encode direction. The other imaging parameters were identical to
the ones used in the spiral acquisitions. The acquisition time was 13 min 2 s
or 782 s. Table 5.1 summarizes the different parameters for the four different
acquisitions. The Spiral 1 acquisition is defined as the spiral acquisition
with a reduction factor of 2 at 1 mm isotropic resolution while the Spiral 2
acquisition describes the 1 mm isotropic scan with a reduction factor of 4.
Spiral 3 is the fastest scan at a resolution of 1.28 x 1.28 x 1.2 mm3.
Images for estimating the coil sensitivity map and the background field
map were acquired with a separate calibration scan. The scan consisted in
a 2D asymmetric spin echo sequence with a spiral-out trajectory and the
following imaging parameters: TE = 23/24/25 ms; TR= 50 ms; flip angle =
90°; voxel size: 2 x 2 x 2 mm3; FOV 256 mm; 18 shots fully sampled. The
acquisition time was 4 min 19 s. This calibration scan was run for each spiral
acquisition to make sure that the background field maps were accurate and to
overcome any potential magnetic field drift between the different acquisitions.
Although the calibration scan is necessary to get the background field map
and the coil sensitivity map, faster scans will be examined in the future work.
5.2.2 Reconstruction
Field Map Estimation
Coil images from the first echo data of the calibration scan were reconstructed
using a gridding algorithm and used to estimate the coil sensitivity map. The
sensitivity map was then used to reconstruct the images at all echo times with
an NUFFT-based iterative algorithm. The field map was then obtained from
all the calibration images using a regularized least squares formulation [102].
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Sensitivity map and field map were interpolated to a higher resolution for
the reconstruction of the QSM images.
An asymmetric spin echo acquisition was chosen for the calibration scan
because it resulted in a spin echo image for the first echo and in gradient
echoes images for all the other echoes. The first echo gave an image that had
ideally no phase information from the background field and the other echoes
were chosen close to each other, such that the background field was captured
and the contribution from tissues was minimized. However, structures such
as the globus palladium have a high magnetic susceptibility value [103, 5]
and can appear in the gradient echo phase images. Therefore, the estimated
field map may reflect not only the background field but also some tissue
information. The phase arising from magnetic field disruptions caused by
air and tissue interfaces is smooth through the brain whereas tissue-specific
phase has high resolution edges. In order to remove any residual tissue phase
information in the field map, the residual tissue phase information is removed
using V-SHARP [5].
QSM Image Reconstruction
The MR signal model, derived from Equation 2.9, for the l-th coil is, ignoring






where cl is the coil sensitivity map for the l-th coil and f is the complex image
to estimate. f contains the tissue phase information of interest. The term
ω(r) represents the background field resulting from air/tissue interfaces. By
knowing the term ω(r), it is possible to remove its contribution to the final
reconstructed image, f . The vector t, representing time, can be either viewed
as the time from the beginning of the readout or from the RF excitation.
Depending on how the timing vector is chosen, using this model combined
with an iterative approach, one can correct for the effects of the background
magnetic field during the readout only or from the time that the RF pulse
is applied. In this work, t is defined to correct for the phase accumulation
between the excitation and the end of the readout.
Field corrected spiral images were reconstructed solving a penalized least
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square problem (Equation 4.22, Chapter 2) with the signal model described in
Equation 5.1 and the piecewise constant field map model (Chapter 4). The
iterative algorithm also included a SENSE approach [74] and the NUFFT
with time segmentation [65]. Non-field corrected images were also obtained
by assuming that ω(r) is null.
The GRE individual coil images were reconstructed off-line with GRAPPA
[104] using functions from the BART toolbox [105]. Coil combination is an
important step in phase imaging since the phase images need to be free from
fringe lines or singularities [88]. Coil images were summed together after
removing the phase contribution of each coil. The coil phases were obtained
from the sensitivity map acquired from the spiral acquisition instead of the
GRE calibration scan. GRE calibration data showed signal loss due to off-
resonance effects. Reconstructed GRE images were not corrected for the
background field inhomogeneity, which is the standard approach for SWI
and QSM, relying on post-processing methods to later remove these effects
in the phase images.
5.2.3 Quantitative Susceptibility Mapping
All images were, first, skull stripped using FSL BET [106]. Phase images
were then unwrapped using the Laplacian unwrapping algorithm and tissue
phase images were obtained with V-SHARP. The phase unwrapping and V-
SHARP were applied using codes provided in the STISuite toolbox [5].
Susceptibility maps were calculated with a dipole inversion algorithm using
an alternating direction method of multipliers (ADMM). The dipole inversion
uses the compressed sensing compensated formulation from [5] with Wavelet
and Total Variation (WTV) penalties. This solved the following minimiza-
tion problem:
χ̂ = arg minχ||MFχ− k||22+α||Wχ||1+βTV (χ), (5.2)
where M is a mask indicating the k-space region where the dipole kernel
D can be inverted, F is the discrete Fourier transform, χ is the unknown
susceptibility distribution, and W and TV are wavelet and total variation
penalties. k is trusted data in k-space and is given by k = MD−1FΦ with
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Figure 5.2: Overview of the proposed approach for including the
background field map in the image reconstruction step. An initial field map
obtained from the calibration scan is processed to remove the tissue phase
information: tissue phase is estimated with V-SHARP and removed from
the field map. Using the new field map in the model-based reconstruction
framework, complex images corrected for background field effects are
reconstructed. The phase images are first unwrapped using a Laplacian
approach. V-SHARP is then used on the unwrapped phase images to get
the tissue phase images. Finally, susceptbility maps are calculated from the
tissue phase images with the proposed dipole inversion algorithm that uses
an alternating direction method of multipliers (ADMM) formalism. All
steps except the image reconstruction and the dipole inversion are
performed using the STIToolbox [5].
|D|> tk. Variable splitting was used to divide the objective into simpler
subproblems, all of which were solved in closed-form.
Figure 5.2 is an overview of the proposed susceptibility mapping approach
that takes into account the background field map.
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5.3 Results
5.3.1 Correction of Background Magnetic Field Effects
Figure 5.3 shows the effect of the background magnetic field on the mag-
nitude images of the Spiral 1 acquisition (Table 5.1). After correcting for
the background field effects, spiral images become sharper and show features
similar to the GRE images. In addition, as shown in Figure 5.4, the phase
wraps appearing in the non-field corrected images are almost completely re-
moved in the field corrected images. However, some phase gradients persist
underneath the temporal and frontal lobes.
Figure 5.5 shows the tissue phase maps obtained with the Spiral 1 acquisi-
tion with and without field correction, as well as the ones acquired with the
GRE acquisition. While V-SHARP performs well on the GRE images, the
background field removal step failed to remove all non-tissue specific phase
in the non-field corrected spiral images. Residuals from the background field
remain in the non-field corrected phase images, resulting in errors in the sus-
ceptibility maps as seen in Figure 5.6. Tissue phase images and susceptibility
maps obtained with the spiral acquisition and magnetic field inhomogeneity
correction are comparable to the ones obtained with the GRE acquisition.
Line profiles are plotted across the susceptibility maps in Figure 5.7 for the
GRE acquisition (blue line) and the spiral acquisition with field correction
(red line). Good agreement exists between the two profiles. Small differences
appears mainly at the edges of the brain, especially in the lower slice.
5.3.2 Fast Spiral Acquisition for Accurate Susceptibility
Mapping
Figures 5.8 and 5.9 show the tissue phase images and susceptibility maps
for Spiral 1 and Spiral 2 acquisitions respectively. Maps from the Spiral 2
acquisition are noisier, especially in the center of the brain, as expected due
to a higher reduction factor. Figure 5.10 shows the susceptibility line profiles
for Spiral 1 and Spiral 2. Good agreement exists between the two profiles.
Discrepancies in susceptibility values are more pronounced in the lower slice.
Figure 5.11 shows the tissue phase images and susceptibility maps from the
Spiral 3 acquisition. Accurate tissue phase images and susceptibility maps
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Figure 5.3: A: Spiral magnitude images from the Spiral 1 acquisition
reconstructed without field correction. B: Spiral magnitude images from
the Spiral 1 acquisition reconstructed with field correction C: GRE images.
Arrows indicate regions where image distortions are important due to the
background magnetic field. After correcting for the background field effects,
the spiral images are almost identical to the GRE images.
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Figure 5.4: A. Phase images from the Spiral 1 acquisition without field
correction. B: Phase images from the Spiral 1 acquisition with field
correction. By having an estimate of the background field, it is possible to
remove its effects from the image phases.
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Figure 5.5: A: Tissue phase images from the Spiral 1 acquisition
(acquisition time of 46 s) without field correction. B: Tissue phase images
from the Spiral 1 acquisition (acquisition time of 46 s) with field correction.
C: Tissue phase images for the GRE acquisition (acquisition time of 782 s).
Arrows indicate regions where artifacts due to the background field were
removed from the tissue phase with the model-based reconstruction method.
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Figure 5.6: A: Susceptibility maps from the Spiral 1 acquisition (acquisition
time of 46 s) without field correction. B: Susceptibility maps from the
Spiral 1 acquisition (acquisition time of 46 s) with field correction. C:
Susceptibility maps for the GRE acquisition (acquisition time of 782 s).
Errors in the susceptibility maps are propagated due to the background
field artifacts in the tissue phase images (blue arrows). They are removed
by modeling the background field effect on the MRI signal.
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GRE SpiralA B C
Figure 5.7: A: Susceptibility maps obtained with the GRE acquisition. B:
Susceptibility maps obtained with the Spiral 1 acquisition and field
correction. C: Line profiles for the GRE (blue) and Spiral 1(red) are
plotted from slices high and low in the brain and show good agreement.
can be obtained in this short scan of 13 seconds, albeit at a slightly lower
imaging resolution.
5.4 Discussion
Spiral trajectories enable very fast and efficient acquisitions at the potential
expense of background field-induced image distortions and residual phases.
The background field can be compensated in the image reconstruction and
the mentioned artifacts can be effectively removed. Whole brain images can
be acquired at a 1 mm isotropic resolution in 46 s, which is 17 times faster
than with a GRE acquisition at the same resolution and parallel imaging
factor. A 13 s acquisition scheme is also provided that shows good image
quality. This fast acquisition could further permit the development of ap-
plications such as functional QSM [107] where high temporal resolution is
needed to observe dynamic changes in tissue properties.
Though only a reduction factor of 2 was defined in-plane, a rotated stack
of spirals approach effectively leads to an additional through-plane reduction
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Figure 5.8: Tissue phase images obtained from the (A) Spiral 1 acquisition
with a reduction factor of 2 and an acquisition time of 46 s and from the
(B) Spiral 2 acquisition with a reduction factor of 4 and an acquisition time
of 23 s.
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Figure 5.9: Susceptibility maps obtained from the (A) Spiral 1 acquisition
with a reduction factor of 2 and an acquisition time of 46 s and from the
(B) Spiral 2 acquisition with a reduction factor of 4 and an acquisition time
of 23 s.
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Spiral 1 (R =2) Spiral 2 (R =4)
A B C
Figure 5.10: A: Susceptibility maps obtained from the Spiral 1 acquisition
with a reduction factor of 2. B: Susceptibility maps obtained from the
Spiral 2 acquisition with reduction factor of 4. C: Line profiles for Spiral 1
(blue) and Spiral 2(red) are plotted and show good overall agreement,
especially in the high slice.
factor. Gain in SNR with a 7 T scanner could allow the use of a higher
reduction factor. However, the imaging readout may need to be decreased
as off-resonance effects are more important at higher field.
The imaging readouts used in this work were limited to 16 ms. Correcting
for the background field effects is necessary as image distortions become more
important with longer readouts. For readout longer than 16 ms, it appears
that the piecewise linear model described in Chapter 4 may then be needed
to correct for the SI-MFG effects (see Appendix A). Similarly, T ∗2 decay
effects during the imaging readout can also be compensated using a model-
based approach [108]. Further speed up in the sequence can be achieved by
optimizing the fat saturation module. Indeed, 15 ms was dedicated to the
spoiling and the fat saturation modules in each TR of the acquisition.
As hinted by Kasper et al. [99], model-based reconstruction approaches
can correct for the phase accumulation occurring between the excitation and
the start of the imaging process. Important phase wraps mainly resulting
from air/tissue interfaces can be removed from the phase images and further
facilitate the unwrapping step. The accuracy of this correction depends on
99
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Figure 5.11: Tissue maps (A) and susceptibility maps (B) obtained from
the Spiral 3 acquisition with a reduction factor of 4, a voxel size of 1.28 x
1.28 x 1.2 mm3, and an acquisition time of 13 s.
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the estimated field map. However, obtaining an accurate map of the back-
ground field that does not capture the effects of tissue magnetic susceptibility
is challenging.
Images needed for estimating the field map have to show minimum distor-
tions. By experience, 18 shots spiral acquisitions have been shown to provide
images with few distortions at 3 T but increase the overall scanning time.
Strategies to reduce the acquisition time of the calibration scan include the
use of parallel imaging and multi-slice acquisitions.
In this work, tissue phase information is removed from the field map by
using V-SHARP. As the background field is assumed to be a harmonic func-
tion, a smooth background field map is expected after the use of V-SHARP
[95]. It is important to remove any tissue contribution in the field map as
it could lead to the removal of useful tissue phase information during the
image reconstruction step. With the proposed method, non-tissue specific
phase remains as seen in Figure 5.4. Therefore, an additional background
field removal was needed after phase unwrapping, even in the case where the
field corrected image reconstruction approach was used.
The resolution of the calibration images could also have an impact on the
estimation of the magnetic field map. The reference images for field map
estimation were acquired at a 2 mm isotropic resolution in this work, giving
voxels that were twice as large as the QSM imaging resolution. This resolu-
tion proved to be sufficient to obtain a good estimate for the magnetic field
inhomogeneity distribution. While acquiring images at a lower resolution
will shorten the acquisition time, the interpolation to the QSM resolution
may result in inaccurate estimate of the background field. Higher resolution
images will increase the acquisition time,decrease the signal to noise ratio,
and may also result in representing more high-resolution tissue phase in the
field map. Further analysis is needed to determine the impact of the field
map resolution on the image correction.
5.5 Conclusion
A time-efficient 3D spiral-in acquisition is presented for quantitative suscep-
tibility mapping. As long readouts are used, correction for the background
magnetic field effects is needed. Accurate tissue susceptibility maps can be
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obtained 17 times faster with the proposed spiral-in acquisition compared
to a standard GRE spin-warp acquisition. The model-based reconstruction
framework developed here applies not only to the spiral acquisitions but also
to any other type of trajectory.
As phase imaging uses gradient echo acquisitions and depends on TE,
optimal phase contrast is achieved when TE is chosen close to the T ∗2 values.
However, as demonstrated in previous chapters, SI-MFGs lead to k-space
distortions and TE shifts. Phase imaging is not immune to the SI-MFG
effects. An analysis of the SI-MFG impact on phase imaging through TE






Many MRI applications rely on the magnetic susceptibility property of tis-
sues. However, the magnetic field inhomogeneity arising from air/tissue in-
terfaces, referred to as the background magnetic field, and the susceptibility-
induced magnetic field gradients (SI-MFGs) both impact the ability to ac-
quire accurate MR images and extract precise measures.
BOLD fMRI depends on the echo time (TE) for its contrast. However,
background SI-MFGs lead to shifts in TE. As the background SI-MFGs are
spatially varying, each voxel experiences its own effective TE, resulting in a
non-uniform BOLD sensitivity throughout the brain. Apparent differences
in brain function may be due to differences in the BOLD sensitivity and not
in the underlying neural activity. By taking into account the background
SI-MFG effects, k-space distortions can be estimated and effective TE maps
can be calculated. In this work, effective TE maps were compared between
two age groups. Age-related differences in effective TE were obtained but
the impact on the BOLD sensitivity was found to be minimal. While no
age-related bias is expected to be introduced at 3 T by in-plane SI-MFGs,
strong variations (± 5 ms) in the effective TE across the brain is observed in
all subjects. Therefore, it is important to keep in mind the BOLD sensitivity
variations when making conclusion about brain function.
R∗2 mapping has been used in many quantitative MR applications such as
quantitative fMRI. However, the background SI-MFGs also impact the R∗2
relaxation, such that the signal does not appear to decay exponentially with
TE. Overestimation of R∗2 values can occur if SI-MFGs are not corrected. In
order to capture and correct the background SI-MFG effects, the background
field is modeled with a piecewise linear expansion in a voxel. This model
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is combined with a joint estimation framework of the image intensity, the
field map, and the relaxation R∗2 map. With this approach, the SI-MFG
effects were removed from the R∗2 decay, providing bias-free R
∗
2 estimates.
SI-MFG effects were corrected both during the imaging readout and during
the time between the application of the RF excitation and the start of the
readout. Therefore, the calculated R∗2 values from the proposed method
were more accurate than the ones obtained with an exponential fit of the
spiral multi-echo data and even the standard GRE spin-warp data. However,
the piecewise linear background field map assumption may not be true in
regions where SI-MFGs are too strong (> 100 Hz/cm). In these high SI-
MFG regions, the proposed method could not provide R∗2 measures free from
SI-MFG artifacts.
In MR phase imaging, the direct extraction of tissue magnetic suscepti-
bility information is prevented by the background magnetic field. A model-
based reconstruction framework can both correct the effects of the back-
ground field on the magnitude and phase images for quantitative suscepti-
bility mapping. Taking advantage of longer readout acquisitions which are
enabled by the background magnetic field correction, a fast 3D acquisition is
achieved using a spiral-in trajectory and a rotated stack of spirals. The pro-
posed method enables accurate magnetic susceptibility maps 17 times faster
than with a standard gradient echo spin-warp acquisition.
In conclusion, this work demonstrates the need for accurate models of the
impact of the background field and the SI-MFGs on the image acquisition.
These models can predict the R∗2 decay behavior and phase accumulation
experienced when background SI-MFGs are present in phantoms and the
brain. Combined with efficient imaging schemes, model-based reconstruction
frameworks can enable fast and accurate imaging.
6.2 Future Directions
 The R∗2 estimation framework proposed in this work did not perform
well in regions where SI-MFGs were too large. In these regions, the
background SI-MFG effects could be so strong that inadequate sam-
pling occurred. Compensation acquisition strategies, such as applying
additional magnetic field gradients, could be used to minimize SI-MFG
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effects and could be easily incorporated in the estimation framework.
 As mentioned previously, R∗2-based fMRI has many advantages but
is limited by the achievable temporal resolution. Acceleration of the
multi-echo acquisition can be performed by adopting a simultaneous
multi-slice strategy. However, these types of acquisitions increase the
computational burden of the proposedR∗2 estimation framework. Lever-
aging advances in parallel computing would make the proposed R∗2 es-
timation more practical.
 While this work addressed the impact of background SI-MFGs on R∗2
decay, some preliminary results demonstrated that the piecewise linear
field map model could also improve the image quality more generally
in long readout imaging (see Appendix A). Further work needs to be
done to provide a theory for choosing the right NUFFT oversampling
factor in the SI-MFG correction, if a fast reconstruction approach using
NUFFT is chosen.
 Susceptibility Weighted Imaging (SWI) and Quantitative Susceptibility
Mapping (QSM) both depend on the echo time to provide the optimal
phase contrast. The SI-MFG effects on these applications have not been
yet studied and the potential induced bias in magnetic susceptibility
values has not been evaluated. However, most standard SWI/QSM
images are based on gradient echo spin-warp acquisitions; therefore it
is reasonable to believe that the SI-MFG effects on the imaging read-
outs are minimal with these types of acquisitions. Since a spiral-in
acquisition with relatively long readouts has been used in this work,
the SI-MFG effects may not be negligible and further work is needed
to evaluate the SI-MFG impact on the susceptibility estimation. Cor-
recting for SI-MFGs may enable longer readouts (> 16 ms), speeding





FIELD GRADIENTS FOR LONG
READOUT IMAGING
A.1 Improved Image Quality for Long Readout
Imaging with a Piecewise Linear Field map
Trajectories such as spiral or EPI are SNR efficient and have the advantage
of reducing the acquisition time compared to spin warp imaging [99]. While
a spin warp acquisition has a readout of 2-3 ms, a spiral trajectory readout
can be as long as 60 ms. The efficiency of the spiral trajectory comes at a
cost of image quality through magnetic field inhomogeneity and T ∗2 decay
during long readouts.
Methods for correcting the effects of magnetic field inhomogeneity during
the imaging readouts have been previously proposed [65]. Most techniques
for magnetic field correction assume that the field map is piecewise constant.
However, intravoxel SI-MFGs induced by magnetic field inhomogeneity exist,
resulting in distorted k-space trajectories [40, 7, 1] and echo time shifts, which
are not modeled by a piecewise constant field map. To correct the SI-MFG
impact, a piecewise linear model is needed. While the effects of intra-voxel
SI-MFGs on the BOLD contrast [40] and quantitative imaging [7] have been
previously addressed in Chapter 3 and Chapter 4, an analysis of their effects
on long readout imaging has not been presented.
In this work, the piecewise linear field map model is used to correct for
magnetic field inhomogeneity effects during long imaging readouts. Correc-
tions for T2* effects during long readouts have been previously proposed




Synthetic k-space data from an analytical brain phantom (EPFL Phantom)
[109] were generated using the Discrete Fourier Transform (DFT) with the
piecewise constant field map model (Chapter 4, Equation 4.8), at a resolution
6 times higher than the imaging resolution. A synthetic field map was cre-
ating using three Gaussian shapes with field map values ranging up to -250
Hz/cm, a value found in the human brain (Figure A.2). A spiral acquisition
with a readout duration of 65.2 ms was used for the simulations. Images were
then reconstructed using DFT combined with either the piecewise constant
field map model or the piecewise linear model (Chapter 4, Equation 4.16).
A.1.2 Acquisition and Reconstruction
All experiments were conducted on 3 T Magnetom Prisma (Siemens, Erlan-
gen Germany) with a 64-channel head coil on one human subject. A 2D spin
echo with a spiral-out trajectory was used with the following parameters: TE
= 40 ms; TR = 200 ms; FOV = 24 cm; 40 slices; voxel size of 1.9 x 1.9 x 2
mm3. All data sets were fully sampled. Multiple data sets were acquired with
different numbers of shots and readout lengths: 1 shot (readout duration =
61.25 ms), 2 shots (readout duration = 30.62 ms), 4 shots (readout duration
= 15.31 ms) and 18 shots (readout duration = 3.4 ms).
Images for a sensitivity map and a field map (FM) were acquired using
another 2D asymmetric spin echo with a spiral trajectory and the following
parameters: TE = 15/16.5/22.5 ms ; TR = 770 ms; 1.9 x 1.9 x 2 mm3; 40
slices; FOV 24 cm; 18 shots. The first echo data were used to estimate the
coil sensitivity map while the field map was estimated using the remaining
echoes. Magnetic gradients were obtained using central differences on the
estimated field map.
Images were reconstructed using the two signal models combined with
the DFT in an iterative image reconstruction approach [110]. To reduce
the computational complexity of the fully sampled data, a singular-value
decomposition (SVD) coil compression was used with a rank of 1, as parallel
imaging was not the focus of this work.
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Figure A.1: Top row: object and field map used for simulating the k-space
data. Bottom row: Comparison of the three different reconstructions:
without any field correction, DFT with the piecewise constant field map
model, DFT with the piecewise linear field map model.
A.1.3 Results
Figure A.1 shows the object as well as the field map used for the simulation.
Using the piecewise linear field map improved the image quality and the
resulting images matched the ground truth more. Figure A.2 shows the field
map as well as the magnetic field gradient maps for two slices. Those maps
were used for reconstructing the images shown in Figure A.3 and A.4. The
lower slice experiences SI-MFGs as high as -250 Hz/cm, while in the higher
slice, the SI-MFGs are not as important. For a long readout acquisition such
as 1 shot case, using the piecewise linear model considerably improved the
image quality, especially in the lower slice. For imaging readouts of duration
smaller than 15 ms, the piecewise linear model does not seem to have an
impact on the image quality.
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Figure A.2: Top: Field map for the two slices of interest. Bottom: the three
spatial gradients. Magnetic field gradients can be as high as 200Hz/cm.
The field map as well as the magnetic field gradients were used in the image
reconstruction algorithm.
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Figure A.3: Images from the different acquisitions were reconstructed:
without correction of magnetic field inhomogeneity (no FM), with the
piecewise constant field map model, with the piecewise linear field map
model that captures the SI-MFG effects. Results for a slice experiencing
high SI-MFGs is presented here.
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Figure A.4: Images from the different acquisitions were reconstructed:
without correction of magnetic field inhomogeneity (no FM), with the
piecewise constant field map model, with the piecewise linear field map
model that captures the SI-MFG effects. SI-MFGs across the slice shown
here are not as strong as the slice in Figure A.3
.
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A.1.4 Discussion and Conclusion
For long readout imaging, correction of magnetic field inhomogeneity is nec-
essary to obtain a high image quality, free of magnetic susceptibility artifacts.
The impact of SI-MFGs accumulates during the readout; therefore it is crit-
ical to also correct for the magnetic field gradients, not just the magnetic
field inhomogeneity itself. In areas where the magnetic field gradients are
strong, images acquired with a long readout imaging can be corrected with
the piecewise linear field map model. Some artifacts remain in the images, es-
pecially where the magnetic field inhomogeneity gradients are large. In these
regions, the distortion of the k-space trajectory from these gradients may
have impacted the sampling severely, resulting in an undersampled region.
A.1.5 Comparison between the NUFFT and DFT
Implementations with the Piecewise Linear Field Map
As demonstrated in the previous section, correcting for SI-MFGs in long
readout imaging improved the image quality. However, the DFT implemen-
tation is not practical and computationally demanding. In this section, the
NUFFT implementation with an oversampling factor is compared to the DFT
implementation.
A.1.6 Simulation
Images from the synthetic k-space data generated in the previous section were
also reconstructed with NUFFT and multiple oversampling factors. Figure
A.5 shows the images reconstructed without any magnetic field inhomogene-
ity correction, with the constant field map model, and with the linear field
map model. Similar conclusions can be drawn here with the NUFFT imple-
mentation: correcting for the SI-MFGs results in images with less artifacts.
Figure A.6 shows the images obtained with a NUFFT oversampling factor of
2, 4, and 8. Improvements in the image quality are observed by increasing
the oversampling factor from 2 to 4. No significant changes in the image
occur when the oversampling factor is increased from 4 to 8.
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Figure A.5: Simulation results. Comparison of three different
reconstructions (from left to right): no field correction, NUFFT with the
piecewise constant FM, NUFFT (oversampling factor of 2) with the
piecewise linear FM. By including the SI-MFGs, the image contains less
artifacts and the RMSE slightly decreases.
Figure A.6: Simulation results. Comparison of different oversampling
factors for the NUFFT implementation of the piecewise linear field map
model. Increasing the oversampling factor of the NUFFT slightly increases
the image quality and decreases the RMSE. The DFT with the piecewise
linear field map model performs the best.
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Figure A.7: Images, for two slices and for the different acquisitions, were
reconstructed with the NUFFT: without field correction, with the piecewise
constant field map model, with the picewise linear field map. Using the
piecewise linear field map improves the image quality
.
A.1.7 Experimental Data
Images from the data acquired on the human subject in the previous section
were also reconstructed using the NUFFT implementation and the piecewise
linear model. Figure A.7 shows the improvement in the image quality by
including the SI-MFGs. As in Figure A.3 and Figure A.4, using the piecewise
linear field map model reduces the image artifacts caused by SI-MFGs in long
readout imaging. For the 4 and 18 shot acquisitions, i.e imaging readout
shorter than 15 ms, using the piecewise linear linear model does not have a
significant impact on the images. Figure A.8 compares the images obtained
with the different NUFFT oversampling factors. These results confirm the
ones obtained with the simulated data. Beyond an oversampling factor of 4,
no further improvements in the image quality are noticeable.
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Figure A.8: Images reconstructed with NUFFT combined with the
piecewise linear field map model and different oversampling factors for the
1 shot and 2 shot spiral acquisitions. Images are also compared to the
NUFFT with piecewise constant field map model and the DFT with the
piecewise linear field map. Increasing the oversampling factor up to 4
significantly improves the image quality.
A.1.8 Discussion and Conclusion
In this section, the results obtained with the DFT implementation of the
piecewise linear field map model are replicated with a NUFFT implemen-
tation with an oversampling factor. For long readout imaging, correction
of magnetic field inhomogeneity is necessary to obtain a high image qual-
ity, free of magnetic susceptibility artifacts. In addition, correcting for the
susceptibility-induced magnetic field gradients further improves the image
quality. While an oversampling factor of 2 has been used in previous works,
the preliminary results suggest that a higher reduction factor is needed. How-
ever, beyond an oversampling factor of 4, no significant improvements are
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