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Abstract 
Vehicular ad hoc networks (VANETs) are becoming an important technology to enable enhanced road safety. Based on the 
802.11p standard model,  VANETs are known  to suffer from channel congestion when the number of vehicles increases. Also, 
problems of fading and channel loss conditions on the road,  make the effective delivery rate in VANETs very low beyond 
distances that are half of the  transmission range. In this paper, we are interested in multi-hop message delivery in VANETs to 
extend the delivery range of safety messages beyond a one-hop range.  We investigate the use of priority to favor on-hop 
messages over relayed ones according to the distance from the event originator.  We also investigate the effect of using a limited 
delay in messages queues versus message reneging with such a scheme.   An analytic and simulation study show interesting 
results under various constraints. 
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1. Introduction 
In VANETs,  wireless communications technologies are used to exchange useful information among vehicles so 
that they can enhance their safety systems operation. VANETs suffer, however, from a number of challenges. First, 
contention in the communication channel is high when the number of communicating vehicles increases. Close to 
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channel saturation conditions, message delivery failures become frequent, compromising the efficiency of safety 
systems. In the past years, many researchers worked on reducing network load by adjusting either the transmission 
range or messaging frequency. Proposed power adjustment schemes use criteria such as the estimated number of 
surrounding vehicles and the type of messages to adjust transmission range1,2,3. Messaging frequency adjustment 
techniques propose to limit channel congestion by adjusting frequency of messages based on vehicle speed, failed 
transmissions rate, delivery rates, or channel busy time4,5,6,7,8. A second challenge in VANETs is caused by problems 
of fading and channel loss conditions. In fact, the effective delivery rate is very low beyond distances that are half of 
the transmission range9. Multi-hop messaging can be useful in extending the delivery range of safety messages.  In a 
previous work10, we proposed RMDS, a scheme which uses a technique with DSRC/802.11p11 to prioritize local 
messages over distant messages when multi-hop is used. RMDS considers that distant information is likely less 
critical than information which was generated one-hop away with the same priority. Thus distant messages are 
considered less “relevant”. RMDS uses power adjustment based on local channel conditions and priority, and uses 
relevance-based message frequency adaptation and greedy forw10rding based on the distance between the sender 
and receiver. 
In this work, we analytically study the effect of different priority queuing techniques with or without delay 
threshold constraints,  and compare them with message reneging when using RMDS. The remainder of this paper is 
organized as follows; Section 2 presents the queuing theory based system models, Section 3 presents the simulation 
results and compares them with the expected analytical one. Finally, Section 4 concludes the paper. 
2. System model construction 
This section presents an analytic analysis for the concurrency between locally generated safety messages and 
those relayed using a multi-hop technique. For safety/routine messages,  802.11p specifies four access categories for 
each type of messages with specific CWmin, CWmax and backoff values to handle different priorities. In this 
section, we will consider two main models; (1) an M/M/1 queue based model with limited delay and (2) a queuing 
model with reneging after a deterministic waiting delay. Each of the proposed approaches will be discussed with or 
without pre-emptive priority support to handle differently local and distant messages.  For simplification purposes, 
we use only one queue that handles all the four messages classes and integrating an internal scheduling technique 
that mimics priority handling between the four access classes (named ACi, i ࣅ [0-3] ). The system can be reduced to 
one queue containing only one class (Ȝ=ȈȜi, ȝ=ȝi, i ࣅ [0-3]) and integrating an internal scheduling mechanism which  
keeps priorities between different types of messages.  
2.1. Simple standard model  
2.1.1. Simple M/M/1 queue based model 
 
Let us consider an M/M/1 queue to model the standard specification in terms of delay. Such a queue has a 
Poisson arrival with rate Ȝ, and exponential service time with parameter ȝ with the use of one server to mimic the 
processing delay in a node acting as a relay. The service policy that will be considered here is a simple FIFO model 
and all involved random variables are independent of each other. Thus using such a model we can derive the 
performance measures in stability condition (Ȝ<ȝ) as follow with ଴ܲdenoting server inactivity rate 
Server utilization:     ௦ܷ ൌ ͳ െ ଴ܲ ൌ ɉ Ɋൗ ൌ ɏ                                                                                                     (1) 
Mean number of messages in the system: ܧሺܰሻ ൌ ɏ ͳ െ ɏൗ                                                                                (2) 
Mean waiting time in the system:  ܧሺܶሻ ൌ ܧሺܰሻͳ Τ ɉ                                                                                     (3) 
2.1.2. M/M/1 queue model with priority support  
 
We now introduce some modifications to the standard specifications so we can handle differently local and 
distant messages regardless of their generating priority. Local messages will have a higher priority than relayed 
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ones. Therefore, we consider two classes of messages; local messages which have the highest priority and distant 
messages which have a lower priority. This leads us to sing of a particular variant of the M/M/1 queues where 
priority is introduced.  We consider pre-emptive priority; that is if a distant message is being handled by the server 
and a local message arrives, the distant message already in service will quit the server. Note that the use of this 
prioritization does not affect local messages priority  since their service will not be affected by the arrival of distant 
messages in the system. Each type of messages (local or distant) arrives according to a Poisson process with 
parameter Ȝl, and Ȝd, respectively and the processes are independent of each other. The service times for each type of 
message are assumed to be exponentially distributed with parameter ȝ. The system is stable if ȡl+ȡd < 1 where ȡi = 
Ȝi/ȝ and i = l, d and all conditions in (4) are satisfied. 
൬ ɉ ൌ ɉ ൅ ɉɊ ൌ Ɋ ൌ Ɋ൰                                                                                                                      (4) 
Here, we are aiming to calculate the mean response time for each messages type. Using the previous remark on 
the impact of prioritization on local messages, we can derive the mean number of local messages, E(Nl) and the 
mean waiting time for local messages in the system E(Tl);   
ܧሺ ௟ܰሻ ൌ ஡೗ଵି஡೗,  ܧሺ ௟ܶሻ ൌ
ଵȀஜ
ଵି஡೗                                                                                                                          (5) 
Since for all messages type the service time is exponentially distributed with the same parameter ȝ, the number of 
messages does not depends on the order of service. Thus,  
ܧሺ ௟ܰሻ ൅ ܧሺ ௗܰሻ ൌ ஡೗ା஡೏ଵି஡೗ି஡೏ , ܧሺ ௗܰሻ ൌ
஡೏
ሺଵି஡೗ሻሺଵି஡೗ି஡೏ሻ                                                                                    (6) 
Then E(Td) can be found using Little law, 
ܧሺ ௗܶሻ ൌ ܧሺ ௗܰሻ ɉௗ൘ ൌ
ଵ ஜൗ
ሺଵି஡೗ሻሺଵି஡೗ି஡೏ሻ                                                                                                            (7) 
2.1.3. Limited delay condition 
 
When using classic M/M/1 queues, there is no condition on the maximum delay that a message can experience in 
the system. To ensure that messages will be processed without exceeding a standard specified delay, d, we have to 
make a constraint on the arrival rate. Let us consider the first model of  M/M/1 queue without priority support. Let 
us suppose all messages experience the same service time and denote it by Ĳ and that the maximum allowable delay 
is denoted d. To account for such a delay, the maximum allowable arrival rate is ɉ as in (8). 
ܧሺܰሻǤ ɒ ൏ . 
஡
ଵି஡ ɒ ൏   ՞ ɉ ൏
ୢȀத
ଵାୢ தൗ
Ɋ                                                                                                                               (8) 
For the particular case where priority is supported, the highest priority queue will experience the same results on 
the maximum allowable arrival rate as the non-prioritized approach since its performances are not affected by the 
existence of lower priority messages. Thus, ɉ௟can be derived as in (9). 
 
஡೗
ଵି஡೗ ɒ ൏   ՞ ɉ௟ ൏
ୢȀத
ଵାୢ தൗ
Ɋ                                                                                                                             (9) 
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The lowest priority queue performances will depend on the number of the two-types of messages (local or 
distant). Taking into account the arrival rate ɉ௟obtained above, we have   
ܧሺ ௗܰሻ ൌ ஡೏ሺଵି஡೗ሻሺଵି஡೗ି஡೏ሻ  
 
ܧሺ ௗܰሻǤ ɒ ൏  ՞ ܧሺ ௗܰሻǤ ɒ ൌ ஡೏ሺଵି஡೗ሻሺଵି஡೗ି஡೏ሻ Ǥ ɒ ൏                                                                                      (10) 
This leads to the following result characterizing the maximum allowable arrival rate for distant messages when 
using  a local message arrival rate of ɉ௟  ;   
ɉௗ ൏
೏
ಜሺଵିଶ஡೗ା஡೗మሻ
ଵା೏ಜି
೏
ಜ஡೗
Ǥ Ɋ                                                                                                                                      (11) 
The above priority model can lead in high network communication loads,  to multiple message rejections due to 
system overflow. Hereafter, another approach introducing reneging is introduced to overcome the delay constraints.  
2.2. Enhanced model with reneging support 
For reneging support, an M/M/1+D queue will be used. Such queue has a Poisson arrival rate Ȝ, an exponential 
service time with parameter ȝ, and a message will leave the system after a waiting time D  following an exponential 
law with rate Ȗ. A message will stay in the system (queue + server) for a maximum delay D after which it will leave 
the queue and will be considered as lost if not handled by the server.  As previously, we use only one queue that 
handles all the four messages classes and integrating an internal scheduling technique. The system uses one class 
(Ȝ=ȈȜi, ȝ=ȝi, Ȗ=Ȗi, i ࣅ [0-3]) and integrates a  scheduling mechanism. A queuing system is a probabilistic space in 
which clients arrive at certain order. Let denote Tk the arrival time of the client Ck and sk its needed service time. We 
suppose that arrivals are simple (one at a time) thus the arrival sequence (time) {Tk} k>=0 is a sequence of strictly 
increasing random variables. We suppose also that the inter-arrivals and service suites are independent and 
identically distributed with the same distribution U and s respectively and that the random variables are integrable. 
Therefore, we have E[U]< , E[s]<, Ȝ:=1/E[U], ȝ:=1/E[s] and the working load: ȡ:=Ȝ/ȝ. 
Let  denote Dk (E[D]<, Ȗ=1/E[D]) the random variable characterizing the delay associated to a message Mk, 
such that at Tk+Dk, if the message Mk is not yet processed, it leaves the system. The sojourn time Tk of message Mk is  
Tk = (Wk + sk)1{Wk<Dk} + Dk1{Wk>=Dk}                                                                                                 (12) 
We can derive that losing a message means that for that particular message the system proposed a delay over Dn 
thus the message loss probability can be written as;  
Ȇk := P[Wk>Dk]                                                                                                                                           (13) 
Since the standard has a maximum delay for all message set at 100ms, Dk will be the same for all messages and 
will be noted “d” hereafter. We use simplified Markovian models to derive the performance parameters for such a 
queue and give an approximation of the loss probability Ȇ. Let denote Ȇk the probability that a message quits the 
queue without having been served due to impatience, and Tk’ the time when the message Mk quit the queue. If it is 
not lost then this is also the time when the message enters in service thus Tk’ ࣅ [Tk,Tk+d[, else Tk’=Tk+d. 
Let denote also Ajt , the message Mj is in service at time t, and Bj the message Mj is already processed. Thus 
message Mk will be dropped if the server is busy with another message at time Tk+d. This means that the message 
that is already in service has been there at Tk-1+d else it would have been dropped.  Thus Ȇk can be expressed as; 
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ȫ௞ൌ෍ ቂ൅ቃ
Ǧͳ
ൌͲ
ൌ෍ ൤൅ 
Ǧͳ൅൨
Ǧͳ
ൌͲ
   =෍ ܲቂܣ௝்ೖାௗȁܣ௝்ೖషభାௗቃ
௞ିଵ
௝ୀ଴
ܲሾܣ௝்ೖషభାௗሿ                    (14) 
Since the service times are exponentials,   
 
ܲሾݏ ൐ ௞ܶ െ ௞ܶିଵሿ ൌ ܲሾݏ ൐ ܷሿ                                                                                                                    (15) 
 
Knowing that  ୨୘ౡషభାୢԓ୩ିଵ , we derive the bounds for probability of messages loss; 
 
ȫ௞ ൑ ܲሾݏ ൐ ܷሿȫ௞ିଵ ൅ ܲሾݏ ൐ ܷሿሺͳ െ ȫ௞ିଵሻ                                                                                             (16) 
 
ܲሾݏ ൐ ܷሿ െ ܲሾݏ ൐ ܷሿሾ ൐ ሿሺͳ െ ȫሻ ൑ ȫ௞                                                                                             (17) 
 
Thus in stability conditions, calculating the limits to the infinity we can derive  (18) whereȆ is the probability of 
losing a message due to reneging. The end result for the particular case of the M/M/1+D will be as (19)-(21) 
 
 
௉ሾ௦வ௎ሿ୔ሾୱவୢሿ
ଵି௉ሾ௦வ௎ሿ୔ሾୱழୢሿ ൑ ȫ ൑ ܲሾݏ ൐ ܷሿ                                                                                                                  (18) 
 
ܲሾݏ ൐ ܷሿ ൌ  ߣ ߣ ൅ ߤൗ                                                                                                                                    (19) 
ሾ ൐ ሿ ൌ  ݁ିఓௗ                                                                                                                                         (20)         
ఒ ఒାఓൗ ௘షഋ೏
ଵିఒ ఒାఓൗ ሺଵି௘షഋ೏ሻ
൑ ȫ ൑ ߣ ߣ ൅ ߤൗ                                                                                                                   (21) 
2.3. RMDS model with priority and reneging support 
To introduce a pre-emptive priority and give a higher chance to locally generated messages to access the channel 
and reduce the local/distant messages concurrency we use an extended version of the aforementioned queuing model 
which includes two separate queues, one of which hasan absolute priority over the other; class 1 contains locally 
generated messages (1 hop or a certain travelled distance) and class 2 handling relayed messages where; 
 
൭
ɉ ൌ ɉ ൅ ɉ
ɀ ൌ ɀ ൌ ɀ
Ɋ ൌ Ɋ ൌ Ɋ
൱                                                                                                                   (22)  
The pre-emptive priority ensures that none of the distant messages can access the server when local message 
queue is not totally empty. The distinction between the two types of messages  does not affect the arrival rate Ȝ. As 
messages contained in the two queues are subjected to the same standard requirements, the reneging rate Ȗ, the 
service rate ȝ as well and the reneging delay d will be the same. Equation (22) shows the relationship between ߣ , 
ߣ௅ , ߣ஽ , ߛǡ ߛ௅ǡ ߛ஽ǡ ߤǡ ߤ௅ǡ Ɋୈ respectively representing total arrival rate, local messages arrival rate, distant 
messages arrival rate, reneging rate, local messages reneging rate, distant messages reneging rate, service rate, local 
messages service rate, and distant messages service rate. 
2.3.1. Messages loss probability  
 
When we differentiate the two types of messages୐,ୈ, the server will have one of the following states; a) it is 
considered empty with probability PI, b) it is serving a local message ୐ or c)  it is serving a distant message ୈ. 
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considered empty. Since the existence of a distant message has no impact on the local messages, let denote ଴ܲthe 
probability that no local message is present in the system. The system will serve a local message with probability 
P[ܯ௅]= ͳ െ ଴ܲ. The probability that a distant message is admitted in service is ଴ܲ െ ܲܫ. Thus we can write12,  
ȫ௅ ൌ ͳ െ ଵି௉బఘಽ                                                                                                                                               (23) 
ȫ஽ ൌ ͳ െ ௉బି௉ூఘವ                                                                                                                                             (24) 
ߩ௜ ൌ ఒ೔ఓ  i׫[L,D] 
3. Results overview 
3.1. Simulation parameters:  
We simulated multiple emergency data flows entering a set of relay nodes while varying the arrival rate and 
proportionality between local/distant generated messages. We considered a transmission range adjustment and 
messaging frequency adaptation depending on the distance from the message generator when simulating RMDS10. 
Simulations parameters are presented in Table I.  
                
                                                                   TABLE I – GLOBAL SIMULATION PARAMETERS 
Parameter Value 
Messaging frequency Up to 100 msg per second 
Vehicle velocity 60 - 120 km/h 
Transmission power 50-350 (m) 
Messages service rate (ȝ) Up to 50 msg/s 
Probability of server inactivity 10 % 
Proportionality between  ߣ௅and ߣ 25 %, 50 %, 75 % 
Propagation model Nakagami-m with no interferences 
3.2. Results analysis:  
Fig. 1 shows the impact of delay limitation on the rejection/reneging probability. We performed simulations with  
two delay limits. As expected, the rejection/reneging probability increases when increasing message arrival rates. In 
light to medium load conditions, the rejection approach does not experience message losses since neither the system 
usage barrier, nor the maximum allowable message arrival are exceeded. However, the reneging policy experiences 
up to 40% losses to accommodate the 20ms delay barrier. In high load conditions, RMDS design presents better 
performances since its maximum reneging rate does not exceed 52% compared to the rejection approach which 
causes up to 98% of messages to be dropped.   
Fig. 2 and Fig. 3 respectively show distant and messages rejection/reneging probability when varying 
local/distant messages proportionality. Letter “T” and “S” refers respectively for theoretical and simulations results. 
Globally, on the theoretical side, we notice that the rejection based design behaves more adequately in term of loss 
probability in low and medium load conditions compared to the reneging approach. In contrast, the opposite 
behavior is observed in high load conditions. We also notice that when increasing the local messages arrival rate, 
distant messages rejection/reneging probability increases. This is due to the pre-emptive priority. The probability 
that distant messages wait longer in the queue / are rejected is increased. On the simulations side, we notice that 
globally, simulations results are close to the theoretical ones but are slightly better. For RMDS, we notice that the 
rejection rate stabilizes for arrival rates over 60%. This behavior is related to the congestion control mechanisms. In 
the rejection based approach, when messages arrival rate exceeds the maximum allowable rate, rejection happens 
regardless of the message type or priority. By contrast, reneging only affects distant messages and local messages 
processing probability is not affected.   
620   Omar Chakroun and Soumaya Cherkaoui /  Procedia Computer Science  52 ( 2015 )  614 – 621 
 
Fig.1. Impact of delay limitation on the rejection/reneging message loss probability 
 
Fig. 2. Distant messages rejection probability when varying local/distant messages proportionality 
 
Fig. 3. Distant messages reneging probability when varying local/distant messages proportionality  
 
Fig. 4. Local messages rejection probability when varying local/distant messages proportionality 
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Fig.4. shows the impact of varying messages arrival proportionality on local messages rejection probability. In 
light to medium load conditions, there is no local messages rejection. By contrast, in high load conditions, rejection 
probability can increase up to 35% of total messages for the particular case when 75% of the messages are generated 
locally. Note that for the particular case when only 25% of the traffic is local, the system does not reach the upper 
bounds expressed on the maximum allowable local messages arrival rate. Thus, no local messages rejection is 
necessary. In simulations, the system does not experience local messages loss for all arrivals proportionalities. Such 
a behavior is due to the impact of the congestion control mechanism of RMDS on the system performances.  
4. Conclusions And Future Work 
In this paper, we analytically studied the effect of different priority queuing techniques used with 802.11p with or 
without delay threshold constraints,   and compared them with message reneging. Using queuing theory, we showed 
that considering a reneging approach can be more appropriate than using a rejection approach especially for high 
load communication. The adjustment techniques introduced by RMDS, together with a message priority and 
reneging approach, can effectively reduce contention on the channel, and thus reduce congestion when messages 
need to be relayed among vehicles beyond a one hop count.  
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