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EQUIVARIANT COHOMOLOGY AND ANALYTIC
DESCRIPTIONS OF RING ISOMORPHISMS
BO CHEN AND ZHI LU¨
Abstract. In this paper we consider a class of connected closed G-manifolds with
a non-empty finite fixed point set, each M of which is totally non-homologous to
zero in MG (or G-equivariantly formal), where G = Z2. With the help of the equi-
variant index, we give an explicit description of the equivariant cohomology of such
a G-manifold in terms of algebra, so that we can obtain analytic descriptions of
ring isomorphisms among equivariant cohomology rings of such G-manifolds, and
a necessary and sufficient condition that the equivariant cohomology rings of such
two G-manifolds are isomorphic. This also leads us to analyze how many there
are equivariant cohomology rings up to isomorphism for such G-manifolds in 2- and
3-dimensional cases.
1. Introduction
Throughout this paper, assume that G = Z2 unless stated otherwise. Let EG −→
BG be the universal principal G-bundle, where BG = EG/G = RP∞ is the classifying
space of G. It is well-known that H∗(BG;Z2) = Z2[t] with the t one-dimensional
generator.
Let X be a G-space. Then XG := EG×GX—–the orbit space of the diagonal action
on the product EG×X—–is the total space of the bundle X −→ XG −→ BG associ-
ated to the universal principal bundle G −→ EG −→ BG. The space XG = EG×GX
is called the Borel construction on the G-space X . Applying cohomology with coeffi-
cients Z2 to XG gives the equivariant cohomology H∗G(X ;Z2) := H
∗(XG;Z2). It is well-
known that equivariant cohomologies H∗G(X ;Z2) and H
∗
G(X
G;Z2) are H∗(BG;Z2)-
modules; in particular, H∗G(X
G;Z2) is a free H∗(BG;Z2)-module.
Suppose that M is a connected closed manifold and admits a G-action with MG a
non-empty finite fixed set. For the fibration M −→ MG −→ BG, if the restriction to
a typical fiber
H∗G(M ;Z2) −→ H
∗(M ;Z2)
is an epimorphism, then M is called totally non-homologous to zero in MG (see [B]).
Under this condition, M is also called G-equivariantly formal (cf. [GKM]). Note that
when the action group on M is replaced by a 2-torus (Z2)k with k ≥ 1 and each
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component of MK has dimension at most 1 for K < (Z2)k a corank-1 2-torus, if M
is (Z2)k-equivariantly formal (i.e., the edge morphism H∗(Z2)k(M ;Z2) −→ H
∗(M ;Z2)
is surjective), then there is a mod 2 GKM theory (corresponding to GKM theory, see
[GKM], [GZ]), indicating that the (Z2)k-equivariant cohomology ofM can be explicitly
expressed in terms of its associated graph (ΓM , α) (cf. [BGH], [L]). In particular, when
k = 1, M is naturally restricted to have dimension at most 1, so this means that the
GKM theory can be carried out only for at most 1-dimensional G-equivariantly formal
manifolds. In this paper, we shall give explicit descriptions of equivariant cohomology
rings of G-equivariantly formal manifolds at any dimension, and these descriptions are
of algebra rather than combinatorics.
Let Λn denote the set of all n-dimensional connected closed G-manifolds with a
non-empty finite fixed point set, each of which is G-equivariantly formal. Note that
obviously Λ1 contains a unique 1-dimensional closed manifold, i.e., a circle S
1. Taking
a M in Λn, by Conner and Floyd [CF], one knows that |M
G| must be even. Let r be
a positive integer, and write Λ2rn =
{
M ∈ Λn
∣∣|MG| = 2r}. Then Λn = ⋃
r≥1
Λ2rn . Given
a M in Λn, we know from [AP] and [B] that the following conditions are equivalent
(1) M is G-equivariantly formal;
(2) |MG| =
n∑
i=0
bi where bi is the i-th mod 2 Betti number of M ;
(3) H∗G(M ;Z2) is a free H
∗(BG;Z2)-module;
(4) The inclusion i : MG →֒ M induces a monomorphism i∗ : H∗G(M ;Z2) −→
H∗G(M
G;Z2).
If |MG| = 2r, since H∗G(M
G;Z2) =
⊕
p∈MG
H∗G({p};Z2) and the equivariant cohomology
of a point is isomorphic to H∗(BG;Z2) = Z2[t], we have that H∗G(M
G;Z2) ∼= (Z2)2r[t]
is a polynomial ring (or algebra). Thus we obtain a monomorphism from H∗G(M ;Z2)
into (Z2)2r[t], also denoted by i∗, so H∗G(M ;Z2) may be identified with a subring (or
subalgebra) of (Z2)2r[t].
Using the equivariant index, we shall give an explicit description of H∗G(M ;Z2) in
(Z2)2r[t] (see Theorem 3.1). Then we consider the following questions:
(Q1) If the equivariant cohomology rings of two G-manifolds in Λn are isomorphic,
then can the isomorphism between them be explicitly expressed?
(Q2) When are the equivariant cohomology rings of two G-manifolds in Λn isomor-
phic?
(Q3) How many are there equivariant cohomology rings (up to isomorphism) of G-
manifolds in Λn?
We completely answer (Q1) and (Q2). An interesting thing is that we do not only
find an explicit description for the isomorphism between equivariant cohomology rings
of two G-manifolds in Λn, but such a description is also analytic (see Theorem 5.1), so
that we may obtain a necessary and sufficient condition that the equivariant cohomol-
ogy rings of such two G-manifolds are isomorphic in terms of algebra (see Theorem 5.2).
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As for (Q3), the question is answered completely in the case n = 2. When n = 3,
we find an upper bound of the number for the equivariant cohomology rings (up to
isomorphism) of G-manifolds in Λ2r3 (see Proposition 6.1).
The paper is organized as follows. In Section 2 we review the localization theorem
and reformulate the equivariant index from the work of Allday and Puppe [AP]. In
Section 3 we study the structure of equivariant cohomology of a G-manifold in Λn and
obtain an explicit description in terms of algebra. Then we completely answer (Q2) and
(Q3) in the case n = 2 in Section 4. In Section 5, we give an analytic description for the
isomorphism between equivariant cohomology rings of two G-manifolds in Λn, so that
we may obtain a necessary and sufficient condition that the equivariant cohomology
rings of two G-manifolds in Λn are isomorphic. In section 6, we discuss the number
of the equivariant cohomology rings (up to isomorphism) of G-manifolds in Λ2r3 , and
obtain an upper bound of the number.
The authors express their thanks to Shengzhi Xu for helpful conversation in the
argument of Lemma 6.1. The authors also would like to express their gratitude to
Professor Volker Puppe, who informed of us that there is an essential relationship be-
tween the equivariant cohomology rings and the coding theory (see [P]), and Theorem
3 in [KP] implies that the map g is surjective in the remark 8 of our paper.
2. Localization theorem and equivariant index
Suppose that M is an n-dimensional G-manifold with MG a non-empty finite set.
Let S be the subset of H∗(BG;Z2) generated multiplicatively by nonzero elements in
H1(BG;Z2). Then one has the following well-known localization theorem (see [AP],
[H]).
Theorem 2.1 (Localization theorem).
S−1i∗ : S−1H∗G(M ;Z2) −→ S
−1H∗G(M
G;Z2)
is an isomorphism of S−1H∗(BG;Z2)-algebras, where i is the inclusion of from MG
into M .
Take an isolated point p ∈ MG. Let ip be the inclusion of from p into M , then one
has the equivariant Gysin homomorphism
ip! : H
∗
G({p};Z2) −→ H
∗+n
G (M ;Z2).
On the other hand, one has also a natural induced homomorphism
i∗p : H
∗
G(M ;Z2) −→ H
∗
G({p};Z2)
and in particular, it is easy to check that i∗ =
⊕
p∈MG
i∗p. Furthermore, one knows that
the equivariant Euler class at p is
χG(p) = i
∗
pip!(1p) ∈ H
n
G({p};Z2) = H
n(BG;Z2) = Z2tn,
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which is equal to that of the real G-representation at p, where 1p ∈ H
∗
G({p};Z2) is the
identity and Z2tn = {atn|a ∈ Z2}. Thus, we may write χG(p) = tn. Write θp = ip!(1p).
Then θp ∈ H
n
G(M ;Z2) and i
∗
p(θp) = χG(p).
Lemma 2.1. All elements θp, p ∈M
G are linearly independent over H∗(BG;Z2).
Proof. Let
∑
p∈MG lpθp = 0, where lp ∈ H
∗(BG;Z2). From [AP, Proposition 5.3.14(2)],
one knows that i∗q(θp) = 0 for q 6= p in M
G, so
i∗q(
∑
p∈MG
lpθp) =
∑
p∈MG
lpi
∗
q(θp) = lqi
∗
q(θq) = lqχG(q) = 0.
Since χG(q) = t
n is a unit in S−1H∗G({q};Z2) ∼= S
−1H∗(BG;Z2), one has lq = 0. 
Lemma 2.2. Let α ∈ S−1H∗G(M ;Z2). Then
α =
∑
p∈MG
fpθp
tn
where fp = S
−1i∗p(α) ∈ S
−1H∗(BG;Z2).
Proof. By [AP, Proposition 5.3.18(1)], one has that
α =
∑
p∈MG
S−1ip!(S
−1i∗p(α)/χG(p)).
Since fp = S
−1i∗p(α) ∈ S
−1H∗(BG;Z2), one has that
fp
χG(p)
= fp
tn
∈ S−1H∗(BG;Z2).
Since S−1ip! is a S
−1H∗(BG;Z2)-algebra homomorphism, one has
S−1ip!(S
−1i∗p(α)/χG(p)) = S
−1ip!(
fp
tn
) =
fp
tn
S−1ip!(1p) =
fp
tn
ip!(1p) =
fpθp
tn
so α =
∑
p∈MG
fpθp
tn
. 
Remark 1. (i) By Lemma 2.1, one sees from the formula of Lemma 2.2 that { θp
tn
|p ∈
MG} forms a basis of S−1H∗G(M ;Z2) as a S
−1H∗(BG;Z2)-algebra.
(ii) In some sense, the formula α =
∑
p∈MG
fpθp
tn
explicitly indicates the isomorphism
S−1i∗ : S−1H∗G(M ;Z2) −→ S
−1H∗G(M
G;Z2) in Theorem 2.1, which is given by map-
ping α =
∑
p∈MG
fpθp
tn
to
⊕
p∈MG
fp
tn
.
The equivariant Gysin homomorphism of collapsing M to a point gives the G-index
of M , i.e.,
IndG : H
∗
G(M ;Z2) −→ H
∗−n(BG;Z2).
Theorem 2.2. For any α ∈ S−1H∗G(M ;Z2),
S−1IndG(α) =
∑
p∈MG
fp
tn
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where fp = S
−1i∗p(α) ∈ S
−1H∗(BG;Z2). In particular, if α ∈ H∗G(M ;Z2), then fp =
i∗p(α) ∈ H
∗(BG;Z2) and
(1) IndG(α) =
∑
p∈MG
fp
tn
∈ H∗(BG;Z2) = Z2[t].
Proof. By [AP, Lemma 5.3.19], one has that IndG(θp) = 1p, so by Lemma 2.2
S−1IndG(α) =
∑
p∈MG
fpS
−1IndG(θp)
tn
=
∑
p∈MG
fp · 1p
tn
=
∑
p∈MG
fp
tn
.
The last part of Theorem 2.2 follows immediately sinceH∗(BG;Z2) −→ S−1H∗(BG;Z2)
is injective. 
Remark 2. a) It should be pointed out that all arguments in this section can still
be carried out if the action group G is a 2-torus (Z2)k of rank k > 1. In this case,
H∗(BG;Z2) is a polynomial algebra Z2[t1, ..., tk] where the ti’s are one-dimensional
generators in H1(BG;Z2), so that the formula (1) becomes
(2) IndG(α) =
∑
p∈MG
fp
χG(p)
∈ Z2[t1, ..., tk]
where χG(p) is a polynomial of degree n in Z2[t1, ..., tk]. Note that related results can
also be found in [D] and [KS].
b) The formula (2) is an analogue of the Atiyah-Bott-Berlin-Vergne formula for the
case G = T (i.e., a torus), see [AB2] and [BV].
3. Equivariant cohomology structure
In this section, our task is to study the structures of equivariant cohomology rings
of G-manifolds in Λn.
Lemma 3.1. Let M ∈ Λ2rn . Then
dimZ2 H
i
G(M ;Z2) =


i∑
j=0
bj if i ≤ n− 1
2r if i ≥ n.
Proof. Let
Ps(MG) =
∞∑
i=0
dimZ2 H
i
G(M ;Z2)s
i
be the equivariant Poincare´ polynomial of H∗G(X ;Z2). Since H
∗
G(M ;Z2) is a free
H∗(BG;Z2)-module, one has that H∗G(M ;Z2) = H
∗(M ;Z2)⊗Z2 H
∗(BG;Z2) so
Ps(MG) =
∞∑
i=0
dimZ2 H
i
G(M ;Z2)s
i =
1
1− s
n∑
i=0
dimZ2 H
i(M ;Z2)si.
6 BO CHEN AND ZHI LU¨
Write bi = dimZ2 H
i(M ;Z2). Note that bi = bn−i by Poincare´ duality and b0 = bn = 1
since M is connected. Then
Ps(MG) =
∞∑
i=0
dimZ2 H
i
G(M ;Z2)s
i =
1
1− s
n∑
i=0
dimZ2 H
i(M ;Z2)si
= b0 + (b0 + b1)s+ · · ·+ (b0 + b1 + · · ·+ bn−1)s
n−1 + (b0 + b1 + · · ·+ bn)(s
n + · · · )
= b0 + (b0 + b1)s+ · · ·+ (b0 + b1 + · · ·+ bn−1)s
n−1 + 2r(sn + · · · ).
The lemma then follows from this. 
Let x = (x1, ..., x2r) and y = (y1, ..., y2r) be two vectors in (Z2)2r. Define x ◦ y by
x ◦ y = (x1y1, ..., x2ry2r).
Then (Z2)2r forms a commutative ring with respect to two operations + and ◦. Let
V2r =
{
x = (x1, ..., x2r)
⊤ ∈ (Z2)2r
∣∣|x| = 2r∑
i=1
xi = 0
}
.
Then it is easy to see that V2r is a (2r−1)-dimensional subspace of (Z2)2r, and there is
only such a subspace in (Z2)2r. However, generally the operation ◦ in V2r is obviously
not closed.
Given aM ∈ Λ2rn , one then has that the inclusion i : M
G →֒ M induces a monomor-
phism
i∗ : H∗G(M ;Z2) −→ (Z2)
2r[t].
By Lemma 3.1, there are subspaces V Mi with dim V
M
i =
i∑
j=0
bj (i = 0, ..., n − 1) of
(Z2)2r such that
H iG(M ;Z2) ∼= i
∗(H iG(M ;Z2)) =
{
V Mi t
i if i ≤ n− 1
(Z2)2rti if i ≥ n
where V Mi t
i = {vti|v ∈ V Mi }.
Lemma 3.2. There are the following properties:
(1) Z2 ∼= V M0 ⊂ V
M
1 ⊂ · · · ⊂ V
M
n−2 ⊂ V
M
n−1 = V2r, where V
M
0 is generated by
(1, ..., 1)⊤ ∈ (Z2)2r;
(2) For d =
n−1∑
i=0
idi < n with each di ≥ 0, vωd0 ◦ · · · ◦ vωdn−1 ∈ V
M
d , where vωdi =
v
(i)
1 ◦ · · · ◦ v
(i)
di
with each v
(i)
j ∈ V
M
i .
Proof. For an element α ∈ H∗G(M ;Z2) of degree d, one has that i
∗(α) = vtd where
v ∈ (Z2)2r. Since i∗ =
⊕
p∈MG
i∗p, by Theorem 2.2 one has that
IndG(α) =
∑
p∈MG
i∗p(α)
tn
=
1
tn
∑
p∈MG
i∗p(α) = |v|t
d−n ∈ Z2[t]
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so if d < n, then |v| must be zero. This means that for each i < n, V Mi is a subspace
of V2r and V
M
n−1 = V2r is obvious since dimV
M
n−1 = 2r− 1. In particular, when α = 1 is
the identity of H∗G(M ;Z2), i
∗(1) =
⊕
p∈MG
i∗p(1) = (1, ..., 1)
⊤ ∈ (Z2)2r. Thus, V M0 ∼= Z2
is generated by (1, ..., 1)⊤ ∈ (Z2)2r since dimV M0 = b0 = 1. Since H
∗
G(M ;Z2) =
H∗(M ;Z2)⊗Z2 H
∗(BG;Z2), one has that (1, ..., 1)⊤t ∈ i∗(H1G(M ;Z2)). Thus, for any
v ∈ V Mi with i < n−1, (vt
i)◦ [(1, ..., 1)⊤t] = vti+1 ∈ V Mi+1t
i+1, so one has that v ∈ V Mi+1.
This completes the proof of Lemma 3.2(1).
As for the proof of Lemma 3.2(2), for each v
(i)
j ∈ V
M
i , since i
∗ : H∗G(M ;Z2) −→
(Z2)2r[t] is injective, there is a class α
(i)
j of degree i in H
∗
G(M ;Z2) such that i
∗(α
(i)
j ) =
v
(i)
j t
i. Since i∗ =
⊕
p∈MG
i∗p is also a ring homomorphism, one has that
i∗(
n−1∏
i=0
di∏
j=1
α
(i)
j ) =
⊕
p∈MG
i∗p(
n−1∏
i=0
di∏
j=1
α
(i)
j ) =
⊕
p∈MG
n−1∏
i=0
di∏
j=1
i∗p(α
(i)
j ) = vωd0 ◦ · · · ◦ vωdn−1 t
d
so vωd0 ◦ · · · ◦ vωdn−1 ∈ V
M
d . 
Remark 3. An easy observation shows that the properties (1) and (2) of Lemma 3.2
exactly give a subring structure of
RM = V
M
0 + V
M
1 t+ · · ·+ V
M
n−1t
n−1 + (Z2)2r(tn + · · · )
in (Z2)2r[t].
Combining Lemmas 3.1, 3.2, and Remark 3 one has
Theorem 3.1. Let M ∈ Λ2rn . Then there are subspaces V
M
i with dimV
M
i =
i∑
j=0
bj(i =
0, ..., n− 1) of V2r such that H
∗
G(M ;Z2) is isomorphic to the graded ring
RM = V
M
0 + V
M
1 t + · · ·+ V
M
n−2t
n−2 + V Mn−1t
n−1 + (Z2)2r(tn + tn+1 + · · · )
where the ring structure of RM is given by
(a) Z2 ∼= V M0 ⊂ V
M
1 ⊂ · · · ⊂ V
M
n−2 ⊂ V
M
n−1 = V2r, where V
M
0 is generated by
(1, ..., 1)⊤ ∈ (Z2)2r;
(b) For d =
n−1∑
i=0
idi < n with each di ≥ 0, vωd0 ◦ · · · ◦ vωdn−1 ∈ V
M
d , where vωdi =
v
(i)
1 ◦ · · · ◦ v
(i)
di
with each v
(i)
j ∈ V
M
i .
Remark 4. Since H∗G(M ;Z2) is also a free H
∗(BG;Z2)-module, one has that
RM = V
M
0 + V
M
1 t + · · ·+ V
M
n−2t
n−2 + V Mn−1t
n−1 + (Z2)2r(tn + tn+1 + · · · )
is a free Z2[t]-module, too.
Next, let us determine the largest-dimensional space V in {V Mi |0 ≤ i ≤ n− 1} with
the property that u ◦ v ∈ V2r for u, v ∈ V .
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Given a vector v ∈ V2r, set
V(v) := {x ∈ V2r|x ◦ v ∈ V2r}.
Then it is easy to see that V(v) is a linear subspace of V2r, and V(1 + v) = V(v), and
V(v) = V2r ⇐⇒ v = 0 or 1 where 0 = (0, ..., 0)
⊤ and 1 = (1, ..., 1)⊤.
Lemma 3.3. Let v ∈ V2r with v 6= 0, 1. Then dimV(v) = 2r − 2.
Proof. Let V1(v) = {x ∈ V2r|v ◦ x = x} and V2(v) = {x ∈ V2r|v ◦ x = 0}. Obviously,
they are subspace of V2r and V1(v)∩V2(v) = {0}. For any x ∈ V(x), x = v◦x+(v◦x+x).
Since v ◦x ∈ V1(v) and v ◦x+x ∈ V2(v), one has that V(v) ⊂ V1(v)⊕V2(v). However,
obviously V1(v)⊕ V2(v) ⊂ V(v). Thus, V(v) = V1(v)⊕ V2(v).
By ♯v one denotes the number of nonzero elements in v. Let ♯v = m. Then
0 < m < 2r since v 6= 0, 1, and m is even since v ∈ V2r. An easy observation shows
that dimV1(v) = m− 1 and dimV2(v) = (2r −m)− 1. Thus,
dimV(v) = dimV1(v) + dimV2(v) = m− 1 + (2r −m)− 1 = 2r − 2.

Lemma 3.4. Let u, v ∈ V2r. Then
V(u+ v) = [V(u) ∩ V(v)] ∪ [V2r\(V(u) ∪ V(v))].
Proof. For any x ∈ V(u+v), one has that x◦(u+v) = x◦u+x◦v ∈ V2r so ♯(x◦u+x◦v)
is even. Since ♯(a + b) = ♯a + ♯b − 2♯(a ◦ b) for any a, b ∈ (Z2)2r, one has that both
♯(x ◦ u) and ♯(x ◦ v) are even or odd. Thus
V(u+ v)
= {x ∈ V2r|x ◦ u+ x ◦ v ∈ V2r}
= {x ∈ V2r| ♯(x ◦ u) and ♯(x ◦ v) are even} ∪ {x ∈ V2r| ♯(x ◦ u) and ♯(x ◦ v) are odd}
= [V(u) ∩ V(v)] ∪ [V2r\(V(u) ∪ V(v))].

Let v1, ..., vk ∈ V2r, and let V(v1, ..., vk) denote V(v1) ∩ · · · ∩ V(vk).
Proposition 3.1. Suppose that 1, v1, ..., vk ∈ V2r are linearly independent. Then
dimV(v1, ..., vk) = 2r − 1− k.
Proof. One uses induction on k. From Lemma 3.3 one knows that the case k = 1 holds.
If k ≤ m, suppose inductively that Proposition 3.1 holds. Consider the case k = m+1.
Since V(v1, ..., vm+1) ⊂ V(v1, ..., vm), one has dimV(v1, ..., vm+1) ≤ dimV(v1, ..., vm).
If dimV(v1, ..., vm+1) = 2r− 1−m, then V(v1, ..., vm+1) = V(v1, ..., vm). One claims
that this is impossible. If so, by induction, dimV(v2, ..., vm+1) = 2r − 1−m so
(3) V(v2, ..., vm+1) = V(v1, ..., vm)
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since V(v1, ..., vm) = V(v1, ..., vm+1) ⊂ V(v2, ..., vm+1). In a similar way, one has also
that
(4) V(v1, v3, ..., vm+1) = V(v1, ..., vm).
By Lemma 3.4,
V(v1 + v2) ∩ V(v1) = {[V(v1) ∩ V(v2)] ∪ [V2r\(V(v1) ∪ V(v2))]} ∩ V(v1)
= [V(v1) ∩ V(v2)] ∩ ∅
= V(v1) ∩ V(v2).
Similarly, one also has that V(v1 + v2) ∩ V(v2) = V(v1) ∩ V(v2). Thus
V(v1 + v2, v3, ..., vm+1) ∩ V(v1, ..., vm)
= {V(v1 + v2) ∩ V(v3, ..., vm+1)} ∩ {V(v1) ∩ V(v2) ∩ V(v3, ..., vm)}
= V(v1, ..., vm)
so
V(v1 + v2, v3, ..., vm+1) = V(v1, ..., vm).
On the other hand,
V(v1 + v2, v3, ..., vm+1)(= V(v1, ..., vm) = V(v1, ..., vm+1))
= V(v1 + v2) ∩ V(v3, ..., vm+1)
= {[V(v1) ∩ V(v2)] ∪ [V2r\(V(v1) ∪ V(v2))]} ∩ V(v3, ..., vm+1) by Lemma 3.4
= V(v1, ..., vm+1) ∪ {[V2r\(V(v1) ∪ V(v2))] ∩ V(v3, ..., vm+1)}.
This implies that
(5) [V2r\(V(v1) ∪ V(v2))] ∩ V(v3, ..., vm+1) = ∅.
Combining the formulae (3), (4) and (5), one obtains that
V(v1, ..., vm) = [V(v1) ∪ V(v2)] ∩ V(v3, ..., vm+1) by (3) and (4)
= {V(v1) ∪ V(v2) ∪ [V2r\(V(v1) ∪ V(v2))]} ∩ V(v3, ..., vm+1) by (5)
= V2r ∩ V(v3, ..., vm+1)
= V(v3, ..., vm+1)
so V(v1, ..., vm) = V(v3, ..., vm+1). However, by induction, dimV(v1, ..., vm) = 2r−1−m
but dimV(v3, ..., vm+1) = 2r − 1− (m− 1). This is a contradiction.
Therefore, dimV(v1, ..., vm+1) < dimV(v1, ..., vm).
Now let {x1, ..., x2r−1−m} be a basis of V(v1, ..., vm). Since
V(v1, ..., vm+1) $ V(v1, ..., vm)
there must exist at least one element x in {x1, ..., x2r−1−m} such that x 6∈ V(v1, ..., vm+1).
With no loss, one may assume that x1 6∈ V(v1, ..., vm+1). Then x1 ◦ vm+1 6∈ V2r. If
there is also another xi(i 6= 1) in {x1, x2, ..., x2r−1−m} such that xi 6∈ V(v1, ..., vm+1),
10 BO CHEN AND ZHI LU¨
then xi ◦ vm+1 6∈ V2r. However, one knows from the proof of Lemma 3.4 that
x1 ◦ vm+1 + xi ◦ vm+1 ∈ V2r so x1 + xi ∈ V(vm+1) and x1 + xi ∈ V(v1, ..., vm+1). In this
case, {x1, ..., xi−1, x1+xi, xi+1, ..., x2r−1−m} is still a basis of V(v1, ..., vm) but x1+xi ∈
V(v1, ..., vm+1). One can use this way to further modify the basis {x1, ..., xi−1, x1 +
xi, xi+1, ..., x2r−1−m} into a basis {x1, x
′
2, ..., x
′
2r−1−m}, such that x
′
2, ..., x
′
2r−1−m ∈
V(v1, ..., vm+1) except for x1 6∈ V(v1, ..., vm+1). Thus, dimV(v1, ..., vm+1) = 2r − 1 −
(m+ 1). This completes the induction and the proof of Proposition 3.1. 
Corollary 3.1. Suppose that 1, v1, ..., vk ∈ V2r are linearly independent with vi ◦ vj ∈
V2r for any i, j ∈ {1, ..., k}. Then k ≤ r − 1.
Proof. Since vi ◦ vj ∈ V2r for any i, j ∈ {1, ..., k},
Span{1, v1, ..., vk} ⊂ V(v1, ..., vk).
So k + 1 ≤ 2r − 1− k, i.e., k ≤ r − 1. 
Corollary 3.2. The largest-dimensional space of preserving the operation ◦ closed
in V2r of {V
M
i |0 ≤ i ≤ n − 1} is V
M
[n
2
] with dimension r if n is odd, and V
M
n
2
−1 with
dimension < r if n is even but bn
2
6= 0, and V Mn
2
−1 = V
M
n
2
with dimension r if n is even
and bn
2
= 0.
Proof. Since b0 + b1 + · · · + bn−1 + bn = 2r and bi = bn−i (note b0 = bn = 1), if n
is odd, then b0 + b1 + · · · + b[n
2
] = r so dimV
M
[n
2
] = r. Since 1 ∈ V
M
i for each i, by
Corollary 3.1, the largest-dimensional space of preserving the operation ◦ closed in V2r
of {V Mi |0 ≤ i ≤ n−1}must be V
M
[n
2
]. If n is even and bn2 6= 0, then b0+b1+· · ·+b
n
2
−1 < r
but b0 + b1 + · · ·+ bn
2
> r so the required largest-dimensional subspace is V Mn
2
−1 with
dimension r −
bn
2
2
< r. If n is even and bn
2
= 0, then
b0 + b1 + · · ·+ bn
2
−1 = b0 + b1 + · · ·+ bn
2
= r
so the desired result holds. 
4. 2-dimensional case
Let M ∈ Λ2r2 . By Theorem 3.1, we know that
H∗G(M ;Z2) ∼= V
M
0 + V2rt+ (Z2)
2r(t2 + t3 + · · · ).
This means that the ring structure of H∗G(M ;Z2) only depends upon the number
2r = |MG|. Thus we have
Proposition 4.1. Let M1,M2 ∈ Λ2. Then H
∗
G(M1;Z2) and H
∗
G(M2;Z2) are isomor-
phic if and only if |MG1 | = |M
G
2 |.
An easy observation shows that for an orientable connected closed surface Σg with
genus g ≥ 0, Σg must admit a G-action such that |Σ
G
g | = 2(g + 1). Thus, for each
r ≥ 1, Λ2r2 is non-empty.
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Remark 5. However, one knows from [B] that RP 2 never admits a G-action such that
the fixed point set is a finite set so RP 2 doesn’t belong to Λ2. Actually, generally each
non-orientable connected closed surface Sg with genus g odd must not belong to Λ2.
This is because the sum of all mod 2 Betti numbers of Sg is 2 + g, which is odd.
As a consequence of Proposition 4.1, one has
Corollary 4.1. For each positive integer r, all G-manifolds in Λ2r2 determine a unique
equivariant cohomology up to isomorphism.
Remark 6. For eachM ∈ Λ2r2 , its equivariant cohomologyH
∗
G(M ;Z2) may be expressed
in a simpler way. Since (1, ..., 1)⊤ ∈ V M0
∼= Z2 and |v| = 0 for v ∈ V2r, one has that
H∗G(M ;Z2) ∼=
{
α = (α1, ..., α2r) ∈ (Z2)2r[t]
∣∣∣


α1 = · · · = α2r if degα = 0
2r∑
i=1
αi = 0 if degα = 1
}
.
Compare with [GH, Proposition 3.1], Goldin and Holm gave a description for the
equivariant cohomolgy of a compact connected symplectic 4-dimensional manifold with
an effective Hamiltonian S1-action with a finite fixed set, so that they computed the
equivariant cohomology of certain manifolds with a Hamiltonian action of a torus T
(see [GH, Theorem 2]). Similarly to the argument in [GH], using this description of
H∗G(M ;Z2) and the main result of Chang and Skjelbred [CS], one may give an explicit
description in Z2[t1, ..., tk] of the equivariant cohomology of a closed (Z2)k-manifold N
with the following conditions:
(1) The fixed point set is finite;
(2) The equivariant cohomology of N is a free H∗(B(Z2)k;Z2)-module;
(3) For K < (Z2)k a corank-1 2-torus, each component of NK has dimension at
most 2.
We would like to leave it to readers as an exercise. For this description in Z2[t1, ..., tk]
of H∗(Z2)k(N ;Z2), actually the above restriction condition (3) for each component of
NK is the best possible since generally there can be different equivariant cohomology
structures for G-manifolds in Λ2rn when n ≥ 3 (see, e.g., Section 6 of this paper).
5. An analytic description of ring isomorphisms and a necessary and
sufficient condition
The purpose of this section is to give an analytic description for the isomorphism
between equivariant cohomology rings of two G-manifolds in Λn and to show a neces-
sary and sufficient condition that the equivariant cohomology rings of two G-manifolds
in Λn are isomorphic.
Let
W2r = {σ ∈ AutV2r ⊂ GL(2r,Z2)| σ(x ◦ y) = σ(x) ◦ σ(y) for any x, y ∈ V2r}.
Given two σ, τ in W2r, it is easy to check that στ ∈ W2r. Thus one has that W2r is a
subgroup of AutV2r.
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Lemma 5.1. W2r is the Weyl subgroup of GL(2r,Z2).
Proof. By [AB1], it suffices to prove that W2r is isomorphic to the symmetric group
S2r of rank 2r. Let σ = (aij)2r×2r be an element of W2r ⊂ GL(2r,Z2). Since σ is
an automorphism of V2r, there exists a vector x ∈ V2r such that σ(x) = 1 where
1 = (1 , ...,︸︷︷︸
2r
1)⊤. Since 1 ◦ x = x for any x ∈ V2r, one has that 1 = σ(x) = σ(1 ◦ x) =
σ(1) ◦ σ(x) = σ(1) so
(6)
2r∑
j=1
aij = 1, for i = 1, 2, ..., 2r.
On the other hand, for any x = (x1, ..., x2r)
⊤ and y = (y1, ..., y2r)
⊤ in V2r, one has that
σ(x ◦ y) = σ(x) ◦ σ(y) so
(7)
2r∑
l=1
ailxlyl = (
2r∑
j=1
aijxj)(
2r∑
k=1
aikyk), for i = 1, 2, ..., 2r.
From (6) one knows that for each i, the number q(i) of nonzero elements in ai1, ..., ai2r
is odd.
Now let us show that for each i, q(i) actually must be 1. Taking an i, without loss of
generality one may assume that ai1 = · · · = aiq(i) = 1, and ai(q(i)+1) = · · · = ai2r = 0.
Then from (7) one has
(8) (
q(i)∑
j=1
xj)(
q(i)∑
k=1
yk) +
q(i)∑
l=1
xlyl = 0.
If q(i) > 1, taking x with x1 = xq(i) = 1 and xj = 0 for j 6= 1, q(i) and y with
y2 = yq(i) = 1 and yk = 0 for k 6= 2, q(i), the left side of (8) then becomes 1, but this
is impossible. Thus q(i) = 1.
Since q(i) = 1 for each i, this means that σ is actually obtained by doing a per-
mutation on all rows (or all columns) of the identity matrix. The lemma then follows
from this. 
Theorem 5.1. Let M1 and M2 in Λ
2r
n . Suppose that f is an isomorphism between
graded rings
RM1 = V
M1
0 + · · ·+ V
M1
n−2t
n−2 + V2rt
n−1 + (Z2)2r(tn + · · · )
and
RM2 = V
M2
0 + · · ·+ V
M2
n−2t
n−2 + V2rt
n−1 + (Z2)2r(tn + · · · ).
Then there is an element σ ∈ W2r such that f =
∞∑
i=0
σti is analytic, where f(β) =
∞∑
i=0
σ(vi)t
i for β =
∞∑
i=0
vit
i ∈ RM1.
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Proof. Since the restriction f |V2rtn−1 : V2rt
n−1 −→ V2rt
n−1 is a linear isomorphism,
there exists an automorphism σ of V2r such that f |V2rtn−1 = σt
n−1.
First, let us show that σ ∈ W2r. Since x ◦ x = x for any x ∈ (Z2)2r and f is a ring
isomorphism, one has that for any v ∈ V2r,
f(vt2n−2) = f(v ◦ vt2n−2) = f(vtn−1)f(vtn−1) = σ(v) ◦ σ(v)t2n−2 = σ(v)t2n−2
so f |V2rt2n−2 = σt
2n−2. Furthermore, for any v1, v2 ∈ V2r, one has that
σ(v1 ◦ v2)t
2n−2 = f(v1 ◦ v2t
2n−2) = f(v1t
n−1)f(v2t
n−1) = σ(v1) ◦ σ(v2)t
2n−2
so σ(v1 ◦ v2) = σ(v1) ◦ σ(v2). Thus, σ ∈ W2r.
By Theorem 3.1, for each i < n− 1, 1 ∈ V Mi ⊂ V2r, and one knows from the proof
of Lemma 5.1 that σ(1) = 1 so f |V M
0
= σ. By Remark 4 one knows that RMi, i = 1, 2,
are free Z2[t]-modules, and it is easy to see that f is also an isomorphism between
free Z2[t]-modules RM1 and RM2 . For 0 ≤ i < n − 1, let v ∈ V
M
i ⊂ V2r, since
f |V2rtn−1 = σt
n−1, one has that
f(vti)tn−1−i = f(vtn−1) = σ(v)tn−1
so f(vti) = σ(v)ti. Thus, f |V Mi ti = σt
i for 0 ≤ i < n− 1.
Let ℓ = a(n− 1) + b ≥ n with b < n− 1. For any v ∈ V2r, one has that
f(vtℓ) = f(v ◦ · · · ◦︸ ︷︷ ︸
a
vta(n−1))tb = [f(vtn−1)]atb = σ(v) ◦ · · · ◦︸ ︷︷ ︸
a
σ(v)tℓ = σ(v)tℓ.
Thus, for i ≥ n, f |VM
2r t
i = σti.
Since V2r is not closed with respect to the operation ◦ by Corollary 3.1, there must
be u, w ∈ V2r such that u ◦w 6∈ V2r. Since V2r has dimension 2r−1, one then has that
(Z2)2r = V2r+Span{u◦w}. Actually, this is a direct sum decomposition of (Z2)2r, i.e.,
(Z2)2r = V2r⊕Span{u◦w}. Furthermore, let x ∈ (Z2)2r, then there is a vector v ∈ V2r
such that x can be written as v + εu ◦ w where ε = 0 or 1. For i = a(n− 1) + b ≥ n
with b < n− 1, since f |VM
2r t
j = σtj for any j ≥ n− 1, one has that
f(xti)tn−1−b = f(vti + εu ◦ wti)tn−1−b
= f(vti)tn−1−b + εf(u ◦ wti)tn−1−b
= f(vt(a+1)(n−1)) + εf([utn−1] ◦ [wta(n−1)])
= σ(v)t(a+1)(n−1) + εf(utn−1)f(wta(n−1))
= σ(v)t(a+1)(n−1) + εσ(u) ◦ σ(w)t(a+1)(n−1)
= [σ(v) + εσ(u) ◦ σ(w)]t(a+1)(n−1)
= σ(v + εu ◦ w)t(a+1)(n−1) since σ ∈ W2r
= σ(x)ti+(n−1−b)
so f(xti) = σ(x)ti. Thus f |(Z2)2rti = σt
i for i ≥ n.
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Combining the above argument, we complete the proof. 
Theorem 5.2. Let M1 and M2 in Λ
2r
n . Then H
∗
G(M1;Z2) and H
∗
G(M2;Z2) are iso-
morphic if and only if there exists an element σ ∈ W2r such that σ isomorphically
maps V M1i onto V
M2
i for i < n− 1.
Proof. Suppose that H∗G(M1;Z2) and H
∗
G(M2;Z2) are isomorphic. Then by Theo-
rem 3.1 there is an isomorphism f between graded rings
RM1 = V
M1
0 + · · ·+ V
M1
n−2t
n−2 + V2rt
n−1 + (Z2)2r(tn + · · · )
and
RM2 = V
M2
0 + · · ·+ V
M2
n−2t
n−2 + V2rt
n−1 + (Z2)2r(tn + · · · ).
One knows from Theorem 5.1 that there is an element σ ∈ W2r such that f =
∞∑
i=0
σti.
Then the restriction f |
V
M1
i t
i = σt
i, which is an isomorphism from V M1i t
i to V M2i t
i for
i < n− 1. Thus σ isomorphically maps V M1i onto V
M2
i for i < n− 1.
Conversely, if there exists an element σ ∈ W2r such that σ isomorphically maps
V M1i onto V
M2
i for i < n − 1, then by Theorem 5.1,
∞∑
i=0
σti gives an isomorphism
between graded rings RM1 = V
M1
0 + · · · + V
M1
n−2t
n−2 + V2rt
n−1 + (Z2)2r(tn + · · · ) and
RM2 = V
M2
0 + · · · + V
M2
n−2t
n−2 + V2rt
n−1 + (Z2)2r(tn + · · · ). Then H∗G(M1;Z2) and
H∗G(M2;Z2) are isomorphic by Theorem 3.1. 
Remark 7. Let M1,M2 ∈ Λn. One sees from Theorem 5.2 that if |M
G
1 | 6= |M
G
2 |, then
H∗G(M1;Z2) and H
∗
G(M2;Z2) must not be isomorphic.
In the case n = 3, for M ∈ Λ2r3 , since
H∗G(M ;Z2) ∼= V
M
0 + V
M
1 t+ V2rt
2 + (Z2)2r(t3 + · · · ),
one sees that the structure of H∗G(M ;Z2) actually depends upon that of V
M
1 . Thus,
Theorem 5.2 has a simpler expression in this case.
Corollary 5.1. Let M1 and M2 in Λ
2r
3 . Then H
∗
G(M1;Z2) and H
∗
G(M2;Z2) are iso-
morphic if and only if there exists an element σ ∈ W2r such that σ isomorphically
maps V M11 onto V
M2
1 .
6. The number of equivariant cohomology structures
In this section we shall consider the number of equivariant cohomology rings up to
isomorphism of all 3-dimensional G-manifolds in Λ2r3 . For M ∈ Λ
2r
3 one knows that
V M1 has dimension r and is the largest-dimensional subspace of V2r with the property
that u ◦ v ∈ V2r for u, v ∈ V
M
1 by Corollary 3.2.
LetMr denote the set of those 2r× r matrices (v1, ..., vr) with rank r over Z2 such
that vi ◦ vj ∈ V2r for any 1 ≤ i, j ≤ r. Mr admits the following two actions.
One action is the right action of GL(r,Z2) on Mr defined by (v1, ..., vr)λ for λ ∈
GL(r,Z2). It is easy to see that such action is free. Obviously, all column vectors of
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each matrix (v1, ..., vr) span the same linear space as all column vectors of (v1, ..., vr)λ
for λ ∈ GL(r,Z2).
The other action is the left action of the Weyl group W2r = S2r on Mr defined by
σ(v1, ..., vr) = (σv1, ..., σvr) for (v1, ..., vr) ∈Mr and σ ∈ S2r. In general, this action is
not free.
For M ∈ Λ2r3 , since the space V
M
1 ⊂ V2r may be spanned by all column vectors of
some matrix (v1, ..., vr) inMr, the number of all possible spaces V
M
1 ⊂ V2r is at most∣∣Mr/GL(r,Z2)∣∣ = |Mr||GL(r,Z2)| .
Together with the above understood and Corollary 5.1, one has
Proposition 6.1. The number of equivariant cohomology rings up to isomorphism of
all Z2-manifolds in Λ2r3 is at most
|S2r\Mr/GL(r,Z2)|.
Remark 8. There is a natural map g from Λ2r3 to Mr/GL(r,Z2). If this map is sur-
jective, then the number of equivariant cohomology rings up to isomorphism of all
Z2-manifolds in Λ2r3 is exactly |S2r\Mr/GL(r,Z2)|. To determine whether g is surjec-
tive or not is an interesting thing, but it seems to be quite difficult.
Generally, the computation of the number |S2r\Mr/GL(r,Z2)| is not an easy thing.
Next, we shall analyze this number.
Taking an element A ∈ Mr, there must be σ ∈ S2r and λ ∈ GL(r,Z2) such that
σAλ =
(
Ir
P
)
so each orbit of the orbit set S2r\Mr/GL(r,Z2) contains the representative of the form(
Ir
P
)
, where Ir is the r × r identity matrix. It is easy to check that P ∈ O(r,Z2),
where O(r,Z2) is the orthogonal matrix group over Z2. Obviously, O(r,Z2) always
admits the left and right actions of the Weyl group Sr in GL(r,Z2).
Lemma 6.1. |S2r\Mr/GL(r,Z2)| ≤ |Sr\O(r,Z2)/Sr|.
Proof. Suppose that P1, P2 ∈ O(r,Z2) belong to the same orbit in Sr\O(r,Z2)/Sr.
Then there exist τ, ρ in Sr such that
τP1ρ = P2.
Let σ =
(
ρ−1 0
0 τ
)
. Then σ ∈ S2r. Obviously,
σ
(
Ir
P1
)
ρ =
(
ρ−1ρ
τP1ρ
)
=
(
Ir
P2
)
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so
(
Ir
P1
)
and
(
Ir
P2
)
belong to the same orbit in S2r\Mr/GL(r,Z2). This means that
|S2r\Mr/GL(r,Z2)| ≤ |Sr\O(r,Z2)/Sr|.
This completes the proof. 
Remark 9. Generally, |S2r\Mr/GL(r,Z2)| is not equal to |Sr\O(r,Z2)/Sr|. For exam-
ple, take
P1 =


0 1 1 1 1 1
1 0 1 1 1 1
1 1 0 1 1 1
1 1 1 0 1 1
1 1 1 1 0 1
1 1 1 1 1 0

 and P2 =


0 1 1 1 1 1
1 1 0 0 0 1
1 0 1 0 0 1
1 0 0 1 0 1
1 0 0 0 1 1
1 1 1 1 1 0


it is easy to check that P1 and P2 don’t belong to the same orbit in S6\O(6,Z2)/S6,
but
(
I6
P1
)
and
(
I6
P2
)
belong to the same orbit in S12\M6/GL(6,Z2).
Definition 6.1. Let A = (v1, ..., vr) ∈Mr. One says that A is irreducible if the space
Span{v1, ..., vr} cannot be decomposed as a direct sum of some nonzero subspaces
V1, ..., Vl, l > 1, with the property that Vi ◦ Vj = {0} for i 6= j, where Vi ◦ Vj = {0}
means that for any x ∈ Vi and y ∈ Vj, x ◦ y = 0.
We would like to point out that if one can find out all possible irreducible ma-
trices of Mr for any r, then one can construct a representative of each class in
S2r\Mr/GL(r,Z2), with the form


A1 0 ... 0
0 A2 ... 0
...
0 0 ... As


where the blocks Ai’s are irreducible matrices.
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The following result shows that there exists at least one irreducible matrix in Mr
for almost any positive integer r. Let
A(l) =


1 0 0 0 ...... 0 0
1 0 0 0 ...... 0 1
1 0 0 0 ...... 1 0
......
1 0 0 1 ...... 0 0
1 0 1 0 ...... 0 0
1 1 0 0 ...... 0 0
1 1 1 1 ...... 1 1
0 1 1 1 ...... 1 1
0 1 0 0 ...... 0 0
0 0 1 0 ...... 0 0
0 0 0 1 ...... 0 0
......
0 0 0 0 ...... 1 0
0 0 0 0 ...... 0 1


(2l−1)×(l−1)
be a (2l− 1)× (l− 1) matrix with l ≥ 4 and 1l×1 = (1 , ...,︸︷︷︸
l
1)⊤. Note that only when
l ≥ 4 is even, the first column vector v of A(l) exactly has the property |v| = 0 in Z2.
Lemma 6.2. (a) For even r ≥ 4, there exists an irreducible 2r × r matrix(
A(r) 1(2r−1)×1
0 1
)
.
(b) For odd r ≥ 7, there exist irreducible 2r × r matrices of the following form(
A(s) 0 1(2s−1)×1
0 A(t) 1(2t−1)×1
)
with only two blocks A(l)’s, where s + t = r + 1 and s, t ≥ 4 are even. In particular,
both
(
A(s1) 0 1(2s1−1)×1
0 A(t1) 1(2t1−1)×1
)
and
(
A(s2) 0 1(2s2−1)×1
0 A(t2) 1(2t2−1)×1
)
belong to the same
orbit in S2r\Mr/GL(r,Z2) if and only if {s1, t1} = {s2, t2}, where sj + tj = r + 1 and
sj, tj ≥ 4 are even for j = 1, 2.
Remark 10. (i) A direct observation shows that when r = 1, M1 contains a unique
matrix
(
1
1
)
, which is irreducible, and when r = 2, 3, 5, there is no any irreducible ma-
trix. However, we don’t know whether those irreducible matrices stated in Lemma 6.2,
with
(
1
1
)
together, give all possible irreducible matrices.
(ii) For odd r ≥ 7, let λ(r) denote the number of the orbit classes of irreducible
matrices in S2r\Mr/GL(r,Z2). By Lemma 6.2, λ(r) is equal to or more than the
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number of the solutions (x, y) of the following equation{
x+ y = r+1
2
x ≥ y ≥ 2.
Then, an easy argument shows that the number of solutions is [ (r+1)/2−1−1
2
] = [ r−3
4
],
so λ(r) ≥ [ r−3
4
].
Let A = (v1, ..., vr) ∈Mr. Set
V(A) := Span{v1, ..., vr}
and
X (A) := Span{vi ◦ vj |i, j = 1, ..., r}.
It is easy to see the following properties:
(P1) V(A) ⊂ X (A) ⊂ V2r so r ≤ dimX (A) ≤ 2r − 1;
(P2) If A,B ∈ Mr belong to the same orbit in S2r\Mr/GL(r,Z2), then X (A) is
linearly isomorphic to X (B).
Fact 1. Let A ∈Mr. If A is not irreducible, then there exists a 2k × k matrix A2k×k
and a 2l× l matrix A2l×l with k+ l = r such that A and
(
A2k×k 0
0 A2l×l
)
belong to the
same orbit in S2r\Mr/GL(r,Z2).
Proof. If A is not irreducible, by definition, there exists a k1× k2 matrix Ak1×k2 and a
l1×l2 matrix Al1×l2 with k1+l1 = 2r and k2+l2 = r such that A and
(
Ak1×k2 0
0 Al1×l2
)
belong to the same orbit in S2r\Mr/GL(r,Z2). By Proposition 3.1 and the proof
method of Corollary 3.1, one has that k2 ≤ k1/2 and l2 ≤ l1/2. Then the relations
k1 + l1 = 2r and k2 + l2 = r force k2 = k1/2 and l2 = l1/2. 
Fact 2. Let A ∈Mr. If dimX (A) = 2r − 1, then A is irreducible.
Proof. Suppose that A is not irreducible. By Fact 1, there is a matrix
(
A2k×k 0
0 A2l×l
)
that is in the same orbit as A. Thus
dimX (A) = dimX (A2k×k) + dimX (A2l×l) ≤ (2k − 1) + (2l − 1) = 2r − 2
by (P1). This is a contradiction. 
Remark 11. Let A ∈Mr. Then there is a matrix P ∈ O(r,Z2) such that A and
(
Ir
P
)
belong to the same orbit in S2r\Mr/GL(r,Z2). Furthermore, an easy argument shows
by (P2) that if dimX (A) = r, then P can be chosen as being Ir, so A is not irreducible
when r 6= 1.
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Now let us give the proof of Lemma 6.2.
Proof of Lemma 6.2. Let A =
(
A(r) 1(2r−1)×1
0 1
)
= (v1, ..., vr−1, 12r×1). By Fact 2,
it suffices to check that dimX (A) = 2r − 1. A direct observation shows that
{v1 ◦ v2, v1 ◦ v3, ..., v1 ◦ vr−1, v2 ◦ v3, v1, v2, v3, ..., vr−1, 12r×1}
are linearly independent, so dimX (A) ≥ 2r − 1. Since dimX (A) ≤ 2r − 1 by (P1),
dimX (A) = 2r − 1. This completes the proof of Lemma 6.2(a).
In a similar way to the above argument, one may show that
(
A(s) 0 1(2s−1)×1
0 A(t) 1(2t−1)×1
)
is irreducible, too.
Suppose that


A(s1) 0 0 ... 0 1(2s1−1)×1
0 A(s2) 0 ... 0 1(2s2−1)×1
0 0 A(s3) ... 0 1(2s3−1)×1
...
0 0 0 ... A(sk) 1(2sk−1)×1

 is a 2r× r matrix and
is irreducible. Then one must have that
k∑
i=1
(si−1)+1 = r and
k∑
i=1
(2si−1) = 2r. From
these two equations, it is easy to check that k must be 2.
The proof of the last part of Lemma 6.2(b) is immediate. 
Remark 12. By a direct computation, one may give the first 6 numbers for N(r) =
|S2r\Mr/GL(r,Z2)| as follows:
r 1 2 3 4 5 6
N(r) 1 1 1 2 2 3
The representatives of all orbits in S2r\Mr/GL(r,Z2) for r ≤ 6 are stated as follows:
r 1 2 3 4 5 6
Rep.
„
1
1
« „
I2
I2
« „
I3
I3
« „
I4
I4
«
, B(4)
„
I5
I5
«
,
„
B(4) 0
0 1
2×1
« „
I6
I6
«
,
0
BB@
B(4) 0 0
0 1
2×1
0
0 0 1
2×1
1
CCA, B(6)
where B(l) =
(
A(l) 1(2l−1)×1
0 1
)
. Note that for r ≥ 7, one also can find the lower
bound of N(r) as follows:
r 7 8 9 10 11 12 13 14 · · ·
N(r) ≥ 4 6 7 9 12 16 20 25 · · ·
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