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Abstract. Motivated by the importance of symplectic isotropic realisations in the study of
Poisson manifolds, this paper investigates the local and global theory of contact isotropic
realisations of Jacobi manifolds, which are those of minimal dimension. These arise natu-
rally when considering multiplicity-free actions in contact geometry, as shown in this paper.
The main results concern a classification of these realisations up to a suitable notion of iso-
morphism, as well as establishing a relation between the existence of symplectic and contact
isotropic realisations for Poisson manifolds. The main tool is the classical Spencer opera-
tor which is related to Jacobi structures via their associated Lie algebroid, which allows to
generalise previous results as well as providing more conceptual proofs for existing ones.
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1 Introduction
Poisson structures can be considered as infinitesimal objects by thinking of them as Lie algebroid
structures on cotangent bundles together with the canonical symplectic form. One approach
to understand the geometry of a Poisson manifold is to consider its ‘representations’, which
correspond to symplectic realisations (cf. [4, 31]). The representations of smallest dimension,
which are known as isotropic, play an important role, for they enjoy special geometric properties,
such as the existence of a Z-affine structure transverse to the symplectic foliation (cf. [6, 11]).
Moreover, they are related to multiplicity-free actions of compact Lie groups on symplectic
manifolds (cf. [11, 19]), as well as to the recently introduced notion of ‘compactness’ in Poisson
geometry (cf. [5, 6]). However, regarding Poisson manifolds as being Jacobi, the associated Lie
algebroid structure is defined on the first jet bundle of the manifold, which is endowed with
a canonical contact form. This point of view sheds a different light on Poisson geometry. For
instance, in this case, the ‘representations’ are contact realisations. Continuing with the above
analogy, a natural question is to study geometric properties of those representations of smallest
dimension and to investigate whether they are connected with Hamiltonian Lie group actions
in contact geometry as well as a slightly more general notion of ‘compactness’ for Poisson and
Jacobi manifolds. The aim of the present paper is to begin to address the above question, with
a view to continue this line of research in future papers.
A Jacobi structure on a manifold M is a real line bundle L → M whose space of sec-
tions Γ(L) is endowed with a local Lie bracket {·, ·} (cf. Definition 2.1); these generalise Poisson
structures and contact manifolds (cf. Section 2.1). A Jacobi manifold (P,L, {·, ·}) is encoded
in a Lie algebroid structure on the first jet bundle J1L which is compatible with the classical
Spencer operator (cf. Note 2.17). Contact realisations of (P,L, {·, ·}) are representations of the
Lie algebroid J1L: these are surjective submersions φ : (M,H) → (P,L, {·, ·}), where (M,H)
is a contact manifold and φ is a Jacobi morphism satisfying a transversality condition (cf.
Definition 3.1). The main object of study of this paper are contact isotropic realisations, which
can be thought of as being of smallest dimension (cf. Definition 3.2 and Note 3.3).
As motivation, it is shown that these objects arise naturally when considering contact ma-
nifolds and their ‘integrable’ symmetries; some of the results may be of independent inte-
rest. For instance, contact isotropic realisations arise when considering the contact analogue
of multiplicity-free Hamiltonian actions on symplectic manifolds (cf. Definition 2.21); these are
the non-abelian analogues of contact toric manifolds studied in [25, 32]. The main results of
this paper concern the classification of contact isotropic realisations to a suitable notion of iso-
morphism. These results are analogous to those of [11] for symplectic isotropic realisations of
Poisson manifolds and generalise [1, 21]. In particular,
• given a contact isotropic realisation of a Jacobi manifold, we show the existence of a Z-
projective structure transversal to the foliation on the Jacobi manifold (cf. Section 4.2 and
Appendix C);
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• we provide cohomological criteria to determine whether there exists a contact isotropic
realisation inducing a given transversal Z-projective structure and to classify, up to iso-
morphism, all such realisations (cf. Theorem 4.18).
The methods employed in this paper are completely different from those of [1, 11, 21, 25, 32],
for the main tool used here is the classical Spencer operator and its properties (developed in
greater generality in [8]), which allows to deal with Jacobi structures defined on non-trivial
line bundles as well as providing a more conceptual approach to the case of Jacobi brackets on
trivial line bundles. For instance, en route to proving Theorem 4.18, a local contact classification
of contact isotropic realisations is attained, providing a different, more intrinsic proof to [21,
Theorem 4]1.
Lastly, we go back to Poisson manifolds, for which there is a natural question: what relation
is there between existence of a contact isotropic realisation and that of a symplectic isotropic re-
alisation? The methods developed in this paper allow to tackle the above question in the case in
which a Poisson manifold admits transversal Z-affine and Z-projective structures which are ‘re-
lated’. First, it is shown that a transversal Z-affine structure satisfying an ‘integrality’ condition
(cf. Definition 5.13) induces naturally a transversal Z-projective structure (cf. Corollary 5.14).
Intuitively speaking, this relation should be viewed as analogous to the following construction:
given an integral symplectic manifold, it is possible to construct a Boothby–Wang-type con-
tact manifold (cf. Example 3.4). In fact, the last main result of this paper generalises the
above construction: given transversal Z-affine and Z-projective structures (denoted by Ξ and Σ
respectively) on a Poisson manifold (P,Λ) related as above, there exists a contact isotropic reali-
sation of (P,Λ) inducing Σ if and only if there exists a symplectic isotropic realisation of (P,Λ)
inducing Ξ whose total space has an integral symplectic form (cf. Theorem 5.20).
The structure of the paper is as follows. Section 2 introduces the basic notions used through-
out the paper, sets the notation and provides motivating families of examples to study contact
isotropic realisations. Seeing as the approach to contact and Jacobi manifolds taken in this
paper follows [7] and differs from the standard one taken in most other works in the literature,
Sections 2.1 and 2.2 provide a summary of some of the notions and of the results of [7]. Sec-
tion 3 defines contact isotropic realisations and establishes their basic properties, while Section 4
tackles the problem of classifying contact isotropic realisations up to isomorphism. Throughout
Sections 2–4, the case of Jacobi structures with trivial coefficients is presented as an example
to illustrate the various notions introduced. The case of Poisson manifolds is considered in Sec-
tion 5, which moreover compares symplectic and contact isotropic realisations. In particular,
Section 5.2 interprets the main results of Sections 3 and 4 in the case in which the contact struc-
tures are co-oriented and the Jacobi structures are defined on trivial line bundles. For readers
who are not familiar with the techniques for the general case, it may be helpful to read Section 5.2
alongside Sections 3 and 4. To make the transition to the general case, it is useful to think that
many results follow from choosing local trivialisations of the line bundle, thus reducing the prob-
lem to the case of Jacobi structures over a trivial line bundle; the classical Spencer operator and
the associated language can be viewed as a way to bypass the above approach. Furthermore, to
make the exposition smoother, some longer or technical proofs of results used throughout the
paper have been placed in appendices at the end. Appendix A deals with the geometric prop-
erties of the Jacobi manifolds that admit contact isotropic realisations. Appendices B and C
provide proofs for some results of Section 2.3, and of Sections 4.2 and 4.3, respectively.
Throughout this note, there are two types of comments, labelled Note and Remark respec-
tively; those with the former label are central to the problems studied in this paper, while those
with the latter may be skipped at a first reading.
1The relation between contact isotropic realisations and integrable systems on contact manifolds is going to
be explored in depth in a separate paper.
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Notation and conventions. Throughout the paper, the intersection of two subsets Ui∩Uj
is denoted by Uij . All line bundles considered in this paper are real unless otherwise stated.
2 Basic notions and motivation
The aim of this section is to recall fundamental notions regarding Jacobi structures, to establish
notation, and to provide a family of motivating examples for the rest of the paper. Sections 2.1
and 2.2 follow the approach to contact and Jacobi manifolds of [7], which should be considered
as the main reference for any detail missing below. More details regarding Jacobi structures and
their properties can be found in [9, 12, 18, 23] amongst others.
2.1 Jacobi structures: definitions and examples
Definition 2.1. A Jacobi structure on a manifold P is a pair (L, {·, ·}) consisting of a line
bundle L→ P , and a local Lie bracket {·, ·} : Γ(L)× Γ(L)→ Γ(L), i.e.,
supp({u, v}) ⊂ supp(u) ∩ supp(v) ∀u, v ∈ Γ(L),
where supp(u) denotes the support of u. A Jacobi manifold is a triple (P,L, {·, ·}), where
(L, {·, ·}) is a Jacobi structure on P .
Jacobi structures simultaneously generalise contact and Poisson structures.
Definition 2.2. A contact structure on a manifold M is a smooth hyperplane distribution
H ⊂ TM whose curvature map
c : H ×H → TM/H, (2.1)
defined on sections by c(X,Y ) := [X,Y ] mod H is fibre-wise non-degenerate. A contact mani-
fold is a pair (M,H), where H is a contact structure on M .
Note 2.3. The majority of works in the literature on contact geometry concentrates on the
case in which H = ker θ, for some 1-form θ ∈ Ω1(M) whose differential dθ makes H → M
into a symplectic vector bundle. In this case the bundle TM/H is trivial and the above map c
coincides with dθ|H . Such contact structures are henceforth referred to as being co-oriented.
More generally, a contact structure H on M can be encoded equivalently as the kernel of the
1-form θ ∈ Ω1(M,L) given by projection onto L := TM/H. This is henceforth referred to as the
(canonical) generalised contact form of (M,H). Throughout this paper, both points of views
are used interchangeably.
The following family of examples of contact manifolds plays a prominent role throughout this
paper.
Example 2.4. Let pi : L→ P a line bundle and (by abuse of notation) denote by pi : J1L→ P
the first jet bundle
J1L|x =
{
j1xu |u ∈ Γ(L)
}
.
The Cartan contact form θcan ∈ Ω1(J1L,pr∗ L) defines a contact structure as in Note 2.3. It is
defined by
θcan,j1xu = Dx(pr−u ◦ pi) : Tj1xu
(
J1L
)→ Lx,
with pr : J1L → L, j1ux 7→ u(x), and where we have used the canonical identification Lx '
Tu(x)(Lx). The Cartan contact form detects holonomic sections of J
1L, i.e., those of the form
j1u : x 7→ j1xu, for some u ∈ Γ(L), in the sense that a section ξ of J1L is holonomic if and only
if ξ∗θcan = 0.
Contact Isotropic Realisations of Jacobi Manifolds via Spencer Operators 5
Example 2.5. A contact manifold (M,H) comes equipped with a well-known natural Jacobi
structure (L = TM/H, {·, ·}) which can be described as follows (cf. [7, 10] and references therein).
A Reeb vector field of (M,H) is any vector field R satisfying
[R,Γ(H)] ⊂ Γ(H);
the vector spaces of Reeb vector fields is denoted by XReeb(M,H). The map
XReeb(M,H)→ Γ(L), R 7→ θ(R)
is a vector space isomorphism (cf. [7, Lemma 2.2 and Corollary 2.3]). The inverse image of
u ∈ Γ(L) under the above isomorphism, denoted by Ru, is called the Reeb vector field associated
to u. The space XReeb(M,H) is closed under the Lie bracket of vector fields, hence it induces
a Lie bracket on Γ(L), explicitly given by
{u, v} := [Ru, Rv] mod H, (2.2)
for u, v ∈ Γ(L). In the case in which TM/H → M is trivial, i.e., in the co-orientable case
(cf. Note 2.3), the above Jacobi structure can be described easily as follows. Given a contact
1-form θ ∈ Ω1(M) with H = ker θ, let Rθ ≡ R1 be the Reeb vector field associated to (the
function 1 and to) θ. Then the space of Reeb vector fields is nothing but the space of Reeb
vector fields associated to all contact forms defining H and the induced bracket is well-known
(cf. Example 2.6 below).
Example 2.6. A Poisson structure on a manifold P is a bivector field Λ ∈ X2(P ), which
satisfies JΛ,ΛK = 0, where J·, ·K is the Schouten bracket. We say that the pair (P,Λ) is a Poisson
manifold. In this case Λ induces a Jacobi structure {·, ·} on the trivial line bundle RP by
observing that Λ determines a local Lie bracket on the sections of the trivial bundle RP → P .
By abuse of notation, the induced Jacobi manifold is also denoted by (P,Λ). More generally,
a Jacobi structure (RP , {·, ·}) on P is completely determined by a pair (Λ, R) ∈ X2(P )× X(P ),
satisfying
JΛ,ΛK = 2R ∧ Λ, JΛ, RK = 0.
The Lie bracket on Γ(RP ) = C∞(P ) is given by
{f, g} := Λ(df,dg) + f(Rg)− g(Rf),
for f, g ∈ C∞(P ) (cf. [26]).
Morphisms between Jacobi manifolds are defined as follows.
Definition 2.7. Let (N,LN , {·, ·}N ) and (P,LP , {·, ·}P ) be Jacobi manifolds such that there
exists an isomorphism F : φ∗LP → LN . A map φ : N → P is said to be Jacobi with bundle
component F if for all u, v ∈ Γ(LP )
{F ◦ φ∗u, F ◦ φ∗v}N = F ◦ φ∗{u, v}P .
Remark 2.8. If the line bundles LN and LP are assumed to be trivial in Definition 2.7, then
the above notion of Jacobi map with bundle component is often referred to in the literature as
a conformal Jacobi morphism (cf. [12, Section 1.6]).
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Example 2.9. Let (M,H) be a contact manifold with associated line bundle L → M , where
the notation is as in Example 2.5. The submanifold L∗ \ {0} ↪→ T ∗M is symplectic, where T ∗M
is endowed with the canonical symplectic form (cf. [25, Definition 2.3]). Let Ω denote the sym-
plectic form on L∗ \ {0}; the symplectic manifold (L∗ \ {0},Ω) is said to be the symplectisation2
of (M,H). The projection pr : (L∗ \ {0},Ω)→ (M,H) is a Jacobi map with bundle component
Fpr : pr
∗ L→ RL∗\{0} given by Fpr(α, u) = α(X), where u = X mod H.
Example 2.10. Let g∗ denote the dual of a finite-dimensional real Lie algebra; endow it with the
standard linear Poisson structure Λ. Its projectivisation P(g∗) := g
∗\{0}
R∗ admits a natural Jacobi
structure (O(1), {·, ·}), where O(1) → P(g∗) is the dual of the tautological line bundle. The
bracket {·, ·} on Γ(O(1)) can be defined as follows. Recall that Γ(O(1)) can be identified with the
vector space of smooth homogeneous functions of degree 1 on g∗ \{0}, denoted by C∞h (g∗ \{0}).
Since g∗ \{0} ⊂ g∗ is an open subset which is the complement of a symplectic leaf, Λ restricts to
a Poisson structure on g∗\{0}, also denoted by Λ. Linearity of Λ implies that C∞h (g∗\{0}) is a Lie
subalgebra of (C∞(g∗ \ {0}), {·, ·}Λ). This defines a Lie bracket on Γ(O(1)) which is manifestly
local and, hence, a Jacobi structure (O(1), {·, ·}) as claimed. If S(g∗) = g∗\{0}R+ , the covering map
q : S(g∗)→ P(g∗) can be used to define a Jacobi structure (q∗(O(1)), {{·, ·}}). The vector bundle
q∗(O(1)) → S(g∗) is trivialisable and a trivialisation can be obtained by picking a metric on g;
once such a choice is made, this example recovers the Jacobi structures considered in [13, 26],
and [33, Example 2.3]. Finally, the natural projection pi : (g∗ \ {0},Λ) → (P(g∗), O(1), {·, ·}) is
a Jacobi map with bundle component Fpi : pi
∗(O(1))→ Rg∗\{0}, given by Fpi(x, η) = η(x).
2.2 The Lie algebroid and Spencer operator of a Jacobi manifold
In analogy with Poisson manifolds, the geometric structure of a Jacobi manifold can be com-
pletely encoded by a Lie algebroid together with a Spencer operator (cf. [7, 8, 10, 22]). In
general, a Lie algebroid over a manifold M is a vector bundle A → M , together with a Lie
bracket [·, ·] on Γ(A), and a vector bundle map ρ : A → TM , called the anchor map, satisfying
the compatibility condition
[α, fβ] = f [α, β] + Lρ(α)(f)β
for all f ∈ C∞(M), and all α, β ∈ Γ(A). Given a Jacobi manifold (P,L, {·, ·}), the first jet
bundle J1L → P can be endowed with the structure of a Lie algebroid as follows (cf. [7] for
a proof).
Proposition 2.11. Given a Jacobi manifold (P,L, {·, ·}), there exists a Lie algebroid structure
on J1L→ P which is uniquely characterised by the following properties:
(I) The anchor map ρ : J1L→ TP satisfies
{u, fv} = f{u, v}+ Lρ(j1u)(f)v,
for all u, v ∈ Γ(L), f ∈ C∞(P );
(II) The Lie bracket on Γ(J1L) satisfies
[j1u, j1v] = j1{u, v}, ∀u, v ∈ Γ(L).
This Lie algebroid is henceforth referred to as the associated Lie algebroid to (P,L, {·, ·}).
2This notion differs slightly with that in the literature on co-orientable contact structures, where a connected
component of L∗ \ {0} is declared to be the symplectisation of (M,H).
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Note 2.12. If L = RP , the above Lie algebroid agrees with that defined in [9, Definition 1.4],
where the identification j1xf 7→ (dxf, f(x)) of J1RP with T∗P × R is used. In this case the
anchor ρ : T∗P × R→ TP becomes
ρ(ω, λ) = Λ](ω) + λR,
where (Λ, R) are as in Example 2.6. In particular, if the underlying structure is Poisson (i.e.,
R = 0), then the kernel of the anchor contains 0⊕ R.
Note 2.13. The condition for a map to be Jacobi can be formulated in terms of anchors of
Lie algebroids. Suppose that φ : (N,LN , {·, ·}N )→ (P,LP , {·, ·}P ) is a Jacobi map with bundle
component F , then the following diagram commutes
J1LN
ρN // TN
Dφ

J1LP
F◦φ∗
OO
ρP
// TP.
Remark 2.14. The image of the anchor of a Lie algebroid defines a (singular) foliation on the
base manifold. Unlike what happens in Poisson geometry, the leaves of (the foliation induced
by the Lie algebroid associated to) a Jacobi manifold may be even or odd dimensional. If the
induced foliation is regular, i.e., integrable in the sense of Frobenius, the underlying Jacobi
manifold is said to be regular.
In analogy with what happens for Poisson manifolds, the Lie algebroid associated to a Jacobi
manifold comes with compatible extra structure. Fix any line bundle L → P (not necessarily
with a Jacobi bracket); its first jet bundle J1L fits into a short exact sequence of vector bundles
0→ T∗P ⊗ L i→ J1L pr→ L→ 0,
where i(df ⊗ u) = fj1(u) − j1(fu) for f ∈ C∞(P ) and u ∈ Γ(L). While the above sequence is
not canonically split, the map u 7→ j1u gives a canonical splitting at the level of sections:
Γ
(
J1L
) ∼= Γ(L)⊕ Ω1(P ;L),
known as the Spencer decomposition.
Definition 2.15. The classical Spencer operator associated to L → P is the projection D:
Γ(J1L)→ Ω1(P ;L).
Example 2.16. Suppose that L = RP , i.e., it is trivial; then using the identification of J1RP ∼=
T∗P ⊕RP of Note 2.12, identify an element of Γ(J1RP ) with a pair (η, f), where η ∈ Ω1(P ) and
f ∈ C∞(P ). Then the classical Spencer operator is given by D(η, f) = df − η.
Note 2.17. The classical Spencer operator D associated to L→ P is completely determined by
the following two conditions:
• for any u ∈ Γ(L), D(j1u) = 0;
• for any X ∈ X(P ), α ∈ Γ(J1L) and f ∈ C∞(P ),
DX(fα) = fDX(α) + df(X) pr(α),
i.e., the Leibniz identity holds.
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Moreover, the C∞(P )-module structure on Γ(J1L) induced by the Spencer decomposition is the
following
f · (u, φ) = (fu, φ+ df ⊗ u),
for any f ∈ C∞(P ), u ∈ Γ(L) and φ ∈ Ω1(P ;L). Finally, the classical Spencer operator
associated to L → P is related to the Cartan contact form θcan on J1L (cf. Example 2.4) as
follows. If α ∈ Γ(J1L), then
D(α) = α∗θcan.
Suppose that (P,L, {·, ·}) is a Jacobi manifold. In this case, the classical Spencer operator
is compatible with the Lie algebroid structure on J1L → P defined in Proposition 2.11 in the
following sense. The Jacobi bracket defines a flat J1L-connection on L → P , i.e., an operator
∇ : Γ(J1L) × Γ(L) → Γ(L) which is C∞(P )-linear in the first component, satisfies the Leibniz
identity ∇α(fu) = f∇α(u) + Lρ(α)(f)u, and the flatness equation ∇[α,β] = ∇α∇β −∇β∇α, for
any f ∈ C∞(P ), α, β ∈ Γ(J1L) and u ∈ Γ(L). It is uniquely defined by the formula
∇ : Γ(J1L)× Γ(L)→ Γ(L), ∇j1u(v) = {u, v}. (2.3)
The compatibility of D with the Lie algebroid structure on J1L → P can be encoded in the
following two equalities
Dρ(α)(α
′) = ∇α′(pr(α)) + pr([α, α′]), (2.4)
DX [α, α
′] = ∇α(DXα′)−D[ρ(α),X]α′ −∇α′(DXα) + D[ρ(α′),X]α, (2.5)
for any α, α′ ∈ Γ(J1L) and X ∈ X(P ) (cf. [8] for a general notion of Spencer operators). Hence-
forth, the classical Spencer operator D associated to a line bundle L→ P endowed with a Jacobi
bracket is referred to as the Spencer operator associated to the Jacobi manifold (P,L, {·, ·}).
2.3 Motivating example: Multiplicity-free actions on contact manifolds
Throughout this section, let G denote a compact connected Lie group, and denote symplectic
and contact manifolds by (S, ω) and (M,H) respectively. If g = Lie(G), G acts on g∗ by the
coadjoint action, which is henceforth understood to be the G-action on g∗. Proofs of the main
results of this subsection can be found in Appendix B. First the most basic notions of symmetry
in symplectic and contact geometry are recalled for completeness.
Definition 2.18.
• An action G y (S, ω) is said to be Hamiltonian if there exists a smooth G-equivariant
map χ : S → g∗, called moment map, such that for all ξ ∈ g = Lie(G),
ω(Xξ,−) = d〈χ, ξ〉,
where Xξ is the vector field on M induced by ξ and 〈·, ·〉 denotes the standard pairing
between g and g∗.
• An action G y (M,H) is said to be contact if it preserves the contact structure H, i.e.,
for all g ∈ G, p ∈M , Dpg(Hp) = Hg·p.
Note 2.19. Suppose that G y (M,H) is contact. Its lift to the cotangent bundle G y
(T ∗M,ωcan) defined by (g ·α)(X) = α(Dg−1(X)), where α ∈ T ∗M and X ∈ TM , is Hamiltonian
with moment map µ : T ∗M → g∗ given by µ(α)(ξ) = α(D pr(Xξ)), where ξ ∈ g, Xξ is the vector
field on T ∗M by ξ, and pr: T ∗M → M is the projection. This action preserves L∗ \ {0},
thus inducing a Hamiltonian action on the symplectisation (L∗ \ {0},Ω) whose moment map
µ : L∗ \ {0} → g∗ is R∗-equivariant, i.e., for all t ∈ R∗ and all α ∈ L∗ \ {0}, µ(tα) = tµ(α).
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For the purposes at hand, it is useful to recall some simple notions associated to Lie group
actions.
Definition 2.20. An action of G on a manifold N is said to be
• locally free at p ∈ N if the stabiliser Gp := {g ∈ G | g · p = p} is discrete;
• effective if ⋂
p∈N
Gp = {e}.
The following definition introduces a notion of ‘integrable’ group actions of compact Lie
groups on symplectic and contact manifolds (cf. [19, Definition 5.1.11] for the symplectic case
and [25, Definition 2.11] for torus actions on contact manifolds).
Definition 2.21. Let G be a compact Lie group. An action G y (S, ω) (respectively G y
(M,H)) is said to be multiplicity-free if it is Hamiltonian (respectively contact), effective, locally
free at some point, and if dimS = dimG+ rkG (respectively dimM = dimG+ rkG−1), where
rkG denotes the rank of G, i.e., the dimension of its maximal torus.
In the context of Hamiltonian actions of compact Lie groups, multiplicity-free actions can be
thought of as being ‘integrable’. More precisely, if a compact Lie group G acts on (S, ω) so that
the action is locally free at some point, then
dimS ≥ dimG+ rkG
(cf. [19, Theorem 5.1.6]). The condition of being multiplicity-free corresponds to considering
the case in which dimS is completely determined by the group acting (e.g., when G = Tn, then
dimS = 2n). Moreover, the following lemma illustrates the relation between the notions of
multiplicity-free actions in contact and symplectic geometry by considering symplectisations.
Lemma 2.22. If a contact action Gy (M,H) is multiplicity-free then the induced Hamiltonian
action on (L∗ \ {0},Ω) is too.
Proof. To show that the induced action on (L∗ \ {0},Ω) is multiplicity-free, it suffices to
check that the action is locally free at some point and effective, as the condition on the di-
mension of L∗ \ {0} and on G is automatically satisfied. Both claims follow by observing that
the projection pr : L∗ \ {0} → M is G-equivariant, thus implying that, for all α ∈ L∗ \ {0},
Gα ⊂ Gpr(α). 
Example 2.23. Let G be a (compact) simply connected Lie group acting on a closed symplectic
manifold (S, ω) in a multiplicity-free fashion. Denote the moment map by χ : (S, ω) → g∗ and,
for each ξ ∈ g, set χξ := 〈χ, ξ〉 : S → R. Suppose further that ω is integral and consider the
prequantum circle bundle φ : (M,H) → (S, ω) as in Example 3.4. The infinitesimal g-action
on S can be lifted to an infinitesimal g-action on M , by setting ξ 7→ Rφ∗χξ , where Rφ∗χξ is the
Reeb vector field associated to the function φ∗χξ. This holds because φ : (M,H) → (S, ω) is
a contact (isotropic) realisation (cf. Definitions 3.1 and 3.2). Since M is compact, this action
can be integrated to a G-action on M which is, in fact, contact; moreover, φ is G-equivariant.
This G-action commutes with the (contact!) S1-action coming from the principal S1-bundle
structure on φ : M → S; this follows because the functions φ∗χξ are basic. This yields a contact
G × S1-action on (M,H) which is multiplicity-free since the G-action on (S, ω) is and because
φ : (M,H)→ (S, ω) is G-equivariant.
Example 2.24. Not all examples of multiplicity-free actions in contact geometry arise as in
Example 2.23. For instance, consider M = S3 ∼= SU(2) endowed with a left-invariant contact
structure H (cf. [2]). The SU(2)-action on (M,H) given by left-translations is multiplicity-free
and cannot arise as in Example 2.23 because SU(2) is simply-connected.
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Multiplicity-free actions on contact manifolds satisfy a strong property which generalises [25,
Lemma 2.12].
Proposition 2.25. Let Gy (M,H) be a multiplicity-free action and denote the moment map of
the induced Hamiltonian action on (L∗\{0},Ω) by µ : L∗\{0} → g∗. Then µ(L∗\{0}) ⊂ g∗\{0}.
The proof of Proposition 2.25 is postponed to Appendix B. An immediate consequence of
Proposition 2.25 and Note 2.19 is the following.
Corollary 2.26. Associated to a multiplicity-free action Gy (M,H) is a smooth map φ : M →
P(g∗) which makes the following diagram commutative
L∗ \ {0}
pr

µ // g∗ \ {0}
pi

M
φ
// P(g∗).
This motivates introducing the following notion.
Definition 2.27. Given a multiplicity-free action G y (M,H), the map φ : M → P(g∗) as in
Corollary 2.26 is called the Jacobi moment map associated to the action.
Example 2.28. Fix notation as in Example 2.23. Suppose that G×S1 y (M,H) is multiplicity-
free, where (M,H) is the total space of a principal S1-bundle of a closed symplectic manifold
(S, ω) endowed with a multiplicity-free action of the compact, simply connected Lie group G.
The symplectisation of (M,H) can be written as (M × R∗, d(tα)), where α ∈ Ω1(M) is a G ×
S1-invariant contact form. The moment map for the lifted Hamiltonian G × S1-action on
(M × R∗,d(tα)) can be written as µ(m, t) = (tµ(Φ(m)), t) ∈ g∗ × R, where Φ: M → S is
the projection and µ : S → g∗ is the moment map of the Hamiltonian G-action. Since t ∈ R∗ in
the above formula, it follows that the image of µ does not contain (0, 0) ∈ g × R. In this case,
the Jacobi moment map φ : M → P(g∗×R) can be written as φ(m) = [µ(Φ(m)) : 1] ∈ P(g∗×R).
The next theorem illustrates properties of the Jacobi moment map, which serve as motivation
for the rest of this paper (cf. [33, Proposition 3.4, Lemma 3.5 and Proposition 5.1] for statements
analogous to (J1) and (J2) in the case of co-oriented contact manifolds).
Theorem 2.29. The Jacobi moment map φ : (M,H)→ (P(g∗), O(1), {·, ·}) associated to a mul-
tiplicity-free contact action G y (M,H) is Jacobi with bundle component Fφ : φ∗(O(1)) → L,
where Fφ(p, η) ∈ Lp is the unique element such that, for all α ∈ L∗p \{0}, η(µ(α)) = α(Fφ(p, η)),
and µ : L∗ \ {0} → g∗ is the moment map of the lifted action. Moreover, if Mprin ⊂ M denotes
the open, dense subset consisting of points whose stabiliser is discrete, then for all p ∈Mprin,
(J1) Dpφ is onto;
(J2) kerDpφ is transversal to the contact distribution, i.e.,
kerDpφ+Hp = TpM ;
(J3) kerDpφ ⊂ (kerDpφ)⊥, where (kerDpφ)⊥ = ρ(Fφ(φ∗(J1O(1)))) and ρ : J1L → TM is the
anchor map of the Lie algebroid associated to (M,H).
In light of Corollary 2.26 and Theorem 2.29, the theory of multiplicity-free actions on contact
manifolds brings about Jacobi maps satisfying properties (J1)–(J3). The rest of the paper
concentrates on studying properties of such maps; this can be seen as both a first step towards
understanding properties of multiplicity-free actions in the contact setting and a generalisation
of the aforementioned actions.
Contact Isotropic Realisations of Jacobi Manifolds via Spencer Operators 11
3 Contact isotropic realisations of Jacobi manifolds
This paper studies the classification of a special type of contact realisations of Jacobi manifolds
(cf. [33, Definition 3.7]), called contact isotropic realisations (or CIR for short). The aim of this
section is to define such realisations and to give their basic properties.
Definition 3.1. A contact realisation of a Jacobi manifold (P,L, {·, ·}) is a contact manifold
(M,H), together with a surjective submersion φ : (M,H)→ (P,L, {·, ·}) satisfying the following
properties:
(CR1) φ is a Jacobi map with bundle component F : φ∗(L) → LM , where LM := TM/H (cf.
Definition 2.7)
(CR2) H = ker θ is transversal to φ, i.e.,
H + KerDφ = TM.
Henceforth, whenever referring to a contact realisation φ : (M,H)→ (P,L, {·, ·}), the dimen-
sions of M and of P are fixed to be 2n+ 1 and 2n+ 1− k respectively.
Definition 3.2. A contact isotropic realisation (CIR for short) of a Jacobi manifold (P,L, {·, ·})
is a contact realisation φ : (M,H)→ (P,L, {·, ·}) with connected, compact fibers satisfying the
isotropic condition:
(I) KerDφ ⊂ (KerDφ)⊥, where (KerDφ)⊥ := ρM (F (φ∗J1L)) is the pseudo-orthogonal dis-
tribution of kerDφ.
The isomorphism F is henceforth assumed to be the identity to simplify the notation and
the exposition.
Note 3.3. For Jacobi manifolds with trivial bundle component L = RP , condition (I) is equiv-
alent to requiring that the subbundle kerDφ ∩ H ⊂ H is isotropic. This can be seen directly
by using property (I), and the description of H = ker θ, by a contact form θ ∈ Ω1(M) (which
trivialises TM/H). In this case, the Jacobi structure (ΛM , Rθ) is determined by θ and its Reeb
vector field Rθ (cf. Example 2.5), and −c] := Λ]M : T ∗M → H ⊂ TM is uniquely defined by the
equations
i
Λ]M (ω)
θ = 0, i
Λ]M (ω)
dθ = −ω + ω(Rθ)θ
(see Note (2.12)). Thus,
(KerDφ)⊥ = ρM (φ∗(T ∗P )× R) = Λ]M ((kerDφ)◦)⊕ R〈Rθ〉 = (Dφ ∩H)⊥ ⊕ R〈Rθ〉,
where (kerDφ)◦ ⊂ T ∗M denotes the annihilator of kerDφ, and, by abuse of notation, (Dφ∩H)⊥
denotes the symplectic orthogonal of Dφ ∩H in (H,dθ). This explains the terminology used in
Definition 3.2.
Example 3.4 (prequantum circle bundles over symplectic manifolds). Let (S, ω) be a symplectic
manifold whose symplectic form ω is integral, i.e., it defines a cohomology class [ω] ∈ H2(S;Z).
It is well-known that the total space of the principal S1-bundle φ : M → S with Chern class [ω]
admits a contact structure H = ker θ, where θ ∈ Ω1(M) is a connection 1-form whose curva-
ture is ω (cf. [16, Section 7.2] and [28, Example 3.48]). Using Note (3.3), one can check that
prequantum circle bundles are examples of CIR.
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Example 3.5 (contact non-commutative integrable systems, cf. [21]). Given a contact manifold
(M,H), say that X ∈ X(M) is an infinitesimal automorphism of (M,H) if it is a Reeb vector
field (cf. Example 2.5). Fix a contact manifold (M,H) and an infinitesimal automorphism X
of (M,H). Following [21, Section 5.1], the dynamical system x˙(t) = X(x(t)) is said to be (non-
Hamiltonian) completely integrable if there exists an open, dense subset Mreg ⊂ M , a proper
surjective submersion φ : Mreg → P , and an abelian Lie algebra X of infinitesimal symmetries
of (M,H) such that X is tangent to the fibres of φ and the latter are the orbits of X . Moreover,
such a system is said to be contact non-commutative (Hamiltonian) integrable if the foliation
induced by φ is transversal to H and satisfies property (I) (cf. [21, Definitions 2 and 3]). Contact
non-commutative ntegrable systems (with connected fibres) can be viewed as examples of CIRs:
[21, Theorem 3] implies that if φ : Mreg → P is the associated proper surjective submersion, then
there exists a unique line bundle L → P , a unique bundle map F : φ∗(L) → LM , and a unique
Jacobi structure {·, ·} making φ : (M,H)→ (P,L, {·, ·}) satisfy property (CR1).
The existence of a CIR imposes geometric restrictions on the underlying Jacobi manifold, as
illustrated below.
Lemma 3.6. If φ : (M,H) → (P,L, {·, ·}) is a CIR, then the Jacobi structure on P is regular
with corank equal to k = dim kerDφ, and all its leaves are even dimensional.
Proof. Fix points p ∈ P and m ∈ M with m ∈ φ−1(p). By property (CR1) and Note 2.13,
have that
rk ρp
(
J1p (L)
)
= rk
(
ρM,m ◦ φ∗
(
J1L
))− rk ker (Dφ|ρM,m◦φ∗(J1L)). (3.1)
On the one hand, property (CR2) implies that ρM ◦ φ∗ : J1L → TM is injective: indeed, if
c : H × H → L is the curvature map of equation (2.1), it can be shown that for (u¯, η¯) ∈
Γ(LM )⊕ Ω1(M ;LM ) ' Γ(J1LM ),
ρM (u¯, η¯) = Ru¯ − c](η¯|H).
Hence, if ρM (φ
∗u, φ∗η) = 0, for u ∈ Γ(L) and η ∈ Ω1(P ;L), then R(φ∗u)(m) = c](◦(φ∗η|H))(m)
∈ H. By definition of Reeb vector fields, this means that
(φ∗u)(m) = R(φ∗u)(m) mod H = 0,
implying in turn that φ∗ηm|H = 0. Condition (CR2) gives that Dφ|Hm : Hm → Tφ(m)P is
surjective (as φ is a surjective submersion); thus φ∗ηm|H = 0 holds if and only if ηφ(m) = 0, thus
proving injectivity of ρM ◦ φ∗.
Condition (I) gives that rk ker(Dφ|ρM◦φ∗J1L) = rk kerDφ = k. By definition rkJ1L =
2n− k + 2, while injectivity of ρM ◦ φ∗ implies that
rk ρM,m(φ
∗J1L) = 2n− k + 2;
equation (3.1) yields rk ρP,p(J
1
p (L))) = 2n+ 2− k − k = 2n+ 2− 2k. Since p ∈ P is arbitrary,
the proof of the lemma is completed. 
Remark 3.7. Suppose that G y (M,H) is multiplicity-free (cf. Definition 2.21); by assump-
tion G is compact, thus implying that its Lie algebra g is of compact type. Thus all symplectic
leaves of the linear Poisson structure Λ on g∗ are compact, as these are precisely coadjoint orbits.
Moreover, since they are contained in the level set of a quadratic Casimir, they are transversal
to the Euler vector field E ∈ X1(g∗ \ {0}). By [12, Remarque 2.6], this implies that all leaves of
the Jacobi manifold (P(g∗), O(1), {·, ·}) of Example 2.10 are even dimensional.
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Note 3.8. Suppose that (P,L, {·, ·}) is regular and that all of its leaves are even dimensional;
denote the induced foliation by F . Then
• the kernel of the anchor of J1L→ P is a bundle of abelian Lie algebras fitting in a short
exact sequence of vector bundles
0→ ν∗ ⊗ L→ ker ρ→ L→ 0, (3.2)
where ν∗ = (TF)◦ is the conormal bundle to F ;
• there is a canonical foliated 2-form ωF ∈ Ω2(F ;L) uniquely defined by
ωF
(
ρ
(
j1u
)
, ρ
(
j1v
))
:= {u, v}, (3.3)
for any u, v ∈ Γ(L). An explicit form for ω is
ωF (ρ(u, η), ρ(v, ζ)) := {u, v}+ η(ρ(v, ζ))− ζ(ρ(u, η)),
for (u, η), (v, ζ) ∈ Γ(J1L);
• the form ωF is closed with respect to the differential dF on the complex Ω∗(F ;L) associated
to the induced flat connection
∇¯ : Γ(TF)× Γ(L)→ Γ(L)
on L uniquely defined by
∇¯ρ(j1u)v := ∇j1uv = {u, v}, (3.4)
for any u, v ∈ Γ(L). Explicitly, the differential dF is given on a foliated k-form ω by the
standard Koszul-type formula
dF (ω)(X0, . . . , Xk) =
∑
i
(−1)i∇¯Xi
(
ω
(
X0, . . . , Xˆi, . . . , Xk
))
+
∑
i<j
(−1)i+jω([Xi, Xj ], X0, . . . , X¯i, . . . , X¯j , . . . , Xk).
The foliated cohomology class [ωF ] ∈ H2(F ;L) plays a central role in the classification of
CIR of a fixed Jacobi manifold (cf. Theorem 4.18).
Proofs of the above properties can be found in Appendix A.
Example 3.9. The properties of regular Jacobi manifolds listed in Note 3.8 resemble closely
those satisfied by Poisson manifolds; in fact, the former generalise the latter, as illustrated
below. Let (P,Λ) be a regular Poisson manifold, with symplectic foliation F and conormal
bundle denoted by ν∗. The corresponding Jacobi structure is defined on L := RP and the
anchor ρ := J1P = T ∗P ⊕ R→ TP is given by ρ(η, c) = Λ](η) (cf. Example 2.6). Thus
ker ρ = ν∗ ⊕ R ⊂ T∗P ⊕ R,
while the Spencer operator is given by D(η, f) := df − η, where (η, f) ∈ Ω1(P ) ⊕ C∞(P ) (cf.
Example 2.16). Moreover, the TF-connection given in Note 3.8 reduces to the Bott connection
∇¯ : Γ(TF)× C∞(P )→ C∞(P ), (X, f) 7→ df(X);
thus the induced differential dF is the restriction of the exterior derivative to the foliation F .
The cohomology class
[ωF ] ∈ H2(F ;L) = H2(F)
defined by Lemma A.3 is that of the foliated symplectic form defined by Λ (cf. Note 5.2).
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4 Classif ication of contact isotropic realisations
As a stepping stone towards classifying CIRs over a fixed Jacobi manifold, some smooth invari-
ants are constructed in analogy with [11]. These are the period lattice and the Chern class.
Then we proceed to study in more detail the structure that the period lattice has, giving rise to
the notion of transversal Z-projective structures. We finish by providing a cohomological criteria
for the existence of CIRs, which combines all the ingredients described before in this section
4.1 The period lattice and the Chern class
We first show that any contact realisation of (P,L, {·, ·}) (cf. Definition 3.1) comes equipped
with an action of the Lie algebroid J1L→ P . When the realisation is isotropic we called period
lattice the isotropy of the action Σ ⊂ J1L. Theorem 4.7 shows that in this case, a CIR is in fact
locally isomorphic to Ker ρ/Σ, hence defining a cohomology class, which we called its Chern
class.
Definition 4.1. An action of a Lie algebroid A → P on the smooth manifold M along a map
φ : M → P is a vector bundle map ψ : φ∗A→ TM such that
(A1) it induces a Lie algebra homomorphism Γ(J1L)→ X(M);
(A2) for all m ∈M , Dmφ ◦ ψm = ρφ(m), where ρ : A→ TP is the anchor map.
If ψ is injective, the action is said to be faithful.
Lemma 4.2. Let φ : (M,H)→ (P,L, {·, ·}) be a contact realisation. The map ψ : φ∗J1L→ TM
given at the level of sections by
φ∗j1u 7→ Rφ∗u, ∀u ∈ Γ(L)
defines a faithful action of J1L on φ : M → P .
Note 4.3. Note that ψ can be alternatively described as the restriction of ρM to φ
∗J1L ⊂ J1LM .
Proof of Lemma 4.2. Since φ is Jacobi, Note 2.13 gives that
Dφ ◦ ρM ◦ φ∗ = φ∗(ρ). (4.1)
In light of Note 4.3, it follows that property (A2) holds. It remains to prove that ψ induces
a Lie algebra morphism, i.e.,
ψ([α, α′])− [ψ(α), ψ(α′)] = 0, (4.2)
for all α, α′ ∈ Γ(J1L). This equation holds when α, α′ ∈ Γ(J1L) are holonomic sections, i.e., of
the form j1u, j1v for u, v ∈ Γ(L). This is because φ is a Jacobi map, which implies that
Rφ∗{u,v} = R{φ∗u,φ∗v} = [Rφ∗u, Rφ∗v].
for u, v ∈ Γ(L), where in the last equality property (2.2) of the Jacobi bracket of (M,H) is used.
In general, notice that the left hand side of equation (4.2) satisfies
ψ([fα, α′])− [ψ(fα), ψ(α′)] = (φ∗f)(ψ([α, α′])− [ψ(α), ψ(α′)]);
for f ∈ C∞(P ) and α, α′ ∈ Γ(J1L). This again follows from the fact that φ is a Jacobi map,
so that equation (4.1) holds. Thus, since equation (4.2) holds for holonomic sections and these
generate Γ(J1L) as a C∞(P )-module, it follows that equation (4.2) holds for all sections of J1L,
which proves that ψ satisfies property (A1). The proof of Lemma 3.6 shows that ψ is injective
(this follows from property (CR2)). 
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Henceforth, let φ : (M,H) → (P,L, {·, ·}) be a CIR unless otherwise stated. Denote the
anchor of the Lie algebroid associated to (P,L, {·, ·}) by ρ : J1L→ TP .
Corollary 4.4. The restriction of the action ψ of Lemma 4.2 to the bundle of abelian Lie
algebras ker ρ→ P defines a faithful action of ker ρ→ P on M along φ : M → P which induces
a vector bundle isomorphism ψ : φ∗(ker ρ)→ kerDφ.
Proof. The only thing to check is that ψ : φ∗(ker ρ) → kerDφ is an isomorphism. Since ψ is
injective by Lemma 4.2, it suffices to check that the two vector bundles have the same rank,
but this follows from Lemma 3.6. 
The action ψ : φ∗ ker ρ → TM should be thought of as being infinitesimal; since the fibres
of φ are compact, ψ can be integrated to an action of pi : ker ρ → P considered as a bundle of
abelian Lie groups. The integrated action is given by
Ψ: ker ρ ×pi φM →M, (α,m) 7→ ϕ1α(m), (4.3)
where ker ρ ×pi φM := {(α,m) ∈ ker ρ×M |pi(α) = φ(m)} is a smooth manifold, and ϕ1α is the
time-1 flow of ψ(φ∗α).
Note 4.5. For each p ∈ P , the action of equation (4.3) restricts to an action of the abelian Lie
group ker ρp ∼= Rk on φ−1(p). Connectivity of φ−1(p) and Corollary 4.4 imply that the action
of ker ρp is transitive. Moreover, since ker ρp is an abelian Lie group, the isotropy of the action
at any two points on φ−1(p) are equal. Therefore, for
Σp :=
{
α ∈ ker ρp |ϕ1α = id
}
,
the isotropy subgroup at p, then
φ−1(p) ∼= ker ρp/Σp;
since φ−1(p) is compact by assumption, it follows that φ−1(p) is diffeomorphic to Tk and that Σp
is a cocompact lattice in ker ρp and, therefore, isomorphic to Zk.
Just as in the theory of symplectic isotropic realisations of Poisson manifolds (cf. Section 5.1),
the isotropy of the action (4.3) plays an important role in the classification of contact isotropic
realisations of Jacobi manifolds and endows the foliation of the underlying Jacobi manifold with
an interesting transverse geometric structure (cf. Section 4.2).
Definition 4.6. The subset
Σ :=
∐
p∈P
Σp ⊂ ker ρp
is called the period lattice of the CIR φ : (M,H)→ (P,L, {·, ·}).
The following theorem provides a smooth local model for a CIR; its proof is omitted as it is
entirely analogous to that of [11, Theorem 2.1].
Theorem 4.7. Let φ : (M,H)→ (P,L, {·, ·}) be a CIR with associated period lattice Σ. Then
(I) Σ is a closed submanifold of ker ρ with the property that the composite Σ ↪→ ker ρ→ P is
a Zk-bundle, i.e., it has fibre Zk and structure group GL(k;Z);
(II) the quotient ker ρ/Σ is a smooth manifold and the projection
pi : ker ρ/Σ→ P
is a fibre bundle with fibre Tk;
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(III) upon a choice of a local section σ : U ⊂M → φ−1(U), the map
Ψσ : ker ρ/Σ|U → φ−1(U), [α] 7→ ϕ1α(σ(pi(α))) (4.4)
is an isomorphism of fibres bundles, making the following diagram
ker ρ/Σ|U Ψσ //
pi
$$
φ−1(U)
φ
{{
U
commute;
(IV) the map φ : M → P is a principal ker ρ/Σ-bundle and is classified up to isomorphism
by a cohomology class t ∈ H1(P ; C∞(ker ρ/Σ)), where C∞(ker ρ/Σ) denotes the sheaf of
smooth sections of ker ρ/Σ→ P .
The short exact sequence of sheaves
1→ Σ ↪→ C∞(ker ρ)→ C∞(ker ρ/Σ)→ 1,
where Σ denotes the sheaf of sections of Σ → P , induces a long exact sequence in cohomology
whose connecting morphisms
δ : Hl(P ; C∞(ker ρ/Σ))→ Hl+1(P ; Σ)
are isomorphisms for all l ≥ 1, since C∞(ker ρ) is fine.
Definition 4.8. The cohomology class
c = δ(t) ∈ H2(P ; Σ)
is called the Chern class of the CIR φ : (M,H)→ (P,L, {·, ·}).
4.2 Period lattices as transversal Z-projective structures
In order to tackle the problem of determining whether a given regular Jacobi manifold (P,L, {·, ·})
all of whose leaves are even dimensional (see Lemma (3.6)) admits a CIR, it is fundamental to
describe necessary conditions for a smooth submanifold Σ ⊂ ker ρ to be the period lattice of some
CIR over (P,L, {·, ·}). This is the aim of this subsection, which, in fact, also gives a description
of these necessary conditions in terms of a geometric structure transverse to the foliation.
First, local sections of a period lattice of a CIR are characterised in the following lemma,
whose statement is analogous to the corresponding condition to be a period lattice of a symplectic
isotropic realisation of a Poisson manifold (cf. [11, Corollaire 1]).
Lemma 4.9. If Σ is the period lattice of φ : (M,H) → (P,L, {·, ·}) then any local section
α ∈ Γloc(Σ) is of the form j1u for some u ∈ Γloc(L).
For expositional reasons, the proof of Lemma 4.9 is postponed until Appendix C. Therefore,
the period lattice of a CIR φ : (M,H) → (P,L, {·, ·}) is a full-rank lattice of ker ρ (by Part (I)
of Theorem 4.7) whose local sections are holonomic (by Lemma 4.9). Recalling that ker ρ =
Σ⊗ZR =: ΣR fits in the short exact sequence of equation (3.2), it follows that any period lattice
of a CIR is an example of the following object.
Definition 4.10. Let (N,F) be a foliated manifold whose foliation has codimension l ≥ 0 and
fix a line bundle L → N . A transversal Z-projective lattice on (N,F) is a choice of embedded
smooth submanifold Σ ⊂ J1L satisfying:
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(T1) the composite
Σ ↪→ J1L→ N
is a Zl+1-bundle (cf. Part (I) of Theorem 4.7);
(T2) ΣR := Σ⊗Z R fits in a short exact sequence of vector bundles
0→ ν∗ ⊗ L→ ΣR → L→ 0,
where ν∗ ⊂ T∗N is the conormal bundle to F , and ΣR → L is the restriction of the
canonical projection J1L→ L;
(T3) any α ∈ Γloc(Σ) is holonomic.
Example 4.11. If L = RN , then J1RN is canonically isomorphic to T ∗N ⊕ R. In this case
conditions (T1) and (T2) become that Σ is a full-rank lattice in ν∗⊕R, where ν∗ := (TF)◦ ⊂ T ∗N
is the conormal bundle to F .
The reason for the terminology in Definition 4.10 is that a transversal Z-projective lattice
induces a transversal Z-projective structure in the following sense (cf. Proposition 4.14).
Definition 4.12. A transversal Z-projective structure on a foliated manifold (N,F) is an atlas
A := {(Ui, χi)} of submersions χi : Ui → RPl locally defining F , such that, for all i, j with
Uij := Ui ∩ Uj 6= ∅, there exists a smooth map Aij : Uij → GL(l + 1;Z) satisfying
• χj = [Aij ] ◦ χi on Uij , where [Aij ] : RPl → RPl is the map induced by Aij ;
• {Aij} satisfies the cocycle condition.
The components of χj are called local transversal Z-projective coordinates on (N,F).
Note 4.13. Transversal Z-projective structures are examples of transversal projective structures
on foliated manifolds, which can be defined as follows. If (N,F) is a foliated manifold and
l ≥ 0 is the codimension of F , then a transversal projective structure on (N,F) is an atlas
A := {(Ui, χi)} of submersions χi : Ui → RPl locally defining F , such that, for all i, j with
Uij := Ui ∩Uj 6= ∅, there exists a smooth map aij : Uij → PGL(l+ 1;R) satisfying χj = aij ◦ χi
on Uij .
Proposition 4.14. There is a 1-1 correspondence between transversal Z-projective lattices and
transversal Z-projective structures on a foliated manifold (N,F). In this 1-1 correspondence,
locally
Σ := Z
〈
j1x1, . . . , j
1xl+1
〉
,
where [x1 : . . . : xl+1] are local transversal Z-projective coordinates.
The proof of Proposition 4.14 is given in Appendix C.
It is instructive to see the above correspondence in a specific example, which can be considered
to be ‘universal’.
Example 4.15 (a Z-projective lattice and structure on RPl). Fix l ≥ 0 and consider the
line bundle pi : O(1) → RPl. The standard coordinates x1, . . . , xl+1 on Rl+1 define global
sections of O(1), whose first jets are independent everywhere. In other words, J1(O(1)) ∼=
R〈j1x1, . . . , j1xl+1〉. Define
Σl := Z
〈
j1x1, . . . , j
1xl+1
〉 ⊂ J1(O(1));
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it can be verified directly that Σl defines a Z-projective lattice on RPl with respect to the
foliation by points3. On the other hand, there is a canonical Z-projective structure on RPl,
constructed by taking the identity RPl → RPl as the coordinate map and the maps Aij ∈
GL(l + 1;Z) also equal to the identity. The above lattice and structure are mapped one to the
other under the correspondence of Proposition 4.14.
4.3 The realisation problem for CIRs
The aim of this section is to solve the realisability problem for CIRs, outlined below. Given
a regular Jacobi manifold (P,L, {·, ·}) all of whose leaves are even dimensional, let F denote
the induced foliation on P , and fix a transversal Z-projective lattice Σ ⊂ ker ρ, where ρ is the
anchor map of J1L (cf. Definition 4.10). Natural questions to address are
• to determine which cohomology classes in H2(P ; Σ) correspond to Chern classes of CIR of
(P,L, {·, ·}) whose period lattice is Σ, and
• supposing that c ∈ H2(P ; Σ) is the Chern class of a CIR with period lattice Σ, to deter-
mine all the CIRs with period lattice Σ and Chern class c up to the following notion of
isomorphism.
Definition 4.16. Two CIRs φ : (M,H)→ (P,L, {·, ·}) and φ′ : (M ′, H ′)→ (P,L, {·, ·}) are said
to be isomorphic if there exists a diffeomorphism I : M →M ′ satisfying φ′ ◦ I = φ and I∗θ′ = θ,
where θ and θ′ are the generalised contact forms associated to H and H ′ respectively.
Remark 4.17. Definition 4.16 provides a notion of strict isomorphism of CIRs, i.e., the bundle
component of the Jacobi morphism I : (M,H)→ (M ′, H ′) is the identity. It is possible to define
a more general notion of isomorphism of CIRs which allows for arbitrary bundle components,
and to prove a result analogous to Part (2) of Theorem 4.18 for this more general notion of
isomorphism using the ideas presented below. For simplicity, only the case of strict isomorphism
is considered here.
The main result of this section, Theorem 4.18, provides cohomological criteria that solve the
above problems. Recall that, associated to a Jacobi manifold (P,L, {·, ·}) as above, there is a
canonical foliated, closed 2-form ωF with values in L (cf. Note 3.8). On the other hand, it can
be shown that the Spencer operator D: Γ(J1L) → Ω1 (P ;L) associated to (P,L, {·, ·}) induces
maps in cohomology
D : Hl(P ; C∞(ker ρ/Σ))→ Hl(P,Z1(F ;L)) (4.5)
for all l ≥ 0 (cf. the discussion following Corollary 4.19). For l ≥ 1, there are isomorphisms
Hl(P ; C∞(ker ρ/Σ)) ∼= Hl+1(P ; Σ) (cf. Section 4), and Hl(P,Z1(F ;L)) ∼= Hl+1(F ;L) via a stan-
dard double Cˇech–Lie algebroid differential complex argument. Hence, for all l ≥ 1, the homo-
morphism of equation (4.5) induces a homomorphism
Hl+1(P ; Σ)→ Hl+1(F ;L),
which, by abuse of notation, is also denoted by D.
Theorem 4.18.
1. A Jacobi manifold (P,L, {, }) admits a CIR with period lattice Σ and Chern class c ∈
H2(P ; Σ) if and only if
Dc = [ωF ].
3Whenever the foliation is by points, the adjective ‘transversal’ is omitted.
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2. The CIRs over (P,L, {·, ·}) with period lattice Σ and Chern class c are classified up to
isomorphism by H1(F ;L). The correspondence is given as follows: if φ : (M,H) →
(P,L, {·, ·}) is such a CIR, θ is the generalised contact form defining H, and [ηF ] ∈
H1(F ;L), then any other CIR over (P,L, {·, ·}) with period lattice Σ and Chern class
c is isomorphic to
φ : (M,H ′ = ker(θ + φ∗η))→ (P,L, {·, ·}),
where η ∈ Ω1(P ;L) is a 1-form which represents [ηF ].
An immediate corollary of Theorem 4.18 is the classification of CIR for the zero Jacobi
bracket on the trivial line bundle, obtained in [1, 25, 32] (the last two deal with singularities
coming from the existence of a global contact toric action). Given a manifold P , let (P, 0,RP )
denote the Jacobi manifold corresponding to the zero Jacobi structure on the trivial line bundle.
Corollary 4.19. Given any Z-projective lattice Σ ⊂ J1P on the Jacobi manifold (P, 0,RP ), any
cohomology class c ∈ H2(P ; Σ) corresponds to a unique CIR of (P, 0,RP ) with period lattice Σ
up to isomorphism.
Proof. Fix (P, 0,RP ) and a Z-projective lattice Σ ⊂ J1P = ker ρ, ρ : J1P → TP being the
anchor map (which is identically zero in this case!). The induced foliation F is by points
and, therefore, the sheaf Z1(F) := Z1(F ;R) = Ω1(P ) is fine, thus showing, in particular, that
H2(F) = 0. Therefore the homomorphismD : H2(P ; Σ)→ H2(F) is trivial and every cohomology
class can be realised as the Chern class of some CIR of (P, 0,RP ) with period lattice Σ. To prove
uniqueness up to isomorphism, observe that, since the foliation is by points, every closed foliated
1-form is exact. 
The rest of this subsection provides the necessary preparatory material as well as the proof
of Theorem 4.18, which is at the end of the subsection. Some of the intermediate results
are interesting on their own; for instance, Theorem 4.22 gives a local normal form for the
contact structure of a CIR, which generalises [1, Theorem 1] and [21, Theorems 4 and 5].
Henceforth, fix a regular Jacobi manifold (P,L, {·, ·}) all of whose leaves are even dimensional,
let F denote the induced foliation on P , and fix a transversal Z-projective lattice Σ ⊂ ker ρ,
where ρ : J1L → TP is the anchor map. First, the homomorphism D is constructed starting
from the Spencer operator D: Γ(J1L) → Ω1(M ;L) associated to the Lie algebroid J1L → P
(cf. Note 2.17 and the ensuing discussion). Recall that there is a foliated flat connection ∇¯ on L
uniquely defined by equation (3.4) (cf. Note 3.8 and Lemma A.1).
Note 4.20. For any α ∈ Γ(ker ρ), dFD(α) = 0; in fact D(α) = dF (pr(α)), where pr : ker ρ→ L
is the projection (cf. Note 3.8 and equation (3.2)). The proof of this result can be found in
Appendix A.
By Note 4.20, the Spencer operator induces a sheaf homomorphism D¯: C∞(ker ρ)→ Z1(F ;L),
where Z1(F ;L) denotes the sheaf of closed, foliated forms with values in L. If C∞(ker ρ/Σ)
denotes the sheaf of smooth sections of ker ρ/Σ→ P , Lemma 4.9 implies that there is a morphism
of sheaves
Dˆ : C∞(ker ρ/Σ)→ Z1(F ;L), (4.6)
which induces the homomorphisms at the level of cohomology of equation (4.5). The strategy of
the proof of Theorem 4.18 hinges upon a strengthened version of Theorem 4.7, i.e., on a contact
local normal form for sufficiently small open φ-saturated neighbourhoods. One of the main
ingredients of this result is the following.
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Note 4.21. Consider the canonical contact form θcan ∈ Ω1(J1L; pr∗ L) described in Example 2.4.
Translations by elements of Σ, which are holonomic by Lemma 4.9, preserve θcan (cf. Note 2.17),
and therefore its restriction to ker ρ ⊂ J1L descends to a 1-form
θ0 ∈ Ω1(ker ρ/Σ;pi∗L),
which does not necessarily define a contact distribution (unless ker ρ = J1L).
Fix a CIR φ : (M,H) → (P,L, {, }) and let θ ∈ Ω1(M,LM ) denote the generalised contact
form associated to (M,H).
Theorem 4.22. Given a local section σ : U ⊂ P → (M,H), then
Ψ∗σθ = θ0 + pi
∗σ∗θ,
where Ψσ : ker ρ/Σ|U → φ−1(U) is defined by equation (4.4). Moreover, dF (σ∗θ) = ωF .
The proof of Theorem 4.22 is postponed to Appendix C. The following result (stated without
proof as it can be checked using local coordinates) provides a partial converse to Theorem 4.22.
Proposition 4.23. Let U ⊂ P be an open set and fix β ∈ Ω1(U,L) satisfying dFβ = ωF . Then
pi : (ker ρ/Σ|U , θ0 + pi∗β)→ (U,LU , {·, ·})
is a contact isotropic realisation.
Finally, it is possible to proceed with the proof of the main result of this section.
Proof of Theorem 4.18. The strategy is similar to that of [11, Theorems 4.2 and 4.3]. Throu-
ghout the proof, let U := {Ui} denote a good open cover of P .
Part (1). Suppose first that φ : (M,H) → (P,L, {·, ·}) is a CIR with Chern class c ∈
H2(P ; Σ), and let θ be the generalised contact form associated to (M,H). For each i, let
σi : Ui →M be a local section of φ; as in Theorem 4.7, the section σi induces a local trivialisation
Ψi : ker ρ/Σ|Ui → φ−1(Ui). By Definition 4.8, a Cˇech cocycle representing c is given by the
smooth maps tij : Uij → ker ρ/Σ defined by
Ψ−1j ◦Ψi([α]) = [α] + tij(pi(α)),
where pi : ker ρ/Σ → P is the projection (cf. the discussion following Theorem 4.7). Thus
a Cˇech cocycle representing Dc is given by {t∗ijθ0 = Dˆ(tij)} – cf. Note 4.21. By definition of tij ,
Ψi ◦ tij = σj on Uij ; thus
σ∗j θ = t
∗
ij ◦Ψ∗i θ = t∗ij(θ0 + pi∗σ∗i θ) = t∗ijθ0 + σ∗i θ, (4.7)
where the second equality uses Theorem 4.22, and the last follows by noticing that pi ◦ tij = id.
Equation (4.7) gives that t∗ijθ0 = σ
∗
j θ − σ∗i θ. By Theorem 4.22, dF (σ∗j θ) = ω = dF (σ∗i θ); this
implies that the cohomology class of {σ∗j θ − σ∗i θ} equals [ωF ], as it is the difference of two
primitives of ωF .
Conversely, suppose that Dc = [ωF ]. Choose the good open cover U so that, for each i,
there exists βi ∈ Ω1(F|Ui ;L) with dFβi = ωF |Ui . Since F is regular, the foliated 1-forms βi
can be extended to elements of Ω1(Ui;L), which are henceforth also denoted by βi by abuse
of notation. Since Dc = [ωF ], there exists a Cˇech cocycle {tij} representing c which satisfies
t∗ijθ0 = βj−βi on Uij . For each i, consider the CIR pi : (ker ρ/Σ|Ui , θ0+pi∗βi)→ (Ui, L|Ui , {·, ·}|Ui)
(cf. Proposition 4.23). The principal ker ρ/Σ-bundle over P with Chern class c is constructed
(up to isomorphism) by glueing the above local models using the translations tij . The condition
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t∗ijθ0 = βj−βi ensures that the locally defined generalised contact forms θ0 +pi∗βi patch together
to give a globally defined generalised contact form θ ∈ Ω1(M ;φ∗L), where φ : M → P is the
principal ker ρ/Σ-bundle over P with Chern class c constructed above. Setting H := ker θ, have
that φ : (M,H)→ (P,L, {·, ·}) is a CIR as it suffices to check that the properties (CR1), (CR2)
and (I) hold locally and they do by construction, since the bundle is obtained by glueing CIR.
Part (2). Suppose that Dc = [ωF ]; by Part (1), there exists a CIR φ : (M,H)→ (P,L, {·, ·})
with period lattice Σ and Chern class c, which is henceforth fixed as a ‘reference’. Suppose
that φ′ : (M ′, H ′) → (P,L, {·, ·}) is another CIR with period lattice Σ and Chern class c. By
composing with an isomorphism of principal ker ρ/Σ-bundles, it may be assumed that φ′ = φ
and that M ′ = M . Denote the generalised contact forms associated to H and H ′ by θ and θ′
respectively. For each i, consider the form ηi := σ
∗
i (θ − θ′). By Theorem 4.22, dFηi = 0.
Moreover, on Uij ,
ηi − ηj = σ∗i (θ − θ′)− σ∗j (θ − θ′) = (σ∗i θ − σ∗j θ)− (σ∗i θ′ − σ∗j θ′) = t∗ijθ0 − t∗ijθ0 = 0;
thus the collection {ηi} defines a globally defined foliated closed 1-form ηF = ηF (θ, θ′) ∈
H0(P ;Z1(F ;L)) = Z1(F ;L). In other words, there is a function (depending on the reference
CIR φ : (M,H)→ (P,L, {·, ·})!)
bθ : {CIRs with period lattice Σ and Chern class c} → Z1(F ;L),(
φ′ : (M ′, H ′)→ (P,L, {·, ·})) 7→ ηF (θ, θ′),
where Z1(F ;L) denotes the vector space of globally defined closed, foliated 1-forms with values
in L. Next it is shown that bθ is surjective. Let ηF ∈ Z1(F ;L) and let η ∈ Ω1(P ;L) be any
1-form extending it; then Proposition 4.23 ensures that φ : (M,H ′) → (P,L, {·, ·}) is a CIR
with period lattice Σ and Chern class c, where H ′ = ker (θ + φ∗η). Setting θ′ = θ + φ∗η, it
is simple to check that ηF (θ, θ′) = ηF , thus showing that bθ is onto. However, bθ does not
descend to a function on the set of isomorphism classes of CIRs with period lattice Σ and Chern
class c. For, if φ : (M,H) → (P,L, {·, ·}) and φ : (M,H ′) → (P,L, {·, ·}) are isomorphic in the
sense of Definition 4.16, then ηF (θ, θ′) ∈ Dˆ (Γ (ker ρ/Σ)); this can be proved as follows. Using
Theorem 4.22, for each i there exists an isomorphism of CIRs
Ti : (ker ρ/Σ|Ui , θ0 + pi∗σ∗i θ)→ (ker ρ/Σ|Ui , θ0 + pi∗σ∗i θ′).
Fix i. Since an isomorphism of CIRs is, in particular, an isomorphism of principal ker ρ/Σ-
bundles, it follows that there exists a section τi ∈ Γ(ker ρ/Σ|Ui) such that Ti(α+Σ) = α+τi+Σ.
Using the fact that T ∗i (θ0+pi
∗σ∗i θ
′) = θ0+pi∗σ∗i θ
′, i.e., Ti is an isomorphism of CIRs, it follows that
Dˆ(τi) = ηi, as τ
∗
i θ0 = Dˆ(τi). This holds for all i; however, since the collection of isomorphisms
{Ti} patches together to give a global isomorphism of CIRs, it follows that for all i, j with
Uij 6= ∅, Tj ◦ tij = tij ◦ Ti, which is equivalent to τi = τj on Uij . This shows that the collection
{τi} defines a globally defined section τ ∈ H0(P ; C∞(ker ρ/Σ)) = Γ(ker ρ/Σ); since, for all i,
Dˆ(τi) = ηi, it follows that the 1-form ηF (θ, θ′) ∈ Dˆ(Γ(ker ρ/Σ)). In fact, something more general
is true: if φ : (M,H ′)→ (P,L, {·, ·}) and φ : (M,H ′′)→ (P,L, {·, ·}) are isomorphic CIRs, then
ηF (θ, θ′)−ηF (θ, θ′′) ∈ Dˆ(Γ(ker ρ/Σ)), where θ, θ′, θ′′ are the generalised contact forms associated
to H, H ′ and H ′′ respectively. This follows from the fact that
ηF (θ′, θ′′) = ηF (θ, θ′′)− ηF (θ, θ′),
which is a direct consequence of the definition of the forms ηF (θ′, θ′′), ηF (θ, θ′′), and ηF (θ, θ′) –
to define ηF (θ′, θ′′), φ : (M,H ′) → (P,L, {·, ·}) is taken to be the ‘reference’ CIR. The above
argument proves that ηF (θ′, θ′′) ∈ Dˆ(Γ(ker ρ/Σ)), which yields the claimed result. Moreover,
if ηF = Dˆτ for some τ ∈ Γ(ker ρ/Σ), reverse the above reasoning to obtain that the CIRs
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φ : (M,H) → (P,L, {·, ·}) and φ : (M,H ′) → (P,L, {·, ·}) are isomorphic, where H ′ = ker(θ +
φ∗η), where η is a 1-form extending ηF . In conclusion, the above discussion implies that there
exists a well-defined bijection
{CIRs with period lattice Σ and Chern class c}
∼ →
Z1(F ;L)
Dˆ(Γ(ker ρ/Σ))
, (4.8)[
φ′ : (M ′, H ′)→ (P,L, {·, ·})] 7→ η(θ, θ′) + Dˆ(Γ(ker ρ/Σ)),
where∼ denotes the equivalence relation defined by the notion of isomorphism of Definition 4.16.
To complete the proof, it suffices to prove that Dˆ(Γ(ker ρ/Σ)) is precisely the vector space of
exact, globally defined foliated 1-forms with values in L. By Note 4.20, if α + Σ ∈ Γ(ker ρ/Σ),
then Dˆ(α + Σ) = dF (pr(α)). Therefore, Dˆ(Γ(ker ρ/Σ)) consists of exact, foliated 1-forms with
values in L. Suppose that dFu is an exact foliated 1-form with values in L, where u ∈ Γ(L).
Since pr : ker ρ→ L is onto (cf. Note 3.8), it follows that there exists a section α ∈ Γ(ker ρ) with
u = pr(α). Then Dˆ(α+ Σ) = dFu by construction, which shows that all exact, foliated 1-forms
with values in L are contained in Dˆ(Γ(ker ρ/Σ)). Hence,
Z1(F ;L)
Dˆ(Γ(ker ρ/Σ))
= H1(F ;L),
therefore completing the proof. 
5 The case of Poisson manifolds: comparing symplectic
and contact isotropic realisations
5.1 Symplectic isotropic realisations of Poisson manifolds: a reminder
For completeness, the theory of symplectic isotropic realisations of Poisson manifolds is recalled
here (cf. [11] for further details and proofs of all results stated below).
Definition 5.1. A symplectic realisation of a Poisson manifold (P,Λ) is a symplectic manifold
(S, ω) together with a surjective submersion Φ: (S, ω) → (P,Λ) which is a Poisson morphism.
If, in addition, the fibres of Φ are isotropic submanifolds of (S, ω), the realisation is said to be
isotropic.
Symplectic realisations play an important role in the study of Poisson manifolds (cf. [3]);
while symplectic isotropic realisations (SIR for short) appear naturally when considering Poisson
manifolds of compact types (cf. [5, 6]). Henceforth, all SIRs considered have compact fibres
unless otherwise stated.
It is well-known that a Poisson manifold (P,Λ) admits a SIR only if it is regular (cf. [11] and
compare with Lemma 3.6).
Note 5.2. There are two important cohomology classes that can be attached to a regular Poisson
manifold (P,Λ) with symplectic foliation F . On the one hand, the Poisson bivector Λ induces
a foliated cohomology class [ωF ] ∈ H2(F) (cf. Example 3.9). On the other, if ω ∈ Ω2(P ) is a 2-
form ω ∈ Ω2(P ) extending ωF , dω is a closed 3-form whose restriction to the leaves of F is zero;
therefore, it defines a cohomology class [dω] ∈ H3rel(P ;F), where H∗rel(P ;F) is the cohomology
of the subcomplex of forms that vanish along F (this is sometimes referred to as the cohomology
of P relative to F). This cohomology class is independent of the choice of ω; the class υ := [dω]
is known as the characteristic class of (P,Λ).
Fix a SIR Φ: (S, ω)→ (P,Λ), let F and ν∗ denote the regular symplectic foliation on (P,Λ)
and its conormal bundle respectively. The given SIR induces a full-rank lattice Ξ ⊂ ν∗ with the
following properties:
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• Φ: (S, ω) → (P,Λ) is a principal ν∗/Ξ-bundle, which is classified by an element (called
Chern class) in H1(P ; C∞(ν∗/Ξ)) ∼= H2(P ; Ξ), where C∞(ν∗/Ξ) and Ξ denote the sheaves
of sections of ν∗/Ξ→ P and of Ξ→ P respectively (cf. [11, Corollary 2]);
• any locally defined section of Ξ→ P is a closed 1-form (cf. [11, Corollary 1]).
The full-rank lattice Ξ ⊂ ν∗ encodes an important geometric structure transverse to the
foliation F .
Definition 5.3. Let (N,F) be a foliated manifold, where the codimension of the foliation is
l ≥ 0. A transversal Z-affine structure on (N,F) is an atlas A := {(Ui, χi)} of submersions
χi : Ui → Rl locally defining F , such that, for all i, j with Uij := Ui ∩ Uj 6= ∅, there exists
a smooth map hij : χi(Uij)→ χj(Uij) which is (the restriction of) an Z-affine transformation in
AffZ(Rl) := GL(l;Z)nRl such that χj |Uij = hij ◦ χi|Uij .
Note 5.4. Allowing the maps hij to be (restrictions of) elements in Aff(Rl) := GL(l;R) n Rl,
obtain the notion of transversal affine structure on a foliated manifold, which stands to its
integral counterpart as transversal projective structures stand to their integral analogues (cf.
Definitions 4.12 and 4.13).
The following proposition, stated without proof, establishes the analogue of Proposition 4.14
for transversal Z-affine structures (cf. [6, Proposition 3.2.4]).
Proposition 5.5. If (N,F) is a manifold together with a foliation of codimension l, there is
a 1-1 correspondence between
• transversal Z-affine structures on (N,F);
• full-rank lattices Ξ ⊂ ν∗ whose local sections are closed.
In this correspondence, Ξ is locally given by
Ξ = Z〈dx1, . . . ,dxl〉,
where x1, . . . , xl are local transversal Z-affine coordinates on (N,F).
Henceforth, any full-rank lattice corresponding to a transversal Z-affine structure as in Propo-
sition 5.5 is referred to as a transversal Z-affine lattice. The realisation problem for SIRs has
been solved in [11]. Suppose that (P,Λ) is a regular Poisson manifold endowed with a transver-
sal Z-affine lattice Ξ ⊂ ν∗. Since the sections of Ξ are closed, the standard exterior derivative
induces a homomorphism of sheaves
dˆ : C∞ (ν∗/Ξ)→ Z2(ν∗),
α+ Ξ 7→ dα,
where Z2(ν∗) denotes the sheaf of closed 2-forms which vanish when restricted to F . For any
l ≥ 0, this induces homomorphisms in cohomology
d : Hl
(
P ; C∞(ν∗/Ξ))→ Hl(P ;Z2(ν∗)). (5.1)
For l ≥ 1, there exist isomorphisms
Hl
(
P ; C∞(ν∗/Ξ)) ∼= Hl+1(P ; Ξ)
and
Hl
(
P ;Z2(ν∗)) ∼= Hl+2rel (P ;F).
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The former arise from considering the short exact sequence of sheaves
0→ Ξ→ C∞(ν∗)→ C∞(ν∗/Ξ)→ 0,
and by observing that C∞(ν∗) is fine; the latter are explained in [11, Section 4, Part (a)].
The homomorphisms of equation (5.1) induce, for all l ≥ 1, homomorphisms Hl+1(P ; Ξ) →
Hl+2rel (P ;F), which are also denoted by d by abuse of notation. With the above homomorphisms
at hand, the following results can be stated (cf. [11, Theorems 4.2 and 4.3] for a proof, and
compare with Theorem 4.18).
Theorem 5.6.
1. A regular Poisson manifold (P,Λ) admits a symplectic isotropic realisation with period
lattice Ξ and Chern class c ∈ H2(P ; Ξ) if and only if
dc = υ, (5.2)
where υ ∈ H3rel(P ;F) is the characteristic class of (P,Λ).
2. Suppose that c ∈ H2(P ; Ξ) satisfies equation (5.2), then the set of isomorphism classes
of symplectic isotropic realisations of (P,Λ) with period lattice Ξ and Chern class c is in
bijection with
H0
(
P ;Z2(ν∗))
d
(
H0(P ; C∞(ν∗/Ξ))) = Z2(ν∗)dˆ(Γ(ν∗/Ξ)) ,
where Z2(ν∗) denotes the vector space of globally defined closed 2-forms which vanish along
the symplectic foliation F .
Note 5.7. The map d : H2(P ; Ξ) → H3rel(P ;F) can be constructed alternatively as follows.
There is a commutative diagram of short exact sequence of sheaves
1 // Ξ _

  // C∞(ν∗) // C∞(ν∗/Ξ)
dˆ

// 1
1 // Z1(ν∗)   // C∞(ν∗)
d
// Z2(ν∗) // 1,
(5.3)
which induces a commutative diagram
H1(P ; C∞(ν∗/Σ))
d

∼= // H2(P ; Ξ)

H1(P ;Z2(ν∗)) ∼= // H2(P ;Z1(ν∗)),
(5.4)
where the vertical maps are induced by the outer vertical maps in equation (5.3) and the
horizontal maps are the connecting morphisms in the long exact sequences in cohomology
induced by the short exact sequences of equation (5.3), as C∞(ν∗) is a fine sheaf. Under
the identifications of equation (5.4), the map d can be identified with the homomorphism
H2(P ; Ξ)→ H2(P ;Z1(ν∗)) ∼= H3rel(P ;F) induced by the inclusion Ξ ↪→ Z1(ν∗).
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5.2 Contact isotropic realisations of Poisson manifolds
It is worth rephrasing some of the results of Section 4.3 in the case in which the underlying
Jacobi manifold is, in fact, Poisson, as many of the above objects simplify (cf. Section 5.4 for
more applications). Using the notation of Example 2.6, given a Poisson manifold (P,Λ), denote
the induced Jacobi structure on the trivial bundle RP also by (P,Λ). Suppose that it is regular
and denote its symplectic foliation and corresponding conormal bundle by F , ν∗ respectively.
Recall that if ρ : J1P ∼= T ∗P ⊕ R → TP is the anchor, then ker ρ = ν∗ ⊕ R (cf. Example 3.9).
Fix a transversal Z-projective lattice Σ ⊂ ker ρ; by definition, any local section of Σ is of the
form j1f , for some f ∈ C∞(P ). However, since Σ ⊂ ν∗ ⊕ R,
j1f ∈ Γ(Σ) ⇒ df ∈ Γ(ν∗) ⇔ f is a Casimir. (5.5)
Remark 5.8. Let (P,L, {·, ·}) be a regular Jacobi manifold all whose leaves are even dimensio-
nal. Say that a (locally defined) section u ∈ Γ(L) is a Casimir, if, for all v ∈ Γ(L), {u, v} = 0.
Then, using the fact that the structure is regular and all its leaves are even dimensional, it can
be shown that u ∈ Γ(L) is a Casimir if and only if j1u ∈ Γ(ker ρ).
The equality ker ρ = ν∗⊕R can be exploited to give another way to construct the homomor-
phism of equation (4.8) which underpins the cohomological criterion of Theorem 4.18. Denote
the sheaf of basic smooth functions on (P,F) by C∞basic(P ;F), i.e., it consists of smooth functions
which are locally constant on the leaves of F . Equivalently, this can be defined as the sheaf of
Casimirs of (P,Λ), seeing as, in this case, a functions is basic for F if and only if it is a Casimir.
There is a short exact sequence of sheaves
1→ C∞basic(P ;F) ↪→ C∞(P ) dF−−→ Z1(F)→ 1,
where C∞(P ) and Z1(F) are the sheaves of smooth functions on P and of closed foliated 1-forms
respectively.
Lemma 5.9. The following is a commutative diagram of short exact sequences of sheaves
1 // Σ
pr

  // C∞(ker ρ) //
pr

C∞(ker ρ/Σ)
Dˆ

// 1
1 // C∞basic(P ;F) 
 // C∞(P )
dF
// Z1(F) // 1,
(5.6)
where pr denotes the homomorphism of sheaves induced by the projection pr: T∗P ⊕ R → RP ,
Dˆ is the homomorphism of sheaves defined by equation (4.6), and Σ denotes the sheaf of smooth
sections of Σ→ P .
Proof. First, observe that equation (5.5) implies that the image pr(Σ) of the sheaf homomor-
phism pr: C∞(ker ρ)→ C∞(P ) lies in the sheaf C∞basic(P ;F). The only non-trivial fact that needs
checking is commutativity on the right hand side of the diagram (5.6). Let [α] ∈ Γ(ker ρ/Σ) and
set α = (η, f) ∈ Γ(ker ρ) be a lift of [α]. Then
Dˆ([α]) = D(η, f)|F = (df − η)|F = dFf = dF ◦ pr(α),
where the third equality follows from the fact that ker ρ = ν∗ ⊕ R. 
Since both C∞(P ) and C∞(ker ρ) are fine sheaves, there is a commutative diagram
H1(P ; C∞(ker ρ/Σ))
D

∼= // H2(P ; Σ)

H1(P ;Z1(F)) ∼= // H2(F),
(5.7)
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where the vertical maps are induced by the outer vertical maps of diagram (5.6) (cf. equa-
tion (4.8) also for the definition of D), and the horizontal isomorphisms are the connecting
morphisms induced by the short exact sequences in equation (5.6). Therefore, the following
corollary holds.
Corollary 5.10. The map in cohomology
H2(P ; Σ)→ H2(P ; C∞basic(P ;F)) ∼= H2(F)
induced by the sheaf homomorphism pr: Σ → C∞basic(P ;F) equals D via the identifications of
equation (5.7).
Corollary 5.10 indicates how to calculate the map D, which is central to understanding
whether a regular Poisson manifold (P,Λ) with given transversal Z-projective lattice Σ ⊂ ν∗⊕R
admits a CIR (cf. Part (1) of Theorem 4.18).
Example 5.11. Suppose that Σ = Z〈j1f1, . . . , j1fk〉 for some Casimirs fi, so that it induces the
trivial Zk-system of coefficients. Then (modulo torsion), an element in H2(P ; Σ) can be written
as
k∑
i=1
[ωi]⊗ j1fi,
where, for each i, ωi ∈ Ω2(P ) is a 2-form with integral cohomology class. Since the map
D : H2(P ; Σ) → H2(F) is induced by the projection pr : Σ → C∞basic(P ;F) and Σ is a trivial
bundle,
D
(
k∑
i=1
[ωi]⊗ j1fi
)
=
k∑
i=1
[fiωi],
where, for each i, fiωi is a closed foliated 2-form since fi is basic.
5.3 Strong transversal Z-aff ine structures are Z-projective
Before tackling the main problem of this section, it is necessary to show that, under some
integrality condition (cf. Definition 5.13), transversal Z-affine structures induce transversal Z-
projective structures. Let (N,F) be a foliated manifold and recall the definitions of transversal
affine and projective structures on (N,F) (cf. Notes 4.13 and 5.4). The whole idea of this
subsection hinges on the following well-known result, whose proof is included for completeness.
Lemma 5.12. Any transversal affine structure on (N,F) induces a transversal projective struc-
ture on (N,F).
Proof. Let l ≥ 0 denote the codimension of F . If l = 0, there is nothing to prove, so suppose
that l ≥ 1. Consider the smooth map
I : Rl → RPl,
(x1, . . . , xl) 7→ [x1 : . . . : xl : 1];
this map is a diffeomorphism onto its image. Moreover, if
I : Aff(Rl) ↪→ GL(l + 1;R),
(A,b) 7→
(
A b
0 1
)
(5.8)
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denotes the standard inclusion as groups, then for all (A,b) ∈ Aff(Rl) and for all x ∈ Rl,
I(Ax + b) = [I(A,b)](I(x)), (5.9)
where [·] ∈ PGL(l + 1;R) denotes the equivalence class of · ∈ GL(l + 1;R). Suppose that
A = {(Ui, χi)} is a transversal affine structure on (N,F), and suppose that, for i, j with
Uij 6= ∅, hij ∈ Aff(Rl) are the transversal affine changes of coordinates as in Note 5.4. Then
equation (5.9) implies that A¯ := {(Ui, χ¯i)}, where χ¯i := I ◦ χi defines a transversal projective
structure on (N,F), the transversal projective changes of coordinates being h¯ij = [I(hij)]. 
Lemma 5.12 implies that any transversal Z-affine structure induces a transversal projective
structure; however, the latter need not be integral! Fundamentally, the reason is that, for any
l ≥ 1, I(AffZ(Rl)) 6⊂ GL(l+ 1;Z), the issue being that the translational components of Z-affine
transformations are not necessarily integral. This leads to the following definition4, which can
be thought of as an ‘integrality condition’ for a transversal Z-affine structure.
Definition 5.13. A transversal Z-affine structure A = {(Ui, χi)} on (N,F) is said to be strong
if, for all i, j with Uij 6= ∅, hij is (a restriction of) an element in Aff(Zl) := GL(l;Z)nZl, where
l is the codimension of F .
Corollary 5.14. Any strong transversal Z-affine structure on (N,F) induces a transversal Z-
projective structure on (N,F).
Proof. Let A = {(Ui, χi)} be a strong transversal Z-structure on (N,F) and, as in the proof
of Lemma 5.12, let hij ∈ Aff(Zl) be the transversal Z-affine changes of coordinates. Setting
Aij := I(hij) ∈ GL(l+1;Z), observe that {Aij} satisfies the cocycle condition, for hij does. This
fact can be used, together with Lemma 5.12, to prove that the atlas A¯ constructed in the proof
of Lemma 5.12 defines a transversal Z-projective structure (cf. Definition 4.12). 
Henceforth, fix a strong transversal Z-affine structure A = {(Ui, χi)} on (N,F) which, by
Corollary 5.14 induces a transversal Z-projective structure A¯ = {(Ui, χ¯i)}, which is also fixed.
By Proposition 5.5, A corresponds to a full-rank lattice Ξ ⊂ ν∗ whose sections are closed, where
ν∗ denotes the conormal bundle to F . On the other hand, Proposition 4.14 ensures the existence
of a line bundle L → N and a transversal Z-projective lattice Σ ⊂ J1L satisfying conditions
(T1)–(T3) in Definition 4.10 which corresponds to A¯. Seeing as A¯ is induced by A, it is natural
to ask what relation there is between Ξ and Σ. To this end, it is useful to recall that, for each i,
• Ξ|Ui = χ∗iΞl, where Ξl := Z〈dx1, . . . ,dxl〉 ⊂ T ∗Rl is the standard Z-affine structure on Rl
(cf. Proposition 5.5);
• L|Ui = χ¯∗i (O(1)) and Σ|Ui = χ¯∗iΣl, where O(1) → RPl is the dual of the tautological line
bundle and Σl ⊂ J1(O(1)) is the Z-projective lattice of Example 4.15 (cf. Proposition 4.14).
In fact, since χ¯i = I ◦ χi (cf. the proof of Lemma 5.12), L|Ui = χ∗i (I∗(O(1))) and Σ|Ui =
χ∗i (I∗(Σl)).
Claim 5.15. The line bundle L→ N is trivialisable.
Proof. First, observe that the line bundle I∗(O(1))→ Rl is trivialisable, for the restriction of
O(1) to I(Rl) = {[x1, . . . , xl, xl+1] |xl+1 6= 0} admits a nowhere vanishing section ζ, namely the
functional
R〈x1, . . . , xl+1〉 → R,
y = (y1, . . . , yl+1) 7→ yl+1.
4The terminology in Definition 5.13 is not standard. For instance, [17] refers to the notion of strong (transver-
sal) Z-affine structure simply as (transversal) Z-structure.
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The restriction of the natural action of GL(l + 1;R) on Γ(O(1)) to I(Aff(Zl)) fixes ζ: this is
essentially because of the definition of the homomorphism I (cf. equation (5.8)). For each i, the
section χ∗i ◦ I∗ζ of L|Ui is nowhere vanishing. If Uij 6= ∅, then(
χ∗j ◦ I∗ζ
)|Uij = (χ∗i ◦ h∗ij ◦ I∗ζ)|Uij = (χ∗i ◦ I∗ ◦ I(hij)∗ ◦ ζ)|Uij = (χ∗i ◦ I∗ζ)|Uij ,
where the second equality follows from equation (5.9) and the last one by the fact that ζ is fixed
by I(Aff(Zl)). Therefore, L → N admits a globally defined nowhere vanishing section, thus
proving that it is trivialisable. 
Henceforth, fix the trivialisations I∗(O(1)) ∼= RRl and L ∼= RN induced as in the proof of
Claim 5.15 unless otherwise stated. Since L → N is trivial, Σ ⊂ J1RN is a full-rank lattice of
ν∗ ⊕ R (cf. Example 4.11) all of whose sections are holonomic (cf. condition (T3)).
Proposition 5.16. If P : ν∗ ⊕ R→ ν∗ denotes projection onto the first factor, then P(Σ) = Ξ.
Proof. First, it is shown that if PRl : T
∗Rl⊕R = J1RRl → T ∗Rl is the projection onto the first
factor, then PRl(I∗(Σl)) = Ξl. This follows basically by unravelling the definitions of Σl and Ξl.
By definition of Σl and of I (cf. Example 4.15 and the proof of Lemma 5.12),
I∗Σl = Z〈j1x1, . . . , j1xl, j11〉,
where, for each j, xj denotes the functional which assigns to a point in Rl its j-th coordi-
nate. Writing, for each j, j1xl = (dxl, xl) ∈ Γ(T ∗Rl ⊕ R), and j11 = (0, 1), it is clear that
PRl(I∗(Σl)) = Ξl. The general case follows immediately by observing that, for all i, the restric-
tions P|Ui : (ν∗ ⊕ R)|Ui → ν∗|Ui , Σ|UI and Ξ|Ui are simply the pull-backs along χi of PRl , I∗Σl
and Ξl respectively, where, as above, A = {(Ui, χi)} is the fixed transversal Z-affine structure
on (N,F). 
Note 5.17. A closer look at the proof of Proposition 5.16 yields a slightly stronger result.
Observe that I∗Σl contains a one-dimensional sub-lattice Z〈j11〉 which is precisely the kernel
of PRl : I∗Σl → Ξl. The locally defined one-dimensional sub-lattices χ∗i
(
Z〈j11〉) ⊂ Σ|Ui patch
together to yield a globally defined, trivial one-dimensional sub-lattice of Σ which is precisely
the kernel of P : Σ → Ξ (where, by abuse of notation, the restrictions of PRl and of P to their
respective lattices are also denoted by PRl and P respectively). One invariant way to see this is
to observe that one globally defined section of Σ is the first jet of the nowhere vanishing section
of L→ N . Under the trivialisation L ∼= RN induced by Claim 5.15, this section corresponds to
the function 1; in other words, kerP = Z〈j11〉. The projection P and its restriction to Σ induces
the following commutative diagram of short exact sequences of bundle maps
0

0

0

0 // Z〈j11〉 ∼= ZN //

Σ
P //

Ξ

// 0
0 // R〈j11〉 ∼= RN //

ν∗ ⊕ R P //

ν∗

// 0
0 //
(
R〈j11〉/Z〈j11〉) ∼= S1N //

(ν∗ ⊕ R) /Σ P¯ //

ν∗/Ξ //

0,
0 0 0
(5.10)
Contact Isotropic Realisations of Jacobi Manifolds via Spencer Operators 29
where S1N → N is the trivial S1-bundle over N and P¯ : (ν∗ ⊕ R)/Σ → ν∗/Ξ is the projection
induced by P.
By Proposition 5.16 and its proof, there is a homomorphism of sheaves
P : Σ→ Ξ,
j1f 7→ df,
where Σ and Ξ denote the sheaves of sections of Σ→ N and Ξ→ N respectively.
Lemma 5.18. There is a commutative diagram of short exact sequences of sheaves
0 // Z 
 //
 _

Σ
pr

P // Ξ _

// 0
0 // R 
 // C∞basic(N ;F) d // Z1(ν∗) // 0,
(5.11)
where Z,R are the sheaf of sections of ZN and RN respectively, C∞basic(N ;F) is the sheaf of basic
functions, Z1(ν∗) is the sheaf of closed 1-forms which vanish along F , pr: Σ → C∞basic(N ;F) is
the homomorphism induced by the projection ν∗ ⊕ R → RN , and d: C∞basic(N ;F) → Z1(ν∗) is
induced by taking derivatives.
Proof. The top row is a short exact sequence as it is induced by the top short exact sequence
of bundles of equation (5.10), while it is well-known that the bottom row is a short exact
sequence. The projection pr : ν∗ ⊕ R → RN induces a homomorphism of sheaves of sections
pr : C∞(ν∗ ⊕ R) → C∞(N); therefore, a priori, the codomain of its restriction to Σ is C∞(N).
However, Σ is a transversal Z-projective structure on (N,F) and, therefore, all its locally defined
sections are holonomic. Since Σ ⊂ ν∗ ⊕ R, it follows that if j1f ∈ Γloc(Σ), then pr(j1f) = f
is basic (cf. the implications in equation (5.5)). Therefore the middle vertical homomorphism
of equation (5.11) is well-defined. Commutativity of the diagram of equation (5.11) follows by
definition of P. 
Consider the long exact sequences in cohomology associated to the top and bottom rows of
equation (5.11). The one induced by the bottom short exact sequence is well-known to be
· · · //H2(N ;R) //H2(F) //H3rel(N ;F) //H3(N ;R) // · · · ,
where the map H2(F) → H3rel(N ;F) sends the cohomology class of a foliated 2-form to the
cohomology class of the exterior differential of any of its extensions as in Note 5.2 (cf. [4, 15]
for details of the above short exact sequence). Lemma 5.18 implies that there is the following
commutative diagram
· · · // H2(N ;Z) //

H2(N ; Σ)
P //
D

H2(N ; Ξ)
d

δ // H3(N ;Z)

// · · ·
· · · // H2(N ;R) // H2(F) // H3rel(N ;F) // H3(N ;R) // · · · ,
(5.12)
where
• H∗(N ;Z),H∗(N ;R) are identified with the singular cohomology groups H∗(N ;Z) and
H∗(N ;R) respectively, and the maps H∗(N ;Z)→ H∗(N ;R) ∼= H∗(N ;Z)⊗ZR send H∗(N ;Z)
to H∗(N ;Z)⊗Z 1;
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• P : H2(N ; Σ)→ H2(N ; Ξ) is induced by P : Σ→ Ξ;
• the maps D : H2(N ; Σ) → H2(F) and d : H2(N ; Ξ) → H3rel(N ;F) are the homomorphisms
constructed in Sections 4.3 and 5.1 respectively (cf. Corollary 5.10 and Note 5.7).
Note 5.19. The homomorphism P : H2(N ; Σ)→ H2(N ; Ξ) has a clear geometric interpretation.
Suppose that φ : M → N is a principal (ν∗ ⊕ R)/Σ-bundle with Chern class c ∈ H2(N ; Σ);
then there is a free and proper action (ν∗ ⊕ R)/Σ y M along φ. Restricting this action to the
subbundle (R〈j11〉/Z〈j11〉) ∼= S1N ⊂ (ν∗ ⊕ R)/Σ induces a free and proper S1-action on M . Set
S := M/S1. Since the S1-action is tangent to the fibres of φ, there is a uniquely defined smooth
map Φ: S → N along which the quotient ((ν∗ ⊕R)/Σ)/(R〈j11〉/Z〈j11〉) = ν∗/Ξ acts freely and
properly. Thus Φ: S → N is a principal ν∗/Ξ-bundle whose Chern class is precisely P(c).
5.4 Symplectic vs contact isotropic realisations of Poisson manifolds
Suppose that (P,Λ) is a regular Poisson manifold and let Ξ ⊂ ν∗ be a strong transversal Z-affine
lattice on its symplectic foliation F . Using the notation of Section 5.3, let Σ ⊂ ν∗ ⊕ R denote
the transversal Z-projective lattice induced by Corollary 5.14. Then the following realisability
criterion holds.
Theorem 5.20. The regular Poisson manifold (P,Λ) admits a CIR with period lattice Σ if and
only if it admits a SIR Φ: (S, ω) → (P,Λ) with period lattice Ξ with the property that ω is
integral.
Proof. (⇒): Suppose that (P,Λ) admits a CIR φ : (M,H) → (P,Λ) with period lattice Σ.
As in Note 5.19, consider the free and proper S1-action on (M,H) arising from restricting the
(ν∗⊕R)/Σ-action on (M,H) to R〈j11〉/Z〈j11〉 ∼= S1P , and denote the resulting quotient map by
Π: M → S := M/S1. There is an induced surjective submersion Φ: S → P (which is a principal
ν∗/Ξ-bundle by Note 5.19). The aim is to show that S inherits an integral symplectic form from
(M,H). Since (P,Λ) defines a Jacobi structure on the trivial line bundle RP , it follows that
there is a contact form θ ∈ Ω1(M) with H = ker θ. Moreover, θ can be chosen so that the
associated Reeb vector field R1 is precisely the generator of the above principal S
1-action; this
is because of the definition of the action (ν∗⊕R)/Σ y (M,H) and since the S1-action arises by
restricting to R〈j11〉/Z〈j11〉. Thus θ is a connection 1-form for the principal bundle Π: M → S
and, since it is a contact form, its curvature ω ∈ Ω2(S) is, in fact, an integral symplectic form.
To summarise the above discussion, the following diagram commutes
(M,H)
Π //
φ %%
(S, ω)
Φzz
(P,Λ).
(5.13)
It remains to show that Φ: (S, ω)→ (P,Λ) is a SIR with period lattice Ξ. First, observe that φ
and Π being Jacobi maps, and Π being a submersion, imply that Φ is Poisson map. To see
that the fibres of Φ are isotropic, observe that DΠ(kerDφ ∩ H) = kerDΦ. The condition of
φ : (M,H)→ (P,Λ) being a contact isotropic realisation translates into kerDφ ∩H ⊂ H being
isotropic for dθ (cf. Note 3.3). The fact that dθ = Π∗ω thus implies that the fibres of Φ are
isotropic. If ρM : J
1M → TM and ρS : T ∗S → TS denote the anchor maps associated to the
contact and symplectic structures on M and S respectively, then the fact that Π is a Jacobi
map and commutativity of the diagram in equation (5.13) imply that, for all (α, f) ∈ Γ(ν∗⊕R),
DΠ(ρM (φ
∗(α, f))) = ρS(Φ∗α) ◦Π.
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In other words, the vector fields ρM (φ
∗(α, f)) and ρS(Φ∗α) are Π-related; therefore, for all
t ∈ R, Π ◦ ϕt(α,f) = ϕtα ◦Π, where ϕt(α,f) and ϕtα denote the flows at time t of ρM (φ∗(α, f)) and
ρS(Φ
∗α) respectively. Thus if (α, f) ∈ Γ(Σ), then α is a section of the isotropy bundle of the
ν∗-action on Φ: (S, ω)→ (P,Λ); however, α = P(α, f), where P : ν∗ ⊕ R→ ν∗ is the projection
of equation (5.11). Therefore, Ξ = P(Σ) (cf. Proposition 5.16) is contained in the isotropy Ξˆ of
the action ν∗ ↪→ (S, ω) along Φ. To show that Ξ = Ξˆ, observe that if α is a local section of Ξˆ
defined on a sufficiently small domain U ⊂ P , then α = df for some locally defined smooth
function f on P . Then have that Π ◦ ϕ1(df,f) = ϕ1df ◦ Π = Π, so that ϕ1(df,f)(m) ∈ Π−1(Π(m))
for all m ∈ φ−1(U). Since kerDΠ = R〈R1〉, there exists a smooth function τ : φ−1(U) → R/Z
such that, for all m ∈ φ−1(U), ϕ1(df,f)(m) = ϕ
τ(m)
(0,1) (m).
Claim 5.21. The function τ is φ-basic.
Proof of Claim 5.21. The above statement is proved below by showing that τ is constant
along the fibres of φ. Fix m ∈ φ−1(U) and let m′ ∈ φ−1(φ(m)). Since the action of ν∗ ⊕ R
on φ : (M,H) → (P,Λ) is transitive along the fibres (cf. Note 4.5), there exists an element
ξ ∈ (ν∗ ⊕ R)φ(m) such that m′ = ϕ1ξ(m). Then
ϕ
τ(ϕ1ξ(m))
(0,1)
(
ϕ1ξ(m)
)
= ϕ1(df,f) ◦ ϕ1ξ(m) = ϕ1ξ ◦ ϕ1(df,f)(m) = ϕ1ξ ◦ ϕτ(m)(0,1) (m)
= ϕ1ξ ◦ ϕ1(0,τ(m))(m) = ϕ1(0,τ(m))
(
ϕ1ξ(m)
)
= ϕ
τ(m)
(0,1)
(
ϕ1ξ(m)
)
,
where the second and fourth equalities follow from the fact that the vector fields ρM (φ
∗ξ),
ρM (φ
∗(df, f)) and ρM (φ∗(0, 1)) commute, as ξ, (df, f)φ(m), (0, 1)φ(m) are elements of (ν∗ ⊕
R)φ(m), which is an abelian Lie algebra. 
Let τ¯ be the unique smooth function such that τ = φ∗τ¯ . Since R1 is tangent to the fibres
of φ, it follows that ϕτ(0,1) = ϕ
1
(0,τ¯). Thus, on φ
−1(U), ϕ1(df,f) ◦ ϕ1(0,−τ¯) = id., thus showing that
(df, f− τ¯) is a local section of Σ; this immediately implies that df is a local section of P(Σ) = Ξ,
thus proving that Ξ = Ξ¯.
(⇐): Conversely, suppose that Φ: (S, ω) → (M,H) is a SIR with period lattice Ξ, where
ω is an integral symplectic form. Let Π: M → S be a principal S1-bundle with Chern class
equal to [ω] ∈ H2(S;Z); a connection 1-form θ ∈ Ω1(M) with curvature ω defines a contact
structure H = ker θ on M with respect to which Π: (M,H)→ (S, ω) is a CIR (cf. Example 3.4).
The aim is to show that the composite φ := Φ ◦ Π: (M,H) → (P,Λ) is a CIR with period
lattice equal to Σ. Since φ = Φ ◦ Π and Π and Φ are Jacobi maps, φ is a Jacobi map. Given
that kerDΠ = R〈R1〉 and that kerDΠ ⊂ kerDφ, it follows that kerDφ is transversal to H.
Observe that, by definition of θ, for any m ∈M , DmΠ|Hm : Hm → TΠ(m)S is an isomorphism of
symplectic vector spaces which identifies kerDφ ∩H with kerDΦ. Since the latter is isotropic,
so is the former; by Note 3.3, it follows that φ : (M,H) → (P,Λ) is a CIR. It remains to
show that the period lattice of φ is precisely Σ. Denote the isotropy of the ν∗ ⊕ R-action on
φ : (M,H) → (P,Λ) by Σˆ; observe that, by construction, Z〈j11〉 ⊂ Σˆ, as the Reeb vector field
R1 is the infinitesimal generator of the free and proper S
1-action on M . Using notation from
(⇒)-part of the proof, have that, for all (α, f) ∈ Γ(ν∗ ⊕ R), and for all t ∈ R,
Π ◦ ϕt(α,f) = ϕtα ◦Π. (5.14)
Thus, if j1f ∈ Γloc(Σˆ), then P(j1f) = df ∈ Γ(Ξ). Hence Σˆ ⊂ Σ. To show that, in fact
Σˆ = Σ, the idea is to argue as above. Consider a local section ξ ∈ Σ; since P(Σ) = Ξ and by
equation (5.14), there is a locally defined smooth function τ such that ϕ1ξ = ϕ
τ
(0,1). Arguing
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as in Claim 5.21, there exists a locally defined smooth function τ¯ on P with τ = φ∗τ¯ . Thus,
(0, τ¯) ∈ Γ(ν∗ ⊕ R) and ξ − (0, τ¯) ∈ Γ(Σˆ). Using the fact Σˆ ⊂ Σ, obtain that τ¯ ∈ Z, which
therefore implies that ξ ∈ Γ(Σˆ), since Z〈j11〉 ⊂ Σˆ. This concludes the proof. 
Note 5.22. Suppose that (P,Λ) admits a CIR with period lattice Σ, say with Chern class c;
commutativity of the diagram of equation (5.12) implies that P(c) is the Chern class of a SIR of
(P,Λ) with period lattice Ξ. However, Theorem 5.20 shows that the symplectic form on the total
space of this SIR can be chosen to be integral, something that, to the best of our knowledge,
cannot be inferred simply from the commutativity of the diagram (5.12). Conversely, suppose
that c′ ∈ H2(P ; Ξ) is the Chern class of a SIR of (P,Λ) with period lattice Ξ. Commutativity
of the diagram of equation (5.12) implies that a necessary condition for the existence of a CIR
of (P,Λ) with period lattice Σ is that δ(c′) = 0, as the characteristic class υ = d(c′) is defined
by an exact 3-form, thus being mapped to zero under H3rel(P ;F)→ H3(P ;R). This is, however,
a very mild restriction: if H3(P ;Z) is torsion-free, δ(c′) = 0 is automatic, as the vertical map
H3(P ;Z)→ H3(P ;R) in equation (5.12) is the natural inclusion. If, on the one hand, δ(c′) = 0
implies that there exists c ∈ H2(P ; Σ) with P(c) = c′ by exactness of the top row of (5.12), on
the other, this is not sufficient to conclude that c is the Chern class of a CIR of (P,Λ) with
period lattice Σ. Intuitively, what is needed is that the foliated 2-form ωF be, in some sense,
integral. For instance, if υ = 0, i.e., there exists a globally defined closed 2-form Ω ∈ Ω2(P )
extending ωF , then integrality of Ω suffices to guarantee, together with δ(c′) = 0, that there
exists a CIR of (P,Λ) with period lattice Σ.
Example 5.23. (For details about this example, see [6, Section 4.5.1].) Let G be a compact,
simply connected Lie group and set g = Lie(G). The subset g∗reg ⊂ g∗ consisting of coadjoint
orbits whose stabiliser is a maximal torus is a regular Poisson manifold, whose bracket is the
restriction of the linear bracket on g∗. In fact, if T ⊂ G is a maximal torus with t = Lie(T),
and c ⊂ t∗ is the interior of a Weyl chamber, then there is a diffeomorphism g∗reg ∼= G/T × c,
which identifies c as the leaf space of the symplectic foliation induced by the above Poisson
structure. The kernel of exp: t → T induces a Z-affine structure on t∗, which, upon suitable
identifications, corresponds to the standard Z-affine structure on Rl ∼= t∗, where l = rkG. This
Z-affine structure is intimately connected to the Poisson geometry of g∗reg (cf. [6, Section 4.5.1]).
Fix ξ0 ∈ c and denote by S0 ⊂ g∗reg the coadjoint orbit through ξ0. Viewing c as an open subset
of t∗, obtain a strong transversal Z-affine lattice Ξ on g∗reg and denote by Σ the transversal
Z-projective lattice on g∗reg induced as in Corollary 5.14. If ξ1, . . . , ξl : c → R denote Z-affine
coordinates on c, then Ξ = Z〈dξ1, . . .dξl〉 and Σ = Z〈j1ξ1, . . . , j1ξl, j11〉, where, by abuse
of notation, ξ1, . . . ξl are seen as functions on g∗reg. On the other hand, since G is compact,
if F denotes the symplectic foliation on g∗reg, then H2(F) ∼= H2(S0;R) ⊗ C∞(c) (cf. [15]). If
c1, . . . , cl ∈ H2(S0;Z) are torsion-free generators, then [6, Remark 4.3.5] implies that the foliated
class of the foliated symplectic form ωF is given by
[ωF ] = [ω0] +
l∑
i=1
ξi ⊗ ci,
where [ω0] ∈ H2(S0;R) is the cohomology class of the symplectic form on S0 (cf. [6, Section 4.5.1]
for a reason why rk H2(S0;Z) = rkG). Seeing as S0 can be chosen so that [ω0] is integral, Exam-
ple 5.11 implies that g∗reg admits a CIR with period lattice Σ and, equivalently by Theorem 5.20,
a SIR with period lattice Ξ whose total space has an integral symplectic form.
Observe that choosing S0 so that it has an integral symplectic form is equivalent to having(
ξ1(ξ0), . . . , ξ
l(ξ0)
) ∈ Zl. Let U ⊂ c be an open, connected subset not containing any integral
point (with respect to the above strong Z-affine structure!) and consider the open Poisson
submanifold (PU ,ΛU ) ⊂ g∗reg obtained by considering the union of coadjoint orbits corresponding
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to points in U . Denote the induced transversal strong Z-affine and Z-projective lattices by ΞU
and ΣU respectively. Observe that ΣU equals the transversal Z-projective lattice obtained
from ΞU as in Corollary 5.14. Example 5.11 implies that (PU ,ΛU ) admits no CIR with period
lattice ΣU , but it admits a SIR with period lattice ΞU as it can be readily verified using [11,
Section 4].
A Properties of regular Jacobi manifolds
all of whose leaves are even dimensional
Lemma A.1. Let (P,L, {·, ·}) be a regular Jacobi manifold with even dimensional leaves. The
connection ∇¯ of equation (3.4) is a well-defined flat TF-connection.
Proof. Assuming that ∇¯ is well-defined, flatness of ∇¯ follows directly from flatness of ∇. It
suffices to show that ∇ restricted to ker ρ is zero. For this purpose, some useful properties of
the anchor and ∇ are derived to compute ∇α for α ∈ Γ(ker ρ).
First it is shown that that the restriction of ρ to T ∗P ⊗ L is antisymmetric, i.e.,
ζ(ρ(η)) = −η(ρ(ζ))
for any two elements ζ, η ∈ Ω1(P ;L). For f ∈ C∞(P ) and u ∈ Γ(L), write df⊗u = fj1u−j1(fu).
The defining property (I) of the anchor shows that Lρ(df⊗u)(g)v = −Lρ(dg⊗v)(f)u for any other
g ∈ C∞(P ) and any v ∈ Γ(L). This shows the antisymmetry and also shows that if ν∗ ⊂ T∗P
is the conormal bundle of the regular foliation F , then ν∗ ⊗ L ⊂ ker ρ, as if f is constant along
the leaves of F , then Lρ(df⊗u)(g)v = −Lρ(dg⊗v)u = 0.
Next, it is shown that, in fact,
ν∗ ⊗ L = ker ρ ∩ (T ∗P ⊗ L).
This can by checked by dimension counting: as the corank of the Jacobi manifold is k = dim ker ρ,
a straightforward computation shows that the rank of ν∗ is k−1. Hence, k−1 ≤ dim ker ρ(T ∗P⊗
L) ≤ k, or equivalently 2n − 1 ≤ dim ρ(T∗P ⊗ L) ≤ 2n. On the other hand, the antisymmetry
of ρ : T ∗P ⊗ L → TP implies that the subspace ρ(T ∗P ⊗ L) ⊂ F is even dimensional. Hence,
dim ρ(T∗P ⊗ L) = 2n, and dim (ker ρ ∩ (T ∗P ⊗ L)) = k − 1.
A straightforward computation shows that, for any f ∈ C∞(P ) and u, v ∈ Γ(L), ∇df⊗u(v) =
−df(ρ(j1v))u, hence
∇ζ(v) = −ζ
(
ρ
(
j1v
))
, ζ ∈ Ω1(P ;L).
With the above properties in mind, write α as α = (u, ζ) ∈ Γ(L)⊕Ω1(P ;L). If α is a section of
ker ρ ⊂ J1L, then ∇α : Γ(L)→ Γ(L) is C∞(M)-linear, hence it defines a section of Hom(L;L).
As Hom(L;L) is trivial, there exists a function G ∈ C∞(P ) with the property that
∇α(v)(p) = G(p)v(p),
for any v ∈ Γ(L) and any p ∈ P . With this,
G(p)u(p) = ∇α(u)(p) = {u, u} − ζ
(
ρ
(
j1u
))
= ζ(ρ(ζ)) = 0,
where in the third equation we use that ρ(j1u−ζ) = 0, and in the last one the antisymmetry of ρ.
If u(p) 6= 0, then G(p) = 0, and ∇α(p) = 0; otherwise u(p) = 0, α(p) ∈ (T ∗P ⊗ L)p ∩ ker ρp =
ν∗p ⊗ Lp and
∇α(v)(p) = α(p)
(
ρ
(
j1pv
))
= 0. 
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Lemma A.2. If (P,L, {, }) is a regular Jacobi manifold all of whose leaves are even dimensional
then ker ρ ⊂ J1L is bundle of abelian Lie algebras.
Proof. Using the Spencer decomposition of Note 2.17, the Lie bracket of two sections α, β ∈
Γ(J1L) equals (pr([α, β]),D[α, β]). If α, β are sections of ker ρ ⊂ J1L, the compatibility condi-
tions (2.4) and (2.5) imply that
[α, β] =
(−∇β(pr(α)),∇α(D·(β))−∇β(D·(α))).
The proof of Lemma A.1 shows that ∇ restricted to ker ρ is zero, thus proving the result. 
The flat connection ∇¯ induces the usual Koszul-like differential dF on the complex of smooth
foliated forms of F with values in L. The 2-form ωF ∈ Ω2(F ;L) of equation (3.3) defines
a canonical cohomology class in H2(F ;L), as the next lemma shows.
Lemma A.3. Under the hypotheses of Lemma A.1, ωF is well defined, and dFωF = 0.
Proof. Since sections of the form j1u, for u ∈ Γ(L) form a C∞(P )-basis of Γ(J1L) and TF =
ρ(J1L), equation (3.3) defines a unique map Γ(TF) × Γ(TF) → Γ(L) which is manifestly
antisymmetric. Let f ∈ C∞(P ) and fix u, v ∈ Γ(L); then
ωF
(
fρ
(
j1u
)
, ρ
(
j1v
))
= ωF
(
ρ(fu,df ⊗ u), ρ(j1v)) = {fu, v}+ df ⊗ u(ρ(j1v))
= f{u, v} − Lρ(j1v)fu+ Lρ(j1v)fu = fωF
(
ρ
(
j1u
)
, ρ
(
j1v
))
,
where the first equality follows from the C∞(P )-structure on Γ(J1L) arising from the Spencer
decomposition (cf. Note 2.17), the second by definition of ωF , and the third by the charac-
terising property (I) of the anchor ρ (cf. Proposition 2.11). The above calculation shows that
equation (3.3) indeed defines a foliated 2-form.
To check that dFωF = 0 it suffices to check that
dFωF
(
ρ
(
j1u
)
, ρ
(
j1v
)
, ρ
(
j1w
))
= 0
for any u, v, w ∈ Γ(L). This is because dFωF is C∞(P )-linear in each entry and sections of the
form ρ(j1u) form a C∞(P )-basis of Γ(TF). Then
dFωF
(
ρ
(
j1u
)
, ρ
(
j1v
)
, ρ
(
j1w
))
= ∇¯ρ(j1u)
(
ωF
(
ρ
(
j1v
)
, ρ
(
j1w
)))
+ c.p.− (ωF([ρ(j1u), ρ(j1v)], ρ(j1w))+ c.p.)
= {u, {v, w}}+ c.p.− (ωF(ρ([j1u, j1v]), ρ(j1w))+ c.p.)
= −(ωF(ρ(j1{u, v}), ρ(j1w))+ c.p.) = −({{u, v}, w}+ c.p.) = 0,
where c.p. stands for cyclic permutation, the second equality follows from the fact that ρ is
a map of Lie algebroids, the third by the defining property (II) of the Lie bracket on J1L (cf.
Proposition 2.11) and by the Jacobi identity for {·, ·}, which also implies the last equality. This
shows that dFωF = 0, as required. 
Using the above ideas, we can prove Note 4.20.
Proof of Note 4.20. Since Γ(TF) is generated by elements of the form ρ(j1u) for u ∈ Γ(J1L),
it suffices to check that Dρ(j1u)(α) = dF (pr(α))(ρ(j1u)) for any u ∈ Γ(J1L). Fix such a section.
Then
Dρ(j1u)(α) = ∇αu+ pr
([
j1u, α
])
= pr
([
j1u, α
])
= −pr ([α, j1u])
= ∇j1u(pr(α))−Dρ(α)
(
j1u
)
= {u,pr(α)} = dF (pr(α))
(
ρ
(
j1u
))
,
where the first and fourth equalities use the compatibility condition (2.4) for the Spencer op-
erator, the second uses that α ∈ Γ(ker ρ), the third exploits anti-symmetry of the Lie bracket,
and the last two follow by definition of ∇ (cf. equation (2.3)). 
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B Proofs of the main results of Section 2.3
Proof of Proposition 2.25. Suppose that the statement does not hold. Then there exists
α ∈ L∗ \ {0} ⊂ T ∗M with µ(α) = 0. Recall that µ is the restriction of the moment map of
the cotangent lift which preserves the Liouville 1-form on T ∗M (cf. Note 2.19); unravelling the
definitions, it follows that, for any ξ ∈ g,
〈µ(α), ξ〉 = α(Dα pr(ξL∗\{0}(α))),
where ξL∗\{0}(α) is the image of ξ under the infinitesimal action of G on L∗ \{0} evaluated at α.
Since pr : L∗ \ {0} →M is G-equivariant,
Dα pr(ξL∗\{0}(α)) = ξM (p),
where p = pr(α). Thus, for any ξ ∈ g, α(ξM (p)) = 0, which implies that ξM (p) ∈ Hp, in turn
yielding that Tp(G · p) ⊂ Hp.
Let θ be a contact 1-form defined on a G-invariant neighbourhood U of p, i.e., H = ker θ
locally and dθ|H is symplectic. By [25, Lemma 2.6], it may be assumed that θ is G-invariant.
For any ξ, ξ′ ∈ g,
dθp
(
ξM (p), ξ
′
M (p)
)
= θp
(
[ξM , ξ
′
M ](p)
)
= θp
(
[ξ, ξ′]M (p)
)
= 0,
where the first and third equalities follow from the fact that Tp(G · p) ⊂ Hp. Therefore Tp(G · p)
is an isotropic subspace of (Hp, dθp).
The 1-form θ determines a trivialisation of L∗|U ∼= U ×R. Henceforth, identify any α′ ∈ L∗|U
with the pair (p′, t′) ∈ U × R, where pr(α′) = p′ and α′ = t′θp. Since θ is G-invariant, the
induced G-action on L∗|U is given in this trivialisation by
g · (p′, t′) = (g · p′, t′).
Setting α = (p, t) (where t 6= 0), G-invariance of θ implies that there is a splitting as Gα = Gp-
symplectic vector spaces
(
Tα(L
∗ \ {0}),Ωα
)
= (Hp, tdθp)⊕
(
R
〈
Rp,
∂
∂t
〉
, dt ∧ θp
)
=: (Hp, tdθp)⊕ (V, ωV ),
where R is the locally defined Reeb vector field associated to the contact 1-form θ, i.e., θ(R) = 1
and dθ(R,−) = 0, and the Gα-action on V is trivial. Moreover,
Tα(G · α) = T(p,t)(G · (p, t)) = Tp(G · p)⊕ 0; (B.1)
since Tp(G ·p) ⊂ (Hp, dθp) is isotropic, equation (B.1) implies that Tα(G ·α) ⊂ (Tα(L∗\{0}),Ωα)
is isotropic. In fact,
(Tα(G · α))Ωα = (Tp(G · p))dθp ⊕ V.
Setting
Nα :=
(Tα(G · α))Ωα
Tα(G · α) and Np :=
(Tp(G · p))dθp
Tp(G · p) ,
obtain that, as Gα = Gp-symplectic vector spaces,
(Nα, ωNα)
∼= (Np, ωNp)⊕ (V, ω), (B.2)
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where the Gp-action on the right hand side is the product of the induced one on the first factor
and the trivial one on the second.
Since G is compact, the Marle–Guillemin–Sternberg local normal form for Hamiltonian ac-
tions holds (cf. [20, 27]); as Tα(G·α) is isotropic, this reduces to the following. Set µ(α) = η ∈ g∗;
G-equivariance of µ gives the following inclusion of stabilisers Gα ⊂ Gη, where G y g∗ acts
by the coadjoint action. This induces an analogous inclusion for the corresponding Lie algebras
gα ⊂ gη. Fix a Gα-invariant inner product on g, which induces a Gα-invariant orthogonal direct
sum decomposition gη = gα ⊕ m. Then a G-invariant neighbourhood of G · α in L∗ \ {0} is
isomorphic, as a Hamiltonian G-space, to a G-invariant neighbourhood of G · [e, 0, 0] in
(Y, ωY ) :=
(
G×Gα (m∗ ×Nα), ωY
)
,
where the right hand side is, as a smooth manifold, the quotient of G × (m∗ × Nα) by the
antidiagonal action of Gα, and the action of G on Y descends from the left action of G on the
first factor of G× (m∗×Nα). Following [29, 30], the closed 2-form ωY (which is symplectic only
near G · [e, 0, 0]) can be constructed using Marsden-Weinstein reduction on the presymplectic
manifold (G × g∗η ×Nα, σ ⊕ ωα) endowed with the induced Hamiltonian Gα-action, where σ is
a closed 2-form on G × g∗η constructed as in [29]. By the splitting of equation (B.2), it follows
that, as Hamiltonian a Gα-space, (G× g∗η ×Nα, σ ⊕ ωα) equals(
G× g∗η ×Np × V, σ ⊕ ωα ⊕ ωV
)
,
where the Gα-action on the last factor is trivial. Unravelling the construction of in [29, 30], it
follows that, as a presymplectic Hamiltonian G-space,
(Y, ωY ) ∼=
(
W × V, ωW ⊕ ωV
)
:=
((
G×Gα (m∗ ×Np)
)× V, ωW ⊕ ωV ),
where the G-action on V is trivial; this also implies that the G-action on the presymplectic
manifold (W,ωW ) is Hamiltonian. Restricting to a G-invariant neighbourhood of the image
of G · α on which ωW ⊕ ωV is symplectic, the Hamiltonian action of G is multiplicity-free; it
follows, in particular, that the action of G on W is locally free at some point w ∈ W ; by
the principal orbit theorem (cf. [14, Theorem 2.8.5]), there is an open dense set of W whose
stabiliser is discrete. Seeing as (W,ωW ) is symplectic on a G-invariant neighbourhood U of
G · [e, 0, 0], it follows that the Hamiltonian G-action on (U, ωW |U ) is locally free at some point
in U , which implies that dimU = dimW ≥ dimG + rkG by [19, Theorem 5.1.6]. However,
dimW = dimY − dimV = dimL∗ \ {0} − 2; this contradicts the fact that the action of G
on (M,H) is multiplicity-free, thus completing the proof. 
Proof of Theorem 2.29. First it is shown that Fφ : φ
∗(O(1))→ L as defined in the statement
is, in fact, a vector bundle isomorphism. Consider Hφ : L→ φ∗(O(1)) defined by
u ∈ Lp 7→ (p, ηu),
where ηu is defined as follows. Let α ∈ L∗p \ {0}; then ηu : R〈µu(α)〉 → R is given by tµu(α) 7→
t〈α, u〉. It is straightforward to check that the definition of ηu does not depend on the choice
of α ∈ L∗p \ {0}. Smoothness of Hφ can be checked by writing the map explicitly once a local
trivialisation of pr : L∗ \ {0} → M is fixed. Fibrewise linearity of Hφ follows immediately from
the definition, while its fibrewise injectivity follows from the fact that α ∈ L∗p \ {0}. Seeing
as Hφ is a map between line bundles, it follows that it is an isomorphism. The map Fφ is easily
checked to be its inverse, therefore proving that it is a vector bundle isomorphism. Checking
that φ is Jacobi with bundle component Fφ can be done as follows. Unravelling the various
definitions, obtain that, for all s ∈ Γ(O(1)), following equality of maps on O(1),
Fpr ◦ pr∗ ◦Fφ ◦ φ∗(s) = µ∗ ◦ Fpi ◦ pi∗(s), (B.3)
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where pi : g∗ \ {0} → P(g∗) is the projection, and Fpr : pr∗ L → RL∗\{0} and Fpi : pi∗(O(1)) →
Rg∗\{0} are the isomorphisms defined in Examples 2.9 and 2.10 respectively. Since µ is Jacobi
and pi is Jacobi with bundle component Fpi, it follows that, for any s1, s2 ∈ Γ(O(1)),
µ∗ ◦ Fpi ◦ pi∗{s1, s2} = {µ∗ ◦ Fpi ◦ pi∗(s1), µ∗ ◦ Fpi ◦ pi∗(s2)};
equation (B.3) implies that
Fpr ◦ pr∗ ◦Fφ ◦ φ∗{s1, s2} = {Fpr ◦ pr∗ ◦Fφ ◦ φ∗(s1), Fpr ◦ pr∗ ◦Fφ ◦ φ∗(s2)}
= Fpr ◦ pr∗{Fφ ◦ φ∗(s1), Fφ ◦ φ∗(s2)}, (B.4)
where the last equality follows from the fact that pr is Jacobi with bundle component Fpr.
Equation (B.4) implies that φ is Jacobi with bundle component Fφ by noticing that Fpr is an
isomorphism and that pr∗ is injective.
Henceforth, fix a point p ∈ Mprin. Since pr : L∗ \ {0} → M is G-equivariant, the stabiliser
of any α ∈ L∗p \ {0} is also discrete. Fix such an α. By [19, Corollary 5.1.2], Dαµ is surjective;
since pi ◦ µ = φ ◦ pr and pi is a submersion, property (J1) follows. Suppose that property (J2)
does not hold, then, since H ⊂ TM has codimension 1, it follows that kerDpφ ⊂ Hp. First,
observe that Dα pr restricted to kerDαµ is an isomorphism onto kerDpφ: one inclusion follows
from pi ◦ µ = φ ◦ pr, and the other by dimension counting and the fact that property (J1) holds.
In fact, since pr : L∗ \ {0} →M is an R∗-principal bundle, write
TαL
∗ \ {0} = TpM ⊕ R
〈
∂
∂t
〉
= Hp ⊕ R〈Rp〉 ⊕ R
〈
∂
∂t
〉
,
where α(Rp) = 1 and dα(Rp,−) = 0, and Dα pr is simply projection onto the first two compo-
nents. Since by assumption kerDpφ ⊂ Hp, it follows that kerDαµ∩ 0⊕R〈Rp〉 ⊕ 0 = {0}. Since
kerDαµ = (Tα(G ·α))Ω by [19, Corollary 5.1.4], it follows that R〈 ∂∂t〉 ⊂ Tα(G ·α), which is a con-
tradiction, since dimG · α = dimG · p as both stabiliser subgroups are discrete. Therefore (J2)
holds.
It remains to prove condition (J3). First, it is shown that kerDαµ is isotropic. Since µ is G-
equivariant, the range of Dαµ restricted to Tα(G·α) is Tµ(α)(G·µ(α)). The dimension of the latter
is at most dimG−rkG, while the dimension of Dαµ(Tα(G·α)) is at most dimG−dim(kerDαµ) =
dimG− (dim(L∗ \ {0})− dimG) = dimG− rkG, where the first equality follows from the fact
that Dαµ is surjective, and the second from definition of multiplicity-free action. Therefore
kerDαµ = (Tα(G · α))Ω ⊂ Tα(G · α), which proves that kerDαµ is isotropic. Using the fact
that Dαµ is surjective, this condition is equivalent to the following inclusion (suppressing the
dependence on α to simplify notation)
kerDµ ⊂ ρL∗\{0}
(
µ∗J1(g∗ \ {0})), (B.5)
where ρL∗\{0} is the anchor of the Lie algebroid associated to the Jacobi manifold (L∗\{0},Ω). In
fact, since (L∗\{0},Ω) is Poisson, the right hand side equals ρL∗\{0}(µ∗(T ∗(g∗\{0})⊕0)), where
J1(g∗ \ {0}) = T ∗(g∗ \ {0}) ⊕ R (cf. Note 2.12). Unravelling the definitions, it can be checked
that the map Fpi ◦pi∗ : O(1)→ J1(g∗ \ {0}) is transverse to 0⊕R. Therefore, equation (B.5) can
be written as
kerDµ ⊂ ρL∗\{0}(µ∗ ◦ Fpi ◦ pi∗(O(1))) = ρL∗\{0}(Fpr ◦ pr∗ ◦Fφ ◦ φ∗(O(1))),
where the last equality follows from equation (B.3). Applying Dα pr to both sides and observing
that Dα pr(kerDαµ) = kerDpφ, have that
kerDφ ⊂ D pr ◦ρL∗\{0}(Fpr ◦ pr∗ ◦Fφ ◦ φ∗(O(1))).
Since pr is Jacobi with bundle component Fpr, the right hand side equals ρ(Fφ(φ
∗(O(1)))) – cf.
Note 2.13 – which equals (kerDpφ)
⊥ by definition. Thus property (J3) holds. 
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C Missing proofs from Sections 4.2 and 4.3
Proofs of results of Section 4.2
The proof of Lemma 4.9 and the associated preliminary results use in a crucial fashion the
geometry of the Spencer operator associated to (P,L, {·, ·}). Fix a CIR φ : (M,H)→ (P,L, {, })
and let θ denote the generalised contact form associated to (M,H). Recall that for α ∈ Γ(ker ρ),
ψ(φ∗α) ∈ Γ(kerDφ), where ψ : φ∗ ker ρ→ TM is defined as in Lemma 4.2. Therefore, the flow
ϕtα : M →M of ψ(φ∗α) preserves the fibres of φ, i.e., φ◦ϕtα = φ for all t ∈ R. Hence, (ϕtα)∗φ∗L ∼=
φ∗L canonically. This allows to define a ‘Lie derivative’ type operator on Ω∗(M ;φ∗L) by
(Lαω)m = d
dt
∣∣∣
t=0
((
ϕtα
)∗
ω
)
m
(C.1)
for any m ∈M and ω ∈ Ωl(M,φ∗L). It obeys rules which are analogous to those of the standard
Lie derivative, for instance,
d
dt
∣∣∣
t=s
((
ϕtα
)∗
ω
)
m
= ((ϕsα)
∗(Lαω))m, (C.2)
as well as the following property proved in [8, Lemma 3.8].
Lemma C.1. For any ω ∈ Ωl(M ;φ∗L) and X ∈ X(M),
[iX ,Lα]ω = i[X,ψ(φ∗α)]ω.
With the above preliminary results, the following can be proved.
Lemma C.2. For any α ∈ Γ(ker ρ),(
ϕ1(u,η)
)∗
θ − θ = φ∗η,
where α = (u, η) ∈ Γ(L)⊕ Ω1(P ;L) in the Spencer decomposition.
Proof. Let (u, η) ∈ Γ(ker ρ) and X ∈ X(M). It suffices to show that(
d
dt
((
ϕt(u,η)
)∗
θ
))
(X) = (φ∗η)(X); (C.3)
for the lemma follows by integrating from t = 0 to t = 1. Computing the left hand side of
equation (C.3) using equation (C.2) and Lemma C.1, obtain that(
d
dt
((
ϕt(u,η)
)∗
θ
))
(X) = L(u,η)
(
θ
(
Dϕt(u,η)(X)
))
+ θ
[
Dϕt(u,η)(X), ψ(φ
∗u, φ∗η)
]
. (C.4)
Set
Dϕt(u,η)(X) =
∑
i
ft,iAt,i +Xt, (C.5)
where ft,i ∈ C∞(M), At,i := ψ(φ∗ut,i, φ∗ηt,i) ∈ Γ(kerDφ) with (ut,i, ηt,i) ∈ Γ(ker ρ), and
Xt ∈ Γ(H) are all time-dependent, with Dφ(Xt) = Dφ(X). This decomposition follows from
property (CR2) and the fact that the action ψ : Γ(φ∗ ker ρ) → Γ(kerDφ) is an isomorphism.
Without loss of generality, assume i = 1. On the one hand,
θ
(
Dϕt(u,η)(X)
)
= θ(ftψ(φ
∗ut, φ∗ηt)) = ftθ(ρM (φ∗ut, φ∗ηt)) = ftφ∗ut, (C.6)
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since the anchor ρM of a contact manifold can be easily computed to be ρM (φ
∗ut, φ∗ηt) =
Rφ∗ut + c
](φ∗ηt|H). By definition of c] and of Reeb vector fields, c](φ∗ηt|H) ∈ Γ(H) and
θ(Rφ∗ut) = φ
∗ut for all t (cf. Example 2.5). Using equation (C.6) and the fact that φ◦ϕs(u,v) = φ,
have that φ∗ut,ϕs
(u,v)
(m) = ut,φ(m) for all s; this in turn implies that
L(u,η)
(
θ
(
Dϕt(u,η)(X)
))
m
= Lψ(φ∗u,φ∗η)(ft)mut,m. (C.7)
On the other hand, using equation (C.5)
θ
([
Dϕt(u,η)(X), ψ(φ
∗u, φ∗η)
])
= θ([Xt, ψ(φ
∗u, φ∗η)])− Lψ(φ∗u,φ∗η)(ft)θ(At)
= θ([Xt, ψ(φ
∗u, φ∗η)])− Lψ(φ∗u,φ∗η)(ft)φ∗ut, (C.8)
where the first equality follows from the fact that At, ψ(φ
∗u, φ∗η) ∈ Γ(kerDφ) and this is
a bundle of abelian Lie algebras, and the second by definition of θ(At). Plugging equations (C.7)
and (C.8) into equation (C.4), obtain that(
d
dt
(
ϕt(u,η)
)∗
θ
)
(X) =
(
ϕt(u,η)
)∗
(θ([Xt, ψ(φ
∗u, φ∗η)])); (C.9)
the right hand side of equation (C.9) can be computed to be
θ([Xt, c
](φ∗η|H)]) = φ∗η|H(Xt) = φ∗(η(Dφ(Xt)))) = φ∗(η(Dφ(X)),
where the last equality uses that Dφ(Xt) = Dφ(X). Therefore, equation (C.9) becomes(
d
dt
(
ϕt(u,η)
)∗
θ
)
(X) =
(
ϕt(u,η)
)∗
φ∗(ηDφ(X)) = φ∗(η(DφX)) = (φ∗η)(X),
where the second equality follows from φ ◦ ϕt(u,η) = φ. 
Lemma 4.9 is a obtained as a corollary of Lemma C.2.
Proof of Lemma 4.9. Let φ : (M,H) → (P,L, {·, ·}) be a CIR whose period net is Σ. Use
the Spencer decomposition to write a section as (u, η) ∈ Γ(Σ) (possibly locally defined). As Σ
is the isotropy of the action defined by (4.3), ϕ1(u,η) = id. Applying Lemma C.2 to the section
(u, η), obtain that φ∗η = 0, hence η = 0. This means precisely that (u, η) is holonomic, i.e., of
the form j1u, as required. 
Having established properties of the above geometric properties of the period bundle of a CIR,
we turn to the proof of the result relating transversal Z-projective structures with transversal
Z-projective lattices.
Proof of Proposition 4.14. Throughout this proof, fix a foliated manifold (N,F), where F
has codimension l. The proof first shows how to construct a transversal Z-projective structure
starting from a lattice and then the opposite construction is described. Checking that the
constructions are inverse to one another is left as an exercise for the reader.
From lattices to structures. Fix a line bundle pi : L → N and a transversal Z-projective
lattice Σ ⊂ J1L. Choose an open cover U = {Ui} of N with the following properties
• there exists a nowhere vanishing section zi : Ui → pi−1(Ui);
• there exists a trivialisation of Σ|Ui with local frame αi1, . . . , αil+1 ∈ Γ(Σ|Ui).
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Fix the above trivialisations and let cij : Uij → GL(1;R) and Aij : Uij → GL(l+1;Z) denote the
corresponding transition functions. In fact, without loss of generality, it may be assumed that,
for all i, j, cij takes values in GL(1;Z) = O(1;R). Property (T3) implies that for all i and each
r = 1, . . . , l + 1, there exist smooth functions
gir : Ui → R with αir = j1
(
girzi
)
.
The transversal Z-projective structure is constructed using these functions gir; before proceeding
to the construction, two preparatory claims are proved.
Claim C.3. The map χ¯i : Ui → Rl+1, χ¯i := (gi1, . . . , gil+1), takes values in Rl+1 \ 0 and is
transversal to the Euler vector field E =
∑
r
xr
∂
∂xr
.
Proof of Claim C.3. As j1(gi1zi), . . . , j
1(gil+1zi) are a frame of Σ|Ui and ΣR → L is onto by
property (T2), it follows that χ¯i 6= 0. Secondly, to prove that χ¯i is transversal to E, i.e.,
ImDχ¯i + R〈E〉 = TRl+1, it suffices to show that χ¯∗i : Ann(E) → ν∗ is injective, where ν∗ is
the conormal bundle to F . For, if this is the case, then Dχ¯i|ν : ν → Ann(E)∗ is onto and the
claim follows. First, it is shown that χ¯∗i (Ann(E)) ⊂ ν∗; to this end, observe that a transversal
Z-projective lattice induces a flat TF-connection on L → N , which is defined as follows. Let
v ∈ Γ(L) and fix p ∈ N ; by property (T2), there exists an open neighbourhood V ⊂ N , and
a section j1u ∈ Γ(Σ|V ) with with u(q) 6= 0 for all q ∈ U . Then, locally, there exists f ∈ C∞(U)
with v = fu. For X ∈ Γ(TF|U ), define
∇Xv := LX(f)u.
It can be checked that this is well-defined, that is, indeed, a flat TF-connection on L→ N , and
that if j1u ∈ Γ(Σ), then ∇u = 0. Using this connection, have that there exists a closed, foliated
1-form βi such that, for all r, dg
i
r|TF = girβi|TF . Hence
Dχ¯i|TF = βi ⊗ E, (C.10)
which implies that χ¯∗i (Ann(E)) ⊂ ν∗. To show that χ¯∗i : Ann(E) → ν∗ is injective, it suffices
to show that it is surjective (which is, of course, equivalent by dimension counting). Let γ ∈
Γ(ν∗|Ui), by property (T2) there exist f1, . . . , f l+1 ∈ C∞(Ui) with
γ =
∑
r
f rj1gir ∈ ν∗ ⊂ ΣR|Ui ⊂ J1L|Ui .
Using the Spencer decomposition, it follows that
∑
r f
rgir = 0 and γ =
∑
r f
rdgir. Therefore,
χ¯∗i (γ
′) = γ for
γ′ =
∑
r
f r(p)dxr ∈ Γ
(
Ann(E)|χ¯i(Ui)
)
,
and hence surjectivity follows. 
Claim C.4. The diagram
Uij
χ¯i
{{
χ¯j
##
Rl+1 \ 0 cijAij // Rl+1 \ 0
commutes.
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Proof of Claim C.4. This follows by definition of the maps χ¯i. 
Using Claims C.3 and C.4, a transversal Z-projective structure can be defined as follows. Set
χi : Ui → RPl to be the composite
χi : Ui
χ¯i→ Rl+1 \ 0 q→ RPl,
where q : Rl+1 \ 0→ RPl is the quotient map. By Claim C.3, χi is a submersion, and Claim C.4
implies that χj = [Aij ] ◦ χi on Uij . Moreover, since Dq(E) = 0, equation (C.10) implies that
Dχi|TF = 0, hence the leaves of F are tangent to the fibres of χi on the one hand, and on the
other, dimension counting shows that for p ∈ Ui, TFp = kerDpχi.
From structures to lattices. The idea is to pull-back the Z-projective lattice on RPl
constructed in Example 4.15 using the transversal Z-projective structure. Fix a transversal
Z-projective structure A = {(Ui, χi)} with cocycle Aij : Uij → GL(l + 1;Z). On each i, set
Li := χ
∗
i (O(1)) and Σi = χ
∗
iΣ
l, where Σl ⊂ J1(O(1)) is as in Example 4.15. The line bundle
pi : O(1) → RPl is GL(l + 1;Z)-linearisable in the sense of [24], i.e., there exists an action of
GL(l + 1;Z) on O(1) which is linear on the fibres of pi and makes pi GL(l + 1;Z)-equivariant.
The induced action is the standard GL(l+ 1;Z)-action on the vector space R〈x1, . . . , xl+1〉 and,
thus, it preserves Σl. Suppose that Uij 6= ∅; then
Lj |Uij = χ∗j (O(1)) =
(
[Aij ] ◦ χi
)∗
(O(1)) = χ∗i (O(1)) = Li|Uij ,
where the third equality uses the fact that [Aij ]
∗(O(1)) = O(1) as O(1)→ RPl is GL(l + 1;Z)-
linearised. Therefore, the above construction yields a line bundle L → N . Similarly, it can
be shown that Σj |Uij = Σi|Uij , thus obtaining a Zl+1-bundle Σ → N whose total space is an
embedded submanifold of J1L. Therefore property (T1) holds. Property (T2) holds since the
submersions χi locally define F (thus showing that ν∗ ⊗ L ↪→ ΣR) and because
(
Σl
)R
surjects
onto O(1), thus showing that ΣR → L is also onto. Local sections of Σ are holonomic by
construction, thus showing that property (T3) holds. 
Proofs of results from Section 4.3
Proof of Theorem 4.22. First it is shown that the difference Ψ∗σθ − θ0 ∈ Ω1(ker ρ/Σ|U ;pi∗L)
is basic, i.e.,
Ψ∗σθ − θ0 = pi∗β (C.11)
for some 1-form β ∈ Ω1(U ;L). This is the case if iZ(Ψ∗σθ−θ0) = 0 and LZ(Ψ∗σθ−θ0) = 0 for any Z
tangent to ker(pi : ker ρ/Σ|U → U) =: T pi(ker ρ/Σ) (where LZω is defined as in equation (C.1)).
In order to prove this, identify (canonically) T piz (kerp /Σp) with ker ρpi(z) via the isomorphism
T pi(ker ρ/Σ) ' pi∗ ker ρ. As Ψσ comes from the action of equation (4.3), a straightforward
computation shows that for (u′, η′), (u, η) ∈ Γ(ker ρ),
Ψσ((u
′, η′) + t(u, η)) = ϕt(u,η)(Ψσ(u
′, η′))
for any t ∈ R, where ϕt(u,η) : M → M is the flow of ψ(φ∗(u, η)) and the Spencer decomposition
has been used. Equivalently,
Ψσ ◦ ϕt(u,v) = ϕt(u,v) ◦Ψσ, (C.12)
where on the left hand side ϕt(u,v) : ker ρ/Σ→ ker ρ/Σ stands for the flow z 7→ z + t(u, η)(pi(z))
of the vertical vector field pi∗(u, η). Differentiating equation (C.12), obtain that
DzΨσ(pi
∗(u, η)) = ψ(φ∗u, φ∗η)Ψσ(z).
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Let Z = pi∗(u, η); by definition of ψ and the fact that for contact manifold ρM (α, γ) = Rα+c](γ),
for (α, γ) ∈ Γ(LM )⊕Ω1(M ;LM ), for Rα the Reeb vector field of α (cf. Example 2.5), and c the
curvature map of equation (2.1), the above yields
iZΨ
∗
σθ = θ(ψ(φ
∗u, φ∗η)) = θ¯(RFφ∗u + c(Fφ∗η|H)) = u.
On the other hand, θ0 restricted to pi
∗ ker ρ is equal to the projection pr : ker ρ → L which
implies that iZθ0 = θ0(u, η) = u. Thus iZ(Ψ
∗
σθ− θ0) = 0 follows. To compute the Lie derivative
along Z, observe that
LZ(Ψ∗σθ) =
d
dt
(
ϕt(u,η)
)∗
(Ψ∗σθ)|t=0 =
d
dt
Ψ∗σ ◦
(
ϕt(u,η)
)∗
θ|t=0,
where the second equality uses equation (C.12). By equation (C.3), have that
d
dt
(
ϕt(u,η)
)∗
θ|t=0 = φ∗η,
which implies that LZΨ∗σθ = pi∗η. On the other hand,
LZθ0 = d
dt
(
ϕt(u,η)
)∗
θ0|t=0 = d
dt
(
id∗ + tpi∗ ◦ (u, η)∗)θ0|t=0 = d
dt
(θ0 + tpi
∗η)|t=0 = pi∗η,
where the third equality uses that for a section (u, η) : P → J1L, (u, η)∗θcan = η. With this,
LZ(Ψ∗σθ − θ0) = 0. As vector fields of the form pi∗(u, v) generate pi∗ ker ρ ' T pi(ker ρ/Σ) as
a C∞(ker ρ/Σ)-module, this implies that equation (C.11) holds.
To show that β = σ∗θ, consider the section z : P → ker ρ/Σ, p 7→ [Σp] = 0 of pi : ker /Σ→ P .
Then z∗ pr∗ β = β, z∗Ψ∗σθ = σ∗θ as Ψσ ◦ z = σ, and z∗θ0 = 0 as for any s ∈ Γ(Σ), s∗θcan = 0
(see Note 4.21). Therefore, β = σ∗θ.
It remains to show that dF (σ∗θ) = ωF . As Γ(F) is generated by elements of the form
ρ(j1v), v ∈ Γ(L), it suffices to check the statements for vector fields of this form. By definition,
dF (σ∗θ)
(
ρ
(
j1u
)
, ρ
(
j1v
))
= −σ∗θ([ρ(j1u), ρ(j1v)])
+∇ρ(j1u)
(
σ∗θ
(
ρ
(
j1v
)))−∇ρ(j1v)(σ∗θ(ρ(j1u))). (C.13)
First, consider ∇ρ(j1u)(σ∗θ(ρ(j1v))) = ∇ρ(j1u)(θ(Dσ(ρ(j1v)))); since Dφ ◦ Dσ = id and φ is
a Jacobi map, the diagram of Note 2.13 commutes. Thus
Dσ
(
ρ
(
j1v
))
= ρM
(
j1
(
φ∗v
))
+Xv,
where Xv ∈ Γ(kerDφ|σ(U)) (and similarly for u).
As φ satisfies property (I), kerDφ = ρM (φ
∗ ker ρ), hence there exist local sections (w, η), (z, ζ)
∈ Γ(ker ρ) with
Xu = ρM (φ
∗w, φ∗η) and Xv = ρM (φ∗z, φ∗ζ).
Computing ρM for a contact manifold,
θ
(
Dσ
(
ρ
(
j1v
)))
= θ(Rφ∗v +Rφ∗z + c
](φ∗ζ|H)) = φ∗(v + z),
and, similarly, θ(Dσ(ρ(j1u))) = φ∗(u+ w). Therefore, by definition of ∇,
∇ρ(j1u)
(
σ∗θ
(
ρ
(
j1v
)))−∇ρ(j1v)(σ∗θ(ρ(j1u))) = {u, v + z} − {v, u+ w}. (C.14)
On the other hand,
(σ∗θ)
([
ρ
(
j1u
)
, ρ
(
j1v
)])
= σ∗
(
θ
(
Dσ
([
ρ
(
j1u
)
, ρ
(
j1v
)])))
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= σ∗
(
θ
(([
Dσ
(
ρ
(
j1u
))
, Dσ
(
ρ
(
j1v
))])))
= σ∗
(
θ
([
Rφ∗(u+w) + c
](φ∗η|H), Rφ∗(v+z) + c](φ∗ζ|H)
]))
= σ∗
(
θ
(
R{φ∗(u+w),φ∗(v+z)}M +
[
c](φ∗η|H), c](φ∗ζ|H)
]))
= σ∗(φ∗({u+ w, v + z}M )− φ∗η(ρM (φ∗ζ))) (C.15)
= {u+ w, v + z} − η(Dφ(ρM (φ∗ζ))) = {u+ w, v + z} − η(ρ(ζ)),
where the fourth equality follows from the defining property of Reeb vector fields (cf. Exam-
ple 2.5), the fifth by definition of Reeb vector fields and the curvature map of equation (2.1),
and the last from the fact that φ is a Jacobi map. Observe that since (w, η), (z, ζ) ∈ Γ(ker ρ),
{w, z} − η(ρ(ζ)) = {w, z}+ η(ρ(j1z)) = ω(ρ(w, η), ρ(z, ζ)) = 0,
where the general definition of ωF is used (cf. Note 3.8). Thus equation (C.15) yields that
(σ∗θ)
([
ρ
(
j1u
)
, ρ
(
j1v
)])
= {u, v}+ {u, z}+ {w, v}.
Using this identity together with equation (C.14) in equation (C.13) yields the required re-
sult. 
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