Determinantal point processes and fermion quasifree states by Olshanski, Grigori
ar
X
iv
:2
00
2.
10
72
3v
2 
 [m
ath
.PR
]  
17
 M
ar 
20
20
DETERMINANTAL POINT PROCESSES AND
FERMION QUASIFREE STATES
GRIGORI OLSHANSKI
Abstract. Determinantal point processes are characterized by a special structural
property of the correlation functions: they are given by minors of a correlation kernel.
However, unlike the correlation functions themselves, this kernel is not defined intrinsi-
cally, and the same determinantal process can be generated by many different kernels.
The non-uniqueness of a correlation kernel causes difficulties in studying determinantal
processes.
We propose a formalism which allows to find a distinguished correlation kernel under
certain additional assumptions. The idea is to exploit a connection between determi-
nantal processes and quasifree states on CAR, the algebra of canonical anticommutation
relations.
We prove that the formalism applies to discrete N -point orthogonal polynomial en-
sembles and to some of their large-N limits including the discrete sine process and the
determinantal processes with the discrete Hermite, Laguerre, and Jacobi kernels inves-
tigated by Borodin and the author in [16]. As an application we resolve the equiva-
lence/disjointness dichotomy for some of those processes.
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1. Introduction
Let X be a countable set and Ω denote the product space {0, 1}X. To any collection
{px : x ∈ X} of real numbers, such that 0 < px < 1, there corresponds a product measure
on Ω, where px defines the probability of 1 at a given position x ∈ X. The following claim
is a particular case of classic Kakutani’s theorem (1948) (see [32, pp. 2018 and 2022]).
Theorem. Two product measures on Ω, which correspond to two collections {px} and
{p′x} as above, are either equivalent or disjoint1, depending on whether the series∑
x∈X
((
√
px −
√
p′x)
2 + (
√
1− px −
√
1− p′x)2)
is convergent or divergent. If both collections are separated from 0 and 1, then the above
series may be replaced by a simpler one,
∑
x∈X(px − p′x)2.
One of the motivations of the present paper comes from the following open problem:
find conditions of equivalence and disjointness for a more general class of probability
measures — the determinantal measures.
1.1. Determinantal measures. Let X and Ω be as above. Elements ω ∈ Ω are functions
ω(x) on X taking the binary values 0 and 1. Alternatively, we regard each ω as a subset
of X, by identifying every subset with its indicator function. The space Ω is compact in
the product topology and is homeomorphic to the Cantor set.
Let P(Ω) denote the space of probability Borel measures on Ω. Any measureM ∈ P(Ω)
is uniquely determined by the infinite collection ρ1, ρ2, . . . of correlation functions. Here,
for every n = 1, 2, . . . , ρn is a symmetric function of n arguments x1, . . . , xn ∈ X, assumed
1Two measures are said to be disjoint (or mutually singular or else orthogonal) if there exists a
measurable set A such that one measure is supported by A while the other is supported by the complement
of A.
3to be pairwise distinct, and the value ρn(x1, . . . , xn) equals the mass assigned by M to
the cylinder set
{ω ∈ Ω : ω(x1) = · · · = ω(xn) = 1}. (1.1)
Definition 1.1. We say that M ∈ P(Ω) is a determinantal measure if there exists a com-
plex valued function K(x, y) on X×X such that for every n and any n-tuple (x1, . . . , xn)
as above,
ρn(x1, . . . , xn) = det[K(xi, xj)]
n
i,j=1. (1.2)
Then K(x, y) is called a correlation kernel of M .
The definition of determinantal measures can be extended to more general, not neces-
sarily discrete, spaces X, but in the present paper we focus on the discrete case, which
is already rich enough. For more details about determinantal measures see Ben Hough,
Krishnapur, Peres, and Virag [4], Borodin [6], Lyons [35], Shirai and Takahashi [46], [47],
Soshnikov [48].2
Let ℓ2(X) be the complex Hilbert space with a distinguished orthonormal basis {ex}
indexed by the set X.3 An operator K on ℓ2(X) is called a positive contraction if K = K∗
and 0 ≤ K ≤ 1. It is known (see the papers cited above) that for any positive contraction
K, its matrix K(x, y) := (Key, ex) serves as a correlation kernel for a (necessarily unique)
determinantal measure. That measure will be denoted by MK .
In particular, the measure MK is defined for any projection operator K, that is, the
operator of orthogonal projection onto a subspace in ℓ2(X). The class of determinantal
measures with projection correlation kernels is important because it embraces a lot of
concrete examples and because the projection property is substantially used in a number
of results, see Bufetov [22], Lyons [35].
1.2. Quasifree states. Let A = A(X) denote the unital C∗-algebra generated by the
elements a+x , a
−
x indexed by the points x ∈ X, with the defining relations
a+x a
+
y + a
+
y a
+
x = 0, a
−
x a
−
y + a
−
y a
−
x = 0, a
+
x a
−
y + a
−
y a
+
x = δxy, (a
+
x )
∗ = a−x , x, y ∈ X,
and let A0 = A0(X) be its C∗-subalgebra generated by the elements of the form a+x a
−
y .
The algebra A is the algebra of canonical anticommutation relations (CAR, for short),
associated with the complex Hilbert space ℓ2(X), and A0 ⊂ A is called the gauge invariant
subalgebra (some authors use for it the abbreviation GICAR). We use a bit nonstandard
notation (a+x , a
−
x instead of a
∗
x, ax), as in Meyer [39, ch. II, §5].
Definition 1.2. Let K be a positive contraction on ℓ2(X) and K(x, y) = (Key, ex) be its
matrix, as before. The quasifree state on A0 corresponding to K is the linear functional
2A note about terminology: for the purposes of the present paper one may not distinguish a random
process from its distribution; for this reason we abandon the conventional term “determinantal point
processes” and speak about “determinantal measures”.
3We keep to the convention that the inner product is linear in the first variable.
4 GRIGORI OLSHANSKI
ϕ[K] : A0 → C, uniquely defined by the following conditions. First, ϕ[K](1) = 1. Second,
for any n = 1, 2, . . . and any two n-tuples x1, . . . , xn and y1, . . . , yn,
ϕ[K](a+xn . . . a
+
x1a
−
y1 . . . a
−
yn) = det[(K(yi, xj)]
n
i,j=1. (1.3)
It is known that ϕ[K] is indeed a state, that is, ϕ[K](aa∗) ≥ 0 for any a ∈ A0. A
similar definition holds for the CAR algebra A ⊃ A0: then one adds the condition
ϕ[K](a+xm . . . a
+
x1
a−y1 . . . a
−
yn) = 0, m 6= n.
The quasifree states on CAR were intensively studied in the sixties, see Powers–Størmer
[45], Araki [1], and references therein (and also the book Bratteli–Robinson [19]). The
more delicate case of GICAR was investigated later, see Baker [3], Stra˘tila˘–Voiculescu
[52].
1.3. The interplay between determinantal measures and quasifree states. Com-
paring the above two definitions, we immediately see that they are very similar. There
is in fact not only a formal similarity, but a direct connection, which we describe now.
The key observation is that the algebra C(Ω) of continuous functions on Ω with pointwise
operations can be identified, in a natural way, with the maximal commutative subalge-
bra of A0 generated by the quadratic elements of the form a+x a
−
x , x ∈ X. Under this
identification, the indicator of the cylinder set (1.1) is identified with the element
a+xn . . . a
+
x1
a−x1 . . . a
−
xn = (a
+
x1
a−x1) . . . (a
+
xna
−
xn). (1.4)
Let, as above, K be a positive contraction and ϕ[K]↓C(Ω) denote the restriction of the
quasifree state ϕ[K] to C(Ω). Recall a well-known general fact: there is a natural one-to-
one correspondence between P(Ω) and states on C(Ω): namely, the state corresponding
to a measure M ∈ P(Ω) is the expectation EM defined by
EM(f) :=
∫
Ω
f(ω)M(dω), f ∈ C(Ω). (1.5)
Then we see from (1.2), (1.3), and (1.4) that the measure corresponding to the state
ϕ[K]↓C(Ω) is nothing else than the determinantal measure MK . In this way we obtain
a natural correspondence
quasifree states −→ determinantal measures, ϕ[K] 7→MK . (1.6)
The correspondence (1.6) is an example of a link between noncommutative probability
(states on a noncommutative algebra) and classical probability (probability measures, or
states on a commutative algebra).4 The goal of the present paper is to better understand
the interplay between determinantal measures and quasifree states, and to apply it to the
study of determinantal measures.
Note a peculiarity of the definition of determinantal measures via formula (1.2): the
correlation functions ρn on the left-hand side are invariants ofM , but the kernelK(x, y) on
4Note that, in the literature, there are other examples of such a kind, but of a different nature, see
e.g. Biane [5].
5the right-hand side is not. Indeed, the kernel is represented in (1.2) by its diagonal minors
only, which do not suffice for its reconstruction. For instance, any “gauge transformation”
of the form
K(x, y) f(x)K(x, y)f(y)−1 (1.7)
does not affect the correlation functions. Even in the class of real-valued projection kernels
there is the freedom to take as f an arbitrary function with values ±1.5 As a consequence,
it turns out that, typically, there are many different kernels defining one and the same
measure. It also follows that the correspondence ϕ 7→M in (1.6) is typically many-to-one.
The idea of the present paper is to try to invert the correspondence ϕ 7→ M , that is,
to find a way to single out a “canonical” correlation kernel for M . We show that this
is possible, at least in some cases of interest. The key condition that we need is that
M has to be quasi-invariant with respect to the action of a natural countable group of
transformations of Ω. In [44], the desired quasi-invariance property was established for
a particular family of determinantal measures originated from asymptotic representation
theory. Then Bufetov [22, Theorem 1.6] showed, by a different method, that this property
is not an exceptional phenomenon — it holds for a broad class of measures with projection
kernels. Thus, our key condition seems to be reasonable and not too restrictive.
Lytvynov [36] and Lytvynov-Mei [37] earlier showed that a version of the correspon-
dence ϕ 7→ M also holds in the continuous case, when X is a locally compact topological
space and as Ω one takes the space of locally finite point configurations in X. However,
for continuous spaces, the definition of the correspondence ϕ 7→M is not so obvious as for
discrete ones. The reason is that the creation/annihilation operators a±x parameterized
by points of X cannot be defined as elements of the algebra CAR — these “generalized
elements” need be smoothed; but even then there is a problem with giving meaning to
the products a+x a
−
x . As a result, there is no direct analogue of the embedding C(Ω) →֒ A0.
In the papers [36], [37], this difficulty was successfully overcome, but this required con-
siderable work. Whether it is possible to extend our formalism to the continuous case is
not yet clear.
1.4. The equivalence/disjointness problem. As shown in Stra˘tila˘–Voiculescu [52, §3]
(see also Baker [3]), the following results hold for quasifree states ϕ[K] of GICAR:
• ϕ[K] is a pure state (that is, the corresponding cyclic representation of GICAR is
irreducible) if and only if K is a projection operator;
• two pure quasifree states, ϕ[K1] and ϕ[K2] are equivalent if and only if the difference
K1 −K2 is of Hilbert–Schmidt class and some Fredholm operator built from K1 and K2
has index 0.
Note that the Hilbert–Schmidt condition also plays a key role in some other equivalence
criteria: for boson quasifree states and for Gaussian measures.
5In the class of symmetric kernels K(x, y), the gauge transformations with f(x) = ±1 are the only
transformations that preserve the diagonal minors, see Stevens [49].
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As was pointed out in author’s paper [44], no similar general criterion for determinantal
measures is known. In that paper, the following problem was posed:
Problem. Assume we are given two determinantal measures on a common space. How
to test their equivalence (or, on the contrary, disjointness)? Is it possible to decide this
by inspection of their correlation kernels?
One could imagine that equivalence of determinantal measures is somehow related to
closeness of their kernels in an appropriate sense. However, the non-uniqueness of correla-
tion kernels is a source of difficulty here. For instance, the difference between a kernel and
its modification by a “gauge transformation” (1.7) can be large enough (in particular, not
in the Hilbert–Schmidt class), while any such modification does not affect the measure at
all.
We show that the construction of “canonical” correlation kernels, when applicable,
removes this difficulty and allows to resolve the problem of equivalence/disjointness for
certain concrete determinantal measures.
1.5. Organization of the paper and summary of results.
1.5.1. From quasi-invariant measures to states on A0. Let, as above, X be a countable
set, Ω = {0, 1}X, and P(Ω) be the set of probability Borel measures on Ω. Next, let S
denote the group of finitary permutations of X (a permutation g : X → X is said to be
finitary if g(x) 6= x for finitely many x ∈ X). The group S is countable; it acts, in a
natural way, on the space Ω by homeomorphisms. This makes it possible to define the
cross product C∗-algebra C(Ω)⋊ S.
First, in Section 2, we recall the well known procedure which assigns to an arbitrary
S-quasi-invariant measure M ∈ P(Ω) a representation T [M ] of the algebra C(Ω) ⋊ S
acting on the Hilbert space L2(Ω,M). The representation T [M ] is irreducible if and only
if M is ergodic.
Next, in Sections 3 - 4, we suppose that X is endowed with a linear order with finite
intervals. Under this assumption we construct a surjective homomorphism C(Ω)⋊S → A0
and show that T [M ] is factored through it, so that T [M ] can be treated as a representation
of the algebra A0; that representation will be denoted by T [M ].
Let us denote by τ [M ] the state on A0 defined by
τ [M ](a) := (T [M ](a)1, 1)L2(Ω,M), a ∈ A0,
where 1 stands for the function on Ω identically equal to 1. By the very definition,
τ [M ] ↓ C(Ω) is the state EM defined by (1.5). Thus, τ [M ] keeps the whole information
about the initial measure M . Because the noncommutative algebra A0 possesses a richer
structure than the commutative algebra C(Ω), it is tempting to apply the correspondence
M 7→ τ [M ] to the study of determinantal measures. But for this we need to understand
the nature of the states τ [M ]. This leads us to the question: letM be an S-quasi-invariant
measure; when is τ [M ] a quasifree state? In other words, when τ [M ] = ϕ[K] for some
K?
7It is convenient to give a name to measures M with this property. We will say that
M is perfect if τ [M ] is a quasifree state ϕ[K]. Then M is automatically a determinantal
measure and we will call K(x, y) (the matrix of K) the canonical correlation kernel of M .
Note that product measures are not perfect, see Remark 4.11. In the second part of
the paper we provide examples of perfect measures.
1.5.2. Discrete orthogonal polynomials ensembles. In Section 5 we assume that (X, <) is
a countable or finite6 subset of R with the order induced from R, N is a fixed positive
integer, and W (x) is a strictly positive function on X such that∑
x∈X
x2NW (x) <∞.
Denote by ΩN ⊂ Ω the set of N -point subsets of X. The N-point orthogonal polynomial
ensemble with weight function W is determined by the probability measureMN,W ∈ P(Ω)
supported by ΩN and given by
MN,W (ω) =
1
ZN ·
N∏
i=1
W (xi) ·
∏
1≤i<j≤N
(xi − xj)2, ω = {x1, . . . , xN} ∈ ΩN ,
where ZN is the normalizing constant.
Let KN,W be the operator of orthogonal projection onto the N -dimensional subspace
in ℓ2(X) spanned by the functions xnW 1/2(x), n = 0, 1, . . . , N − 1, and let KN,W (x, y) =
(KN,Wey, ex) be the corresponding kernel on X × X. It is well known (Ko¨nig [34]) that
MN,W is a determinantal measure admitting KN,W (x, y) as a correlation kernel.
Because the set ΩN forms an S-orbit and the measure MN,W charges every ω ∈ ΩN ,
the measure is S-quasi-invariant. Therefore, the results of Section 4 are applicable and
the state τ [MN,W ] on A
0 is well defined.
Theorem 5.1 states that τ [MN,W ] = ϕ[KN,W ]. Thus, the measure MN,W is a perfect
measure in the sense of Definition 4.9, and its canonical correlation kernel is KN,W (x, y).
Many concrete examples of discrete orthogonal polynomials satisfying our assumptions
are provided by the Askey scheme and its q-analogue (Koekoek–Lesky–Swarttouw [33]).
In Theorem 5.1, it is not too surprising that the canonical kernel turns out to be the
most natural one, but the very fact that MN,W is perfect is not evident. Our proof relies
on an elegant formula for the average of products of characteristic polynomials contained
in Proposition 4.1 of the paper [50] by Strahov and Fyodorov.
1.5.3. Limits of discrete orthogonal polynomial ensembles. In the theory of determinantal
point processes, orthogonal polynomial ensembles (discrete and continuous) play a fun-
damental role, because lots of less elementary determinantal processes are obtained from
them via various large-N limit transitions. Some structural properties persist in limit
transitions: for instance, the so-called integrable form of various limit kernels comes from
the Christoffel–Darboux identity for orthogonal polynomials.
6All the results stated above for countable sets hold for finite sets as well.
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In connection with this, a natural question arises: does the “perfectness” property
survive in large-N limit transitions?
In Theorem 8.1 it is shown that under some technical conditions the answer is positive.
This result is deduced from Theorem 5.1 after a preparation occupying Sections 6 and
7. The material of these two auxiliary sections is based on some results extracted from
Lyons [35] and Bufetov [22].
From Theorem 8.1 we obtain concrete examples of perfect measures with canonical
projection correlation kernels corresponding to linear subspaces of infinite dimension and
codimension, see Theorem 8.2 and Theorem 8.3. These kernels are the discrete Hermite,
Laguerre, and Jacobi kernels on Z≥0×Z≥0 introduced in [16] and the discrete sine kernel
on Z× Z defined by
KdSineφ (x, y) =

sin(φ (x− y))
π(x− y) , x 6= y,
φ/π, x = y
(here φ ∈ (0, π) is the parameter). The discrete sine kernel first emerged in the study of
the asymptotics of the Plancherel measures on partitions [8]. Like the famous sine kernel
on R× R, the discrete sine kernel possesses a universality property [2].
1.5.4. Applications. The results described above, combined with the criterion of equiv-
alence/disjointness of quasifree states (we recall it in Section 9), can be applied to the
problem of equivalence/disjointness for determinantal measures. In Section 10 we give
two concrete examples.
In Theorem 10.7, we consider the one-parameter family of discrete Hermite kernels and
show that the corresponding determinantal measures are pairwise disjoint.
In Theorem 10.9 we deal with a one-parameter family of discrete Jacobi kernels and
show that the corresponding determinantal measures are pairwise equivalent.
2. Quasi-invariant measures and crossed products
In this section we describe a simple general construction that assigns to a discrete group
G and a G-quasi-invariant measure M a representation T [M ] of a crossed product C∗-
algebra. We show how properties of measures are related to properties of the associated
representations.
2.1. A dichotomy for ergodic measures. In this subsection we fix a Borel space
(Ω,Σ), that is, Ω is a set and Σ is a σ-algebra of subsets of Ω. All measures are assumed
to be defined on Σ, positive, and σ-finite. Given a measure M , we say that a set A ∈ Σ
is M-null if M(A) = 0; in this case the complement Ω \ A is said to be M-conull.
Next, let G be a countable (or finite) group of automorphisms of (Ω,Σ). It acts, in a
natural way, on the set of measures. Namely, the transformation of a measure M by an
element g ∈ G is the measure gM defined by
gM(A) =M(g−1(A)), A ∈ Σ.
9A measure M is said to be G-quasi-invariant if, for any g ∈ G the measures M and gM
are equivalent. This holds if and only if the collection of M-null subsets is stable under
the transformations from G.
Recall that a G-quasi-invariant measure M is said to be ergodic if any G-invariant set
A ∈ Σ is either M-null or M-conull.
Because G is at most countable, in the above condition one can require equally well
that A be G-invariant mod 0, meaning that, for any g ∈ G, the symmetric difference
A△g(A) is a M-null set.
Two measures M1 and M2 are said to be disjoint (or mutually singular) if there exist
two nonintersecting subsets A1, A2 ∈ Σ such that A1 is M1-conull and A2 is M2-conull.
Proposition 2.1. Let, as above, (Ω,Σ) be a Borel space and G be a countable or finite
group of its automorphisms. For any two nonzero G-quasi-invariant ergodic measures M1
and M2, the following dichotomy holds: M1 and M2 are either equivalent or disjoint.
Proof. Suppose thatM1 and M2 are not equivalent. This means that there exists a subset
A ∈ Σ, which is a null set for one measure but not for the other. Let, for definiteness,
M1(A) = 0 and M2(A) > 0. Then the same holds with A replaced by B :=
⋃
g∈G g(A).
Since B is G-invariant, it is conull with respect to M2. Therefore, M2 is supported by B
while M1 is supported by Ω \B, so that M1 and M2 are disjoint. 
This simple reasoning is taken from Yamasaki [56, p. 147, Remark 3]. (After a mod-
ification it works for not necessarily countable group actions as well, see [56, p. 144,
Theorem 6.1].)
2.2. Representations associated with quasi-invariant measures. Let us recall the
crossed product construction for C∗-algebras; for more details, see Brown–Ozawa [20],
Williams [55].
Definition 2.2. Let A be a separable unital C∗ algebra and G be a finite or countable
group of its automorphisms.
(i) A covariant representation of (A, G) is a pair (T1, T2), where T1 is a representation
of A and T2 is a unitary representation of G on a common separable Hilbert space, such
that
T2(g)T1(f)T2(g−1) = T1(gf), f ∈ A, g ∈ G,
where gf denotes the result of application of g to f .
(ii) There exist a (unital and separable) C∗-algebra B equipped with a morphism A → B
and a morphism of G into the unitary group of B such that:
1) these two morphisms are consistent (in a natural sense) with the action of G on A;
2) the images of A and G generate B;
3) any covariant representation (T1, T2) of (A, G) factors through a representation of B.
Moreover, such an algebra B is unique, up to equivalence. It is called the (full) crossed
product of A and G and denoted by A⋊G.
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Now we continue the discussion started in the previous subsection but restrict the
class of triples (Ω,Σ, G) under consideration. Namely, we assume that Ω is a compact
topological space, metrizable and separable; Σ is the σ-algebra of Borel sets; G is a finite
or countable group of homeomorphisms of Ω.
Let C(Ω) be the space of continuous complex-valued functions on Ω. It is a commutative
unital C∗-algebra, and the group G acts on it by automorphisms. This makes it possible
to form their crossed product C(Ω)⋊G.
Let M be a nonzero G-quasi-invariant measure on Ω. We are going to assign to it a
representation of the algebra C(Ω)⋊G acting on the Hilbert space L2(Ω,M). According
to Definition 2.2, it suffices to specify a covariant representation (T1, T2), and this is done
in the most natural and simple way.
Namely, elements f ∈ C(Ω) act as operators of multiplication,
T1(f)h = fh, h ∈ L2(Ω,M),
and the unitary representation T2 of the groupG is given by the well-known Koopman-type
construction, see Mackey [38, pp. 26, 36]:
(T2(g)h)(ω) = h(g−1(ω))φ1/2(ω, g), h ∈ L2(Ω,M), ω ∈ Ω, g ∈ G, (2.1)
where φ(ω, g) is the 1-cocycle coming from the Radon–Nikody´m derivative:
φ(ω, g) :=
gM
M
(ω), ω ∈ Ω, g ∈ G. (2.2)
It is readily checked that (T1, T2) is a covariant representation. Therefore, it gives rise
to a representation of C(Ω)⋊G; let us denote it by T [M ].
Proposition 2.3. Let, as above, Ω be a compact separable metrizable space, G be a finite
or countable group of its homeomorphisms, M be a nonzero G-quasi-invariant measure,
and T [M ] be the associated representation of the crossed product C(Ω)⋊G.
(i) The equivalence class of the representation T [M ] depends only on the equivalence
class of the measure M . Conversely, the equivalence class of M can be recovered from the
equivalence class of T [M ].
(ii) M is ergodic if and only if T [M ] is irreducible.
Proof. (i) The direct claim is evident: if M is replaced by an equivalent measure, fM ,
then the operator of multiplication by f−1/2 determines an isometric map L2(Ω,M) →
L2(Ω, fM), which intertwines T [M ] with T [fM ]. Conversely, the restriction of T [M ] to
C(Ω) is the representation T1; it is multiplicity free, and its equivalence class is uniquely
characterized by the equivalence class of M .
(ii) Denote by T [M ]′ the commutant of T [M ] — the algebra of operators on L2(Ω,M)
commuting with the representation T [M ]. Given A ∈ Σ, let PA denote the operator of
multiplication by the indicator function of A. It is a projection operator. If A is invariant
mod 0, then, by the very construction of T [M ], we have PA ∈ T [M ]′.
11
Conversely, let P be a projection operator in T [M ]′. Because P commutes with T1, it
must be of the form PA. Next, from the relations
PAT2(g)h = T2(g)PAh, g ∈ G, h ∈ L2(Ω,M),
it follows that A must be invariant mod 0.
In this way we obtain a bijective correspondence between projection operators in the
commutant T [M ]′ and equivalence classes of invariant mod 0 subsets A. This implies the
desired claim. 
3. The use of hyperoctahedral group S ≀ Z2
In this section we specialize the correspondence M 7→ T [M ] to the case when Ω :=
{0, 1}X, where X is a countable or finite set. We are mainly interested in the case of
infinite X, but for technical reasons we need the finite case, too.
If X is finite, then Ω is a finite set of cardinality 2|X|. If X is countable, then we equip
Ω with the product topology; then Ω becomes a compact topological space.
As G we take the group S = S(X) of finitary permutations of X (recall that a permu-
tation of a set is called finitary if it moves only finitely many points). Of course, if X is
finite, then S is finite and consists of all permutations.
The tautological action of the group S on X induces, in a natural way, its action on the
space Ω by homeomorphisms.
Next, we introduce the hyperoctahedral group S ≀ Z2, the wreath product of S with Z2.
Equivalently, it is the semidirect product of S with the abelian group E generated by
elements εx (where x ranges over X), subject to the relations
ε2x = e, εxεy = εyεx, x, y ∈ X;
the group S acts on E by
g(εx) = εg(x), g ∈ S, x ∈ X,
so that gεxg
−1 = εg(x) inside S ≀ Z2.
For any finite or countable group G, let C[G] be its group algebra and C∗[G] denote
the C∗-envelope of C[G]. Of course, the two algebras are the same for finite G.
Proposition 3.1. Let, as above, Ω = {0, 1}X. The crossed product algebra C(Ω) ⋊ S is
isomorphic to C∗[S ≀ Z2], the C∗-algebra of the hyperoctahedral group.
The exact form of the isomorphism is indicated in the proof.
Proof. Introduce functions dx ∈ C(Ω) indexed by points x ∈ X:
dx(ω) = 1− 2ω(x), ω ∈ Ω.
In other words, dx(ω) equals 1 or −1 depending on whether ω(x) equals 0 or 1.
The correspondence εx 7→ dx extends to an embedding of the group E into the group
of unitary elements of the algebra C(Ω), which leads to a morphism C∗[E ] → C(Ω). We
claim that it is an isomorphism.
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Indeed, consider first the case when X is finite; then the claim simply follows from the
fact that C(Ω) coincides with the linear span of the group generated by the elements
dx and those elements are linearly independent. To handle the case of countable X, we
choose an ascending chain of finite subsets Xn exhausting X.
The fact that C∗[E ] → C(Ω) is an isomorphism is the key observation, the remainder
of the argument being routine. Indeed, this isomorphism allows us to identify C(Ω) with
C∗[E ], which is a subalgebra of C∗[S ≀Z2]. Next, S is also contained in C∗[S ≀Z2], and C(Ω)
and S together generate C∗[S ≀Z2]. It remains to prove that every covariant representation
(T1, T2) of (C(Ω),S) is factored through C∗[S ≀ Z2].
To do this, observe that the restriction of T1 to E produces a unitary representation of
this group. Moreover, the covariance property ensures the commutation relation
T2(g)T1(εx)T2(g−1) = T1(εg(x)), g ∈ S, x ∈ X,
which just means that T1
∣∣
E
and T2 are glued to a unitary representation of S ≀ Z2, which
in turn is the same as a representation of C∗[S ≀ Z2]. 
By virtue of the isomorphism between C(Ω) ⋊ S and C∗[S ≀ Z2], every representation
of the form T [M ] (see Proposition 2.3) can be viewed as a representation of C∗[S ≀ Z2].
The next proposition states that all such representations factor through a proper quo-
tient of the algebra C∗[S ≀ Z2].
Denote by I the closed two-sided ideal in C∗[S ≀ Z2] generated by the elements of the
form
(1− sx,y)(1− εx)(1− εy), (1− sx,y)(1 + εx)(1 + εy), (3.1)
where x and y are arbitrary distinct points of X and sx,y ∈ S is the corresponding
transposition (that is, it switches x with y and leaves invariant all points from X\{x, y}).
Proposition 3.2. For any S-quasi-invariant measure M , the associated representation
T [M ] is trivial on the ideal I.
Proof. Given x ∈ Ω, the space Ω can be written as the disjoint union of two subsets,
Ω1x ⊔ Ω0x, where
Ω1x = {ω ∈ Ω : ω(x) = 1}, Ω0x = {ω ∈ Ω : ω(x) = 0}.
The key observation is that the restriction of the Radon-Nikody´m cocycle φ( · , sx,y)
onto Ω1x ∩ Ω1y or Ω0x ∩ Ω0y is identically equal to 1, because the transposition sx,y acts
trivially on these subsets. It follows that if a function h ∈ L2(Ω,M) is supported by
Ω1x ∩ Ω1y or by Ω0x ∩ Ω0y, then T [M ](sx,y)h = h, so that T [M ](1 − sx,y)h = 0.
On the other hand, by the very definition, the operator 1
2
T [M ](1−εx) is the projection
onto the subspace of functions supported by Ω1x. Likewise, the operator
1
2
T [M ](1 + εx) is
the projection onto the complementary subspace formed by functions supported by Ω0x.
Therefore, the operators
1
4
T [M ]((1 − εx)(1− εy)) and 14T [M ]((1 + εx)(1 + εy))
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are the projections onto the subspaces of functions supported by the subsets Ω1x ∩ Ω1y
and Ω0x ∩ Ω0y, respectively. As mentioned above, on these two subspaces, the operator
T [M ](1− sx,y) vanishes. This completes the proof. 
4. From hyperoctahedral group to algebra A0
4.1. Isomorphism C∗[S ≀ Z2]/I → A0. Note that the generators (3.1) of the ideal I ⊂
C∗[S ≀ Z2] are selfadjoint, so that the quotient C∗[S ≀ Z2]/I is a C∗-algebra.
The next construction depends on the choice of a linear order on the set X such that
all intervals are finite. For finite X, the latter requirement holds automatically, and for
infinite X it means that the ordered set (X, <) is isomorphic to one of the three ordered
sets Z>0,Z<0,Z. Actually, reversing the order is unessential for us, so that there are only
two essentially distinct model examples, Z>0 and Z.
Recall that the group S ≀ Z2 is generated by the elements εx and sx,y, where x, y ∈ X,
x 6= y, and the definition of the algebra A0 was given in Section 1.2.
Theorem 4.1. We fix a linear order on X with finite intervals and introduce the following
elements of A0 indexed by the elements x ∈ X and by the pairs x, y ∈ X such that x < y:
ηx := 1− 2a+x a−x , η(x,y) :=
∏
z:x<z<y
ηz. (4.1)
(i) There exists a surjective morphism of C∗-algebras p : C∗[S ≀ Z2] → A0, uniquely
determined by the correspondence
p(εx) := ηx, (4.2)
p(sx,y) :=
1 + ηxηy
2
+
1 + ηxηy + (1− ηxηy)η(x,y)
2
(a+x a
−
y + a
+
y a
−
x ), x < y. (4.3)
(ii) The kernel of p equals I, so that p determines an isomorphism C∗[S ≀ Z2]/I → A0.
We first verify the claim of the theorem in the case when |X| < ∞. This constitutes
the main part of the proof. Then we extend the result to the case |X| =∞.
Proposition 4.2. The claim of the theorem holds true when X is finite.
Proof. Let N := |X| and [N ] := {1, 2, . . . , N}. We may assume that (X, <) = ([N ], <),
where the order in [N ] is the conventional one. The space Ω has cardinality 2N , and its
elements are arbitrary subsets ω ⊆ [N ]. The C∗-algebra of the finite group S ≀Z2 coincides
with its group algebra C[S ≀ Z2].
Consider the exterior algebra
∧
CN . It has a distinguished basis {eω}, indexed by
arbitrary subsets ω ⊆ [N ]: by definition, eω is the polyvector ex1 ∧ · · · ∧ exn , where
x1, . . . , xn are the elements of ω written in the descending order x1 > · · · > xn.
The plan of the proof in the finite case is the following. We will deal with two represen-
tations in the same space
∧
CN . One is a representation T of the group algebra C[S ≀Z2];
we show that the kernel of T equals I, so that it is in fact a faithful representation of the
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quotient algebra C∗[S ≀Z2]/I. The other is a faithful representation F of the algebra A0.
We prove that the two representations are consistent with p:
T (εx) = F (p(εx)), T (sx,y) = F (p(sx,y)). (4.4)
We know that the elements εx and the elements sx,y together generate the algebra C[S≀Z2].
On the other hand, we also prove that their images, p(εx) and p(sx,y), generate the algebra
A0. This will imply the claim of the proposition.
We proceed to the realization of this plan.
Step 1 (Definition of representation T ). By definition, the operators T (εx) and T (sx,y)
act on the basis vectors as follows:
T (εx)eω =
{
−eω, x ∈ ω,
eω, x /∈ ω,
and
T (sx,y)eω = esx,y(ω).
Obviously, they define a representation of the hyperoctahedral group S ≀ Z2 and hence of
its group algebra.
Note that the representation T is in fact the representation T [M ] associated with the
counting measure M on [N ]. More precisely, this holds true under the isomorphism
C(Ω) ⋊ S ↔ C[S ≀ Z2] and the isomorphism ℓ2({0, 1}[N ]) → ∧CN that assigns to each
delta function δω ∈ ℓ2({0, 1}[N ]) the polyvector eω.
Step 2 (Definition of representation F ). The operators F (a+x ) and F (a
−
x ) on ∧CN are
defined in a standard way. Namely, we set
i(x, ω) := |{y ∈ ω : y > x}|
and then define
F (a+x )eω = ex ∧ eω =
{
(−1)i(x,ω)eω∪x, x /∈ ω,
0, x ∈ ω,
and
F (a−x )eω =
{
(−1)i(x,ω)eω\x, x ∈ ω,
0, x /∈ ω.
Step 3 (Verification of the first equality in (4.4)). The above formulas for F imply that
F (a+x a
−
x )eω =
{
eω, x ∈ ω,
0, x /∈ ω, .
It follows that
F (ηx)eω = F (1− 2a+x a−x )eω =
{
−eω, x ∈ ω,
eω, x /∈ ω,
(4.5)
which coincides with T (εx)eω. Thus, T (εx) = F (ηx), as desired.
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Step 4 (Verification of the second equality in (4.4)). Fix x < y in [N ] and set ω′ :=
sx,y(ω). Since T (sx,y)eω = eω′ , we have to prove that
F (p(sx,y))eω = eω′ , ω ⊆ [N ].
Let us examine the following four possible cases (below we use the definitions (4.1), (4.2),
and (4.3)).
(i) ω contains neither x nor y. Then ω′ = ω. On the other hand, both F (a−y ) and
F (a−x ) annihilate eω. Therefore, F (a
+
x a
−
y + a
+
y a
−
x )eω = 0. From (4.3) we obtain
F (p(sx,y))eω =
1
2
F (1 + ηxηy)eω = eω,
where the second equality holds because both F (ηx) and F (ηy) leave eω invariant by
virtue of (4.5).
(ii) ω contains both x and y. Then again ω′ = ω and both F (a+y ) and F (a
+
x ) annihilate
eω. Therefore, F (a
+
x a
−
y + a
+
y a
−
x )eω = −F (a−y a+x + a−x a+y )eω = 0. From (4.3) we obtain
F (p(sx,y)eω =
1
2
F (1 + ηxηy)eω = eω,
where the second equality holds because both F (ηx) and F (ηy) multiply eω by −1, see
(4.5).
(iii) ω contains x but not y. Then ω′ := ω \ {x} ∪ {y}. We have
F (a+x a
−
y + a
+
y a
−
x )eω = F (a
+
y a
−
x )eω = (−1)ℓ(x,y)eω′ ,
where
ℓ(x, y) := |{z ∈ ω : x < z < y}|.
Next, F (ηxηy)eω = −eω, so that F (1+ ηxηy)eω = 0. Likewise, F (ηxηy)eω′ = −eω′ and
F (1 + ηxηy)eω′ = 0. Therefore, we obtain from (4.3)
F (p(sx,y)eω = (−1)ℓ(x,y)1
2
F (1− ηxηy)F (η(x,y))eω′ .
Observe now that F (η(x,y))eω′ = (−1)ℓ(x,y)eω′ . This finally gives
F (p(sx,y)eω =
1
2
F (1− ηxηy)eω′ = eω′ ,
as desired.
(iv) ω contains y but not x. Then ω′ := ω \ {y} ∪ {x}. Just the same argument as in
(iii) shows that F (p(sx,y))eω = eω′ .
Step 5 (Surjectivity of p). The above steps show that p extends uniquely to an algebra
morphism C[S ≀ Z2] → A0. We are going to prove that its image, which we denote by
Im p, is the whole algebra A0. It suffices to check that for any pair x < y, both a+x a
−
y and
a+y a
−
x are contained in Im p.
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Obviously, Im p contains the elements ηz for arbitrary z ∈ [N ]. It also contains the
element p(sx,y). Therefore, denoting
ζx,y :=
1 + ηxηy + (1− ηxηy)η(x,y)
2
,
we see that Im p contains the element ζx,y(a
+
x a
−
y + a
+
y a
−
x ).
Next, observe that ζ2x,y = 1. Indeed, this is directly checked using the fact that the
elements ηx, ηy, and η(x,y) pairwise commute and their squares are equal to 1.
Thus, Im p contains the element a+x a
−
y + a
+
y a
−
x . Observe that Im p also contains all
elements of the form a+z a
−
z , z ∈ [N ]. Now, multiplying a+x a−y + a+y a−x on the left by a+x a−x
we get a+x a
−
y . Likewise, multiplication on the left by a
+
y a
−
y extracts a
+
y a
−
x .
Step 6 (The kernel of p). Let Ker p denote the kernel of p. We are going to prove that
Ker p = I.
As noted above, T is essentially the canonical representation associated with the count-
ing measure on [N ]. It follows that Ker p contains I, by virtue of Proposition 3.1. Of
course, this can also be verified directly from the definition of T . The point is that Ker p
cannot be strictly greater than I, which is not so evident.
Since C[S ≀ Z2] is a finite-dimensional semisimple algebra, every two-sided ideal is
uniquely characterized by the set of irreducible representations that are trivial on it.
We will show that such irreducible representations are the same for Ker p and for I; then
the desired equality Ker p = I will follow.
The representation F of the algebra A0 is faithful and decomposes into the multiplicity
free direct sum of N + 1 irreducible representations realized in the homogeneous compo-
nents
∧m
CN ⊂ ∧CN , 0 ≤ m ≤ N . Let us denote these representations as Fm. Then
the representations Fm ◦ p are precisely those irreducible representations of C[S ≀Z2] that
kill the ideal Ker p.
On the other hand, the representations of the algebra C[S ≀ Z2] are the same as the
representations of the group S ≀ Z2. Recall that this group is the semidirect product of
SN , the finite symmetric group of degree N , and the commutative group EN := ZN2 . The
irreducible representations of the semidirect product SN ⋉ZN2 are well known; recall their
description.
They are parameterized by the pairs (ρ, χ), where χ is a character of ZN2 (we need
only to pick a representative in each SN -orbit in the dual to ZN2 ) and ρ is an irreducible
representation of SχN , the stabilizer of χ in SN . The corresponding representation πρ,χ of
SN ⋉ZN2 is induced by the representation ρ⊗χ of the subgroup SχN ⋉ZN2 . The SN -orbits
in the dual to ZN2 are parameterized by numbers n = 0, . . . , N ; as a representative of the
nth orbit we pick the following character
χm(εx) =
{
−1, x = 1, . . . , m
1, x = m+ 1, . . . , N.
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Its stabilizer is the Young subgroup Sm×SN−m ⊆ SN , and an irreducible representation of
this subgroup is written as the tensor product ρ = ρ′⊗ρ′′, where ρ′ and ρ′′ are irreducible
representations of Sm and SN−m, respectively.
From this picture it is easily seen that the irreducible representations Fm ◦ p are pre-
cisely those πρ,χ’s for which ρ is trivial. Let us call them elementary representations .
Now the problem reduces to the following one: check that a non-elementary irreducible
representation cannot kill the ideal I.
Let πρ,χm be a non-elementary representation. Then at least one of representations ρ
′
and ρ′′ is nontrivial. Assume ρ′ is nontrivial; then m ≥ 2. We claim that then the element
(1 − s1,2)(1 − ε1)(1 − ε2) (which is one of the generators of the ideal I, see (3.1)) acts
nontrivially.
Indeed, it acts nontrivially already in the inducing representation ρ ⊗ χn, because in
that representation, ε1 and ε2 acts as the scalar −1, so that (1 − ε1)(1 − ε2) acts as the
scalar 4; on the other hand, the action of 1− s1,2 is nontrivial since ρ′ is nontrivial. The
same argument works in the case when ρ′′ is nontrivial; then N − n ≥ 2 and we use the
element (1− sm+1,m+2)(1 + εm+1)(1 + εm+2) ∈ I.
This completes the proof. 
Proof of Theorem 4.1. We suppose now that (X, <) is a countable, linearly ordered set
with finite intervals. The extension to this case is straightforward. Indeed, we realize X as
the union of an ascending chain of finite intervals XN and write every algebra in question
as the closure of the ascending chain of the corresponding finite-dimensional subalgebras
associated with the intervals XN . The key fact is that the map p is “local”, so that it is
consistent with the embedding of the Nth subalgebra into the (N + 1)th one.
This completes the proof of the theorem. 
4.2. Representations of algebra A0 associated with quasi-invariant measures.
From Theorem 4.1 we immediately obtain
Corollary 4.3. Let, as above, (X, <) be a finite or countable linearly ordered set (with
finite intervals in the infinite case); Ω = {0, 1}X; S be the group of finitary permutations
of X; A0 be the gauge invariant subalgebra of the CAR algebra A.
For any S-quasi-invariant σ-finite measure M on Ω, there exists a representation T [M ]
of the algebra A0 on the space L2(Ω,M), uniquely determined by the property
T [M ](a) = T [M ](p(a)), ∀a ∈ C∗[S ≀ Z2],
where p : C∗[S ≀ Z2]→ A0 is the homomorphism established in Theorem 4.1.
Here is an alternative characterization of the representation T [M ].
Proposition 4.4. In the assumptions of Corollary 4.3, the representation T = T [M ] of
the algebra A0 is uniquely determined through the representation T = T [M ] of the algebra
C∗[S ≀ Z2] ≃ C(Ω)⋊ S by the following two conditions: first,
T (a+x a
−
x ) =
1
2
(1− T (εx)), x ∈ X; (4.6)
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and, second,
T (a+x a
−
y + a
+
y a
−
x ) = T (ε˜x,y)
(
T (sx,y)− T
(
1 + εxεy
2
))
, x, y ∈ X, x 6= y, (4.7)
where we use the following notation:
ε˜x,y :=
1 + εxεy + (1− εxεy)ε(x,y)
2
, (4.8)
ε(x,y) :=
∏
z∈(x,y)
εz, (x, y) := {z : min(x, y) < z < max(x, y)}. (4.9)
Proof. This is simply a reformulation of Corollary 4.3 using the fact that ε˜2x,y = 1. 
Remark 4.5. The second condition may be reformulated as follows. Given two distinct
points x, y ∈ X, consider the partition Ω = Ω+x,y ⊔ Ω−x,y. where
Ω+x,y := {ω ∈ Ω : ω(x) = ω(y)}, Ω−x,y := {ω ∈ Ω : ω(x) 6= ω(y)}.
Then we have the direct sum decomposition
L2(Ω,M) = L2(Ω+x,y,M)⊕ L2(Ω−x,y,M).
The idea is that the operator on the right-hand of (4.7) takes a much simpler form when
written separately on the subspaces L2(Ω±x,y,M). Indeed, T (sx,y) preserves L2(Ω−x,y,M)
and acts identically on L2(Ω+x,y,M), while T (εxεy) acts on L2(Ω±x,y,M) as ±1. It follows
that (4.7) is equivalent to the combination of two relations:
T (a+x a
−
y + a
+
y a
−
x )
∣∣
L2(Ω+x,y ,M)
= 0, (4.10)
T (a+x a
−
y + a
+
y a
−
x )
∣∣
L2(Ω−x,y,M)
=
∏
z∈(x,y)
T (εz) · T (sx,y). (4.11)
Remark 4.6. Evidently, claims (i) and (ii) of Proposition 2.3 hold true for representations
T [M ] of the algebra A0.
Remark 4.7. Our construction of representations T [M ] of the algebra A0, associated
to S-quasi-invariant measures M , is similar to the constructions described in the book
Stra˘tila˘–Voiculescu [51, Chapter IV] (see also their paper [52]) and in the expository
paper Vershik–Kerov [54, Section 6]. But there are technical differences: Stra˘tila˘ and
Voiculescu use a different symmetry group, while Vershik and Kerov make accent on the
fact that instead of group actions one may deal with equivalence relations. However, for
our purposes, a simple reference to these works would not be enough, and we had to
present the necessary material in our own way.
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4.3. The case of counting measure. In this subsection we consider an arbitrary count-
able S-invariant subset Θ ⊂ Ω (for instance, the orbit of an arbitrary ω ∈ Ω) and take as
M the counting measure on Θ. According to Corollary 4.3, such a measure gives rise to a
representation T [M ] of the algebra A0, which acts on the Hilbert space ℓ2(Θ). In Propo-
sition 4.8 we describe T [M ] explicitly, using the natural orthonormal basis {δω : ω ∈ Θ}
formed by the delta functions. This result is then used in Section 5.
To formulate the proposition, we need to introduce some notation.
For any two distinct points x, y ∈ X we set
sgn(x, y) :=
{
1, x > y,
−1, x < y.
Next, let (x1, . . . , xn) and (y1, . . . , yn) be two ordered n-tuples of points of X such that
xi 6= xj and yi 6= yj for i 6= j. Given ω ∈ Ω, we set
sgn(x1, . . . , xn; y1, . . . , yn;ω)
:=

∏
u∈ω\{y1,...,yn}
n∏
i=1
sgn(xi, u) sgn(yi, u) ·
∏
1≤i<j≤n
sgn(xi, xj) sgn(yi, yj),
if ω ⊇ {y1, . . . , yn} and (ω \ {y1, . . . , yn}) ∩ {x1, . . . , xn} = ∅;
0, otherwise.
(4.12)
Note that ω may be infinite, but the product over u is in fact always finite, because for
any fixed x and y, the product sgn(x, u) sgn(y, u) takes the value −1 for finitely many u
only.
Proposition 4.8. In this notation, we have for any ω ∈ Θ
T (a+xn . . . a
+
x1
a−y1 . . . a
−
yn)δω = sgn(x1, . . . , xn; y1, . . . , yn;ω)δ(ω\{y1,...,yn})∪{x1,...,xn}. (4.13)
Proof. As in the proof of Theorem 4.1, the case of infinite X is reduced to the case of finite
X. Then one may assume, without loss of generality, that Θ is a single S-orbit. Then we
observe that ℓ2(Θ) is a subspace of ℓ2(Ω) (both spaces are finite dimensional!) and finally
we may assume that Θ = Ω.
Thus, we may assume that (X, <) = ([N ], <) for some N . This allows us to pass to the
representation F on the space
∧
CN , using the isomorphism ℓ2(Ω) → ∧CN , as in the
proof of Proposition 4.2.
Examine the two cases, as in (4.12). In the second case, both sides of (4.13) vanish:
for the right-hand side this holds by the very definition, and for the left-hand this is seen
from the definition of F . Thus, it remains to examine the first case. Then it is clear that
we only have to check that the sign on the right is correct.
Observe that both sides of (4.13) are skew-symmetric with respect to separate per-
mutations of xi’s and yi’s. Indeed, for the left-hand side this follows from the defining
relations, and for the right-hand side this is seen from (4.12). This makes it possible to
assume that x1 > · · · > xn and y1 > · · · > yn.
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Finally, we use the equality
a+xn . . . a
+
x1a
−
y1 . . . a
−
yn = (a
+
x1a
−
y1) . . . (a
+
xna
−
yn)
and write the basis polyvector eω ∈
∧
C
N corresponding to δω ∈ ℓ2(Ω) as ei1∧· · ·∧eik . We
know that all the yj’s are contained among the indices i1, . . . , ik. Then from the definition
of F it is seen that
F ((a+x1a
−
y1
) . . . (a+xn a
−
yn))ei1 ∧ · · · ∧ eik
is the polyvector obtained from ei1 ∧ · · · ∧ eik by replacing each eyj with exj . Reordering
the resulting polyvector will produce the sign (−1)m, where m is equal to the number
of “inversions”, that is, m is the number of pairs of indices (u, r) such that u ∈ ω \
{y1, . . . , yn}, r = 1, . . . , n, and the differences u− yr and u− xr have opposite sign. From
this it follows that (−1)m is precisely the desired sign. 
4.4. States τ [M ] and perfect measures. Under the additional assumption that M is
a probability measure we can associate with M a state on A0.
Definition 4.9. LetM be an S-quasi-invariant probability measure on Ω and 1 stand for
the constant function on Ω equal to 1, which we regard as a vector of the Hilbert space
L2(Ω,M). We denote by τ [M ] the corresponding state on A0:
τ [M ](a) := (T [M ](a)1, 1), a ∈ A0. (4.14)
By the very definition of T [M ], the restriction of τ [M ] to the subalgebra C(Ω) ⊂ A0 is
the state EM corresponding to M . Note that 1 is a cyclic vector of T [M ], because it is
already a cyclic vector with respect to the action of the subalgebra C(Ω) ⊂ A0. Therefore,
the whole information about the representation T [M ] is encoded in τ [M ].
Definition 4.10. Let M be an S-quasi-invariant probability measure on Ω. We say
that M is a perfect measure if the state τ [M ] is a quasifree state ϕ[K] for some positive
contraction K on ℓ2(X) (see Definition 1.2). Further, the kernel K(x, y) := (Key, ex) will
be called the canonical correlation kernel of M .
It is not evident a priori that perfect measures exist, but concrete examples will be
given in Sections 5 and 8.
Remark 4.11. The product measures are not perfect measures. Here is a sketch of
proof. A product measure M on Ω = {0, 1}X is determined by a collection of numbers
{px : x ∈ X} such that 0 < px < 1; it is a determinantal measure with the diagonal
correlation kernel Kdiag(x, y) := δxypx. Obviously, M is S-quasi-invariant, so that the
state τ [M ] is well defined. A direct computation shows that
τ [M ](a+x a
−
y ) = (px(1− px)py(1− py))1/2, x 6= y.
Therefore, the only choice for the canonical kernel would be
K(x, x) = px, K(x, y) = (px(1− px)py(1− py))1/2, x 6= y.
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But τ [M ] 6= ϕ[K], because, for x1 6= x2 one has
τ [M ](a+x2a
+
x1a
−
x1a
−
x2) = τ [M ]((a
+
x1a
−
x1)(a
+
x2a
−
x2)) = px1px2 ,
which is distinct from
det
[
K(x1, x1) K(x1, x2)
K(x2, x1) K(x2, x2)
]
= px1px2 − px1(1− px1)px2(1− px2).
Remark 4.12. From the definition of the representation T [M ] and the state τ [M ] it is
seen that τ [M ] takes real values on all monomials composed from the generators a+x a
−
y of
the algebra A0. It follows, in particular, that canonical correlation kernels must be real
valued.
4.5. Particle/hole involution. For ω ∈ Ω, set ω◦ := Ω \ ω. Clearly, (ω◦)◦ = ω. The
map ω 7→ ω◦ is a homeomorphism of Ω called the particle/hole involution. It induces an
involutive transformation M 7→ M◦ of measures on the space P(Ω). The particle/hole
involution commutes with the action of S and hence preserves the set of S-quasi-invariant
measures. In the next proposition we describe the link between T [M ] and T [M◦].
To state it we need a new notation. Recall that the ordered set (X, <) is isomorphic to
one of the sets, {1, . . . , N}, Z≥0, Z≤0, Z, and denote by ν the corresponding bijection (in
the last case, ν is defined up to a shift, but this does not matter). The correspondence
a±x 7→ (−1)ν(x)a∓x , x ∈ X,
extends to an involutive automorphism of the algebra A, which preserves the subalgebra
A0. On A0, its action is uniquely determined by the correspondence
a+x a
−
y 7→ (−1)ν(x)−ν(y)a−x a+y , x, y ∈ X. (4.15)
Next, given a measure M on Ω, let U : L2(Ω,M) → L2(Ω,M◦) denote the natural
isometry of these two Hilbert spaces, induced by the homeomorphism ω 7→ ω◦.
Proposition 4.13. Let M be an S-quasi-invariant measure on X. Then
U−1 ◦ T [M◦](a) ◦ U = T [M ](a◦), a ∈ A0, (4.16)
where a 7→ a◦ is the involutive automorphism of A0 defined by (4.15).
Proof. The particle/hole involution gives rise to an automorphism of the algebra C(Ω)⋊S,
which is identical on S and reduces on C(Ω) to the transformation f 7→ f ◦, where f ◦(ω) :=
f(ω◦). Under the identification C(Ω) ⋊ S → C∗[S ≀ Z2], we get an automorphism of the
latter algebra, which is still identical on S and sends εx to −εx for each x ∈ X. Let us
denote that automorphism as b 7→ b◦. In this notation, we have
U−1 ◦ T [M◦](b) ◦ U = T [M ](b◦), b ∈ C∗[S ≀ Z2].
On the other hand, it is seen from (3.1) that the automorphism b 7→ b◦ preserves the
ideal I, the kernel of the projection p : C∗[S ≀ Z2] → A0 and hence gives rise to an
automorphism of A0. It suffices to check that the latter automorphism coincides with the
automorphism a 7→ a◦ defined by (4.15). This is clear for a = a+x a−x by virtue of (4.6).
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It remains to examine the case of a = a+x a
−
y + a
+
y a
−
x , where x 6= y. To do that, it is
more convenient to use, instead of (4.7), the relations (4.10) and (4.11). Then our task
reduces to checking the following two relations for a := a+x a
−
y +a
+
y a
−
x (below we abbreviate
T = T [M ] and T = T [M ], as in (4.10) and (4.11)):
T (a◦)
∣∣
L2(Ω+x,y,M)
= 0 (4.17)
and
T (a◦)
∣∣
L2(Ω−x,y ,M)
=
∏
z∈(x,y)
T ((εz)◦) · T ((sx,y)◦). (4.18)
Observe now that a◦ = −(−1)ν(x)−ν(y)a and recall that (εz)◦ = −εz and (sx,y)◦ = sx,y.
Now it is clear that (4.17) is equivalent to (4.10). Next, (4.18) is equivalent to (4.11),
because (−1)|(x,y)| = −(−1)ν(x)−ν(y). 
Proposition 4.14. Let M be a perfect measure and K(x, y) be its canonical correlation
kernel. Then the measure M◦ obtained from M by the particle/hole involution is also
perfect and its canonical correlation kernel is
K◦(x, y) := δxy − (−1)ν(x)−ν(y)K(x, y), x, y ∈ X.
This result is used below in the proof of Theorem 8.2. Note that the factor (−1)ν(x)−ν(y)
depends on the linear order in X. This is a manifestation of the fact that the very
definition of canonical correlation kernel is tied to a linear order. Below we denote by K◦
the operator with the matrix K◦(x, y).
Proof. Since the constant function 1 is invariant under the particle/hole involution, we
have
τ [M◦](a) = τ [M ](a◦), a ∈ A0,
where a 7→ a◦ is the automorphism of A0 defined by (4.15) (here we also use Proposition
4.13). Therefore, it suffices to prove that
ϕ[K](a◦) = ϕ[K◦](a), a ∈ A0. (4.19)
Let a 7→ a♦ denote the automorphism of A defined by (a±x )♦ = a∓x for each x ∈ X.
The automorphism a 7→ a◦ of the algebra A is the composition of a 7→ a♦ with the
automorphism multiplying each a±x by (−1)ν(x). Therefore, it suffices to prove the analogue
of (4.19) for a 7→ a♦, which amounts to
ϕ[K](a♦) = ϕ[1−K](a), a ∈ A0. (4.20)
This fact can be extracted from Araki [1], but for reader’s convenience we give a proof.
We need a little preparation. Let V denote the (algebraic) linear span of the elements a±x ,
x ∈ X. We equip V with the symmetric bilinear form 〈 · , · 〉 defined by
〈a+x , a+y 〉 = 〈a−x , a−y 〉 = 0, 〈a+x , a−y 〉 = δxy,
so that V becomes a quadratic space. Let Cliff(V ) be the corresponding Clifford algebra;
it is a dense subalgebra of A. Let us say that a linear functional Φ : Cliff(V ) → C
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is a Pfaffian functional if Φ(1) = 1 and for any n = 1, 2, . . . and any ordered n-tuple
v1, . . . , vn ∈ V one has
Φ(v1 . . . vn) =
{
0, n odd,
Pf(AN), n even,
where Pf(AN) is the Pfaffian of the n× n skew-symmetric matrix AN with elements
AN(i, i) = 0, AN(i, j) = −AN(j, i) = Φ(vivj), i < j.
A Pfaffian functional Φ is uniquely determined by the associated bilinear form on V ×V
given by
Φ˜(v1, v2) := Φ(v1v2),
which satisfies the relation
Φ˜(v1, v2) + Φ˜(v2, v1) = 〈v1, v2〉, v1, v2 ∈ V.
Conversely, any bilinear form satisfying this relation gives rise to a Pfaffian functional:
this can be deduced fromWick’s formula or proved directly using the definition of Cliff(V )
as a quotient of the tensor algebra of V .
It follows that if Φ(a) is a Pfaffian state, then the functional Φ♦ : a 7→ Φ(a♦) is a
Pfaffian functional, too, and the corresponding bilinear form Φ˜♦(v1, v2) is given by
Φ˜♦(v1, v2) = Φ˜(v
♦
1 , v
♦
2 ).
Now we return to the proof of (4.20). Let Cliff0(V ) := A0 ∩ Cliff(V ). The key ob-
servation is that the restriction of ϕ[K] to Cliff0(V ) is given by the Pfaffian functional
corresponding to the bilinear form
Φ˜(a+x , a
+
y ) = Φ˜(a
−
x , a
−
y ) = 0, Φ˜(a
+
x , a
−
y ) = K(x, y), Φ˜(a
−
y , a
+
x ) = 1−K(x, y).
It follows that the functional a 7→ ϕ[K](a♦) is also given by a Pfaffian functional, and the
corresponding bilinear form is
Φ˜♦(a+x , a
+
y ) = Φ˜(a
−
x , a
−
y ) = 0, Φ˜
♦(a+x , a
−
y ) = 1−K(y, x), Φ˜♦(a−y , a+x ) = K(y, x).
In general, the kernel K(x, y) is Hermitian symmetric. But since it is assumed to be
a canonical kernel, it must be real valued (see Remark 4.12), so that K(x, y) = K(y, x).
symmetric. We conclude that the state a 7→ ϕ[K](a♦) coincides with ϕ[1−K]. 
5. Discrete orthogonal polynomial ensembles
So far (X, <) was an abstract set. In this section we deal with a more concrete situation:
namely, we suppose that X is realized as a subset of R. As before, we suppose that X
is finite or countable. Next, we fix a positive integer N and a strictly positive function
W (x) on X. If X is finite, we suppose that N < |X|, and if X is infinite, we require∑
x∈X
x2NW (x) <∞.
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Denote by ΩN ⊂ Ω the set of N -point subsets of X. The N-point orthogonal polynomial
ensemble with weight function W is determined by the probability measureMN,W ∈ P(Ω)
supported by ΩN and given by
MN,W (ω) =
1
ZN ·
N∏
i=1
W (ui) ·
∏
1≤i<j≤N
(ui − uj)2, ω ∈ ΩN , (5.1)
where u1, . . . , uN are the points of ω listed in an arbitrary order and ZN is the normal-
ization constant.
Let KN,W be the operator of orthogonal projection onto the N -dimensional subspace
in ℓ2(X) spanned by the functions xnW 1/2(x), n = 0, 1, . . . , N − 1, and let KN,W (x, y) =
(KN,Wey, ex) be the corresponding kernel on X × X. It is well known that MN,W is a
determinantal measure admitting KN,W (x, y) as a correlation kernel (see e.g. Ko¨nig [34]).
We assume that the order on X is induced by the conventional order on R.
Theorem 5.1. Under the assumptions stated above, assume additionally, in the case
|X| =∞, that the ordered set (X, <) has finite intervals. Then MN,W is a perfect measure
in the sense of Definition 4.10 and KN,W (x, y) is its canonical kernel.
Proof. Note that the set ΩN forms an S-orbit and MN,W charges every ω ∈ ΩN . It
follows that MN,W is S-quasi-invariant. Therefore, Corollary 4.3 is applicable and the
state τ [MN,W ] on A
0 is well defined. Our task is to prove that τ [MN,W ] is the quasifree
state ϕ[KN,W ].
Step 1. Consider the Hilbert space ℓ2(ΩN) with its distinguished basis {δω : ω ∈
ΩN}. Let TN denote the representation of A0 on that space, associated with the counting
measure on ΩN . The operator of multiplication by the function (MN,W ( · ))1/2 maps
isometrically the weighted Hilbert space ℓ2(ΩN ,MN,W ) onto the Hilbert space ℓ
2(ΩN),
intertwines the representations T [MN,W ] and TN , and takes the distinguished vector 1 to
the unit vector
F :=
∑
ω∈ΩN
(MN,W (ω))
1/2δω
in ℓ2(ΩN ). It follows that
τ [MN,W ](a) = (TN(a)F, F ), a ∈ A0,
where the scalar product on the right-hand side is that of ℓ2(ΩN ).
Therefore, the desired equality τ [MN,W ] = ϕ[KN,W ] is reduced to the following one:
(TN(a
+
xn . . . a
+
x1
a−y1 . . . a
−
yn)F, F ) = det[KN,W (yi, xj)], (5.2)
where n = 1, 2, . . . , N , and {x1, . . . , xn} and {y1, . . . , yn} are arbitrary n-tuples of points
from X. Without loss of generality we may assume that xi 6= xj and yi 6= yj for i 6= j,
because otherwise both sides of (5.2) vanish. We have excluded the case n > N because
then both sides vanish, too.
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Step 2. Let p0, p1, p2, . . . be the monic orthogonal polynomials with weight function
W (x), and let hk denote the squared norm of pk:
hk :=
∑
x∈X
p2k(x)W (x), 0 ≤ k ≤ N.
By virtue of the classical Christoffel–Darboux identity (see e.g. [26, §10.4, (10)]),
KN,W (y, x) =
1
hN−1
pN (y)pN−1(x)− pN−1(y)pN(x)
y − x
√
W (y)W (x). (5.3)
Next, abbreviate
a := a+xn . . . a
+
x1
a−y1 . . . a
−
yn .
Then the desired equality (5.2) takes the form
(TN(a)F, F ) = det
[
1
hN−1
pN(xi)pN−1(yj)− pN−1(xi)pN(yj)
xi − yj
√
W (xi)W (yj)
]n
i,j=1
. (5.4)
Step 3. We proceed to the proof of (5.4). Abbreviate X = {x1, . . . , xn}, Y :=
{y1, . . . , yn}. By virtue of Proposition 4.8,
TN(a)δω = sgn(X ; Y ;ω)δ(ω\Y )∪X , (5.5)
where the quantity sgn(X ; Y ;ω) is defined by (4.12). Recall that it vanishes unless ω
satisfies the conditions
ω ⊇ Y, (ω \ Y ) ∩X = ∅. (5.6)
Below we consider only such ω’s.
From (5.5) and the definition of F it follows that
(TN (a)F, F ) =
∑
ω
(MN,W (ω)MN,W ((ω \ Y ) ∪X))1/2 sgn(X ; Y ;ω) (5.7)
(note that (ω \ Y ) ∪X ∈ ΩN due to (5.6)).
Let Ω′N−n ⊂ ΩN−n denote the set of those ω′ ∈ ΩN−n that have empty intersection with
both X and Y . The above relation can be rewritten as
(TN(a)F, F ) =
∑
ω′∈Ω′N−n
(MN,W (ω
′ ∪X)MN,W (ω′ ∪ Y ))1/2 sgn(X ; Y ;ω′ ∪ Y ).
Next, we set
V (X) :=
∏
1≤i<j≤N
(xi − xj), V (Y ) :=
∏
1≤i<j≤N
(yi − yj),
W (ω′) :=
N−n∏
k=1
W (uk), V
2(ω′) :=
∏
1≤k<l≤N−n
(uk − ul)2,
where u1, . . . , uN−n are the points of ω
′ enumerated in an arbitrary order.
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Using this notation and the definition of MN,W (see (5.1)) we may further write (5.7)
as
(TN(a)F, F ) =
ZN−n
ZN |V (X)V (Y )|(W (X)W (Y ))
1/2
· 1ZN−n
∑
ω′∈Ω′N−n
W (ω′)V 2(ω′)
∣∣∣∣∣∏
u∈ω′
n∏
i=1
(xi − u)(yi − u)
∣∣∣∣∣ sgn(X ; Y ;ω′ ∪ Y ). (5.8)
Now we apply formula (4.12), where we set ω := ω′∪Y . It shows that sgn(X, Y ;ω′∪Y )
is just the sign of
V (X)V (Y )
∏
u∈ω′
n∏
i=1
(xi − u)(yi − u)
(here we use the fact that sgn(a, b) is the sign of a− b). This allows us to get rid of the
absolute values in (5.8) and write this relation as
(TN(a)F, F ) =
ZN−n
ZN V (X)V (Y )(W (X)W (Y ))
1/2
· 1ZN−n
∑
ω′∈ΩN−n
W (ω′)V 2(ω′)
∏
u∈ω′
n∏
i=1
(xi − u)(yi − u). (5.9)
Note that we have replaced Ω′N−n by the larger set ΩN−n. This is justified because if ω
′
is not contained in Ω′N−n, then the double product on the right-hand side automatically
vanishes.
Step 4. The expression on the second line of (5.9) is the average of the function
ω′ 7→
∏
u∈ω′
n∏
i=1
(xi − u)(yi − u)
over the (N − n)-point orthogonal polynomial ensemble with the weight function W . For
such a quantity there exists a general formula, see Strahov–Fyodorov [50, Proposition
4.1]. In our notation it reads as follows:
1
ZN−n
∑
ω′∈ΩN−n
W (ω′)V 2(ω′)
∏
u∈ω′
n∏
i=1
(xi − u)(yi − u)
=
hN−n . . . hN−1
(hN−1)n
1
V (X)V (Y )
det
[
pN(xi)pN−1(yj)− pN−1(xi)pN(yj)
xi − yj
]n
i,j=1
(5.10)
(note that the quantities N , K, and cl in the formulation of [50, Proposition 4.1] corre-
spond, in our notation, to N − n, n, and √hl, respectively).
Recall the well-known formula ZN = h0 . . . hN−1; it yields
ZN−n
ZN =
1
hN−n . . . hN−1
. (5.11)
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Finally, from (5.9), (5.10), and (5.11) we obtain after cancellations the desired equality
(5.4). 
6. Conditional measures
This section is a variation on the theme of Lyons [35, §6]. Throughout the section X is
a countable set with no additional structure.
6.1. Reduction of linear subspaces. Introduce some notation: E denotes the complex
Hilbert space ℓ2(X) with its canonical orthonormal basis {ex : x ∈ X}; for an arbitrary
subset A ⊆ X, we denote by EA the closed subspace of E spanned by the basis vectors
ex with x ∈ A; the Grassmannian Gr(E) is the set of all closed linear subspaces of E;
likewise, we define the set Gr(EA) for any subset A ⊂ X; the symbol ⊔ denotes disjoint
union.
Definition 6.1. Let L ∈ Gr(E) and let X and X ′ be two nonintersecting finite subsets
of X. The subspace of EX\(X⊔X′) defined by
LX,X′ := (L+ EX′) ∩ EX\(X⊔X′) (6.1)
will be called the (X,X ′)-reduction of L. An equivalent description is the following:
consider the orthogonal decomposition
E = EX\(X⊔X′) ⊕EX ⊕ EX′;
then LX,X′ consists of those vectors v in the first summand, for which there exists a vector
u ∈ EX′ such that v ⊕ 0⊕ u ∈ L.
LX,X′ is a closed subspace, because dim(EX′) < ∞. Thus, L 7→ LX,X′ is a map
Gr(E)→ Gr(EX\(X⊔X′)). Note two particular cases:
L∅,X′ = (L+ EX′) ∩ EX\X′ (6.2)
and
LX,∅ = L ∩ EX\X . (6.3)
The following interpretation of (6.2) is similar to (6.3):
L∅,X′ is the result of orthogonal projection of L onto EX\X′ . (6.4)
Lemma 6.2. (i) We have
LX,X′ = (L∅,X′)X,∅. (6.5)
(ii) If X ′ = X ′1 ⊔X ′2, then
L∅,X′ = (L∅,X′1)∅,X′2. (6.6)
(iii) Likewise, if X = X1 ⊔X2, then
LX,∅ = (LX1,∅)X2,∅. (6.7)
Proof. Claim (i) directly follows from (6.1). Claim (ii) directly follows from (6.4). Claim
(iii) directly follows from (6.3). 
28 GRIGORI OLSHANSKI
Using these relations we may decompose the reduction operation ( · )X,X′ into a com-
position of elementary reductions — those in which one of the two sets is empty and the
other is a singleton.
Remark 6.3. 1. Our definition (6.1) agrees with Lyons’ definition [35, (6.3), (6.4)] in the
case X = ∅ but not in the case X ′ = ∅. The difference is caused by a difference in the
definition of conditional measures (see below).
2. One can show that for any splittings X = X1 ⊔X2 and X ′ = X ′1 ⊔X ′2 one has
LX,X′ = (LX1,X′1)X2,X′2,
but we do not need this more general relation. Its proof is similar to that of [35, Corollary
6.4].
Definition 6.4. Let us say that L ∈ Gr(E) is (X,X ′)-regular if L ∩ EX′ = {0} and
L⊥ ∩ EX = {0}, where L⊥ denotes the orthogonal complement to L in E.
Obviously, if X1 ⊆ X , X ′1 ⊆ X ′, and L is (X,X ′)-regular, then L is (X1, X ′1)-regular,
too.
Lemma 6.5. Let L be (X,X ′)-regular.
(i) For any splitting X ′ = X ′1 ⊔X ′2, the subspace L∅,X′1 ⊂ EX\X′1 is (X,X ′2)-regular.
(ii) For any splitting X = X1 ⊔X2, the subspace LX1,∅ ⊂ EX\X1 is (X2, X ′)-regular.
Proof. (i) We have to prove that L∅,X′1 ∩ EX′2 = {0} and (L∅,X′1)⊥ ∩ EX = {0}. The first
equality is trivial. Further, from (6.4) it follows that (L∅,X′1)
⊥ = L⊥ ∩ EX\X′2 , and from
this we see that the subsequent intersection with EX is trivial, because L
⊥ ∩ EX = {0}.
(ii) Here we have to prove that LX1,∅ ∩ EX′ = {0} and (LX1,∅)⊥ ∩ EX′2 = {0}. By
(6.3), LX1,∅ = L ∩ EX\X1 . From this, the first equality is immediate. Further, the second
equality means that there are no nonzero vectors in EX′2 orthogonal to L∩EX\X1 , but this
follows from the stronger condition that there are no nonzero vectors in EX′ orthonal to
L. 
Introduce one more notation: the operator of orthogonal projection onto a subspace L
will be denoted by [L].
Lemma 6.6. Let x and y be arbitrary points of X.
(i) Suppose that L is (∅, {y})-regular and write the projection [L] in the block form[
a b
c d
]
according to the orthogonal decomposition E = EX\{y} ⊕ E{y}. In this notation,
[L∅,{y}] = a+ b(1− d)−1c. (6.8)
(ii) Suppose that L is ({x},∅)-regular and write the projection [L] in the block form[
a b
c d
]
according to the orthogonal decomposition E = EX\{x} ⊕E{x}. In this notation,
[L{x},∅] = a− bd−1c. (6.9)
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Proof. See [23, Propositions 7.3 and 7.4]. Note that the assumptions in items (i) and (ii)
precisely mean that 1− d 6= 0 and d 6= 0, respectively. Consequently, the right-hand sides
of (6.8) and (6.9) make sense. 
Using the correspondence L 7→ [L], we equip Gr(E) with the topology induced by
the weak operator topology on the set of projection operators. Note that for projection
operators, the weak topology is the same as the strong topology. Note also that this
topology is metrizable, so that it can be replaced by sequential convergence.
Lemma 6.7. A sequence {LN} converges in the space Gr(E) to some element L if and
only if any vectors ξ ∈ L and η ∈ L⊥ can be approximated by some sequences ξN ∈ LN
and ηN ∈ L⊥N , respectively.
Proof. Easy exercise. 
As a corollary we see that for any fixed (X,X ′), the set of (X,X ′)-regular subspaces is
open.
Proposition 6.8. The (X,X ′)-reduction map Gr(E)→ Gr(EX\(X⊔X′)) is continuous on
the subset of (X,X ′)-regular subspaces.
Proof. Examine first the case of elementary reduction, when one of the sets X , X ′ is
empty and the other is a singleton. Then we may apply explicit formulas (6.8) and (6.9).
In these formulas, the number d depends continuously on [L]. Next, the column vector
b depends continuously on [L], too. More precisely, the map [L] 7→ b is continuous with
respect to the strong topology on the set of projection operators and the norm topology
on the column vectors. The same holds for [L] 7→ c, because c = b∗. It follows that the
operators on the right-hand side of the formulas depend continuously on [L].
In the general case we decompose the map L 7→ LX,X′ into a composition of elementary
reductions and apply the previous argument. The existence of such a decomposition
follows from Lemma 6.2, and Lemma 6.5 guarantees that the regularity assumption is
preserved after each step. 
Remark 6.9. If L is not (X,X ′)-regular, then the continuity at L may fail. This can
be easily seen when X consists of two points and dimL = 1 (note that all arguments
above hold for finite sets X as well). But the finiteness of X is not essential here; similar
counterexamples can also be constructed for infinite X.
6.2. Conditional measures. For an arbitrary subset A ⊆ X, we denote by Ω(A) the
space {0, 1}A whose elements are subsets of A. We have a natural identification Ω =
Ω(A)× Ω(X \ A) and a natural projection Ω→ Ω(X \ A).
By an elementary cylinder subset of Ω we mean any subset of the form
C(X,X ′) := {ω ∈ Ω : ω ⊇ X,ω ∩X ′ = ∅},
where, as above, X ⊂ X and X ′ ⊂ X are finite nonintersecting subsets of Ω. The sets
C(X,X ′) form a base of the topology on Ω.
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The projection Ω→ Ω(X \ (X ⊔X ′)), restricted to C(X,X ′), induces a bijection
C(X,X ′)→ Ω(X \ (X ⊔X ′)), (6.10)
which amounts to ω 7→ ω \X .
Definition 6.10. Let M ∈ P(Ω) and let (X,X ′) be such that M(C(X,X ′)) 6= 0. Denote
by M |C(X,X′) the restriction of M to C(X,X ′). The conditional measure MX,X′ is defined
as the pushforward of the measure 1
M(C(X,X′))
M |C(X,X′) under the bijection (6.10).
Since 1
M(C(X,X′))
M |C(X,X′) is a probability measure, so is MX,X′ .
Remark 6.11. Let us emphasize that MX,X′ lives on Ω(X \ (X ⊔X ′)), not Ω. Note that
Lyons [35, §6] treats conditional measures as measures on Ω, of the form 1
M(C(X,X′))
M |C(X,X′).
For our purposes this definition is not convenient, because it does no permit to compare
two measures, as in the proposition below.
Proposition 6.12. Let M ∈ P(Ω) be such that for any elementary cylinder C(X,X ′),
one has M(C(X,X ′)) 6= 0, so that the conditional measure MX,X′ is always defined.
Then M is S-quasi-invariant if and only if two conditional measures MX,X′ and MY,Y ′
are equivalent whenever X ⊔X ′ = Y ⊔ Y ′ and |X| = |Y |.
Proof. Suppose that M is S-quasi-invariant, and let C(X,X ′) and C(Y, Y ′) be two ele-
mentary cylinders such that X ⊔X ′ = Y ⊔ Y ′ =: A and |X| = |Y |. Then there exists a
permutation g : X → X such that g(X) = Y , g(X ′) = Y ′ and the action of g outside A
is trivial. Then the induced action on Ω defines a bijection C(X,X ′) → C(Y, Y ′), which
reduces to the identity map on Ω(X \ A) after the identification
C(X,X ′)→ Ω(X \ A)← C(Y, Y ′)
coming from (6.10). It follows that MX,X′ and MY,Y ′ are equivalent.
Conversely, suppose that any such two conditional measures are equivalent. Given an
arbitrary element g ∈ S, there exists a finite subset A ⊂ X such that g acts trivially on
X \ A. Because g preserves the partition
Ω =
⊔
(X,X′): X⊔X′=A
C(X,X ′),
the above argument shows that M is quasi-invariant with respect to the action of g.
This completes the proof. 
Now we will connect conditional measures with the results of the previous subsection.
Let again L ∈ Gr(E) and [L] stand for the projection operator with the range L. Recall the
notation M [L] for the corresponding determinantal measure. The next claim is analogous
to that of Lyons [35, (6.5)].
Proposition 6.13. Let (X,X ′) be such that L is (X,X ′)-regular. Then the conditional
measure M
[L]
X,X′ := (M
[L])X,X′ is well defined and it coincides with M
[LX,X′ ].
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Proof. Consider arbitrary splittings X = X1 ⊔ X2 and X ′ = X ′1 ⊔ X ′2. For an arbitrary
measure M ∈ P(Ω) we have
MX,X′ = (MX1,X′1)X2,X′2
with the understanding that the left-hand side is defined precisely when so is the right-
hand side. Combining this observation with Lemmas 6.2 and 6.5 we reduce the problem to
the simplest case when (X,X ′) has the form (∅, {y}) or ({x},∅) for some points x, y ∈ X.
We are going to show that then the desired result follows from Lemma 6.6.
Indeed, examine the case of (X,X ′) = ({x},∅). Let us abbreviate M := M [L] and let
K( · , · ) denote the matrix of the projection K := [L]. The regularity condition means
that K(x, x) > 0, which in turn means that M(C({x},∅)) > 0, so that the conditional
measure M{x},∅ is defined. By the very definition, its correlation functions have the form
ρn(x1, . . . , xn) =
det[K(xi, xj)]
n
i,j=0
K(x0, x0)
, x0 := x; x1, . . . , xn ∈ X \ {x}. (6.11)
Next, the ratio on right-hand side can be written as the n×n determinant det[K˜(xi, xj)]ni,j=1,
where
K˜(y, z) := K(y, z)−K(y, x0)(K(x0, x0))−1K(x0, z), y, z ∈ X \ {x0}.
Comparing this with (6.9) we see that K˜( · , · ) serves as a correlation kernel for M{x},∅,
which is just what is needed (cf. Shirai–Takahashi [46, theorem 6.5]).
In the case of (X,X ′) = (∅, {y}) the argument is similar, with a slight modification.
Now we have to take, in formula (6.11), the kernel
K ′(y, z) :=
{
K(y, z), y ∈ X \ {x0}, z ∈ X,
δz,x0 −K(x0, z), y = x0, z ∈ X,
and then apply (6.8). 
7. Multiplicative functionals and conditioning
Throughout this section X is a countable set with no additional structure.
7.1. Multiplicative functionals and their regularization. The material of this sub-
section relies on Bufetov’s paper [22]. We use in fact only a small part of his results, in
the form suitable for our purposes, as presented in [23].
Let α(x) be a function on X such that the difference α( · ) − 1 is in ℓ1(X), that is,∑
x∈X |α(x)− 1| <∞. Then the product
Ψα(ω) :=
∏
x∈ω
α(x), ω ∈ Ω,
converges and hence defines a function on Ω. We call it the multiplicative functional
corresponding to α( · ). In particular, Ψα is defined for any function α(x) such that
α(x)− 1 is finitely supported.
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Fix a measure M ∈ P(Ω) and write EM for the expectation with respect to M . If α(x)
is a strictly positive function on X such that α(x)− 1 is finitely supported, then Ψα is a
strictly positive cylinder function on Ω and hence EM (Ψα) > 0. Then we set
Ψα,M :=
Ψα
EM(Ψα)
.
It turns out that using a limit procedure, one can extend this definition to a broader
class of functions α(x). Given a function α(x) and a finite subset X ⊂ X, define the
corresponding truncated function by
αX(x) :=
{
α(x), x ∈ X,
1, x ∈ X \X.
Let {X} denote the directed set whose elements are arbitrary finite subsets X ⊂ X and
the partial order is defined by inclusion: X < Y if X ⊂ Y . In the next result we use a
limit transition along {X}.
Proposition 7.1. Let α(x) be a strictly positive function on X such that α( · )−1 ∈ ℓ2(X)
and letM ∈ P(Ω). In the Banach space L1(Ω,M), there exists a limit in the norm topology
Ψα,M := lim
{X}
ΨαX ,M .
Proof. See [23, Proposition 5.5]. 
We call Ψα,M the normalized multiplicative functional corresponding to α( · ). Being an
element of L1(Ω,M), it may be viewed as a function on Ω defined modulo an M-null set.
We keep to the notation introduced in Section 6. If L ∈ Gr(E) and a(x) is a function
on X which does not vanish and tends to 1 at infinity, then aL := {af : f ∈ L} is a closed
subspace and hence an element of Gr(E).
Proposition 7.2. Let L ∈ Gr(E) and a(x) be a nonvanishing function on X such that
a( · )− 1 ∈ ℓ2(X). Then
M [aL] = Ψ|a|2,M [L] ·M [L].
Note that the function |a( · )|2−1 belongs to ℓ2(X) together with a( · )−1. Consequently,
the functional Ψ|a|2,M [L] is well defined by virtue of Proposition 7.1.
Proof. See [23, Theorem 6.4]. 
Corollary 7.3. Under the hypothesis of Proposition 7.2, the measures M [L] and M [aL]
are equivalent.
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7.2. A continuity property for normalized multiplicative functionals. Let a(x) be
a fixed strictly positive function on X such that a( · )−1 ∈ ℓ2(X) and let K range over the
set of projection operators on ℓ2(X). For any such K, the function Ψa,MK is nonnegative,
hence one can define the function Ψ
1/2
a,MK := (Ψa,MK)
1/2. It belongs to L2(Ω,MK), because
the function Ψa,MK belongs to L
1(Ω,MK) by virtue to Proposition 6.8. Therefore, the
quantity
EMK (Ψ
1/2
a,MK ) = (Ψ
1/2
a,MK , 1)L2(Ω,MK) (7.1)
is well defined. The next technical lemma is used in the end of the proof of Theorem 8.1
Lemma 7.4. The quantity (7.1) depends continuously on K with respect to the strong
operator topology on the set of projection operators.
Proof. Step 1. We claim that
E(Ψ
1/2
a,MK ) = lim
{X}
E(Ψ
1/2
aX ,MK
)
Indeed, let us abbreviate f := Ψa,MK and fX := ΨaX ,MK , and also L
1 := L1(Ω,MK) and
L2 := L2(Ω,MK). We know that fX and f are nonnegative, belong to L
1(Ω,MK), and
fX → f in the L1-norm (Proposition 7.1). Next, we use the simple inequality, which holds
for any nonnegative reals α and β:
(α1/2 − β1/2)2 ≤ |α− β|.
It implies
‖f 1/2X − f 1/2‖2L2 ≤ ‖fX − f‖L1 .
Therefore, f
1/2
X → f 1/2 in L2, which implies (f 1/2X , 1)→ (f 1/2, 1), as desired.
Step 2. Recall the definition of the Hilbert–Carleman regularized determinant det2( · ),
see [29] or [30]. For a trace class operator A on a Hilbert space, the definition is
det2(1 + A) := det(1 + A) exp(− trA).
It is well known ([29], [30]) that this expression is continuous in the Hilbert–Schmidt
metric and extends by continuity to the space of Hilbert–Schmidt operators. Further, if
A is selfadjoint, then
det2(1 + A) =
∏
(1 + λi)e
−λi , (7.2)
where {λi} are the eigenvalues of A counted with their multiplicities (the product con-
verges because A is Hilbert–Schmidt).
We are going to prove the formula
EMK (Ψ
1/2
a,MK ) =
det2(1 + (a
1/2 − 1)K)
(det2(1 + (a− 1)K))1/2 · exp
{
tr(([a1/2 − 1]− 1
2
[a− 1])K)} . (7.3)
In this step, we will show that the right-hand side of (7.3) is well defined.
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Indeed, both regularized determinants are defined because the operators (a1/2−1)K and
(a−1)K are Hilbert–Schmidt, which in turn follows from the assumption that a( · )−1 ∈
ℓ2(X). Next, the same assumption implies that the function
[a1/2(x)− 1]− 1
2
[a(x)− 1]
belongs to ℓ1(X), so that the operator (([a1/2 − 1] − 1
2
[a − 1])K is trace class and hence
its trace is well defined.
It remains to show that the regularized determinant in the denominator is strictly
positive. To do this, denote by A the operator of multiplication by the function a(x) and
write A in the block form
[
A11 A12
A21 A22
]
according to the orthogonal decomposition
ℓ2(X) = (Kℓ2(X))⊕ ((1−K)ℓ2(X)).
Then we obtain
1 + (a− 1)K = 1 + (A− 1)K =
[
A11 0
A21 1
]
,
which implies the equality
det2(1 + (a− 1)K) = det2A11.
From our assumption on the function a(x) we see that the operator A− 1 is Hilbert–
Schmidt and, moreover, A is selfadjoint and there exists ε > 0 such that A ≥ ε. Therefore,
A11 has the same properties. Applying the equality (7.2) (with A replaced by A11− 1 we
finally obtain that det2A11 is strictly positive, which is just we want.
Step 3. We proceed now to the proof of (7.3). First, we check this formula under the
additional assumption that a( · )−1 is finitely supported. For any function b(x) such that
b( · )− 1 is finitely supported, one has
EMK (Ψb) = det(1 + (b− 1)K).
Applying this to b = a1/2 and using the fact that Ψ
1/2
a = Ψa1/2 we obtain
EMK (Ψ
1/2
a,MK ) =
EMK (Ψa1/2)
(EMK (a))1/2
=
det(1 + (a1/2 − 1)K)
(det(1 + (a− 1)K))1/2 .
Then this is transformed into (7.3) using the definition of det2.
Now we can drop the additional assumption. Denote the right-hand side of (7.3) by
RHS(a). By virtue of step 1, it suffices to check that
lim
{X}
RHS(aX) = RHS(a).
To see this, we use the fact that (aX − 1)K → (a− 1)K and (a1/2X − 1)K → (a1/2 − 1)K
in the Hilbert-Schmidt norm, and
([a
1/2
X − 1]− 12 [a− 1])K → ([a1/2 − 1]− 12 [a− 1])K
in the trace-class norm.
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Step 4. Now it suffices to prove that the expression of the right-hand side of (7.3) is
continuous with respect to the strong operator topology on the set {K} of projection
operators.
Let b(x) be a function from ℓ2(X), K and K ′ be two projection operators, and X ⊂ X
be a finite set. The squared Hilbert-Schmidt norm of bK − bK ′ can be written as
‖bK − bK ′‖2HS =
∑
x∈X
∑
y∈X
|b(x)|2 |K(x, y)−K ′(x, y)|2
=
∑
x∈X
∑
y∈X
|b(x)|2 |K(y, x)−K ′(y, x)|2 =
∑
x∈X
|b(x)|2‖(K −K ′)ex‖2,
where the second equality holds because K(x, y) = K(y, x) and K ′(x, y) = K ′(y, x).
Given a finite subset X ⊂ X, we may split the latter sum into two parts:∑
x∈X
|b(x)|2‖(K−K ′)ex‖2 =
∑
x∈X
|b(x)|2‖(K−K ′)ex‖2+
∑
x∈X\X
|b(x)|2‖(K−K ′)ex‖2 (7.4)
Now, for any ε > 0 we may choose X so that∑
x∈X\X
|b(x)|2 ≤ ε.
Then the second sum on the right-hand side of (7.4) does not exceed 4ε while the first
sum goes to 0 as K ′ approaches K in the strong operator topology.
This argument shows that the two regularized determinants in (7.3) depend continu-
ously on K.
It remains to handle the third factor in (7.3). That it is, to check that the quantity
tr(bK), where
b(x) := [a1/2(x)− 1]− 1
2
[a(x)− 1],
depends continuously on K in the strong operator topology on the set {K} (which coin-
cides with the weak operator topology). But this is easy to do using the same trick: we
use the fact that the function b( · ) belongs to ℓ1(X) and write
tr(bK)− tr(bK ′) =
∑
x∈X
b(x)(K(x, x) −K ′(x, x)) +
∑
x∈X\X
b(x)(K(x, x)−K ′(x, x)).
With an appropriate choice ofX , the second sum can be made arbitrarily small, uniformly
on K,K ′, while the first sum goes to 0 as K ′ approaches K in the weak operator topology.
This completes the proof. 
8. Limits of discrete orthogonal polynomial ensembles
8.1. Large-N limit transition. We fix a countable discrete set X ⊂ R and a projection
operator K on ℓ2(X). Let L denote the range of K and K(x, y) := (Key, ex) be the matrix
of K.
Next, we impose on X and K the following conditions:
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1. The series
∑
x∈X(1 + |x|2)−1 in convergent.
2. L is (X,X ′)-regular for any pair (X,X ′) of finite disjoint subsets of X.
3. There exists an infinite sequence X1 ⊆ X2 ⊆ . . . of nested subsets of X and a
sequence of kernels KN(x, y), N = 1, 2, . . . such that:
3a. the union of all XN ’s is the whole set X, and in the case when the sets XN are finite
we require that |XN | −N → +∞;
3b. for each N , the kernel KN(x, y) corresponds to an N -point orthogonal polynomial
ensemble on XN , and one has KN(x, y)→ K(x, y) pointwise as N →∞.
Note that, by virtue of condition 1, (X, <) has finite intervals.
Theorem 8.1. Under these conditions, the measure M := MK is S-quasi-invariant, so
that the state τ [M ] is well defined. Furthermore, τ [M ] is the quasifree state ϕ[K].
Proof. Let us fix some notation: KN is the projection operator with the kernel KN(x, y);
LN is its range; MN = M
KN is the measure with the correlation kernel KN (x, y). In the
case when XN is a proper subset of X we embed ℓ
2(XN) into ℓ
2(X) in the natural way, so
that LN may be viewed as a subspace of ℓ
2(X) and KN may be viewed as a projection
operator acting on the whole space ℓ2(X); this enables us to treat MN as a measure on Ω.
The pointwise convergence of the kernels is equivalent to the strong convergence KN →
K, which in turns is equivalent to the convergence LN → L, by the definition of the
topology in Gr(E). It also implies that MN →M in the weak topology of P(Ω).
Step 1. Let us prove that M is S-quasi-invariant. Consider arbitrary finite subsets
X,X ′, Y, Y ′ of X such that X ⊔X ′ = Y ⊔Y ′ =: Z and |X| = |Y |. Condition 2 guarantees
that the hypothesis of Proposition 6.13 is satisfied, so that the conditional measures
MX,X′ and MY,Y ′ are well defined. We will prove that they are equivalent. By virtue of
Proposition 6.12, this will imply that M is quasi-invariant.
From Proposition 6.13 we know that MX,X′ =M
[LX,X′ ] and MY,Y ′ = M
[LY,Y ′ ].
Define the function a( · ) on X \ Z by
a(u) :=
∏
y∈Y (u− y)∏
x∈X(u− x)
, u ∈ X \ Z. (8.1)
Since |X| = |Y |, we have a(u) = 1 + O(|u|−1) as u → ±∞. Therefore, by virtue of
condition 1, the function a(u) − 1 belongs to ℓ2(X \ Z). Then Proposition 7.1 implies
that for any determinantal measure M∈ P(Ω(X \Z)) admitting a projection correlation
kernel, the normalized multiplicative functional Ψ|a|2,M is well defined.
We are going to prove that
MY,Y ′ = Ψ|a|2,M ·MX,X′ , M :=MX,X′ . (8.2)
This will imply the desired claim (indeed, from (8.2) it follows that MY,Y ′ is absolutely
continuous with respect to MX,X′ , and since the similar claim also holds after switching
(X,X ′) with (Y, Y ′), the two measures are equivalent).
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Observe that an analogue of (8.2) holds for the pre-limit measures:
(MN)Y,Y ′ = Ψ|a|2,MN · (MN )X,X′, MN := (MN )X,X′ , (8.3)
provided that N is large enough.
Indeed, given (X,X ′), the conditional measure (MN )X,X′ exists as soon the set C(X,X
′)∩
ΩN is nonempty, which holds true for large N due to condition 3a. Next, from Defini-
tion 6.10 of conditional measures ( · )X,X′ and the definition of orthogonal polynomial
ensembles (see (5.1)) it follows that
(MN)Y,Y ′ = const ·Ψ|a|2 · (MN )X,X′ ,
which implies (8.3), because both (MN)Y,Y ′ and (MN)X,X′ are probability measures.
A remarkable feature of formula (8.3) (which plays a key role in our argument) is that
the definition (8.1) of the function a( · ) entering this formula depends only on X and Y ,
but neither on N nor on the Nth weight function. The reason, of course, is a special
structure of formula (5.1).
We will deduce (8.2) from (8.3). To do this we use the fact that
(LN)X,X′ → LX,X′ , (LN)Y,Y ′ → LY,Y ′ ,
which holds by virtue of Proposition 6.8.
From (LN )Y,Y ′ → LY,Y ′ it follows that the left-hand side of (8.3) converges to the left-
hand side of (8.2) in the weak topology of P(Ω(X \ Z)). Therefore, it suffices to prove
that the same holds for the right-hand sides.
Recall the equality
M [aL] = Ψ|a|2,M [L] · M [L]
from Proposition 7.2. Applying it to the subspaces L := LX,X′ and LN := (LN)X,X′ (and
replacing X by X \ (X ⊔ X ′)) we see that the measures on the right-hand sides of (8.2)
and (8.3) can be written asM [aL] andM [aLN ], respectively. To show that M [aLN ] →M [aL]
it remains to check that aLN → aL.
We claim that this follows from the convergence LN → L. Indeed, recall that the
function a( · ) is bounded together with its inverse a−1( · ), and observe that (aL)⊥ =
a−1L⊥. Then it suffices to apply Lemma 6.7.
Step 2. We proceed to the proof of the equality τ [M ] = ϕ[K]. This means that
τ [M ](A) = ϕ[K](A), (8.4)
where A is an arbitrary monomial composed from elements of the form a+x a
−
y , where x, y ∈
X. We know from Theorem 5.1 that a similar equality holds for orthogonal polynomial
ensembles. It follows that
τ [MN ](A) = ϕ[KN ](A) (8.5)
for all N large enough, depending on A.
Now let A be fixed. We are going to derive (8.4) from (8.5) by passing to the limit
in both sides of (8.5) as N → ∞. For the right-hand side this is trivial: we have
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ϕ[KN ](A)→ ϕ[K](A) becauseKN → K. A nontrivial task is to justify the limit transition
for the left-hand side, that is, to prove that
lim
N→∞
τ [MN ](A) = τ [M ](A). (8.6)
In this step we reduce (8.6) to the limit relation
lim
N→∞
(T [MN ](fs)1, 1) = (T [M ](fs)1, 1), (8.7)
where f is a monomial formed from elements of the form εx (where x ∈ X) and s ∈
S. Here we are using the notation introduced in Section 3: T [M ] and T [MN ] are the
representations of the crossed product algebras C∗(Ω) ⋊ S and C∗(Ω(XN)) ⋊ S(XN),
respectively. For given f and s, the prelimit expression on the left makes sense for all N
large enough.
Thus, suppose that the validity of (8.7) is already established. Then (8.6) is ob-
tained easily. Indeed, from the proof of Theorem 4.1 it follows that there exist elements
s1, . . . , sk ∈ S and polynomials f1, . . . , fk built from elements εx, x ∈ X, such that
T [M ](A) = T [M ](f1s1) + · · ·+ T [M ](fksk).
Moreover, exactly the same relation holds when M is replaced with MN , provided that
N is large enough. This shows that (by virtue of (8.7))
lim
N→∞
(T [MN ](A)1, 1) = (T [M ]1, 1),
which is precisely the desired relation (8.6).
Step 3. Let us prove (8.7). Fix a finite subset Z ⊂ X such that the permutation s acts
trivially outside Z and f is expressed exclusively through the elements εx with x ∈ Z.
Given a partition Z = X ⊔X ′, let 1X,X′ denote the characteristic function of the cylinder
set C(X,X ′). Note that
1 =
∑
(X,X′):X⊔X′=Z
1X,X′
and that the function f is a linear combination of the functions 1X,X′ . Therefore, we may
assume, without loss of generality, that f simply equals one of them. This enables us to
eliminate f and reduce (8.7) to the limit relation
lim
N→∞
(T [MN ](s)1Y,Y ′, 1X,X′) = (T [M ](s)1Y,Y ′ , 1X,X′), (8.8)
where X ⊔X ′ and Y ⊔ Y ′ are two arbitrary partitions of Z.
Note that the transformation ω 7→ s−1(ω) permutes the elementary cylinder sets cor-
responding to partitions of Z. Then from (2.1) and (2.2) it follows that
T [M ](s)1Y,Y ′(ω) =
√
sM
M
(ω)1s(Y ),s(Y ′)(ω), ω ∈ Ω,
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and likewise
T [MN ](s)1Y,Y ′(ω) =
√
sMN
MN
(ω)1s(Y ),s(Y ′)(ω), ω ∈ Ω.
It follows that both the limit and pre-limit expressions in (8.8) vanish unless (s(Y ), s(Y ′)) =
(X,X ′). Thus, we may assume that (Y, Y ′) = (s−1(X), s−1(X ′)), and then we have
(T [M ](s)1Y,Y ′ , 1X,X′) =
∫
ω∈C(X,X′)
√
sM
M
(ω)M(dω)
and likewise
(T [MN ](s)1Y,Y ′, 1X,X′) =
∫
ω∈C(X,X′)
√
sMN
MN
(ω)MN (dω)
Now we use the bijection C(X,X ′)→ Ω(X\Z) in order to pass to integrals over Ω(X\Z).
The pushforwards, under this bijection, of the measures M |C(X,X′) and sM |C(X,X′) are the
measures M(C(X,X ′)) ·MX,X′ and M(C(Y, Y ′)) ·MY,Y ′ , respectively. This enables us to
rewrite∫
ω∈C(X,X′)
√
sM
M
(ω)M(dω) =
√
M(C(Y, Y ′))
M(C(X,X ′))
∫
ω∈Ω(X\Z)
√
MY,Y ′
MX,X′
(ω)MX,X′(dω).
Likewise,∫
ω∈C(X,X′)
√
sMN
MN
(ω)MN (dω)
=
√
MN(C(Y, Y
′))
MN(C(X,X ′))
∫
ω∈Ω(X\Z)
√
(MN)Y,Y ′
(MN )X,X′
(ω)(MN )X,X′(dω).
Next, since MN → M in the weak topology, we have√
MN(C(Y, Y
′))
MN(C(X,X ′))
→
√
M(C(Y, Y ′))
M(C(X,X ′))
.
Therefore, the limit relation in question takes the form
lim
N→∞
∫
ω∈Ω(X\Z)
√
(MN)Y,Y ′
(MN )X,X′
(ω)(MN)X,X′(dω) =
∫
ω∈Ω(X\Z)
√
MY,Y ′
MX,X′
(ω)MX,X′(dω)
On the other hand, we know (see (8.2) and (8.3)) that
MY,Y ′
MX,X′
= Ψ|a|2,MX,X′ ,
(MN )Y,Y ′
(MN)X,X′
= Ψ|a|2,(MN )X,X′ ,
where the function a( · ) on X \ Z is given by (8.1). Therefore, the desired limit relation
takes the form
lim
N→∞
EMN (Ψ
1/2
|a|2,MN
) = EM(Ψ
1/2
|a|2,M), (8.9)
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where we abbreviated MN := (MN )X,X′ and M := MX,X′ .
Finally, we deduce (8.9) from Lemma 7.4. Recall that (LN)X,X′ → LX,X′ . This just
means that the projections [(LN)X,X′ ] converge to the projection [LX,X′ ]. On the other
hand,
MN =M [(LN )X,X′ ], M = M [LX,X′ ].
Therefore, (8.9) follows from Lemma 7.4. 
8.2. Examples of perfect limit measures. Theorems 5.1 and 8.1 are results of general
character, and now we turn to concrete examples. Let us focus on hypergeometric and
q-hypergeometric orthogonal polynomials listed in the Askey scheme and q-Askey scheme
[33]. Recall that Theorem 5.1 is applicable to systems of discrete orthogonal polynomials
with a constraint on the support X of the weight function (X must have finite inter-
vals). This constraint cuts out some systems with infinite X (for instance, big q-Jacobi
polynomials). The systems satisfying the constraint are the following.
• Infinite X: Meixner, Charlier, little q-Jacobi, little q-Laguerre, alternative q-Charlier,
q-Charlier, Al-Salam-Carlitz II.
• All systems with finite X: Racah, Hahn, Krawtchouk, q-Racah, q-Hahn, dual q-Hahn,
quantum q-Krawtchouk, q-Krawtchouk, affine q-Krawtchouk, dual q-Krawtchouk.
The key property of hypergeometric and q-hypergeometric polynomials is that they
are eigenfunctions of some second order difference (or q-difference) operators. This prop-
erty underlies a simple operator method, which allows one to compute large-N limits of
Christoffel-Darboux kernels without appeal to complicated asymptotic formulas for or-
thogonal polynomials, see [14], [43]. The method was developed in detail in [16]. As shown
in that paper, one can obtain by this method three families of determinantal measures
with the correlation kernels on Z≥0 × Z≥0 of the form
K+r (x, y) =
∫ +∞
r
P˜x(t)P˜y(t)W(dt), K−r (x, y) =
∫ r
−∞
P˜x(t)P˜y(t)W(dt), (8.10)
where x, y ∈ Z≥0; {P˜x : x = 0, 1, 2, . . . } is one of the three systems of classical continuous
orthogonal polynomials — Hermite, Laguerre or Jacobi (the polynomials P˜x are assumed
to be orthonormal and with positive leading coefficients); W is the corresponding weight
function; r is a parameter, which is assumed to be inside the support ofW. These kernels
are called the discrete Hermite, Laguerre, and Jacobi kernels, respectively. By the very
definition, these are projection kernels.
For the kernelsK±r (x, y) there exists an alternative explicit formula applicable for x 6= y.
For instance, in the Hermite case it looks as follows:
K±r (x, y) = ∓(πx!y!2x+y+2)−1/2e−r
2Hx+1(r)Hy(r)−Hx(r)Hy+1(r)
x− y ,
where Hx( · ) denotes the Hermite polynomial of degree x = 0, 1, 2, . . . , in the usual
standardization, as in [26] and [53].
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Note that the discrete Laguerre kernel involves an additional continuous parameter and
the discrete Jacobi kernel involves two additional parameters, see [16, Section 3]. However,
for the sake of brevity, we suppress the additional parameters and use a uniform notation
K±r for all three families. Let M
±
r denote the corresponding determinantal measures on
Ω = {0, 1}Z≥0.
Theorem 8.2. (i) The determinantal measures M±r with the discrete Hermite, discrete
Laguerre or discrete Jacobi kernels are perfect measures in the sense of Definition 4.10.
(ii) The canonical correlation kernels of the measures M+r and M
−
r have the following
form.
• In the case of Hermite and Jacobi, these are K+r (x, y) and (−1)x−yK−r (x, y), respec-
tively.
• In the case of Laguerre, these are (−1)x−yK+r (x, y) and K−r (x, y), respectively.
Proof. Let us check conditions 1-3 formulated in the beginning of §8.1. Condition 1 holds
because the series
∑∞
x=0(1 + x
2)−1 converges.
Condition 2 means that L and L⊥ must have trivial intersection with any finite-
dimensional linear subspace of the form EX ⊂ E, where X is a finite subset of X = Z≥0.
In our situation E is the coordinate Hilbert space ℓ2(Z≥0), that is, the space of square
summable sequences (c0, c1, . . . ) of complex numbers. The subspaces L and L
⊥ consist of
sequences satisfying one of the two conditions
W(t)1/2
∞∑
n=0
cnP˜n(t) ≡ 0 for all t ≥ r or for all t ≤ r.
Neither of them can hold for a nontrivial finite linear combination of polynomials P˜n(t),
because a nonzero polynomial cannot vanish identically on an interval of R. This proves
that condition 2 is satisfied.
Condition 3 (approximation by orthogonal polynomial ensembles) is established in [16].
In more detail, the following limit transition hold:
• N -particle Charlier ensembles → discrete Hermite kernel measures with parameters
(+, r), [16, Theorem 6.1];
• N -particle Meixner ensembles → discrete Laguerre kernel measures with parameters
(−, r), [16, Theorem 6.2];
• N -particle Racah ensembles → discrete Jacobi kernel measures with parameters
(+, r), [16, Theorem 6.6].
Finally, it remains to handle the measures with the complementary kernels, that is,
the discrete Hermite and Jacobi kernels with parameters (−, r) and the discrete Laguerre
kernel with parameters (+, r), and this is done with the aid of Proposition 4.14. 
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One more example is the determinantal measure MdSineφ ∈ P({0, 1}Z) defined by the
discrete sine kernel on Z× Z. Recall the formula for that kernel:
KdSineφ (x, y) :=

sin(φ (x− y))
π(x− y) , x 6= y,
φ/π, x = y,
(8.11)
where φ ∈ (0, π) is a parameter. The corresponding operator on ℓ2(Z), denoted by KdSineφ ,
is a projection operator: under the Fourier transform ℓ2(Z) → L2(T) (where T denotes
the unit circle equiped with the uniform measure), KdSineφ turns into the operator of
multiplication by 1(−φ,φ) — the characteristic function of the arc of length 2φ centered at
the point 1 ∈ T.
Theorem 8.3. The determinantal measure MdSineφ ∈ P({0, 1}Z) with the correlation ker-
nel kernel KdSineφ (x, y), is perfect, and K
dSine
φ (x, y) is its canonical correlation kernel.
Proof. As in the previous theorem, we apply Theorem 8.1, and our task is to check
again conditions 1-3. Condition 1 is obvious. Condition 2 follows from the fact that a
trigonometric polynomial cannot vanish identically on an arc. For condition 3 we need to
find an appropriate approximation by discrete orthogonal polynomial ensembles. This can
be done in various ways; apparently the simplest one is to use the Charlier polynomials.
These are orthogonal polynomials on Z≥0 with the weight function W (x) = θ
x/x!, where
θ > 0 is a parameter. For our purpose any value of θ is suitable; let us take θ = 1.
The rest of the proof consists in application of the algorithm described in [16]. We
easily find a difference operator DN on Z≥0 such that the Nth Charlier kernel KN(x, y)
corresponds to the projection on the positive part of the spectrum of DN . Namely, DN
acts on a test function f(x) by
DNf(x) =
√
x+ 1f(x+ 1) +
√
xf(x− 1) + (−x+N − 1)f(x),
cf. [16, §6.1]. Then we replace x by x+sN , where sN is a large positive integer depending
on N (sN will be specified shortly), which amounts to shifting the lattice Z≥0 to the left
by sN . Thus, in the notation of Theorem 8.1, we have XN = {−sN ,−sN + 1,−sN +
2, . . . }. Finally, we divide the operator by √sN , which does affect the spectral projection
corresponding to the positive part of the spectrum. The resulting difference operator has
the form
D˜Nf(x) =
√
x+ 1 + sN
sN
f(x+ 1) +
√
x+ sN
sN
f(x− 1) + −x+N − 1√
sN
f(x).
Now we can specify the shifts sN : we set sN := [N+(2 cosφ)
√
N ], where [ · ] denotes the
integer part. Under this choice, D˜N converges coefficient-wise to the difference operator
Df(x) = f(x+ 1) + f(x− 1)− 2 cosφf(x),
which is just we need.
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Indeed, the spectral projection on the positive part of the spectrum of D is precisely
the operator KdSineφ (see, e.g., [43]). Next, we have
(N + 1 + (2 cosφ)
√
N + 1)− (N + (2 cosφ)
√
N) = 1 +
2 cosφ√
N(N + 1)
.
Since 2 cosφ > −2, the right-hand side is positive for any φ (excluding only N = 1), so
that sN ≤ sN+1 and hence the condition XN ⊆ XN+1 is satisfied.
This completes the proof. 
9. Basic facts about quasifree states
Let E be a separable complex Hilbert space. Recall the notation Gr(E) for the set of
closed linear subspaces of E. Next, let C2(E) be the set of Hilbert-Schmidt operators
on E and U2(E) be the group of unitary operators that differ from the identity by a
Hilbert-Schmidt operator. The group U2(E) acts on Gr(E) in a natural way.
Proposition 9.1. Let L1, L2 ∈ Gr(E) and K1, K2 denote the corresponding projection
operators. The following two conditions are equivalent:
(i) L1 and L2 lie on the same U2(E)-orbit;
(ii) K1 −K2 ∈ C2(E) and the operator K2K1 : L1 → L2 has index 0.
Note that the first condition in (ii) implies thatK2K1 : L1 → L2 is a Fredholm operator,
so that its index (the difference between the dimensions of the kernel and cokernel) is well
defined. Note also that
index(K2K1 : L1 → L2) = dimKer(K2K1
∣∣
L1
)− dimKer(K1K2
∣∣
L2
). (9.1)
Proof. See Stra˘tila˘–Voiculescu [52, §3.10]. 
Theorem 9.2. Let, as above, X be a countable set, A0 be the gauge invariant subalgebra
of the CAR algebra A = A(X), and E := ℓ2(X).
(i) A quasifree state ϕ[K] on the algebra A0 (see Definition 1.1) is a pure state if and
only if K is a projection operator.
(ii) Let K1 and K2 be two projection operators and L1 and L2 be their ranges. The
states ϕ[K1] and ϕ[K2] are equivalent if and only if L1 and L2 lie on the same U2(E)-
orbit (equivalently, K1 and K2 satisfy the second condition of Proposition 9.1).
Proof. See Stra˘tila˘–Voiculescu [52, §3.1, claims 2◦ and 4◦] 
Note that a similar result is formulated in Baker [3, p. 38] without proof — with
reference to the unpublished thesis of G. Stamatopoulos (University of Pennsylvania,
1974). In [3], the criterion of equivalence is given in the following form:
tr((1−K1)K2(1−K1)) = tr((1−K2)K1(1−K2)) <∞. (9.2)
The fact that condition (9.2) is equivalent to the second condition of Proposition 9.1
can be readily deduced from a nice classical result on the relative position of two linear
subspaces in a Hilbert space, to which proceed now.
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Let L1, L2 ∈ Gr(E), and K1, K2 be the corresponding projection operators. The space
E can be decomposed into a direct sum of five subspaces,
(L1 ∩ L2)⊕ (L1 ∩ L⊥2 )⊕ (L⊥1 ∩ L2)⊕ (L⊥1 ∩ L⊥2 )⊕ L, (9.3)
where, as before, ( · )⊥ denotes the orthogonal complement to a given subspace and L
is the orthogonal complement to the sum of the first four subspaces. Each of these five
subspaces is invariant under the action of the projections K1 and K2. Their action on the
first four subspaces is evident, and the action on L can be described in the following way.
Proposition 9.3. The triple (L,K1, K2) is unitarily equivalent to a triple of the form
(V ⊕ V,K ′1, K ′2), where V is a Hilbert space and K ′1 and K ′2 are two projections written
in the block form as
K ′1 =
[
1 0
0 0
]
, K ′2 =
[
C2 CS
CS S2
]
, (9.4)
where C and S are two commuting selfadjoint operators on V such that 0 ≤ C ≤ 1,
0 ≤ S ≤ 1, C2 + S2 = 1, and KerC = KerS = 0.
Proof. This result is due to Dixmier [24]. An elegant proof is given in Halmos [31]. See
also the survey Bo¨ttcher–Spitkovsky [18]. 
Note that the spectral types of C and S are invariants of the pair L1, L2, and they
depend symmetrically on L1 and L2. This follows, for instance, from the identity
(K ′1 +K
′
2 − 1)2 =
[
C2 0
0 C2
]
in [31, p. 386].
Proposition 9.3 leads to a useful reformulation of condition (ii) in Proposition 9.1:
Proposition 9.4. Let, as above, L1, L2 ∈ Gr(E) and K1, K2 be the corresponding projec-
tions.
The condition K1 − K2 ∈ C2(E) is equivalent to the following: first, the subspaces
L1 ∩ L⊥2 and L⊥1 ∩ L2 have finite dimension and, second, S ∈ C2(V ).
Next, if this holds true, then the index of the operator K2K1 : L1 → L2 equals 0 if and
only if dim(L1 ∩ L⊥2 ) = dim(L⊥1 ∩ L2).
Proof. From Proposition 9.3 it is seen that K1 − K2 ∈ C2(E) if and only if, first, the
subspaces L1 ∩ L⊥2 and L⊥1 ∩ L2 have finite dimension and, second, K ′1 −K ′2 ∈ C2(L).
Now we claim that the latter condition is equivalent to S ∈ C2(V ). Indeed, if K ′1−K ′2 ∈
C2(L), then S
2 ∈ C2(V ) and CS ∈ C2(V ). Looking at the eigenvalues of S we see that
this just means that S ∈ C2(V ). The inverse implication is also evident.
Let L′1 and L
′
2 be the ranges of the projections K
′
1 and K
′
2, respectively. We claim that
the operator K ′2K
′
1
∣∣
L′1
has trivial kernel. Indeed, we have
(K ′2K
′
1)
∗(K ′2K1)
∣∣
L′1
= K ′1K
′
2K
′
1
∣∣
L′1
= C2.
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But C2 has trivial kernel, because so does C. Likewise, the operator K ′1K
′
2
∣∣
L′2
has trivial
kernel, too. Applying (9.1) we see that the index of K ′2K
′
1 : L
′
1 → L′2 equals 0. It follows
that
index(K2K1 : L1 → L2) = dim(L1 ∩ L⊥2 )− dim(L⊥1 ∩ L2).
This proves the last statement of the proposition. 
As a corollary we obtain a sufficient condition for the vanishing of the index.
Corollary 9.5. Let K1 and K2 be projection operators on a Hilbert space E and L1, L2
be their ranges. Suppose that K1 −K2 ∈ C2(E).
If ‖K1 −K2‖ < 1, then the operator K2K1 : L1 → L2 has index 0.
Proof. Since ‖K1 −K2‖ < 1, the subspaces L1 ∩ L⊥2 and L⊥1 ∩ L2 are null. Then the last
statement of Proposition 9.4 shows that the index is 0. 
Remark 9.6. The following argument, based on Corollary 9.5, shows that in certain
circumstances one may avoid the explicit computation of the operator K2K1 : L1 → L2.
Namely, suppose t range over an interval I ⊂ R and {K(t) : t ∈ I} is a family of
projection operators on a Hilbert space E depending continuously on t with respect to
the norm topology. Suppose further that K(t1)−K(t2) ∈ C2(E) for any t1, t2 ∈ I. Then,
by virtue of Corollary 9.5, the index related to any pair K1 = K(t1), K2 = K(t2) is 0.
We use this argument below in the proof of Theorem 10.9.
10. Applications and remarks
Proposition 10.1. Let M be a perfect measure such that the corresponding canonical
kernel K(x, y) is a projection kernel (see Definition 4.10). Then M is ergodic.
Proof. By Proposition 2.3, an S-quasi-invariant measure M is ergodic if and only if the
associated representation T [M ] of the algebra C(Ω)⋊ S is irreducible. Thus, we have to
show that T [M ] is irreducible. Next, we may replace T [M ] by the representation T [M ] of
the algebra A0. Since the distinguished vector 1 ∈ L2(Ω,M) is a cyclic vector for T [M ],
this representation is irreducible if and only if τ [M ] is a pure state. Since M is assumed
to be perfect, this means that ϕ[K] is a pure state (here K is the operator corresponding
to K(x, y). Finally, by Theorem 9.2 (ii) this holds true because K is a projection. 
Here is a direct corollary:
Corollary 10.2. The perfect measures from Theorems 8.2 and 8.3 are ergodic measures.
Remark 10.3. A completely different possible way to establish the ergodic property is
indicated in Bufetov [22, remark after Theorem 1.6]: an S-quasi-invariant determinantal
measure on {0, 1}X is ergodic provided it it is number rigid in the sense of Ghosh–Peres
[27], [28]. The idea is to combine the rigidity property with Lyons’ theorem on triviality
of the tail σ-algebra, which holds for any determinantal measure [35, Theorem 7.15].
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Proposition 10.4. Let M1 and M2 be two perfect measures and K1(x, y) and K2(x, y) be
their canonical correlation kernels. Suppose that they are projection kernels, and let K1
and K2 denote the corresponding projection operators.
The following dichotomy holds: M1 and M2 are either equivalent or disjoint, and this
happens depending on whether the corresponding quasifree states ϕ[K1] and ϕ[K2] are
equivalent or not.
Proof. The argument is the same as in Proposition 10.1, with reference to Proposition 2.1
and Proposition 2.3 (i). 
Remark 10.5. Note that for rigid perfect measures, the projection property for the
canonical correlation kernel holds automatically. Indeed, let M ∈ {0, 1}X be a perfect
measure, so that τ [M ] = ϕ[K]. If one knows additionally that M is rigid, then, according
to Remark 10.3, M is S-ergodic. But then ϕ[K] is a pure state, which in turn implies
that K is a projection, by virtue of Theorem 9.2 (i).
Corollary 10.6 (Criterion of equivalence/disjointness). Let M1 and M2 be two measures
satisfying the hypotheses of Proposition 10.4. If the corresponding projections K1 and K2
satisfy the condition of Theorem 9.2 (ii), then M1 and M2 are equivalent; otherwise they
are disjoint.
In the rest of the paper we give two examples of application of this criterion (Theorems
10.7 and 10.9).
Let MdHermite+,r , where r ∈ R, denote the determinantal measure on {0, 1}Z≥0 with the
discrete Hermite kernel with parameters (+, r), see §8.2 above.
Theorem 10.7. The measures MdHermite+,r , where r ranges over R, are pairwise disjoint.
Proof. By Theorem 8.2, these are perfect measures. Next, the same theorem tells us that
their canonical correlation kernels are the discrete Hermite kernels. Let KdHermite+,r denote
the corresponding projection operators. From (8.10) it follows that if r1 < r2, then the
difference KdHermite+,r1 −KdHermite+,r2 is a projection operator with infinite-dimensional range.
Such an operator is not Hilbert-Schmidt. Therefore, by the criterion of Theorem 9.2, the
corresponding quasifree states are not equivalent. This completes the proof. 
Remark 10.8. Sometimes one can prove that two determinantal measures are disjoint
when their first correlation functions have different asymptotics at infinity. (The idea is to
use the strong law of large numbers for the size of the particle configuration in a growing
interval, of the type of [42, Theorem 5.1].) For instance, this test easily shows that the
measures MdSineφ with different values of parameter φ are disjoint.
However, the result of Theorem 10.7 cannot be obtained by such a rough method.
Indeed, in the situation of Theorem 10.7, the first correlation function of MdHermite+,r tends
at infinity to the constant 1
2
, irrespective of the value of the parameter r (this can be
checked using the approach of [16]), so that the above test is not sensitive to a change in
parameter r.
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Consider the classical Jacobi polynomials P
(a,a)
n (t) with equal parameters (a, a), where
a > −1. These are orthogonal polynomials with the weight measure (1− t2)adt on [−1, 1].
We use the same standardization as in [26] and [53]: it is specified by the condition that
the leading coefficient of P
(a,a)
n (t) equals
kn := 2
−n
(
2n+ 2a
n
)
.
Note that in a different standardization, these polynomials turn into the ultraspherical
polynomials Cλn(t) with parameter λ = a+
1
2
.
Given a > −1, we form two kernels on Z≥0 × Z≥0,
K+,a(x, y) :=
1
‖P (a,a)x ‖ ‖P (a,a)y ‖
∫ +∞
0
P (a,a)x (t)P
(a,a)
y (t)(1− t2)adt,
K−,a(x, y) :=
1
‖P (a,a)x ‖ ‖P (a,a)y ‖
∫ 0
−∞
P (a,a)x (t)P
(a,a)
y (t)(1− t2)adt.
These are projection kernels of the form (8.10) with r = 0 (our definition agrees with
(8.10) because kn > 0 for all n ∈ Z≥0), and they are a particular case of the discrete
Jacobi kernels [16]. Let us denote by M+,a and M−,a the corresponding determinantal
measures; they are an instance of measures denoted in Section 8.2 by M+r and M
−
r .
Theorem 8.2 shows that the measures M+,a and M−,a are perfect, and their canonical
correlation kernels are K+,a(x, y) and (−1)x−yK−,a(x, y), respectively. Moreover, M−,a =
(M+,a)◦ (recall that ( · )◦ is the particle/hole involution, see §4.5). On the other hand,
because of the symmetry relation P
(a,a)
n (−t) = (−1)nP (a,a)n (t), the kernels K+,a(x, y) and
(−1)x−yK−,a(x, y) coincide. It follows that M+,a = (M+,a)◦; in words: the measure M+,a
coincides with its pushforward under the particle/hole involution. One more consequence
is that
K+,a(x, x) ≡ 1
2
. (10.1)
In what follows we denote by K+,a the projection operator on E := ℓ2(Z≥0) with the
kernel K+,a(x, y).
Theorem 10.9. All the measures M+,a, a > −1, are equivalent.
Proof. Because the measures are perfect and we know their canonical correlation kernels,
we may apply the criterion of Corollary 10.6. It tells us that we have to check condition
(ii) of Theorem 9.2. By virtue of Remark 9.6 it suffices to prove that for any a1, a2 > −1
the operator K+,a1 − K+,a2 is Hilbert–Schmidt and its Hilbert–Schmidt norm depends
continuously on the parameters (then it will follow that the last claim holds for the
ordinary operator norm as well, because it is majorated by the Hilbert–Schmidt norm).
Thus, we have to prove that∑
x,y∈Z≥0
(K+,a1(x, y)−K+,a2(x, y))2 <∞
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and, moreover, the sum depends continuously on a1, a2.
Because of (10.1), the summands with x = y vanish, so that we may assume x 6= y.
Then we use the formula for the discrete Jacobi kernel given in [16, Proposition 3.5],
where we set b = a and r = 0. It gives us
K+,a(x, y) =
1
2‖P (a,a)x ‖ ‖P (a,a)y ‖
× (x+ 2a+ 1)P
(a+1,a+1)
x−1 (0)P
(a,a)
y (0)− P (a,a)x (0)(y + 2a+ 1)P (a+1,a+1)y−1 (0)
(x− y)(x+ y + 2a + 1) . (10.2)
Let us write down explicit expressions for the quantities entering (10.2):
‖P (a,a)k ‖−1 =
√
(k + a+ 1
2
)Γ(k + 2a+ 1)Γ(k + 1)
2aΓ(k + a+ 1)
(10.3)
(see [53, (4.3.3)]) and
P
(a,a)
k (0) =
0, k odd;(−1)ℓΓ(k + a+ 1)
2kΓ(ℓ+ 1)Γ(ℓ+ a+ 1)
, k even, k = 2ℓ.
(10.4)
The latter formula can be obtained, e.g. as follows: we use the explicit expression
P
(a,a)
k (t) = 2
−k
k∑
i=0
(
k + a
k − i
)(
k + a
i
)
(t− 1)i(t+ 1)k−i
(see [53, (4.3.2)]); by specializing t = 0 we see that 2kP
(a,a)
k (0) equals the coefficient of u
k
in the series expansion of
(1− u)k+a(1 + u)k+a = (1− u2)k+a,
which gives (10.4).
From (10.4) it is seen that (10.2) vanishes unless one of the variables x, y is odd and
the other is even. Because of the symmetry of the kernel it suffices to examine the case
when x is odd and y is even. Now we change the notation and set
x = 2n + 1, y = 2m, n,m ∈ Z≥0.
Taking into account (10.4) we obtain from (10.2)
K+,a(2n+ 1, 2m) =
n+ a+ 1
4‖P (a,a)2n+1‖ ‖P (a,a)2m ‖
P
(a+1,a+1)
2n (0)P
(a,a)
2m (0)
(n−m+ 1
2
)(n +m+ a + 1)
. (10.5)
Lemma 10.10. We have
(n+ a+ 1)P
(a+1,a+1)
2n (0)P
(a,a)
2m (0)
‖P (a,a)2n+1‖ ‖P (a,a)2m ‖
= 4(n+ 1)
(
1 +O
(
1
n+1
)) (
1 +O
(
1
m+1
))
(10.6)
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where the estimate on the right-hand side is uniform with respect to parameter a > −1
provided it is bounded away from −1 and +∞.
Proof of the lemma. Using (10.3) and (10.4) we obtain (after a minor cancellation) that
the left-hand side of (10.6) equals
(−1)n
√
(2n+ a+ 3
2
)Γ(2n+ 2a+ 2)Γ(2n+ 2)
22n+aΓ(n+ 1)Γ(n+ a+ 1)
×
(−1)m
√
(2m+ a+ 1
2
)Γ(2m+ 2a+ 1)Γ(2m+ 1)
22m+aΓ(m+ 1)Γ(m+ a+ 1)
.
Applying the duplication formula for the Γ-function,
Γ(2t) = 22t−1π−
1
2Γ(t)Γ(t+ 1
2
),
we reduce this to
2(−1)n+m
π
√
(2n+ a+ 3
2
)Γ(n+ a + 3
2
)Γ(n+ 3
2
)
Γ(n+ a+ 1)Γ(n+ 1)
×
√
(2m+ a + 1
2
)Γ(m+ a + 1
2
)Γ(m+ 1
2
)
Γ(m+ a + 1)Γ(m+ 1)
.
Finally we use the asymptotic formula [25, §1.18, (4)]
Γ(t+ α)
Γ(t+ β)
= tα−β(1 +O(t−1)), t→ +∞,
where the estimate is uniform with respect to parameters α, β provided that they remain
bounded.
This proves (10.6) 
We return to the proof of the theorem. By virtue of Lemma 10.10, the expression (10.5)
takes the form
K+,a(2n+ 1, 2m) =
(−1)n+m
π
(n+ 1)
(
1 +O
(
1
n+1
)) (
1 +O
(
1
m+1
))
(n−m+ 1
2
)(n+m+ a + 1)
,
where the estimates on the right-hand side are uniform with respect to parameter a
provided that it is bounded away from −1 and +∞ (which we tacitly assume in what
follows).
Further, because
1
n +m+ a + 1
=
1 +O
(
1
n+m+1
)
n +m+ 1
,
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We can write
K+,a(2n+ 1, 2m) =
(−1)n+m
π
(n+ 1)
(
1 +O
(
1
n+1
)
+O
(
1
m+1
))
(n−m+ 1
2
)(n+m+ 1)
and from this we obtain
|K+,a1(2n+ 1, 2m)−K+,a2(2n+ 1, 2m)| = π−1 (n+ 1)
(
O
(
1
n+1
)
+O
(
1
m+1
))
(n−m+ 1
2
)(n+m+ 1)
with uniform estimates as before.
We are going to show that the expression on the right-hand side is square summable
on Z2≥0. It suffices to prove the square summability on Z
2
≥0 separately for
A(n,m) :=
1
(n−m+ 1
2
)(n+m+ 1)
and
B(n,m) :=
(n+ 1)
(m+ 1)(n−m+ 1
2
)(n+m+ 1)
.
For A(n,m) this is evident — just take n −m+ 1
2
and n +m+ 1 as new variables. For
B(n,m) we observe that
n + 1
n +m+ 1
≤ 1. This reduces the task to the similar claim about
B′(n,m) :=
1
(m+ 1)(n−m+ 1
2
)
,
and this is clear because we can take m+ 1 and n−m+ 1
2
as new variables.
We have proved that∑
n,m∈Z≥0
(K+,a1(2n+ 1, 2m)−K+,a2(2n+ 1, 2m))2 <∞,
which implies that K+,a1 −K+,a2 is a Hilbert–Schmidt operator.
It remains to prove that its Hilbert-Schmidt squared norm depends continuously on
the parameters a1, a2. But this follows from the above argument. Indeed, because our
bounds are uniform with respect to the parameters, the above sum converges uniformly
on a1 and a2 (provided that they are bounded away from −1 and +∞). Finally, we use
that evident fact that each summand depends on the parameters continuously.
This completes the proof of the theorem. 
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