is larger than the model uncertainty resulting from the aforementioned two sources, the likelihood is that important processes have been neglected or that the model formulation itself is suspected. Thus a good understanding of the fh'st two sources of uncertainty results in an ability to address the third.
The evaluation of model uncertainties is closely related to the determination of model sensitivities. If a model displays a large sensitivity to some parameter and the value of that parameter is not well known, then a large uncertainty can result. If the model is sufficiently insensitive to the value of a parameter, then the uncertainty will not be large even if the value of that parameter is not known well.
Three general approaches to the evaluation of the sensitivities and uncertainties in atmospheric models have been employed to varying degrees. The first is referred to as the "hunt and peck" (HP) method because of its reliance on guesswork and trial and error. The HP method consists of guessing what parameters may be important and conducting sensitivity studies to determine if the intuition is correct. This type of uncertainty analysis relying on an individual evaluation of sensitivity coefficients was introduced to the atmospheric chemistry community in a report of the National Research Council (NRC) Panel on Atmospheric Chemistry [1976] and was used by Butler [ 1978] and Stolarski [ 1980] in studies of the sensitivity of one-dimensional atmospheric models to various input parameters. It was also employed to examine the uncertainties of trace species inferred from the Limb Infrared Monitor of the Stratosphere (LIMS) satellite measurements of atmospheric constituents [Kaye and Jackman, 1986a,b] . The primary disadvantage of the HP approach is that it is not co•nprehensive. In order to avoid the disadvantage of the HP method in this study, the sensitivity coefficients are evaluated. The ozone sensitivity coefficients to each of the gas phase chemical reaction rates used in the 2-D model are calculated using a Ëmite difference technique.
A second method is a Monte Carlo analysis [Stolarski et al., 1978; Stolarski and Douglass, 1986; Douglass and Stolarski, 1987.] In this method the value of each input parameter is chosen from a set of possible values distributed in accord with the stated uncertainty in that particular parameter. The model is run many times with different sets of randomly chosen input parameters, and the output is recorded. If enough model runs can be done to build up reliable statistics, this method can produce a good measure of total model output uncertainty due to all of the input parameter uncertainties. Its disadvantage is that the more complicated the model, the more expensive it is to make the necessary runs. Guided Monte Carlo (GMC) analysis is designed to reduce the computational burden of the Monte Carlo method and judiciously combines the results of the sensitivity calculation with. the Monte Carlo runs of the model.
A third analysis method is cause and effect analysis [Andronova and Schlesinger, 1991] . This method examines the relationships between different model variables, and how a perturbation to a model is transmitted through the model from input to output. The approach is analytical and does not appear to be easily applicable to large computational stratospheric photochemical models. This paper has two main goals. The first is to calculate a set of coefficients to quantify the sensitivity of the calculated ozone to each of the gas phase chemical reaction rates used in the •nodel, using a finite difference method. The second is to quantitatively estimate the uncertainty in the model prediction of ozone due to the uncertainties in chemical reaction rates.
However, the uncertainty of the ozone concentration due to uncertainties in photolysis cross sections and heterogeneous reaction rates is not included in this paper. A residual mean circulation is calculated following Dunkerton [1978] . The heating rates of Dopplick [1974 Dopplick [ , 1979 are used between 100 mbar and the ground, while Rosenfield et al. (1987) [Fleming et al., 1995 
HO2+O--> OH+O 2 (k2) (b) O+OH --> H+O 2 (k,).
Figures 2(a) and (b) show the ozone sensitivity coefficients to k 2 and k s . Both of these reactions 2 and 5 in Table 1 involving hydrogen free radicals represent a very rapid loss process for atomic oxygen and reduce ozone in the mesosphere.
The negative maxima of the ozone sensitivity coefficients to k 2 and k s are -0.7 around 80 km and-0.4 around 68 km. In the narrow region 40-50 km, the sensitivity to k s becomes positive because k 5 destroys OH with a subsequent reduction of the conversion of the inactive chlorine bound HC1 to the active chlorine C1 by OH (see, e.g., reaction 8 in Table 1 ). The region of the positive ozone sensitivity to k5 is collocated with a region of decreased active chlorine. Thus enhancing k s decreases the ozone destruction due to C10 x and increases ozone at altitudes of 40-50 km. Because of the latitudinal dependence of the active chlorine (the abundance of active chlorine (C10 and C1) is higher at high latitudes than at low latitudes), this positive sensitivity coefficient has a larger value at high latitudes than at low latitudes.
The ozone concentration displays a sensitivity to k 3 and k, above 70 kan and is decreased by the enhancement of these rates. This is because ato which the model is run, x, is chosen empirically. It is generally most economical to start with a large x value (i.e., ozone concentration from sensitivity analysis alone) and systematically decrease it to get the converged value of ozone concentration.
Model Calculation and Results
We selected 1000 sets of randomly chosen chemical reaction rates from each rate's probability distribution based on the DeMore et al. [1992] chemical rate 1 o uncertainties •} for the temperature of 298 K. The f, is used to establish the width of the probability distribution of the reaction rate k, which is used to select a possible value for the ith reaction rate. The random selection of the reaction rates from their probability distributions can only be done for one temperature. Otherwise, the reaction rate would vary randomly from location to location in the model. For each reaction rate set, we calculate oe in September using equation (6).
Since it is more likely kin. The probability distributions at other latitudes and altitudes are very similar to these. All of the distributions show that in the center the probability built up by the sensitivity calculations is much larger (about 5-6 times larger) than that by the Monte Carlo runs of model, while in the tails they are comparable. Therefore the central part of the ozone probability distribution tends to be built up by information from the In the future, the ozone sensitivity and uncertainty to other chemical and dynamical model input parameters such as the photolysis cross section, heterogeneous reactions, solar flux, aerosol properties and abundance, vertical and meridional winds, and horizontal and vertical diffusion coefficients need to be studied. A good understanding of this source of uncertainty can result in an ability to address the ozone uncertainty due to the exclusion of important physical processes and adopting simplifying assumptions in the model.
