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1 Introduction
In the framework of perturbative QCD at large Q2 and low x, the conformal (global)
group of transformations in the transverse coordinate space plays a crucial role.
Indeed Lipatov and his collaborators [1] have derived the master equation for the











. This derivative is a convolution in the
transverse space of the gluon structure function times a conformal invariant kernel
(BKKL kernel). All the relevant observables are then expressed as an expansion
over the basis En,ν of the conformal eigenfunctions of this kernel. The integer n is
the conformal spin and iν corresponds to a continuous imaginary scaling dimension.
Among others, the elastic off mass shell gluon-gluon amplitude corresponding to the
exchange of the bare QCD hard Pomeron [1, 2] and the conformal invariant triple
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Pomeron vertex [3]. For this purpose one is led following [1] to consider the eigen-
functions in a mixed representation which is obtained by a Fourier transform in 2
dimensions of En,ν. To be more specific, these eigenfunctions in the coordinate space
are the product of a holomorphic times an antiholomorphic function. Recently, it has
been shown [2] that the answer is a sum of two products of a holomorphic times an
antiholomorphic form. This was accomplished by noticing that the Fourier transform
is solution of a set of two linear differential equations one with respect to the complex
variable and the other with respect to the complex conjugate variable. This structure
of conformal blocks is already present in the computation of correlation functions in
2 dimensional conformal invariant quantum field theories [4]. Various theorems have
been established for an integrand with integrable singularities at 0, 1 and ∞. In
reference [2] a similar result seems to apply, as shown by the existence in this case
of 2 differential equations. In the first part of this paper we show that this is not a
sheer coincidence but that similar theorems can apply for the bidimensional Fourier
transform. As far as the triple conformal invariant Pomeron is concerned, specific
analytic calculations have been done recently [3]. It turns out that this quantity is a
peculiar case of a more general calculation involving a p-tuple conformally invariant
integral in the complex space at a particular complex value of z (resp z¯). The triple
Pomeron corresponds to the case z = 1 and p = 3. Our second part is the derivation
of this very general result. The key point is to find the set of two linear differential
equations with respect to z and z¯ of order p+1 which are obeyed by the p-tuple inte-
gral. The final answer will thus be a sum of conformal blocks, as expected, each block
being the product of one of the p+ 1 solutions in z of the differential equation times
the corresponding one in z¯, in order to preserve the single valuedness of the solution.
In our study, the system of linear equations is the one obeyed by the hypergeometric
function p+1Fp(z). The case of degeneracy which is relevant for the calculation of the
triple Pomeron vertex will be treated explicitly in a forthcoming paper.
2 Bidimensional Fourier Transforms
We begin this section with the following,












Then |I1| ≤ CǫR
ǫ−1, for any 0 < ǫ ≤ 1.
2
Proof. It follows from the mean value Theorem and Jordan’s lemma that for 0 ≤ x ≤
y ≤ π
2
















































− y)| ≤ Kǫ < ∞ for 0 ≤ y ≤
π
2
, ǫ > 0 with Kǫ monotonically















































Thus extending the region of integration in the first integral to the full semi-axis then




















which gives the result.
With the above lemma we can now factorize certain double integrals. We will





where C\[0,∞) is the complex plane cut along the real axis from zero to infinity. We
will make the following assumptions about f and g.
i) I converges.
ii) f(t) = f˜(t)eiq·t, g(t) = g˜(t)eiq·t, q ∈ R.






∣∣ <∞, kg = ∣∣∫∞0 g(x)dx∣∣ <∞.
v) For ǫ small enough but positive limR→∞ kg˜(R)Rǫ = 0, limR→∞ kf˜(R)R
ǫ = 0 and
limR→∞ kg˜(R)kf˜ (R)R
1+ǫ = 0, where kg˜(R) = maxθ∈[0,2π) |g˜(Reiθ)| and
kf˜(R) = maxθ∈[0,2π] |f˜(Re
iθ)|. Finally
vi) limr→0 kf˜(r)r = 0 = limr→0 kg˜(r)r.





withDR being the disk of radius R. We proceed to cutDR\[0,∞) into the components









where ∂Di, i = 1, 2 indicate the boundary of Di, i = 1, 2 respectively, f1(t) =∫
Γ1,t
f(y)dy, Γ1,t being the path followed from the point z1 to t along the contour
indicated on ∂D1 or ∂D2. Note that the contributions to IR along Γ8541 on ∂D2




















which by Lemma 1 is bounded by
≤ kg˜(R)kf˜(R)R
1+ǫ. (1)















(f7 + f6 − f7 + f3 − f6 + f2 − f3 + f1 − f2)g(t)dt
∣∣∣∣























f1(t)g(t) dt− ((f2 − f3) + (f6 − f7) + f7(t)) g(t) dt
∣∣∣∣ ≤ kgkf˜Rǫ+
This leads to,



























where Cˆ is the complex plane cut so as to make ln t well defined. By rotating and
scaling the coordinate system we may write







In the above integral the branch of the logarithm selected is such that 0 ≤ arg t < 2π
and ln t is positive for t > 1. With t = reiθ set
f(t) = tγ−1eir cos θ−r sin θ
and
g(t) = t
















we see that Iˆ converges uniformly for 0 <
Re(γ + γ˜) < 1/2 and thus defines an analytic function of γ and γ˜ for the values of
these variables restricted to this domain.





with 0 < Re γ < 1/2, 0 < Re γ˜ < 1/2 and 0 < Re(γ + γ˜) < 1/2. If f1(t) = t
γ−1
and g1(t) = t
¯˜γ−1 the conditions of Lemma 2 are satisfied and taking into account the































With the first two integrals replaced by their representation [6, Formula (33), p. 12]









The first term can be analytically extended to γ, γ˜ 6= 0,−1,−2, . . .. To solve the 2nd
term we break it up into three integrals over the following regions R1 = {(v, u), 0 ≤
v < 1, v ≤ u < 1}, R2 = {(u, v), 0 ≤ v < 1, 1 ≤ u ≤ ∞} and R3 = {(u, v), 1 ≤
v < ∞, v ≤ u < ∞}. It is easy to see that I1 can be analytically extended to




















which converges uniformly for Re (γ + γ˜) < 1. Consequently I3 can be extended
to Re γ < 1, Re(γ + γ˜) < 1. This implies that I can be extended toe the region














which allows an analytic extension for Re γ > 0, 0 < Re(γ+ γ˜) < 1 since this implies
that Reγ˜ < 1. Consequently we have shown








(e2πi(γ−γ˜) − 1)I(γ, γ˜).
In particular if γ − γ˜ = n, n an integer the integral becomes
I = sin(πγ)ei(π/2)nq−γ˜ q¯−γΓ(γ)Γ(γ + n)
The next integral we will consider arises in the context of the QCD Domain. The


























where u = −v1 + iv2, uˆ = v1 + iv2, and Re(qρ¯) 6= 0. With an appropriate rotation














(z2 − 1)u+1/2(z¯2 − 1)uˆ+1/2
,
and q1 = q
ρ¯
4
. Since q1z¯ comes in symmetrically with its complex conjugate we may
assume that Req1 > 0 and write q1 = qˆ1e
iφ. With this notation Cˆ in the above
integral is the complex plane cut from [1,∞eiφ) and from (−∞e−iφ,−1]. We use
the branch of the logarithm so that the phases of z − 1 and z + 1 are equal to zero
for z > 1. Elementary methods including stationary phase shows that the above
integral is convergent and defines an analytic function in the variables u and uˆ for
−1/4 < Re(u+ uˆ) < 1 and Req1 6= 0 which is also continuous in q1 in this region. We





(z2 − 1)u+1/2(z¯2 − 1)uˆ+1/2
Using Stoke’s Theorem we integrate over ∂D1 and ∂D2 given in Figure 2 with f˜ =







The conditions on u and uˆ are such that hypotheses i - iii,v, and vi of Lemma 2




g(z)dz¯| < ∞. Thus we need to show that limR→∞ |
∫ r0
0
g(z)dz¯| < ∞ with
z = 1 + reiφˆ, and with r0 and φˆ determined by the equation 1 + r0e
iφˆ = Reiφ. The













2dr <∞, Reuˆ < 1/2,














for constants C1 and C2 independent of R. Applying the above reasoning to f on Γ45






























From [7, p. 167 eq (6)] we see that
lim
R→∞



























Furthermore for uˆ restricted to the region of interest the radius of small circular





























































+2i sin π(uˆ− u) sin[(π − q¯1 − q1)(uˆ− u)]e








(r(2 + reiφ))u+1/2(y(2 + ye−iφ))uˆ+1/2
dr dy.
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Using an argument similar to the one given above but more tedious it can be shown
that I(qˆ1) has an analytic extension −1/4 < Reu + Re uˆ < 1, u, uˆ 6= 1/2 + n, n =
0, 1, ... Thus we have shown
Theorem 2 For u = −v1 + iv2, uˆ = v1 + iv2, u, uˆ 6= 1/2 + n, n = 0, 1, ..., I1 is given















uˆ(q1)] q1 6= 0. (3)
3 A p-uple conformal integral and applications
We now consider the integral
Ip+1
(































We will analyze the case when ai, a˜i, bi and b˜i obey the following conditions:
Condition C. For i = 0 . . . , p and j = 1 . . . , p,
a) bj , b˜j, ai, a˜i 6∈ Z.
b) ai − aj , a˜i − a˜j , bi 6=0 − bj , b˜i 6=0 − b˜j , i 6= j 6∈ Z.
c) ai − bj , a˜i − b˜j 6∈ Z














With aj = (a1, . . . , aj), b
j = (b1, . . . , bj), a˜
j = (a˜1, . . . , a˜j), b˜
j = (b˜1, . . . , b˜j), and
I1(a0, a˜0, z, z¯) = (1− z)





p, bp; a˜0, a˜















p−1, bp−1; a˜0, a˜p−1, b˜p−1; z zp, z¯ z¯p
)
, (5)
The computation of this integral has already been done for p = 0 and p = 1 by
various authors [4] in the case when ai = a˜i, bi = b˜i and a0 = a˜0. The result is
a sum of a product of hypergeometric functions of z with its antiholomorphic part
of argument z¯ exhibiting the conformal block structure. Lipatov [1] has given the
general form for p = 1 without the restrictions on the a˜i, a˜0, b˜i.
We propose to give the exact analytic structure of Ip+1 for any positive integer
value of p.
The key point of the calculation is to prove that the Ip+1 obey two linear differential





p, bp; a˜0, a˜












p, bp; a˜0, a˜







is the differential operator of order p+1 defining the hyper-




















































The general solution of this system of differential equation reads


















is any of the p+1 independent
solutions of the differential equation
Op+1z ϕj (z) = 0 j = 0, .., p
namely
up+10 (a0, a
p, bp, z) =p+1Fp (a0, a




= z1−bj p+1Fp (a0 − bj + 1, ai − bj + 1, 1 + bi − bj, 2− bj ; z) (7)
Since the solution we are looking for, has to be monovalued in zz¯ the λij
′s have





p, bp; a˜0, a˜


















which exhibits a conformal block structure.
The p + 1 unknown constants λj
(
a0, a
p, bp, a˜0, a˜
p, b˜p
)
are readily obtained by
identifying the different behaviour of the solution Ip+1 near z = 0.
At this stage we consider a generalized Euler function ([4]),




d2t tα−1 (1− t)β−1 (t¯)α˜−1 (1− t¯)β˜−1
14
which is defined and analytic for Re(α+α˜) > 0, Re(β+β˜) > 0, and Re(α+α˜+β+β˜) <
2. Using arguments similar to those given in the previous section the above integral
can be evaluated so that for α− α˜, β − β˜ integer,
Bα, β; α˜, β˜ =
Γ (α) Γ (β)













Note that since α− α˜ and β − β˜ are integer,




) ≡ sin πα sin πβ
sin π (α+ β)












Bai, bi−ai; a˜i, b˜i−a˜i (10)
which is a0, a˜0 independent.






















































p, bp, a˜0, a˜
p, b˜p
)




Bai−bj+1, bi−ai; a˜i−b˜j+1, b˜i−a˜i (11)
































Kp0 (a0 + 1, a
p + 1, bp, z, zp) , (12)








(ai − bj + 1)
∂
∂zp
Kpj (a0 + 1, a












+ bi − 1
)










p+1Fp (ai + 1, bi + 1, z) ,







z1−bj p+1Fp (ai − bj + 1, 1 + bi − bj , 2− bj z)
= (ai − bj + 1)z
1−bj




+ bi − 1
)
z1−bj p+1Fp (ai − bj + 1, 1 + bi − bj , 2− bj , z)
= (bi − bj)z
1−bj




+ bj − 1
)
z1−bj p+1Fp ((ai − bj + 1, 1 + bi − bj , 2− bj , z)
=
(
(a0 − bj + 1)
∏p
k=1(ai − bj + 1)
(2− bj)
∏p
k=1(bi − bj + 1)
)




z1−bj p+1Fp (ai − bj + 1, bi − bj + 1, 2− bj , z)
= (1− bj)z
−bj
p+1Fp (ai − bj + 1, bi − bj + 1, 1− bj z) ,
Let Iˆp+1 be given for 0 < |z| < 1 by equations (8), (10), and (11) where we assume
that ap and bp satisfy condition C. Since for 0 < |z| < 1 the hypergeometric functions
inIˆp+1 are defined by their series representation we seek a continuation of Iˆp+1 to
|z| > 1. It follows from the Mellin-Barnes representation for p+1Fp(a0, a
p, bp, z) (Luke
[10] p. 149) that for 0 < arg z < 2π
p+1Fp(a0, a




























The following Lemma will be useful it what follows:
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Lemma 4 Suppose the points xi and yj, i = 0 . . . p, j = 1, . . . p are distinct and none









(1− xn)(1− xk)(x0 − yj)(yj − xj)
















where zk = yk − 1 and ui = xi − 1.









unuk(u0 − zj)(zj − uj)












Sn,k = 1− λ
p∑
j=1
(zj − u0)(zj − uj)





















behaves as z−2 for large z, and by hypothesis has simple poles at z = zj and z = 0.
If n = k then there is one extra simple pole at z = uk. Cauchy’s theorem says the
sum of the residues is zero and the evaluation of the residues gives the result.
With s(ai) = sin πai we now prove,
Lemma 5 Suppose a0, a˜0, a
































Proof. From equation (14) it follows that
λp+10 p+1Fp(a0, a
p, bp, z) p+1Fp(a˜0, a˜







































B(bi − ai, ai − a0),
and




B(bi − ai, ai − aj),
with B(a, b) = Γ(a)Γ(b)
Γ(a+b)
. c˜p0k is obtained from c
p
0k by replacing a0, a
p and bp by a˜0, a˜
p






















s(a˜i − b˜j + 1)s(b˜i − a˜j)
































Γ(2− bj)Γ(bj − 1)
Γ(bj − aj)Γ(aj − bj + 1)
p∏
i=1
B(bi − ai, ai − a0),
and
cpjk =
Γ(2− bj)Γ(bj − 1)
Γ(bj − a0)Γ(a0 − bj + 1)









s(a˜i − b˜j + 1)





s(b˜j − 1)Γ(2− b˜j)Γ(b˜j − 1)




















p+1Fp (an, an − bi + 1, 1 + an − al 6=n frac1z)
×p+1Fp
(




























s(bj − a0)s(an)s(a˜k)s(bj − aj)








Now from the fact that ai − a˜i and bi − b˜i differ by integers we find,
(−1)aj−a˜j
s(bj − a0)s(an)s(bj − aj)
s(bj)s(a0)s(bj − an)
= −











s(b˜j − a˜0)s(a˜n)s(a˜k)s(a˜j − b˜j)


































B(b˜i − a˜i, a˜i − a˜k)B(a˜k, a˜0 − a˜k)Jˆ0,k




B(bi − ai, ai − a0)
p∏
i=1


































and ψ˜p as above with bi and ai replaced by b˜i and a˜i respectively.
Lemma 6 Suppose Condition C is satisfied, ψp−1 is not an integer, Re(ψp−1+ψ˜p−1) >
p − 1, Re(ap + a˜p) < 0, Re(bp + b˜p − ap + a˜p) < 0, Re(bj + b˜j − ap − a˜p) < 2, and







0 (a0 + 1, a
p + 1, bp, z, zp)H
p
0 (a˜0, a˜




(ai − bj + 1) K
p
j (a0 + 1, a
p + 1, bp, z, zp)H
p
j (a˜0, a˜
p, b˜p, z¯, z¯p) = 0,
where Γ = [0,∞ exp−iφ) ∪ [1,∞ exp−iφ), φ = arg(z).
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Proof. We use Γ a cuts for zα and (1 − z)α choosing the determination for both
so that both give positive reals when their arguments a large positive real numbers.
We beginning by breaking up the above integral into pieces for which |zzp| < 1 and










(bi − ai − 1)λ
p−1
0 (a0 + 1, a




(ai − bj + 1)λ
p−1
j (a0, a




(bi − ai − 1)λ
p−1
j (a0 + 1, a
p−1 + 1, bp−1, a˜0 + 1, a˜
p−1 + 1, b˜p−1),
and Lemma 5 to represent the integrand in (22) for |zzp| > 1. The conditions on
a0 . . . , ap, b1 . . . , ap, a˜0 . . . , a˜p, and b˜1 . . . , b˜p imply that the above integral is convergent
for zp ∼ ∞, 0, and 1. Furthermore with condition C and the condition on ψp−1 the
hypergeometric functions in the integrand behave as pFp−1(a0, ap, bp, z) ∼ (1− z)ψp−1
([8]) so that the integral is convergent for zzp ∼ 1. The last two parts of condition
C insure that the contributions along the two sides of each cut cancel out giving the
result.
We now prove our main result,
Theorem 3 Suppose that condition C is satisfied, ψp−1 is not an integer, Re(ψp−1+
ψ˜p−1) > −2, Re(ap+ a˜p) > 0, Re(bp+ b˜p−ap− a˜p) > 0, Re(bj+ b˜j−ap− a˜p) < 2, and
Re(bp + b˜p − aj − a˜j) < 2. then Ip+1 is given by equation (8) with λ
p+1
j given by (9)
and (10). Ip+1 may be extended using the above representation so that only condition
C is satisfied by the parameters.
Proof. Consider Ip+1 for p = 1, the result is already known ([4]) and we will recover

























×I1(a0, a˜0, zz1, z¯z¯1). (26)
where Γ = [0,∞ exp−iφ) ∪ [1,∞ exp−iφ), φ = arg(z) and χC\Γ is the characteristic
function of the set C\Γ. We will use the determination given in the above lemma
for zα. We suppose that z 6= 0 or 1. If Re(a1 + a˜1) > 0, Re(b1 + b˜1 − a1 − a˜1) > 0,
Re(a0+ a˜0) < 2, and Re(b1+ b˜1−a0− a˜0) < 2 the above integral converges uniformly
on compact subsets of the z plane that exclude zero and one and defines an analytic
function of the a and b variables. Utilizing the third line in the above equation it is
not difficult to see that the integral is continuous in z. For ǫ small but positive let Iǫ2
be given by the integral above with Γ replaced by Γǫ which is the contour with every







b1−a1−1z¯1a˜1−1(1− z¯1)b˜1−a˜1−1I1(a0, a˜0, zz1, z¯z¯1).
The integral converges uniformly for z on compact subsets contained in or on Γǫ that
avoid z = 0, 1 and defines an analytic function in the variables a0, a1, b1, a˜0, a˜1, b˜1 in
the region designated above. Furthermore it follows that Iǫ2 is a continuous function
of ǫ for z sufficiently close to Γ\{0, 1} and limǫ→0 Iǫ2 = I2 where the convergence
is uniform on compact subsets of Γ\{0, 1}. Since for every ǫ small but positive the
integral, and the integral with the integrand differentiated once, and the integral with
the integrand differentiate twice with respect to z converge uniformly, it is possible


















a˜0, a˜1, b˜1, z¯, z¯1
)










0 (z, z1)H(z¯, z¯1)dz¯1
24
= Gǫ(z, z¯)
To continue on we impose the extra restriction that Re(a0+ a˜0) < 0. Under these con-
ditions it follows using Stokes’ Theorem that for z sufficiently close to Γ\{0, 1}, Gǫ(z, z¯)
is continuous in ǫ. From Lemma 6 we also see that limǫ→0Gǫ(z, z¯) = 0 uniformly on
compact subsets of Γ\{0, 1}. Thus we can conclude that for z inside Γǫ.
I2ǫ (z) = ψh(z) + ψp(z)


































1) is the determinant
obtained from w(u20, u
2





. Condition C insures
that u20 and u
2
1 are linearly independent. Here z0 is chosen so that 0 < |z0| < 1 and




1 are functions of z¯ (thought of as independent
of z for their computation). A similar discussion interchanging z, a0, a1, and b1 with






i (a0, a1, b1, z)u
2
j(a˜0, a˜1, b˜1, z¯) + f
ǫ,
where f ǫ is a function of u20,1(a0, a1, b1, z), u
2
0,1(a˜0, a˜1, b˜1, z¯) and their first derivatives.
The theory of differential equations [9 Theorem 4.1] says that the βǫi,j and f
ǫ are
continuous functions of ǫ for z ∈ Γ\{0, 1} and limǫ→0 f ǫ = 0 uniformly on compact















b1−a1−1(1− zz1)−a0 z¯1a˜1−1(1− z¯1)b˜1−a˜1−1(1− z¯z¯1)−a˜0




With the above constraints on the parameters we see that in a neighborhood of z = 0,
I12 ∼ K where K is a constant independent of z and z¯. The change of variables t = zz1





















Since the only constraints on b1 and b˜1 are those give above and condition C the
above considerations imply that β00,1 = 0 = β
0
1,0 and β
1,1 = λ21. We also find from the
dominated convergence theorem that for z real limz→0 I2 = λ20. From the previous
discussion the solution reads
Iǫ2
(






a1, b1; a˜1, b˜1
)
2F1 (a0, a1, b1; z) 2F1
(






a0, a1, b1, a˜0, a˜1, b˜1
)
(z)1−b1 (z¯)1−b˜1
2F1 (a0 − b1 + 1, a1 − b1 + 1, 2− b1; z)
2F1
(






a1, b1, a˜1, b˜1
)
=



















a0, a1, b1, a˜0, a˜1, b˜1
)
= (−1)b1−b˜1+a1−a˜1
Γ (b1 − 1) Γ (−a0 + 1)











sin πb1 sin π (−a0)
sin π (b1 − a0)
26
in agreement with previous results. This proves the result for p = 1 for Re(a1+a˜1) > 0,
Re(b1 + b˜1 − a1 − a˜1) > 0, Re(a0 + a˜0) < 0, and Re(b1 + b˜1 − a0 − a˜0) < 2. We may



































p, bp, a˜0, a˜





























The conditions imposed above imply that Ip+1 is analytic in the parameters a0, a
p, bp,
a˜0, a˜
p, and b˜p in the region specified. Furthermore Ip+1 is a continuous function of z
for z 6= 0, 1. We now impose the condition that Re(ψp−1 + ψ˜p−1) > p− 1. Let Γǫ be








p−1, bp−1a˜0, a˜p−1, b˜p−1zz1, z¯z¯1),
and a discussion similar to that given above shows that limǫ→0 Iǫp+1 = Ip+1 uniformly
on compact subsets of Γ\{0, 1}. Since Iǫp+1 can be differentiated twice we find using
Stokes’ Theorem that
27

































0 (a0 + 1, a




+ Kpj (a0 + 1, a
p + 1, bp, z, z1)H
p
j (a˜0, a˜
p, b˜p, z¯, z¯1)
= Gǫp+1.
Lemma 5 shows that the last integral is convergent and limǫ→0Gǫp+1 = 0 uniformly
on compact subsets of Γ\{0, 1} by Lemma 6. A similar equation is obtained when







p, bp, z)up+1j (a˜0, a˜
p, b˜pz¯) + f ǫ,
where condition C insures that the up+1j , j = 0, . . . , p are linearly independent. We
again appeal to the theory of differential equations to show that limǫ→0 f ǫ = 0 and












































×pFp−1(aj , aj − bi + 1, 1 + aj − ai 6=j,
1
zz1












j for z real. Furthermore with the change of variables t =
zz1 it is not difficult to see that limz→0 zbp−1z¯b˜p−1I
p
p+1 = K
p+1, with Kp+1 independent
of z. Condition C and the above discussion shows that βi,j = 0, i 6= j and βi,i =
λp+1i , i = 0, . . . , p − 1. In order to compute βp,p split Ip+1 up into the pieces I
a
p+1
for |z1| ≤ 1 and I
b















p−1, bp−1, a˜0, a˜p−1, b˜p−1, t, t¯).







d2ttbp−2t¯b˜p−2Ip(a0, ap−1, bp−1, a˜0, a˜p−1, b˜p−1, t, t¯).
We now show that the above integral is equal to (−1)bp−b˜p−ap+a˜pλp+1p . Note that
the result has been shown for p = 1. Now suppose the result is true up to p. With












p−2, bp−2, a˜0, a˜
p−2, b˜p−2, tz, t¯z).
Decompose the second integral into the regions R1 = |z| ≤ 1 and R2 = |z| > 1 then






























p−2, bp−2, a˜0, a˜
p−2, b˜p−2, y, y¯),
29
where B the closed unit ball in complex plane. Interchanging the order of integration








d2t(ut)bp−2(u¯t¯)b˜p−2Ip−1(a0, ap−2, bp−2, a˜0, a˜p−2, b˜p−2, ut, u¯t¯), (28)
where Γ is the cut described at the beginning of the Theorem with φ = arg t. Finally





d2uuap−1−bp−1u¯a˜p−1 b˜p−1(1− u)bp−1−ap−1−1(1− u¯)b˜p−1−a˜p−1−1
∫ ∫
C\Γ
d2wwbp−2w¯b˜p−2Ip−1(a0, ap−2, bp−2, a˜0, a˜p−2, b˜p−2, w, w¯). (29)
Applying the same operations to the integral over region R2 and utilizing the fact
that for |y
t















Bbp−1, −a0+1; b˜p−1, −a˜0+1
p−2∏
i=1
Bai−bp+1, bi−ai; a˜i−b˜p+1, b˜i−a˜i ,
where the induction hypothesis has been. The claim now follows.
We may now extend the result to the case when Re(ψp−1 + ψ˜p−1) > −2. The
above representation may be used to define Ip+1 when only condition C is imposed
on the parameters which completes the proof.
A comment is in order. The result of this integral for |z| < 1 is easier to get by
using a new basis namely the p+1Gp(ai;bi;z), which are nothing but the hypergeometric







The basis of the expansion is now Vj(z),V˜j(z¯) rather than Uj(z)U˜j(z¯) where
Vj(z) = z
1−bj




p+1G˜p(a˜i − b˜j + 1;b˜k − b˜j + 1;z¯)
In these formulas k 6= j = 0, p where by convention b0 = b˜0 = 1.





where the µj are obtained from the corresponding values of the λj .











i=0 S(bj − ai)∏p
i=06=j S(bj − bi)







i=0 S(bj − ai)
S(bj)
∏p
i=16=j S(bj − bi)
Similarly, for |z| > 1 it is useful to expand the integral as a combination of
hypergeometric functions which are defined for |z| > 1 namely

















where the νj have to be determined from the value of the integral for z →∞.





i=0 S(bi − ai)∏p
i=16=j S(ai − aj)
Comparing µj and νj amounts but for a sign to interchange bk and ak as expected
with the interchange of z → 1
z























It is now obvious that the result of the integral for |z| > 1 is deduced from the result
for |z| < 1 by a simple change of the parameters of the hypergeometric functions of
argument 1
z
up to the multiplicative factor
(−1)s−s˜z−a0 z¯−a˜0
namely if we define αi and βi as the parameters we get by simple identification
α0 = a0
αi = a0 − bi + 1
βi = a0 − ai + 1
which corresponds to the parameters of W0(z) and
αi − βj + 1 = aj − bi + 1
βi − βj + 1 = aj − ai + 1
2− βj = aj − a0 + 1






















i=0 S(bj − ai)∏p
i=06=j S(bj − bi)
and a similar formula for |z| > 1.
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Appendix A
In this appendix we give an alternative method to calculate (30). Besides the condi-
tions imposed in the hypothesis of Theorem (3) it will assumed that bp−b˜p−bi+b˜i ≥ 0,










pFp−1(aj − bi + 1; bk − bi + 1; t)
where j, k 6= i = 0, p− 1, and λp−1i is given in formula 11 and by convention b0 = 1
We split the domain of integration in two parts, and write I = I1 + I2 where I1 is
the contribution for |t| < 1 and I2 for |t| > 1. In the first domain the hypergeometric








where B is the unit disk in the complex plane and Γ is the contour used in the proof
of Theorem 3. To calculate I2 , the other form of the solution which is valid for |z| > 1





















j=06=i Γ(bj − bi + 1)Γ(b˜j − b˜i + 1)∏p−1






j=06=i Γ(ai − aj + 1)Γ(a˜i − a˜j + 1)∏p−1

















Γ(bi − ai)Γ(b˜i − a˜i)S(bi − ai)
µp−1i =
∏p−1
j=0 S(bi − aj)∏p−1




j=0 S(bj − ai)∏p−1
j=06=i S(aj − ai)









m). The integration on the
azimuthal angle φ yields at once
m = n+ bp − b˜p − bi + b˜i.




Γ(n+ bp − bi)
Γ(n+ bp − bi + 1)
(w2)n+bp−bi
Collecting all the pieces we get











2) is the unrenormalized hyper geometric function the upper param-
eters of which are aj − bi + 1, a˜j − bi + 1 + bp − b˜p, bp − bi and the lower ones read











Γ(1− bj − t)Γ(bp − b˜p + a˜j + t)
Γ(1− aj − t)Γ(bp − b˜p + b˜j + t)




where CR is a loop beginning and ending at +∞ and encircling all poles of Γ(...− t)
once in the negative direction but none of the poles of Γ(... + t). This yields at once
I1(w) = fR(w)
The same method holds for I2(w), w real and |w| ≥ r > 1 with the integration
over the azimuthal angle yielding n = m+ bp − b˜p − ai + a˜i while the integration on
the modulus of t gives
1
2
Γ(a˜i − b˜p + 1 +m)
Γ(a˜i − b˜p + 2 +m)
(w2)−m−1 + bp˜ − ai˜.











Γ(1− bj − t)Γ(bp − b˜p + a˜j + t)
Γ(1− aj − t)Γ(bp − b˜p + b˜j + t)
Γ(t+ bp − 1)
Γ(t+ bp)
w2(bp−1+t),
where CL is a loop beginning and ending at −∞ and encircling all poles of Γ(...+ t)
once in the positive direction but none of the poles of Γ(...− t).
It is easy to check that





j=0 S(b˜j − a˜i)∏p−1
j=06=i S(a˜j − a˜i)
.
But Cauchy theorem implies that
fL(w) = fR(w),




Γ(bp − bj)Γ(1− b˜p + a˜j)










Γ(1 + aj − bp)Γ(1− b˜p + a˜j)
Γ(1− bp + bj)Γ(1 + b˜j − b˜p)
At this stage it is worth noticing that
µp = µp−1Γ(bp − ap)Γ(b˜p − a˜p)S(bp − ap),
which can be recast as,
(−1)bp−b˜p−(ap−a˜p)µp−1π2 =
µp
Γ(1 + ap − bp)Γ(1 + a˜p − b˜p)S(bp − ap)
.
this yields at once
I = (−1)bp−b˜p−(ap−a˜p)λpp+1.
This is the expected result.





where U0(t) = (1− t)
b−1 =1 F0(b− 1, t). If we follow the method presented above we







Γ(−t)Γ(a− a˜+ 1− b˜+ t)
Γ(b− t)Γ(a− a˜+ 1 + t)
Γ(t+ a)
Γ(t+ a + 1)
since by identification b1 = a− 1, a0 = 1− b, it is easy to get that
fR = IS(b)Γ(1− b)Γ(1− b˜)π
2




collecting all the pieces the final result reads
I = π
Γ(a)Γ(b)Γ(1− a˜− b˜)
Γ(1− b˜)Γ(b+ a)Γ(1− a˜)
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