The paper presents a general combinatorial approach to the Schur functions and their modi cations, respective generalized Cauchy identities, and bijective Knuth-type correspondences between matrices and pairs of tableaux. All of these appear whenever one has a pair of graphs with the same vertices such that the linear operators associated with these graphs satisfy a certain type of commutation relations.
Introduction
In this paper, an operator approach to various modi cations of Schur functions is presented. This approach allows to unify and re-understand such basic results as the symmetry of these functions, the Cauchy identities, and the corresponding variations of the Knuth bijection. Similar techniques have been already used in 2, 3, 4] where a general theory of Schensted correspondences was constructed.
Let K be a eld of characteristic zero that contains all formal power series in the formal variables x, y, x 1 , y 1 , : : : . Let V = L i2Z V i be a graded vector space over K. Assume that all homogeneous components V i have nite dimension. In major particular cases we will x a basis P i in each V i , so that V i = KP i and V = KP where P = S P i . The rank function on P is denoted by ; thus ( ) = i if 2 P i .
Throughout this paper, x; x 1 ; x 2 ; : : : ; y; y 1 ; y 2 ; : : : are formal variables. Assume A(x) and B(y) are operator power series, i.e., the rank by j. In our main examples, P is a ranked poset of \shapes" while A i (respectively, B i ) is an operator that maps a shape into a sum of shapes obtained by adding/deleting i boxes to/from , according to certain rules.
We will study algebraic and combinatorial consequences of commutation relations between A(x) and B(y), viz., relations of the form (1.3) B(y)A(x) = A(x)B(y)f(xy) ;
where f(xy) is a formal power series in xy. Typically, the A i and B j have nonnegative integer matrices, i.e., the coe cients of in A i and B j are nonnegative integers for any ; 2 P. This enables us to associate to the operators A(x) and B(y) unoriented graphs G 1 and G 2 with the common set of vertices P: a coe cient of in, say, B j is the multiplicity of the edge ( ; ). Note that the relation (1.3) is actually symmetric in G 1 and G 2 .
Various combinatorial identities concerning path/tableaux enumeration in G 1 and G 2 can be derived via simple linear-algebra arguments based on the commutation relation (1.3); this idea follows the approach of 17, 18, 2, 3, 4] . However, the case under consideration is somewhat di erent from those treated in these papers; namely, edges of G 1 and G 2 are allowed to connect vertices lying on arbitrary levels, not necessarily consecutive ones. Informally, a theory of standard tableaux is now replaced by a theory of generalized ones, since a shortest path between and in a graph G i can be regarded as a \generalized skew tableau" of shape = .
1.1 Example. Ferrers shapes. Let P be the set of all Ferrers shapes (Young diagrams) and its natural grading (see, e.g., 16] A(x) = (I + xu 3 )(I + xu 2 )(I + xu 1 ) ; B(y) = (I + yd 1 )(I + yd 2 )(I + yd 3 ) ; (1.10) where I is the identity operator. We will show now that (1.6) is a formal consequence of (1.10) and (1.9). Observe that for any (non-commuting) a and b, (1 + We now return to the general case. (i) each of the operators P(x) and Q(y) is symmetric, i.e., the products (1.11) do not depend on the order of the factors;
(ii) the operators P(x) and Q(y) are conjugate to each other with respect to the scalar product for which Ferrers shapes form an orthonormal basis. The second property is obvious from de nitions (1.4)-(1.5); the rst one (that is, the well-known symmetry of the skew Schur functions) is implied by the following fact: A n;m (x)A n;m (y) = A n;m (y)A n;m (x) ; where A n;m (x) = (I + xu n ) (I + xu m+1 )(I + xu m ) :
This can be proved by induction on n ? m. For n ? m = 1 or 2 the identity is a trivial consequence of the above commutation relations. Then use the invertibility of A n;m in the algebra of formal power series to show that, for n ? m 2 , A n;m (x)A n;m (y) =A n;m+1 (x)(I + xu m )(I + yu n )A n?1;m (y) =A n;m+1 (x)(I + yu n )(I + xu m )A n?1;m (y) =A n;m+1 (x)A n;m+1 (y)(A n?1;m+1 (y)) ?1 (A n?1;m+1 (x)) ?1 A n?1;m (x)A n?1;m (y) =A n;m+1 (y)A n;m+1 (x)(A n?1;m+1 (x)) ?1 (A n?1;m+1 (y)) ?1 A n?1;m (y)A n?1;m (x) =A n;m+1 (y)(I + xu n )(I + yu m )A n?1;m (x) =A n;m+1 (y)(I + yu m )(I + xu n )A n?1;m (x) =A n;m (y)A n;m (x) :
So in this case P(x) and Q(y) are actually symmetric in x 1 ; x 2 ; : : : and y 1 ; y 2 ; : : : , respectively.
Let us return to the general case. Recall the commutation (1.3) and let f(t) = f 0 + f 1 t + f 2 t 2 + : : : :
Equate the coe cients of 1 and xy on both sides of (1. This identity is known in the theory of symmetric functions, where it is stated in di erent terms. It can be veri ed either directly (i.e., by establishing explicit bijections between the sets counted by the coe cients of x k y l of the matrix elements on both sides) or by referring to certain algebraic identities involving shifted Schur functions (see 14]). 1.3) ). However, all the consequences of (2.5) can be derived directly from (2. < B l A k ; > = X f i < A k?i B l?i ; > and note that the left-hand side counts the two-edge up-down paths in G from to which rst jump k levels up (thus adding a strip of k boxes, in our examples) and then l levels down (deleting a strip of l boxes). Similarly, the right-hand side counts, with appropriate weights f i , certain down-up two-edge paths from to . At this point, a bijective analogue of the equality (3.2) can be introduced. This is a family of bijections, one for each pair ( ; ), between (3.3) up-down paths from to and (3.4) triples (down-up path from to , integer i 0, label L 2 f1; : : : ; f i g).
Note that an up-down path of (3.3) determines k and l on the left-hand side of (3.2), | namely, these are the heights of the jumps. Then the value of i and the label L may be de ned unambiguously. Conversely, given a triple (3.4), k and l can be recovered from i, k ? i, and l ? i; then the up-down path is well-de ned.
The bijective correspondence (3:3) $ (3:4) is analogous to the concept of r-correspondence introduced in 1]; see also 3, 11] . Following the main idea of 1], one can apply this bijection repeatedly to obtain one-to-one correspondences between (generalized) loops and matrices with integer entries. Moreover, such a correspondence can be associated with any skew graph (see De nition 3.1 below) thus providing bijective proofs of respective generalized Cauchy identities and their modi cations. Thus M is a matrix with support S. This bijection leaves both endpoints of a path invariant. The paths of (1) and (2) and the matrix M are consistent in the sense of De nition 3.5.
De nition. A skew graph is (a
More precisely, these paths give rise to an integer-valued map that maps a vertex on the boundary to the ranks of its G-image. This map is consistent with the matrix of the i entries of (2), i.e., with M with the L-labels removed.
3.7 Comments. Though it is not obvious, Theorem 3.6 is a combinatorial (=bijective) reformulation of Corollary 3.3. This means, in particular, that, given a correspondence 11 of Theorem 3.6, one can obtain a bijective proof of (3.5) and, in the special case of a rectangular S, a bijective proof of Corollary 1.4.
Proof of Theorem 3.6. The bijection (1) ! (2) is produced by repeatedly applying the bijection (3:3) ! (3:4) . Move southwest, assigning edges of G to edges and vertices of S.
The i's and L's of (3.4) should be assigned to the corresponding cells of S to obtain M.
The reverse bijection (2) ! (1) uses the inverse correspondence (3:4) ! (3:3) to proceed recursively northeastbound. This technique is essentially similar to that of 1, 3] . Explicit algorithmic notation can be found in 3, Sections 3. 5-3.7] .
The statement of Theorem 3.6 simpli es substantially in the case of an (n m)-rectangular graph S. A path of structure w + (S) (respectively w ? (S)) that connects vertices and can be viewed as a pair of generalized skew tableaux of shapes = and = (respectively = and = ) with the entries 1; : : : ; n and 1; : : : ; m. Then we obtain a bijectivization of Corollary 1.4. This bijection has the following property. Let be the uppermost point on the path of (1), and be the lowest point on the path of (2). Then The bijection (1) $ (2) depends on a choice of the correspondence (3:3) $ (3:4) .
In conventional terms (cf. 14, 13]), we have a bijection (recall that n, m, , and are xed) between (1) pairs of generalized skew tableaux of shapes = and = and (2) pairs of generalized skew tableaux of shapes = and = together with integer (n m)-matrices f (i; j)g and fL(i; j)g satisfying (3.7)-(3.8).
It should be emphasized that the two GST appearing in (1) are generally of di erent types, since they are paths in di erent graphs G 1 and G 2 determined by the operators A(x) and B(y), respectively. Same is true about (2) .
The bijective construction of Theorem 3.8, when applied to Examples 1.1, 2.1, and 2.4, leads to respective correspondences between pairs of GST and integer matrices, or generalized permutations. Bijective correspondences of this kind were rst constructed by Sagan and Stanley 14] to provide combinatorial proofs of these particular cases of Corollary 1.4. The general algorithmic scheme of this paper can be used to reproduce these algorithms with minor modi cations.
It follows from (3.7)-(3.8) that, according to (3.0), the matrices appearing in (2) should have: nonnegative integer entries | in Example 1.1; nonnegative or primed positive entries | in Example 2.1; 0,1-entries | in Example 2.4.
The simplest case of Theorem 3.8 is the one where = =0 (we denote by0 the zero of P, assuming it exists). In this case, the only A n B m -path is trivial. Skew tableaux become simply generalized tableaux, i.e., paths starting at0.
3.9 Corollary. Assume (1.3) holds; let G be a graph with a zero. Then for any n; m; N 2 N there is a bijective correspondence between The bijections (1) ! (2) and (2) ! (1) Comments: In the third for-cycle (nm repetitions) a pair (k 1 ; l 1 ) should be processed before a pair (k 2 ; l 2 ) whenever k 1 k 2 and l 1 l 2 . The calculations may be done in parallel as long as this rule is obeyed.
In the particular cases of Examples 1.1, 2.1, and 2.4, these algorithms parallelize the original Schensted-type sequential algorithms due to Knuth 8] , Worley 19] , Sagan 12 ], Haiman 7] and again Knuth (the \dual" correspondence from 8]) provided a natural family of bijections (3:3) $ (3:4) is chosen. In the shifted case, our presentation makes transparent the duality between the Sagan-Worley and Haiman constructions, which turn out to be row-wise and column-wise versions of Algorithms 3.11-3.12; this has already been observed in 3] for the case of standard shifted tableaux.
