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Abstract
Recently, Weakly-supervised Temporal Action Localiza-
tion (WTAL) has been densely studied because it can free us
from costly annotating temporal boundaries of actions. One
prevalent strategy is obtaining action score sequences over
time and then truncating segments of scores higher than a
fixed threshold at every kept snippet. However, the threshold
is not modeled in the training process and manually setting
the threshold introduces expert knowledge, which damages
the coherence of systems and makes it unfair for compar-
isons. In this paper, we propose to adaptively set the thresh-
old at each snippet to be its background score, which can
be learned to predict (LPAT).1 In both training and test-
ing time, the predicted threshold is leveraged to localize ac-
tion segments and the scores of these segments are allocated
for video classification. We also identify an important con-
straint to improve the confidence of generated proposals,
and model it as a novel loss term, which facilitates the video
classification loss to improve models’ localization ability.
As such, our LPAT model is able to generate accurate ac-
tion proposals with only video-level supervision. Extensive
experiments on two standard yet challenging datasets, i.e.,
THUMOS’14 and ActivityNet1.2, show significant improve-
ment over state-of-the-art methods.
1. Introduction
Impressive progress has been made for fully-supervised
temporal action localization [14, 38, 9, 54, 8, 3, 25, 34, 33,
22, 57, 9, 54, 8]. However, there is an urgent need to move
from the fully-supervised setting to the weakly-supervised
setting because annotating the start time and end time for
each action segment is too costly and thus is not scalable.
Weakly-supervised Temporal Action Localization (WTAL)
is to localize actions and classify them at test time with only
the video-level action label annotations during training.
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Figure 1. In conventional WTAL methods, thresholds are manually
set, which is not modeled in the training process. However, in a
fundamentally different manner, we propose to learn to predict the
thresholds to improve models’ localization ability.
As Figure 1a shows, one prevalent strategy adopted by
conventional WTAL work [51, 43, 28, 31, 24, 27] is first
obtaining action score sequences over time and then truncat-
ing segments of scores higher than a fixed threshold at every
kept frame. This is not flexible for localizing action bound-
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aries because a low threshold may merge multiple action
instances into one while a high threshold may over-segment
one whole instance into several segments. Moreover, setting
the threshold is usually based on expert knowledge, which
damages the coherence of WTAL systems.
Motivated by the simple observation that a snippet is ei-
ther background or foreground for an action, we propose
to learn to predict background scores and adaptively set the
threshold to the predicted background score at each snippet.
With the predicted threshold, we can generate proposals by
comparing it with action score for each snippet and allocate
scores from generated proposals in a consistent manner for
training and testing, which bridges the gap of training and
testing in previous WTAL methods [51, 43, 28, 31, 24, 27].
Moreover, we identify an important constraint to im-
prove the quality of generated proposals. When the model
can confidently assign a snippet to either a part of action
segment or a part of background, the model is more likely
to generalize well at inference time because the large mar-
gin between action scores and threshold is more stable to
variance and noise. There are some implicit attempts for
this end. In [31], features from snippets of action classes
are forced to be different from those from background snip-
pets. In [37], the Outer-Inner-Contrastive Loss enforces the
model to produce clear action boundaries. However, they
fail to directly compare the action scores and the threshold
and thus are unable to explicitly model this constraint.
In this paper, we propose a novel framework for Weakly-
supervised Temporal Action Localization, namely, Learn-
ing to Predict Adaptive Threshold (LPAT). In our LPAT
framework, the model predicts background score for each
snippet as the threshold for localization and the model is
regularized by a novel Proposal Confidence Loss, which
improves the confidence of generated proposals by enforc-
ing large margins between the threshold and action scores.
As such, our LPAT framework is able to generate accurate
action proposals for temporal action localization with only
video-level supervision.
Our contributions can be summarized as follows:
• To the best of our knowledge, this is the first attempt
to employ background scores as the adaptive thresh-
old for WTAL and to train the model to predict both
the threshold and action scores, which bridges the gap
between training and testing in conventional WTAL
methods.
• We identify an important constraint on generated pro-
posals and design a novel Proposal confidence Loss to
maximize the proposal confidence to improve the qual-
ity of generated proposals.
• Compared to the state-of-the-art methods, our method
significantly improves average mAP from 23.3% to
27.9% on THUMOS’14 [18] and from 21.7% to
24.0% on ActivityNet1.2 [13], confirming the effec-
tiveness of our method.
2. Related Work
2.1. Video Action Recognition
In the past decade, many backbone deep neural net-
works have been proposed for image analysis [11, 12, 16],
e.g. ResNet [12] and video analysis or sequence model-
ing [49, 17, 50, 7, 42, 4, 52, 23]. These networks have
achieved significant improvement on many tasks compared
to the conventional methods. For instance, I3D [4] borrows
the idea of Inception structure [47, 48] and extends it to 3D
to perform spatial-temporal modeling. It serves as an effec-
tive backbone network in various video analysis tasks, e.g.,
recognition [4, 39], segmentation [29], localization [5], etc.
2.2. Temporal Action Localization
There are several video datasets for Temporal Action
Localization (TAL) such as Charades [41, 40], Activi-
tyNet [13], THUMOS [18, 10]. Based on these datasets,
impressive work has been done on fully-supervised TAL
[38, 9, 54, 8, 3, 22, 57, 9, 54, 8]. For instance, inspired
by single-shot object detection method [25, 34], Lin et al.
[22] directly conducts TAL in a single-shot fashion to si-
multaneously predict temporal boundary and action class;
in [9], direct boundary prediction via anchor generation and
boundary regression has been adapted from object detection
in order to detect more accurate boundaries.
2.3. Weakly-supervised Temporal Action Localiza-
tion
However, obtaining the temporal annotations for full su-
pervision is still the bottleneck if we go to a larger scale.
Data with only video level annotations is much cheaper.
Therefore, it is practical and interesting to explore WTAL
models with only video-level annotations [46, 51, 43, 28,
31, 55, 58, 24, 27]. UntrimmedNets [51] consists of a clas-
sification module and a selection module. It is only con-
strained by the video-level classification loss, which makes
the detection model only capable of detecting the most dis-
criminative part of an action [43]. STPN [28] further con-
strains the selection module, i.e., the attention module, with
sparsity assumption. However, they fail to model the rela-
tionship between different classes or videos, which leaves
room for improvement.
ST-GradCAM [55] borrows the idea from natural lan-
guage processing to tackle the attention overlapping is-
sue, and utilizes an enhanced Recurrent Neural Network
to model the temporal dependency. WTALC [31] and ST-
GradCAM [55] consider inter-class or inter-video relation-
ships. However, they fail to directly model the existence
2
Training Objective
Proposal Confidence Loss
Time
…
…
…
…
...
Input Video T snippets
1
6
  
fr
am
es
…
...
1
6
  
fr
am
es
…
...
1
6
  
fr
am
es
…
...
Fe
at
u
re
 
Ex
tr
ac
to
r
Pe
r-
sn
ip
p
et
C
la
ss
if
ie
r
T x (C+1) Score Map
Element-wise Minus
S
S Sigmoid
Element-wise 
Multiplication
Gate 𝒈(𝒊)
𝒃(𝒊)
𝒔(𝒊)
Labels 𝒚(𝒊)
M
M
Maximum Along 
Classes Axis
Labels
𝒚(𝒊)
Penalize
Positive 
Values
Video Classification Loss
Labels 𝒚(𝒊)
Te
m
p
o
ra
l
A
ve
ra
ge
 P
o
o
lin
g
W
ei
gh
te
d
C
ro
ss
 E
n
tr
o
p
y
Fe
at
u
re
 
Tr
an
sf
o
rm
at
io
n
M
o
d
u
le
Figure 2. The pipeline of the proposed LPAT. In the training time, with only video-level action labels as supervision, we first use a feature
extractor to extract features for snippets; after transforming the features, we build a per-snippet classifier to produce scores for each
snippet. To train the network, we first generate the gate representing action proposals and allocate the scores after gating as the video-level
predictions; then Video Classification Loss in Section 3.2.1 and Proposal Confidence Loss in Section 3.2.2 are employed to enforce the
model to classify videos correctly and generate accurate action proposals. (Best viewed in color)
of backgrounds in videos and thus are unable to utilize
the informative prior knowledge between actions and back-
grounds.
Most of current WTAL methods employ a manually-set
threshold to perform localization. Shou et al. [37] proposed
to directly regress the boundary of action segment, which is
motivated by aforementioned boundary regression methods
in fully-supervised manner. In [58, 45], erasing operation
is introduced to generate fine boundaries. However, to the
best of our knowledge, learning to predict threshold hasn’t
been proposed for WTAL.
Other types of weak supervision have also been ex-
plored. For instance, in [15, 35] the order of actions is
taken as the extra supervision. Mettes et al. [26] pro-
posed to train a spatial-temporal action detector with point-
level supervision. Detailed review of the progress in action
recognition and detection can be found in recent surveys
[53, 32, 1, 6, 2, 19].
3. Proposed Approach
In this section, we will first go through the main compo-
nents of our model, then present the two novel loss terms to
train the model, and finally describe how to detect actions
at the test time.
3.1. Framework
Figure 2 shows the whole pipeline of our proposed
LPAT method. Following [28, 31], we take I3D network
or UntrimmedNets to extract features for non-overlapping
snippets. Each snippet consists of 16 frames. We ex-
tract two 1,024-dimension feature vectors respectively from
RGB frames and corresponding optical flow. Then we con-
catenate them into a 2,048-dimension feature vector for
each snippet. Formally, given X = (x(1), · · · ,x(n)) as in-
puts, we use a feature extractorE to extract featuresE(x(i))
for each snippet. E(x(i)) is a T × D matrix, and D is the
dimension of the feature vectors (here D = 2048) and T is
the number of snippets.
After feature extraction, we use a Feature Transforma-
tion Module to project the feature into another space. We
propose two variants, one of which uses a fully-connected
layer as is done in [31, 27]. The other one employ a 1D con-
volution layer to further extract high-level temporal pattern
from features transformed by the fully-connected layer, as
is done in [24]. We use +TemConv to denote the second
variant.
Finally, we build a classification network F to predict
(C + 1)-dimension score vectors. C is the number of ac-
tion classes and the additional one is for background. Un-
like previous work [51, 28, 31] that classifies each snip-
pet into C actions, with predictions for background scores,
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our model can utilize the informative relationships between
background and action classes.
3.2. Training
3.2.1 Weighted Cross Entropy Loss for Video-level
Classification
With only video-level labels, we need to average predictions
of all frames to get a video-level prediction. In order to
only average over frames that are likely to contain actions,
previous methods usually rely on the learned attention [51,
28] or select top k action scores [31].
Based on the background class, we select frames by
comparing action scores with background scores: if a frame
has higher predicted score for one class j than background,
then it is supposed to be selected as part of the segment for
the class j. To ease the training process, we relax the gate
with a Sigmoid function. Formally, for each video sample
x(i), we first build a T × C gate to select relevant snippets
for video-level classification,
g
(i)
(c) = Sigmoid(s
(i)
(c) − b(i)), c = 1, ..., C. (1)
where s(i) is the T × C score map consisting of scores of
each action class at each snippet, b(i) is the score vector
for background and Sigmoid(x) := 1/(1 + e−x). With
this temporal-class-wise gate, we can perform Gated Tem-
poral Average Pooling (Gated TAP) to get the fused score
for video-level action classification,
sˆ
(i)
(c) =
1∑T
t=1 g
(i)
(tc)
T∑
t=1
g
(i)
(tc)s
(i)
(tc), c = 1, ..., C. (2)
sˆ
(i)
(c) is the temporal average score for class c. We also apply
temporal average pooling to background score,
bˆ(i) =
1
T
T∑
t=1
b
(i)
(t). (3)
Note that the Gated TAP mechanism for action classes is
to strengthen the activation of relevant classes in the video-
level score. Besides, the background score serves as the
gate threshold. Thus we apply standard average pooling to
it.
After temporal pooling, we utilize Softmax function over
action classes and background to obtain the final confidence
scores,
p
(i)
(c) =

exp (sˆ
(i)
(j)
)
exp(bˆ(i))+
∑C
j=1 exp (sˆ
(i)
(j)
)
c = 1, ..., C
exp (bˆ(i))
exp(bˆ(i))+
∑C
j=1 exp (sˆ
(i)
(j)
)
c = C + 1.
(4)
Then We apply Weighted Cross Entropy Loss to enable
the model to classify the video correctly. Formally, for a
batch consisting of B samples,
Lclas =
1
B
B∑
i=1
C∑
j=1
(y
(i)
(j) log p
(i)
(j) + wb log p
(i)
(C+1)), (5)
where wb is the weight for the entropy of background, and
y(i) is a normalized multi-hot label vector. Note that in the
setting of WTAL, videos are untrimmed. Thus, we can con-
fidently assume that most of the videos have background
segments, but average amount of the video samples from
one action class is likely to be much smaller than the size of
the whole dataset. Due to the extreme imbalance between
background and action classes, we need to give background
smaller weight to avoid the model being only active to back-
ground. Without more statistics of the dataset, we heuristi-
cally set wb = 1/C.
3.2.2 Proposal Confidence Loss
The Weighted Cross Entropy Loss with Gated Temporal
Average Pooling only constrains the model to recognize ac-
tions and backgrounds from each video, but there is no con-
straint on the action proposals that the model would gen-
erate. An intuitive observation is that when the model can
confidently assign a snippet to either background or fore-
ground for the ground-truth action class, the model is more
likely to be robust when there are noise and variance at
inference time. When the predicted threshold and action
scores are contrary with a good margin at each snippet, the
generated proposal will have high confidence. To formulate
this constraint, we first obtain the union of activated areas
of ground truth classes by selecting the maximum value in
the score map along class axis at each snippet,
s˜
(i)
(t) = maxyc>0
s
(i)
(tc). (6)
By forcing product of action score and background score
at each snippet to be negative, we can get
Lcont =
1
B
B∑
i=1
T∑
t=1
max(s˜
(i)
(t)b
(i)
(t) + 0.5, 0)
||s˜(i)(t)||2||b(i)(t)||2
, (7)
where ||∗||2 denotes the L-2 norm. This formulation is sim-
ilar to cosine similarity, but it is more suitable for our case.
The cosine similarity has a minimum value when every ele-
ment of one normalized score vector is the additive inverse
of the other one, which brings extra constraint. In our case,
as long as they have different signs and a large margin, our
constraint has been satisfied.
The Proposal Confidence Loss is crucial to training a bet-
ter weakly-supervised temporal action localization model.
4
Our Lclas only makes the model suitable for video-level
classification. The model may learn to produce proposals
with blurred boundaries. Lconf guarantees a large margin
between action scores and background scores and helps to
generate more confident action proposals, which is comple-
mentary with Lclas.
3.2.3 Full Objective and Discussion
With the aforementioned two losses constraining the model
from different aspects, we jointly optimize them together
with the balancing weight λ,
L = λLclas + (1− λ)Lconf . (8)
From the above analysis, the Weighted Cross Entropy
Loss Lclas for classification and the Proposal Confidence
Loss Lcont for generated proposals are crucial and comple-
mentary for the network to be able to correctly detect ac-
tions in videos. Based on the assumption and formulation,
the predicted background scores can serve as a promising
threshold for localization in both training and testing, while
previous methods [51, 28, 31] usually use a manually set
threshold for all time stamps. To the best of our knowledge,
this is the first work that bridges the gap between training
and testing in conventional WTAL methods.
3.3. Inference
At inference time, we follow the process below to detect
action segments: we use the confidence scores obtained in
Equation 4 to classify the video; we select action classes
with confidence scores larger than the average confidence
score over C action classes and then localize all the rele-
vant segments of these classes; to localize them, for each
class, we choose all the snippets with action score larger
than background score as the predicted segments. From
these segments, we can then obtain the start time, end time
and confidence score for each of them.
4. Experiments
To stress the effectiveness of our LPAT method, we
conduct experiments on two widely-used datasets: THU-
MOS’14 [18] and ActivityNet1.2 [13]. We will first intro-
duce the datasets and evaluation metric, then provide imple-
mentation details, comparisons with state-of-the-art meth-
ods, and ablation study.
4.1. Datasets and Evaluation Metric
4.1.1 THUMOS’14
We follow [51, 37, 31] to conduct experiments on the tem-
poral action localization task of THUMOS’14. Its valida-
tion set consists of 200 untrimmed videos, each of which
contains at least one action. The test set contains 213
videos. The validation set and test set contain the same 20
classes of actions. According to [51, 37, 31], we train the
model on the validation set and test it on the test set.
4.1.2 ActivityNet1.2
We follow [51, 37, 31] to use ActivityNet version 1.2 [13]
for comparisons. It contains 100 activity classes. The train-
ing set consists of 4,819 videos and the validation set has
2,383 videos. According to [51, 37, 31], we train the model
on the training set and test it on the validation set.
4.1.3 Evaluation Metric
Following previous works on temporal action localization
[51, 37, 31, 28, 55], we evaluate our models with mean Av-
erage Precision (mAP). Each predicted segment is regarded
as correct only when the predicted class is correct and its
temporal overlap IoU with ground truth segment is larger
than certain threshold. Duplicate detection for the same
ground truth segment is not included.
4.2. Implementation Details
We implement our LPAT framework with PyTorch [30]
and conduct experiments on one NVIDIA GeForce GTX
TITAN X GPU. We utilize TV-L1 [56] algorithm to extract
optical flow. Due to the limitation of GPU memory, we
do not fine-tune feature extractor (when not specified, it is
I3D) in training. The output dimension of the first fully con-
nected layer is still 2,048. For the +TemConv variant, we
follow [24] to use a 1D convolution with a temporal kernel
size of 3 and an output dimension of 2048. Note that to ease
the training process, we add the temporal convolution in a
residual connection manner [12]. The fully connected layer
and the convolution layer come with ReLU [21] activation
function. Before classification, we use Dropout [44] with a
dropout rate of 0.7 in all the experiments. The per-snippet
classifier is a fully connected layer with linear activation.
We optimize the loss function in Equation 8 using Adam
[20] with a batch size of 10. When not specified, the bal-
ancing weight λ is set to 0.5. The weightwb for background
is set to be 0.05 for THUMOS’14 and 0.01 for ActivityNet
1.2, according to the number of classes in them. For the
learning rate in all the experiments, we start with 10−4 and
do not manually decrease it later. Following [31], we set
the maximum length of video snippets to be 320 and 750
for THUMOS’14 and ActivityNet1.2 respectively; when
the video is longer than the maximum length, we randomly
extract a clip of the maximum length from it.
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Setting IoU threshold→ 0.3 0.4 0.5 0.6 0.7 Average
Full S-CNN [38] 36.3 28.7 19.0 10.3 5.3 19.9
Full CDC [36] 40.1 29.4 23.3 13.1 7.9 22.8
Full SSN [57, 37] 51.9 41.0 29.8 19.6 10.7 30.6
Full TAL-Net [5] 53.2 48.5 42.8 33.8 20.8 41.3
Weak Hide-and-Seek [43] 19.5 12.7 6.8 - - -
Weak UntrimmedNets [51] 28.2 21.1 13.7 - - -
Weak, Untrim STPN [28] 31.1 23.5 16.2 9.8 5.1 17.1
Weak, Untrim AutoLoc [37] 35.8 29.0 21.2 13.4 5.8 21.0
Weak, Untrim WTALC [31] 32.0 26.0 18.8 - 6.2 -
Weak + Static Clips, Untrim [24] 37.5 29.1 19.9 12.3 6.0 21.0
Weak, Untrim LPAT (Ours) 39.9 31.5 22.6 14.2 7.9 23.2
Weak, I3D STPN [28] 35.5 25.8 16.9 9.9 4.3 18.5
Weak, I3D WTALC [31] 40.1 31.1 22.8 14.8 7.6 23.3
Weak + Count Labels, I3D 3C-Net [27] 44.2 34.1 26.6 - 8.1 -
Weak, I3D LPAT (Ours) 46.7 37.5 27.9 17.6 10.0 27.9
Weak, I3D ST-GradCAM [55] 48.7 34.7 23.0 11.7 6.2 24.9
Weak + Static Clips, I3D [24] 41.2 32.1 23.1 15.0 7.0 23.7
Weak, I3D LPAT+TemConv (Ours) 46.9 37.4 28.0 16.6 9.2 27.6
Table 1. Comparisons with the state-of-the-art methods on temporal localization mAP (%) under different IoU thresholds on THUMOS’14
test set. Weak: trained with the video-level labels only. Full: temporal boundaries of action segment are used for training. Untrim indicates
UntrimmedNets features and I3D indicates I3D features. Average is the average mAP from IoU 0.3 to 0.7.
Supervision IoU threshold → 0.5 0.55 0.6 0.65 0.7 0.75 0.8 0.85 0.9 0.95 Avg
Full SSN [57, 37] 41.3 38.8 35.9 32.9 30.4 27.0 22.2 18.2 13.2 6.1 26.6
Weak UntrimmedNets [51] 7.4 6.1 5.2 4.5 3.9 3.2 2.5 1.8 1.2 0.7 3.6
Weak AutoLoc [37] 27.3 24.9 22.5 19.9 17.5 15.1 13.0 10.0 6.8 3.3 16.0
Weak WTALC [31] 37.0 - - - 14.6 - - - - - 18.0
Weak + Count Labels 3C-Net [27] 37.2 - - - 23.7 - - - 9.2 - 21.7
Weak LPAT (Ours) 37.6 34.6 31.6 28.7 25.6 22.6 19.6 15.3 10.9 4.9 23.1
Weak + Static Clips [24] 36.8 - - - - 22.0 - - - 5.6 22.4
Weak LPAT+TemConv (Ours) 39.4 36.1 33.1 30.0 26.6 23.6 19.9 15.4 10.7 5.3 24.0
Table 2. Comparisons with the state-of-the-art methods on temporal localization mAP (%) under different IoU thresholds on ActivityNet
1.2 validation set. Weak: trained with the video-level labels only. Full: temporal boundaries of action segment are used for training. Avg
is the average mAP from IoU 0.5 to 0.95.
4.3. Comparison with the State-of-the-art
Table 1 summarizes the comparisons between our LPAT
model and state-of-the-art methods2 for temporal action
localization on THUMOS’14 test set. With Untrimmed-
Nets features, our LPAT method achieves much better re-
sults than the state-of-the-art weakly-supervised methods;
with I3D features, our method significantly outperforms the
state-of-the-art under most IoU thresholds. Especially when
IoU threshold is relatively large, the proposed method sig-
nificantly outperforms previous methods by a large margin:
when IoU threshold is 0.5, our LPAT model achieves 5.0%
absolute improvement (relatively 22%) over ST-GradCAM
[55].
2Results under 0.6 and 0.7 are from E-mail communication with the
authors
We significantly improve the average mAP from 23.3%
to 27.9%, compared to WTALC, which employs the same
network architecture and pre-processing technique as our
method. This is because we bridge the gap of training and
testing in previous methods with the predicted thresholds. It
is also encouraging that our LPAT model even outperforms
the results reported in some recent fully-supervised tempo-
ral action localization methods, e.g. S-CNN [38] and CDC
[36].
Table 2 shows the results of our LPAT model and the
compared state-of-the-art TAL methods on ActivityNet1.2.
Our LPAT method again significantly outperforms state-of-
the-art WTAL methods. For example, when IoU thresh-
old is 0.7, the proposed LPAT outperforms 3C-Net [27] by
2.9%, and the relative improvement is about 12%. In terms
of the average mAP, our LPAT model also improves the
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Figure 3. Visualization of part of the localization results of Video 1313 in the test set of THUMOS’ 14. (Best viewed in color when zoomed
in)
IoU threshold→ 0.3 0.4 0.5 0.6 0.7
Manually Set [31] 37.7 28.8 21.5 13.1 6.7
Predicted 46.7 37.5 27.9 17.6 10.0
Table 3. Comparisons between predicted threshold and manually
set threshold for temporal localization. mAP (%) under different
IoU thresholds on THUMOS’14 test set is reported.
state-of-the-art [24] by a large margin, 1.6%. Note that both
[27] and [24] leverage extra supervision, e.g., count labels
or static videos as background class. Without these extra
information, our LPAT has already achieved the new state-
of-the-art. We leave the further combination of these extra
techniques to future work.
Note that in both of the comparisons on THUMOS’14
and ActivityNet 1.2, we compare our LPAT methods
with methods using the similar architectures. In ST-
GradCAM [55] and [24], RNN and TemConv are leveraged
respectively to capture high-level temporal patterns. There-
fore, we compare them with our LPAT under similar set-
tings. In conclusion, our LPAT framework is compatable
with different architectures and different backbone feature
extractor (UNtrimmedNets or I3D), and achieves the new
state-of-the-art on two benchmark datasets without other
data augmentation and post-processing techniques.
4.4. Ablation Study
4.4.1 Effectiveness of the Predicted Threshold
Table 3 shows the results of the same LPAT model trained
on THUMOS’14 with different threshold techniques at test
time. Manually Set means that when we select the relevant
segment from top activated classes, we do not use back-
ground score as threshold. We follow [31] to set the thresh-
old to be the average of maximum score and minimum score
of one action class in one video. Predicted indicates the
background score we use as default. As shown in Table 3,
the Predicted Threshold consistently outperforms manually
set threshold, which indicates that learning to predict the
threshold is a better way to localize action segments.
In Figure 3, we visualize part of the localization results
of Video 1313 in the test set of THUMOS’14. The ground
truth segment does not have consistently high action scores
for CricketBowling, which is the ground truth label for this
segment. This is probably because this view point is rel-
atively rare in the dataset. If we follow [31] to set the
threshold manually, only part of the segment is detected.
However, using the Predicted Threshold, namely, by com-
paring action scores with background scores, we can detect
the whole segment. Our LPAT model with the Predicted
Threshold is also capable of reducing false alarms like the
second segment, as is shown in Figure 3. In this segment,
the athlete keeps holding the cricket ball without bowling it,
but it does look like bowling. Manually Set Threshold will
falsely detect this segment. However, with our Predicted
Adaptive Threshold, the background also has a relatively
high score since the action is not clear. By using the Pre-
dicted Threshold, we can avoid this false alarm.
4.4.2 Effects of λ and Architecture
Table 4 shows the results on THUMOS’14 when we vary-
ing the balancing weight λ with or without TemConv. With
only Video Classification Loss (λ = 1), the result is sim-
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λ 0.1 0.2 0.3 0.4 0.5
w/o TemConv 19.0 27.9 26.3 25.2 25.0
w/ TemConv 18.9 27.6 26.1 25.0 24.9
Table 4. Effects of architectures and λ on temporal action localiza-
tion mAP (%) on THUMOS’14 test set. The average mAP under
threshold from 0.3 to 0.7 is reported.
λ 0.3 0.4 0.5
w/o TemConv 22.9 23.1 23.0
w/ TemConv 23.8 24.0 23.7
Table 5. Effects of architectures and λ on temporal action local-
ization mAP (%) on ActivityNet 1.2 validation set. The average
mAP under threshold from 0.5 to 0.95 is reported.
ilar to UntrimmedNets [51], which is anticipated, because
for both of them, only video-level classification loss is con-
straining the model. The Video Classification Loss cannot
be removed because it is the only loss explicitly constrain-
ing the model to produce correct video-level predictions.
We also notice that the effects of λ have similar trends when
with and without TemConv.
As Table 5 shows, on ActivityNet, the observation on the
effects of λ is consistent with that on THUMOS’14. How-
ever, the effect of adding TemConv on ActivityNet1.2 is
contrary to that on THUMOS’14. We assume this is due
the fact that there are action segments consisting of only
1 or 2 snippet in THUMOS’14. Therefore, TemConv may
lead to the diffusion to neighbour snippets, which makes the
generated proposals have blurred boundaries.
4.4.3 Serving as a Promising Baseline
In this section, we demonstrate the potential of our pro-
posed LPAT framework when it serves as a baseline and is
combined with other WTAL techniques. In WTALC [31],
Co-Activity Similarity Loss (CASL) is proposed to facil-
itate the classification loss to enforce the model to pro-
duce discriminative features for actions and backgrounds.
However, the classification loss in WTALC takes as input
the scores allocated from highest 18 scores of each action
class, which may not be the scores from ground-truth ac-
tion proposals. Therefore, the classification loss as well as
the manually-set threshold for localization can be replaced
with our LPAT framework to bridge the gap. Specifically,
besides Lclas and Lconf , we add another loss term as CASL
in WTALC, which forces the intermediate features from
background segments to be similar and forces the features
from segments of different action class to be different. As
Table 6 shows, our LPAT+CASL significantly outperforms
the original WTALC by a huge margin at each IoU thresh-
old. LPAT+CASL also improves 0.7% average mAP over
our LPAT’s state-of-the-art result. Both of the improve-
Methods 0.3 0.4 0.5 0.6 0.7
WTALC [31] 40.1 31.1 22.8 14.8 7.6
LPAT (Ours) 46.7 37.5 27.9 17.6 10.0
LPAT+CASL (Ours) 47.8 38.0 29.5 18.1 9.5
Table 6. Baseline comparisons of temporal action localization.
mAP (%) under different IoU thresholds on THUMOS’14 test set
is reported.
ments verify that our LPAT framework is amenable with
other WTAL methods and the performance can be further
improved by applying more WTAL techniques.
5. Conclusion
In this paper, we proposed to learn to predict the thresh-
old for weakly-supervised temporal action localization. We
first propose to employ background scores as an intuitive
candidate of the threshold. Then we bridge the gap be-
tween training and testing by use the predicted threshold
to generate proposals at both training and inference time.
We also identify an important constraint on between action
scores and background scores and model it as a novel loss
term to improve the confidence of proposals, which helps
to improve the quality of generated proposals at test time.
Our proposed LPAT framework consistently outperform the
state-of-the-art and can generalize to different architectures.
Moreover, we show that our LPAT framework is amenable
to other WTAL methods, which leaves room for further im-
provement based on our LPAT framework. It would be in-
teresting to explore the application of our LPAT to other
video analysis tasks.
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