INTRODUCTION
In the last ten years termination of logic programs has been widely studied. Two major approaches can be distinguished. The rst, by Apt, Bezem and Pedreschi 10, 6, 7, 2, 8] , aims at giving a characterization of termination properties, namely conditions which are both necessary and su cient for termination. This approach is algebraic, thus very elegant and clear, but not easy to automatize.
The second, by De Schreye and others 28, 27, 17, 23] , aims at nding su cient conditions for termination which are powerful and automatizable. Technically, the distinguishing feature of this second approach lies in the fact that it concentrates on the information present in the input of each atom.
In this paper we prove that, for a large class of programs, namely the class of well-moded programs, we can combine the advantages of both approaches. In fact, well-moded programs allow us to make the input dependencies explicit while following the approach of 6].
Well-Moded Logic Programs Informally speaking, a mode indicates how the arguments of a relation should be used, i.e. which are the input and which are the output positions of each atom. In Logic Programming modes have been rst introduced by Mellish 19] and further studied and employed both as a validation method and as a tool for improving the program's performance. In fact, modes provide information which allow to derive properties such as absence of run-time errors for Prolog built-ins, absence of oundering for programs with negation and absence of deadlock for programs with dynamic scheduling 5, 4] . Modes are also employed in the development and the maintenance of large applications. Most compilers encourage the user to specify a mode declaration. In particular, in Mercury 25] mode declarations are mandatory and constitute a crucial aspect in obtaining its performance achievements.
In order to bene t from the above possibilities, the programs are required to be well-moded 5], which means that they have to respect some correctness conditions relating the input arguments to the output arguments.
Termination of Well-Moded Programs In this paper we de ne and study the class of well-terminating logic programs, that is, programs for which { under the leftmost selection rule { all well-moded queries yield nite derivations. We will carry out our study by de ning the class of well-acceptable programs. Our main results can be summarized as follows.
In the rst place we show that for well-moded programs well-acceptability implies well-termination.
Second, for programs which are also simply moded we prove that a program is well-terminating if and only if it is well-acceptable.
Third, we prove that our methodology is compositional, namely under very undemanding conditions, the composition of a well-acceptable program with a wellterminating one is a well-terminating program. We can provide very powerful modularity results: if P and Q are well-acceptable with respect to a common model M, and Q does not depend on P, then P Q is well-terminating. As a consequence if we add to a well-terminating program a well-moded clause which is not (implicitly) recursive, we obtain a well-terminating program. This can be very useful when writing programs.
PRELIMINARIES
In what follows we study de nite logic programs executed by means of LD-resolution, which consists of the SLD-resolution combined with the leftmost selection rule. For the sake of simplicity we consider queries, that is sequences of atoms, instead of goals, that is constructs of the form Ã , whereÃ is a query. Given an expres- If m p (i) = In (resp. Out), we say that i is an input (resp. output) position of p (w.r.t. m p ). We assume that each relation symbol has a unique mode associated to it; multiple modes may be obtained by simply renaming the relations.
The concept of well-moded program is essentially due to Dembinski and Maluszynski 18]; we use here an elegant formulation due to Rosenblueth 22] . To simplify the notation, when writing an atom as p(ũ;ṽ), we are indicating withũ the sequence of terms lling in the input positions of p and withṽ the sequence of terms lling in the output positions of p. 
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Note that the rst atom of a well-moded query is ground in its input positions and a variant of a well-moded clause is well-moded. The following Lemma, due to 5], shows the \persistence" of the notion of well-modedness. Lemma 2.1. An LD-resolvent of a well-moded query and a well-moded clause that is variable-disjoint with it, is well-moded.
The next result is originally due to Dembinski and Maluszynski and follows directly from the de nition of well-moded program.
Corollary 2.1. Let P be a well-moded program,Ã be a well-moded query, and be an LD-derivation ofÃ in P. All atoms selected in contain ground terms in their input positions.
We conclude with the following well-known property. For a proof we refer to 9]. Thus, assuming that in every atom the input positions occur rst, a clause is simply moded if all output positions of every body atom are lled in by distinct variables, which do not occur earlier in the body nor in an input position of the head.
So, intuitively, the concept of being simply moded prevents a \speculative binding" of the variables which ll in the output positions | these variables are required to be \fresh". It is important to notice that most programs are simply moded (this assertion is substantiated by the mini-survey at the end of 3]) and that often nonsimply moded programs can naturally be transformed into simply moded ones. For instance the non-simply moded clauses (here and in the sequel modes are represented following the intuitive notation adopted by Mercury): The following Lemma, given in 3], shows the \persistence" of the notion of simply modedness. Lemma 2.2. An LD-resolvent of a simply moded query and a simply moded clause that is variable-disjoint with it, is simply moded. 
WELL-TERMINATION
We start with the fundamental de nition.
De nition 3.1. A program is called well-terminating i all its LD-derivations starting in a well-moded query are nite.
2
The basic tool we are going to use in order to prove (and characterize) that a program is well-terminating is the following concept, which is a specialization of the level mapping originally due to Bezem 11] and Cavedon 14] .
De nition 3.2. Let P be a program. A function j j is a moded level mapping i it is a level mapping for P, namely it is a function j j : B P ! N, from ground atoms to natural numbers; for anys andr, jp(t;s)j = jp(t;r)j:
For A 2 B P , jAj is called the level of A. The condition jp(t;s)j = jp(t;r)j states that the level of an atom is independent from the terms lling in its output positions. This condition makes our de nition of moded level mapping more restrictive than the one of level mapping used in 8].
We need another preliminary de nition.
De nition 3.3. Let P be a program, p and q be relations. We say that p refers to q in P i there is a clause in P with p in the head and q in the body. We say that p depends on q and write p w q in P i (p; q) is in the re exive and transitive closure of the relation refers to.
According to the above de nition p ' q p v q^p w q means that p and q are mutually recursive, and p = q p w q^p 6 ' q means that p calls q as a subprogram. Notice that = is a well-founded ordering.
Finally, we can provide the key concept we are going to use in order to prove well-termination. P is called weakly acceptable with respect to j j and M i all its clauses are.
A program P is called well-acceptable wrt j j and M i j j is a moded level mapping, M is a model of P and P is weakly acceptable wrt them. 2
We will omit to specify the level mapping and/or the model whenever possible. Notice that a fact is always both weakly acceptable and well-acceptable; furthermore if M P is the least Herbrand model of P, and P is well-acceptable wrt j j and some model I then, by the minimality of M P , P is well-acceptable wrt j j and M P as well.
Here and in the sequel let us adopt the following notation: given a program and a clause H : : : ; B; : : : of it, we say that B is relevant i Rel(H) ' Rel(B).
Using this notation, we can precisely characterize the di erence between the above de nition and ones of acceptable and semi-acceptable program of 6, 8] at which it is inspired: for a clause to be acceptable, the disequation jH j > jBj must hold for all the non-relevant body atoms as well (in the case of semi-acceptable program, this is weakened to jH j jBj, if B is non-relevant). This is the reason why the notion of weakly acceptable program is much broader and easier to verify than both the notions of acceptable and of semi-acceptable program: here the decrease in the norm has to be checked only for those atoms which might provide recursion. This holds even when one restricts to well-moded programs and queries. We can now state our rst basic result, concerning non-modular programs.
Theorem 3.1. Let P be a well-moded program. If P is well-acceptable then P is well-terminating.
Proof. It will be obtained from the Proof of To prove that quicksort is well-acceptable, we use the following Herbrand model: I = fqs(Xs; Ys) j jXsj jYsjg fqs acc(Xs; Ys; Zs) j jXsj + jZsj jYsjg fpartition(X; Xs; Ys; Zs) j jXsj jYsj + jZsjg where j L j is the length of list L. It is immediate to check that the above interpretation is a model of quicksort. We now de ne the appropriate level mapping; with a harmless overload of notation we use j j both for denoting the level mapping of an atom as the length of a list jX sj. The level mapping we are going to use is the following: jqs acc(Xs; Ys; Zs)j = jXsj jpartition(X; Xs; Littles; Bigs)j = jXsj Atoms having other predicates, being non-recursively de ned can be assumed to have level zero. Now, in order to prove that the rst clause de ning qs acc is well-acceptable, we employ the following (the variable Littles is shortened as Ls): Next to each atom A i , we have reported its level mapping l i (only for the head and the relevant body atoms) and a formula f i , equivalent to I j = A i . In order to check if the program is well-acceptable, we have to check that (given n to be the number of body atoms) for each relevant body atom A i (1 i n), f 1^: : :^f i?1 implies l 0 > l i . In the above case, this is immediate.
To 
MODULAR TERMINATION
It is standard practice to attack a large proof by decomposing it into more manageable pieces (lemmata or modules) and prove them separately. Then by composing appropriately these simpler results we can obtain the nal proof. This is particularly useful when the whole can be decomposed into independent modules or into a hierarchy of modules. The same technique can greatly simplify termination proofs.
We now provide two trivial yet crucial lemmata. The proof of the rst one is straightforward. This brings us to the following simple result, which states that we can restrict ourselves to one-atom queries.
Lemma 4.2. P is well-terminating i for each well-moded atom A we have that all LD-derivations of A in P are nite. 2
We can now state the main result of this section.
Here and in what follows we say that a relation p is de ned in the program P if p occurs in a head of a clause of P, and that P extends the program Q i no relation de ned in P occurs in Q. Theorem 4.1. Let P and Q be two programs such that P extends Q. Let M be a model of P Q. Suppose that (i) Q is well-terminating, (ii) P is well-moded and well-acceptable wrt M (and a moded level mapping j j). Then P Q is well-terminating.
Proof. First, we de ne a function jj jj from non-ground atoms de ned in P to N f1g as follows jjAjj = supfjA jg, if the set fjA jg is bounded; jjAjj is 1 otherwise.
We have the following: if A is de ned in P and it is ground in its input positions, jjAjj is de ned and nite and for any , jA j = jjAjj.
1]
Furthermore, for each relation symbol p, we de ne dep P (p) to be the number of relation symbols it depends on.
dep P (p) is de ned as the cardinality of fq jq is de ned in P and p w qg dep P (p) is clearly always nite. Further, it is immediate to see that if p ' q then dep P (p) = dep P (q) and that if p = q then dep P (p) > dep P (q).
We can now prove our theorem. More precisely, we prove that given a wellmoded atom A, the query A has only nite LD-derivations in P; by Lemma 4.2 this is su cient to prove the thesis. First notice that if A is de ned in Q then the result follows immediately from the hypothesis that Q is well-terminating and that P is an extension of Q. So we can assume that A is de ned in P, therefore, since A is well-moded, we have that jjAjj is de ned and nite.
We now proceed by contradiction and assume that A has an in nite LD-derivation . Let H B be the clause used for the rst resolution step of and let = mgu(A; H).
Clearly,B has an in nite LD-derivation. 2] Since A is well-moded, we have that H is ground in its input positions, 3] and, by 1] , that jjAjj = jjA jj = jjH jj, which is then de ned and nite. 4] By Lemma 2.1 we also have thatB is well-moded. 5] By assuming that A has an in nite LD-derivation we get to a contradiction, the proof proceeds by -induction on hdep P (Rel(A)); jjAjji. We state that hn; mi hn 0 ; m 0 i i either n > n 0 or n = n 0 and m > m 0 . Base case. dep P (Rel(A)) = 0, jjAjj = 0. In this case A does not depend on any relation symbol of P, thus all the atoms inB are de ned in Q. From the hypothesis and 5] it follows thatB has only nite derivations in P Q, contradicting 2].
Induction step. By Lemma 4.1, there existC; D;Ẽ such thatB C ; D;Ẽ and C has a nite LD-derivation with c.a.s. , and D has an in nite derivation. 6] Notice that the pre x of a well-moded query is well-moded, therefore 5] If generate and test are de ned by well-terminating programs, then this program is well-terminating. It is worth mentioning that in 8], in order to come to a similar conclusion, the authors need quite a few computations (half a page, in the non-dense notation of 8]), furthermore, in these calculations the authors rely on a model for the program in which for every atom generate(t; s) in it, we have that jjtjj jjsjj, which is an assumption we don't have to make. This is consequence of the fact that, when proving the termination of a program's composition P Q, we never have to compare the norms we have used for separately proving their termination. This is an important advantage on the modularity results of 8] (see 8, condition 3, in Theorem 5.7] ).
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It is important to notice that Theorem 4.1 con rms the useful intuitive fact that if we add a well-moded nonrecursive (not even implicitly recursive) clause to an already well-terminating program, then the program we obtain is well-terminating as well.
We conclude this Section by reporting the following result, borrowed from 8], which can be useful if one needs to compute the level mapping for P Q. Proposition 4.1. Let P and Q be two programs such that P extends Q. Let I be a model of P Q. Suppose that (i) Q is well-acceptable wrt j j Q and I \ B Q ,
(ii) P is well-acceptable wrt j j P and I, then P Q is well-acceptable wrt j j and I, where j j is de ned as follows: jAj = jAj P if A is de ned in P, jAj Q if A is de ned in Q.
Proof. (identical to 8, Theorem 4.8]) It su ces to note that for every ground instance of a clause H Ã ; B;C the following two implications hold: (a) if Rel(H) ' Rel(B) then either both relations are de ned in P or both are de ned in Q, (b) if Rel(H) = Rel(B) then either Rel(H) is de ned in P or Rel(B) is not de ned in P. 2 
SUFFICIENCY
First, let us observe that the converse of Theorem 3.1 does not hold in general. Consider
This program is clearly well-terminating, however it is not well-acceptable. If it was, we would have that, for some moded level mapping j j, jp(b)j > jp(c)j (otherwise the second clause would not be well-acceptable). Since p(b) and p(c) di er only for the content of their output positions, this contradicts the de nition of moded level mapping.
Thus for well-moded programs the concept of well-acceptable program does not characterize the class of well-terminating programs. This is a serious drawback, as an algebraic characterization of termination properties can be extremely useful.
Nevertheless, in this Section we prove that by applying a further restriction, that is, if we further restrict to simply moded programs, any well-terminating program is always well-acceptable. Thus for the class of well-moded simply moded programs such a characterization is available.
First, we need the following notion: given a program P and a queryÃ, we denote with nodes P (Ã) the number of nodes contained in the LD-tree ofÃ in P.
This concept enjoys the following properties.
Lemma 5.1. Let P be a program andÃ be a query such that the LD-tree T forÃ in P is nite. Then (i) for all substitutions , nodes P (Ã ) nodes P (Ã),
(ii) for all pre xesB ofÃ, nodes P (B) nodes P (Ã), (iii) for any non-root nodeH of T, nodes P (H) < nodes P (Ã).
Proof. These properties are intuitively obvious, for a formal proof we refer to 1, Lemma 6.27].
then nodes P (Ã;B) nodes P (Ã) + nodes P (B): Proof. By (iii) and the strong completeness of the SLD-resolution, we have thatÃ has at least one successful derivation. By (i),Ã has only nite derivations, and by (ii) the successful derivations ofÃ return an empty computed answer substitution. Therefore, any derivation ofÃ;B can be built by generating rst an LD-derivation of A, and { if successful { concatenating it with a derivation ofB. Thus, sinceÃ has at least one successful derivation, (i) implies that the LD-tree ofB is nite.
This shows that the LD-tree forÃ;B can be built by attaching the LD-tree ofB to the successful leaves of the tree ofÃ. Since this latter has at least one successful leaf, the thesis follows.
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Theorem 5.1. Let P be a well-moded simply moded program.
If P is well-terminating, then P is well-acceptable. In particular, if P is terminating then P is weakly acceptable wrt a moded level mapping j j and its least Herbrand model M P . Proof. Actually, we are going to prove a stronger result: that P is acceptable wrt j j and M P , that is, that for every ground instance H Ã ; B;C of a clause of P, if M P j =Ã then jH j > jBj:
This de nition { due to Apt 10] and that B 1 0 ; : : : ; B j?1 0 is ground.
11]
By the de nition of well-moded and simply moded clause, it is also straightforward to check that B j 0 is well-moded and simply moded. Thus B j 0 is ground in its input positions and its output positions are lled in by distinct variables and then B j 0 is a renaming of B j 0 .
12]
Since B j is an instance of B j 0 , we observe that jB j j is de ned and jB j j = jB j 0 j.
13]
Then we have that 
CONCLUSIONS AND RELATED WORK
In this paper we have studied how mode information can be used for characterizing termination properties. We have de ned the class of well-terminating programs, namely programs for which all well-moded queries have only nite LD-derivations. Following the approach of 6], we have de ned also the class of well-acceptable programs and proved that they are well-terminating. Moreover we proved that for wellmoded simply moded programs well-acceptability coincides with well-termination. These de nitions leads to very modular termination proofs.
Our results for well-moded programs intend to combine the advantages of the approach to termination of Apt et. al. (by providing an algebraic approach and a necessary and su cient condition), with the ones of the approach of De Schreye et. al. (by having strong compositionality properties and being easier to automatize by virtue of the fact that the crucial disequation of De nition 4 has to be checked only for the atoms providing recursion).
Let us now look at the related works in more detail.
In 6] the authors provide a characterization of the class of left-terminating programs, that is of those programs for which, under the leftmost selection rule, all derivations starting in a ground query are nite. The practical usefulness of this characterization is limited by the following: non-ground queries are by far the most common ones, as ground queries cannot compute any result in the form of a computed answer substitution. In fact, as already noticed in 6], well-termination implies left-termination, but not vice-versa. Furthermore, even though with the tools of 6] it is possible to prove that a non-ground query gives rise to a nite derivation, in order to do this, one has to check that it is bounded, i.e. that all its ground instances which are true in an appropriate model also have a limited norm. This implies that the user must have knowledge of the level mapping used to prove left-termination, which is clearly an undesirable situation, moreover, the set of ground instances of an atom is typically in nite, which complicates the needed calculations.
Of course, 6] brings results which are applicable also to non-well-moded programs, and therefore our paper is by no means a generalization of it.
It is worth noticing that in the context of well-moded programs we can provide much more powerful modularity results than the ones of 8] where, given two terminating programs P and Q, in order to prove that P Q is terminating one needs to have knowledge of the norms used for proving the acceptability of both programs, and this holds also if the union is hierarchical, i.e. if P extends Q. In presence of modes, this task becomes extremely simple: if P and Q are well-acceptable wrt a common model M and P extends Q then P Q is well-terminating.
Let us now consider the approaches which supply su cient conditions for termination; we recognize that all of them have, more or less implicitly, exploited mode information.
Mode is already central in the early works by Pl umer 20]: he considers wellmoded programs and queries and, as a su cient condition for termination, all the predicates in the deductive closure of a query must be \safe", namely they must satisfy an appropriate set of inequalities. In the following paper 21] he considers the larger class of \well-annotated" programs and queries, namely he generalizes his previous work by considering semilinear norms and rigid terms 12], instead of linear norms and ground terms in input, and his condition to be safe corresponds to our condition to be well-acceptable. An automatic termination analysis derived by these su cient conditions has been adopted by Mercury 26] .
In 12, 13] Pre/Post conditions on the atoms are used for proving termination. Such Pre/Post-conditions deal with the rigidity of terms. Rigidity of terms is a generalization of groundness and a consequence of the mode and type properties of the atom.
In 15, 17, 24, 16] modes are essential for automated termination analysis. The analysis techniques require several steps: rst they infer mode and type information, next they use them for inferring appropriate norms and level mappings that satisfy rigidity constraints, then they infer interargument relations and nally they prove the well-foundedness condition.
Because of the unsolvability of the halting problem, all these approaches, if e ective, can only verify criteria which are su cient but not necessary for termination. Hence they cannot supply a characterization for termination of well-moded queries as presented in this paper.
