Background Timely influenza surveillance is important to monitor influenza epidemics.
Introduction
Influenza causes respiratory infections in humans, leads to increased consultations in general practice and is an important global cause of hospital admissions and mortality. 1, 2 While attack rates are highest among children, mortality rates are typically highest in elderly populations and among persons suffering from chronic and underlying conditions. 3, 4 Influenza produces substantial direct healthcare costs, and even greater indirect costs associated with the loss of both labour and school days. [5] [6] [7] Consequently, influenza is an important burden on human health and a challenge for health services, making it a priority for surveillance activities, which can help to better prioritise the efforts in prevention and control.
Objectives of influenza surveillance include monitoring annual epidemics and detecting and characterising circulating viruses. 8 Additionally, timely detection of the start of the seasonal epidemic is needed to alert health services and to mitigate morbidity, mortality and economic costs. Lessons from the past human outbreak of an avian influenza A(H5N1) virus infection in Hong Kong in 1997 9 and the recent experience of the influenza A(H1N1)pdm09 pandemic declared by the WHO on June 2009 10 have intensified the efforts of international and national health authorities to further enhance surveillance systems to provide a more standard and accurate estimation of influenza dynamics at the local and country level.
Although influenza can appear sporadically in populations, influenza epidemics usually occur seasonally in temperate regions of the world, typically during autumn and winter months, with a great variation in the epidemiological characteristics. The onset, duration, intensity and geographical spread of influenza activity are unpredictable and depend on multiple factors such as the characteristics of virus strains, population susceptibility and climatic and environmental factors. 11 High-quality influenza surveillance can inform vaccine decision-making and help policy-makers prioritise resources for persons most at risk of severe outcomes. Timely detection of the onset of epidemics has the potential to inform empirical antiviral therapy for hospitalised patients with suspected influenza, 12 which can further reduce the health and economic burden of influenza. Accurately identifying the start of influenza epidemic requires routine and timely data collection and a standard procedure to analyse these data continuously.
A wide variety of statistical methods are available for defining influenza epidemics, detecting influenza outbreaks, and to assess the intensity of epidemics. In the last two decades, Serfling-based models and dynamic linear models requiring only recent data [13] [14] [15] [16] have been used for this purpose. Most of these models are based on time series methods, and they often use subjective criteria, such as a discretional virus isolations rate or manual removal of epidemic peaks, to establish a non-epidemic period. [17] [18] [19] In the United States, for instance, periods with <10% of specimens testing positive for influenza are considered non-epidemics periods 20 and have been used to establish national and regional baselines. Cowling et al. 21 estimated the sensitivity, specificity and the timeliness of an influenza alert, taking the period where the isolation rate was above a 20% as epidemic. Regardless of the method used, some important issues remain unresolved such as the evaluation of the validity of a given method in the absence of a gold standard or how to handle the early warning signals from statistical surveillance systems. 22 Nowadays, influenza sentinel networks exist at regional and national levels in most of Europe, optimising surveillance through the integration of epidemiological and virological data with high sensitivity, specificity, accuracy and timeliness. 23 However, these systems, which are based on the epidemiological surveillance of patients attending primary healthcare services, lack clear criteria to detect the start of the influenza epidemic and to assess the intensity and spread of influenza. Attempts at searching for a standard epidemic threshold have not satisfied all expectations 24, 25 or are difficult to apply worldwide, because of the complexity of the mathematical modelling and the variety of criteria to calculate the baseline or epidemic threshold. An automated method using simple data is needed to define the onset of the seasonal epidemic and to assess the intensity of influenza activity.
A model to detect seasonal epidemics, to monitor their intensity and to compare their spatial spread has been used in Spain since 2003 with reliable results in several European countries. 26, 27 A modified version of this approach named MEM (Moving Epidemic Method)' is being implemented by the World Health Organisation and the European Centres for Disease Prevention and Control to monitor influenza circulation in the European countries. The main purpose of the method is to define the baseline influenza activity in historical data and to establish an epidemic threshold above which the weekly rates are considered to be in the epidemic period. In this study, we describe the epidemic threshold, three thresholds for different levels of intensity calculated by MEM, the modelled 2009-2010 season, and we evaluate the performance of the epidemic threshold for detecting the start of the influenza epidemic in 19 European countries.
Material and methods

Selected data
Weekly aggregate numbers of influenza-like illness (ILI) and acute respiratory infections (ARI) for 19 European countries or regions were included in the analysis. Romania provided both ILI and ARI data independently. Most countries reported population-based rates. The data sets were generally collected through sentinel surveillance networks, 28, 29 but four countries provided data from nationwide or a combination of notification systems. Castilla y Leó n, a large region in the upper centre of Spain, has also been particularly included because data are provided by one unique sentinel network with homogeneous and standard methodological criteria since 1996.
Countries were selected according to the following criteria: 1. ILI was registered independently from ARI. 2. Historical data were available for five or more surveillance seasons. 
Data quality control
Missing values in weekly rates at the beginning or at the end of the surveillance period did not affect the method and were excluded from calculations. Missing weekly data during the surveillance period were imputed with a smooth regression over the full season's data using a small window parameter.
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The Moving Epidemic Method
The purpose of the MEM is to model influenza epidemics based upon historical data from a specific country or region. The method has three main steps: First, the length, start and the end of the annual epidemics are determined, splitting the season in three periods: a pre-epidemic, an epidemic and a post-epidemic period. Secondly, the The optimum number of weeks for each season is determined calculating the increment in the percentage from one number of weeks to the next one.
It is represented as the slope of the MAP curve, a dispersion graph of D r j over r. When this increment is lower than the predefined criteria, the optimum is found. Where r Ã j is the optimum duration of the jth season and d an inner parameter that depends on the country, ranges from 2% to 4% and maximises sensitivity and specificity.
Once the optimum duration of the epidemic is found, the timing is determined by the value k * that maximises the expression used to calculate the p r j . The epidemic starts on week k * and ends on week k Ã þ r Ã j À 1. Weeks before the epidemic period are the pre-epidemic period (1 to k * )1), and weeks after are the post-epidemic
In the second step, the baseline and threshold using preepidemic values of historical seasons are calculated. The baseline is the arithmetic mean of all pre-epidemic rates of all historical seasons (pooled together as a single sample). The post-epidemic baseline is the mean of all postepidemic rates.
To calculate the threshold, only a set of pre-epidemic values is considered. For each season, the highest n values from the pre-epidemic period are taken, where n = 30 ⁄ number of seasons. 8j ! t ð1Þ;j ; t ð2Þ;j ; . . . ; t ðnÞ;j
Where t (i),j is the ith pre-epidemic highest rate.
With all these n · N values, a one-tailed point 95% confidence interval is calculated.
Where z 0.05 is the 5% percentile of a standard normal distribution, and S t the standard deviation of the sample, and t .is the arithmetic mean of the selected pre-epidemic values.
The upper limit of the confidence interval is the epidemic threshold.
where
Additionally, a post-epidemic threshold is calculated using the same procedure.
Thresholds for different levels of intensity are calculated using the n highest values of each epidemic period to build a sample of n · N rates. With the sample, the geometric mean and 50%, 90% and 95% one-sided confidence intervals are calculated. These upper limits are the threshold for the different levels of intensity of the epidemic.
An R language implementation of the algorithm is publicly available through an R library called 'mem' that can be downloaded for free at The Comprehensive R Archive Network -CRAN-in http://www.r-project.org/.
Descriptive data analysis
For each country, we describe the thresholds (pre-epidemic and post-epidemic) based on the historical data from the beginning of surveillance in the country up to the end of the 2008-2009 season, as well as the thresholds for different levels of intensity. We compared these thresholds with the modelled periods of the 2009-2010 season (pre-epidemic, epidemic and post-epidemic). Rates in the pre-epidemic period were expected to be lower than the pre-epidemic threshold rate, while rates within the epidemic period are expected to be higher. Finally, rates in the post-epidemic period were expected to be lower than the post-epidemic threshold rate. We calculated the number of false alerts, the detection lag and timeliness of the 2009-2010 season.
The following definitions were used: 
Cross-validation analysis
The accuracy of the method was evaluated using a crossvalidation procedure. For each country, each single season was extracted from the historical records to be used as the target season. MEM calculated the beginning and the end of the epidemic period of the target season. On the basis of the remaining seasons, excluding the target season, MEM calculated the pre-and post-epidemic thresholds. This procedure was repeated as often as the numbers of seasons available per country.
To assess the quality of the method, the rates of the target season inside and outside of the epidemic period determined by MEM were compared to the thresholds calculated using all historical information but the target season. To measure the performance of the threshold, the following statistics and definitions were used: 1. Sensitivity: The number of epidemic weeks above the pre-epidemic threshold (before the peak) and above the post-epidemic threshold (after the peak) divided by the number of epidemic weeks (epidemic length). 2. Specificity: The number of non-epidemic weeks below the pre-epidemic threshold (before the peak) and below the post-epidemic threshold (after the peak) divided by the number of non-epidemic weeks. 3. Positive predictive value (PPV): The number of epidemic weeks above the threshold divided by the number of weeks above the threshold. 4. Negative predictive value (NPV): The number of nonepidemic weeks below the threshold divided by the number of weeks below the threshold.
Median timeliness: Median of the seasons' timeliness
This process was undertaken for each data set provided by the countries. Statistics were calculated as overall measures of the performance of the MEM, and also separately with regard to its application to ILI and ARI surveillance data.
Influenza-like illness and ARI mean statistics were compared using the two-sample Student's t-test, except for timeliness, where the Wilcoxon rank sum test was used. P-values and confidence intervals of the difference in means between ARI and ILI were provided. The R language was used for these calculations.
Results
The modelled 2009-2010 season
Data from 19 countries or regions, with a total of 20 data sets (15 ILI and 5 ARI), were modelled. Most of the data came from sentinel surveillance systems, based in the voluntary notification of consultations in primary care, and expressed as cases per 100 000 population ( Table 1 ). The number of seasons used in each country varied from five in Kyrgyzstan (ILI), Romania (ILI and ARI) and Kazakhstan (ARI) to 15 in the Netherlands.
Pre-epidemic thresholds per 100 000 population ranged from 25 (Ireland and Portugal) to 168 (Romania) for ILI data and from 189 (Kazakhstan) to 762 (Romania) for ARI data, showing the differences between the systems. Postepidemic thresholds were slightly different to pre-epidemics thresholds, most of the countries with a variation in a range of ±10%, with the exception of Castilla y Leó n (Spain), Hungary and Poland in which these differences were much higher ( Table 2) .
The modelling results for the 2009-2010 epidemic, summarised in Table 2 , are also plotted by the countries. In Castilla y Leó n (Spain), where the method was primarily developed, MEM identified an epidemic period of 12 weeks and a pre-epidemic threshold of 71 cases per 100 000 population. The alert week (the first incidence rate above the epidemic threshold) in week 38 was the first week of the epidemic period detected by MEM. There was no detection lag, and no false alerts were observed prior to that week. However, 2 weekly rates of the epidemic period are located below the post-epidemic threshold. The intensity of the 2009-2010 epidemic was moderated, peaking very much below the 90% level of historical epidemic values ( Figure 1B) .
In countries with similar sentinel surveillance systems, such as Belgium, Spain and Switzerland, the model also produced similar results. No false alerts or detection lags were observed, and the duration of the epidemics was 10, 10 and 9 weeks, respectively. Their observed intensity remained below the 90% confidence interval. (Figure 1A,M,N) . Among the countries providing ARI data, Albania, Kazakhstan, Romania, Russian Federation and Ukraine (Figure 2) , the MEM produced high epidemic thresholds and reduced levels of intensity. The peaks of the 2009-2010 seasons exceeded the 95% confidence interval of the historical epidemic periods. The false alerts and timeliness results appeared quite similar to the ILI countries. In Albania (Figure 2A) , epidemic was detected 2 weeks after the start of the epidemic period, producing a detection lag according to the model.
Cross-validation
Figures 3 and 4 display the historical time series of ILI and ARI used in the cross-validation process, the epidemic periods modelled by MEM, and the alert week according to the pre-epidemic threshold of each season. When the alert week is located beyond the first week of the epidemic period modelled by MEM, there is a delay in the detection of the seasonal epidemic. Additionally, if the alert week is inside the pre-epidemic period modelled by MEM, there is a false alert.
The overall sensitivity of the MEM thresholds across all countries providing data was 71AE8% (Table 3 ). The sensitivity for countries reporting ILI was slightly higher (75AE7%) than for countries reporting ARI (60AE1%), and this difference is borderline significant (P = 0AE06). The MEM provided over 90% sensitivity in detecting the epidemic period in Belgium and Switzerland. Sensitivity was lowest in Ireland and Norway (ILI data), and in Albania, Romania and Ukraine (ARI data).
The specificity of the alert signal was 95AE5%. The specificity was similar for both types of data (96AE0% versus 94AE1%), and no significant differences were found (P = 0AE20). Specificity of the MEM was above 90% in all The positive predictive value (PPV) of observed rates above the epidemic thresholds was significantly higher (P < 0AE05) for ILI data than for ARI data (92AE4% versus 88AE2%). No difference was observed for the negative predictive value (NPV) (90AE4% versus 83AE3%) (P = 0AE17). The PPV and NPV of the MEM exceeded 80% in all countries with the exception of Albania. Particularly high PPV and NPV (both above 90%) were observed in Belgium, Slovenia, Switzerland, Castilla y Leó n, the Netherlands, Spain, Greece and Russian Federation. These were countries that also presented high sensitivity (over 75%) or specificity (over 95%) values.
The median timeliness of epidemics detection was 1 week. The timeliness ranged from 0 (Belgium, Castilla y Leó n, Portugal and Switzerland) to 4AE5 (Norway), and again, the lowest values appeared in countries where other statistics of performance appeared strongest. This lag was observed to be a week longer in the countries reporting ARI than in countries reporting ILI but this difference was not statistically significant (P = 0AE13).
Discussion
The main purpose of the MEM is to calculate an epidemic threshold based on simple and reliable epidemiological data. The epidemic threshold is an ILI or ARI rate above which we define the start of the seasonal epidemic. The model was primarily developed to model influenza epidemics but, in order to ascertain its practical usefulness to calculate the threshold in 'real world' settings, we have applied the MEM to 20 data sets from 19 countries in the WHO European region with a diversity of surveillance systems and data types. While MEM performance varied considerably in different scenarios, the method generally produced a robust and specific signal to detect influenza epidemics and assessed the impact of seasonal respiratory infections in countries where only ARI data were available.
Unlike other methods, 16, 20, 24 the MEM does not include virological data. Influenza detection rates vary across the European Region depending on methods and practices in different countries (some of which have limited laboratory capacity) and may be less standardised than epidemiological measures for routine detection of the beginning of the influenza season. Influenza viruses circulate in a population at very low levels even outside of the influenza season and sporadic isolations may also have a little epidemic significance. As some countries within the European Region may not have influenza sentinel surveillance systems, viruses reported from out-of-season outbreaks investigations could also reduce the specificity of the method to detect the actual start of a season. Moreover, low-intensity epidemics in rural areas with limited laboratory capacity could delay the first detection of influenza for weeks in some countries. This suggests that a model using only simple epidemiological data might be a more practical choice for a standard within a region. Nevertheless, historical ILI and ARI data should be carefully checked to eliminate the data errors or aberrant information causing peaks in the pre-epidemic and post-epidemic periods. Notwithstanding, if influenza weekly epidemiological data are accompanied by timely virological data, virus circulation should be taken into account to make appropriate public health decisions. Hashimoto et al. 32 have explored the detection of epidemics in their early stage and defined periods of no activity and pre-epidemic periods, but the threshold and limits were not modelled based on the duration and intensity of historic influenza epidemics, and the alert status varied significantly depending of the arbitrary thresholds used. 33 Cowling et al. 21 suggested that the influenza surveillance systems should incorporate a simple and reliable model with maximum sensitivity and specificity, and a minimum lag in detecting epidemics. While no system can optimise each of these attributes, influenza surveillance through well-run sentinel networks has proven its utility and validity, and strongly enhanced the value of predictive models. The routine collection of a limited amount of high-quality data in sentinel systems improves the sensitivity and specificity in comparison with compulsory and other non-sample systems. 34 The MEM epidemic threshold has a sensitivity of 75AE7% for ILI data and a very high specificity (overall more than 95% for ILI and ARI data). The epidemic threshold estimated by the MEM is conservative. Specificity is a more important attribute for the detection of an influenza epidemic than sensitivity, because the announcement of the start of influenza epidemic can generate media interest and triggers influenza prevention and control measures such as antiviral use, enhancements of vaccination campaigns or the implementation of non-pharmaceutical interventions. When the epidemic alert signal is excessively specific, the detection lag increases and reduces timeliness, as observed in Albania. The NPV increases in the pre-epidemic period, when incidence is lower. Conversely, the positive predictive value of MEM was observed to be highest during the epidemic period. The MEM seeks to achieve a balance between these values, as shown in Belgium and Slovenia (where values >95% were observed in both attributes), because it is this transition point from the pre-epidemic to the epidemic period where values are more relevant. Timeliness is higher in ARI data than ILI data, but this difference is not statistically significant, probably due to the sample size.
Case definitions with a lower relative specificity for influenza, such as ARI, will reduce the specificity of the model to detect an influenza season. This occurs because increasing circulation of other respiratory pathogens, such as respiratory syncytial virus, is more likely to produce increasing ARI than ILI consultations. Other factors influencing outpatient consultation rates, such as public anxiety, highly sensitised clinicians 35 or the circulation of a novel influenza virus as was observed during the 2009-2010 pandemic in several European countries, 36 can also produce aberrant epidemiological data and false-positives results. This may also results in patterns with bimodal waves as observed in some countries such as Ukraine in 2009-2010 or pre-epidemic peaks as observed in Portugal and Greece. In these situations, complementary virological data are necessary to confirm the start of the epidemic period. The MEM model presents a limitation when there are two or more epidemics waves in the same season, as observed in the 2009-2010 pandemic season in Israel and Norway, which needs to be taken into account when evaluating the model.
The validity of the model for detecting the start of the ARI epidemics should be explored using a larger data set. A disease model deriving a baseline and threshold from pre-epidemic disease-free periods seems less appropriate for ARI data, where the case definition covers a greater number of pathogens, some of which may circulate widely prior to the epidemic period. 37, 38 As the baselines are intended to register 'background noise' when there is no epidemic at all, there may be some problems with ARI, as this background noise caused by summer-time respiratory viruses including parainfluenza, rhinovirus, coronavirus and adenovirus may sometimes exceed the epidemic signal. ARI data from Albania and Romania did not present a typical epidemic wave but an increase in consultation rates with several peaks, while the Russian Federation showed high post-epidemic rates. Despite the differences between ILI and ARI, the only statistic that we observed to be significantly different between ILI and ARI systems is positive predictive value. ARI thresholds calculated by MEM could also be useful to detect an excess of disease. This heterogeneity of European data provides a basis for discussion about the appropriateness of the MEM for routine use in sentinel respiratory disease surveillance.
The mathematical approach underlying MEM also invites discussion of the duration of the epidemic period and its relationship with the calculated threshold. The shorter the duration, the higher is the epidemic threshold. In this work, the duration is determined by the slope change following the first step of the MEM procedure. The d parameter depends on the shape and intensity of the historical influenza seasons, and it is recommended to lead particularised country analysis to find the d value which maximises the sensitivity and specificity.
The significance of the post-epidemic thresholds is still a point for discussion. ARI data show more differences between pre-and post-epidemic baselines than ILI data, probably because we are looking at different diseases, while in influenza, true variations could occur. The large variation by country does suggest, however, methodological reasons, which will require further analysis.
Although a common approach is necessary for standard comparisons of the timing and intensity of influenza seasons across countries, the epidemic threshold and intensity levels may be modified depending on national objectives. For instance, the 50%, 90% and 95% CIs used to calculate levels of intensity and to compare the epidemics through different countries are discretional and could be changed.
In this work, we chose the parameters which, based on the authors experience, would give the most reliable results. However, these parameters may be adjusted by countries: more ⁄ less pre-epidemic points, median and bootstrap confidence intervals, arithmetic or geometric means, etc. The variations in these parameters do not question the underlying structure of the model and allow the method to be adapted by different surveillance systems.
We selected countries with five or more years of historical data to be included in this study, but it is still open how many historical seasons should be included in building the model, even when long time series are available. Changes in case reporting, demographics, case definitions and secular trends (which are declining in several countries) 39 could affect how well the model fits the tested data. Typically, influenza mortality models make use of at least the five preceding seasons. 13, 40, 41 More than ten seasons may further increase accuracy but make a model susceptible to biases from secular trends.
The MEM is an open method and offers a flexible procedure for calculating a threshold for outpatient consultations. The main achievement of MEM is an algorithm splitting one wave season in three periods using pre-epidemic information to calculate a threshold. The high sensitivity and specificity of the threshold in detecting the beginning of the epidemics in most countries, despite their diverse surveillance system and data quality, support its use for public health purposes such as early warning, health services policy or mass media and public information. MEM can be applied to historical ARI data, but the validity indicators show a somewhat poorer performance than for its application to ILI data.
One common method of analysis and interpretation of ILI data should be established in Europe. MEM could be a good option because of its intuitive concept, simple data requirements and flexibility in comparison with other sophisticated mathematical models. But other steps towards harmonisation should also be taken. These analyses suggest an added benefit from the establishment of an ILI definition with highly sensitive inclusion criteria. 42 Combined with highly specific threshold derived indicators, Europe would obtain an even more reliable and comprehensive perspective on influenza surveillance. Moreover, comparing ILI weekly data with levels of intensity calculated by MEM with a standard algorithm would allow international assessment of clinical influenza activity among European countries.
