The greatest factorial factorization (GFF) of a polynomial provides an analogue to square-free factorization but with respect to integer shifts instead to multiplicities. We illustrate the fundamental role of that concept in the context of symbolic summation. Besides a detailed discussion of the basic GFF notions we present a new approach to the indefinite rational summation problem as well as to Gosper's algorithm for summing hypergeometric sequences.
Introduction
At present the most general algebraic and algorithmic frame for discussing the problem of indefinite summation is provided by the work of Karr (1981 Karr ( , 1985 . His method, working over ΠΣ-fields which are certain difference field extensions of a constant field K, can be viewed as a summation analogue to Risch's integration method. A difference field simply is a field F together with an automorphism σ of F.
Given a, f from a ΠΣ-field F, Karr's method constructively decides the existence of a solution g ∈ E of σg − a · g = f where E is a fixed ΠΣ-extension field of F; f is called summable (with respect to E) if the equation can be solved in the case a = 1. We distinguish two cases: The "telescoping problem", i.e., given f ∈ F find g ∈ F such that σg − g = f , and the "general problem", i.e., given f ∈ F determine a ΠΣ-extension field E of F such that σg − g = f for some g ∈ E.
Despite the fact that Karr's method algorithmically decides whether a proposed extension E is a ΠΣ-extension, the problem with applying Karr's method for the general case consists in finding an appropriate candidate for E. But in view of his analogue to Liouville's theorem on elementary integrals (Karr, 1985, RESULT p. 314 ) one has the following: If f ∈ F is summable in E, then the "interesting" part of it already is summable in F, and the remainder consists of formal sums that have been adjoined to F in the construction of E. This justifies to consider the telescoping problem separately.
Pointing to rational and hypergeometric summation techniques which do not require complete factorization, Karr (1981, sect. 4 .2) raises the question whether similar techniques can be "profitably applied" in his ΠΣ-field theory. Despite the fact that the present paper focuses on rational and hypergeometric summation only, it can be seen as a first step in this direction. This is made more explicit as follows.
As a basic tool for a unified treatment of rational and hypergeometric summation, "greatest factorial factorization" (GFF) of a polynomial in analogy to square-free factorization is introduced. Instead of collecting irreducibles according to their multiplicities, the GFF is obtained by extracting divisors of factorial type p(x)p(x − 1) . . . p(x − k + 1) of greatest length. As with square-free factorization the computation of the GFF-form of a polynomial does not require complete factorization. With Karr's theory as a guiding principle in the background, here the following problems are treated:
(i) rational telescoping (Section 4), i.e., F = K(x) with σc = c for all c ∈ K and σx = x + 1; (ii) hypergeometric telescoping (Section 5), i.e., F = K(x, f ) with σ acting on K(x) as before and σf = rf for some fixed r ∈ K(x); (iii) general rational summation (Section 6), i.e., where F as in (i) and E has to be determined.
In all of these applications a certain type of polynomial gcd plays a basic role, namely gcd(p, σp) for p ∈ K [x] . From the GFF-form of a polynomial p the GFF-form of gcd(p, σp) can be read off directly (Section 2, Fundamental Lemma), just as the square-free factorization of gcd(p, Dp), D the derivation operator, from the square-free factorization of p. This fundamental property is used throughout the paper. For treating rational telescoping a new canonical "S-form" representation of rational functions is introduced (Section 3), i.e., a representation as a quotient of two polynomials where the denominator has an especially nice GFF-form. Gosper's algorithm for hypergeometric telescoping finds a new explanation using only basic GFF notions from Section 2, in particular the Fundamental Lemma. It is well known (see Abramov, 1975 ) that the general rational summation problem can be solved in full generality (in the sense of Karr); in our approach both the GFF and the S-form play a crucial role.
Concerning "profitable applications" in ΠΣ-field theory, the GFF approach is flexible enough to carry over to the "q-case" as well; see Paule & Strehl (1995) . This corresponds to q-rational and q-hypergeometric summation which is treated in Karr's theory by choosing F = K(x) with σc = c for all c ∈ K and σx = qx for a fixed q ∈ K, and F = K(x, f ) with σ acting on K(x) as before and σf = rf for some fixed r ∈ K(x), respectively. From this fact one might expect that GFF or some suitable generalization could be of some use also for more general aspects of Karr's theory. This paper is self-contained, no difference field knowledge but only basic facts from algebra are required. In the following we briefly review its sections. Section 2 presents the basic GFF notions, in particular the Fundamental Lemma and an algorithm for computing the GFF-form of a polynomial. In Section 3 we investigate the relation to the dispersion function (Abramov, 1971) and discuss "shift-saturated" polynomials which are polynomials with sufficiently nice GFF-form. Due to lattice properties of K[x] with respect to gcd, a minimal shift-saturated polynomial sat(p) can be assigned to each p ∈ K [x] . The canonical S-form of a rational function is introduced as the quotient of two polynomials with denominator of type sat(p). In Section 4 rational telescoping is treated; based on S-form representation, Theorem 4.1 explains why factorials rather than powers play the essential role in summation. Section 5 presents a new and algebraically motivated approach to Gosper's algorithm; together with the basic notions of Section 2 this section can be read independently from the rest of the paper. In Section 6 we consider the general rational summation problem from GFF point of view. Two new algorithms are given. The first one works iteratively similar to the approach sketched by Moenck (1977) . His approach is implemented in the computer algebra system Maple to sum rational functions, but due to several gaps in Moenck's original description the Maple algorithm fails on certain rational function inputs as observed by the author of this paper; see Example 6.6. The second algorithm provides an analogue to what is called "Horowitz' Method" or "Hermite-Ostrogradsky Formula" for rational function integration. In addition, discussing minimal-degree answers to the general rational summation problem we present a new Theorem 6.3 which explicitly tells in which way two "minimal solutions" differ.
Greatest Factorial Factorization
In this section "greatest factorial factorization" (GFF) of a polynomial is introduced. It is a new canonical form representation which can be viewed as an analogue to squarefree factorization. One of the crucial features of GFF is that, analogous to square-free factorization, it can be computed in an iterative manner essentially involving only gcd computations.
Basic Definitions
By N we understand the set of all nonnegative integers. We assume all rings or fields to be of characteristic zero. It will be convenient to assume K to be a field , especially in the context of indefinite rational or hypergeometric summation. But for a large part of the theory it would suffice to take for K a suitable ring such that the polynomial ring K[x] is a unique factorization domain. As usual we shall assume the result of any gcd (greatest common divisor) computation in K[x] as being normalized to a monic polynomial.
By E we denote the shift operator on K[x], i.e., (Ep)(x) = p(x + 1) for any p ∈ K[x]. The extension of this shift operator to the rational function field K(x), the quotient field of K[x], will be also denoted by E.
The polynomial degree of any p ∈ K[x], p = 0, is denoted by deg(p). We define deg(0) := −∞.
Definition. For any monic polynomial p ∈ K [x] and k ∈ N the k-th falling factorial [p] k of p is defined as
Note that by the null convention i∈∅ p i = 1 we have [p] 0 = 1.
This factorial notion, introduced by Moenck (1977) , is crucial in the context of a certain polynomial factorization, in the following called greatest factorial factorization. It can be viewed as a polynomial extension of the falling factorial notion, introduced usually in the form (x) k = x(x − 1) . . . (x − k + 1); for the notation see, e.g., (Graham et al., 1989) . In the following we often make use of the elementary fact that an integer-shift E n t of an irreducible polynomial t ∈ K[x] again is irreducible over K. This fact corresponds to the multiplicative property of the shift operator, i.e.,
Let n be a positive integer and p ∈ K[x]. Then gcd(p, E n p) = 1 is equivalent to the existence of an irreducible polynomial t ∈ K[x] such that t (E −n t) | p. Also equivalent to that is the existence of two roots of p in the splitting field of p over K at integer distance n.
Similarly, gcd(p, Ep, . . . , E n p) = 1 is equivalent to the existence of an irreducible polynomial t ∈ K[x] such that [t] n+1 | p. In this case there exist n + 1 roots of p in the splitting field of p forming a sequence α, α + 1, . . . , α + n , i.e., p(α + i) = 0 for all i ∈ {0, 1, . . . , n}.
If a polynomial has many roots at integer distance, there are many possibilities to rewrite it using factorials.
From all these possibilities the last one which takes care of maximal chains is of particular importance. Intuitively, it can be obtained as follows: One selects irreducible factors of p in such a way that their product, say q 1 (x) q 1 (x−1) . . . q 1 (x−k +1), forms a falling factorial [q 1 ] k of maximal length k. For the remaining irreducible factors of p this procedure is iterated in order to find all k-th falling factorial divisors [
k forms the factorial factor of p of maximal length k. Iterating this procedure one gets a factorization of p in terms of "greatest" factorials factors.
Note that, due to the null convention, is the GFF-form of 1 ∈ K[x]. Condition (GFF3) intuitively can be understood as prohibiting "overlaps" of chains that violate length maximality.
The following theorem explicitly states the fact that the GFF-form provides a canonical form. For instance, x, 1, 1, x + 2 is the GFF-form of the polynomial p from the example above.
Proof. The proof proceeds by induction on deg(p). The case for 0 is obvious. Assume deg(p) > 0. Let t ∈ K[x] be an irreducible factor of p k , which exists by (GFF2), then t|[q i ] i for some i by (GFF1). Equivalently, t|E −h q i with 0 ≤ h < i, and choose i and h so that i − h is maximal. All what we need is to show that h + k ≤ i, because then k ≤ h + k ≤ i ≤ l ≤ k, the last inequality by symmetry. This implies h = 0, k = i = l, t|q k , and the proof is completed by using induction hypothesis on p 1 , . . . , p k /t and q 1 , . . . , q k /t , each with tailing ones removed, which are GFF-forms of p/ [t] k . Now, assume h+k > i. Since [t] k |p we have
, violating the other part of (GFF3)
we sometimes express this fact for short by GFF(p) = p 1 , . . . , p k .
The Fundamental Lemma
As pointed out in the introduction the "gcd-shift", i.e., the gcd of a polynomial p and its shift Ep, plays a basic role in rational and hypergeometric summation. The GFF-concept takes special care of that observation, as made explicit by the following simple but crucial lemma which is a perfect analogue to what one has for square-free factorization.
Proof. Proceeding by induction on k the case k = 0 is trivial. For k > 0,
The first equality is obvious, the second is a consequence of (GFF3) because for i < k we have gcd( It will be convenient to introduce the following abbreviation for the "gcd-shift":
For various applications that will follow it is useful to keep in mind that dividing p with GFF(p) = p 1 , . . . , p k by E −1 gcdE(p) or gcdE(p) results in separating the product of the first, respectively last, falling factorial entries:
Remark. The analogous lemma used in standard square-free factorization algorithms reads as follows. Let q = q One is tempted to view these two different types of representations, related by the operator analogue above, as somewhat "orthogonal" to each other. In a concrete example this statement becomes more transparent. Let p = x 14 − 2x 13 + 4x
as its square-free factorization. The representation of p according to its GFF-form is
Comparing both representations, one observes that the constituents q i of the square-free factorization violate several GFF-properties, for instance, (GFF3) by gcd(x 2 −1, E −2 (x 2 − 1)) = x − 1. Vice versa, the constituents of the GFF-form need not be relatively prime nor square-free. More information on square-free factorization, for instance, can be found in the book (Geddes et al., 1992) . 2
Computing the GFF-Form
One crucial feature of greatest factorial factorization is that, analogous to square-free factorization, it can be obtained without any factorization by an iterative procedure essentially involving only gcd computations. As with square-free factorization this goal can be achieved in several ways. Nevertheless, most of these algorithms rely on the Fundamental Lemma. That one we give below uses Lemma 2.1 together with the trivial fact p = p/ gcdE(p) · gcdE(p). It is especially simple in structure and also verified easily.
Remark. (i) To present this method for computing the GFF-form was suggested by one of the referees; another variant, "Algorithm 2" proposed in Paule (1993) , requires one more gcd-operation, but only O(k) polynomial operations in comparison to O(k 2 ) as in Algorithm GFF. Nevertheless empirical tests suggest that still Algorithm GFF is more efficient. As the referee points out, the heuristic explanation is that it is often better to have more operations on smaller polynomials than to have fewer operations on larger ones.
(ii) Another alternative to compute the GFF-form can be derived from the fact that the algorithm of Petkovšek (1992) for computing the Gosper-Petkovšek representation ("GP-form") for rational functions, a normalized version of the G-form representation also described in Section 5, contains the GFF-form computation as a special case; see Lemma 5.2. This also was briefly described in Paule & Strehl (1995) . 
Shift-Equivalence Classes and Saturation
In this section we first investigate how Abramov's dispersion function is related to GFF. Then we discuss "saturated" polynomials; these are polynomials with sufficiently nice GFF-form. Due to lattice properties one can assign to any monic polynomial p the minimal saturated multiple sat(p), called "shift-saturation" of p. This gives rise to a new canonical "S-form" representation of rational functions, i.e., as a quotient of polynomials where the denominator is of type sat(p). As worked out in the following sections, the advantage of using S-forms for rational summation is due to the simple GFF-structure of their denominators. We would like to mention that Strehl (1992) was the first who pointed out the lattice aspects of the GFF.
Dispersion
As a basic notion for the algorithmic treatment of the rational summation problem, Abramov (1971) 
. We find it convenient to extend this definition to nonzero constant polynomials by defining dis(p) := 0 for p ∈ K[x] with deg(p) = 0.
Thus dis(p) = n is equivalent to saying that the maximal integer root-distance |α − β|, α and β being roots of p in its splitting field over K, is equal to n. For instance, dis ([x] n ) = n − 1, or dis((x + 2)x(x − 1)(x − 2)) = 4 where GFF((x + 2)x(x − 1)(x − 2)) = x + 2, 1, x . More precisely, dispersion and greatest factorial factorization are related as follows: 
of p contributes to dis(p).
As a by-product we also obtain that multiplying p by
increases the dis-function exactly by one. Since the least common multiple lcm(p, Ep) = p(Ep)/ gcdE(p), this means that dis(lcm(p, Ep)) = dis(p) + 1. At this place we introduce an obvious but useful lemma.
The easy check of (GFF2) and (GFF3) completes the proof. 2
As with gcdE, it will be convenient to introduce the corresponding abbreviation with respect to the "lcm-shift":
The dispersion statistics can be extended to rational functions as follows. This extension, only depending on the denominator b, is justified by the following proposition which is due to Abramov (1971) :
Proof. We give a proof, different from Abramov's original one, using the GFF concept.
where the last line follows from gcd(a, b) = 1. Denote the gcd on the right hand side of (3.3) by B 0 , then
where the equation before last follows from the observations related to (3.1) and (3.2).
2
We want to note that the dis-function on rational functions works "opposite" to the deg-function on polynomials in connection with the ∆ operator. The same applies if deg is extended to rational functions as, for instance, in (Karr, 1981) Proposition 3.1, for instance, gives a simple criterion, due to Abramov (1971) , whether a given rational function is rational summable: 
for all integers n ≥ 1, and hence, as an identity in
Saturated Polynomials
A certain type of polynomials which play a basic role in rational summation has a sufficiently nice GFF-form, i.e, the GFF-constituents are relatively prime and their factors do not differ by any integer-shift. For studying these polynomials, which will be called "saturated", the following equivalence relation on K[x] plays a fundamental role. In fact, it is a special case of definition 13 of (Karr, 1981) for monic polynomials.
It is easily checked that this indeed defines an equivalence relation on
the set of monic irreducible factors splits into three equivalence classes, namely
imposes a total order, which we shall call the shift-order , on the elements of each shiftequivalence class.
Example 3.3. In the example above, according to shift-order for the elements of F 3 we have:
We introduce a canonical choice of representatives ShiftEq(p) of the shift-equivalence classes of the monic irreducible factors of p by choosing from each class the maximal element with respect to the shift-order.
. . , p n } be this uniquely determined set of representatives. For each p i -class let q i denote the minimal element. Filling up "shiftgaps" by multiplying extra irreducibles
. . , n}, amounts to gluing together factorial chains.
Example 3.4. The GFF-form of p from Example 3.2 is
, then for the GFF-forms we have,
2 In the example above the constituents of GFF(p) and GFF(p 1 ) neither are relatively prime nor belong their factors to different shift-equivalence classes. By multiplication of further extra factors this property, being crucial for rational summation, is achieved for GFF(p 2 ). This gives rise to the following definition:
Saturatedness is invariant under the gcd operation:
Proposition 3.4. The gcd of two saturated polynomials is saturated.
Proof. Immediate consequence of Lemma 3.2 below. 2
There are several proofs of Proposition 3.4. For instance, it is an immediate consequence of the following lemma, which we shall also use later, describing minimal reduction steps.
Lemma 3.2. Given non-constant, monic and saturated polynomials
p, q ∈ K[x] with GFF-forms p 1 , . . . , p k and q 1 , . . . , q l , respectively, where k ≤ l. If k = l assume p k = q k and deg(p k ) ≤ deg(q k ). Then
there exists a monic and saturated
In addition, there exists a monic divisor r of q l with deg(r) > 0 which determines q in one of the following ways:
l with GFF-form q 1 , . . . , q l−1 is monic and saturated, and also (3.4) holds.
−α p i and t|E −β p j for some β ≥ 0 and some j violates saturatedness of p. In this case q := q/r with GFF-form q 1 , . . . , q l−1 · Er, q l /r , with trailing 1's dropped, is monic, saturated and satisfies (3.4).
In this case q := q/E −l+1 r with GFF-form q 1 , . . . , q l−1 · r, q l /r , with trailing 1's dropped, is monic, saturated and satisfies (3.4).
As we have seen, argument (ii) works only if we assume k < l. If k = l this argument only would fail if β = k − 1, which means j = k and thus t|p k and t| gcd(E −α p i , q k ). Because of saturatedness of p this implies α = 0 and i = k, and therefore t| gcd(p k , q k ). Consequently, if k = l we assume that s 0 := gcd(p k , q k ) = 1, otherwise we are done as in 
. . , k − 1} then compute r as the maximal divisor of q k /s as in the cases (i) and (ii) above. 2
Shift-Saturation
Evidently, the subset of monic and saturated multiples of p of the lattice of polynomials from K[x], ordered by divisibility, has exactly one minimal element. This allows to assign to any monic polynomial a unique multiple which is saturated and thus equipped with "nice" GFF-form:
Using maximal and minimal elements of shift-equivalence classes allows a more explicit description of sat(p). Let ShiftEq(p) = {p 1 , . . . , p n } with q i the minimal elements of the p i -classes, as above.
we define the length of the p i -class as l(p i ) := k i + 1. Let mult(p i ) be the maximum of the multiplicities of all irreducibles contained in the p i -class. Now it is easily checked, for instance, using Lemma 3.2 that the shift-saturation of p is the polynomial
(3.5)
From this representation the GFF-form of sat(p) almost directly can be read off. One just has to merge factorials according to 
Besides the maximal and minimal elements, the multiplicity element m i of a shift-equivalence class plays a distinguished role, a fact which was pointed out by Pirastu (1992 Proof. Obvious from description (3.5). 2
From description (3.5) also the following is obvious:
Proof. Obvious from description (3.5). 2
Shift-saturation commutes with the shift operator:
Proof. Shift-Saturation also commutes with the "lcm-shift":
Proof. Clearly sat(p) and sat(Ep) divide sat(lcmE(p)), thus by Lemma 3.6 we have It is important to note that sat(p), like the GFF-form, can be computed using only gcd computations, i.e., a procedure for a complete factorization of p is not required. Such an algorithm is given in (Pirastu, 1992) or in (Paule, 1993) . The first algorithm is more efficient because the latter unnecessarily uses square-free factorization.
S-forms of Rational Functions
A typical feature of symbolic summation is that for different purposes different representations of rational functions are more appropriate. In order to avoid the repetition of lengthy specifications we define different types of representations as certain forms. First we consider the usual canonical form, i.e., the quotient of two relatively prime polynomials.
Shift-saturation gives rise to another type of rational function representation.
if s = γ/δ and δ is monic and saturated.
Definition. A saturated representation γ, δ for s ∈ K(x) is called a saturated form (for short: S-form) for s if δ has minimal degree among all saturated representations of s.
The next proposition states that S-forms are canonical forms for rational functions. Because of the nice properties of the GFF-constituents of the denominators, S-form representation is tailored for rational summation application. The following proposition, which we shall use later, implicitly tells how a saturated representation can be reduced to S-form. 
Rational Telescoping
In this section we discuss the difference equation
over the rational function field K(x). We call (4.1) the telescoping equation for r ∈ K(x).
Example 4.1. If r = 1/(x 2 − x − 3/4) then s = (−x + 1)/(x 2 − 2x + 3/4) is a solution of (4.1) and due to telescoping:
It is well-known that the telescoping equation for any p ∈ K[x] finds a polynomial solution. Thus, by splitting off the polynomial part, one can restrict solving (4.1) to given r ∈ K(x) with deg(r) < 0. Such rational functions usually are called proper .
Assume that for proper r ∈ K(x) there exists a rational solution s ∈ K(x) of ∆s = r. Such an r will be called rational summable. If deg(s) = 0 then, by Proposition 3.2, deg(s) = deg(r) + 1 ≤ 0. If deg(s) = 0 then s =s + c wheres ∈ K(x) is proper and c ∈ K \ {0}. In this case r = ∆s = ∆s. This implies the well-known fact that given a proper rational summable r ∈ K(x) the telescoping equation ∆s = r always has a proper solution s ∈ K(x). It is obvious that two rational solutions must differ by adding a constant, thus all other rational solutions are improper of degree 0.
In this context several questions naturally arise, for example:
(a) Are there simple criteria to decide whether a given proper rational function is rational summable? (b) How to treat situations, as r(x) = 1/x, where no rational solution of ∆s = r exists. (c) How to compute s ∈ K(x) such that ∆s = r for a given rational summable r ∈ K(x)?
Concerning question (a), certainly all algorithms treating rational summation give a practical answer to this question. We especially point to the difference field approach by Karr (1981) which provides the most general theoretic and algorithmic setting. A very elementary, well-known and useful criterion follows directly from the degree reasoning above:
Lemma 4.1. If r ∈ K(x) is proper with deg(r) = −1, then r is not rational summable.
Another practical criterion, for instance, is Proposition 3.3 due to Abramov. In the following we shall add some more criteria, one (Proposition 4.2) includes Abramov's result as a special case.
To our knowledge the first answer to question (b) has been given by Abramov (1975) in an algorithmic way. The general machinery of Karr (1981) in principle can deal with the problem but, as explained in the introduction, before running the algorithm one has to supply appropriate information about the difference field extension in which the solution is expected. Moenck (1977) sketched an algorithm working analogously to that called Hermite-iteration for rational function integration. His approach is taken by the computer algebra system Maple to sum rational functions. Due to several gaps in Moenck's paper, observed by the author of this article, the Maple algorithm is unable to treat arbitrary rational function input. An example for that is given below in Example 6.6. The entire problem, viewed in the light of shift-saturation, will be discussed in Section 6. That section also contains two new algorithms solving ∆s = r in general, i.e., also for given non-rational summable r ∈ K(x). One of those can be considered as an analogue to what is called Horowitz' method for rational function integration. Pirastu (1992) closes the gaps in Moenck's paper and discusses the relation of the above mentioned algorithms according to implementations carried out by himself in Maple.
All algorithms mentioned above include an answer to question (c) as a special case. Due to the fact that any rational sequence is hypergeometric, also Gosper's algorithm could be applied in order to answer (c); see Section 5. In this section we present a new approach (Theorem 4.1) which provides an algorithmic solution as well as an algebraic explanation along the concept of shift-saturation. In Section 5 we briefly discuss its relation to Gosper's algorithm working on rational function inputs from GFF point of view.
Telescoping via S-forms
One of the crucial observations is a simple explicit connection between the S-form of a rational function s ∈ K(x) and the S-form of its difference ∆s. Before making this explicit in Proposition 4.1, we first state a lemma for technical reasons.
Proof. Using induction on k the case k = 1 is trivial. Now we are ready for the proposition relating the S-form of s to that of ∆s.
· γ and β = lcmE(δ).
Proof. It will be convenient to define Now we are ready for the announced theorem which in the context of shift-saturation describes the solution of the difference equation ∆s = r over K(x) in terms of a solution of a difference equation over K [x] . In addition, it provides an algorithm for deciding the existence of a rational solution s as well as for the computation of s if the answer is positive. How the theorem is related to the rational instance of Gosper's algorithm will be discussed in the next section. 
Proof. (a) By the Fundamental Lemma
and γ is a polynomial solution of
In addition, among all polynomial solutions of (4.3) γ is uniquely determined by the degree condition One basic application is the practical computation of a rational function solution s of ∆s = r. If such a solution exists, then its S-form γ, δ can be determined first by computing δ = E −1 gcdE(β) and then by solving the polynomial difference equation (4.3) for γ using the degree estimate (4.4). A concrete elementary example is given below. As a by-product we get another necessary condition for r being rational summable. We will also use this proposition later, in Section 6, discussing the problem of rational summation in full generality. We give an application where r ∈ Q(x) is a rational function with dis(r) = 2: 
the crucial difference equation (4.3) in this case (cf. Example 4.2) reads as
x − 1 2 = x (x − 3 2 ) · γ(x + 1) − x (x + 1 2 ) · γ(x),
and the non-existence of a rational function solution is explained by the non-existence of a polynomial solution γ which is clear by observing x being a factor of the right and not of the left hand side.

S-form versus Reduced Form
In order to work out more explicitly what one gains in this context by changing from the usual representation of a rational function in reduced form to S-form representation, we give an alternative proof of the essence of Theorem 4.1, i.e., of Proposition 4.1. In this proof we will not use Proposition 3.6, but only fundamental properties of shift-saturation. 
ALTERNATIVE PROOF OF PROPOSITION
(4.5)
The last equality is by the same reason as (3.3). If we could prove that
, and the proof of Proposition 4.1 would be completed. Equation (4.6) immediately follows from Lemma 3.4 if we can guarantee that t does not cancel maximal, minimal, or multiplicity elements of any shift-equivalence class of p := lcmE(d).
The first two cases are obvious from (4.5), i.e., t| gcdE(d), together with
where q 1 , . . . , q k is the GFF-form of d. 
Hypergeometric Telescoping
In this section we consider hypergeometric telescoping. Equipped with the GFF concept we present a new and algebraically motivated approach to the problem. It leads to essentially the same algorithm Gosper came up with in 1978, but in a new setting where its underlying mechanism finds a more transparent explanation than in the descriptions given so far. Of course, to a certain extent this judgement is subjective, so we invite the interested reader to form his/her own by comparison to Gosper's original argumentation as described, for instance, in Gosper (1978) or in the book (Graham et al., 1989) . In a subsection we briefly relate rational telescoping, as a special case of Gosper's algorithm, to Theorem 4.1.
A sequence f k k≥0 is called hypergeometric over K if there exists a rational function ρ ∈ K(x) such that f k+1 /f k = ρ(k) for all k ∈ N. Given hypergeometric f k k≥0 , the problem of hypergeometric telescoping is to find a hypergeometric solution g k k≥0 of
Rational telescoping, Section 4, is a special case, because for any r ∈ K(x) the sequence f k k≥l , where f k := r(k) and l a sufficiently large integer, evidently is hypergeometric. For the sake of simplicity we will restrict to consider (5.1) for k ≥ 0.
Gosper's Algorithm Revisited
Assume that a hypergeometric solution g k k≥0 of (5.1) exists. Let σ ∈ K(x) be such that g k+1 /g k = σ(k) for all k ∈ N, then evidently
where τ (x) = 1/(σ(x) − 1) ∈ K(x). By this relation, eq. (5.1) is equivalent to
where a, b is the reduced form of ρ. Vice versa, any rational solution τ ∈ K(x) of (5.3) gives rise to a hypergeometric solution g k := τ (k)·f k of (5.1). This means, hypergeometric telescoping is equivalent to finding a rational solution τ of (5.3).
In case such a solution τ ∈ K(x) with reduced form u, v exists, assume we know v or a multiple V ∈ K [x] 
( 5.4) (Note that at least one polynomial solution, namely U = u · V /v, exists.) Furthermore, equations of that type simplify by canceling gcdE's. For instance, in order to get more information about the denominator v, let This observation gives rise to a simple and straightforward algorithm for computing a multiple V :
For instance, if P 1 := gcd(E −1 a, b) then obviously p 1 |P 1 . Indeed, we shall see below that by exploiting GFF-properties one can extract iteratively p i -multiples P i such that EP i |a and E −i+1 P i |b:
and compute for i from 1 to n:
The lemma tells that the polynomials P i indeed are multiples of the p i 's: Proof. The first part, n ≥ m, is obvious from (5.6). For n = 0 the lemma is trivial, hence we assume n ≥ 1. In view of (5.6) define
For i from 1 to n define
and
such that α i |α i−1 and β i |β i−1 , and gcd(E −1 α n , E k−1 β n ) = 1 for all k ∈ N. Besides using the null convention j∈∅ q j = 1, it will be convenient to define p i := 1 for i ∈ {m + 1, . . . , n}. In order to prove p i |P i , we prove more generally by induction on i that for i ∈ {1, . . . , n}:
The induction relies on the following facts: 
( 
. This means, Et|E −j+i+2 p j and Et|α i which, by the Fundamental Lemma and α i |α 0 , is equivalent to Et| gcdE(v) and Et|α 0 . Thus Et|β 0 · u by (5.13), hence Et = t = 1. Now the base case i = 1 is shown as follows:
where the last equality follows by the facts (I),(II), and (III). In addition,
The induction step i → i + 1 works analogously, and is left to the reader. 2
Summarizing, hypergeometric telescoping can be decided constructively as follows: Given the reduced form a, b of ρ ∈ K(x) for which f k+1 /f k = ρ(k), compute polynomials P 1 , . . . , P n by Algorithm VMULT and take V : (5.1), if eq. (5.4) admits no polynomial solution then no hypergeometric solution of (5.1) exists.
How this approach relates to Gosper's original one, and to work of Petkovšek, is described in the next subsection. We also want to remark that in practice, before solving for U ∈ K[x], equation (5.4) is simplified; see also the next subsection.
Gosper's Original Approach
Also in this section, let a, b with a, b,
In Gosper's original approach the following type of rational function representation plays a crucial role:
In the previous section we used Algorithm VMULT to compute multiples P i of the GFF-constituents p i of the rational solution denominator v. Petkovšek (1992) used exactly the same algorithm in order to compute a canonical G-form representation. That canonical form, called GP-form, serves as a key ingredient for his algorithm "Hyper"; it is defined as the unique G-form where additionally p and r are supposed to be monic, and gcd(p, q) = gcd(Ep, r) = 1.
Lemma 5.1 focuses on the p i |P i property; the following lemma lists additional facts about Algorithm VMULT which can be proved in a similar fashion:
Lemma 5.2. Let n, a n , b n and P 1 , . . . , P n be computed as in Algorithm VMULT, then: (i) Petkovšek (1992) ; the verification of (vi) is left to the reader. 2
As a by-product of Lemma 5.2 we obtain that VMULT can be used as an alternative to Algorithm GFF to compute GFF(P ) = P 1 , . . . , P n for given monic P ∈ K[x]: simply set a = EP/ gcdE(P ) and b = P/ gcdE(P ); cf. Remark (ii) of Section 2.3.
In the previous section the essential part of hypergeometric telescoping was solved by Algorithm VMULT which computes from the reduced form a, b a multiple V of the "a priori" unknown denominator v of the reduced solution τ ∈ K(x) of eq. (5.3). In the light of Lemma 5.2, the multiple
n is nothing but the first part of the GP-form for a/b; this is true because evidently V, a n , b n is the GP-form for a/b.
We want to note that this fact was conjectured independently by Schorn (1995) . The algorithmic elegance of Gosper's original approach, which attacked the problem from a different point of view, relies on the crucial observation that not only one specific G-form, but any G-form for a/b provides a suitable multiple of v. This is made explicit as follows.
First we state an elementary lemma.
(5.14)
Proof.
[The easy verification is left to the reader.] 2
In case that V arises from a G-form for a/b, this lemma rewrites the corresponding difference equation (5.4) for U in more convenient form. For the sake of abbreviation we define
The following crucial lemma of Gosper finds a simple GFF proof. 
Proof. Assume U = C/D, i.e., C, D is the reduced form of the rational function U .
j we obtain analogously as in the situation of eq. (5.5): (Ed 1 ) · · · (Ed j )|q and
Now we are in the position to prove the crucial fact the general mechanism of Gosper's original approach is based on:
Proof. By the assumption and Lemma 5.3 we have a · EU/EV
We want to add that in practice the polynomial solution U ∈ K[x] of G(U, V, q, r) = 0 is computed from the following straight-forward variation of the problem:
Proof. Because of gcd(q, r) = 1 we have r|EU . Hence there exists
It is the form (5.15) in which the difference equation associated to a G-form is to find in Gosper (1978) or in the book (Graham et al., 1989) . Consider the problem of deciding constructively over K(x) the general, first-order
. We conclude this section by the remark that following the derivation above, one can easily see how each step of this approach can be modified for solving also this more general problem. We present the result of this modification in form of a proposition. Its proof is entirely analogous to what we did above and is left to the reader. For alternative methods and the general n-th order case see, for instance, Abramov (1995) .
for τ ∈ K(x) can be decided constructively as follows:
Proof. [Left to the reader.] 2
We want to note that a, b ∈ K[x] need not be relatively prime; furthermore it is easy to see how any G-form for a/b can be modified to achieve b|r · V in step (i).
Example 5.1. Equation (5.16) with a = x(x − 1) 2 , b = (x − 1) 2 and c = x has no rational solution τ ∈ Q(x); cf. Example 20 from Karr (1981) 
. The latter can be seen most easily by the observation x|EU , i.e.,
Rational Telescoping as a Special Case
In this section we briefly relate rational telescoping, as a special case of Gosper's algorithm, to Theorem 4.1.
Assume for the telescoping problem (5.1) that f k k≥0 is a rational sequence, i.e.,
. As above let a, b be the reduced form of ρ ∈ K(x) for which
where
Proposition 5.3. Let a, b , α, β and b i be as above, then:
Proof. It remains to show that gcd(
the gcd condition is obvious from the saturatedness of β. 2
According to Gosper's algorithm the denominator of τ is V = α and the numerator 
because of (E −1 β 1 )/β = 1/E −1 gcdE(β). Summarized, given the rational input f k k≥0 by a saturated representation α, β then α, β 0 , β 1 is an appropriate G-form for which Gosper's algorithm outputs a saturated representation of the rational solution g k k≥0 of (5.1), in case it exists, in the same form as spelled out by Theorem 4.1. This means, the denominator gcd(β(k − 1), β(k)) of g k is determined as in (4.2), the numerator of g k as a polynomial solution of (5.18) which is equivalent to (4.3). In the special case where f k k≥0 is given in S-form representation α, β , Theorem 4.1 says that Gosper's algorithm delivers the proper rational output g k k≥0 also in S-form if α, β 0 , β 1 is used as G-form.
Finally we want to remark that a careful analysis of the possible degrees of solutions W ∈ K[x] of (5.18) is given in (Lisonek et al., 1993) , or in Paule (1993) using the GFF concept.
Rational Summation
In this section we apply the GFF concept to the situation where for given r ∈ K(x) the telescoping equation ∆s = r finds no rational solution s ∈ K(x).
Considering indefinite rational integration the analogous problem for given r ∈ K(x) consists in finding the rational part s ∈ K(x) and the transcendental part t ∈ K(x) of the decomposition r = s + t. It is well-known, for instance, (Davenport et al., 1988) or (Geddes et al., 1992) that the non-rational part t is determined uniquely under slight side-conditions. Example 6.1. A summation analogue of
for instance, is
i.e., the harmonic number sequence H n is taking the part of the logarithm function. 2
Discussing the indefinite summation analogue, r = s + t, we shall treat this question, referred to as the decomposition problem, in the equivalent form r = ∆s + t.
(6.1)
For obvious reasons throughout this section we restrict to proper rational functions.
Example 6.2. As we have seen in Example 4.1, the pair
solves the decomposition problem for r = 1/((x + 1/2)(x − 3/2)). The pairs
solve the decomposition problem for r = 1/((x + 1/2)x(x − 3/2)); cf. Example 4.3. 2
Concerning uniqueness of the non-rational part the situation for rational summation is a little bit more subtle than for rational integration. Analogous to integration what one intuitively expects is uniqueness with respect to degree:
Definition. The pair s, t of proper s, t ∈ K(x) is called a minimal decomposition of proper r ∈ K(x) if r = ∆s + t such that deg(f ) is minimal where e, f is the reduced form of t.
But the following lemma shows that a minimal decomposition is not uniquely determined. 
Proof. Because of partial fraction decomposition it is sufficient to show the statement for the case n = 1, i.e., q = q m1 1 . The case k 1 = 0 is trivial. Assume
By exchanging the roles of p andp the statement is proved also for k 1 < 0. 2
This lemma explains the existence of arbitrary integer-shift variations of a decomposition keeping the denominator degree of the non-rational part invariant.
Example 6.3. The pairs A general criterion for deciding whether s, t is a minimal decomposition was derived by Abramov (1975) who was the first to observe that minimality is guaranteed by requiring the dispersion of t to be zero.
Theorem 6.1. Given proper r, s, t ∈ K(x) such that r = ∆s+t. Then s, t is a minimal decomposition of r if and only if dis(t) = 0.
Proof. See Section 6.3. 2
Using GFF and shift-saturation, in Section 6.3 we give a proof of this theorem together with an explicit description in which manner two minimal decompositions differ.
As already pointed out, Abramov (1975) was the first who computed minimal decompositions in an algorithmic way. Viewing the problem in the light of GFF and shiftsaturation we present two new algorithms. The first one, as described in Section 6.1, works iteratively similar to the approach sketched by Moenck (1977) . The second one, Theorem 6.2 of Section 6.2, provides an analogue to what is called "Horowitz' Method" for rational function integration described, for instance, in (Davenport et al., 1988) or (Geddes et al., 1992) . Some authors, for instance, Subramaniam & Malm (1992) refer to that method as the "Hermite-Ostrogradsky Formula".
Based on implementations in Maple a detailed comparison of Abramov's algorithm to the "Horowitz analogue" given in Theorem 6.2 can be found in Pirastu (1995a) . Pirastu & Siegl (1995b) discuss various aspects of these algorithms according a parallel implementation in MAPLE on a workstation network.
Minimal Decomposition by Iteration
In order to compute a minimal decomposition s, t of r, in view of Proposition 4.2 and Theorem 4.1, a natural first step is to take the S-form α, β of r and to split off the nontrivial first GFF-constituent of β which possibly exists. Before doing so, for sake of abbreviation we introduce a definition.
Now we are ready for the first basic decomposition step. 
Because of gcd(β, δ) = 1 there exist unique polynomials α, γ ∈ K[x], which can be computed by Extended Euclidean Algorithm (e.g., Geddes et al., 1992) , such that deg(α) < deg(β), deg(γ) < deg(δ), and σ = α · δ + γ · β which is equivalent to (6.2). Clearly (6.3) holds and both α, β and γ, δ are proper saturated representations. Assume that γ, δ is not in S-form, then according to Proposition 3.6 there exists r with r|p 1 = δ, deg(r) > 0, and r|γ. Hence r|σ, by Proposition 3.6 a violation of the S-form of σ, τ . Analogously it is proved that α, β is in S-form. 2
Remark. The proof of Proposition 6.1 shows how the numerators α and γ can be obtained constructively.
2
Now the second basic decomposition step is as follows: 
Proof. If α/β is rational summable then, by Theorem 4.1, δ = E −1 gcdE(β), and γ a polynomial solution of (4.3). In this case we take ᾱ,β := 0, Eδ . If α/β is not rational summable then also define δ := E −1 gcdE(β) andβ := gcdE(β) = Eδ. In this case we modify the inhomogeneous part α of (4.3) by adding a polynomial such that the resulting equation admits a polynomial solution. Because of gcd(β/Eδ, β/δ) = 1, for instance, by Extended Euclidean Algorithm one can find γ,γ Remark. The proof of Proposition 6.2 shows how the numeratorsᾱ and γ can be obtained constructively.
One should note that generally the numeratorsᾱ and γ in Proposition 6.2 are not uniquely determined. In addition, neither ᾱ,β nor γ, δ need to be in S-form. Both facts are made explicit by the following example. 
.
2 Despite this lack of uniqueness, Proposition 6.2 together with Proposition 6.1 provide the basic reduction steps to solve the decomposition problem in an iterative manner. The algorithm works by iterated reduction of shift-saturated representations until one arrives at a non-rational part with dispersion zero. The mechanism of the algorithm will be clear from the example below.
Remark. For a discussion how this method relates to Moenk (1977) see the diploma thesis of Pirastu (1992) , and also Pirastu (1995a) . 
For the first GFFconstituent of τ we have x = 1, hence by Proposition 6.1 r decomposes as
Now, according to Proposition 6.2 one computes the decomposition
Again applying Proposition 6.2, which is possible becauseᾱ/(Eδ) is in S-form with first
GFF-constituent of the denominator equal to 1, yields
Collecting all parts together one obtains a minimal decomposition
as the rational and
as the non-rational part for which dis(t) = 0. Equivalently, splitting off the harmonic number expression by partial fraction decomposition we get for n ≥ 1:
According to Theorem 6.1 no further essential simplification is possible. 2
Minimal Decomposition by Horowitz Analogue
For indefinite integration r of a rational function, besides others there is a method usually called Horowitz' method since it was studied in detail by Horowitz (1971) 
(Note that (Dd)b/d 2 indeed is a polynomial.) Coefficient comparison after replacing c and e by sums c k x k and e k x k with undetermined coefficients leads to the linear system to solve.
As we shall see, in the case of indefinite rational summation there is an analogue to Horowitz' method in which GFF plays the part of square-free factorization. Another substantial difference consists in the fact that one has to take the S-form of the rational function r instead of the usual reduced form. This analogue of the Horowitz decomposition solves the decomposition problem and reads as follows: 
Moreover, the polynomials α 0 and γ can be obtained constructively as the uniquely determined solutions of the polynomial difference equation
(6.10)
Proof. The existence part is an easy induction exercise. The case n = 0 is trivial. Assuming n ≥ 1 one distinguishes the cases p 1 = 1 and p 1 = 1, and uses Propositions 6.1 and 6.2. The details are left to the reader. Concerning uniqueness, by (6.9) we have β 0 = β/E −1 gcdE(β) and δ = E −1 gcdE(β), thus (6.10) is equivalent to (6.8), and it remains to show that α 0 and γ are the uniquely determined polynomial solutions of (6.10). Since dis(α 0 /β 0 ) = dis(p 1 · · · p n ) = 0, Theorem 6.2 delivers a minimal decomposition because of Theorem 6.1. Thus the algorithm essentially consists of two parts only: computing the S-form of the input function r and finding polynomial solutions α 0 , γ of (6.10). The efficiency of this algorithm is discussed in (Pirastu, 1995a) and (Pirastu & Siegl, 1995b ). Below we illustrate the algorithm along elementary Maple steps, a careful implementation in Maple was done by Pirastu (1995a) . > alpha:=(x+2)*x; alpha := (x + 2) x > beta:=(x^2+2)^2 * ((x+1)*x*(x-1))^2; 2 2 2 2 2 beta := (x + 2) (x + 1) x (x -1) would an analogue to what is called Rothstein/Trager-method for rational integration (see Rothstein, 1976 , or Trager, 1976 , or Geddes et al., 1992 look like in the case of rational summation? 2
Uniqueness of Minimal Decomposition
In this section we give a proof of Abramov's dis(t) = 0 criterion, Theorem 6.1, for minimal decompositions s, t of r. A key ingredient of this proof is the following theorem which tells how two minimal decompositions differ. Together with Theorem 6.1 its essential message is:
• A minimal decomposition s, t is unique up to variations induced by arbitrary integer-shifts of the irreducibles of the reduced denominator of t.
Theorem 6.3. Given proper s,s, t,t ∈ K(x) such that ∆s + t = ∆s +t, (6.11) let e, f and ē,f be the reduced forms for t andt, respectively, with The crucial observation is that ψ = 1, because if an irreducible t|ψ then E k t|ψ · ϕ ·φ for some k = 0, which causes a contradiction: E k t cannot divide ψ, ϕ, orφ, otherwise one of the dis conditions dis(ψ) = dis(ϕ) = dis(φ) = 0 would be violated. Because of (6.12), ψ = 1, and dis(ϕ) = dis(φ) = 0 each shift-equivalence class of irreducible factors of ϕ ·φ contains exactly two elements: one belonging to ϕ and one toφ. Thus m = n and q i = E Now we are ready for the PROOF OF THEOREM 6.1. Let e, f be the reduced form of t. Assume that s, t is a minimal decomposition of r with dis(t) > 0. If α, β is the S-form of t with GFF(β) = p 1 , . . . , p n , then also dis(β) > 0. By Theorem 6.2 there exists ∈ K(x), α 0 ∈ K[x] such that t = ∆s + α 0 /(p 1 · · · p n ). Lemma 3.5 implies deg(p 1 · · · p n ) < deg(f ), a contradiction to minimality of s, t because of r = ∆(s +s) + α 0 /(p 1 · · · p n ). For the other direction, assume dis(t) = 0. For any minimal decomposition s,t of r with reduced form ē,f of t by the part proved above we also have dis(t) = 0. Now Theorem 6.3 implies deg(f ) = deg(f ), hence s, t must be minimal. 2
Conclusion
Besides the applications discussed in this paper, the GFF concept can be used, for instance, also for dealing with q-hypergeometric summation. In this context, instead of the shift operator (Ep)(x) := p(x + 1) the q-shift operator ( p)(x) := p(qx) plays the fundamental role. A brief description of using q GFF for deriving a q-analogue of Gosper's algorithm is given in (Paule & Strehl, 1995) . Both types of shift operators are special cases of difference field extensions considered in Karr's general summation theory (Karr, 1981 and 1985) . Thus, as pointed out in the introduction, one might expect that GFF or a suitable generalization could also play some role there; cf. the question raised in section 4.2 of (Karr, 1981) .
Concerning rational summation we want to point out that Malm and Subramaniam (1995) came up with another Horowitz analogue. A definite answer concerning the question of optimality of such analogues has been given by Pirastu & Strehl (1994) in the following sense: given the proper rational function r with a generic numerator they are able to solve the decomposition problem r = ∆s + t optimally in the sense that also the degree of the reduced denominator of s is minimal.
With respect to computer algebra software, for the Maple system it is planned to replace the implementation of Moenck's algorithm, which was used so far for rational summation, by Pirastu's optimization (Pirastu, 1995a ) of Abramov's algorithm. -C. Mallinger implemented most of the forms and algorithms presented in this paper in Mathematica; the programs are available via email request to the author.
