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Abstract
A stochastic metapopulation model is investigated. The model is motivated by a determin-
istic model previously presented to model the black bear population of the Great Smoky
Mountains in east Tennessee. The new model involves randomness and the associated meth-
ods and results differ greatly from the deterministic analogue.
A stochastic differential equation is studied and the associated results are stated and
proved. Connections between a parabolic partial differential equation and a system of
forward-backward stochastic differential equations is analyzed. A “four-step” numerical
scheme and a Markovian iterative type numerical scheme are implemented. Algorithms
and programs in the programming languages C and R are provided. Convergence speed and
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Backward stochastic differential equations were considered in stochastic optimal control prob-
lems in the 1970s by Bismut [1973] in the linear case and have been studied extensively by
researchers since the early 1990s. They have proven to be invaluable in the areas of optimal
control and financial theory. In this chapter, we will state necessary mathematical notions
and basic assumptions for probability and stochastic optimal control theory. The underlying
stochastic analytic methods will be reviewed and discussed. The formulation of backward
and forward backward differential equations will be discussed and methods of obtaining
solutions will be presented.
1.1 Preliminaries
All results and computations are assumed to occur on an appropriate probability space
(Ω,F ,P) and a collection of increasing sub-σ-fields, Ft, such that F0 contains all null sets
(with respect to P) and Ft is right continuous unless otherwise stated. A stochastic process
with an index, such as time, can be written in the form Xt or X(t). These notations will be
used interchangeably, depending on the situation. The notation Xt is convenient to write
succinctly, particularly in cases where multiple variables are present. And, the X(t) notation
is helpful when an emphasis on the indexing variable is desired. All stochastic processes X(t)
will be assumed to be Ft-measurable.
1
1.2 Background Information
1.2.1 Probabilistic Measure Theory
In our work there is a need for precise usage of mathematical probability. Feller wrote
a classical text on probability, which is divided into 2 volumes, Feller [1957a] and Feller
[1957b]. This text was originally produced many years ago and is a commonly used basic
text on probability theory. Kallenberg [2002] wrote a more modern text on probability
that has been highly referenced recent times. Kallenberg has accomplished a great feat by
creating a reasonably succinct text on all current branches of probability. The reader is
assumed to have a basic knowledge of probability theory and is recommended to refer to
Feller or Kallenberg as needed.
Definition 1.1 (Tightness). Billingsley [1999] A family of probability measures, {Πt}t∈T on
a measurable space on some indexing set T is tight if for all ε > 0, there exists a compact
subset K of the measurable space such that
Πt(K) > 1− ε for all t ∈ T.
Definition 1.2 (Relative Compactness). Billingsley [1999] A family of probability measures,
{Πt}t∈T on a measurable space on some indexing set T is relatively compact if any subsequence
of {Πt}t∈T contains a weakly convergent subsequence.
The celebrated Prohorov’s theorem provides a useful relationship between tightness and
relative compactness. One can use the books by Billingsley [1999] or Ethier and Kurtz
[1985], which are standard texts on probabilistic measure theory text with an in depth view
on Prohorov’s theorem, as a reference for this theorem which is stated below.
Theorem 1.3 (Prohorov’s Theorem). Billingsley [1999] A family of probability measures is
tight if and only if it is relatively compact.
1.2.2 Stochastic Analysis
A stochastic process is a random variable that allows for the consideration of the passage
of time. Stochastic processes are used to provide stochastic models for various occurrences
in areas such as biology and economics where there is a need for an aspect of randomness.
Often, the methods needed for the stochastic models are quite different from the deterministic
analogues. An important distinction between stochastic and deterministic models is the
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“deterministic models predict an outcome with absolute certainty, whereas stochastic models
provide only the probability of an outcome” according to Allen [2003].
Definition 1.4 (Stochastic Process). Yong and Zhou [1999] A stochastic process is a family
of random variables, Xt, t ∈ I from (Ω,F , P ) to Rm where I is a nonempty index set and
(Ω,F , P ) is a probability space.
Martingales represent a subclass of a stochastic processes. The most prolific example of
a martingale is a Brownian motion. Martingales and semimartingales are defined here and
will be used throughout this body of work. Kallenberg [2002] stresses the “importance of
martingale methods and ideas can hardly be exaggerated” and play an essential part in the
study of advanced probabilistic topics.
Definition 1.5 (Martingale). Yong and Zhou [1999] A real-valued process Xt is called an
{Ft}t≥0-martingale if it is {Ft}t≥0-adapted and for any t ≥ 0, E(Xt) exists with the property
that
E(Xt|Fs) = Xs a.s. for all 0 ≤ s ≤ t.
Definition 1.6 (Continuous Semimartingale). Xiong [2008] A d-dimensional process Xt is
a continuous martingale if
Xt = X0 +Mt + At
where the M1, . . . ,Md are continuous local martingales and the A1, . . . , Ad are continuous
finite variation processes.
The following theorem shows that a martingale which is square-integrable can be repre-
sented as a stochastic integral with respect to a Brownian motion. This is Theorem 3.17 in
Xiong [2008].
Theorem 1.7 (Martingale Representation Theorem). Xiong [2008] Let M i ∈ M2,c and
Ψij : R+ × Ω→ R for i, j = 1, 2, 3, . . . , d be predictable processes such that







det(Ψ(s)) 6= 0 a.s. ∀s,
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Below we state Itô’s formula. It is widely used in stochastic analysis, and it is the analog
of the chain rule in calculus (Xiong [2008]). It is an essential result when considering appli-
cations as it demonstrates how “semimartingales are transformed under smooth mappings
(Kallenberg [2002]).”
Theorem 1.8 (Itô’s Formula). Xiong [2008] If Xt is a d-dimensional continuous semi-
martingale and F ∈ C2b (Rd) where C2b (Rd) is the set of all bounded differentiable functions
with bounded partial derivatives up to order 2, then,




















∂2ijF (Xx) d < M
i,M j >s .
where the M i’s and Aj’s are the martingales and continuous processes, respectfully, of the
Doob-Meyer decomposition of Xt and < M
i,M j > represents the quadratic variation of M i
and M j.
1.2.3 Regarding Stochastic Differential Equations
A stochastic differential equation (often abbreviated SDE) is a generalization of an ordinary
differential equation involving an aspect of randomness. However, as is stated by Yong and
Zhou [1999], SDEs can be quite complicated due to the involvement of the Itô integral. This
implys SDEs involve more complex and specialized methods than the traditional ordinary
differential equation counterparts. When possible, the ordinary differential equation com-
parison will be made along with comments as to why traditional methods of solving the
equations fail.
Definition 1.9 (Stochastic Differential Equation). Xiong [2008] A stochastic differential
equation is an equation of the form,
4

dX(t) = b(X(t)) dt+ σ(X(t)) dBt
X(0) = ξ
where b is a continuous function mapping Rd to Rd, written b : Rd → Rd, and σ is a
continuous map from Rd to Rd×m (σ : Rd → Rd×m), Bt is a Brownian motion and ξ ∈ Rd.
It is possible to define the above SDE in more generality, as is accomplished in Yong
[2002]. However, a consideration on Rd will suit the purposes of this work. It is necessary
to note that Wt representing a Wiener process is sometimes used in lieu of the Brownian
motion in the literature.
The above SDE is derived from the assumption that many natural occurrences are affected
by white noise. For example, a radio transmission may be altered due to white noise. Without




where b is a real function defined as above. But, with the white noise, we have,
dX(t)
dt
= b(X(t)) + σ(X(t))ηt
where η is an m-dimensional white noise. The above equation is known as a stochastic
differential equation (as opposed to an ordinary differential equation). Consider taking an
“integral” on both sides of the above equation and you can see that the process has the form







since the stochastic integral of the white noise is a Brownian motion. One can also write
this in differential form as
dXt = b(Xt) dt+ σ(Xt) dBt
Thus, we can view the process as being decomposed into a martingale part and a variation
part. The solution, X(t) can be viewed as a “strong solution” if the above equation holds
under certain conditions. We can have a “weak solution” if equality in law is obtained. See
Xiong [2008] for a more precise explanation of stochastic differential equations.
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“Backward stochastic differential equations are terminal value problems of stochastic dif-
ferential equations involving the Itô stochastic integral.” Yong [2002] A Backward stochastic
differential equation (BSDE) is an SDE that reveals 2 previously unknown processes.
Definition 1.10 (Backward Stochastic Differential Equation). Yong and Zhou [1999] Let
(Ω,F , {Ft}t≥0, P ) be a complete filtered probability space on which an m-dimensional Brow-
nian motion with natural filtration, {Ft}t≥0 is defined. The system
d Y (t) = h(Y (t), Z(t)) dt+ Z(t) dBt,
Y (T ) = ξ
is a backward stochastic differential equation.
Note that Y (t) and Z(t) are the unknown processes required to be {Ft}-adapted and
t ∈ [0, T ). The supplementary process Z(t) is necessary to preserve the non anticipative
solution.
Here, forward-backward stochastic differential equations (FBSDEs) are defined.
Definition 1.11 (Forward-Backward Stochastic Differential Equation). Yong [2002] Let
(Ω,F , {Ft}t≥0, P ) be a complete filtered probability space on which an m-dimensional Brow-
nian motion with natural filtration, {Ft}t≥0 is defined. The system
dX(t) = b(X(t), Y (t), Z(t)) dt+ σ(X(t), Y (t), Z(t)) dBt,
d Y (t) = h(X(t), Y (t), Z(t)) dt+ Z(t) dBt,
X(0) = x, Y (T ) = g(X(T ))
is a forward-backward stochastic differential equation.
Note that X(t), Y (t), and Z(t) are the unknown processes required to be {Ft}-adapted
and the functions b, σ, h, and g are nonrandom functions. The goal is to find a triple of
processes, X(t) and Y (t) and Z(t) such that X(t) satisfies a (forward) SDE and Y (t) satisfies
a BSDE. The process Z(t) is necessary to find adapted solutions.
The Pontryagin Maximum Principle is a result from control theory stating conditions for
a control and a trajectory to be optimal for ordinary differential equations. The Pontryagin-
type Stochastic Maximum Principle is a stochastic analog of the Pontryagin Maximum Prin-
ciple. It says that if there exists an optimal pair of processes (x̄, ū) and a pair of processes
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(p(t), q(t)) satisfying an adjoint backward system of SDE, thenH(t, x̄, ū) = maxu∈U H(t, x̄, u),
which is known as the Maximum Condition.
Consider a stochastic controlled system{
dx(t) = b(t, x(t), u(t))dt+ σ(t, x(t), u(t)dW (t), t ∈ [0, T ],
x(0) = x0
(1.1)




f(t, x(t), u(t))dt+ h(x(T ))}
where W (t) is an m-dimensional Brownian motion starting at zero.
Following Yong and Zhou, we review the conditions for a Stochastic Maximum Principle,
which include assuming that {Ft}t≥0 is the natural filtration generated by W (t) augmented
by all the P -null sets in F . Thus, the “system noise is the only source of uncertainty” and
“past information about the noise is available (Yong and Zhou [1999]).” We have a separable
metric space (U, d), real number T > 0, and measurable maps b, σ, f , and h. Suppose there
exists a constant L > 0 and a modulus of continuity ω̄ : [0,∞) → [0,∞) such that for
ϕ(t, x, u) = b(t, x, u), σ(t, x, u), f(t, x, u), h(x), we have
1. |ϕ(t, x, u)− ϕ(t, x̂, û)| ≤ L|x− x̂|+ ω̄(d(u, û)), ∀t ∈ [0, T ], x, x̂ ∈ Rn, u, û ∈ U
2. |ϕ(t, 0, u)| ≤ L, ∀(t, u) ∈ [0, T ]× U.
Also, assume the maps b, σ, f, and h are C2 in x and there is a L > 0 and a modulus of
continuity ω̄ : [0,∞)→ [0,∞) such that for ϕ = b, σ, f, h, it follows that
1. |ϕx(t, x, u)− ϕx(t, x̂, û)| ≤ L|x− x̂|+ ω̄(d(u, û)),
2. |ϕxx(t, x, u)− ϕxx(t, x̂, û)| ≤ +ω̄(|x− x̂|+ d(u, û)),
∀t ∈ [0, T ], x, x̂ ∈ Rn, u, û ∈ U (Yong and Zhou [1999]).
Theorem 1.12 (Stochastic Maximum Principle). Yong and Zhou [1999] Let (x̄(·), ū(·)) be
an optimal pair. Then, there are pairs of processes{
(p(·), q(·)) ∈ L2F(0, T ; Rn × (L2F(0, T ; Rn)m)





q(·) = (q1(·), . . . , qm(·), Q(·) = (Q1(·), . . . , Qm(·)
qj(·) ∈ L2F(0, T ; Rn, Qj(·∈L2F(0, T ; Sn, 1 ≤ j ≤ m,
(1.3)
satisfying the first-order and second-order adjoint equations (3.8) and (3.9) from pages 115
and 116 of Yong and Zhou [1999] respectively such that
H(t, x̄(t), ū(t)) = max
u∈U
H(t, x̄(t), u), a.e.t ∈ [0, T ], P − a.s.
1.2.4 The Four-Step Scheme
In their original article Ma et al. [1994] studied the solvability of Forward-Backward Stochas-
tic Differential equations explicitly by solving a corresponding parabolic PDE. They proposed
the Four-Step Scheme, which is a reverse of the Feynman-Kac-type Formulae.
1. Find z(t, x, y, u) = uσ(t, x, y, z(t, x, y, u)), s.t. ∀(t, x, y, u) ∈ [0, T ]× Rn × Rk × Rk×n






T )(t, x, θ, z(t, x, θ, θx))]+ < b(t, x, θ, z(t, x, θ, θx)), θ
l
x >
−hl(t, x, θ, z(t, x, θ, θx)) = 0, (t, x) ∈ (0, T )× Rn, 1 ≤ l ≤ k,
θ(T, x) = g(x), x ∈ Rn









b̃(t, x) = b(t, x, θ, z(t, x, θ, θx)),
σ̃(t, x) = σ(t, x, θ, z(t, x, θ, θx))
4. Set {
p(t) = θ(t,X(t)),
q(t) = z(t,X, θ(t,X), θx(t,X)).
This gives a solutions to forward backward stochastic differential equations by solutions
to partial differential equations, which are most importantly adapted to the filtration.
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1.3 Outline of topics
Stochastic models are well suited to be applied to biological populations, for which random-
ness is a common characteristic. It is often the case that deterministic models are sufficient
for models involving very large populations. Conversely, when the populations in question
are small, there is a possibility of population extinction. When a possibility of extinction is
present, a stochastic model is preferable as is mentioned in Allen [2003]. Moreover, a random
component can also be used to consider environmental aspects or other variations that may
include randomness.
The black bear population of the Great Smoky Mountains is an excellent example of a
situation where a stochastic population model is beneficial. There are interesting environ-
mental factors, such as shortage of food and poaching practices. Also, the bear population is
a relatively small population when compared with other biological populations and systems
which makes the bear population a perfect candidate for a stochastic model. Moreover,
there are sections of the environment where hunting is allowable and other sections where
hunting is prohibited. Thus, the black bear population of East Tennessee is a very rich topic
of study. But, it is important to mention the models and techniques in this work are not
restricted to the black bear population and could be utilized in similar situations involving
other populations.
In Chapter 2, a stochastic metapopulation model is investigated. This model could be
implemented to study the behaviors of the black bear population in the Smoky Mountains
or the model could be used in other similar situations. It is assumed there exist two adjacent
regions through which the bears migrate. One region allows for controlled hunting practices
and the other region is a protected area where harvesting is illegal. An optimal control
problem for a model with SDEs is investigated. Stochasticity is injected into a previously
used deterministic model through random growth rate and the related existence results are
stated and proven.
At the end of chapter 2, the numerical implementation is discussed. Simulations are
presented for various components of the source data. The sample paths are generated for
each simulation with differing random seeds. Also, comparisons with the previously studied
deterministic models are made.
The work in Chapter 3 addresses the numerical scheme regarding existence and unique-
ness of the solution of a particular FBSDE in stochastic optimal control theory. A numerical
method for a class of forward-backward stochastic differential equations (FBSDEs) is formu-
lated and analyzed. There is a need to provide solutions in a situation where the coefficients
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of state and adjoint equations may not be Lipschitz continuous. In fact, in general most
FBSDE systems derived in stochastic optimal control theory will fail to poses Lipschitz con-
dition on the backward drift coefficient. The one dimensional and multidimensional cases are
considered separately. Existence and uniqueness is considered and established. The results
are used to revisit the bear metapopulation model. Numerical methods are described and
discussed.
Lastly, the precise numerical implementation in the programming languages C and R are
described for the reader in the Appendices. This code could be adapted for various situations
or could be used as a reference to those interested in this work.
10
Chapter 2
Optimal Control of Harvesting in a
Stochastic Metapopulation Model.
2.1 Abstract
We consider a metapopulation model for a single species inhabiting two bounded contiguous
regions where movement of the population across the shared boundary is allowed. The popu-
lation in one of the bounded regions can be harvested. We introduce stochastic growth rates
for the two populations in a system of ordinary differential equations that model the popula-
tion dynamics in these two regions. We derive the resulting stochastic control problem with
harvesting in one region as the control. The existence of an optimal control is established by
solving an associated quasi-linear-quadratic optimal control problem. We present numerical
simulations to illustrate several scenarios.
2.2 Introduction
Consider two bounded regions with a shared boundary, allowing cross boundary movement
of a population. The population in one of the bounded regions is subject to harvesting.
This metapopulation model is motivated by an interest to study the spatial and temporal
behavior of species, such as the black bear population in the Smoky Mountains, which are
generally confined to a protected area such as a national park where poaching is prohibited.
However in an adjoining region, such as a forest, limited hunting licenses would be permitted.
Movement outside of the two bounded regions could happen due to forays for food during
lean times when there is a shortfall in the protected areas. The model is general enough to
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be used for the study of single species populations of other habitat in regions that can be
defined similarly.
We first present a deterministic model with harvesting control. Our state variables P (t),
F (t), and O(t) represent population densities in the Park, Forest and outside of Park/Forest


























P (t)− u(t)F (t) (2.2.2)
dO(t)
dt




The initial populations P (0), F (0), and O(0) are known. The function u(t) is a harvesting
rate in the forest patch. Setting u(t) ≡ 0 represents the case of no harvesting. All of the
parameters in the above equations are assumed to be positive and constant.
Since the food sources of the park and forest are similar, we take the population growth
rate r (the net of birth and death rates) to be the same for both regions. The populations
in the park and in the forest are assumed to follow logistic growth. The carrying capacity is
assumed to be the same in both regions, though this would clearly depend upon the size of
each region.
Emigration from one area to another depends only on the population in that area, hence
giving a linear second term in the P and F differential equations. The emigration rate from
park to forest, eP , could be different from the rate from forest to park, eF , as the proportion
of the park boundary connected to the forest may be different from the proportion of the
forest boundary connected to the park.
Immigration into a region is determined by the carrying capacity of that region and pop-
ulation density of the emigrating region. Hence the third terms in the P and F differential
equations are quadratic. Implicitly, the immigration takes place uniformly across the bound-
ary. The growth rate r is affected by the mast, i.e., acorns and nuts, that are a major source
of nutrition for black bears. Twenty years of data show no discernable pattern in the mast
production from one year to another [Beeman and Pelton 1970; Brody and Pelton 1998].
Therefore we assume that the distribution of the mast over the years is random. This results
in a system of stochastic differential equations (SDEs).
For a background on stochastic models applied to biological populations, see books by
Allen [2003], Ricciardi [1977], and Ludwig [1974]. For more specific examples of optimal
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harvesting in stochastic environments, see articles: Hanson and Ryan [1988], Ludwig and
Varah [1979a], and Ludwig and Varah [1979b].
Salinas et al. [2005] have proposed a similar metapopulation model with harvesting in
the forest and in the park (only at a low level). They also consider the case of a periodic
carrying capacity. They investigated optimal harvesting control strategies to minimize the
population in the outside region and the costs associated with the controls. Minimizing the
population in the outside region arose from the desire to keep bears in the park and in the
forest. We generalize this work to consider an optimal control problem for a model with
SDEs, with a goal of minimizing the outside population O and the cost of harvesting. Our
deterministic model is very similar to that used by Salinas et al. [2005].
The random nature of the food availability is better represented by a stochastic differential
equation and so this generalization makes sense. Limited methodology is available for solving
stochastic optimal control problems even though stochastic optimal control problems are of
great interest. Currently they are solved through associated systems of forward-backward
stochastic differential equations treated with the ”Four-Step Scheme” [Yong 2002; Zhang
2004]. This rigorous approach is due to irreversibility of time for the terminal value SDE
problem.
In a deterministic setting for an optimal control problem, one could apply Pontryagin’s
Maximum Principle, which we are not able to do in a system of SDEs. Application of the
Stochastic Maximum Principle to the resulting system of SDEs is not valid here due to the
nonlinear structure of the SDEs with respect to the state variables. We instead consider
a quasi-linear-quadratic (QLQ) stochastic optimal control problem studied in Yong [2002],
which is used to establish existence of an optimal control.
The rest of the paper is organized in the following way. In Section 2, we discretize and
introduce stochasticity to the model. We derive an underlying system of SDEs for the model.
In Section 3, we formulate a stochastic optimal control problem and prove existence of a
stochastic optimal control via solving an associated QLQ problem. Section 4 provides details
on numerical implementation. Section 5 presents the results of some numerical simulations
and conclusions follow in Section 6.
2.3 Diffusion Approximation
This section can be rather challenging to an unexposed reader. The underlying system of
stochastic differential equations for our model is derived in this section. Asymptotic analysis
of the discrete time process presented below is pedagogical in nature and the interested reader
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may look at Xiong [2008] and Ethier and Kurtz [1985]. On initial reading, we suggestion
that those with a weak background in asymptotic analysis skip to Proposition 2.3 where the
resulting system of stochastic differential equations is presented.
To model the random growth rate resulting from randomness in mast we consider the
discrete version of the population model and rescale the process.
We scale time by a factor n and the population size by a factor
√
n. We assume that
the carrying capacity of the environment is K =
√
n. Thus, our discretized version of park
population becomes:

























where P nm is a scaled version of the population density in the park and m = 1, 2, ..., n. We





We also suppose that the growth rate r takes the form
r(ηni ) = a+ c
√
nηni
where ηni , i = 1, 2, · · · , are i.i.d. random variables with mean 0 and variance 1. Thus, r(ηni )
is a random variable with a fixed mean a, and a large variance c
√
n. We rewrite equation
(2.3.1) in terms of Xn1 (t) to obtain




















































We rename the summands and write:










Here M1,n will be shown to be a martingale term.









Similarly, we derive equations for the population density in the forest Xn2 (t) and the popu-
lation outside region, Xn3 (t). Thus



























































Notice that Xn2 (t) has an extra term that contains the control ut and M
2,n
t is a martingale
term. We don’t separate A2,nt into its subparts and keep it as one process here. Since O(t)
does not depend directly on r, which is stochastic, the martingale term is not required for
equation












≡ Xn3 (0) + A
3,n
t .
We desire to obtain convergence of this system to a solution of some system of SDEs. We
are going to use the notion of tightness to do so. We only provide details on how to obtain
the tightness of Xn1 (t). The other two are done similarly.
Proposition 2.1. Suppose that supn E|ηni |4 < ∞. Then {Xn1 (t) : n ≥ 1} is tight in
D([0, T ], [0, 1]), the space of Cadlag functions.
Before proving Proposition 2.1, we need the following lemma.
Lemma 2.2. Let {An} be a family of continuous stochastic processes with An0 = 0. For any
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ω ∈ Ω, and s, t ∈ [0, T ] if there exist positive constants K1, K2 such that
|Ant − Ans | ≤ K1|t− s|+
K2
n
, for all n ≥ 1
then {An} is tight.
Proof. Let {ti}i≥1 be a dense subset of [0, T ]. For each i, we have
|Anti | ≤ K1T +K2
and hence, {Anti} is tight in R. Therefore, {A
n
ti





2−i(|ai − bi| ∧ 1).
Then by Prohorov’s Theorem and Skorohod’s Theorem [Ethier and Kurtz 1985] we can
assume that {Anti , i ≥ 1} is convergent to {Ati , i ≥ 1} almost surely. Note that,





| ≤ K1|ti − tj|.
Thus, At can be extended to a process defined for all t ∈ [0, T ]. Then for almost all
ω ∈ Ω, for all t ∈ [0, T ], and |ti − t| < ε
|Ant − At| ≤ |Ant − Anti |+ |A
n
ti




+ |Anti − Ati |
sup
t≤T










|Ant − At| ≤ 2K1ε→ 0
This proves the tightness of An, which concludes the proof of Lemma 2.2
We now proceed to proving Proposition 2.1.
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Proof of proposition 2.1. Note that















































We apply Lemma 2.2 to conclude that A12,n is tight.
Since A11,n and A13,n are defined similarly to A12,n, their tightness follows similarly.
We still need to establish tightness of M1,nt . Notice that there exists a martingale M
1,n
t



















If we can show that this martingale M1,nt is tight then we can conclude that X
n
1 is tight.
Notice that ηni and P
n
i are two independent random variables. Then the Meyer process















































As in the proof of Proposition 2.1, we get the tightness of 〈M1,n〉t. Then we use the result
from Jacod and Shiryaev [1987, Theorem VI.4.13] to conclude that the martingale M1,nt is
tight. We have shown that A11,n, A12,n, A13,n, M1,nt are tight, and thus X
n
1 (t) is tight.
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Similarly, we can prove the tightness of Xn2 (t) and X
n
3 (t). From now on, we denote




3 (t)), X(t) = (X1(t), X2(t)t, X3(t)). (2.3.4)
Proposition 2.3. Xn converges weakly to X in C([0, T ], (0, 1)2×(0,∞)) which is the unique
solution to the following system of SDEs:































X3(t) = X3(0) +
∫ t
0
(eF + eP )X1(s)X2(s)ds.
(2.3.5)
Proof. Let X be a limit point of {Xn}. On a subsequence, we assume that Xn converges
weakly to X. By the Skorohod Representation Theorem [Ethier and Kurtz 1985] we may
assume that Xn converges to X in C([0, T ], (0, 1)2× (0,∞)) a.s. Using this assumption it is





























(eF + eP )X1(s)X2(s)ds ≡ A3t








c2Xi(s)(1−Xi(s))Xj(s)(1−Xj(s))ds, i, j = 1, 2
Thus,









c2Xi(s)(1−Xi(s))Xj(s)(1−Xj(s))ds, i, j = 1, 2. (2.3.6)
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By the martingale representation theorem [Xiong 2008, Theorem 3.17], there is a one-




c2Xi(s)(1−Xi(s))dWs, i = 1, 2
This proves that X(t) is a solution to the system of SDEs (2.3.5).
Due to the structure properties it is easy to prove the uniqueness for the solution to
(2.3.5). Also, due to the structure properties the boundary
{X(t) : i = 1, 2, Xi(t) = 0 or 1; or X3(t) = 0}
is unattainable.
2.4 Existence of the Optimal Control
Motivated by the desire to keep the outside population low, we choose the following objective









, over the control space,
U [0, T ] = {u : [0, T ]→ [0, 1]
∣∣ u(·) is Ft-progressively measurable}. (2.4.1)
Here u(t) is the control and m is a positive constant, balancing the relative importance of
the cost of harvesting against the minimization of the outside population at the final time.
We write the state system given by(2.3.5) in a more compact differential form as:{
dX(t) = b(X(t), u(t))dt+ σ(X(t))dW (t)
X(0) = x0
(2.4.2)
where the drift coefficient b(X(t), u(t)) is given by:
b(X(t), u(t)) =





b1(X(t), u(t)) = aX1(t)(1−X1(t))− ePX1(t)
+ eF (1−X1(t))X2(t),
b2(X(t), u(t)) = aX2(t)(1−X2(t))− eFX2(t)
+ eP (1−X2(t))X1(t)− u(t)X2(t),
b3(X(t), u(t)) = (eF + eP )X1(t)X2(t)





In the deterministic case, we would show the existence of the optimal control and then
proceed with Pontryagin’s Maximum Principle to obtain a characterization of an optimal
control. Similarly, we must first establish the existence for a stochastic optimal control.
This usually results in an application of Pontryagin-type Stochastic Maximum Principle.
Then we can solve an associated system of Forward-Backward SDEs (FBSDEs) to obtain
the optimal control and optimal state trajectory. Methodology for solving such forward-
backward systems of SDEs is relatively sparse. Few types of such systems of SDEs are
known to have solutions at this time: linear forward-backward SDE in Yong [1999] or Ma
and Yong [1999], partially decoupled systems of SDE such as in Zhang [2004], and systems of
SDE that have Lipschitz (in all variables except time) drift and diffusion coefficients studied
in Ma and Yong [1995]. In the last case, when the coefficients of the system of FBSDEs are
also deterministic, we can obtain its solution through solving an associated multidimensional
system of parabolic PDE’s. Our model would result in a forward-backward system of SDEs
with deterministic coefficients which could possibly be solved through an associated system
of PDE’s. The Stochastic Maximum Principle cannot be applied here due to the nonlinear
structure of our model in the state variables.
To overcome this difficulty, we use a different approach to show existence of the optimal
control. It is not only descriptive, but also a very practical method for obtaining the optimal
control and the optimal state sample path. We reformulate our control problem as a special
case of the QLQ stochastic optimal control problem. Such a problem was studied in Yong
[2002]. We proceed with an adaptation of the general QLQ control problem to our model.
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(eF + eP )X1(t)X2(t)dt, (2.4.3)
Thus we can conduct the following reduction of the original optimal control problem. We
define a new functional
J (u) = E
(∫ T
0






and a new state equation{
dX(t) = (b̂(t,X(t)) + b0(X(t))u(t))dt+ σ̂(t,X(t))dW (t)
X(0) = X0
(2.4.5)
where b̂ is {
aX1(t)(1−X1(t))− ePX1(t) + eF (1−X1(t))X2(t)
aX2(t)(1−X2(t))− eFX2(t) + eP (1−X2(t))X1(t)
}
with b0 = (0,−X2(t)) and σ̂ = (cX1(t)(1−X1(t)), cX2(t)(1−X2(t))).
In the previous section we saw that 0 < X1(t) < 1 and 0 < X2(t) < 1. Thus it is clear
that b̂, b0, σ̂ are measurable and there exists a constant L > 0 such that for all t ∈ [0, T ] and
for all x, x̂ ∈ (0, 1)2, 
|b̂(t, x)− b̂(t, x̂)| ≤ L|x− x̂|
|σ̂(t, x)− σ̂(t, x̂)| ≤ L|x− x̂|
|b0(x)− b0(x̂)| ≤ L|x− x̂|
{b̂(t, 0), σ̂(t, 0), b0(0)} ≤ L.
(2.4.6)
Under the above observation, for any u(·) ∈ U [0, T ], the state equation (2.4.5) admits a
unique strong solution X(·) [Yong and Zhou 1999] and the cost functional is well-defined.
Now we can formulate a special case of the QLQ control problem.
Problem 2.4 (QLQ). Find ū ∈ U [0, T ] such that
J (ū) = inf
u∈U [0,T ]
J (u).
Next, we show that this optimal control problem has a solution. More importantly, in
doing so we will be able to construct an optimal control explicitly via the “Four Step Scheme”
[Ma et al. 1994].
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Proposition 2.5. A QLQ problem associated with the objective functional (2.4.4) and a
state equation (2.4.5) that satisfies (2.4.6) admits an optimal control.
Proof. Let’s start by introducing a particular terminal backward SDE,{
dY (t) = −
[





dt+ z(t)dW (t) t ∈ [0, T ]
Y (T ) = 0
(2.4.7)
Note that for a given pair (X0, u(t)) ∈ R2 ×U [0, T ] this equation becomes a linear back-
ward stochastic differential equation (BSDE). System (2.4.5) admits a unique strong solution,
X(·) ≡ X(·, x0, u(·)). So, given (X(·), u(·)), equation (2.4.7) admits a unique adapted solu-
tion [Yong and Zhou 1999, Theorem 2.2 p.349], (Y (·), Z(·)) ≡ (Y (·;X0, u(·))), Z(·;X0, u(·))),
which depends on (X0, u(t)) through (X(·), u(·)). Notice that
0 = Y (T ) = Y (0)−
∫ T
0







Here, Y (·) is {Ft}t≥0-adapted, which means that each Y (t) is Ft-measurable. In par-
ticular, Y (0) is F0-measurable. Since F0 is the trivial σ-field {∅,R2} augmented by all the
P -null sets, Y (0) is almost surely a constant (or equivalently, one has E[Y (0) | F0] = Y (0).
Now, taking conditional expectation E[· | F0] on the above, we have
0 = E{Y (0)−
∫ T
0






= Y (0)− E
∫ T
0
{(eF + eP )X1(t)X2(t) + 12mu
2(t)}dt
= Y (0)− J(u).
Thus,
Y (0) = J(u) = E
∫ T
0




Now we can rewrite the cost functional as:
J (u(·)) = Y (0;X0, u(·))). (2.4.10)
Rewriting it in this way allows us to obtain an optimal control problem with cost functional
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(2.4.10) and an FBSDE:
dX(t) = (b̂(t,X(t)) + b0(X(t))u(t))dt+ σ̂(t,X(t))dW (t)
dY (t) = −
[






Y (T ) = 0, X(0) = X0.
(2.4.11)
We conjecture that an optimal control can be found as a state feedback. If this is true,
the system (2.4.11) will be a closed system that only involves (X(·), Y (·), Z(·)). Using Ma
et al. [1994], there exists an appropriate function θ(·, ·) such that the following relationship
holds:
Y (t) = θ(t,X(t)), t ∈ [0, T ]. (2.4.12)
Here θ(·, ·) depends on the control u(·) ∈ U [0, T ] through the state X(·;X0, u(·)) and we
need to choose such a u(·) to minimize Y (0). We apply Itô’s formula to θ(t,X(t;Y0, u(·)))
and with use of (2.4.11) we obtain:
dY (t) = −
[






which is equal to




< θxx(t,X(t))σ(t,X(t)), σ(t,X(t)) >}dt
+ < θx(t,X(t)), σ(t,X(t)) > dW (t).
By equating corresponding drift terms and by suppressing the arguments, we obtain the
following parabolic PDE:
0 = θt+ < θx, b+ b0u > +
1
2




= θt+ < θx, b > +
1
2
< θxxσ, σ > +b
T




Notice that for simplicity of notation we use lower case letters x1, x2 in the PDE since they
are spatial variables here. By rearranging terms we can rewrite the above equation as a
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backward parabolic PDE with a terminal condition that θ(·, ·) should satisfy:
θt+ < θx, b > +
1
2











θ(T, x) = 0 x ∈ R2.
(2.4.13)
By a standard maximum principle for parabolic PDE’s, the smallest θ(·, ·) solution should
be the solution of the following problem: θt+ < θx, b > +
1
2
< θxxσ, σ > +(ef + ep)x1x2 −
1
2m
|bT0 θx|2 = 0
θ(T, x) = 0 x ∈ R2.
(2.4.14)
The classical solvability of a similar type of quasi-linear parabolic PDE with a quadratic
gradient term is discussed in During and Jungel [2005], and thus this equation has a unique
classical solution.
In this case we need to find ū such that infu∈U J(u) = J(ū). Then using the θ PDE and
the format of ū, we obtain
J (u) = E
(∫ T
0









θt+ < θx, b > +
1
2
























≥ θ(0, x(0)) = J (ū)
and we conclude that ū = −bT0 θx is an optimal control.
Having explicitly obtained an optimal control we proceed to solve a closed-loop system
of forward SDEs to obtain the corresponding optimal state trajectories{





In order to obtain the optimal control and the optimal paths for population state variables,
we need to solve the system of forward-backward system of equations (2.4.11). In Section 3
we have established that the “Four-Step Scheme” from Yong [2002] is applicable. Namely,
we set up a PDE (2.4.14) that links forward variables X(t) with backward variable y(t)
through some function y(t) = θ(t,X(t)). And θ(t,X(t)) satisfies equation (2.4.14) which is
a quasi-linear parabolic PDE with a quadratic gradient term. From the proof in the last
section, we know that the optimal control depends on θ through its spatial derivative via
ū(t,X) = bT0 θx. Thus when we know a complete profile of θ we know the value of the optimal
control at any value of X(t). Then, we can proceed with solving the closed-loop forward
equation (2.4.15).
To solve the PDE (2.4.14) we employ a finite difference method in time and space. We
rewrite the equation (2.4.14) as θt = −F (x, θ), where
F (x, θ) = bT θx +
1
2




Since we only need the profile of θ(t, x) for 0 ≤ t ≤ T and x ∈ [0, 1]2, we can solve the PDE
in a bounded spatial domain with appropriate zero-flux boundary conditions.
In this restricted domain, we choose a spacing ∆x and discretize in the x1 and x2 with
(x1(i), x2(j)) representing the (i, j) point in the discretization. We also chose a time step
∆T , with corresponding discrete time values tk. Let θ
k
i,j represent an approximation to
θ(tk, x1(i), x2(j)). Then we can use a centered difference to approximate F ((x1(i), x2(j)), θ
k
i,j)
by F ki,j via










θki+1,j − 2θki,j + θki−1,j
∆x2
+ σ1σ2






θki,j+1 − 2θki,j + θki,j−1
∆x2










We continue the discretization, in time, using the Euler scheme. Since the PDE (2.4.14) is
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with 0 ≤ i, j ≤ l and 0 ≤ k ≤ n. The terminal condition is set to θni,j = 0 and for the
boundary conditions, we set the boundary values of θki,j, i, j = 0, l to the values of θ at the
closest internal node.
Since we are using an explicit method (in time), we need to maintain the stability of the
method by satisfying a Courant− Friedrichs− Lewy (CFL) condition, which in our case,
we set ∆t < 1
2
∆x2. For more complete information on how to set CFL conditions, we refer
the reader to Richtmyer and Morton [1967]. After carrying out this numerical approximation
we obtain an approximate profile of θ in the domain [0, T ]× (0, 1)2. Now, we can reference
correct values of θ whenever we need them.
The next step is to solve the forward SDE. We use the stochastic Euler scheme. Complete
details on the stochastic Euler scheme forward in time along with information on the CFL
condition can be found in Kloeden and Platen [1992]. Note that for the stochastic Euler
scheme we need not only time increments ∆t but also Wiener updates ∆W . Time stepping
is the same as in the deterministic Euler scheme used above. Using a different random seed
to generate Brownian motion produces a different sample path for each experiment. This
allows us to observe different sample paths of population densities X1, X2 and u. After
discretization in time the forward system of equations (with X ∈ (0, 1)2) we get:
Xk = Xk−1 + (b(Xk−1)− b0(Xk−1)b0(Xk−1)T θk−1x )∆t+ σ(Xk−1)∆W. (2.5.3)
Each step of Euler approximation requires θx(tk, X1(tk), X2(tk)) to be updated. Because
of the discretization we only have the values of θx at the specified nodes and they do not
necessarily coincide with the values of X1(tk), X2(tk) obtained with the approximation of the
solution to (2.5.3). To overcome this difficulty we interpolate for θx(tk, X1(tk), X2(tk)) using
known values of θ closest to it.
2.6 Numerical Results
A major contribution in this paper is the introduction of randomness in the population model
and in the resulting stochastic control problem. We are interested in comparing results from
the stochastic problem with those from the corresponding deterministic problem.
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In the numerical simulations presented we choose the initial population densities to be
X1(0) = 0.6 (park population) and X2(0) = 0.5 (forest population). Each sample path is
generated with a different random seed.
To simulate the deterministic case we take our variance c to be 0. The results for this
numerical experiment are given in Figure 2.1. This solution coincides to the deterministic
case of Salinas et al. in their experiment when the same parameters are used.
In the next experiment we set the variance to a small value, c = 0.1. Figure 2.2 shows
that the solutions for this value, keeping other parameters the same, did not change the
dynamics of the population significantly compared to the deterministic case. We observed a
similar decrease in the park population density and a slight increase of population density in
the forest as expected. Clearly the the diffusion term does not contribute much to the change
from the deterministic case. The harvesting rate in the deterministic and the stochastic case
do not show much differences during the span of 5 years.
We wanted to see if setting the variance parameter to a higher value would cause more
dramatic differences between deterministic and stochastic population densities. More impor-
tantly, we should see if the behavior of the optimal stochastic control is different compared
to the deterministic optimal control.
For the next experiment we chose a larger value c = 0.5. In Figure 2.3 we can see the
sample paths for this implementation. We observed that the shapes for sample paths of
population in the park and forest are different from the previous two experiments. Larger
parameter c indicates larger changes in the availability of the forage, which causes the pop-
ulations densities change with larger fluctuations. We can also see more dramatic effects
of a larger c in the control. There are spikes of harvesting activity during the years with
high food availability and lower harvesting for the years with low food availability. Overall,
the behavior of the control resembles the behavior of the control during the previous two
implementations. It is also important that the terminal population densities for the park
and forest are different from the deterministic case by a larger margin than in the previ-
ous experiment. The final population density in the forest is approximately 0.7 which is
significantly higher than approximately 0.57 in the deterministic case. So, higher variance
in the experiments can pull the population densities much higher or much lower than the
experiments with lower variance. The deviations of stochastic optimal control from deter-
ministic optimal control are smaller than deviations of the stochastic population densities
from deterministic population densities.
For the next experiment we did 10 consecutive runs of the code continuously increasing
the variance by a 0.1 increment and then graphed all of them on the same set of axis. It is
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displayed in Figure 2.4. This figure supports our previous observations that higher variance
parameter pulls the population further away from the deterministic trajectory. The reader
can clearly see the differences in sample paths and the role that variance plays in each case.
For the last experiment we used a fixed variance. It is displayed in Figure 2.5. The
difference in sample paths is solely caused by the stochastic aspect of our model. We can
see that the model is consistent and produce similar results for the different sample paths.
2.7 Conclusions
The contributions of this chapter were to demonstrate optimal control of a stochastic metapop-
ulation model, to justify the procedure mathematically and to illustrate the results numer-
ically. We formulated a stochastic control problem for a metapopulation model with a
stochastic growth rate for the populations in the park and in the forest. The existence of
an optimal control required a nonstandard approach due to the nonlinearity of the state
variable terms in the model. Solving an appropriate stochastic QLQ problem enables us to
obtain this existence result.
A rigorous treatment of such an optimal control problem for an ecological model is quite
novel. The tools used here, especially the stochastic QLQ technique, can be applicable to
many other ecological problems.
As the result of our simulations we have shown that the stochastic population trajectories
can differ dramatically from its deterministic counterparts. Most significant differences are
displayed when the variance in mast availability is high. A manager who is adjusting the
harvest levels might need to raise the harvest level given in the deterministic optimal control
case to be higher to give effectiveness due to the possible randomness in mast. We realize
that the amount of stochastic variation in this problem may not realistically represent the
changes of mast in the motivating example of bears in the Great Smoky Mountains National
Park. The changes in the mast in this park may not occur as frequently under normal
conditions as in this stochastic model. But our results do indicate that the randomness in
the mast should be taken into account when managing the harvesting of the bears in the























































































































Figure 2.2: Population results of the optimal control problem using one sample path and



























































Figure 2.3: Population results of the optimal control problem using one sample path and the



















































Figure 2.4: Population results of the optimal control problem with the variance of the mast



























































Figure 2.5: Ten sample paths of the population and the harvest rates when variance of the
mast availability is c = .25.
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Chapter 3
Forward-Backward SDE in Stochastic
Optimal Control Theory. Existence
and Uniqueness of the Solution.
Numerical Scheme.
3.1 Introduction
In stochastic optimal control one often needs to solve a problem where coefficients of the
state and adjoint equations are not necessarily Lipschitz. The approach developed by Ma
et al. [1994] is limited in that sense. In this work we attempt to relax this restriction for a
particular type of a forward-backward system of SDEs. Note that the type of FBSDEs that
emerge from stochastic optimal control problems do not have necessary Lipschitz continuity
conditions on the backward drift coefficient. In this work we make an attempt to relax this
restriction for a particular type of the Forward-Backward system of SDEs.
Numerical methods for approximating solutions of this kind of systems of FBSDEs is
limited. In their work Bender and Zhang [2008] introduce a Markovian type iteration method.
This method appears to be more efficient for solving high dimensional systems of FBSDEs.
In this work we provide adaptation of their method to the type of problems considered in
stochastic optimal control theory.
The rest of this chapter is structured in the following way. In Section 3.2 we provide some
preliminary information. Section 3.3 provides results for solvability of systems of FBSDEs
where the drift coefficient of the backward equation is not Lipschitz. Section 3.4 formulates
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and solves a stochastic optimal control problem numerically.
3.2 Formulation and preliminaries
In the field of stochastic optimal control we often need to find an optimal control that is




g(X(t), u(t))dt+ h(X(T ))
}
(3.2.1)
along with the state equations in the form of the system of forward SDEs{
dX(t) = k(X(t), u(t))dt+ σ(X(t))dWt
X(0) = x0.
(3.2.2)
For the deterministic equivalent of this problem we would proceed by establishing exis-
tence and uniqueness of the optimal control explicitly. We would formulate the Hamiltonian,
and use the Pontryagin Maximum Principle to determine the optimal control and solve for
the optimal state trajectory.
Similarly if we can establish existence and uniqueness of the stochastic optimal control
explicitly, which is usually done on case by case basis, we can proceed with formulation of the
Hamiltonian and application of a stochastic version of the Pontryagin Maximum Principle.
Such problems were studied in Yong and Zhou [1999]. For the above stochastic optimal
control problem we can formulate the Hamiltonian in general form
H(t, x, u, p, q) = < p, k(x, u) > +tr[q∗σ(x)] + g(x, u). (3.2.3)
where p(t) and q(t) is a pair of adjoint variables. They satisfy the following BSDE{





∗qj(t)− gx(x, u)}dt+ q(t)dWt
p(T ) = −h(x(t)).
(3.2.4)
The Pontryagin-type Stochastic Maximum Principle says that if there exists an optimal
pair (x̄, ū) and a pair of processes (p(t), q(t)) satisfying system (3.2.4), then H(t, x̄, ū) =
maxu∈U H(t, x̄, u). Thus we obtain ū = g(x̄, p(t), q(t)). Substituting g(x̄, p(t), q(t)) into
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equations (3.2.2) and (3.2.4) we obtain the following system of forward-backward SDEs:
dX(t) = b(t,X(t), p(t), q(t))dt+ σ(t,X(t))dWt




x(x)∗qj(t)− fx(X(t), p(t), q(t))}dt+ q(t)dWt
X0 = X(0) p(T ) = −hx(X(T ))
(3.2.5)
where (Ω,F , P ) is a probability space carrying a standard m-dimensional Brownian motion
W and Ft is the σ-algebra generated by W with X, p in Rn and q in Rn×m. We can assume
that b(t,X(t), p(t), q(t)) and σ(t,X(t)) are Lipschitz continuous. But we notice that the drift
coefficient




∗qj(t)− fx(X(t), p(t), q(t))}
in the backward equation is not Lipschitz continuous under normal conditions. In fact,
it is Lipschitz continuous only if bx, σx are constants and fx(X, p, q) is at most linear in X, p
and q (i.e. fx(X, p, q) = k1X + k2p + k3q). Otherwise the classical result from Ma et al.
[1994] does not apply.
In the next section we study the solvability of the forward-backward stochastic differential
equation (3.2.5) when the drift coefficient of the backward stochastic differential equation is
not Lipschitz.
3.3 Solvability of FBSDE
In their original article Ma et al. [1994] study the solvability of Forward-Backward Stochastic
Differential equations explicitly via solving corresponding parabolic PDE. They proposed the
so called “four-step” scheme.”
1. Find z(t, x, y, u) = uσ(t, x, y, z(t, x, y, u)), s.t. ∀(t, x, y, u) ∈ [0, T ]× Rn × Rk × Rk×n






T )(t, x, θ, z(t, x, θ, θx))]+ < b(t, x, θ, z(t, x, θ, θx)), θ
l
x >
−hl(t, x, θ, z(t, x, θ, θx)) = 0, (t, x) ∈ (0, T )× Rn, 1 ≤ l ≤ k,
θ(T, x) = g(x), x ∈ Rn.
36









b̃(t, x) = b(t, x, θ, z(t, x, θ, θx)),
σ̃(t, x) = σ(t, x, θ, z(t, x, θ, θx)).
4. Set {
p(t) = θ(t,X(t)),
q(t) = z(t,X, θ(t,X), θx(t,X)).
A general drawback is that, to the best of our knowledge, this method is applicable to only
a very small class of forward-backward SDEs. The authors were able to apply this result
to only specific FBSDEs with drift and diffusion coefficients that are Lipschitz continuous
in both the forward and backward equations. Thus it is not applicable to the forward-
backward systems of SDEs that evolve from the class of stochastic optimal control problems
discussed above. Our goal is to show that with minor modifications, a similar approach can
be applied to the system of FBSDEs where the drift coefficient of the backward equation is
not Lipschitz, in other words the stochastic optimal control problems of the type that we
have formulated previously.
3.3.1 One-Dimensional Case
In this section we are going to use the following notation:
• (Ω× T) ≡ ([−R,R]× [0, T ]) is a bounded domain.
• ∂Ω is a spatial boundary.
First we assume thatX(t), p(t) are in R and q(t) is in Rm. Then the forward-backward system
of SDEs (3.2.5) becomes a system with 1-dimensional forward and backward equations. Using
Feynman-Kac-type formulae that is discussed in Ma and Yong [1995] we know that if there
exists a function p(t) = θ(t,X) such that θ(t,X) satisfies a particular parabolic PDE then the
solution to the system (3.2.5) can be expressed through a classical solution to that parabolic
PDE. So, let
p(t) = θ(t,X(t)) (3.3.6)
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where θ(t,X) is some continuous and differentiable function in terms of time variable t and is
twice differentiable in terms of space variable X. By applying Itô’s formula to the equation
(3.3.6) we obtain:
dp(t) = dθ(t,X(t))
= {θt + 12σ
2(X(t))θxx + b(t,X(t), p(t), q(t))θx}dt+ θxσ(X(t))dW.
(3.3.7)
Combining this with the backward equation in system 3.2.5 we obtain a parabolic PDE:{
θt + 12σ
2(x)θxx + b(x, θ, θx)θx − bx(x, θ, θx)θ + σx(x)σ(x)θx = fx(x, θ, θx)
θ(T, x) = −hx(x(T )).
(3.3.8)
Note that we need to obtain the solution of the PDE (3.3.8) globally in space. Before we






a1 = b(x, θ, θx)θx − bx(x, θ, θx)θ + σx(x)σ(x)θx − fx(x, θ, θx).
Let us consider an approximation of (3.3.8). We state a terminal-boundary value problem
in a bounded region (x, t) ∈ (Ω× T).{
θt + a0(x)θxx + a1(x, θ, θx) = 0
θ(t, x) = −hx(x) where (x, t) ∈ (∂Ω× T ) ∪ (Ω× T )}
(3.3.9)
where T is the terminal time. For the equation (3.3.9) we can show that there exists a
unique classical solution using results from Ladyženskaja et al. [1968]. Before we apply their
result we put some restrictions on a0 and a1. These coefficients mustsatisfy the following
assumptions:
Assumption 3.1. For all x ∈ R ν < 1
2
σ2(x) < µ where ν, µ are positive constants.
Assumption 3.2. The functions b, σ, and f are Lipschitz continuous with the Lipschitz
constant L, and |b(x, θ, p)| ≤ k(1 + |p|)(1 + |θ|).
Assumption 3.3. All second order partial derivatives of b, σ, and f are bounded by a
constant M .
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Assumption 3.4. We have hx(x) ∈ C2+α and |hx(x)| ≤ K ∀x ∈ R, α ∈ (0, 1), where K
does not explicitly depend on x, and lim|x|→∞ hx(x) = 0.
The next Theorem follows directly from Ladyženskaja et al. [1968, Theorem 2.9 p.23].
We will state it here without proof.
Theorem 3.5. Let θ(t, x) be a classical solution of equation (3.3.9) in QT . Suppose that
the functions a0 and a1 take finite values for any finite θ, θx, and (x, t) ∈ Q̄T and that for
(x, t) ∈ QT and arbitrary θ
a0(x) ≥ 0
θa1(x, θ, 0) ≥ −k1θ2 − k2
(3.3.10)
where k1, k2 are nonnegative constants. Then
max
QT













We also need the following version of theorem from Ladyženskaja et al. [1968, Theorem
4.1 p. 558]. It will be utilized as a lemma in this work.
Lemma 3.6. Suppose the following conditions hold:
1. (x, t) ∈ Q̄T and arbitrary θ satisfying conditions (3.3.10) of Theorem 3.5.
2. For (x, t) ∈ Q̄T , |θ| ≤ M (where M is from the condition (3.3.11), and arbitrary p
the functions a0(x) and a1(x, θ, p) are continuous and differential with respect to x, θ, p
and the following inequalities hold with a sufficiently small ε determined by the numbers
M, ν, µ, µ1.
ν ≤ a0(x) ≤ µ where ν, µ > 0∣∣∣∂a0∂p ∣∣∣ (1 + |p|)3 + |a1|+ ∣∣∣∂a1∂p ∣∣∣ (1 + |p|) ≤ µ1(1 + |p|)2∣∣∂a0
∂x
∣∣ (1 + |p|)2 + ∣∣∣∂a1∂p ∣∣∣ ≤ [ε+ P (|p|)](1 + |p|)3, ε > 0
−∂a1
∂θ
≤ [ε+ P (|p|)](1 + |p|)2
where P (ρ) is a nonnegative continuous function that tends to zero as ρ→∞.
3. For (x, t) ∈ Q̄T , |θ| ≤ M , and arbitrary |p| ≤ M1, the functions a0(x) and a1(x, θ, p)
are continuously differentiable with respect to all of their arguments.
Then (3.3.9) admits a unique classical solution θ(t, x).
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Now we are going to show that equation (3.3.9) under Assumptions 3.1–3.4 satisfies
conditions of Lemma 3.6. Let functions a0 and a1 be finite when θ, θx are finite. Then the
first condition of the Theorem 3.5 is satisfied under Assumption 3.1. Using Assumption 3.2,
it follows that
θa1(x, θ, 0) = θ {b(x, θ, 0) · 0− bx(x, θ, 0)θ + σxσ · 0− fx(x, θ, 0)}
= −bx(x, θ, 0)θ2 − fx(x, θ, 0)θ
≥ −Lθ2 − Lθ
≥ −L1θ2 − L1
and thus satisfies the second condition of the Theorem 3.5. Due to Assumption 3.4, we
conclude that for equation (3.3.9) we have maxQt |θ(t, x)| ≤M1, where M1 is a constant that
depends on M,L1, L2, λ. So, the first hypothesis is satisfied, and we can assume that |θ| is
a priori bounded. In order to verify the second hypothesis of the above Lemma we need to
verify that all of the inequalities hold for equation (3.3.9). The first inequality is satisfied
because of Assumption 3.1. The second inequality is also satisfied using Assumptions 3.2
and 3.3. Since ∣∣∣∣∂a1∂p
∣∣∣∣ = |b+ σxσ − fxp|
≤ |b|+ |σx||σ|+ |fxp|
≤ k(1 + |p|) + L+M
≤ K(1 + |p|).
Also
|a1| = |bp− bxθ + σxσp− fx|
≤ |b||p|+ |bx||θ|+ |σx||σ||p|+ |fx|
≤ k(1 + |p|)|p|+KM + L|p|+M
≤ K(1 + |p|)2. (3.3.12)
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Combining two parts above and choosing P (|p|) = 1
1+|p| , we get the desired second inequality
of Lemma 3.6. The third inequality is also satisfied since
−∂a1
∂θ
= −bθθx − bxθθ − bx − fxθ
≤ |bθ||p|+ |bxθ||θ|+ |bx|+ |fxθ|
≤ K|p|+K ≤ K(1 + |p|)




≤ (ε+ P (|p|))(1 + |p|)2.
Therefore Lemma 3.6 is satisfied and we have a unique classical solution of equation (3.3.9).
Note that from Assumption 3.4 and the proof of Theorem 4.1 in Ladyženskaja et al. [1968,
p. 558] it follows that θ(t, x) and its partial derivatives θt(t, x), θtt(t, x), θx(t, x), θxx(t, x),
and θxxx(t, x) are all uniformly bounded ∀ R > 0. We will use this fact in the proof of the
next proposition.
Remember that we want to obtain the solution of equation (3.3.8). The above Theorem
3.5 and Lemma 3.6 allow us to do so. Let us prove the following proposition.
Proposition 3.7. Under Assumptions 3.1–3.4 equation (3.3.8) admits a unique classical
solution θ(t, x). Moreover θ(t, x) and θx(t, x) are bounded.
Proof. Construct a sequence of parabolic PDE’s of type (3.3.9) on a bounded domain Ω ×
T = [−Ri, Ri] × [0, T ], where Ri is an increasing sequence. By Lemma 3.6 there exists a
sequence of classical solutions {θi(t, x), i = 1, 2, ...} to the sequence of equations above.
Thus θi(t, x) possess all the necessary derivatives. Recall that all partial derivatives are
also uniformly bounded ∀ Ri > 0. Let {θi(t, x)}i=1,2,... ≡ F1. Since θi(t, x) are uniformly
bounded by a constant that does not depend on x, F1 is equicontinuous. By the Arzela-
Ascoli Theorem there exist a subsequence θi,k(t, x), k = 1, 2, 3... that is uniformly convergent
to θ(t, x). Similarly we can construct {θit(t, x)}i=1,2,... ≡ F2, {θix(t, x)}i=1,2,... ≡ F3, and
{θixx(t, x)}i=1,2,... ≡ F4, which are all equicontinuous as well. By the Arzela-Ascoli Theorem,
θi,kt (t, x)→ θt(t, x) uniformly as i, k →∞
θi,kx (t, x)→ θx(t, x) uniformly as i, k →∞
θi,kxx(t, x)→ θxx(t, x) uniformly as i, k →∞ .
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Thus θ(t, x) is a classical solution of parabolic PDE (3.3.8). Moreover θ(t, x) and θx(t, x) are
bounded.
Now that we have existence we need to show the uniqueness of the solution to equation
(3.3.6). Notice that under Assumptions 3.1 and 3.2 the term a1 of equation (3.3.6) that
contains the low term derivatives is Lipschitz continuous. Notice
|a1(x, θ, θx)− a1(x, θ̃, θ̃x)| ≤ |b(x, θ, θx)θx − b(x, θ̃, θ̃x)θ̃x|
+ |bx(x, θ, θx)θ − bx(x, θ̃, θ̃x)θ̃|
+ |σxσθx − σxσθ̃x|
+ |fx(x, θ, θx)− fx(x, θ̃, θ̃x)|
:= I1 + I2 + I3 + I4
where
I1 = |b(x, θ, θx)θx − b(x, θ̃, θ̃x)θ̃x| (3.3.13)
≤ |b(x, θ, θx)θx − b(x, θ, θx)θ̃x|+ |b(x, θ, θx)θ̃x − b(x, θ̃, θ̃x)θ̃x|
≤ |b(x, θ, θx)||θ − θ̃|+ |θ̃x||b(x, θ, θx)− b(x, θ̃, θ̃x)|.
Since |θ| and |θx| are bounded, b is Lipschitz and has linear growth in θ and θx and have
I1 ≤ K(|θ − θ̃|+ |θx − θ̃x|).
Similarly,
I2 ≤ |bx(x, θ, θx)||θ − θ̃|+ |θ̃||bx(x, θ, θx)− bx(x, θ̃, θ̃x)|
≤ K(|θ − θ̃|).
Because of Assumption 3.1,
I3 ≤ K(|θx − θ̃x|)
and due to f(x, θ, θx) being Lipschitz we get
I4 ≤ K
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by letting the generic constant K absorb the constant term from estimation of I4. So,
a1(x, θ, θx) ≤ K(|θ − θ̃|+ |θx − θ̃x|
and a1(x, θ, θx) is Lipschitz continuous. We rewrite equation (3.3.6) in divergence form, and
for simplicity of notation we let g(x) = −hx(x):{
−θt − (12σ
2
x)x + σxσθx = {b(x, θ, θx)θx − bx(x, θ, θx)θ + σxσθx − fx(x, θ, θx)}
θ(T, x) = g(x).
(3.3.14)
Notice the σxσθx term cancels out and equations (3.3.14) becomes:{
−θt − (12σ
2θx)x = {b(x, θ, θx)θx − bx(x, θ, θx)θ − fx(x, θ, θx)}
θ(T, x) = g(x).
(3.3.15)
Consider two solutions θ and θ̂ to equation (3.3.15). Let h = θeλt and ĥ = θ̂eλt where λ > 0.
Note that
ht = θte
λt + λθeλt = θte
λt + λh, ĥt = θ̂te
λt + λĥ
hx = θxe
λt, ĥx = θ̂xe
λt
hxx = θxxe
λt, ĥxx = θ̂xe
λt.
Multiply equation (3.3.15) by eλt to obtain:{
−θteλt − (12σ
2θx)xe
λt = eλt{b(x, θ, θx)θx − bx(x, θ, θx)θ − fx(x, θ, θx)}
θ(T, x)eλT = g(x)eλT .
(3.3.16)
Substitute ht, hx, hxx into equation (3.3.16) to transform it into:
−ht + λh− (12σ
2hx)x = {b(x, he−λt, hxe−λt)hx − bx(x, he−λt, hxe−λt)h
−fx(x, he−λt, hxe−λt)}
h(T, x) = g(x)eλT .
(3.3.17)
Equation for ĥ is defined similarly. We consider the difference h − ĥ, which satisfies the
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following PDE:
−(h− ĥ)t + λ(h− ĥ)− (12σ
2(h− ĥ)x)x = {b(x, he−λt, hxe−λt)hx − b(x, ĥe−λt, ĥxe−λt)ĥx
−bx(x, he−λt, hxe−λt)h+ bx(x, ĥe−λt, ĥxe−λt)ĥ
−fx(x, he−λt, hxe−λt) + fx(x, ĥe−λt, ĥxe−λt)}
h(T, x)− ĥ(T, x) = 0.
(3.3.18)
Multiply both sides of equation (3.3.18) by (h − ĥ) and integrate with respect to time and



























































































(h− ĥ)x(h− ĥ) = 0 and 12σ





















(h− ĥ)[b(x, he−λt, hxe−λt)hx − b(x, ĥe−λt, ĥxe−λt)ĥx (3.3.19)
− bx(x, he−λt, hxe−λt)h+ bx(x, ĥe−λt, ĥxe−λt)ĥ (3.3.20)
− fx(x, he−λt, hxe−λt) + fx(x, ĥe−λt, ĥxe−λt)]dxds.
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|(h− ĥ)x|2dxds ≤ 0.
Choose ε such that
µ−Kε > 0




h− ĥ = eλt(θ − θ̂) = 0
hx − ĥx = eλt(θx − θ̂x) = 0.
Thus θ = θ̂ and it is the unique solution to the equation (3.3.6).
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Now that we have solution of the PDE (3.3.8) we can focus on the solution of the system
(3.2.5) when X and p are one-dimensional.
Proposition 3.8. Under Assumptions 3.1–3.4, the forward-backward system of SDEs (3.2.5)
admits a solution (X(t), p(t), q(t)) and p and q are bounded.
Proof. We have shown there exists a function θ(t, x) which is a solution to equation (3.3.6).
It provides us with the connection between the forward variable X and backward variables
p and q. Set p(t) = θ(t,X(t)) and q(t) = θx(t,X(t))σ(X(t)). Substituting them into the
forward SDE in the system of equations (3.2.5) we get the following forward equation:
dX(t) = b(X(t), θ(t,X(t)), θx(t,X(t))σ(X(t))dt+ θx(X(t))σ(X(t))dW.
Since θ(t,X(t)), θx(t,X(t)) are uniformly bounded, and σ satisfies Assumption 3.1, we
rewrite the previous equation as
dX(t) = b̂(X(t))dt+ σ̂(X(t))dW.
Since b and σ are uniformly Lipschitz we conclude the above equation has a strong solution
due to a classical existence theory. We verify that p and q are solutions to the backward
system of equation (3.2.5). By applying Itô’s formula to p = θ(t,X) we obtain





Remember dX(t) = b(t,X(t), θ, θx)dt + σ(t,X(t), θ, θx)dW and we can substitute it into
above expression to obtain





From the parabolic PDE we can change the drift term to
dp(t) = −{bx(t,X(t), θ, θx)θ+σx(t,X(t))σ(t,X(t))θx−fx(t,X(t), θ, θx)}dt+θxσ(t,X(t))dW.
Substitute p(t) = θ(t,X(t)) and q(t) = θx(t,X(t))σ(X(t)) into the above equation to obtain
dp(t) = −{bx(t,X(t), p(t), q(t))p(t) + σx(t,X(t))q(t)− fx(t,X(t), p(t), q(t))}dt+ q(t)dW
which is exactly the backward equation of the system of SDEs (3.2.5). Thus (X, p, q) is a
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solution to the system of FBSDEs with p and q bounded.
Proposition 3.9. Under Assumptions 3.1–3.4 a solution (X(t), p(t), q(t)) is unique in a
class of solutions where p(t) and q(t) are bounded.
Proof. The drift coefficient of the backward equation is
|bx(t,X(t), p(t), q(t))p(t) + σx(t,X(t))q(t)− fx(t,X(t), p(t), q(t))
− bx(t, X̄(t), p̄(t), q̄(t))p̄(t) + σx(t, X̄(t))q̄(t)− fx(t, X̄(t), p̄(t), q̄(t))|
≤ |bx(t,X(t), p(t), q(t))p(t)− bx(t, X̄(t), p̄(t), q̄(t))p̄(t)|
+ |σx(t,X(t))q(t)− σx(t, X̄(t))q̄(t)|
+ |fx(t,X(t), p(t), q(t))− fx(t, X̄(t), p̄(t), q̄(t))|
≤ |bx(t,X(t), p(t), q(t))||p(t)− p̄(t)|
+ |p̄(t)||bx(t,X(t), p(t), q(t))− bx(t, X̄(t), p̄(t), q̄(t))|
+ |σx(t,X(t))||q(t)− q̄(t)|
+ |q̄(t)||σx(t,X(t))− σx(t, X̄(t))|
+ |fx(t,X(t), p(t), q(t))− fx(t, X̄(t), p̄(t), q̄(t))|
≤ K(|X(t)− X̄(t)|+ |p(t)− p̄(t)|+ |q(t)− q̄(t)|)
where the last inequality follows from Assumptions 3.1 and 3.2 and the uniform boundedness
of p(t) and q(t). Thus we conclude that the drift term of the backward SDE is Lipschitz
continuous.
We need to show that the solution of the FBSDEs is of the particular form defined
previously. Let (X(t), p(t), q(t)) be any solution and let
p̃(t) = θ(t,X(t))
q̃(t) = σ(t,X(t))θx(t,X(t)).
Apply Itô’s formula to p(t) to obtain:
dp̃(t) = dθ(t,X(t)) = {θt + 12θxxσ
2 + θxb(t,X(t), p(t), q(t))}dt+ θxσdW
= {−1
2
σ2θxx − b(X(t), p̃(t), q̃(t))θx + bx(X(t), p̃(t), q̃(t))θ − σxσθx
+fx(X(t), p̃(t), q̃(t)) +
1
2
σ2θxx + b(t,X(t), p(t), q(t))θx}dt+ θxσdW
= {(b(t,X(t), p(t), q(t))− b(X(t), p̃(t), q̃(t)))θx + bx(X(t), p̃(t), q̃(t))θ − σxq̃
+fx(X(t), p̃(t), q̃(t))}dt+ q̃(t)dW
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and
dp(t) = −{bx(t,X(t), p(t), q(t))p(t) + σxq(t)− fx(X(t), p(t), q(t))}dt+ q(t)dW. (3.3.22)
Then, by using Itô’s formula again, we obtain
d|p̃(t)− p(t)|2 = {2(p̃(t)− p(t))((b(t,X(t), p(t), q(t))− b(X(t), p̃(t), q̃(t)))θx
+(bx(X(t), p̃(t), q̃(t))− bx(X(t), p(t), q(t)))θ
+σx(q(t)− q̃(t)) + (fx(X(t), p̃(t), q̃(t))− fx(t))
+(q̃(t)− q(t))2)}dt+ 2(p̃(t)− p(t))(σθx − q(t))dW.
Integrate both sides with respect to time and take an expectation to obtain:
E|p̃(t)− p(t)|2 = −E
∫ T
t
{2(p̃(t)− p(t))((b(X(t), p(t), q(t))− b(X(t), p̃(t), q̃(t)))θx
+(bx(X(t), p̃(t), q̃(t))− bx(X(t), p(t), q(t)))θ + σx(q(t)− q̃(t))
+(fx(X(t), p̃(t), q̃(t))− fx(X(t), p(t), q(t))) + (q̃(t)− q(t))2)}ds
.












E{|p̃(t)− p(t)|2 + |q̃(t)− q(t)|2}ds
where K is some generic constant. Then by Gronwall’s inequality we conclude that
p(t) = p̃(t) q(t) = q̃(t) a.e. t ∈ [0, T ] P-a.s.
So the solution has to posses the form constructed previously.
Now to show the uniqueness of the solution we consider two solutions to the system of
FBSDEs, (X(t), p(t), q(t)) and (X̂(t), p̂(t), q̂(t)). Because X(t) and X̂(t) satisfy the same
forward SDE by a classical existence and uniqueness theory we conclude that X(t) = X̂(t)
a.e. t ∈ [0, T ] P-a.s. If so, based on the previous calculation we can conclude that
p(t) = p̂(t) and q(t) = q̂(t) a.e. t ∈ [0, T ] P-a.s. (3.3.23)
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At this point we have obtained a solution to the one-dimensional system of FBSDEs
that has both backward variables bounded, thus allowing us to conclude that this solution is
unique in the class of solutions with bounded backward variables p(t) and q(t). In the next
section we will extend this result to a multi-dimensional case.
3.3.2 Multidimensional Case
In this section we will extend our result to a multidimensional case. To avoid confusion we
restate the problem for an n-dimensional case. In this section the notation is the following:
• (Ω× T) ≡ ([−R,R]n × [0, T ]) is a bounded domain.
• ∂Ω is a spatial boundary.












i(x, θ, z(x, θx))θ
l
xi
+ b̂l(t,X, p(t), z(x, θx)) = 0





σi(x)σj(x) and z(x, θx) = θxσ(x). To simplify notation we can rewrite the














+ b̂l(x, θ, θx) = 0
θ(T, x) = −h(x(T )).
(3.3.25)
Similar to the one dimensional case, in order to obtain solution of the above system
we need to impose some restrictions on the coefficients of this system of FBSDEs. So the
following assumptions are in effect for all of the subsequent results unless stated otherwise.
Assumption 3.10. The functions bi, σi and b̂
l are smooth functions and h is smooth and
uniformly bounded.
Assumption 3.11. The following inequality holds.
νξ2 ≤ aij(x)ξiξj ≤ µξ2
where ν and µ are positive constants and ξi, ξj ∈ R.
Assumption 3.12. All second order partial derivatives of b, σ, and bl are bounded by a
constant M.
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Assumption 3.13. For all x ∈ Rn, hx(x) ∈ C2+α ||hx(x)|| ≤ K α ∈ (0, 1), where K does
not explicitly depend on x, and lim|x|→∞ hx(x) = 0.
Before we can obtain a solution to the system of equations (3.3.25) we need to obtain a
solution to a similar system of semi-linear PDE’s in the parabolic cylinder Qt = Ω × [0, T ]












i(x, θ, z(x, θx))θ
l
xi
+ b̂l(t,X, p(t), z(x, θx)) = 0
θ(t, x) = −hx(x) where (x, t) ∈ (∂Ω× T ) ∪ (Ω× T )}.
(3.3.26)
Solvability of this kind of system of quasi-linear PDE’s is proved in Ladyženskaja et al. [1968,
Theorem 7.1 p. 506]. In particular this Theorem states that there is an a priori bound in
maxQT |u(t, x)| ≤M where M depends only on the value of θ(T, x), T , and some constants.
In particular if:
1. aij(x)ξiξj ≥ 0 and
















this gives us an a priori estimate of maxQT |θ(t, x)|. Next we slightly adjust the Theorem
from Ladyženskaja to our problem.
Lemma 3.14. Suppose that the following conditions are satisfied:
a) Conditions 1 and 2 are satisfied for (t, x) ∈ Q̄T\ΓT and an arbitrary θ.
b) aij(x) is uniformly elliptic, |θ| ≤M from above, and
|ai(x, θ, p)| ≤ µ(|θ|)(1 + |p|)








where P (|p|, |θ|) → 0 as |p| → 0, ε(M) is sufficiently small number determined only by M ,
ν(M), and µ(M).
c) The map −h(x(T )) is bounded in C2+α.
Then, 3.3.26 admits a unique classical solution θ(t, x).
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Now that we can solve the system of quasi-linear PDE (3.3.26) we can extend this result
to the system (3.3.25) that is global in space.
Proposition 3.15. Under Assumptions 3.10–3.13 the system (3.3.24) admits a unique so-
lution θ(t, x), moreover |θ(t, x)| and |θx(t, x)| are bounded.
Proof. Construct a sequence of parabolic PDE’s of type (3.3.9) on a bounded domain Ω×T =
[−Ri, Ri]n× [0, T ], where Ri is an increasing sequence. By Lemma 3.6 there exists a sequence
of classical solutions {θi(t, x), i = 1, 2, ...} to the sequence of equations above. Thus θi(t, x)





(t, x), θixjxl(t, x)
j, l = 1, ..., n, and θixjxlxk(t, x) j, l, k = 1, ..., n are also uniformly bounded ∀ Ri > 0. Let
{θi(t, x)}i=1,2,... ≡ F1, then since θi(t, x) are uniformly bounded by a constant that does
not depend on x then F1 is equicontinuous. By the Arzela-Ascoli Theorem there exist
a subsequence θi,k(t, x), k = 1, 2, 3... that is uniformly convergent to θi(t, x). Similarly we
construct {θit(t, x)}i=1,2,... ≡ F2, {θixj (t, x)}i=1,2,... ≡ F3,j, and {θ
i
xjxl
(t, x)}i=1,2,... ≡ F4,j,l which
are all equicontinuous as well. By the Arzela-Ascoli Theorem, we have
θi,kt (t, x)→ θt(t, x) uniformly as i, k →∞
θi,kx,j(t, x)→ θx(t, x) uniformly as i, k →∞
θi,kxjxl(t, x)→ θxjxl(t, x) uniformly as i, k →∞
Thus θ(t, x) is a classical solution of the parabolic PDEs (3.3.8). Moreover θ(t, x) and θx(t, x)
are bounded. Uniqueness of the solution is the same as in one dimensional case.
Now we have a bounded solution to the system of semi-linear PDE, i.e. we know θ and
θx for all possible x and t ∈ [0, T ]. What remains to solve for is a particular state X(t). This
can be done through solving a system of forward SDEs.
dX(t) = b(X(t), θ(t,X(t), θx(t,X(t))dt+ σ(X(t))dWt. (3.3.28)
Because θ and θx are bounded, the coefficients b(X(t), θ(t,X(t), θx(t,X(t)) and σ(X(t))
are uniformly Lipschitz. Therefore equation (3.3.28) will have a unique solution. Also,
p(t) = θ(t,X(t)) and q(t) = θx(t,X(t))σ(X(t)) are bounded.
Proposition 3.16. Under Assumptions 3.10–3.13, the forward-backward system of SDEs
3.2.5 admits a solution (X(t),p(t),q(t)) where p(t) and q(t) are bounded.
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Proof. We have shown there exists a function θ(t, x) which is a solution to equation (3.3.24).
It provides us with the connection between the forward variable X(t) and backward variables
p(t), q(t). Set p(t) = θ(t,X(t)) and q(t) = θx(t,X(t))σ(X(t)). Substituting them into the
forward SDE in the system of equations (3.2.5) we get the following forward:
dX(t) = b(X(t), θ(t,X(t)), θx(t,X(t))σ(X(t))dt+ θx(X(t))σ(X(t))dW.
since θ(t,X(t)), θx(t,X(t)) are uniformly bounded, and σ satisfies Assumption 3.10, we
rewrite previous equation as
dX(t) = b̂(X(t))dt+ σ̂(X(t))dW.
Since b and σ are uniformly Lipschitz we conclude that the above equation has a strong
solution due to classical existence theory. We verify that p(t), q(t) are solutions to the
backward equation of system (3.2.5).
Apply Itô’s formula to p = θ(t,X) to obtain









iσj < dXi, dXj > .
As a reminder dXi = b
i(t,X(t), θ, θx)dt+ σ














































substitute pl(t) = θl(t,X(t)) and ql(t) =
n∑
i=1
















which is exactly the backward equation of the system of SDEs (3.2.5). Thus (X(t), p(t), q(t))
is a solution to the system of FBSDEs with p(t), q(t) bounded.
Proposition 3.17. Under Assumptions 3.10–3.13, forward-backward system of SDEs 3.2.5
(X(t),p(t),q(t)) is unique in a class of solutions where p(t) and q(t) are bounded.






































|f lxi(t,X(t), p(t), q(t))− f
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+|p̄i(t)||blxi(t,X(t), p(t), q(t))− b
l











|f lxi(t,X(t), p(t), q(t))− f
l




(|Xi(t)− X̄i(t)|+ |pi(t)− p̄i(t)|+ |qi(t)− q̄i(t)|)
where the last inequality follows from Assumptions 3.10 and 3.11 and the uniform bounded-
ness of p(t) and q(t). Thus we conclude that the drift term of the backward SDE is Lipschitz
continuous.
We need to show that the solution of the FBSDEs is of the particular form defined

































































































Then by using Itô’s formula again we obtain























Integrate both sides with respect to time and take an expectation to obtain:






















j(t)− q̃j(t)) + (q̃l(t)− ql(t))2)}ds.
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E{|p̃l(t)− pl(t)|2 + |q̃l(t)− ql(t)|2}ds,
where K is a constant. Then by Gronwall’s inequality we conclude that
pl(t) = p̃l(t) ql(t) = q̃l(t) a.e. t ∈ [0, T ] P-a.s.
So the solution has to posses the previously established form.
To show the uniqueness of the solution we consider two solutions to the system of FB-
SDEs, (X, p, q) and (X̂, p̂, q̂). Because X(t) and X̂(t) satisfy the same forward SDE by
classical existence and uniqueness theory we conclude that X(t) = X̂(t) a.e. t ∈ [0, T ] P-a.s.
If so, we can conclude that p(t) = p̂(t) and q(t) = q̂(t) a.e. t ∈ [0, T ] P-a.s based on the
previous calculation.
3.4 Application
3.4.1 Optimal Control Problem
In this section we consider the optimal control problem from the previous chapter. In
particular, the state equation for the bear metapopulation model was{
dX(t) = (b̂(t,X(t)))dt+ σ̂(t,X(t))dW (t)
X(0) = X0
(3.4.1)
where b̂ is {
aX1(t)(1−X1(t))− ePX1(t) + eF (1−X1(t))X2(t)
aX2(t)(1−X2(t))− eFX2(t) + eP (1−X2(t))X1(t)−X2(t)u(t)
}
with σ̂ = (cX1(t)(1−X1(t)), cX2(t)(1−X2(t))). The functional is thus:
J (u) = E
(∫ T
0











For this stochastic optimal control problem the system of adjoint equations is a system
of backward SDEs and is set to be:{
dp(t) = −
{
b̂xp(t) + σx(X(t))q(t)− fTx (X(t), u(t))
}
dt+ q(t)dW (t)
p(T ) = 0.
(3.4.3)
Recall that for the above optimal control we can set the stochastic Hamiltonian (see Yong
and Zhou [1999]) as:
H (t,X(t), u(t), p, q) = < p, b̂(t,X(t), u(t)) > +tr[q(t)Tσ(X(t))] + f(t,X(t), u(t)) (3.4.4)
Considering the derivative of the Hamiltonian with respect to control u
Hu(t,X(t), u(t), p, q) = −X2(t)p2(t) +m u(t) (3.4.5)





Thus, the system of forward-backward SDEs that claims the optimal solution to the problem
takes the following general form:
dX(t) = b̃(X(t), p(t))dt+ σ(X(t))dW (t)
dp(t) = −
{
b̃x(X(t), p(t))p(t) + σx(X(t))q(t)− f̃Tx (X(t), p(t))
}
dt+ q(t)dW (t)
X(0) = x0 p(T ) = 0.
(3.4.7)


















From the previous section we know there exists a bounded solution of this system.
3.4.2 Numerical Solution of the FBSDE
Until recently there was a limited number of numerical methods that could be employed
in solving such kind of forward-backward SDE systems. In the second chapter we have
obtained a solution to the FBSDE system through the Four Step Scheme method presented
in Yong and Zhou [1999]. The main idea there was that for systems where coefficients satisfy
certain Lipschitz conditions there can be constructed an elliptic PDE such that its solution
contains profiles for both forward and backward equations. This method proved to be very
cumbersome. As the dimensions of the underlying forward and backward equations increase
this method becomes very difficult to implement. Recently there was a sequence of papers
that produced an alternative methodology involving a purely probabilistic approach. Main
idea of alternate methodology was introduced by Gobet et al. [2005] and Bender and Denk
[2007]. We are going to implement results presented in Bender and Zhang [2008]. First
we show that our problem results in a FBSDE system that is consistent with the type of
problems considered in the latter work.
From the structure of the Hamiltonian and the fact that tr[q(t)Tσ(X(t))] does not depend
on the control u(t) we can see that the backward variable q(t) does not enter into the optimal
control, thus preventing q(t) from entering into the forward equations. This results in the
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general form of the resulting FBSDE looking like:
dX(t) = b(t,X(t), p(t))dt+ σ(t,X(t), p(t))dW (t)
dp(t) = B(t,X(t), p(t), q(t))dt+ q(t)dW (t)
X(0) = x0, p(T ) = g(x(T ))
 .
where
B(t,X(t), p(t), q(t)) = −
{
bx(X(t), p(t))p(t) + σx(X(t))q(t)− fTx (X(t), p(t))
}
and σ as above.
Extra requirement to the system of FBSDEs from Bender and Zhang [2008] are presented
here in the form of the following two assumptions. The wording is preserved from the original
paper.




Assumption 3.19. At least one of the following is satisfied:
1. The time duration T is small enough.
2. Weak coupling of p(t) into the forward SDE, i.e. bp and σp are small enough.
The last assumption requires some clarification. The first part of Assumption 3.19 is more
of an implementation issue. For large terminal T the above numerical scheme blows up due
to error accumulation. An exact formula for permissible T to the best of our knowledge does
not exist yet. It depends on the forward backward coefficients complexity and the choice of
∆t. At this point T is determined numerically and the largest possible T is determined for
which the method does not blow up. This can be a topic for future research to determine a
particular formula for determining T and ∆t. The second part of Assumption 3.19 can be
easily satisfied for the type of FBSDE considered in this work. Recall that in the equation
3.4.7 the backward variable p(t) enters into forward drift coefficient only. Thus, σp = 0.
If p(t) is bounded then for b(t,X(t), p(t)) that fluctuates slightly, bp(t,X(t), p(t)) can be
expected to be small. In the original work by Bender and Zhang [2008] no formula for the
size of bp(t,X(t), p(t)) is provided. It is suggested though that it should be reasonably small.
More research is necessary to determine a particular formula.
From our findings about existence of the bounded solution to the type of FBSDE consid-
ered in earlier sections we can also satisfy condition that b(t,X(t), p(t)), σ(t,X(t), p(t)), g(x(T ))
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are deterministic and Lipschitz continuous functions. The function B(t,X(t), p(t), q(t)) sat-
isfies findings of previous sections.
The FBSDE Markovian Iteration algorithm described below requires the following input:
Λ – Number of sample paths; M – Maximum number of Markovian iterations; n – Number
of time steps; T – Terminal time; σ – Stochastic volatility constant (different from σ(X(T )));
X0 := [X01, X02] – Initial state vector.
In addition, important variables used to store calculations are allocated as follows:
• dW – dimensioned [Λ× (n+ 1)]: Random Walk in time for each path.
• X, p, q – dimensioned [Λ × (n + 1) × 2]: X is the state vector for each path at each
time step.
• U, V – dimensioned [(n + 1) × 4]: Least Squares regression coefficients for each com-
ponent at each time step. Note that U(x) =
∑3
i=0 αiφi(x), where the basis functions
{φi(x)} are defined as {1, x1, x2, x1x2}, and αi are the coefficients from the regression
analysis. Similarly, V (x) =
∑3
i=0 βiφi(x).
Note that p, q, U, V are intialized to 0 upon entering the procedure.
Algorithm 1 FBSDE Markovian Iteration
1: procedure MarkovIter(Λ,M, n, T, σ,X0) . Main Program
2: ∆t← T/n
3: dW [:, :]← N (0, 1) ·
√
∆t . Different BM for each path
4: X1 ← X0 . All paths start at the same state
5: for m← 1,M do . Markovian Iteration Loop
6: for i← 2, n+ 1 do . Update X, Forward Stochastic Euler
7: Xi ← FE(Xi−1, Ui−1(Xi−1), dWi, σ(Xi−1))
8: end for
9: for i← n, 2,−1 do . Backward Update







12: qi ← Vi(Xi) . predict qi
13: Ui(x)← LSQReg (B(Xi, pi+1, qi), Xi)
14: end for
15: p2 ← U2(X2) . predict p2






. estimate q1 over Λ paths




The Forward Stochastic Euler update function FE above is a vector valued function. The
backward update function B involves B(t,X(t), p(t), q(t)). Note also that unless explicitly
stated otherwise, updates to variables are performed over all paths in parallel.
In the implementation of this scheme we solve the system (3.4.7) for the maximum time
Tmax = 2.5. We choose uniform time discretization with n = 500 time steps with uniform
time step ∆t = 0.005. Stochastic volatility coefficient σ varies for different experiments. The
following is iterated over m-many Markovian iterations with maximum possible number of
iterations M = 100. We use Λ = 5000 . When error tolerance ||Pm0 − Pm−10 || < 10−5 is
achieved then we terminate Markovian iterations.
In each Markovian iteration m the forward in time variable X is approximated by using
the Stochastic Euler Scheme.











where right hand side of the equation 3.4.8 is equivalent to FE on line 7 of the FBSDE
Markovian Iteration algorithm, dW ij is appropriate Brownian motion increments, Uj(X
i
j) is

























j and i = 0, ...,Λ j = 2, .., n are used to form monomial basis functions.
This is equivalent to steps (6)-(8) in the algorithm (3.4.2).
Within the same Markovian iterationm we update the pair of backward variables p(t), q(t).




n = 0. We move back-




Notice that we use the same monomial functions as in the forward variable update. Using
Monte-Carlo simulations we solve least squares minimization problem on line (8) of the




















Similarly we solve least square problem on line (13) of the algorithm (3.4.2). This produces
a set of coefficients U ij . These coefficients will be used in the next Markovian iteration step
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This is a summary of the code provided in Appendix A. It is necessary to mention that we
have tested several choices of basis functions and have found that their choice does not play
a critical role. A simple monomial of degree 1 used in our implementation performed equally
well as a monomial of degree 3. As a matter of fact, the use of more complicated function
in least-squares played a negative role. The choice of monomial of higher order increased
run time without significantly improving convergence rate. It is also our observation that
the number of independent paths of Brownian motion were used in least-square regression
had stronger effect on convergence than the choice of basis functions. With higher number
of Brownian increments we were able to obtain faster convergence of Markovian iteration.
3.4.3 Numerical Results
Convergence of Markovian iteration is rather fast. In Figure 3.1, we show convergence
obtained for m-many Markovian iterations for different variances c. For the deterministic
case the convergence is almost instant. As the variance c gradually increased we can see that
convergence slows down. The rate of convergence of this method is an advantage over other
methods. In the previous chapter the time required to obtain solution of the parabolic PDE
was higher.
We conducted several experiments to identify the solutions to the optimal control problem
formulated in the previous sections. In the first experiment we tested the deterministic case
where the variance c = 0. In Figure 3.2 one can see that we are able to obtain results that
replicate populations for the deterministic case from Chapter 2. The difference is in the
values for the optimal control. This can be explained by the differences in formulation of the
optimal control problem in each implementation. Although the values of the optimal control
problems in Chapter 2 are different from the values for optimal control in this chapter, the
shape of the graph is similar. Note that at the terminal time both controls tend to zero.
Results in the Figures 3.3 and 3.4 are solutions to a stochastic system with variances set
to c = 0.1 and c = 0.5 respectively. One can see the result of stochasticity here. Diffusion
has a stronger effect on the paths of population for higher values of the variance.
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Figure 3.1: Convergence for p(t) and X(t).
In Figures 3.5–3.7 we show ten sample paths of population densities and harvesting rates
when mast availability is c = 0.1, c = 0.2, and c = 0.5, respectfully. We can see that the
harvesting rate is converging to 0 at the end of the period T for all three experiments. We
can see that the population densities in the Park and Forest diverge by larger margins as
the mast availability variance becomes larger.
In the Figure 3.8, we produced 5 sample paths for population densities and harvesting
rates. We incrementally increase mast availability variance by 0.1 from a deterministic case
with variance equal to 0.0 to a stochastic case with variance equal to 0.5. We can see how
with all other parameters equal the sample paths deviate further from the deterministic
graph with higher variance. Also, the paths for stochastic optimal controls become more
volatile as well.
3.5 Conclusions
In this chapter we considered a solution to a general stochastic optimal control problem.
We have shown that for this general type of problem the resulting forward-backward system
of SDEs has a drift coefficient that rarely satisfies the Lipschitz continuity condition. In
the standard theory on solvability of FBSDE systems, the Lipschitz condition is critical.
In most cases both the drift and diffusion coefficients need to satisfy Lipschitz conditions
in order to have solvability of such systems. Unfortunately, most FBSDE systems that
emerge from stochastic optimal control problems do not have Lipschitz conditions satisfied
for backwards drift. This significantly limits the number of problems that can be solved
through an associated FBSDE. In this chapter we have successfully shown how to obtain
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Lipschitz condition on a drift term of a system of backward SDEs. We have shown that if we
can establish a bound on the backward variables through associated PDE then we can obtain
unique solution to a system of FBSDEs. In order to achieve this objective we have further
studied the connection between parabolic PDEs and systems of FBSDEs. In Ladyženskaja
et al. [1968] a priori bounds are established for solutions of certain kind of parabolic PDEs
on bounded domains. Using these results we were able to prove existence of solutions to
systems of FBSDE on unbounded domains given some minimal assumptions presented in
this chapter are met.
To support our findings we have solved the stochastic optimal control problem from
Chapter 2 through a system of FBSDEs derived form Stochastic Maximum Principle. We
set up an associated FBSDE system and estimated its solutions using a numerical method
that uses a Markovian-type iteration. This technique is an adaptation from the original work
by Bender and Zhang [2008]. This technique is purely probabilistic and requires estimation of
conditional expectations at each iteration. This method proved to be superior in some aspects
to the four-step scheme used previously. Rapid convergence was achieved with this method.
The most significant advantage of this method is that it allows handling of multidimensional
systems of FBSDEs. In our case the system had 2 dimensions in the forward variables and 2
dimensions in the backward variables. Stochastic optimal control problems that results in a
high dimensional system of FBSDEs are hard to solve through a related parabolic PDE due
to complexity of the implementation. The Markovian-type iteration is not limited in how
many dimensions a system of FBSDEs have.
Significance of these findings is that a larger family of stochastic optimal control problems
can be solved. Along with numerical schemes this methodology can be applicable to numer-
ous kinds of problems that one may encounter in different fields like finance, engineering,
and biology.
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Figure 3.2: Population results of optimal control problem in the deterministic case, i.e. with
no randomness.
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Figure 3.3: Population results of optimal control with c = 0.1.
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Figure 3.4: Population results of optimal control with c = 0.5.
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Figure 3.5: Ten sample path simulation of population and harvesting rate when mast avail-
ability variance c = 0.1.
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Figure 3.6: Ten sample path simulation of population and harvesting rate when mast avail-
ability variance c = 0.2.
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Figure 3.7: Ten sample path simulation of population and harvesting rate when mast avail-
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Figure 3.8: Population results of the optimal control problem with the variance of the mast




This work studies of a stochastic metapopulation models. Similar to solving a deterministic
optimal control problem one might be interested in solving a stochastic optimization control
problem. Now, instead of having the underlying state equation be a deterministic differential
equation, it becomes a stochastic one.
The stochastic optimal control problem resulting from a stochastic metapopulation model
cannot be treated with standard deterministic techniques. Solvability of the stochastic opti-
mal control problem can be hard to obtain. Unlike deterministic optimal control problems,
there are a limited number of general techniques to be applied to stochastic optimal control
problems. In this work we study the application of a Stochastic Pontryagin-type Maximum
Principle. When the Stochastic Maximum Principle is applied we obtain an underlying
system of forward-backward stochastic differential equations. Solutions to such system of
FBSDEs solve the optimal control problem. Unfortunately, solvability of only small class of
such systems has been established to date.
In Chapter 2 we considered a black bear population in the Great Smoky Mountains
National Park. A random parameter was introduced through a growth rate coefficient. A
QLQ stochastic optimal control problem with objective functional is set up such that its
solution is an optimal harvesting rate along with optimal state trajectories. A four-step
scheme studied in Yong and Zhou [1999] was an essential method in showing existence and
uniqueness of solutions. A numerical implementation of the four-step scheme is conducted.
Effects of using different initial conditions and variance of mast availability are examined.
In Chapter 3 we consider a larger family of stochastic optimal control problems that
result in systems of FBSDEs not necessarily satisfying Lipschitz conditions on the drift term
of the backward equation. Connections between the system of such FBSDEs and parabolic
PDEs are studied. We have shown that under certain assumptions the solution to this
71
kind of parabolic PDEs posses a priori bounds along with its derivatives being bounded.
This transforms into bounds for both backward variables of the system of FBSDEs. Having
both backwards terms bounded allows one to establish necessary conditions for Lipschitz
continuity. In this chapter we revisit the black bear metapopulation model from Chapter
2. An alternative method of solving optimal control problem is derived. Using Pontryagin-
type Maximum Principle a weakly coupled system of FBSDEs is generated. To solve this
system of FBSDEs numerically we successfully applied an adaptation of Markovian iteration
that was introduced in Bender and Zhang [2008]. We again explore different parameters for
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Solution to Forward-Backward SDE using a Four-Step Scheme (C code)
/* version2.c */
/* 10/09/2010 */













double sigma1 = 1.0;
20 const gsl_rng_type * T;
gsl_rng *r;




void beesig(int i, int j);
void thetaeval(void);
void theta_interp(double y1, double y2, int K);
30
/*Global variables/arrays declaration*/
double *K, *W, *dW; // random numbers, weiner process, weiner increments
double deltaT; // time Delta
int nt; //number of Weiner upgrades





40 double delX1, delX2, delT;//deltas
double tmax=5.;//max time interval T
double Ef,Ep,a,c; //coefficients migration forest, migration park, mean, variance
int i,j,k;//indecies of spacial and time

























X1=(double *) calloc(N+1, sizeof(double));
75 X2=(double *) calloc(N+1, sizeof(double));
Y1=(double *) calloc((nt+1), sizeof(double));
Y2=(double *) calloc((nt+1), sizeof(double));
Theta=(double *) calloc((N+1)*(N+1), sizeof(double));
NTheta=(double *) calloc((N+1)*(N+1), sizeof(double));
80 K=(double *) calloc((nt+1), sizeof(double));
dW=(double *) calloc((nt+1), sizeof(double));
W=(double *) calloc((nt+1), sizeof(double));





fscanf(input,"%lf %lf %lf %lf %lf %lf",&Ef,&Ep,&a,&c,&Y1[0],&Y2[0]);
90
int k;
for(k=1; k<=10; k++) {
init();
for(z=nt-2; z>=0; z--) {
95 thetaeval();
for(l=0; l<=N; l++)





























































void thetaeval() //This function updates all Theta1 Theta2 and Theta3
{
int l,p;
170 for(l=1; l<N; l++)
























































double PY1,PY2; //Temporary Y for updates
235
double overflow=0.;
for(l=1; l<=nt; l++) {































if(U==0 && V==0) {
dTHETA=(THETA[I+1]-THETA[I])/delX2;













# Implementation of version2.c from Kirill’s Dissertation
5 # (with some minor mods)
#
# Tried to maintain as close to original C code as I could.
#
# Note that some arrray indices will be offset in the positive direction
10 # since C arrays start with index 0 and R arrays start with index 1
#
# K. Yakovlev - 2/24/2011
#
# based on work done by M. Saum - 1/16/2011
15 #======================================================================
rm(list=ls())
# Declare some functions
#========================== Start of Functions =======================
20 #---------------------------------------------------------------------
beesig <- function(i,j) {
b[1] <<- a*X1[i] * (1-X1[i])-Ep*X1[i] + Ef*(1-X1[i])*X2[j]
b[2] <<- a*X2[j] * (1-X2[j])-Ef*X2[j] + Ep*(1-X2[j])*X1[i]
sigma[1] <<- c*X1[i]*(1-X1[i])
25 sigma[2] <<- c*X2[j]*(1-X2[j])
}
#---------------------------------------------------------------------
thetaeval <- function() {
30 for(i in (2:N)) {















Theta <<- Theta - delT*NTheta
# BC’s
Theta[1,1] <<- Theta[2,2]









rand_euler <- function() {
overflow <- 0.0








overflow <- overflow + (Ep + Ef)*Y1[t]*Y2[t]*deltaT
75 #Write out to somewhere
pstr <- sprintf("%f %f\n",t1*deltaT,Y1[t])
cat(pstr,file=output1)
pstr <- sprintf("%f %f\n",t1*deltaT,Y2[t])
cat(pstr,file=output2)
80 pstr <- sprintf("%f %f\n",t1*deltaT,overflow)
cat(pstr,file=output3)





theta_interp <- function(y1,y2,yk) {
90
ii <- as.integer(floor((y1+0.5)/delX1)) + 1
jj <- as.integer(floor((y2+0.5)/delX2)) + 1
U <- max((y1 - X1[ii])/delX1,0.)
95 V <- max((y2 - X2[jj])/delX2,0.)
delta2 <- y2 - X2[jj]
if(U == 0. && V == 0.) {
dTHETA <- (THETA[yk,ii,jj+1]-THETA[yk,ii,jj])/delX2;










#========================== End of Functions =========================
# Declare Global Dimensions and Variables
N <- 20 # Space
115 NN <- N + 1
NN2 <- NN*NN
M <- 1000 # Time
nt <- M
nnt <- nt + 1





125 delX1 <- (x1f - x1s)/N
delX2 <- (x2f - x2s)/N
delT <- tmax/M
deltaT <- delT
zind <- rev(1:(nt-1)) # used to index backwards in time


















150 #Loop over number of paths














165 output4 <- file(sprintf("%s_4.dat",case),"w")
output5 <- file(sprintf("%s_5.dat",case),"w")
# initialize values (formerly init())
X1[1] <- x1s
170 X1[2:NN] <- x1s + (1:N)*delX1
X2[1] <- x2s




#Go backwards in time
for(z in zind) {
#Theta <- thetaeval(NTheta,Theta,delT)
thetaeval()
180 THETA[z,,] <- Theta
if(z == 1) {
cat("Case: ",case," Reached beginning of time\n")
for(i in (1:NN)) {
for(j in (1:NN)) {
185 if(j == NN) {
pstr <- sprintf("%f %f %f\n\n",X1[i],X2[j],THETA[z,i,j])
} else {










# May want to reinitialize seed for different paths, althought not sure necessary
rngpr <- RNGkind(normal.kind="Box")
200 print(rngpr)
if(seed != 0) {
set.seed(seed)
}
















Solution to Forward-Backward SDE using a Four-Step Scheme (R code Strong Order 1.0)
#======================================================================
# Explicit Order 1.0 strong scheme.R
#
# Modification of Stochastic Euler scheme to Stochastic Strong Order 1.0
5 #
# K. Yakovlev - 3/28/2011
#
# M. Saum - 1/16/2011
#======================================================================
10 rm(list=ls())
# Declare some functions
#========================== Start of Functions =======================
#---------------------------------------------------------------------
15 beesig <- function(i,j) {
b[1] <<- a*X1[i] * (1-X1[i])-Ep*X1[i] + Ef*(1-X1[i])*X2[j]






thetaeval <- function() {
for(i in (2:N)) {











Theta <<- Theta - delT*NTheta
# BC’s
Theta[1,1] <<- Theta[2,2]









rand_RK <- function() {
overflow <- 0.0














70 Y1[t] <<- Y1[t-1]+a1*deltaT+b11*dW[t]+db1/(2*sqrt(deltaT))*(dW[t]ˆ2-deltaT);
Y2[t] <<- Y2[t-1]+a2*deltaT+b22*dW[t]+db2/(2*sqrt(deltaT))*(dW[t]ˆ2-deltaT);
overflow <- overflow + (Ep + Ef)*Y1[t]*Y2[t]*deltaT
#Write out to somewhere
75 pstr <- sprintf("%f %f\n",t1*deltaT,Y1[t])
cat(pstr,file=output1)
pstr <- sprintf("%f %f\n",t1*deltaT,Y2[t])
cat(pstr,file=output2)
pstr <- sprintf("%f %f\n",t1*deltaT,overflow)
80 cat(pstr,file=output3)






theta_interp <- function(y1,y2,yk) {
90 ii <- as.integer(floor((y1+0.5)/delX1)) + 1
jj <- as.integer(floor((y2+0.5)/delX2)) + 1
U <- max((y1 - X1[ii])/delX1,0.)
V <- max((y2 - X2[jj])/delX2,0.)
95 delta2 <- y2 - X2[jj]
if(U == 0. && V == 0.) {
dTHETA <- (THETA[yk,ii,jj+1]-THETA[yk,ii,jj])/delX2;
} else {









110 #========================== End of Functions =========================
# Declare Global Dimensions and Variables
N <- 20 # Space
NN <- N + 1
115 NN2 <- NN*NN
M <- 1000 # Time
nt <- M
nnt <- nt + 1
tmax <- 5 # Max t




delX1 <- (x1f - x1s)/N
125 delX2 <- (x2f - x2s)/N
delT <- tmax/M
deltaT <- delT
















# read in data for run
145 inpdf <- read.table("./Rinput.dat",header=TRUE)
print(inpdf)
NP <- length(inpdf$a)
#Loop over number of paths














165 output5 <- file(sprintf("%s_5.dat",case),"w")
# initialize values (formerly init())
X1[1] <- x1s
X1[2:NN] <- x1s + (1:N)*delX1
170 X2[1] <- x2s
X2[2:NN] <- x2s + (1:N)*delX2
Theta <- matrix(0,nrow=NN,ncol=NN)
THETA[nt,,] <- matrix(0,nrow=NN,ncol=NN)
175 #Go backwards in time




180 if(z == 1) {
cat("Case: ",case," Reached beginning of time\n")
for(i in (1:NN)) {
for(j in (1:NN)) {
if(j == NN) {
185 pstr <- sprintf("%f %f %f\n\n",X1[i],X2[j],THETA[z,i,j])
} else {
















205 W <- cumsum(dW)
#apply SDE solver
rand_RK()














# Declare the update functions
update_x <- function() {
10 # Loop forward in time
for(j in (2:(n+1))) {
xx1 <- X[,j-1,1]
xx2 <- X[,j-1,2]
if( MI > 1 && (j <= n)) { upd <- predict(U2[[j]],data.frame(xx1,xx2)) } else { upd <- 0.0 }
15 X[,j,1] <<- xx1+(a*xx1* (1.0-xx1)-ep*xx1+ ef*(1.0-xx1)*xx2 )*DeltaT + cc*xx1*(1.0-xx1)*dW[,j]





update_y <- function() {
# Loop backwards in time
for(j in rev(2:n)) {
25 xx1 <- X[,j+1,1]
xx2 <- X[,j+1,2]
if(j == n) {
p[,n,1] <<- 0.0






# Update Y (temporary storage)
Y[,j+1,1] <<- n * p[,j+1,1] * dW[,j+1]
Y[,j+1,2] <<- n * p[,j+1,2] * dW[,j+1]
40
# Projections on subspaces (V)
xx1 <- X[,j,1]
xx2 <- X[,j,2]
V1.lm <- lm(Y[,j+1,1] ˜ xx1 * xx2)









55 qq2 <- q[,j,2]
Y[,j,1] <<- pp1 -DeltaT*((a*(1.0-2.0*xx1)-ep-ef*xx2)*pp1+ep*(1.0-xx2)*pp2 +cc*(1.0-2.0*xx1)*qq1)
Y[,j,2] <<- pp2 -DeltaT*(ef*(1.0-xx1)*pp1 +(a*(1.0-2.0*xx2)-ef-ep*xx1 -2.0/m*pp2*xx2)*pp2
+cc*(1.0-2.0*xx2)*qq2 -(ep+ef)*xx1 +pp2*pp2*xx2/m)
60 # Projections on subspaces (U)
U1[[j]] <<- lm(Y[,j,1] ˜ xx1 * xx2)
U2[[j]] <<- lm(Y[,j,2] ˜ xx1 * xx2)
}
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70 p[,2,1] <<- predict(U1[[2]],data.frame(xx1,xx2))
p[,2,2] <<- predict(U2[[2]],data.frame(xx1,xx2))
q1_0 <<- sum(p[,2,1]*dW[,2])/L * n





80 pp2 <- p[,2,2]
p1_0 <<- sum( pp1 -((a*(1.0-2.0*X1_0)-ep -ef*X2_0)*pp1 +ep*(1.0-X2_0)*pp2 +cc*(1.0-2.0*X1_0)*q1_0
-(ep+ef)*X2_0)*DeltaT)/L
p2_0 <<- sum( pp2 -(ef*(1.0-X1_0)*pp1 +(a*(1.0-2.0*X2_0)-ef-ep*X1_0 -2.0/m*pp2*X2_0)*pp2




######################### Main Program ###########################




100 case.f <- factor(inp$Case)
case.n <- nlevels(case.f)
case.c <- levels(case.f)
for (k in (1:case.n)) {


























U1 <- vector(mode="list", length=n+1)






# The Random Walks




for (i in (1:L)) {
















165 # Open output files
fstr <- sprintf("p01_X_%s.dat",Case)
dumpX <- file(fstr,"wt")
pstr <- sprintf("Case MI ntime rtime X1 X2 p1 p2 q1 q2 u X3\n");
cat(pstr,file=dumpX)
170 fstr <- sprintf("p01_N_%s.dat",Case)
dumpN <- file(fstr,"wt")
pstr <- sprintf("Case MI X1n X2n Xn p1n p2n pn\n");
cat(pstr,file=dumpN)
175 # Markovian iteration loop
for (i in (1:MMAX)) {
update_x()
update_y()
180 normp1 <- abs(p1_0-p1_00)
normp2 <- abs(p2_0-p2_00)
normp <- normp1 + normp2
X1_n <- mean(X[,n+1,1])
185 X2_n <- mean(X[,n+1,2])
normx1 <- abs(X1_n-X1_nn)
normx2 <- abs(X2_n-X2_nn)
normx <- normx1 + normx2




195 # Print out summary
cat("Case= ",Case," MI= ",MI," normx= ",normx," normp= ",normp,"\n")
pstr <- sprintf("%s %d %20.14e %20.14e %20.14e %20.14e %20.14e %20.14e\n",
Case,MI, normx1, normx2, normx, normp1, normp2, normp )
cat(pstr,file=dumpN)
200
for(j in (1:(n+1))) {
pstr <- sprintf("%s %d %d %20.14e %20.14e %20.14e %20.14e %20.14e %20.14e %20.14e %20.14e %20.14e\n",




# Update Markovian Iteration
MI <- MI + 1
210 }
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Figure B.1: Population results of the optimal control problem using one sample path and



























































Figure B.2: Population results of the optimal control problem using one sample path and


























































Figure B.3: Population results of the optimal control problem using one sample path and































































Figure B.4: Population results of the optimal control problem using one sample path and








































































Figure B.5: Population results of the optimal control problem using one sample path and




































































Figure B.6: Population results of the optimal control problem using one sample path and
the variance of the population growth c = 0.8.
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