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Abstract
We show that certain weighted Fibonacci and Lucas series can always be expressed
as linear combinations of polylogarithms. In some special cases we evaluate the se-
ries in terms of Bernoulli polynomials, making use of the connection between these
polynomials and the polylogarithm.
1 Introduction
This paper is concerned mainly with relating weighted Fibonacci and Lucas series of the
form ∞∑
j=1
(−1)j−1
jk
Frj and
∞∑
j=1
(−1)j−1
jk
Lrj ,
and related series to Bernoulli polynomials through the polylogarithm function. Here r and
k are integers and Fn and Ln are Fibonacci and Lucas numbers.
Among other results of a similar nature, we will establish that
∞∑
j=1
(−1)j−1
jk
Frj =
(2pii)k
k!
√
5
Bk
(
1
2
+
r logα
2pii
)
, k odd, k ≥ 1 ,
and
∞∑
j=1
(−1)j−1
jk
Lrj =
(2pii)k
k!
Bk
(
1
2
+
r logα
2pii
)
, k even, k ≥ 0 ,
where r is an even integer, α is the golden ratio and Bn(x) is the n
th Bernoulli polynomial
in x.
The Fibonacci numbers, Fn, and the Lucas numbers, Ln, are defined, for n ∈ Z, through
the recurrence relations
Fn = Fn−1 + Fn−2, (n ≥ 2), F0 = 0, F1 = 1; (1.1)
and
Ln = Ln−1 + Ln−2, (n ≥ 2), L0 = 2, L1 = 1; (1.2)
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with
F−n = (−1)n−1Fn , L−n = (−1)nLn . (1.3)
Throughout this paper, we denote the golden ratio, (1 +
√
5)/2, by α and write β =
(1−√5)/2 = −1/α, so that αβ = −1 and α + β = 1.
Explicit formulas (Binet formulas) for the Fibonacci and Lucas numbers are
Fn =
αn − βn
α− β , Ln = α
n + βn, n ∈ Z . (1.4)
Koshy [4] and Vajda [6] have written excellent books dealing with Fibonacci and Lucas
numbers.
As will be shown in Theorem 1, sums of the form
∞∑
j=1
zj−1
jk
Frj+s and
∞∑
j=1
zj−1
jk
Lrj+s ,
can always be expressed as linear combinations of polylogarithms. For z = ±1, s = 0 and a
definite parity of (non-negative) k, the series are expressible in terms of the Bernoulli poly-
nomials, for even r (since αr = 1/βr = t for even r), in view of identities (1.16) and (1.17).
For a general z and arbitrary k, the series can be evaluated in terms of elementary functions
whenever the same is true about the corresponding linear combination of polylogarithms,
as demonstrated in the following examples, presented in the later part of section 3:
• Theorem 12 on page 11:
∞∑
j=1
(−1)j−1
j2
Fj+s = Fs log
2 α +
pi2
50
Ls
√
5, s ∈ Z ;
• Theorem 14 on page 13:
∞∑
j=1
Lj
2jj2
=
pi2
12
+ 2 log2 α− log2 2 ;
• Theorem 15 on page 13:
∞∑
j=1
Lrj
Ljrj2
=
pi2
6
− log(αr/Lr) log(βr/Lr), r even ;
• Theorem 16 on page 13:
∞∑
j=1
(−1)j−1
j3
Lj =
1
5
(
pi2 logα− ζ(3)) .
For real or complex order k and argument z, the polylogarithm Lik(z) is defined by
Lik(z) =
∞∑
j=1
zj
jk
, |z| < 1 . (1.5)
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The series (1.5) also converges when |z| = 1, provided that ℜk > 1. For |z| > 1, Lik(z) is
defined by analytic continuation. The special case k = 1 involves the natural logarithm,
Li1(z) = − log(1−z), while k = 2 and k = 3 are called the dilogarithm and the trilogarithm.
For non-positive integer orders k, the polylogarithm is a rational function. In fact,
Li0(z) =
z
1− z , (1.6)
Li−1(z) =
z
(1− z)2 , (1.7)
Li−2(z) =
z(1 + z)
(1− z)3 , (1.8)
and more generally,
Li−n(z) =
(
z
d
dz
)n
z
1− z . (1.9)
The book by Lewin [5] is a rich source of information on the polylogarithm function.
The Bernoulli numbers, Bk, are defined by the generating function
z
ez − 1 =
∞∑
k=0
Bk
zk
k!
, z < 2pi , (1.10)
and the Bernoulli polynomials by the generating function
zexz
ez − 1 =
∞∑
k=0
Bk(x)
zk
k!
, |z| < 2pi . (1.11)
Clearly, Bk = Bk(0).
The first few Bernoulli numbers are
B0 = 1, B1 = −1
2
, B2 =
1
6
, B3 = 0, B4 = − 1
30
, B5 = 0, B6 =
1
42
, B7 = 0, . . . , (1.12)
while the first few Bernoulli polynomials are
B0(x) = 1, B1(x) = x− 1
2
, B2(x) = x
2 − x+ 1
6
, B3(x) = x
3 − 3
2
x2 +
1
2
x ,
B4(x) = x
4 − 2x3 + x2 − 1
30
, B5(x) = x
5 − 5
2
x4 +
5
3
x3 − 1
6
x ,
B6(x) = x
6 − 3x5 + 5
2
x4 − 1
2
x2 +
1
42
.
(1.13)
An explicit formula for the Bernoulli polynomials is
Bk(x) =
k∑
j=0
(
k
j
)
Bjx
k−j , (1.14)
while a recurrence formula for them is
Bk(x+ 1) =
k∑
j=0
(
k
j
)
Bj(x) . (1.15)
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Some of the main results in this paper derive from the following relationship between the
polylogarithm and the Bernoulli polynomials (see Lewin [5, equation 7.192], where we have
corrected a misprint):
Lik(t) + (−1)k Lik(1/t) = −(2pii)
k
k!
Bk
(
log t
2pii
)
, t ≤ 1 , (1.16)
and
Lik(t) + (−1)k Lik(1/t) = −(2pii)
k
k!
Bk
(
− log t
2pii
)
, t > 1 . (1.17)
Basic properties of the Bernoulli polynomials are highlighted in recent articles by Frontczak [2]
and by Frontczak and Goy [3] where new identities involving Fibonacci and Bernoulli num-
bers, and Lucas and Euler numbers are presented. Additional information on Bernoulli
polynomials can be found in Erdélyi et al [1, §1.13].
2 Main results
Theorem 1. Let r, k and s be integers and z a real or complex variable such that |z| < α−r.
Then,
∞∑
j=1
zj
jk
Frj+s =
Fs
2
(Lik(α
rz) + Lik(β
rz))
+
Ls
2
√
5
(Lik(α
rz)− Lik(βrz)) ,
(2.1)
∞∑
j=1
zj
jk
Lrj+s =
Ls
2
(Lik(α
rz) + Lik(β
rz))
+
Fs
√
5
2
(Lik(α
rz)− Lik(βrz)) .
(2.2)
Proof. We have
αs Lik(α
rz) =
∞∑
j=1
zj
jk
αrj+s =
1
2
∞∑
j=1
zj
jk
Lrj+s +
√
5
2
∞∑
j=1
zj
jk
Frj+s , (2.3)
and
βs Lik(β
rz) =
∞∑
j=1
zj
jk
βrj+s =
1
2
∞∑
j=1
zj
jk
Lrj+s −
√
5
2
∞∑
j=1
zj
jk
Frj+s ; (2.4)
where we have used the fact that, for any integer m,
αm =
Lm + Fm
√
5
2
and βm =
Lm − Fm
√
5
2
. (2.5)
From (2.3) and (2.4) we get
√
5
∞∑
j=1
zj
jk
Frj+s = α
s Lik(α
rz)− βs Lik(βrz) , (2.6)
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and ∞∑
j=1
zj
jk
Lrj+s = α
s Lik(α
rz) + βs Lik(β
rz) , (2.7)
from which identities (2.1) and (2.2) follow from the application of identities (2.5) to resolve
αs and βs.
Setting s = 0 in (2.6) and (2.7) we get the particular cases
∞∑
j=1
zj
jk
Frj =
1√
5
(Lik(α
rz)− Lik(βrz)) , (2.8)
and
∞∑
j=1
zj
jk
Lrj = Lik(α
rz) + Lik(β
rz) . (2.9)
Theorem 2. Let r be an even integer and k a non-negative integer. Then
∞∑
j=1
(−1)j−1
jk
Frj =
(2pii)k
k!
√
5
Bk
(
1
2
+
r logα
2pii
)
, k odd , (2.10)
∞∑
j=1
(−1)j−1
jk
Lrj =
(2pii)k
k!
Bk
(
1
2
+
r logα
2pii
)
, k even . (2.11)
Proof. Identity (2.8) with z = −1 gives
∞∑
j=1
(−1)j
jk
Frj =
1√
5
(Lik(−αr)− Lik(−βr)) ,
which, since βr = 1/αr if r is even, means
∞∑
j=1
(−1)j
jk
Frj =
1√
5
(Lik(−αr)− Lik(−1/αr)) , r even ,
from which, if k is an odd non-negative integer, identity (2.10) follows on account of re-
lation (1.16). The proof of identity (2.11) is similar; we use z = −1 in identity (2.9) and
use (1.16) with k even.
Theorem 3. Let r be an integer and k a non-negative integer. Then,
∞∑
j=1
(
F(4j−2)r
(4j − 2)k −
F4jr
(4j)k
)
=
(2pii)k
k!2k
√
5
Bk
(
1
2
+
r logα
pii
)
, k odd , (2.12)
∞∑
j=1
(
L(4j−2)r
(4j − 2)k −
L4jr
(4j)k
)
=
(2pii)k
k!2k
Bk
(
1
2
+
r logα
pii
)
, k even . (2.13)
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Proof. Setting z = i (the imaginary unit) in identity (2.8) and taking real parts, we have
∞∑
j=1
cos(jpi/2)
jk
Frj =
1√
5
(ℜLik(αreipi/2)−ℜLik(βreipi/2)) . (2.14)
For a real variable y, (Lewin [5, page 300, Formula (33)]) :
ℜLik(yeipi/2) = 1
2k
Lik(−y2) . (2.15)
Thus, we have
∞∑
j=1
cos(jpi/2)
jk
Frj =
1
2k
√
5
(
Lik(−α2r)− Lik(−β2r)
)
,
from which identity (2.12) now follows from relation (1.16) and the fact that
∞∑
j=1
f(j) cos(jpi/2) ≡
∞∑
j=1
(f(4j)− f(4j − 2)) ,
for an arbitrary real sequence f(j). The proof of identity (2.13) is similar; we set z = i in
(2.9) and take real parts.
Theorem 4. Let k be a non-negative even integer. Let r and s be integers having the same
parity. Then,
∞∑
j=1
(−1)j−1
jk
FrjFsj =


(2pii)k
k!
(
1
5
Bk
(
1
2
+ (s+r) logα
2pii
)
− 1
5
Bk
(
1
2
+ (s−r) logα
2pii
))
, r even ,
(2pii)k
k!
(
1
5
Bk
(
1
2
+ (s+r) logα
2pii
)
− 1
5
Bk
(
(s−r) logα
2pii
))
, r odd, s ≤ r .
Proof. Writing αsz for z in (2.8), we have
∞∑
j=1
zj
jk
Frjα
sjzj =
1√
5
(
Lik(α
s+rz)− Lik(βrαsz)
)
,
which, using (2.5), can be written as
1
2
∞∑
j=1
zj
jk
FrjLsj +
√
5
2
∞∑
j=1
zj
jk
FrjFsj =
1√
5
(
Lik(α
s+rz)− Lik(βrαsz)
)
. (2.16)
Writing βsz for z in (2.8) and making use of (2.5), we have
1
2
∞∑
j=1
zj
jk
FrjLsj −
√
5
2
∞∑
j=1
zj
jk
FrjFsj =
1√
5
(
Lik(α
rβsz)− Lik(βs+rz)
)
. (2.17)
Subtraction of (2.17) from (2.16) gives
∞∑
j=1
zj
jk
FrjFsj =
1
5
(
Lik(α
s+rz) + Lik(β
s+rz)
)
− 1
5
(
Lik((−1)rαs−rz) + Lik((−1)rβs−rz)
)
,
(2.18)
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while their addition yields
∞∑
j=1
zj
jk
FrjLsj =
1√
5
(
Lik(α
s+rz)− Lik(βs+rz)
)
− 1√
5
(
Lik((−1)rαs−rz)− Lik((−1)rβs−rz)
)
.
(2.19)
Setting z = −1 in (2.18) gives the identity of Theorem 4 in light of relation (1.16).
We have the following example evaluations from Theorem 4:
∞∑
j=1
(−1)j−1
j4
F2jF4j =
8
15
pi2 log2 α +
32
3
log4 α , (2.20)
∞∑
j=1
(−1)j−1
j6
F2jF4j =
14
225
pi4 log2 α +
16
9
pi2 log4 α+
2912
225
log6 α , (2.21)
Corollary 5. Let k be a non-negative even integer. Then,
∞∑
j=1
(−1)j−1
jk
F 2rj =


(2pii)k
k!
(
1
5
Bk
(
1
2
+ r logα
pii
)− 1
5
(21−k − 1)Bk
)
, r even ,
(2pii)k
k!
(
1
5
Bk
(
1
2
+ r logα
pii
)− 1
5
Bk
)
, r odd .
(2.22)
Examples from Corollary 5 include
∞∑
j=1
(−1)j−1
j2
F 2
2j
=
8
5
log2 α , (2.23)
∞∑
j=1
(−1)j−1
j6
F 2
4j
=
4
225
log2 α
(
7pi4 + 320pi2 log2 α + 4096 log4 α
)
, (2.24)
∞∑
j=1
(−1)j−1
j6
F 2j =
pi6
1200
+
7pi4
900
log2 α +
pi2
45
log4 α +
4
225
log6 α , (2.25)
∞∑
j=1
(−1)j−1
j6
F 23j =
pi6
1200
+
7pi4
900
log2 α +
9pi2
5
log4 α +
324
25
log6 α . (2.26)
Theorem 6. Let k be a non-negative odd integer. Let r and s be integers having the same
parity. Then,
∞∑
j=1
(−1)j−1
jk
FrjLsj =


(2pii)k
k!
(
1√
5
Bk
(
1
2
+ (s+r) logα
2pii
)
− 1√
5
Bk
(
1
2
+ (s−r) logα
2pii
))
, r even ,
(2pii)k
k!
(
1√
5
Bk
(
1
2
+ (s+r) logα
2pii
)
− 1√
5
Bk
(
(s−r) logα
2pii
))
, r odd, s ≤ r .
(2.27)
Proof. Set z = −1 in identity (2.19) and make use of relation (1.16).
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Examples from Theorem (6) include
∞∑
j=1
(−1)j−1
j
F2jL4j =
4√
5
logα , (2.28)
∞∑
j=1
(−1)j−1
j3
F2jL4j =
2
3
√
5
(pi2 + 52 log2 α) logα . (2.29)
Theorem 7. Let k be a non-negative even integer. Let r and s be integers having the same
parity. Then,
∞∑
j=1
(−1)j−1
jk
LrjLsj =


(2pii)k
k!
(
Bk
(
1
2
+ (s+r) logα
2pii
)
+Bk
(
1
2
+ (s−r) logα
2pii
))
, r even ,
(2pii)k
k!
(
Bk
(
1
2
+ (s+r) logα
2pii
)
+Bk
(
(s−r) logα
2pii
))
, r odd, s ≤ r .
(2.30)
Proof. The proof is similar to that of Theorem 4. We write αsz and βsz for z, in turn, in
identity (2.9) and make use of identity (2.5).
We have the following examples from Theorem (7):
∞∑
j=1
(−1)j−1
j2
L2jL4j =
pi2
3
+ 20 log2 α , (2.31)
∞∑
j=1
(−1)j−1
j4
L2jL4j =
7pi4
180
+
10pi2
3
log2 α +
164
3
log4 α , (2.32)
Corollary 8. Let k be a non-negative even integer. Then,
∞∑
j=1
(−1)j−1
jk
L2rj =


(2pii)k
k!
(
Bk
(
1
2
+ r logα
pii
)
+ (21−k − 1)Bk
)
, r even ,
(2pii)k
k!
(
Bk
(
1
2
+ r logα
pii
)
+Bk
)
, r odd .
(2.33)
Examples from Corollary 8 include
∞∑
j=1
(−1)j−1
j2
L22j =
pi2
3
+ 8 log2 α , (2.34)
∞∑
j=1
(−1)j−1
j4
L22j =
7pi4
180
+
4
3
pi2 log2 α+
32
3
log4 α , (2.35)
∞∑
j=1
(−1)j−1
j6
L2j = −
pi6
15120
+
7
180
pi4 log2 α +
1
9
pi2 log4 α+
4
45
log6 α . (2.36)
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3 Miscellaneous results
Theorem 9. Let r and s be integers. Let z be a real or complex variable for which |z| < α−r.
Then,
∞∑
j=1
zjFrj+s =
Fr+sz − (−1)rz2Fs
1− Lrz + (−1)rz2 , (3.1)
∞∑
j=1
zjLrj+s =
Lr+sz − (−1)rz2Ls
1− Lrz + (−1)rz2 . (3.2)
Proof. Use
Li0(α
rz) + Li0(β
rz) =
αrz
1− αrz +
βrz
1− βrz =
Lrz − (−1)r2z2
1− Lrz + (−1)rz2
and
Li0(α
rz)− Li0(βrz) = α
rz
1− αrz −
βrz
1− βrz =
Frz
√
5
1− Lrz + (−1)rz2
in the identities of Theorem 1, obtaining
∞∑
j=1
zjFrj+s =
Fs
2
(
Lrz − (−1)r2z2
1− Lrz + (−1)rz2
)
+
Ls
2
√
5
(
Frz
√
5
1− Lrz + (−1)rz2
)
and
∞∑
j=1
zjLrj+s =
Ls
2
(
Lrz − (−1)r2z2
1− Lrz + (−1)rz2
)
+
Fs
√
5
2
(
Frz
√
5
1− Lrz + (−1)rz2
)
,
and hence identities (3.1) and (3.2). We used
FrLs + FsLr = 2Fr+s Vajda [6, (16a)] ,
and
LrLs + 5FrFs = 2Lr+s, Vajda [6, (17a)+(17b)] .
Identities (3.1) and (3.2) are the generating functions of Fibonacci numbers and Lucas
numbers with indices in arithmetic progression. To make this obvious, divide both sides
of each identity by z, shift the index of summation by writing j + 1 for j and adjust the
parameter s by writing s− r for s, thereby obtaining
∞∑
j=0
zjFrj+s =
Fs − (−1)rzFs−r
1− Lrz + (−1)rz2 (3.3)
and
∞∑
j=0
zjLrj+s =
Ls − (−1)rzLs−r
1− Lrz + (−1)rz2 . (3.4)
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Theorem 10. Let r and s be integers. Let z be a real or complex variable such that
|z| < α−r. Then,
∞∑
j=1
zj
j
Frj+s = −Fs
2
log
(
1− Lrz + (−1)rz2
)− Ls
2
√
5
log
1− αrz
1− βrz , (3.5)
∞∑
j=1
zj
j
Lrj+s = −Ls
2
log
(
1− Lrz + (−1)rz2
)− Fs√5
2
log
1− αrz
1− βrz . (3.6)
Proof. Use
Li1(α
rz) + Li2(β
rz) = − log (1− Lrz + (−1)rz2)
and
Li1(α
rz)− Li2(βrz) = log
(
1− βrz
1− αrz
)
in the identities of Theorem 1.
Corollary 11. Let r and s be integers. Let x and z be real variables such that |z| < 1.
Then,
∞∑
j=1
zj cos jx
j
Frj+s = −Fs
4
log
(
z4 − (−1)r2Lrz3 cos x+ (L2r + (−1)r4 cos2 x)z2 − 2Lrz cosx+ 1
)
+
Ls
4
√
5
log
β2rz2 − 2βrz cos x+ 1
α2rz2 − 2αrz cosx+ 1 ,
(3.7)
∞∑
j=1
zj cos jx
j
Lrj+s = −Ls
4
log
(
z4 − (−1)r2Lrz3 cosx+ (L2r + (−1)r4 cos2 x)z2 − 2Lrz cosx+ 1
)
+
Fs
√
5
4
log
β2rz2 − 2βrz cosx+ 1
α2rz2 − 2αrz cosx+ 1 ,
(3.8)
∞∑
j=1
zj sin jx
j
Frj+s =
Fs
2
tan−1
zLr sin x− (−1)rz2 sin 2x
1− zLr cos x+ (−1)rz2 cos 2x
+
Ls
2
√
5
tan−1
zFr
√
5 sin x
1− Lrz cosx+ (−1)rz2 ,
(3.9)
∞∑
j=1
zj sin jx
j
Lrj+s =
Ls
2
tan−1
zLr sin x− (−1)rz2 sin 2x
1− zLr cosx+ (−1)rz2 cos 2x
+
Fs
√
5
2
tan−1
zFr
√
5 sin x
1− Lrz cos x+ (−1)rz2 .
(3.10)
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Proof. Write zeix for z in the identities of Theorem 1, with k = 1, and take real and
imaginary parts, noting that:
ℜLi1(zeix) = −1
2
log(1− 2z cos x+ z2) (3.11)
and
ℑLi1(zeix) = tan−1
(
z sin x
1− z cosx
)
. (3.12)
Theorem 12. Let s be an integer. Then,
∞∑
j=1
(−1)j−1
j2
Fj+s = Fs log
2 α +
pi2
50
Ls
√
5 , (3.13)
∞∑
j=1
(−1)j−1
j2
Lj+s = Ls log
2 α+
pi2
√
5
10
Fs . (3.14)
Proof. Using Theorem 1, the left hand sides of (3.13) and (3.14) can be expressed as
∞∑
j=1
(−1)j−1
j2
Fj+s =
Fs
2
(Li2(−α) + Li2(−β)) + Ls
2
√
5
(Li2(−α)− Li2(−β)) , (3.15)
∞∑
j=1
(−1)j−1
j2
Lj+s =
Ls
2
(Li2(−α) + Li2(−β)) + Fs
√
5
2
(Li2(−α)− Li2(−β)) . (3.16)
It turns out that Li2(−α) and Li2(−β) are elementary; and therefore the sums can be
expressed in terms of elementary constants. We could use the values from Lewin [5] but
his results contain some misprints and so we have chosen to derive the needed values from
scratch, as follows.
Setting x = β2 in the dilogarithm functional equation
Li2(x) + Li2
(
x
x− 1
)
= −1
2
log2(1− x) , (3.17)
gives
Li2(β) + Li2
(
β2
)
= −1
2
log2 α . (3.18)
Use of x = −β in the functional equation
Li2
(
1
1 + x
)
− Li2(−x) = pi
2
6
− 1
2
log(1 + x) log
(
1 + x
x2
)
, x > 0 , (3.19)
and x = β in the dilogarithm duplication formula
Li2(x) + Li2(−x) = 1
2
Li2(x
2) (3.20)
gives
Li2(−β)− Li2(β) = pi
2
6
− 3
2
log2 α (3.21)
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and
2 Li2(−β) + 2 Li2(β)− Li2(β2) = 0 . (3.22)
Solving (3.18), (3.21) and (3.22) simultaneously for Li2(−β), Li2(β) and Li2(β2), we find
Li2(−β) = pi
2
10
− log2 α , (3.23)
Li2(β) = −pi
2
15
+
1
2
log2 α , (3.24)
and
Li2(β
2) =
pi2
15
− log2 α . (3.25)
Putting x = −α in (3.17), noting (3.23), gives
Li2(−α) = −pi
2
10
− log2 α . (3.26)
Thus,
Li2(−α) + Li2(−β) = −2 log2 α , (3.27)
and
Li2(−α)− Li2(−β) = −pi
2
5
. (3.28)
Identities (3.13) and (3.14) now follow once we plug in (3.27) and (3.28) in (3.15) and (3.16).
It may be noted that identity (3.27) could have been obtained directly by setting x = −α
in (3.17).
Theorem 13. We have
∞∑
j=1
(−1)j−1
j2
L2j =
pi2
6
+ 2 log2 α , (3.29)
∞∑
j=1
(−1)j−1
j2
L3j =
pi2
12
+ 6 log2 α . (3.30)
Proof. Identity (2.9) with k = 2, z = −1 and r = 2 and r = 3, in turn, gives
∞∑
j=1
(−1)j−1
j2
L2j = Li2(−α2) + Li2(−β2) (3.31)
and
∞∑
j=1
(−1)j−1
j2
L3j = Li2(−α3) + Li2(−β3) . (3.32)
Setting x = α2 in the dilogarithm inversion formula
Li2(−x) + Li2(−1/x) = −pi2/6− 1
2
log2 x, x > 0 , (3.33)
produces
Li2(−α2) + Li2(−β2) = −pi2/6− 2 log2 α , (3.34)
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which, when plugged in (3.31) gives (3.29) while the use of x = −β3 and y = −α3 in the
functional equation
Li2(xy) = Li2(x)+Li2(y)− Li2
(
x(1 − y)
1− xy
)
− Li2
(
y(1− x)
1− xy
)
− log
(
1− x
1− xy
)
log
(
1− y
1− xy
) (3.35)
gives
Li2(−α3) + Li2(−β3) = −pi
2
12
− 6 log2 α , (3.36)
which together with (3.32) yields identity (3.30).
Theorem 14. We have
∞∑
j=1
Lj
2jj2
=
pi2
12
+ 2 log2 α− log2 2 ,
Proof. Identity (2.9) with k = 2, z = 1/2 and r = 1 gives
∞∑
j=1
1
2jj2
Lj = Li2(α/2) + Li2(β/2) . (3.37)
By using x = α/2 and y = β/2 in the two-variable functional equation
Li2
(
x
1− x ·
y
1− y
)
= Li2
(
x
1− y
)
+ Li2
(
y
1− x
)
− Li2(x)− Li2(y)
− log(1− x) log(1− y) ,
(3.38)
we find
Li2(α/2) + Li2(β/2) =
pi2
12
+ 2 log2 α− log2 2 , (3.39)
which, plugged in (3.37) gives the identity of the theorem.
Theorem 15. Let r be an even integer. Then,
∞∑
j=1
Lrj
Ljrj2
=
pi2
6
+ r2 log2 α− log2 Lr .
Proof. Set x = αr/Lr in the dilogarithm reflection formula
Li2(x) + Li2(1− x) = pi
2
6
− log x log(1− x) , (3.40)
to obtain
Li2(α
r/Lr) + Li2(β
r/Lr) =
pi2
6
− log(αr/Lr) log(βr/Lr) .
The identity now follows from (2.9) upon setting k = 2, z = 1/Lr.
Theorem 16. We have
∞∑
j=1
(−1)j−1
j3
Lj =
1
5
(
pi2 logα− ζ(3)) .
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Proof. Setting k = 3, z = −1 in identity (2.9) gives
∞∑
j=1
(−1)j−1
j3
Lj = Li3(−α) + Li3(−β) . (3.41)
It is known that (see Lewin [5, Formula 6.13] for a derivation):
Li3(β
2) =
4
5
ζ(3)− 2pi
2
15
logα +
2
3
log3 α . (3.42)
Setting x = β in the trilogarithm duplication formula
Li3(x) + Li3(−x) = 1
4
Li3(x
2) , (3.43)
gives
Li3(β) + Li3(−β) = 1
4
Li3(β
2) . (3.44)
Setting x = −β in the trilogarithm inversion formula
Li3(−x)− Li3(−1/x) = −pi
2
6
log x− 1
6
log3 x (3.45)
gives
Li3(β)− Li3(−α) = pi
2
6
logα +
1
6
log3 α . (3.46)
Subtraction of (3.46) from (3.44) produces
Li3(−α) + Li3(−β) = 1
5
ζ(3)− pi
2
5
logα , (3.47)
which, with (3.41), gives the identity of the theorem.
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