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Abstract
This paper deals with a two-species Lotka–Volterra competition model with
discrete delays but without instantaneous negative feedbacks. Motivated by Wright’s
3
2
global attractivity result for the delayed scalar logistic equation, we establish some
new 3
2
-type criteria for global attractivity of the positive equilibrium of the system.
These criteria provide convenient and better (than some existing) estimates for the
diagonal delays.
r 2002 Elsevier Science (USA). All rights reserved.
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1. Introduction
Global attractivity of the positive equilibrium of the delayed Lotka–
Volterra system has been one of the main concerns of many authors [3–
8,10,11,13–26,28,29]. Most of the existing work consider the model
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assuming undelayed intraspeciﬁc competitions are present. In such cases,
one can take advantage of the instantaneous negative feedbacks and some
‘‘diagonally dominant’’ conditions for the community matrix to construct
appropriate Liapunov functionals or to apply comparison theorems, and the
resulting criteria are usually independent of the delays in the delayed
intraspeciﬁc and interspeciﬁc competitions. See, e.g., [4–8,10,11,13–
20,26,28]. Typically, the positive equilibrium (if any) is a global attractor
if the undelayed intraspeciﬁc competition dominate the total competition
due to delayed intraspeciﬁc and interspeciﬁc competitions. For example, So
and Hofbauer [11] considered the n-species Lotka–Volterra systems with
discrete delays
’xiðtÞ ¼ xiðtÞ ri þ aiixiðtÞ þ
Xn
jai
aijxjðt  tijÞ
 !
; i ¼ 1;y; n; ð1:1Þ
and established the following nice result.
Theorem 1.1. Let A be the n  n community matrix of (1.1), i.e., A ¼ ðaijÞ;
and suppose that there exists a positive equilibrium xn for (1.1). Then xn is
globally asymptotically stable for (1.1) (for positive initial conditions) for all
delays tijX0 if and only if aiio0 for i ¼ 1;y; n; det Aa0 and A is weakly
diagonally dominant, meaning that all the principal minors of Aˆ are non-
negative, where Aˆ ¼ ðaˆijÞ with aˆii ¼ aii and aˆij ¼ jaij j for iaj:
But, as pointed out by Kuang [15], in view of the fact that in real
situations, instantaneous responses are rare, and thus, more realistic models
should consist of delay differential equations without instantaneous
negative feedbacks. For such models, detecting the global attractivity of
the positive equilibrium becomes a much harder job, if not impossible.
Naturally, one would expect and it is a common sense that if the delays in
the intraspeciﬁc interactions are sufﬁciently small, then the positive
equilibrium should remain globally attractive under the existing ‘‘diagonally
dominant’’ condition. Some recent work (e.g. [6,10,15,17,18]) initiated
valuable attempts in this direction, which conﬁrm to some extent the above
expectation or common sense. From the aforementioned work, it becomes
interesting and important to establish better or even the best measurements
or estimates for the ‘‘sufﬁcient smallness’’ of the delays in the intraspeciﬁc
reactions, and this constitutes the aim of this paper.
To be speciﬁc and to make statements easy, we consider the following
two-species Lotka–Volterra competition system (normalized) with discrete
delays:
’x1ðtÞ ¼ r1x1ðtÞ½1 x1ðt  t11Þ  m1x2ðt  t12Þ	;
’x2ðtÞ ¼ r2x2ðtÞ½1 m2x1ðt  t21Þ  x2ðt  t22Þ	; ð1:2Þ
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and the initial conditions
xiðtÞ ¼ fiðtÞX0; tA½ti; 0	; fið0Þ > 0; i ¼ 1; 2; ð1:3Þ
where ri > 0;miX0; ti ¼ maxt1i; t2i for i ¼ 1; 2 and tijX0 for i; j ¼ 1; 2: It can
be easily seen that the non-boundary equilibrium xn ¼ ðxn1 ; x
n
2Þ is given by
xn1 ¼
1 m1
1 m1m2
; xn2 ¼
1 m2
1 m1m2
:
Both the positivity of xn and the ‘‘diagonal dominant’’ condition for (1.2) in
the sense of Theorem 1.1 can all be implied by the assumption
ðDDÞ m1o1 and m2o1;
which will be assumed throughout this paper. If t211 þ t
2
22 ¼ 0; Theorem 1.1
tells that (DD) also implies the global attractivity of xn: When t211 þ t
2
22a0;
Lu and Takeuchi [23] proved that the global attractivity of xn remains if rt
(r ¼ maxfr1; r2g and t ¼ maxft11; t22g) is sufﬁciently small, but they did not
give any estimates for the delays. Gopalsamy [6] (also see [7]) and He [10]
obtained some criteria for more general systems, and applying these criteria
to (1.2) gives some implicit forms for estimates of delays, but it is not trivial
to verify these estimates. Kuang [15] also studied the global attractivity of
the positive equilibrium of more general n-species Lotka–Volterra system
without dominating instantaneous negative feedbacks. Applying one of the
main results in [15] (Corollary 3.1) to system (1.2) results in the following
convenient criterion.
Theorem 1.2. Assume that (DD) holds. If
ritiieritiio
1 mi
1þ mi
; i ¼ 1; 2; ð1:4Þ
then, xn is globally attractive for (1.2).
Note that system (1.2) is a result of the coupling of two basic delayed
logistic equations for single species growth of the form
’xðtÞ ¼ rxðtÞ½1 xðt  tÞ	;
xðsÞX0 for sA½t; 0	; xð0Þ > 0:
(
ð1:5Þ
For (1.5), Wright [32] proved that the positive equilibrium xn ¼ 1 is
globally attractive when rtp3
2
; which is the best result so far obtained for
global attractivity of the positive equilibrium of (1.5). Since then, 3
2
-type
stability results have been obtained for various scalar equations with delays,
see e.g. [1,12,22,27,30,31,33–35]. But, to the best of the authors’ knowledge,
there is no similar result for system’s cases. In this paper, we will employ
some new approach (other than Liapunov functionals) to extend Wright’s
result to system (1.2). More precisely, we will prove the following three
theorems.
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Theorem 1.3. Assume that (DD) holds. If
ritiip
3ð1 mÞ
2ð1þ mÞ
; i ¼ 1; 2; ð1:6Þ
where m ¼ maxfm1; m2g; then the positive equilibrium x
n of (1.2) is a global
attractor.
Theorem 1.4. Assume that (DD) holds. If
ritiieritiio
3mi
2ð1þmiÞ
; mip13;
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2ð1miÞ
1þmi
q
; mi >
1
3
;
8>><
>>:
i ¼ 1; 2; ð1:7Þ
then the positive equilibrium xn of (1.2) is a global attractor.
Theorem 1.5. Assume that (DD) holds. If there exists a positive constant d
such that
dm1o1 and d1m2o1; ð1:8Þ
r1t11er1t11o
3dm1
2ð1þdm1Þ
; dm1p13;ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2ð1dm1Þ
1þdm1
q
; dm1 >
1
3
8<
: ð1:9Þ
and
r2t22er2t22o
3d1m2
2ð1þd1m2Þ
; d1m2p13;ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2ð1d1m2Þ
1þd1m2
r
; d1m2 >
1
3
;
8>><
>: ð1:10Þ
then the positive equilibrium xn of (1.2) is a global attractor.
It is worth noting that Theorem 1.3 reproduces Wright’s result when
mi ¼ 0; i ¼ 1; 2; we also note that (1.6) gives explicit estimates for tii; i ¼
1; 2; and (1.7) improves (1.4) since when mi >
1
3;
1 mi
1þ mi
o
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 mi
1þ mi
s
o
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2ð1 miÞ
1þ mi
s
;
and when mip13;
3 mi
2ð1þ miÞ
¼
1
2
þ
1 mi
1þ mi
>
1 mi
1þ mi
:
The positive number d in Theorem 1.5 is motivated by the work of Kuang
[15], and it plays a role of balancing the estimates for t11 and t22:
The remainder of the paper is organized as follows. In Section 2, we
establish a preliminary lemma and state an a priori estimate result obtained
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[23], which will be used in the proof of the main theorems. Section 3 is
dedicated to the proofs of Theorems 1.3–1.5. Section 4 is for a discussion of
some related topics.
2. Preliminary lemmas
Lemma 2.1. Let 0oa; bp1; 0omo1: The system of inequalities
ypða þ mxÞ exp ð1 mÞx  ð1mÞ2
6ð1þmÞx
2
h i
 a;
xpb  ðb  myÞ exp ð1 mÞy  ð1mÞ2
6ð1þmÞy
2
h i
8><
>: ð2:1Þ
has a unique solution: ðx; yÞ ¼ ð0; 0Þ in the region D ¼ fðx; yÞ :
0pxo1; 0pyob=mg:
Proof. Let
jðxÞ ¼ ð1 mÞx 
ð1 mÞ2
6ð1þ mÞ
x2; cðyÞ ¼ ð1 mÞy þ
ð1 mÞ2
6ð1þ mÞ
y2:
Then (2.1) can be written as
ypða þ mxÞejðxÞ  a;
xpb  ðb  myÞecðyÞ:
(
ð2:2Þ
Assume that (2.2) has another solution in the region D besides ð0; 0Þ; say
ðx0; y0Þ: Then 0ox0o1 and 0oy0ob=m: Deﬁne two curves G1 and G2 as
follows:
G1: y ¼ ða þ mxÞejðxÞ  a; G2: x ¼ b  ðb  myÞecðyÞ: ð2:3Þ
By direct calculation, we have for curve G1:
dy
dx

ð0;0Þ
¼ a þ ð1 aÞmo1
and for curve G2:
dy
dx

ð0;0Þ
¼
1
b þ ð1 bÞm
> 1:
Hence G2 lies above G1 near (0,0). The existence of ðx0; y0Þ implies that the
curves G1 and G2 must intersect at a point in the region D besides ð0; 0Þ: Let
ðx1; y1Þ be the ﬁrst such point, i.e. x1 is smallest. Then the slope of G1 at
ðx1; y1Þ is not less than the slope of G2 at ðx1; y1Þ; i.e.
½mþ ða þ mx1Þj0ðx1Þ	ejðx1ÞX
1
mþ ðb  my1Þc
0ðy1Þ
ecðy1Þ
X.H. Tang, X. Zou / J. Differential Equations 186 (2002) 420–439424
or
½mþ ða þ mx1Þj0ðx1Þ	½mþ ðb  my1Þc
0ðy1Þ	Xecðy1Þjðx1Þ: ð2:4Þ
From (2.3), we have
ln 1
x1
b
 
¼  ln 1
my1
b
 
þ ð1 mÞy1 þ
ð1 mÞ2
6ð1þ mÞ
y21
o m
b
y1 þ
m2
2b2
y21 þ
m3
3b3
y31 þ?
 
þ ð1 mÞy1 þ
ð1 mÞ2
6ð1þ mÞ
y21
p 1
b
y1 þ
1
2b2
y21 þ
1
3b3
y31 þ?
¼  ln 1
y1
b
 
:
This implies that
x1oy1: ð2:5Þ
Using (2.5), we derive that
½mþ ða þ mx1Þj0ðx1Þ	½mþ ðb  my1Þc
0ðy1Þ	
p½mþ ð1þ mx1Þj0ðx1Þ	½mþ ð1 my1Þc0ðy1Þ	
¼ 1þ
ð1 mÞ2
3ð1þ mÞ
 mð1 mÞ
 
ðy1  x1Þ 
ð1 mÞ2
3ð1þ mÞ
 mð1 mÞ
 2
x1y1

mð1 mÞ2
3ð1þ mÞ
ðx21 þ y
2
1Þ þ
mð1 mÞ3
3ð1þ mÞ
1 m
3ð1þ mÞ
 m
 
x1y1ðy1  x1Þ
þ
m2ð1 mÞ4
9ð1þ mÞ2
x21y
2
1
o1þ ð1 mÞ 1 m
3ð1þ mÞ
 m
 
ðy1  x1Þ 
mð1 mÞ2
3ð1þ mÞ
ðx21 þ y
2
1Þ
þ
mð1 mÞ4
9ð1þ mÞ2
x1y1ðy1  x1Þ þ
m2ð1 mÞ4
9ð1þ mÞ2
x21y
2
1
o1þ ð1 mÞ 1 m
3ð1þ mÞ
 m
 
ðy1  x1Þ
and
ecðy1Þjðx1Þ ¼ exp ð1 mÞðy1  x1Þ þ
ð1 mÞ2
6ð1þ mÞ
ðx21 þ y
2
1Þ
 
> 1þ ð1 mÞðy1  x1Þ þ
ð1 mÞ2
6ð1þ mÞ
ðx21 þ y
2
1Þ:
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It follows that
ecðy1Þjðx1Þ  ½mþ ða þ mx1Þj0ðx1Þ	½mþ ðb  my1Þc
0ðy1Þ	
> 1þ ð1 mÞðy1  x1Þ þ
ð1 mÞ2
6ð1þ mÞ
ðx21 þ y
2
1Þ
 
 1þ ð1 mÞ
1 m
3ð1þ mÞ
 m
 
ðy1  x1Þ
 
¼ ð1 mÞ 1þ m
1 m
3ð1þ mÞ
 
ðy1  x1Þ þ
ð1 mÞ2
6ð1þ mÞ
ðx21 þ y
2
1Þ
> 0;
which contradicts (2.4). The proof is complete. &
The next lemma is from [23].
Lemma 2.2. Assume that (DD) holds, let ðx1ðtÞ; x2ðtÞÞ be the solution of (1.2)
and (1.3). Then we have eventually
0oMpxiðtÞperitii ; i ¼ 1; 2; ð2:6Þ
for some M > 0.
3. Proofs of the theorems
Proof of Theorem 1.3. By the transformation
%x1 ¼ x1  xn1 ; %x2 ¼ x2  x
n
2 ;
Eq. (1.2) becomes
’x1ðtÞ ¼  r1ðxn1 þ x1ðtÞÞ½x1ðt  t11Þ þ m1x2ðt  t12Þ	;
’x2ðtÞ ¼  r2ðxn2 þ x2ðtÞÞ½m2x1ðt  t21Þ þ x2ðt  t22Þ	; ð3:1Þ
here we used xiðtÞ instead of %xiðtÞ for i ¼ 1; 2: Clearly, the global attractivity
of xn of system (1.2) is equivalent to that for (3.1),
lim
t-N
ðx1ðtÞ; x2ðtÞÞ ¼ ð0; 0Þ ð3:2Þ
for all xðtÞ ¼ ðx1ðtÞ; x2ðtÞÞ > xn for tX0: We will prove (3.2) in the
following two cases:
Case 1: Both x1ðt  t11Þ þ m1x2ðt  t12Þ and m2x1ðt  t21Þ þ x2ðt  t22Þ are
non-oscillatory. In this case, ’x1ðtÞ and ’x2ðtÞ are sign-deﬁnite eventually
which implies that x1ðtÞ and x2ðtÞ are eventually monotone. By the
boundedness of ðx1ðtÞ; x2ðtÞÞ (Lemma 2.2), we have xiðtÞ-ci as t-N with
ci > xni ; for i ¼ 1; 2: On the other hand, using the boundedness of x1ðtÞ and
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x2ðtÞ; we can conclude from (3.1) that both ’x1ðtÞ and ’x2ðtÞ are bounded on
½0;NÞ; which implies that x1ðtÞ and x2ðtÞ are uniformly continuous on
½0;NÞ: It follows immediately that ’x1ðtÞ and ’x2ðtÞ are also uniformly
continuous on ½0;NÞ: Therefore, by Gopalsamy [7, Lemma 1.2.3], ’xiðtÞ-0
as t-N for i ¼ 1; 2: Hence, we obtain
c1 þ m1c2 ¼ 0; m2c1 þ c2 ¼ 0;
which imply that c1 ¼ c2 ¼ 0; i.e. (3.2) holds.
Case 2: At least one of x1ðt  t11Þ þ m1x2ðt  t12Þ and m2x1ðt  t21Þ þ
x2ðt  t22Þ is oscillatory, say, the former. Then there exist an inﬁnity
sequence ftng such that
x1ðtn  t11Þ þ m1x2ðtn  t12Þ ¼ 0; n ¼ 1; 2;y : ð3:3Þ
Set
Vi ¼ lim inf
t-N
xiðtÞ and Ui ¼ lim sup
t-N
xiðtÞ; i ¼ 1; 2:
In view of Lemma 2.2,
xnioVipUioN; i ¼ 1; 2: ð3:4Þ
Let
V ¼ minfV1; V2g and U ¼ maxfU1; U2g:
Then from (3.3) and (3.4), we have
0pVomaxfxn1 ; xn2go1; 0pUoN: ð3:5Þ
In what follows, we show that V and U satisfy the inequalities
a þ Upða þ mV Þ exp ð1 mÞV  ð1 mÞ
2
6ð1þ mÞ
V 2
 
ð3:6Þ
and
b  VXðb  mUÞ exp ð1 mÞU 
ð1 mÞ2
6ð1þ mÞ
U2
 
; ð3:7Þ
where a; b ¼ xn1 or x
n
2 : Without loss of generality, we may assume that U ¼
U1 and V ¼ V2: Then Voxn2 : Let e > 0 be sufﬁciently small such that
v1  V þ eomaxfxn1 ; xn2g: Choose T > 0 such that
v1oxiðtÞoU þ e  u1; tXT maxftij : i; j ¼ 1; 2g; i ¼ 1; 2: ð3:8Þ
First, we prove that (3.6) holds. If UpmV ; then (3.6) obviously holds.
Therefore, we will prove (3.6) only in the case when U > mV : For the sake of
simplicity, it is harmless assuming U > mv1: Set v2 ¼ ð1þ mÞv1 and u2 ¼
ð1þ mÞu1: Then from the ﬁrst equation in (3.1), we have
’x1ðtÞ
a þ x1ðtÞ
pr1½x1ðt  t11Þ þ mv1	pr1v2; tXT ð3:9Þ
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and
’x2ðtÞ
b þ x2ðtÞ
Xr2½mu1  x2ðt  t22Þ	X r2u2; tXT ; ð3:10Þ
where a ¼ xn1 ; b ¼ x
n
2 : Since U > mv1; we cannot have x1ðtÞpmv1 eventually.
On the other hand, if x1ðtÞXmv1 eventually, then it follows from the ﬁrst
inequality in (3.9) that x1ðtÞ is non-increasing and U ¼ limt-N x1ðtÞ ¼ mv1:
This is also impossible. Therefore, it follows that x1ðtÞ oscillates about mv1:
Let fpng be an increasing sequence such that pnXT þ t11; ’x1ðpnÞ ¼
0; x1ðpnÞXmv1; limn-N pn ¼N and limn-N x1ðpnÞ ¼ U : By (3.9), x1ðpn 
t11Þpmv1: Thus, there exists xnA½pn  t11; pn	 such that x1ðxnÞ ¼ mv1: For
tA½xn; pn	; integrating (3.9) from t  t11 to xn we get
ln
a þ x1ðt  t11Þ
a þ x1ðxnÞ
pr1v2ðxn þ t11  tÞ;
or
x1ðt  t11ÞX a þ ða þ mv1Þ exp½r1v2ðxn þ t11  tÞ	; xnptppn:
Substituting this into the ﬁrst inequality in (3.9), we obtain
’x1ðtÞ
a þ x1ðtÞ
pr1ða þ mv1Þf1 exp½r1v2ðxn þ t11  tÞ	g; xnptppn:
Combining this with (3.9), we have
’x1ðtÞ
a þ x1ðtÞ
pminfr1v2; r1ð1þ mv1Þf1 exp½r1v2ðxn þ t11  tÞ	gg;
xnptppn: ð3:11Þ
To prove (3.6), we consider the following two possible subcases.
Case 2.1: r1ðpn  xnÞp 1v2ln ½1 ð1 mÞv1	: Then by (1.6) and (3.11)
ln
a þ xðpnÞ
a þ mv1
pr1ð1þ mv1Þðpn  xnÞ  r1ð1þ mv1Þ
Z pn
xn
exp½r1v2ðxn þ t11  tÞ	dt
¼ ð1þ mv1Þ r1ðpn  xnÞ 
1
v2
exp½r1v2ðxn þ t11  pnÞ	
 ½1 expðr1v2ðpn  xnÞÞ	
pð1þ mv1Þ r1ðpn  xnÞ 
1 expðr1v2ðpn  xnÞÞ
v2

 exp v2
3ð1 mÞ
2ð1þ mÞ
 r1ðpn  xnÞ
  
:
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If r1ðpn  xnÞp 1v2 ln½1 ð1 mÞv1	p3ð1 mÞ=2ð1þ mÞ; then
ln
a þ xðpnÞ
a þ mv1
pð1þ mv1Þ 
1
v2
ln½1 ð1 mÞv1	 
1 m
1þ m

exp v2
3ð1 mÞ
2ð1þ mÞ
þ
ln½1 ð1 mÞv1	
v2
  
pð1þ mv1Þ 
1
v2
ln½1 ð1 mÞv1	


1 m
1þ m
1 v2
3ð1 mÞ
2ð1þ mÞ
þ
ln½1 ð1 mÞv1	
v2
  
¼
1þ mv1
1þ m

1
v1
ln½1 ð1 mÞv1	  ð1 mÞ

 1
3ð1 mÞ
2
v1  ln½1 ð1 mÞv1	
 
¼
1þ mv1
1þ m

1
v1
½1 ð1 mÞv1	 ln½1 ð1 mÞv1	  ð1 mÞ þ
3ð1 mÞ2
2
v1
 
p1þ mv1
1þ m
ð1 mÞ2v1 
ð1 mÞ3
6
v21
 
oð1 mÞv1 
ð1 mÞ2
6ð1þ mÞ
v21:
In the above third inequality, we have used the following inequality:
½1 ð1 mÞv1	 ln½1 ð1 mÞv1	
X ð1 mÞv1 þ
ð1 mÞ2
2
v21 þ
ð1 mÞ3
6
v31: ð3:12Þ
If r1ðpn  xnÞp3ð1 mÞ=2ð1þ mÞp 1v2 ln½1 ð1 mÞv1	; then
3
2
ð1 mÞp  1
v1
ln½1 ð1 mÞv1	
p 1 m
1 ð1 mÞv1
1
1 m
2
v1 
ð1 mÞ2
6
v21
 
;
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which implies that ð1 mÞv1 > 1=2: Hence,
ln
1þ xðpnÞ
1þ mv1
pð1þ mv1Þ
3ð1 mÞ
2ð1þ mÞ

1
v2
1 exp 
3
2
ð1 mÞv1
   
¼
1þ mv1
1þ m
3
2
ð1 mÞ 
1
v1
1 e3ð1mÞv1=2
  
p1þ mv1
1þ m
3
2
ð1 mÞ 
3
2
ð1 mÞ 
9
8
ð1 mÞ2v1 þ
9
16
ð1 mÞ3v21


27
128
ð1 mÞ4v31

¼
ð1 mÞð1þ mv1Þ
1þ m
9
8
ð1 mÞv1 
9
16
ð1 mÞ2v21 þ
27
128
ð1 mÞ3v31
 
pð1 mÞð1þ mv1Þ
1þ m
ð1 mÞv1 
1
6
ð1 mÞ2v21
 
oð1 mÞv1 
ð1 mÞ2
6ð1þ mÞ
v21:
Case 2.2:  1
v2
ln½1 ð1 mÞv1	or1ðpn  xnÞp3ð1 mÞ=2ð1þ mÞ: Choose
lnAðxn; pnÞ such that r1ðpn  lnÞ ¼  1v2 ln½1 ð1 mÞv1	: Then by (1.6) and
(3.11),
ln
1þ xðpnÞ
1þ mv1
pr1v2ðln  xnÞ þ ð1þ mv1Þ r1ðpn  lnÞ  r1
Z pn
ln

exp½r1v2ðxn þ t11  tÞ	dt

¼ r1v2ðln  xnÞ þ ð1þ mv1Þ
 r1ðpn  lnÞ 
1
v2
exp½r1v2ðxn þ t11  pnÞ	½1 expðr1v2ðpn  lnÞÞ	
 
¼ r1v2ðln  xnÞ þ ð1þ mv1Þ
 r1ðpn  lnÞ 
1 m
1þ m
exp½r1v2ðxn þ t11  pnÞ	
 
pr1v2ðln  xnÞ þ ð1þ mv1Þ
 r1ðpn  lnÞ 
1 m
1þ m
þ
1 m
1þ m
r1v2ðxn þ t11  pnÞ
 
pr1t11v2 þ ð1 v1Þr1ðpn  lnÞ 
1 m
1þ m
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¼ r1t11v2 
1
v2
ð1 v1Þ ln½1 ð1 mÞv1	 
1 m
1þ m
p3
2
ð1 mÞv1 
1
1þ m
ð1 mÞ þ
ð1 mÞð1þ mÞ
2
v1

þ
ð1 mÞ2ð1þ 2mÞ
6
v21


1 m
1þ m
¼ ð1 mÞv1 
ð1 mÞ2ð1þ 2mÞ
6ð1þ mÞ
v21
oð1 mÞv1 
ð1 mÞ2
6ð1þ mÞ
v21:
In the above fourth inequality, we have used the following inequality:
ð1 v1Þ ln½1 ð1 mÞv1	
X ð1 mÞv1 þ
ð1 mÞð1þ mÞ
2
v21 þ
ð1 mÞ2ð1þ 2mÞ
6
v31:
On combining Cases 2.1 and 2.2, we have
ln
a þ xðpnÞ
a þ mv1
pð1 mÞv1 
ð1 mÞ2
6ð1þ mÞ
v21; n ¼ 1; 2;y :
Letting n-N and e-0; we have
ln
a þ U
a þ mV
pð1 mÞV  ð1 mÞ
2
6ð1þ mÞ
V 2:
This shows that (3.6) holds. Next, we will prove that (3.7) holds as well. If
V ¼ 0; then it follows from (3.6) that U ¼ 0: Hence, the proof is complete.
In what follows, we assume that V > 0: Then from (3.6), we have
Uoða þ mÞe1m  ao2; mUom½ð1þ mV Þeð1mÞV  1	oVob: ð3:13Þ
Thus we may assume, without loss of generality, that V > mu1: In view of
this and (3.10), we can show that neither x2ðtÞX mu1 eventually nor
x2ðtÞp mu1 eventually. Therefore, x2ðtÞ oscillates about mu1:
Let fqng be an increasing sequence such that qnXT þ t22; ’x2ðqnÞ ¼
0; x2ðqnÞp mu1; limn-N qn ¼N and limn-N x2ðqnÞ ¼ V : By (3.10),
x2ðqn  t22ÞX mu1: Thus, there exists ZnA½qn  t22; qn	 such that x2ðZnÞ ¼
mu1: For tA½Zn; qn	; integrating (3.10) from t  t22 to Zn; we have
x2ðt  t22Þpðb  mu1Þ exp½r2u2ðZn þ t22  tÞ	  b; Znptpqn:
Substituting this into the ﬁrst inequality in (3.10), we obtain

’x2ðtÞ
b þ x2ðtÞ
pr2ðb  mu1Þfexp½r2u2ðZn þ t22  tÞ	  1g; Znptpqn:
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Combining this with (3.10), we have

’x2ðtÞ
b þ x2ðtÞ
pminfr2u2; r2ð1 mu1Þfexp½r2u2ðZn þ t22  tÞ	  1gg;
Znptpqn: ð3:14Þ
There are also two possibilities:
Case 2.3: r2ðqn  ZnÞp3ð1mÞ2ð1þmÞ  1u2 ln½1þ ð1 mÞu1	: Integrating (3.14) from
Zn to qn and using the inequality
ln½1þ ð1 mÞu1	X
1
2
ð1 mÞu1 
ð1 mÞ2
6ð1þ mÞ
u21;
we have
ln
b þ x2ðqnÞ
b  mu1
p r2u2ðqn  ZnÞ
p u2
3ð1 mÞ
2ð1þ mÞ

1
u2
ln½1þ ð1 mÞu1	
 
¼
3
2
ð1 mÞu1  ln½1þ ð1 mÞu1	
p ð1 mÞu1 þ
ð1 mÞ2
6ð1þ mÞ
u21:
Case 2.4: r2ðqn  ZnÞ >
3ð1mÞ
2ð1þmÞ 
1
u2
ln½1þ ð1 mÞu1	: Choose hnAðZn; qnÞ such
that
r2ðhn  ZnÞ ¼
3ð1 mÞ
2ð1þ mÞ

1
u2
ln½1þ ð1 mÞu1	:
Then by (1.6) and (3.14) we have
 ln
b þ xðqnÞ
b  mu1
pr2u2ðhn  ZnÞ þ ð1 mu1Þ
 r2
Z qn
hn
exp½r2u2ðZn þ t22  tÞ	dt  r2ðqn  hnÞ
 
¼ r2u2ðhn  ZnÞ þ ð1 mu1Þ

1
u2
½expðr2u2ðZn þ t22  hnÞÞ
 expðr2u2ðZn þ t22  qnÞÞ	  r2ðqn  hnÞ
¼ r2u2ðhn  ZnÞ  r2ð1 mu1Þðqn  hnÞ
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þ
1 mu1
u2
er2t22u2 ½1þ ð1 mÞu1	 exp 
3ð1 mÞ
2ð1þ mÞ
u2
 
 er2u2ðqnZnÞ
 
pr2u2ðhn  ZnÞ  r2ð1 mu1Þðqn  hnÞ
þ
1 mu1
u2
1þ ð1 mÞu1  exp u2
3ð1 mÞ
2ð1þ mÞ
 r2ðqn  ZnÞ
   
pr2u2ðhn  ZnÞ  r2ð1 mu1Þðqn  hnÞ
þ
1 mu1
u2
ð1 mÞu1  ð1þ mÞu1
3ð1 mÞ
2ð1þ mÞ
 r2ðqn  ZnÞ
  
¼ ð1þ u1Þr2ðhn  ZnÞ 
1 m
2ð1þ mÞ
ð1 mu1Þ
¼
3ð1 mÞ
2ð1þ mÞ
ð1þ u1Þ 
ð1þ u1Þ ln½1þ ð1 mÞu1	
ð1þ mÞu1

1 m
2ð1þ mÞ
ð1 mu1Þ
p1 m
1þ m
u1 þ
ð1 mÞ2ð1þ 2mÞ
6ð1þ mÞ
u21
pð1 mÞu1 þ
ð1 mÞ2
6ð1þ mÞ
u21:
In the above fourth inequality, we have used the following inequality:
ð1þ u1Þ ln½1þ ð1 mÞu1	
Xð1 mÞu1 þ
ð1 mÞð1þ mÞ
2
u21 
ð1 mÞ2ð1þ 2mÞ
6
u31:
On combining Cases 2.3 and 2.4, we have
ln
b þ xðqnÞ
b  mu1
pð1 mÞu1 þ
ð1 mÞ2
6ð1þ mÞ
u21; n ¼ 1; 2;y :
Letting n-N and e-0; we have
ln
b  V
b  mU
pð1 mÞU þ ð1 mÞ
2
6ð1þ mÞ
U2;
which implies that (3.7) holds. In view of Lemma 2.1, it follows from (3.6)
and (3.7) that U ¼ V ¼ 0: Thus, limt-N ðx1ðtÞ; x2ðtÞÞ ¼ ð0; 0Þ: The proof is
complete. &
Proof of Theorem 1.4. Let ðx1ðtÞ; x2ðtÞÞ be any solution of (3.1) with xni þ
xiðtÞ > 0 for tX0 and i ¼ 1; 2: By Lemma 2.2, there exists T > 0 such that
xni þ xiðtÞperitii ; tXT ; i ¼ 1; 2: ð3:15Þ
In view of the proof of Theorem 1.3, we only need to prove that the solution
ðx1ðtÞ; x2ðtÞÞ satisﬁes (3.2). To this end, we consider the following two
possible cases.
Case 1: At least one of x1ðt  t11Þ þ m1x2ðt  t12Þ and m2x1ðt  t21Þ þ
x2ðt  t22Þ is non-oscillatory, say, the former. Then x1ðt  t11Þ þ m1x2ðt 
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t12Þ > 0 (or o0Þ for sufﬁciently t; which implies that ’x1ðtÞ is monotonous
eventually. By the boundedness of x1ðtÞ (Lemma 2.2), we have x1ðtÞ-c1 as
t-N: On the other hand, using the boundedness of x1ðtÞ and x2ðtÞ; we can
conclude from (3.1) that both ’x1ðtÞ and ’x2ðtÞ are bounded on ½0;NÞ; which
implies that x1ðtÞ and x2ðtÞ are uniformly continuous on ½0;NÞ: It follows
immediately that ’x1ðtÞ and ’x2ðtÞ are also uniformly continuous on ½0;NÞ:
Therefore, ’x1ðtÞ-0 as t-N: By the ﬁrst equation in (3.1), we have
x2ðtÞ-c2 and so ’x2ðtÞ-0 as t-N: Hence, we obtain
c1 þ m1c2 ¼ 0 and m2c1 þ c2 ¼ 0:
It follows from (DD) that c1 ¼ c2 ¼ 0:
Case 2: Both x1ðt  t11Þ þ m1x2ðt  t12Þ and m2x1ðt  t21Þ þ x2ðt  t22Þ are
oscillatory. Set vi ¼ lim supt-N jxiðtÞj; i ¼ 1; 2: It sufﬁces to prove that v1 ¼
v2 ¼ 0: Without loss of generality, assume that v1 ¼ maxfv1; v2g > 0: Then
for any eAð0; ð1 m1Þv1=ð1þ m1ÞÞ; there exist T1 > T þ t11 þ t12 þ t21 þ t22
and a sequence ftng with tn > T1 such that
tn-N; jx1ðtnÞj-v1 as n-N; jx01ðtnÞj ¼ 0; jx1ðtnÞj > v1  e;
n ¼ 1; 2;y
and
jx1ðtÞjov1 þ e; jx2ðtÞjov1 þ e for tXT1  ðt11 þ t12 þ t21 þ t22Þ:
We only consider the case when jx1ðtnÞj ¼ x1ðtnÞ (the case when jx1ðtnÞj ¼
x1ðtnÞ is similar). Then from the ﬁrst equation in (3.1), we have
0 ¼ x1ðtn  t11Þ  m1x2ðtn  t12Þp x1ðtn  t11Þ þ m1ðv1 þ eÞ
or
x1ðtn  t11Þpm1ðv1 þ eÞ;
which, together with the fact x1ðtnÞ > m1ðv1 þ eÞ implies that there exists a
xnA½tn  t11; tnÞ such that x1ðxnÞ ¼ m1ðv1 þ eÞ: Hence from the ﬁrst equation
in (3.1) and (3.15), we have
’x1ðtÞp r1ðxn þ x1ðtÞÞ½x1ðt  t11Þ þ m1ðv1 þ eÞ	
p r1er1t11 ð1þ m1Þðv1 þ eÞ; T1ptptn: ð3:16Þ
For tA½xn; tnÞ; integrating (3.16) from t  t11 to xn; we have
m1ðv1 þ eÞ  x1ðt  t11Þor1er1t11ð1þ m1Þðv1 þ eÞðxn þ t11  tÞ;
xnptptn:
Substituting this into the ﬁrst inequality in (3.16), we obtain
’x1ðtÞp r1er1t11ð Þ2ð1þ m1Þðv1 þ eÞðxn þ t11  tÞ; xnptptn:
Combining this and (3.16), we have
’x1ðtÞp r1er1t11 ð1þ m1Þðv1 þ eÞminf1; r1er1t11 ðxn þ t11  tÞg;
xnptptn: ð3:17Þ
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Set
y ¼
maxfr1t11er1t11  12;
1
2
gð1þ m1Þ; m1o13;
1
2ð1þ m1Þðr1t11e
r1t11Þ2; m1X
1
3:
(
Then by (1.7)
yo1 m1: ð3:18Þ
We will show that
x1ðtnÞ  x1ðxnÞpyðv1 þ eÞ: ð3:19Þ
To this end, we consider the following three subcases:
Case 2.1: m1o1=3 and r1er1t11ðtn  xnÞp1: In this case, by (3.17) we have
x1ðtnÞ  x1ðxnÞ
p r1er1t11ð Þ2ð1þ m1Þðv1 þ eÞ
Z tn
xn
ðxn þ t11  tÞdt
¼ r1er1t11ð Þ
2ð1þ m1Þðv1 þ eÞ t11ðtn  xnÞ 
1
2
ðtn  xnÞ
2
 
pðv1 þ eÞð1þ m1Þ r1er1t11ð Þ2t11ðtn  xnÞ 
1
2
r1e
r1t11ðtn  xnÞð Þ
2
 
pðv1 þ eÞð1þ m1Þ maxfr1t11er1t11 ; 1g 
1
2
 
¼ ðv1 þ eÞð1þ m1Þmax r1t11e
r1t11 
1
2
;
1
2
 
¼ yðv1 þ eÞ:
Case 2.2: m1o1=3 and r1er1t11 ðtn  xnÞ > 1: In this case, let r1er1t11ðtn 
ZnÞ ¼ 1: Then by (3.17) we have
x1ðtnÞ  x1ðxnÞ
pr1er1t11 ð1þ m1Þðv1 þ eÞ ðZn  xnÞ þ r1er1t11
Z tn
Zn
ðxn þ t11  tÞdt
" #
¼ ðv1 þ eÞð1þ m1Þ r1e
r1t11ð Þ2t11ðtn  ZnÞ 
1
2
r1e
r1t11ðtn  ZnÞ
 2 
¼ ðv1 þ eÞð1þ m1Þ r1t11e
r1t11 
1
2
 
¼ yðv1 þ eÞ:
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Case 2.3: m1X1=3: In this case, tn  xnpt11 hence, by (3.17) we have
x1ðtnÞ  x1ðxnÞ
p r1er1t11ð Þ2ð1þ m1Þðv1 þ eÞ
Z tn
xn
ðxn þ t11  tÞdt
¼ r1er1t11ð Þ
2ð1þ m1Þðv1 þ eÞ t11ðtn  xnÞ 
1
2
ðtn  xnÞ
2
 
p1
2
r1t11er1t11ð Þ
2ðv1 þ eÞð1þ m1Þ
¼ yðv1 þ eÞ:
Cases 2.1–2.3 show (3.19) holds. Let e-0 in (3.19). Then we conclude that
v1ov1: This contradiction implies that v1 ¼ 0: The proof is complete. &
Proof of Theorem 1.5. By letting
y1ðtÞ ¼ x1ðtÞ; and y2ðtÞ ¼ d
1x2ðtÞ; i ¼ 1; 2 ð3:20Þ
one can transform (3.1) to
’y1ðtÞ ¼  r1ðx
n
1 þ x1ðtÞÞ½y1ðt  t11Þ þ dm1y2ðt  t12Þ	;
’y2ðtÞ ¼  r2ðx
n
2 þ x2ðtÞÞ½d
1m2y1ðt  t21Þ þ y2ðt  t22Þ	: ð3:21Þ
Then, we can similarly show that the conclusion of Theorem 1.5 holds.
4. Discussion
For the delayed logistic equation (1.5), it is well known that when rtop
2
the positive equilibrium xn ¼ 1 is locally asymptotically stable, and when rt
passes though p
2
the stability of xn is lost and Hopf bifurcation occurs. There
is still a range ð3
2
; p
2
Þ for rt; for which the global dynamics of (1.5) remains
unclear.
Now, we can similarly consider the local stability of the positive
equilibrium xn ¼ ðxn1 ; x
n
2Þ for (1.2). Recall that under the conditions of
Theorems 1.1–1.4, the delays in the interspeciﬁc interactions have no impact
on the stability of xn: So, in order to avoid complexity, we only focus on the
impact of tii; i ¼ 1; 2; by assuming t12 ¼ 0 ¼ t21: In such a case, the
linearization of (1.2) at xn is
’x1ðtÞ ¼  c11x1ðt  t11Þ  c12x2ðtÞ;
’x2ðtÞ ¼  c21x1ðtÞ  c22x2ðt  t22Þ; ð4:1Þ
where c11 ¼ r1xn1 ; c12 ¼ r1x
n
1m1; c21 ¼ r2x
n
2m2; c22 ¼ r2x
n
2 : Thus, the char-
acteristic equation is
ðlþ c11elt11Þðlþ c22elt22 Þ ¼ c12c21: ð4:2Þ
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Analysing (4.2) is not trivial at all, so we only consider a special case when
c11 ¼ c22 ¼: c and t11 ¼ t22 ¼: t: Then (4.2) reduces to
ðlþ celtÞ2 ¼ c12c21; ð4:3Þ
which can be further rewritten as
ðz þ tcezÞ2 ¼ t2c12c21 ð4:4Þ
with z ¼ tl: Taking square root to (4.4), we have
z þ tcez ¼ t
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
c12c21
p
ð4:5Þ
and
z þ tcez ¼ t
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
c12c21
p
: ð4:6Þ
Now by the well-known result for the Hayes’ equation (see, e.g. [2, Theorem
13.8] or [9, Theorem A3]), we know that when
tco x
sin x
ð4:7Þ
then, xn is locally asymptotically stable, and Hopf bifurcation occurs at
tc ¼ x
sin x; where x is the solution of x ¼ t
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
c12c21
p
tan x in xAð0; p
2
Þ:
Obviously, (4.7) is equivalent to
rito
x
xni sin x
¼
x
sinx
ð1 m1m2Þ
ð1 miÞ
; i ¼ 1; 2: ð4:8Þ
Note that (i) 1o x
sin xop2 for xAð0; p2Þ; and (ii) when c12c21-0 (i.e. m1m2-0),
x-p
2
: Comparing Theorem 1.3 and the above observation, we know that for
the above simpliﬁed case, Hopf bifurcation occurs at some
ritA
3ð1 mÞ
2ð1þ mÞ
;
pð1 m1m2Þ
2ð1 miÞ
 
: ð4:9Þ
So, further increasing delay does destabilize the system. When mi-0; i ¼
1; 2; we reproduce the unclear interval ð3
2
; p
2
Þ for the delayed logistic equation.
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