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Abstract
A method for the explicit construction of general linear sum rules involving hypergeometric-type functions and their derivatives
of any order is developed. This method only requires the knowledge of the coefﬁcients of the differential equation that they satisfy,
namely the hypergeometric-type differential equation. Special attention is paid to the differential-recurrence or ladder relations and
to the fundamental three-term recurrence formulas. Most recurrence and ladder relations published in the literature for numerous
special functions including the classical orthogonal polynomials, are instances of these sum rules. Moreover, an extension of the
method to the generalized hypergeometric-type functions is also described, allowing us to obtain explicit ladder operators for the
radial wave functions of multidimensional hydrogen-like atoms, where the varying parameter is the dimensionality.
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1. Introduction
The study of linear and nonlinear N-term (N3) relations among the special functions of mathematical physics and
their derivatives of any order is a very relevantmathematical problem fromboth fundamental [3,8,12–14,19,20,23,26,28,
41,43,44] and applied [2,4,9,11,29,31,32,46] standpoints. If {y(z)}∈ denotes a speciﬁc one-parameter family of
special functions, being  the parameter running over a certain set of indices , a wide and important subset of such
algebraic properties can be described by the general sum rule,
N−1∑
i=0
Ai (z)
dki
dzki
[yi (z)] = 0 (N3, i ∈ , i = 0, 1, . . . , N − 1), (1)
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linearly linkingN3 different functions and/or their derivatives of arbitrary order. Some interesting particular instances
of Eq. (1) are the fundamental three-term recurrence formula (N = 3, ki = 0, i = + i) and the ladder relations (also
called structure relations [3,12] in the theory of orthogonal polynomials), which allows us to ﬁnd ladder operators (i.e.,
ﬁrst-order differential operators shifting the index  by ±1, i.e., N = 3, k0 = 1, k1 = k2 = 0, 0 = 1 = , 2 = ± 1
in Eq. (1)).
The study of these sum rules include the two following problems: to ﬁnd existence conditions of these relationships
and to compute explicitly the coefﬁcients Ai (z) (i = 0, 1, . . . , N − 1) which completely characterize the correspond-
ing algebraic and/or differential properties as given by Eq. (1). For solving these problems some general methods
have been designed in the literature which use as starting point some speciﬁc property of the involved special func-
tions. Among them, let us mention the early works of Inoui [26] and Truesdell [41], and those of Barik [8] and
Hansen [23] where the starting point is a recurrence formula that the functions must satisfy as well as generating
function technique developed by Dattoli et al. [13–17]. More speciﬁc is the method of Marcellán et al. [28], which
provides an uniﬁed way of obtaining the three-term recurrence and structure relations for the classical orthogonal
polynomials starting from the Pearson-type equation satisﬁed by the corresponding “orthogonalizing” weight function.
Some sum rules could be also obtained when the function admits a representation as a generalized hypergeometric
series [1,22,37].
Special attention has been paid to the construction of ladder operators because of the important role they play on
solving the fundamental wave equation in relativistic and nonrelativistic quantum mechanics (see [27] for an state-of-
the-art of this subject up to the nineties). In this context those operators are usually called “creation” and “annihilation”
operators and their signiﬁcance comes from a Dirac idea [21], which was developed later on, giving rise to the well
known “factorization method” [25], for which a second-order differential equation satisﬁed by the involved functions
is required. Also, some alternative approaches for computing recurrences have been devised, not only for solving the
wave equation, but also for the computation of matrix elements, mainly referring to hydrogenic and oscillator-like wave
functions (see e.g., [9,31,32]).
Let us consider the generalized hypergeometric-type differential equation [34], that is the equation
u′′(z) + p(z)
Q(z)
u′(z) + q(z)[Q(z)]2 u(z) = 0, (2)
where q(z) and Q(z) are polynomials of degree at most two, and p(z) is also a polynomial of degree at most one.
Solutions of Eq. (2) form an important subset of special functions usually known (in a wide sense) as “special functions
of mathematical physics” because of their occurrence in many fundamental problems of applied mathematics and
mathematical physics [30,34,5,6,40]. A way to study this equation begins with a set of changes of the independent
variable [34] which transforms Eq. (2) into the simpler equation
(z) y′′(z) + (z)y′(z) + y(z) = 0, (3)
called by hypergeometric-type differential equation, where (z) and (z) are polynomials of degree not greater than
two and one, respectively, and  is a constant. In fact, any linear second-order differential equation whose singularities
are regular and no more than three in number, can be transformed into an equation of this form [35, Theorem 8.1].
In the late eighties Nikiforov and Uvarov proposed a method [34, p. 14], later on developed and extended [20,43–46],
to compute algebraic and differential properties of the type (1) for hypergeometric-type functions, which are some
solutions of Eq. (3). Under appropriate conditions (see [34, p. 14] and [20,43–46]) this method allows us an uni-
ﬁed computation of coefﬁcients Ai (z) in Eq. (1) directly in terms of the generic coefﬁcients (z) and (z) of
the differential equation. This method is based upon the use of an integral representation [34, p. 9] for the so-
lutions of Eq. (3); see also Ref. [43] for a detailed description. Therein, we realize that this method applies to
hypergeometric-type equations of the type (3) in which the coefﬁcients (z) and (z) do not depend on the spectral
parameter .
The main purpose of this work is to extend the Nikiforov–Uvarov method to the hypergeometric-type differential
equation (3) where the coefﬁcients (, , ) are parameter dependent, i.e.,
(z; c¯) y′′ + (z; c¯) y′ + (c¯) y = 0, (4)
where c¯ stands for a set ofmeaningful parameters, being 3 the irreducible number of them, so that the  and  coefﬁcients
change when the spectral parameter  does so. This kind of equation are naturally encountered from the generalized
168 A. Zarzo et al. / Journal of Computational and Applied Mathematics 207 (2007) 166–179
differential equation (2) by means of an appropriate change of the independent variable. Moreover, particular instances
of (4) describe [45] fundamental wave equations of numerous classical [38,39] and quantum-mechanical systems in
ordinary [2,7,18,29,31,32,36,45] and D-dimensional (D > 3) [9,11,33] spaces. So, the extended method provides an
uniﬁed approach to compute N-term recurrence and differential-recurrence relations of the type (1) for a much larger
class of hypergeometric-type functions and then to obtain sum rules and ladder operators associated to wave functions
of a wide variety of physical systems.
In doing so, we ﬁrst introduce in Section 2 the required deﬁnitions and notations to be used throughout the paper.
Section 3 includes an alternative way of constructing the integral representation for the hypergeometric-type functions
and their derivatives of any order given in [34, p. 9] which, as already pointed out, will be the cornerstone of our
method. Our main result is contained in Section 4, where it is obtained (see Theorem 2 below) a set of sufﬁcient
conditions for the sum rules (1) to exist. Then, a constructive method for the explicit computation of the corresponding
coefﬁcients in terms of only the polynomials  and  in Eq. (4) is developed. As illustration, some general three-term
recurrence formulas and some ladder operators are explicitly calculated. In Section 5 it is shown how the algebraic sum
rules (1) obtained for the hypergeometric-type functions can be extended to the solutions of the generalized equation
(2). This extension is, in fact, a straightforward consequence of the change of variable [34, pp. 1–3] which links both
of them.
Finally, in Section 6, our method is applied to some generalized hypergeometric-type functions of physical interest,
the radial wave functions of the D-dimensional hydrogen atom [33,42]. We obtain two ladder operators shifting the
dimension and so relating in this way the radial wave functions in D dimensions with those in dimensions D ± 1.
2. Basic deﬁnitions and notations
Since a linear change of variable can always remove the dependence of the coefﬁcient (z; c¯) in Eq. (4) on the
parameters c¯, we will reduce without loss of generality hypergeometric-type equations of the type (4) with  := (z).
On the other hand, following Nikiforov and Uvarov’s ideas, we introduce a new parameter  ∈ C as a solution of the
(at most quadratic) equation
(c¯) + ′(c¯) + (− 1)
2
′′ = 0. (5)
Then, we will consider in this paper the hypergeometric-type differential equation
(z)y′′ + (z; , c¯)y′ + (c¯)y = 0. (6)
Its symmetrization factor, to be denoted by w(z; , c¯), will play also a relevant role. It is a solution of the Pearson-type
differential equation
d
dz
[(z)w(z; , c¯)] = (z; , c¯)w(z; , c¯). (7)
Remark 1. The parameter  as deﬁned by Eq. (5) cannot be introduced when deg()1 and deg((z; , c¯))=0. How-
ever, if deg()=1 there always exists a change of variable [34,45] which transforms the corresponding hypergeometric-
type equation into another of the same form but with deg() = 1 and deg((z; , c¯)) = 1. So that, the deﬁnition of the
-parameter, only excludes differential equations with constant coefﬁcients.
Finally, for convenience we deﬁne the two following useful functions
a(z; , c¯) := (z; , c¯) + a′(z), wa(z; , c¯) : =[(z)]aw(z; , c¯), (8)
for any complex number a ∈ C. As a straightforward consequence of the Pearson-type equation (7), these functions
satisfy the relation
d
dz
[(z)wa(z; , c¯)] = a(z; , c¯) wa(z; , c¯), (9)
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which simpliﬁes to the Pearson-type equation itself when a=0. For completeness, let us also mention that the deﬁnition
of the parameter  ∈ C given by Eq. (5) can be simply rewritten as
(c¯) +  ′(−1)/2(c¯) = 0, (10)
once we take into account the notation given by Eq. (8).
3. An integral representation for solutions of the hypergeometric-type differential equation and their
derivatives of any order
As pointed out in the Introduction, the basic tool of our method for computing algebraic and differential properties of
the form given by Eq. (1) is an integral representation for the solutions of the hypergeometric-type equation (6), already
obtained in [34, Section 3], which give rise to the deﬁnition of what it is called hypergeometric-type function. Here,
we are going to present an alternative way to the one of [34, Section 3] for constructing this integral representation,
which is based on standard techniques coming from the general theory of differential equations (see e.g. [24, p. 186
and p. 438]).
Let us deﬁne the differential operators
Lz := (z) d
2
dz2
+ (z; , c¯) d
dz
+ (c¯)I, Ms := −(s) dds − (z; , c¯)I, (11)
acting on the variables z and s, respectively, being I the identity operator. IfMs denotes the formal Lagrange adjoint
ofMs , i.e.,
Ms := (s) dds + [
′(s) − (z; , c¯)]I, (12)
it turns out that the function w(s; , c¯) deﬁned in Eq. (8) satisﬁes Ms[w(s; , c¯)] = 0, which is, in fact, Eq. (9).
Moreover, the Lagrange identity [24, Section 5.3] reads in this case as follows:
v(s)Ms[u(s)] − u(s)Ms[v(s)] = − dds [u(s)(s)v(s)]. (13)
On the other hand, the functions
K(z, s) := 1
w(z; , c¯)(s − z)+1 , (z, s) :=
+ 1
w(z; , c¯)(s − z)+2 , (14)
straightforwardly satisfy the following second-order partial differential equation
Lz[K(z, s)] =Ms[(z, s)]. (15)
Now, with these notations and properties at hand, we are looking for an integral representation of the solutions of
Lz[y(z)] = 0 which is of the form
y(z) =
∫
	
K(z, s) v(s) ds, (16)
being the nucleus K(z, s), deﬁned in Eq. (14), one of the functions satisfying Eq. (15). Having this in mind, applying
the operatorLz (given by Eq. (11)) to Eq. (16) and assuming that its action and integration with respect to s can be
interchanged, one obtains
Lz[y(z)] =
∫
	
Lz[K(z, s)]v(s) ds =
∫
	
Ms[(z, s)]v(s) ds,
which, after use of Lagrange identity (13), become
Lz[y(z)] =
∫
	
(z, s)Ms[v(s)] ds − 
	{f (s)},
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where f (s) := (s)(z, s) v(s) and 
	{f (s)} stands for the variation of the function f (s) along the contour 	. So,
ﬁnally, by choosing the contour 	 in such a way that 
	{f (s)} = 0 and taking v(s) = w(z; , c¯), so that (as pointed
out after Eq. (12))Ms[v(s)] = 0, one hasLz[y(z)] = 0 and the integral representation is obtained. It is Eq. (16) with
K(z, s) given by Eq. (14) and v(s) = w(z; , c¯).
In this way an alternative proof of [34, Theorem 1] has been given, leading to the deﬁnition ofwhat wewill understand
by hypergeometric-type functions:
Deﬁnition 1. A hypergeometric-type function, to be denoted from now on by y(z; c¯), is any solution of the
hypergeometric-type differential equation (6) which admits an integral representation of the form we have just
obtained, i.e.,
y(z; c¯) = C(c¯)
w(z; , c¯)
∫
	(c¯)
w(s; , c¯)
(s − z)+1 ds, (17)
where w(z; , c¯) is the symmetrization factor of Eq. (6) and w(z; , c¯) is the function deﬁned in Eq. (8). Moreover,
C(c¯) stands for a normalizing constant,  ∈ C is the parameter deﬁned by Eq. (5) or (10) and the contour 	(c¯) is
such that it satisﬁes the condition

	(c¯)
{
w+1(s; , c¯)
(s − z)+2
}
= 0, (18)
where, clearly, the variation is taken with respect to the s-variable.
For our purposes here, as fundamental as Eq. (17) is the integral representation for the kth derivative (k=1, 2, 3, . . .)
of y(z; c¯), already given in [34, p. 16], which we are going to construct also in a different way. It can be proved by
induction that the kth derivative of any solution of the hypergeometric-type equation (6) satisﬁes in turn the differential
equation
(z)u′′(z) + k(z; , c¯) u′(z) + [ + k ′(k−1)/2(z; , c¯)]u(z) = 0, (19)
which is also of hypergeometric-type. So, we can obtain the corresponding integral representation for their solutions
by following the same procedure as above. Deﬁning the new parameter  ∈ C as a solution of the equation
[ + k′(k−1)/2(z; , c¯)] + ′k(z; , c¯) +
(− 1)
2
′′ = 0 ⇒ = − k
and having in mind that the symmetrization factor of Eq. (19) is related with that of Eq. (6) byw(z; , c¯) := wk(z; , c¯),
this integral representation is
u(z; c¯) ≡ u−k(z; c¯) = C−k
wk(z; , c¯)
∫
−k
w(s; , c¯)
(s − z)−k+1 ds, (20)
where −k is a contour in the complex plane satisfying

−k
{
w+1(s; , c¯)
(s − z)+2 s
k
}
= 0 (k = 0, 1, 2, . . .). (21)
For k = 0 this condition coincide with that satisﬁed by the contour 	(c¯) of Eq. (17) (see Eq. (18)). So, requir-
ing that 	(c¯) also satisﬁes the condition (21), both integral representations (17) and (20) have the same contour
for any k = 0, 1, 2, . . . . The only thing still missing is to ﬁnd appropriate constants C−k in Eq. (20) in such a
way that the function u−k(z, c¯) becomes in fact the kth derivative of y(z; c¯) as given by Eq. (17). It turns out by
induction that
C−k :=
k−1∏
j=0
′(+j−1)/2(z; , c¯)C(c¯), (22)
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once we have considered that differentiation with respect to z and integration with respect to s can be interchanged,
and taking into account the following property satisﬁed by the symmetrization factor: for j = 0, 1, 2, . . . ,
d
dz
{
w(s; , c¯)
wj+1(z; , c¯) (s − z)−j+1
}
:= d
ds
{
w(s; , c¯)
wj+1(z; , c¯) (s − z)−j+1
}
+
{
′(+j−1)/2(z; , c¯) w(s; , c¯)
wj (z; , c¯)(s − z)−j
}
.
Summarizing, in this section we have presented an alternative and more natural proof of the following theorem (see
[34, Section 3, 4]):
Theorem 1. Assuming that differentiation with respect to z and integration with respect to s can be interchanged, there
always exist particular solutions of a hypergeometric-type differential equation (6) which are hypergeometric-type
functions in the sense of Deﬁnition 1. Moreover, their kth derivatives y(k) (z; c¯) (k = 1, 2, 3, . . .) also have an integral
representation of the form
y(k) (z; c¯) =
C
(k)
 (c¯)
wk(z; , c¯)
∫
	(c¯)
w(s; , c¯)
(s − z)−k+1 ds, (23)
with a common contour 	(c¯) satisfying

	(c¯)
{
w+1(s; , c¯)
(s − z)+2 s
k
}
= 0 (k = 0, 1, 2, . . .). (24)
Here,  ∈ C is the parameter deﬁned by Eq. (5) or (10),w(z; , c¯) is the symmetrization factor of Eq. (6) andw(z; , c¯)
is the function deﬁned in Eq. (8). Moreover,C(k) (c¯) := C−k are given by Eq. (22) whereC(c¯) stands for a normalizing
constant.
Remark 2. When Eq. (5) has the solution  = n, being n a positive integer, then Eq. (6) has [10] a nth degree
polynomial solution, called hypergeometric-type polynomial, which is unique (up to a normalizing constant) if the
additional condition
n′(n−1)/2(z; n, c¯) = m′(m−1)/2(z; n, c¯) (n = m),
holds. In this case, the contour 	(c¯) can be chosen as a closed one encircling the point s = z and such that it does not
contain the roots of (z). Then, use of Cauchy’s integral formula as applied to the integral representation (23), provides
a Rodrigues-type formula for the corresponding polynomial solution and their derivatives, which was also obtained in
[34] by completely different means.
4. Construction of recurrence and ladder relationships
Weare now in a position to prove ourmain result, which provides a set of sufﬁcient conditions for the hypergeometric-
type functions to satisfy general sum rules of the form Eq. (1) in a constructive way. Indeed we give a method for the
explicit computation of the coefﬁcients which fully characterize those relations. To begin with, let us introduce ﬁrst the
concept of hypergeometric-type functions sequence (HTFS) which is the central idea in this procedure, because (see
Theorem 2 below) the aforementioned sufﬁcient conditions can be summarized by saying that the functions belong to
one of these sequences.
Deﬁnition 2. A HTFS {yi (z; c¯i )}Mi=0 (M ∈ N), is a family of hypergeometric-type functions (see Deﬁnition 1) such
that:
(a) They are solutions of a set of hypergeometric-type differential equations (6) all of them having the same coefﬁcient
(z).
(b) The differences i − j , (i, j = 0, 1, . . . ,M), are integer numbers.
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(c) The coefﬁcients (z; i , c¯i ) in Eq. (6) are related as follows:
(z; i , c¯i ) − (z; j , c¯j ) = E(i, j)(z)
p′i,j (z)
pi,j (z)
(i, j = 0, 1, . . . ,M), (25)
or, equivalently, the symmetrization factors are such that
w(z; i , c¯i ) = pi,j (z)E(i,j)w(z; j , c¯j ) (i, j = 0, 1, . . . ,M), (26)
where each pi,j (z) can be any divisor of (z) and the constants E(i, j) are integer numbers.
The latter condition ensures that all members of a HTFS and their derivatives of any order admit an integral repre-
sentation (23) with a common contour 	 satisfying a condition similar to (24), namely

	
{
wl+1(s; t , c¯t )
(s − z)g+2 s
k
}
= 0 (k = 0, 1, 2, . . .), (27)
where t (0 tM) is an index such that ∀j = 0, 1, . . . ,M: E(t, j)0 and l , g are the i with lowest and greatest
real part, respectively. Moreover, this deﬁnition is constructive in the sense that, given a starting hypergeometric-type
function y0(z; c¯0), it tells us how to build up any HTFS having this function as one of their elements. For, it is enough
to specify the differences 0 − j , the integers E(0, j) and the polynomials p0,j (z) for j = 0, 1, . . . ,M (M ∈ N).
Just to illustrate what a HTFS can be, let us consider the hypergeometric-type differential equation satisﬁed by the
Laguerre polynomials yn(z; a) := L(a)n (z):
zy′′n(z; a) + (a + 1 − z)y′n(z; a) + n yn(z; a) = 0 , (28)
so that, with the notations of Eq. (6) one has: (z) = z, (z; ; a) := a + 1 − z and  = n. The  parameter is then a
solution of (10) which in this case reduces to = n, being n the degree of the corresponding Laguerre polynomial. So,
the differences i −j =ni −nj always are integer numbers. Moreover, Eq. (25) becomes (z; ; a)−(z; ; b)=a−b.
In view of this, the sequence of Laguerre polynomials {L(a)n (x)}n∈N is, of course, an HTFS, but also some more HTFS
can be considered. For instance, {L(a+m)n (x)}m∈N (constructed by keeping the degree n ﬁxed) or {L(a+m)n+m (x)}m∈N
(obtained by changing simultaneously the degree n and the parameter a) are also examples of HTFS.
With this deﬁnition, our main result can be stated by means of the following
Theorem 2. Given a HTFS {yi (z; c¯i )}Mi=0 (M ∈ N), there always exist N (3NM + 1) rational functions
Ai ,ki (z; c¯i ), (i = 0, . . . , N − 1), such that the sum rule
SN :=
N−1∑
i=0
Ai ,ki (z)y
(ki )
i (z; c¯i ) = 0 (3NM + 1) (29)
holds true. Moreover, the Ai ,ki (z; c¯i )-coefﬁcients are rational functions of the z-variable; so that Eq. (29) can always
be transformed into an equivalent sum rule but with polynomial coefﬁcients.
Proof. To start with, let us deﬁne the numbers l , g and kl , kg by
Re[l] = min{Re[i], i = 0, 1, . . . , N − 1},
Re[g] = max{Re[i], i = 0, 1, . . . , N − 1},
kl = min{ki, i = 0, 1, . . . , N − 1},
kg = max{ki, i = 0, 1, . . . , N − 1},
⎫⎪⎬
⎪⎭ (30)
whereRe[a] stands for the real part of the complex number a. In addition, let r and t (0r, tN − 1) be two always
existing indexes such that the integers E(i, j) which appears in Eqs. (25)–(26) verify
E(i, r)0, E(t, i)0, i = 0, 1, . . . , N − 1. (31)
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With these notations, the substitution of the functions y(ki )i (z; c¯i ) in the left-hand side of Eq. (29) by the corresponding
integral representation (23) yields
SN =
∫
	
wl (z; r , c¯r )
(s − z)g−kl+1 P(s; z) ds, (32)
where 	 is the common contour satisfying (27). The function P(s; z), which contains the unknowns Ai ,ki (z; c¯i ) we
are looking for, is given by
P(s; z) :=
N−1∑
i=0
Ai ,ki (z; c¯i ) C(ki )i (c¯i )
wki (z; i , c¯i )
[(s)]i−l [pi,r (s)]E[i,r] (s − z)g−i+ki−kl . (33)
Recall that (s) is a polynomial of degree at most two, p(s) is any divisor of (s) and, as Eqs. (30)–(31) shows, the
numbers i −l ,E[i, r], g −i , ki −kl are always positive integers or zero. So, P(s; z) is a polynomial in the s-variable
of degree
degs{P(s; z)} = max
i=0,...,N−1 {(i − l ) degs{(s)} + E[i, r] degs{pi,r (s)} + g − i + ki − kl}. (34)
Now, in terms of the degree of P(s; z) as a function of s, two different situations can be considered:
1. degs{P(s; z)}1. In this case, the choice P(s; z) = 0 implies (see Eq. (32)) SN = 0 and so the searched sum
rule (29) holds true. Moreover, this equality P(s; z) = 0 provides a linear system of one (degs{P(s; z)} = 0) or two
(degs{P(s; z)} = 1) equations which are obtained by equating to zero the coefﬁcients of (s − z)h (h = 0, 1). This
linear system contains N3 unknowns which are the searched functions Ai ,ki (z; c¯i ) (i = 0, . . . , N − 1). So, N − 1
or N − 2 can be chosen arbitrarily and the other one or two, respectively, are then obtained from the linear system.
Moreover, as a consequence of Eqs. (26), (30) and (31), it turns out that if the equation P(s; z) = 0 is multiplied
by wkg (z; r ; c¯r ), the coefﬁcients of the linear system become also polynomials in the z-variable. So the unknowns
Ai ,ki (z; c¯i ) (i = 0, . . . , N − 1) are rational functions of z and the proof of the theorem is completed in this case, since
the sum rule (29) can be rewritten but having polynomial coefﬁcients.
2. degs{P(s; z)}2. In this case it may happens that the choiceP(s; z)=0 leads to the trivial solutionAi ,ki (z; c¯i )=0
(i = 0, . . . , N − 1) which is of no interest. However, an alternative method can be devised by mimicking the ideas
already used in [20,34,43–46]. For, let us consider an arbitrary function Q(s, z) except that it is a polynomial in the
s-variable of degree two less than the degree of P(s, z) as given by Eq. (34).
Then it is always possible to choose the unknowns Ai ,ki (z; c¯i ) (i = 0, . . . , N − 1) and the function Q(s, z) in such
a way that the integrand in Eq. (32) can be expressed as
wl (z; r , c¯r )
(s − z)g−kl+1 P(s; z) =
d
ds
{
wl+1(z; r , c¯r )
(s − z)g−kl Q(s; z)
}
. (35)
If this relation holds, it is then clear that the searched sum rule (29) holds true. This is so because this equality (35)
clearly implies SN = 0 (see Eq. (32)), which is a consequence of condition (27) satisﬁed by the common contour 	.
But, to see that this choice is always possible the only step required is to perform the derivative on the right side of
Eq. (35) to obtain
P(s; z) = {l (s; r , c¯r )(s − z) − (g − kl)(s)}Q(s; z) + (s − z)(s)
d
ds
[Q(s; z)], (36)
which shows that Q(s; z) must be a polynomial in s of degree degs{P(s; z)} − 2.
On the other hand, considering the latter equation as a function of s, it provides a linear system which is obtained
by expanding both sides in powers of (s − z) and equating the corresponding coefﬁcients. In this system, there are
N+degs{P(s; z)}−1 unknowns,N ofwhich are the searchedAi ,ki (z; c¯i ) functions and the remaining degs{P(s; z)}−1
are the coefﬁcients ofQ(s; z).Moreover, the number of equations is degs{P(s; z)}+1. So, two unknowns are determined
in terms of the remainingN+degs{P(s; z)}−3which can be chosen arbitrarily. This completes the proof of the theorem
in the second case and hence of the theorem itself, since for the same reasons explained in the previous case, Eq. (29)
can always be transformed into an equivalent sum rule but with polynomial coefﬁcients. 
174 A. Zarzo et al. / Journal of Computational and Applied Mathematics 207 (2007) 166–179
As already pointed out, this theorem not only ensures the existence of the algebraic and/or differential properties
(29) for any HTFS, but also gives an uniﬁed algorithm for the computation of the corresponding coefﬁcients in terms of
the coefﬁcients (z) and (z; i , c¯i ). For a speciﬁc sum rule, the algorithm consists in solving the linear system which
is obtained from Eq. (36) or, in some cases, from the equation P(s; z) = 0.
4.1. Examples
Clearly, Eq. (29) contains very many different sum rules for each HTFS. Here, for illustration, we are going to
consider three of the fundamental relationships linking three elements of the HTFS and/or their derivatives of any
order, the last two giving rise to ladder operators.
Remark 3. The three- and four-term recurrence formulas explicitly obtained in [20,34,43,44] are particular cases of
Eq. (29). Moreover, the hypergeometric-type functions there considered are members of a speciﬁc class of HTFS: those
for which pi,j (z)= 1 in (25) or (26). In such a situation, the coefﬁcients (z; i , c¯i ) of (6) are the same for all elements
of the HTFS.
4.1.1. Three-term recurrence formula
First of all let us select, among the rich variety of existing HTFS, a family of them. Here (due to its particular interest
in several applications) we consider those HTFS deﬁned by choosing the following values for the parameter involved in
Eq. (25):E(i, j)=j − i and pi,j (z)=(z), ∀i, j =0, . . . ,M , with i −j = i−j , ∀i, j =0, . . . ,M . This means that we
are dealing with those HTFS {yi (z; c¯i )}Mi=0 (M ∈ N) such that each of its members satisﬁes the hypergeometric-type
differential equation
(z)y′′ + (z; i; c¯i )y′ + i (c¯i )y = 0,
with
(z; i; c¯i ) − (z; j ; c¯j ) = (j − i)′(z),
w(z; i; c¯i ) = (z)(j−i) w(z; j ; c¯j ). (37)
Then, the kth derivative of three consecutive elements yi+h(z; c¯i+h) (h = −1, 0, 1) of this family of HTFS satisﬁes
the three-term recurrence relation
y
(k)
i+1(z; c¯i+1) = i ,k(z)y(k)i (z; c¯i ) + i ,k(z)y
(k)
i−1(z; c¯i−1), (38)
where i ,k y i ,k are polynomials (in the z-variable) of degree at most 1 and 2, respectively, given by
i ,k(z) =
Ci+1(c¯i+1)
Ci (c¯i )
′i /2(z; i + 1; c¯i+1)
′(i+k)/2 (z; i + 1; c¯i+1)
k(z; i + 1; c¯i+1)
i − k + 1 ,
i (z) =
Ci+1(c¯i+1)
Ci−1(c¯i−1)
′(i+1)/2(z; i + 1; c¯i+1)′i /2(z; i + 1; c¯i+1)
(i − k + 1)′(i+k)/2(z; i + 1; c¯i+1)
(z).
Here the notation of Eq. (8) has been used and Ci+h(c¯i+h) (h= −1, 0, 1) are the normalizing constants introduced in
Eq. (17).
To obtain this recurrence one should apply the method described in the proof of Theorem 2 which, in this case, gives a
polynomial P(s; z) in Eq. (36) of degree 2; so, the function Q(s; z) is constant with respect to the
s-variable. The above relation follows by solving the corresponding system (36) and taking into account Eqs. (22)
and (37).
To illustrate the use of the fundamental relation (38), let us consider its expression for Laguerre polynomials L(a)n (z)
satisfying Eq. (28). Taking into account (37), one has that Eq. (38) for this particular system of orthogonal polynomials
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yields
dk
dzk
[L(a−1)n+1 (z)] =
(n + 1)(a + k − z)
k − n − 1
dk
dzk
[L(a)n (z)] +
n(n + 1)z
k − n − 1
dk
dzk
[L(a+1)n−1 (z)].
Having in mind the well known property (d/dz)(L(a)n (z))=L(a+1)n−1 , it turns out that, in fact, the above equation becomes
the second-order differential equation satisﬁed by the kth derivative of L(a−1)n+1 (z).
4.1.2. Ladder operators
To derive differential-recurrence relations of the ﬁrst order, and then to construct ladder operators we consider a
HTFS family deﬁned by the choice of the following values for the parameters involved in Eq. (25): E(i, j)= j − i and
pi,j (z)=(z), ∀i, j =0, . . . ,M , with i =, ∀i=0, . . . ,M . This means that we are dealing with a HTFS {y(z; c¯i )}Mi=0
(M ∈ N) such that each of its members satisfy the hypergeometric-type differential equation
(z) y′′ + (z; ; c¯i ) y′ + (c¯i) y = 0,
with
(z; ; c¯i ) − (z; ; c¯j ) = (j − i)′(z),
w(z; ; c¯i ) = (z)(j−i) w(z; ; c¯j ). (39)
Then, applying the general method described in the proof of Theorem 2 it is possible to obtain the following two
differential-recurrence relations:
H
(+1)
,k (z; c¯i )
d
dz
{y(k) (z; c¯i )} = F (+1),k (z; c¯i )y(k) (z; c¯i ) + G(+1),k (z; c¯i )y(k) (z; c¯i+1),
H
(+1)
,k (z; c¯i ) = (z){2′′(−1)/2(z; ; ci) − (z; ; ci)′′},
F
(+1)
,k (z; c¯i ) = 2′−1(z; ; c¯i )′(+k−2)/2(z; ; c¯i ) − k−1(z; ; c¯i )[2′′−1(z; ; c¯i ) − (z; ; c¯i )′′],
G
(+1)
,k (z; c¯i ) =
C(c¯i)
C(c¯i+1)
′(+k−3)/2(z; ; c¯i )′(+k−2)/2(z; ; c¯i )
′(−3)/2(z; ; c¯i )′(−2)/2(z; ; c¯i )
× {−1(z; ; ci)[2′′(−1)/2(z; ; ci) − (z; ; ci)′′] − 2[′−1(z; ; ci)]2}
and
H
(−1)
,k (z; c¯i )
d
dz
{y(k) (z; c¯i )} = F (−1),k (z; c¯i )y(k) (z; c¯i ) + G(−1),k (z; c¯i )y(k) (z; c¯i−1),
H
(−1)
,k (z; c¯i ) = (z; ; c¯i )′′ − 2′′/2(z; ; c¯i ),
F
(−1)
,k (z; c¯i ) = 2′(z; ; c¯i )′(+k−1)/2(z; ; c¯i ),
G
(−1)
,k (z; c¯i ) = −2
C(c¯i)
C(c¯i−1)
′/2(z; ; c¯i )′(−1)/2(z; ; c¯i ).
These two relations allows us to deﬁne correspondingly the two following operators:
T
(±1)
,k (z; c¯i ) := H(±1),k (z; c¯i )
d
dz
− F (±1),k (z; c¯i )
which are such that
T
(±1)
,k (z; c¯i ){y(k) (z; c¯i )} = G(±1),k (z)y(k) (z; c¯i±1).
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So, they are ladder operators in the sense that they shift by ±1 the parameters c¯i . In particular, for the Laguerre
polynomials, these two ladder operators get simpliﬁed as{
z
d
dz
+ (a + k)
}
[L(a)n (z)](k) = (a + n)[L(a−1)n (z)](k),
{
1 − d
dz
}
[L(a)n (z)](k) = [L(a+1)n (z)](k), (40)
respectively.
5. Generalized hypergeometric-type functions
As pointed out in the introduction, there always exists (see [34,45]) a change of variable (in general not unique) which
transforms any generalized hypergeometric-type differential equation (2) into an equation of hypergeometric-type (6).
So, all the recurrence and differential-recurrence relations considered in the previous section can be extended to the
solutions of the generalized equation (2).
For this extension to be carried out the main idea is that of generalized hypergeometric-type functions sequence
(GHTFS). Before deﬁning this concept, let us summarize the way of obtaining the aforementioned change of variable.
Proposition 1. With the notation of Eq. (2), let  ∈ C be a constant such that the function
r(z) :=
√(
Q′(z) − p(z)
2
)2
− q(z) − Q(z)
is a polynomial of degree at most one. Moreover, let ±(z) be also a polynomial deﬁned by
±(z) := Q
′(z) − p(z)
2
± r(z).
Then, the change of variable
u(z) = y(z) exp
{∫
±(z)
Q(z)
dz
}
(41)
transforms Eq. (2) into a hypergeometric-type differential equation
(z)y′′(z) + (z) y′(z) + y(z) = 0
with
(z) := Q(z), (z) := p(z) + ±(z),  := ′±(z) − . (42)
Proof. See [34, pp. 1–3]. 
Deﬁnition 3. A GHTFS {Ui (z; c¯i )}Mi=0 (M ∈ N) is a family of solutions of Eq. (2) such that each of its elements is
linked with an element of a HTFS by means of (41), so that for i = 0, . . . ,M
Ui (z; c¯i ) = yi (z; c¯i ) exp
{∫
±(z)
Q(z)
dz
}
,
where {yi (z; c¯i )}Mi=0 is a HTFS as introduced in Deﬁnition 2.
The extension of the recurrence and differential-recurrence relations from HTFS to GHTFS is now a simple matter
which just requires the explicit determination of the change (41) as indicated in Proposition 1.
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6. Radial wave functions of the N-dimensional hydrogen atom
As it is well known the radial wave functions of the hydrogen atom in D3 dimensions can be written in terms of
Laguerre polynomials as [33,42]:
R
(D)
m,L(r) =
[
(m − L − 1)!
(m + L + D − 3)!
]1/2 [ 2D
(2m + D − 3)(D+1)/2
] [
4r
(2m + D − 3)
]L
× exp
{
− 2r
(2m + D − 3)
}
L
(2L+D−2)
m−L−1
(
4r
(2m + D − 3)
)
.
This means that R(D)m,L(r) is a solution of a generalized hypergeometric-type differential equation such that, by means
of the change of variable described in Proposition 1, can be transformed into an equation of hypergeometric-type (in
this case the differential equation satisﬁed by Laguerre polynomials). So, the sum rules satisﬁed by any HTFS made
up of these polynomials provide recurrence and differential-recurrence relations for the corresponding hydrogen-like
wave functions.
For instance, assume we want to construct ladder operators for R(D)m,L(r) shifting the dimension D by ±1, but
leaving the remaining quantum numbers unchanged. In this case we are dealing with the GHTFS (see Deﬁnition 3)
{R(D+h)m,L (r)}h=D−3,D−2,.... Then to change the dimension D by ±1, the corresponding ladder operator shifting by ±1
the a-parameter of Laguerre polynomialsL(a)n (z) are to be used. These operators are, precisely, those already computed
in Section 4.2 (see Eq. (40)). Using them we obtain:
{
2 + (2m + D − 2)
[
L
r
− d
dr
]}
R
(D)
m,L
(
2m + D − 3
2m + D − 2 r
)
= 2(m + L + D − 2)1/2 (2m + D − 2)
D/2+1
(2m + D − 3)(D+1)/2R
(D+1)
m,L (r), D3
and,
{
(2m + D − 4)
[
(L + D − 2) + r d
dr
]
+ 2r
}
R
(D)
m,L
(
2m + D − 3
2m + D − 4 r
)
= 2(m + L + D − 3)1/2 (2m + D − 4)
D/2+1
(2m + D − 3)(D+1)/2R
(D−1)
m,L (r), D4.
Summing up, we have a constructive procedure to explicitly obtain recurrence and differential-recurrence relations
among not only hypergeometric-type functions but also generalized hypergeometric-type functions, which satisfy
second-order differential equations with parameter-dependent polynomials coefﬁcients. This procedure allows us to
derive all the corresponding published relations for the classical orthogonal polynomials [3,19,20,22,28,29,34,43,44] as
well as for the radial wave functions of the D-dimensional physical prototypes [4,9,11,32,45,46], including recurrence
and ladder relations which link functions with different dimensionality.
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