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Abstract
Let Kn(F) be the linear space of all n × n alternate matrices over a field F, and let K2n(F)
be its subset consisting of all rank-2 matrices. An operator φ : Kn(F) → Kn(F) is said to
be additive if φ(A + B) = φ(A) + φ(B) for any A,B ∈ Kn(F), linear if φ is additive and
φ(aA) = af (A) for every a ∈ F and A ∈ Kn(F), and a preserver of rank 2 on Kn(F) if
φ(K2n(F)) ⊆ K2n(F). When n  4, we characterize all linear (respectively, additive)
preservers of rank 2 on Kn(F) over any field (respectively, any field that is not isomorphic
to a proper subfield of itself).
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1. Introduction and main results
In the recent several decades, characterizing linear/additive maps on spaces of
matrices or operators that preserve certain properties has been an active area of
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research (see [13,16,25] and the references therein). These are usually called
linear/additive preserver problems in the literature. One of the most basic in linear/
additive preserver problems is (the smallest nonzero) rank preservers (see
[1–5,8,11,12,14,15,17,19,20,27–29]). Indeed, several other questions about
preservers have been solved with the help of (the smallest nonzero) rank preservers. For
instance, preserving rank-additivity [26,29], invertibility/determinant [4,5,21], adjoint
matrix [7,22], commutativity [6,24] or spectrum [10,18] involves (the smallest non-
zero) rank preservers. However, of all these results mentioned above, only Lim [15] and
Zhang [28] considered problems on spaces of alternate matrices. Lim [15] character-
ized the bijective linear preservers of the smallest nonzero rank (i.e., rank 2) on the
space of all alternate matrices over any algebraically closed field of characteristic not 2.
While Zhang [28] determined the general form of all linear (respectively,
additive) preservers of the smallest and second smallest nonzero rank (i.e., ranks 2 and
4) on the space of all alternate matrices over any field (respectively, any field that is not
isomorphic to a proper subfield of itself). This inspires us to study linear (respectively,
additive) preservers of rank 2 on the space of all alternate matrices over any field (respec-
tively, any field that is not isomorphic to a proper subfield of itself) in this article.
In order to state precisely the main results of this article, we now introduce some
concepts and fix the notation, which will be used in the rest of this article. Suppose F
is a field and m, n are positive integers. Let Mm,n(F) be the set of all m × n matrices
over F, and let Mn(F) = Mn,n(F). We denote the m × n zero matrix by Om×n, and
also by O when its dimension is clear. For distinct positive integers i and j , let Wij
be the matrix with 1 in the (i, j)th entry, −1 in the (j, i)th entry and 0 elsewhere.
(Note: Wij = −Wji .) BT denotes the transpose of the matrix B and ⊕ denotes the
usual direct sum of matrices.
A matrix A ∈ Mn(F) is said to be alternate if xTAx = O for every x ∈ Mn,1(F).
Clearly, when the characteristic of F is not 2, A is alternate if and only
if A is skew symmetric (i.e., A = −AT); when the characteristic of F is 2, A is
alternate if and only if A is a symmetric matrix (i.e., A = AT) with zero diagonal
elements. Let Kn(F) be the linear space of all n × n alternate matrices over F, and
let Ksn(F) be its subset consisting of all rank-s matrices.
An operator φ : Kn(F) → Kn(F) is said to be additive if φ(A + B) = φ(A) +
φ(B) for any A,B ∈ Kn(F), linear if it is additive and satisfies φ(aA) = aφ(A) for
any a ∈ F and A ∈ Kn(F), a preserver of rank 2 on Kn(F) if φ(K2n(F)) ⊆ K2n(F),
and a preserver of ranks 2 and 4 on Kn(F) if φ(Ktn(F)) ⊆ Ktn(F) for t = 2, 4. Denote
by  : Kn(F) → Kn(F) the map exchanging the (1, 4)th entry with the (2, 3)th
entry and the (4, 1)th entry with the (3, 2)th entry. Clearly,  is a linear preserver
of rank 2 when n = 4. For a map f : F → F and a matrix A = [aij ] ∈ Mm,n(F), we
denote by Af the matrix [f (aij )].
The main results obtained in this article are the following four theorems:
Theorem 1. Suppose F is any field that is not isomorphic to a proper subfield of
itself, and n is an integer with n  4. Then φ is an additive preserver of rank 2
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on Kn(F) such that rank(φ(G) + φ(H)) > 2 for some G,H ∈ K2n(F), if and only
if there exist a nonzero scalar γ, a nonsingular n × n matrix S and a field auto-
morphism δ of F such that φ has one of the following forms:
(I) φ(A) = γ SAδST for every A ∈ Kn(F); or
(II) n = 4 and φ(A) = γ S(Aδ)ST for every A ∈ K4(F).
Theorem 2. Suppose F is any field and n is an integer with n  4. Then φ is an
additive preserver of rank 2 on Kn(F) such that rank(φ(G) + φ(H))  2 for all
G,H ∈ K2n(F), if and only if there exists a nonsingular n × n matrix S such that
either
(III) φ(A) = S
[
0 µ(A)
−µ(A)T O
]
ST for every A ∈ Kn(F), where µ : Kn(F) →
M1,n−1(F) is an additive map satisfying µ(K2n(F)) ⊆ M1,n−1(F) \ {O}; or
(IV) φ(A) = S(π(A) ⊕ O)ST for every A ∈ Kn(F), where π : Kn(F) → K3(F) is
an additive map satisfying π(K2n(F)) ⊆ K3(F) \ {O}.
Theorem 3. Suppose F is any field and n is an integer with n  4. Then φ is a
linear preserver of rank 2 on Kn(F) if and only if there exist a nonzero scalar γ and
a nonsingular n × n matrix S such that φ has one of the following forms:
(i) φ(A) = γ SAST for every A ∈ Kn(F).
(ii) n = 4 and φ(A) = γ S(A)ST for every A ∈ K4(F).
(iii) φ(A) = S
[
0 µ(A)
−µ(A)T O
]
ST for every A ∈ Kn(F), where µ : Kn(F) →
M1,n−1(F) is a linear map satisfying µ(K2n(F)) ⊆ M1,n−1(F) \ {O}.
(iv) n = 4 and φ(A) = S(π(A) ⊕ O)ST for every A ∈ K4(F), where π : K4(F) →
K3(F) is a linear map satisfying π(K24 (F)) ⊆ K3(F) \ {O}.
Theorem 4. Suppose F is any algebraically closed field and n is an integer with
n  4. Then φ is a linear preserver of rank 2 on Kn(F) if and only if there exists a
nonsingular n × n matrix Q such that either
φ(A) = QAQT, ∀A ∈ Kn(F)
or
n = 4 and φ(A) = Q(A)QT, ∀A ∈ K4(F).
In order to understand easily the above theorems, we make the following four
notes:
1. These four theorems generalize the main results obtained in [28] since the con-
dition “φ preserves rank-4 matrices” is not required here. Moreover, as shown in
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[28, Section 4], the condition “F is not isomorphic to a proper subfield of itself”
in Theorem 1 is necessary.
2. Lim [15] proved Theorem 4 under the restriction “the characteristic of F is not 2”.
Hence this article can be viewed as a supplementary version of Lim [15].
3. Let R is the field of all real numbers. For every positive integer k, R is isomorphic
to M1,k(R) and Kk(R) is isomorphic to M1, k(k−1)2 (R) when they are viewed as
additive groups. Therefore, the additive maps µ and π in Theorem 2 exist when
F = R.
4. Theorem 4 states that the forms (iii) and (iv) of Theorem 3 vanish when F is
an algebraically closed field. However, the following example shows that the
form (iii) or (iv) of Theorem 3 may appear if F is not an algebraically closed
field.
Example 1. Denote a map ψ : K4(R) → K4(R) by
ψ : X →


0 x12 + x34 x13 − x24 x14 + x23
−x12 − x34 0 0 0
−x13 + x24 0 0 0
−x14 − x23 0 0 0

 ,
∀X = [xij ] ∈ K4(R).
Then it is easy to observe that ψ is a linear map such that rank ψ(X)  2 for every
X ∈ K4(R). If ψ(Y ) = O for some Y = [yij ] ∈ K24 (R), then y12 = −y34, y13 = y24
and y14 = −y23. Using the fact that Y ∈ K24 (R) if and only if Y /= O and y12y34 +
y14y23 = y13y24 (i.e., det Y = 0), we can conclude Y = O. Therefore, ψ is a linear
preserver of rank 2 on K4(R). Furthermore, if we denote ϕ : K4(R) → K4(R) by
ϕ : X →(ψ(X)) for every X ∈ K4(R), then ϕ is also a linear preserver of rank 2
on K4(R).
Clearly, ψ and ϕ are of the forms (iii) and (iv) of Theorem 3, respectively.
Moreover, the combination of Theorems 1 and 2 gives clearly the following
corollary.
Corollary 1. Suppose n is an integer with n  4, and F is any field that is not
isomorphic to a proper subfield of itself. Then φ is an additive preserver of rank 2
on Kn(F) if and only if φ has one of the above forms (I)–(IV).
2. Preliminary results
This section provides some preliminary results which will be used to prove our
main results (i.e., Theorems 1–4) in the next section. We first take the following six
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lemmas from literature, where the first one shows that the rank of every alternate
matrix is certainly even.
Lemma 1 [23]. Suppose n is an integer with n  4, F is any field and A ∈ Kn(F) is
nonzero. Then A is congruent to
∑2s
m=1 W2m−1 2m, where rank A = 2s.
Lemma 2 [28, Lemma 4]. Suppose F is any field, n is an integer with n  4, and Z ∈
K2n(F) and distinct g, h ∈ 〈n〉 satisfy Z + xWgh ∈ K2n(F) for some nonzero scalar
x. Then Z = zghWgh +∑nm=1
m/=g,h
(zgmWgm + zhmWhm), i.e., all entries, except for
those in the gth and hth rows or columns, of Z are zero.
Lemma 3 [28, Theorem 1]. Suppose F is any field that is not isomorphic to a proper
subfield of itself, and n is an integer with n  4. Then φ is an additive preserver
of ranks 2 and 4 on Kn(F) if and only if φ is of the form either (I) or (II) in
Theorem 1.
Lemma 4 [28, Lemma 3]. If X, Y ∈ K4n(F) satisfy X + Y ∈ K2n(F), then there exists
a nonsingular n × n matrix P such that X = PW12P T and Y = PW34P T.
Lemma 5 [28, Proposition 2]. Suppose F is any field, f is an additive preserver
of rank 2 on Kn(F) and k, n are integers satisfying 4  k  n − 1. If there exist a
nonzero scalar γ, a nonsingular n × n matrix V and a field automorphism δ of F
such that f (yWij ) = γ δ(y)VWijV T for all y ∈ F and 1  i < j  k, then there
exists a nonsingular n × n matrix S such that f (yWij ) = γ δ(y)SWijST for any
y ∈ F and 1  i < j  k + 1.
Lemma 6 [28, Proposition 3]. Suppose F is any field and f is an additive preserver of
rank 2 on Kn(F). If there exist a nonzero scalar γ, a nonsingular n × n matrix V and
a field automorphism δ of F such that f (yWij ) = γ δ(y)V(Wij )V T for any y ∈ F
and 1  i < j  4, then n = 4 and f (A) = γV(Aδ)V T for every A ∈ K4(F).
In order to prove our main results, the following lemma is also required.
Lemma 7. If A ∈ M2(F) satisfies[
xJ A
−AT yJ
]
∈ K24 (F) (1)
for some nonzero scalars x and y, then rank A = 2.
Proof. It is clear from (1) that A /= O. This, together with A ∈ M2(F), implies that
the remainder of the proof is to show rank A /= 1. If rank A = 1, then there exist
nonsingular 2 × 2 matrices R and Q such that A = R(1 ⊕ 0)Q, and hence
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[
xJ A
−AT yJ
]
=
[
xJ R(1 ⊕ 0)Q
−QT(1 ⊕ 0)RT yJ
]
= (R ⊕ QT)
[
xR−1JR−T 1 ⊕ 0
−1 ⊕ 0 yQ−TJQ−1
]
(RT ⊕ Q).
Since xR−1JR−T = b1J and yQ−TJQ−1 = b2J for some nonzero scalars b1 and
b2, it can be concluded that
rank
[
xJ A
−AT yJ
]
= rank
[
b1J 1 ⊕ 0
−1 ⊕ 0 b2J
]
= rank
[
b1J O
O b2J
]
= 4,
which contradicts (1), and hence the proof is completed. 
3. Proofs of main results
Based on those lemmas obtained above, we can investigate the main results (i.e.,
Theorems 1–4 stated in Section 1) of this article as follows.
The proof of Theorem 1. By Lemma 3, it suffices to show that φ is an additive
preserver of ranks 2 and 4 on Kn(F).
Since the rank of every matrix in Kn(F) is certainly even, it follows from rank
(φ(G) + φ(H)) > 2 and the definition of φ that rank(G + H)  4. This, together
with G,H ∈ K2n(F) and rank(G + H)  rank G + rank H , implies that G + H ∈
K4n(F). Applying Lemma 4 to G and H , we can conclude that there exists a nonsin-
gular n × n matrix  such that
G = W12T, H = W34T. (2)
It follows from G,H ∈ K2n(F) and the definition of φ that φ(G), φ(H) ∈ K2n(F),
and hence rank(φ(G) + φ(H))  rank φ(G) + rank φ(H) = 4. Since the rank of
every matrix in Kn(F) is even, it follows from rank(φ(G) + φ(H)) > 2 that rank
(φ(G) + φ(H)) = 4. Applying Lemma 4 to φ(G) and φ(H), one can conclude that
there exists a nonsingular n × n matrix  such that
φ(G) = W12T, φ(H) = W34T. (3)
Denote an operator f : Kn(F) → Kn(F) by
f (A) = −1φ(AT)−T, ∀A ∈ Kn(F). (4)
Then f is an additive preserver of rank 2 on Kn(F), and further, we can deduce from
(2) and (3) that
f (W12) = W12, f (W34) = W34. (5)
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From which, we, by following the proof of [28, Eqs. (10)–(12)], can obtain
f (Wuv) =
[
O Guv
−GTuv O
]
⊕ O, u = 1, 2, v = 3, 4, (6)
where G13,G14,G23,G24 ∈ M2(F) satisfy

rank G13 = rank G14 = rank G23 = rank G24 = 1,
rank(G13 + G14) = rank(G13 + G23) = rank(G24 + G14)
= rank(G24 + G23) = 1,
rank(G13 + G14 + G24 + G23) = 1.
Because of W12 + W13 + W24 + W34, W12 + W14 + W23 − W34 ∈ K2n(F), it fol-
lows from the definition of f that f (W12)+ f (W13)+ f (W24)+ f (W34), f (W12)+
f (W14) + f (W23) − f (W34) ∈ K2n(F). Using (5) and (6), we have[
J G13 + G24
−(G13 + G24)T J
]
,
[
J G14 + G23
−(G14 + G23)T −J
]
∈ K2n(F).
This, together with Lemma 7, implies that
rank(G13 + G24) = rank(G14 + G23) = 2.
Based on the above, we can claim, by using the lines following [28, Eq. (13)]
to the end of the proof of [28, Proposition 1], that there exist a nonzero scalar γ , a
nonsingular n × n matrix U and an injective field endomorphism δ of F such that
either f (yWij ) = γ δ(y)UWijUT for any y ∈ F and 1  i < j  4, or f (yWij ) =
γ δ(y)U(Wij )UT for any y ∈ F and 1  i < j  4. Since F is not isomorphic to
a proper subfield of itself, δ is an automorphism of F. Furthermore, by Lemmas 5
and 6, it can be concluded that f is an additive preserver of ranks 2 and 4 on Kn(F).
This, together with (4), implies that φ is an additive preserver of ranks 2 and 4 on
Kn(F), and hence the proof is complete. 
The proof of Theorem 2. The proof of the “if” part is obvious. Now we prove the
“only if” part.
It follows from W12 ∈ K2n(F) that φ(W12) ∈ K2n(F). Thus, there exist a nonsin-
gular n × n matrix P such that
φ(W12) = PW12P T. (7)
For every A ∈ K2n(F), it follows from our assumptions that φ(A) ∈ K2n(F) and
rank(φ(W12) + φ(A))  2. This, together with (7) and Lemma 2, implies that
φ(A) = P
[
gAJ hA
−hTA O
]
P T, ∀A ∈ K2n(F), (8)
where gA ∈ F, hA ∈ M2,n−2(F) and J denotes the 2 × 2 matrix W12.
Case 1. Suppose the maximum number of linearly independent elements in
φ(K2n(F)) is 1. Then φ(A) and φ(W12) are linearly dependent for any A ∈ K2n(F).
Thus, (8) turns into φ(A) = gAP (J ⊕ O)P T for every A ∈ K2n(F). Since every
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matrix in Kn(F) can be written as a sum of finitely many matrices in K2n(F), we
derive from the definition of φ that φ is of the form (III)/(IV).
Case 2. Suppose the maximum number of linearly independent elements in
φ(K2n(F)) is 2. Then there exists X ∈ K2n(F) such that φ(W12) and φ(X) are lin-
early independent, and hence, from (7) and (8), hX /= O. Using φ(X) ∈ K2n(F),
we obtain that rank hX = 1. Thus, there exist nonsingular matrices R ∈ M2(F) and
Q ∈ Mn−2(F) such that hX = R(1 ⊕ O)Q. Denote
RJRT = aJ and U = P(R ⊕ QT)



1 0 00 a−1 a−1gX
0 0 1

⊕ I

 .
Then we can conclude from (7) and (8) that
φ(W12) = UW12UT, φ(X) = UW13UT. (9)
Noting that φ(A), φ(W12) and φ(X) are linearly dependent for any A ∈ K2n(F), we
obtain that
φ(A) = U
([
0 κA
−κTA O
]
⊕ O
)
UT, ∀A ∈ K2n(F),
where κA ∈ M1,2(F). Since every matrix in Kn(F) can be written as a sum of finitely
many matrices in K2n(F), we derive from the definition of φ that φ is of the form
(III)/(IV).
Case 3. Suppose the maximum number of linearly independent elements in
φ(K2n(F)) is greater than or equal to 3. Then there exists X, Y ∈ K2n(F) such that
φ(W12), φ(X) and φ(Y ) are linearly independent. From Case 2, we can assume
that (9) holds. This, together with our assumptions, implies that φ(Y ) ∈ K2n(F),
rank(UW12UT + φ(Y ))  2 and rank(UW13UT + φ(Y ))  2. Using Lemma 2, one
can obtain that either
φ(Y ) = U


0 y1 y2 Y0
−y1 0 0 O
−y2 0 0 O
−Y T0 O O O

UT, y1, y2 ∈ F, Y0 ∈ M1,n−3(F)
(10)
or
φ(Y ) = U


0 y1 y2 O
−y1 0 y3 O
−y2 −y3 0 O
O O O O

UT, y1, y2, y3 ∈ F. (11)
When (10) holds, (9) and (10) can be united to the form
φ(W12) = U
[
0 C1
−CT1 O
]
UT, φ(X) = U
[
0 C2
−CT2 O
]
UT,
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φ(Y ) = U
[
0 C3
−CT3 O
]
UT,
where Ci ∈ M1,n−1(F) for i = 1, 2, 3. Because φ(W12), φ(X) and φ(Y ) are linearly
independent, there exists a nonsingular (n − 1) × (n − 1) matrix V such that Ci =
[O1×(i−1) 1 O]V T for i = 1, 2, 3. If we denote S = U(1 ⊕ V ), then φ(W12) =
SW12S
T
, φ(X) = SW13ST and φ(Y ) = SW14ST. This, together with our assump-
tions, implies that φ(A) ∈ K2n(F), rank(SW12ST + φ(A))  2, rank(SW13ST +
φ(A))  2 and rank(SW14ST + φ(A))  2 for any A ∈ K2n(F). Using Lemma 2,
we have
φ(A) = S
[
0 µA
−µTA O
]
ST, ∀A ∈ K2n(F),
where µA ∈ M1,n−1(F). Since every matrix in Kn(F) can be written as a sum of
finitely many matrices in K2n(F), we obtain from the definition of φ that φ is of the
form (III).
When (11) holds, we can conclude that y3 /= 0, since φ(W12), φ(X) and φ(Y ) are
linearly independent. Denote
S = U



1 y2y
−1
3 −y1y−13
0 1 0
0 0 1

⊕ I

 .
Then it is easily verified from (9) and (11) that φ(W12) = SW12ST, φ(X) = SW13ST
and φ(Y ) = y3SW23ST. This, together with our assumptions, implies that φ(A) ∈
K2n(F), rank(SW12ST + φ(A))  2, rank(SW13ST + φ(A))  2 and rank
(y3SW23ST + φ(A))  2 for any A ∈ K2n(F). Using Lemma 2, we have φ(A) =
S(πA ⊕O)ST for every A ∈ K2n(F), where πA ∈ K3(F). Since every matrix in Kn(F)
can be written as a sum of finitely many matrices in K2n(F), we derive from the
definition of φ that φ is of the form (IV).
The proof is completed. 
The proof of Theorem 3. The proof of the “if” part is obvious. Now we prove the
“only if” part.
Case 1. Suppose rank(φ(G) + φ(H)) > 2 for some G,H ∈ K2n(F). It follows
from the proof of Theorem 1 and the linearity of φ that φ is of the form either (i) or
(ii).
Case 2. Suppose rank(φ(G) + φ(H))  2 for any G,H ∈ K2n(F). It follows from
Theorem 2 and the linearity of φ that either φ is of the form (iii) or
φ(A) = S(π(A) ⊕ O)ST, ∀A ∈ Kn(F), (12)
where S is a nonsingular n × n matrix and π : Kn(F) → K3(F) is a linear map sat-
isfying
π(K2n(F)) ⊆ K3(F) \ {O}. (13)
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Thus, in order to complete the proof, it suffices to show that n = 4 if (12) holds.
Indeed, if n  5, then it follows from (12) that π(W12), π(W13), π(W14), π(W15) ∈
K3(F). Noting dim K3(F) = 3, we obtain that π(W12), π(W13), π(W14) and π(W15)
are linearly dependent, i.e., there exist scalars c2, c3, c4, c5, not all 0, such that
c2π(W12) + c3π(W13) + c4π(W14) + c5π(W15) = O. Thus, π(c2W12 + c3W13 +
c4W14 + c5W15) = O, which contradicts (13) and the fact c2W12 + c3W13 +
c4W14 + c5W15 ∈ K2n(F). Therefore, n = 4.
The proof is completed. 
The proof of Theorem 4. The proof of the “if” part is obvious. Now we prove the
“only if” part.
Let γ and S be as in Theorem 3. Since F is an algebraically closed field, there
exists β ∈ F such that γ = β2 [9, p. 142]. If we denote Q = βS, then by Theorem
3 the remainder of the proof is to show that the forms (iii) and (iv) of Theorem 3
vanish when F is an algebraically closed field.
If φ is of the form (iii) of Theorem 3, i.e.,
φ(A) = S
[
0 µ(A)
−µ(A)T O
]
ST, ∀A ∈ Kn(F), (14)
where S is a nonsingular n × n matrix and µ : Kn(F) → M1,n−1(F) is a linear map
satisfying φ(K2n(F)) ⊆ M1,n−1(F) \ {O}. For any scalars a2, . . . , an, not all 0, be-
cause of
∑n
i=2 aiW1i ∈ K2n(F), it follows from the definition of φ that
∑n
i=2 aiφ
(W1i ) ∈ K2n(F). This, together with (14), implies that
∑n
i=2 aiµ(W1i ) /= O. The
arbitrariness of a2, . . . , an implies that µ(W12), . . . , µ(W1n) are n − 1 linearly inde-
pendent vectors in M1,n−1(F). Thus, there exists a nonsingular (n − 1) × (n − 1)
matrix P such that µ(W1i ) = [O1×(i−2) 1 O]P T for every i = 2, . . . , n. Now, from
(14), one can assume without loss of generality that

φ(W1i ) = W1i , ∀2  i  n,
φ(W2j ) =
n∑
l=2
bjlW1l , ∀3  j  n, (15)
where bjl ∈ F.
Let
M =


b33 b43 · · · bn3
b34 b44 · · · bn4
· · · · · · · · · · · ·
b3n b4n · · · bnn

 ,
and let λ be an eigenvalue of M and x = [x3 x4 · · · xn]T be an eigenvector of M
associated with λ. (Note: for the existence of λ see [9, p. 142].) Then x /= O and
n∑
l=3
blj xl = λxj , j = 3, . . . , n. (16)
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Furthermore, denote N = (∑nj=3 xjbj2)W12 +∑nj=3 xj (λW1j − W2j ). Then, by
(15) and the linearity of φ, we obtain that φ(N) = ∑nj=3 (λxj −∑nl=3 xlblj )W1j .
This, together with (16), implies that φ(N) = O, which contradicts that N ∈ K2n(F)
and φ is a preserver of rank 2. Therefore, the form (iii) of Theorem 3 vanishes when
F is an algebraically closed field.
If φ would be of the form (iv) of Theorem 3, we would take a map φ˜ : K4(F) →
K4(F) defined by φ˜ : X →(S−1φ(X)S−T). Then φ˜ is of the form (iii) of Theorem
3, a contradiction. Hence, the form (iv) of Theorem 3 vanishes also when F is an
algebraically closed field.
The proof is completed. 
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