Solutions of the relativistic Boltzmann equation are studied for all initial data which are periodic in the space variable and near equilibrium. An equilibrium is a relativistic Maxwellian distribution of momenta. Under appropriate conditions on the scattering kernel, this equilibrium is asymptotically stable in a variety of function spaces.
Introduction
Although the classical (non-relativistic) Boltzmann equation has been heavily studied, the relativistic version has received scant attention. The relativistic Boltzmann euqation is 3 \ x Q =-t and C(F, F) is the collision integral. Normalizing the speed of light c=l and the particle mass m=l 9 we have K-F=1 or v 0 =\/l + \v\ 2 -For our purposes it is convenient to separate the time and space variables and to divide (RB\ by v 0 to obtain
V-? X F=-C(F,F). (RB\

t F+v-r x F=Q(F 9 F) (RB) where Q(F, F)=VQ I C(F, F) and (0.1)
. \/l+M 2 The collision integral has the form
Q(F.F)(v) = ^~ \\\ d(U*-l)d(U'*-l)d(V'*-l) 2v Q J J J -U'-V) sa(s, 0) [F(u') F(v')~F(u) F(v)] d* Ud* U'd* V (0.2)
where U 2 =U*U=ul~ u 2 , u 2 =ul j r iil+ul, d is the delta function in one variable, d^ is the delta function in four variables, and all the F are evaluated at the same space-time point (t, x). Furthermore a(s, 0) is called the differential cross section or the scattering kernel; it is a function of variables s and 6 which will be defined later. The delta functions express the conservation of momentum and energy:
Of course, the 12-fold integral (0.2) defining Q may be reduced to a 5-fold integral by carrying out the delta function integrations (see Section 1). A relativistic Maxwellian is characterized as a particle distribution /JL(V) which minimizes the entropy subject to constant mass, momentum and energy. It is an equilibrium solution of (RB\ since Q(#, /0=0, where a, 6 and c> \b\ are five parameters (constants). We consider a solution F(t, x, v) of (RB\ which has period 2?r in each x variable and satisfies an initial condition F(Q, x,v)=F 0 (x 9 v). We shall assume that the initial distribution FQ(X, v) is close to a Maxwellian ju (v) . The 5 parameters a, 6, c are chosen so that F° and ju have the same total mass, energy and momentum:
= ( ( GF°-JH) dxdv = || v(F°-v) dxdv = i( VT+v* (F°-j>t) dxdv
(0.5a) where the integration is over x^£=(Q, Inf and v^R 3 . (See Appendix I).
The following is a special case of our main result.
Theorem Q e Let a(s, 6) 3 and t e [0, oo).
Furthermore we prove that if the ^-derivatives of F° satisfy similar estimates, so do the ^-derivatives of the solution F 9 and hence Fis smooth in x. We also prove analogous results using L 2 norms in x. As is well-known, the periodicity condition in x implies that we have solved (RB\ in a box with specular boundary conditions, The classical Boltzmann equation was first solved in the spatially homogeneous case by Carleman [4] , and more generally by Grad [15] locally in time, and by Ukai [22] [23] and Nishida and Imai [19] globally in time near a Maxwellian. Important contributions to the global problem have also been made by Caflisch [3] , Shizuta [20] , Illner and Shinbrot [17] and many others. More recently, global weak solutions with arbitrary initial data have been constructed by DiPerna and Lions [8] , All of the proofs of stability are based on the fact that the linearized equation possesses some dissipation, due to the decrease of the entropy.
In the relativistic case, we write the linearized equation of (RB) Q as where K is a certain integral operator in v 9 and v(v)>Q is a scalar function of v which represents the dissipation. In order to prove dissipation on the operator level in the sense of spectral theory, some compactness property of the solutions of (0.8) is required. Some compactness in the v variable follows from the form of K, while some compactness in the x variable follows from the fact that -^-averages of solutions of transport equations tend to be .x-smoothing. The precise condition we use is a kind of relative compactness of operators, called ^-smoothing. To a certain extent we follow the abstract approach that Shizuta [20] applied to the classical Boltzmann equation. For background on the relativistic equation we mention the books of Stewart [21] and deGroot et. al [7] . There are some analyses of (RB\ by Cercignani and Majorana [6] . The linearized relativistic equation (0.8) is solved by Dudynski and Ekiel-Jezewska [9] , In § 1 we explicitly write the equation and derive the collision invariants and entropy inequality. Then we linearize the equation, and we formulate the function spaces Y and the main theorem. In §2 we essentially show that the (nonlinear) collision integral is bounded on Y. The relativistic energy plays an important role here.
In §3 we estimate the kernel of the linearized collision operator. The relativistic estimates, which are related to those of Dudynski et. al. [9] , are quite distinct from the classical ones of Grad and others. The smoothing property of the linearized equation is proved in §4, following in part the approach of Shizuta [20] . Finally in §5 we solve the nonlinear problem by iteration by making use of the exponential decay of the linearized problem. In particular, we get a classical solution of (RB\ where each term is at least a continuous function.
In a succeeding paper we shall use the methods developed here to solve a relativistic Vlasov-Boltzmann system near equilibrium.
We thank R. Caflisch and A. M. Anile for providing us with several references on the mathematical theory of the Boltzmann equation. § 1, Formulation
We begin by defining the remaining variables in the collision integral (0.2). We define In deGroot et al. [7] the delta functions in the collision integral are carried out, resulting in the equation
where dQ is the element of surface area on *S . Equation (RB) is the result of one such representation. A slightly different representation is given in Appendix II.
We remark that in the center-of-mass coordinate frame where u+v=Q, \f~s~ is the energy, -2g is the relative momentum, and 6 is the scattering angle.
In the classical limit, where
, so that VM~ \u-v\ and (RB) is the classical Boltzmann equation.
Invariants
Next we discuss the collision invariants and the entropy. While the main discussion is standard, there are some differences from the classical theory. Define the symmetrized collision operator
(1.5)
The collision operator in (RB) is Q(F, F)=Q*(F, F). 
The proof is given in Appendix II. 
This is non-positive because the logarithm is increasing.
It follows from Lemma 1.2 that, for the solutions of (RB\ the mass / Fdvdx, the momentum / vFdvdx, and the energy / \/l+v 2 
If F is a solution of (&S) and (0.5a) and (1.8) hold, then we have°
The entropy implies the following dissipative property of the linearized operator ~v-K.
/or any function f(v) which satisfies (l.lla).
Proof. We notice that v /* In (1.6) we substitute 9~,a" 1/2 /and add the four identities to get
This integral vanishes if and only if f(v) has the form
Because of (1.1 la), this integral is strictly negative.
Spaces
Now we define the spaces to which /will belong. In the x variable we use the spaces C k of periodic functions whose fc-th derivatives are continuous, or the We have seen in (1.9) that the nonlinear collision operator has the form
where the "gain" term contains the primes; the loss term does not. The major result of this section is the following. iiea/)iu-P / 2 <c 11/11°. (2.
2)
Here are two lemmas to be frequently used below. and thus the contribution of these sets to the second expression Is bounded.
On the set {^J-< | u \ <2 \ v \ } we write u-v
This expression is bounded as we see from breaking it up at \u-v\ =1. Proof of Theorem 2.1. We consider the gain and loss terms separately. From Lemma 3.1 below, we know that V M is bounded. Thus in the representative case k=2,
The gain term satisfies the same bound with u, v replaced by u', v' in each argument of/. Thus we write i; (2.8) where e.g.
as-*
etc.
We begin with/e F=G°(C*). Consider the loss terms. For instance,
) so that Hence P rf -o/ 2 )(^) |£ 6 I ^^H/IU'PajWI/C^lc 2 -Clearly, each of the loss terms satisfies the same bound, so that we get directly (2) (3) (4) (5) (6) (7) (8) (9) (10) for/e Y=G°a(C 2 ). It follows that e loss (/,/) e G°-o/ 2) (C 2 ) and Now consider the gain terms, still with Y as above. A representative term is G B , for which we have the estimate
where we have used Lemma 2.2. By Lemma 2.1, we get
Each of the gain terms is so estimable. Thus we get
It follows immediately that As noted above, each of the gain terms is estimable exactly as is G 6 in (2.17)
and (2.18) . This observation together with the estimate (2.11) for prove the theorem in the case Y= G£(C 2 ) ? « Now we turn to the more complicated case/e 7= (?£(#'), a>fl/2. We begin with the typical term G 4 :
Thus we have by Lemma 2.1,
Similarly the term G 6 admits the same estimate, since its integrand involves f(u')f xx (v')\ thus the sup over x is taken on the /(w')-term. Moreover, terms G l9 G 2 and G 3 also satisfy the same estimate as that for G 4 , since they involve only one derivative.
Hence we need only bound G 5 , for which we have :
Therefore for G 5 we have the estimate Each of these integrals is bounded in exactly the same way which led to (2.18) .
In this manner, we obtain the following estimate, analogous to (2.20) :
Now we recall that all other gain terms can be estimated as G 4 and G 5 can.
We partition G 5 as we partitioned G 4 above, and proceed similarly with each integral.
For the continuity of Q, we write Q(f,f)-Q(g,g) in terms of/+g and f-g. By repeating all the preceding estimates, we obtain (2.6). The cases / =1=2 and &=N2 follow in the same manner. This proves the main theorem completely. Then from [7] , [9] we know that Kf=K 2 f-K l f, where K 12 are integral operators
with the symmetric kernels *I(K, ») ^ ^ gVl+g 2 *" 1 T afe fl) sin OdO ; (3.5)
and / 0 is the Bessel function of imaginary argument of order zero. We begin by collecting several elementary inequalities.
Lemma 3.1.
(ii) Lastly we deduce several integral properties of k(u,v)=k 2 (u,v)-k 1 (u,v) which will be used later.
Lemma 3«8 e Assume (1 . 1 6)
-(l . 1 8). Then k(u, v) is a symmetric kernel which satisfies
Proof. The fact that ?>0 follows from (1.18). We omit the proof of (i). We do (ii) explicitly because the singularity is much stronger in that case. Thus we have by Lemma 3.7 ( k\u, v) By explicit computation, the angular integral is O(\v\~2 ln|^|) for large |t;|.
The remaining p-integral converges since | r I +^<-by (1.18). Thus we have
Since the exponent is negative by (1.18), (ii) follows.
Turning to (iii) we note that k(u, v) decays exponentially in \v\ on the set | u | < -\v\. On the complement, using Lemma 3. 9 
for any integer k>Q and a>3/2.
These spaces are defined in § 1 . We shall prove this theorem via a series of lemmas. Proof. For (a) we have 
It follows that X/X'y) is a continuous function of v. Also ||A/'|| Go =sup "(^) | <c H/H/.2. In order to prove that Kf^L 2 , we use Schwarz' inequality:
Integrating over v and taking the supremum of the first factor, we get
{supj |fc|£fa}{supj \k\dv} \\f\\\* .
Let Q be the operator of multiplication by q(v); that is, (Qh)(x,v)=q{v)h(x).
Let P be the integral operator
Then t\-*Pe~t A Q is a continuous function oft with values in -C(H k , H k+l ) and also with values in -C
Proof. For any h^X 9 we have
. Changing variables in the integral, we have 
(X) into L\X).
So the composition DE is compact from L\X) into G#(X) and is a continuous function of (r l9 "°°,r N ,r, s l9 -, s M ) into X(L\X\ Gl(X)\ Since G°(X)cG cg (X)cL 2 (X) for a>3/2 5 it follows that DE has the same properties from G a (X) into G°(X). Therefore K is ^-smoothing in G#(X) and also in G%(X). This completes the proof. § 5 0 Proof of the Main Theorem
First we quote the abstract perturbation theorem of , [24] ). 
Sketch of the Proof. A sequence of operators {E n (t}} is defined recursively by E,(t) = e~t
A K E n (t) = T E^s) E&-S) ds (n = 2, 3, -) .
Jo
By induction we get Once -A-K has been shown to be a generator, two additional sequences are defined by
H n (t) = E n (s) e-«-s^A+ v ds . Jo
The map tt-*H n (t) is easily seen to be continuous in norm for t >0. The operator R n (t) is shown to be a uniform limit of as e->0 + . Since E n (s) is compact by assumption, so is R n (t). Now set The key step is to apply Weyl's Theorem to conclude that the essential spectra of Q n (t) and e~t (A+K) coincide, since R n (t) is compact. By the bound on Q n (t) 9 the spectrum of e~t (A+K) outside of the circle with radius e~t v o must be discrete.
Then, after appropriate use of the spectral mapping theorem,, the result follows. 9 f 2^F^ih we compute Qfi-Qf 2 and use (2.6) to estimate the nonlinear terms in (5.10). It follows that Q is a contraction, so that Q has a unique fixed point, and the proof is complete.
Appendix I: Determination of the Maxwellian Parameters
We are given a smooth non-negative function F°(x 9 v), periodic in x and decaying in v. We seek 5 parameters c>0, a^R and b^R 3 such that the function satisfies 0 -J j CF°-/0 rfx <fo = J ( 0GF°-/i) <fc «fo = \/l+|v|«(^-/«) dx dv .
We write e a =a. Then we need to solve = (2?r) 3 a ( e*-*-**^? dv ,
= f UF° die flfo = (2n) 3 a ( V e b ''-e *"W* dv ,
-(2;r) 3 } dp •
If the argument of the function /i/ 2 ("-) here were real, the integral would be known (cf. [16] , p. 706, #7). Under the assumption that c>|6| (to be verified below at the solution) we can justify an analytic continuation to complex arguments, and get for the right-hand side 
