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A 
O principal objetivo de projeto para sistemas celulares de terceira geração é estender os serviços 
providos pelos sistemas de segunda geração atuais, com maior capacidade de dados a alta taxa 
de bits. O problema principal que obstrui a prossecução deste objetivo é a natureza severa do 
desvanecimento no meio móvel, causado pela propagação por multipercursos. Esforços são feitos 
para superar o desvanecimento, principalmente na procura da tecnologia de acesso múltiplo mais 
apropriada. 
O uso de antenas baseadas em arranjo pode superar o desvanecimento não só atingindo ganhos 
por diversidade no espaço, mas também fortalecendo, com mais graus de liberdade, a capacidade 
isolante do acesso múltiplo. O uso de uma dimensão de processamento adicional em estações 
móveis e estações-base introduz beneficios com complexidade reduzida e causa menos impacto 
em padrões industriais que a introdução de novos métodos de acesso múltiplo. E 
Este trabalho começa com uma descrição do canal móvel, indo do menos ao mais complexo, 
focalizando os efeitos de propagação por multipercursos nos modelos de canal. É seguido 
por urna descrição das características de processamento nos domínios temporal, espacial e 
espaço-temporal, mostrando como o processamento pode superar as interferências e o ruído e 
reduzir os efeitos dos multipercursos. Considerações teóricas foram trazidas para justificar os 
aspectos práticos e evitar que a apresentação fosse muito dependente apenas de fatos. Simulações 
ajudaram na melhor compreensão dos modelos matemáticos envolvidos. .
iv
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degree of Master in Electrical Engineering. 
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The main design objective for third-generation cellular systems is to extend the services provided 
by current second-generation systems with high-rate data capabilities. The main drawback 
involving the prosecution of this objective is the severe nature of fading in the mobile medium 
caused by multipath propagation. Several efforts were made in the past to overcome fading, 
mainly in the search of the most appropriate multiple access technology. 
Use of antemia arrays can overcome fading by not only attaining gain via diversity in space, but 
also by powering current multiple access isolating capabilities with more degrees of freedom. Use 
of additional processing dimension at mobile and base stations introduces new benefits at reduced 
complexity and causes less impact in industry standards than introduction of new multiple access 
methods. 
This work begins with a description of a mobile channel, from the less complex to the most, 
focussing on the effects of multipath propagation in channel models. It is followed by a description 
of the characteristics of processing in temporal, spatial and space-temporal domains, showing how 
processing can overcome interferences and noise, and reduce effects of multipath. Theoretical 
considerations were inserted jointly with practical facts to make this presentations equilibrated 
and not too based in facts. Also, simulations helped to better understand the mathematical aspects 
of communication problems.
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CAPITULO 1 r
‹ 
|NTRoDuçÃo 
A presente dissertação reflete a visão pessoal do autor sobre o canal rádio-móvel 
adquirida durante o processo de preparação para a obtenção do grau de Mestre em 
Engenharia Elétrica. 
1.1 OBJETIVOS 
O objetivo da presente dissertação é contribuir para o estudo do ambiente rádio- 
móvel e das contramedidas baseadas em processamento espaço-temporal para aumento da 
capacidade, isto é, para o aumento do número de assinantes. 
Como o ambiente rádio-móvel pode ser modelado computacionalmente, o objetivo 
principal foi colocado em termos de objetivos específicos que envolvem simulações 
computacionais. Tais objetivos são: 
1. Realizar estudos básicos de modelagem computacional para o canal rádio-móvel
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2. Construir um simulador de ambiente rádio-móvel, baseado no item 1 que tivesse a 
maior abrangência possível em termos de condições de propagação e que não fosse limitado 
no uso de dispositivos receptores. 
V 
3. Continuar o estudo dos princípios do canal rádio-móvel a través da sistematização 
do conhecimento para diferentes tipos decanais e da realização de simulações. * 
4. Estudar e aplicar contramedidas teóricas baseadas em processamento 
espaço-temporal. 
Não foi colocada como objetivo a comparação sistêmica entre os diversos algoritmos 
de recepção, dada a grande diversidade de abordagens teóricas implícitas nestes.
H 
1.2 O PROBLEMA 
O problema discutido nesta dissertação é o aumento da capacidade num ambiente 
com disponibilidade reduzida de recursos de comunicação e demanda crescente de canais, 
acompanhado de maiores requerimentos de velocidade e qualidade dos enlaces. 
O ambiente rádio-móvel produz desvanecimentos severos, que podem ser seletivos 
no tempo e/ou na freqüência e que são causados pelo movimento relativo entre o transmissor 
e o receptor e pela propagação por multipercursos das ondas que os unem. 
1.2.1 O contexto do problema 
Como caso específico do canal rádio-móvel, os sistemas celulares permitem 
aumentar a capacidade via o uso compartilhado dos recursos espectrais, distribuídos 
geograficamente em células, o qual é conhecido como conceito celular. 
Os sistemas celulares comerciais têm tido um expansão rápida, na qual, têm-se 
sucedido diferentes estratégias para aumentar capacidade, já que os primeiros sistemas eram 
muito limitados e úteis apenas para tráfego telefônico analógico. 
A escolha de modulação de ângulo permitiu compensar em parte os desvanecimentos 
e, neste sentido, as modulações de fase digitais conseguiram atingir o limite da capacidade, 
permitindo a transmissão de dados digitais que, como é sabido, constitui uma plataforma
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comum para muitos serviços, incluindo as redes de computadores. 
As estratégias de acesso múltiplo, por outro lado, acompanharam a evolução e foram 
adaptadas para o ambiente celular. Neste contexto, os métodos TDMA (Time-Division 
Multiple Access) e CDMA (Code-Division Multiple Access) têm tido papel destacado. 
O problema principal do conceito celular é a interferência cocanal, que não pode 
ser eliminada por nenhum dos método mencionados acima. Por isso, é preciso estudar 
os mecanismos que permitam uma separação da interferência utilizando técnicas de 
processamento digital, desenvolvidas nos domínios temporal, espacial e espaço-temporal. 
1.3 
_ 
METODOLOGIA PARA ESTUDO E SOLUÇÃO DO 
PROBLEMA 
A metodologia usada para satisfazer os objetivos da presente dissertação, consistiu 
em uma pesquisa extensiva de informações relevantes, seguido de estudo intensivo, com o 
objetivo de fixar as informações pertinentes ao desenvolvimento do trabalho. Também foi 
construído um simulador para testar diferentes situações do ambiente radio-móvel, para 
consolidar o conhecimento adquirido e enrriquecer a dissertação com ilustrações sobre o 
comportamento prático de soluções teóricas. 
Durante a pesquisa bibliográfica foram consultadas mais de 125 fontes, das quais 28 
foram escolhidas para dar suporte a este trabalho. 
Das 125 fontes cadastradas, 28 são publicações do ano de 1999; 77 são publicações 
do Instituto de Engenheiros Elétricos e Eletrônicos, (IEEE: The Institute of Electrical and 
Electronics Engineers), 26 são livros, 82 correspondem a artigos e 6 são teses de doutorado 
ou dissertações de mestrado nacionais.
_ 
Para esta tarefa contamos com o auxílio da Biblioteca Universitária, a excelente 
biblioteca setorial do Laboratório de Instrumentação (LINSE), os recursos pessoais do 
nosso orientador e de outros colegas, além de recursos distribuídos na rede mundial de 
computadores Internet. 
O simulador foi projetado utilizando o programa de computação MATLAB para 
Windows da Math Works Incorporated.
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1.4 ESTRUTURA DA DISSERTAÇÃO 
A dissertação parte de princípios básicos para chegar à formulação do problema de 
recepção para diferentes situações de propagação. 
O segundo capítulo é o produto de uma pesquisa sobre a modelagem do canal 
rádio-móvel, considerando um transmissor e um receptor móvel, permitindo apenas o uso 
de antenas monoelementos. 
Este capítulo responde as seguintes questões sobre o canal rádio-móvel: 
1. Como é o ambiente rádio-móvel? 
2. Quais são os principais problemas que devem ser considerados no seu estudo? 
3. Como modelar o canal rádio-móvel, matemática e computacionalmente? 
4. Que parâmetros utilizar para avaliar o desempenho? 
5. Quão ruim é, ou como se comporta o melhor receptor na pior condição? 
6. Que papel executa o processamento temporal neste canal, para aumentar a 
capacidade? 
O Capítulo 3 introduz problemas do ambiente celular. Assim, as questões que são 
respondidas aqui são: 
l. Quais são os problemas do sistema celular? 
2. Como é reformulado o canal rádio-móvel para incluir os efeitos do sistema 
celular? 
3. Como é medido o desempenho nos sistemas celulares? 
4. Como deveriam ser as estratégias para combater os problemas do sistema celular 
e para aumentar a sua capacidade? 
As contramedidas para combater os problemas descritos nos primeiros capítulos 
começam a ser vistas a partir do Capítulo 4. Aqui as contramedidas são primeiramente 
aplicadas na dimensão temporal e as principais questões que devem ser elucidadas neste 
capítulo são: 
l. Quais são as justificativas teóricas para o funcionamento das contramedidas 
temporais? 
2. Quais são as soluções práticas para a aplicação de contramedidas temporais? 
3. Quais são os limitantes do processamento temporal no aumento da capacidade?
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O Capítulo 5 introduz a dimensão espacial de processamento e as justificativas 
teóricas de funcionamento. As principais questões que são respondidas neste capítulo são: 
1. Como é modelado o ambiente rádio-móvel celular utilizando a dimensão 
espacial? 
2. Como é afetado o desempenho do canal rádio-móvel celular espacial perante 
diferentes situações de propagação? 
3. Qual é o papel da correlação no funcionamento dos dispositivos de contramedidas? 
4. Quais são as limitações do processamento espacial no aumento da capacidade? 
O Capítulo 6 apresenta o processamento espaço-temporal como última fronteira 
de processamento oferecendo maiores graus de liberdade para o combate dos problemas 
mencionados. Assim, neste capítulo as questões que devem ser respondidas sao: 
1. Como o processamento espaço-temporal supera o_ processamento temporal e o 
processamento espacial? 
2. Qual é a importância da matriz de correlação espaço-temporal no,desempenho 
superior do processamento espaço-temporal? 
3. Como são vistos os graus de liberdade? 
4. Como é usado o processamento espaço-temporal na implementação das 
estratégias de detecção vistas nos capítulos anteriores? 
Os últimos capítulos são dedicados à apresentação de simulações e às conclusões do 
trabalho. As simulações visam ilustrar alguns dos conceitos apresentados nesta dissertação, 
mais do que avaliar exaustivamente as técnicas de recepção. 
Espera-se que este trabalho e o simulador possam ser utilizados como material de 
estudo em disciplinas afins da graduação e da pós-graduação.
CAPITULO 2 
CANAL RÁD|o - MÓVEL 
2.1 INTRODUÇÃO 
Neste capítulo são descritas as características de um enlace de comunicações onde 
um dos extremos é o móvel e o meio de transmissão é o ar. Este enlace é conhecido como 
canal rádio - móvel (CRM). _ 
Primeiramente são apresentadas algmnas noções de propagação das ondas de 
rádio no ambiente associado ao CRM que justificam a presença de múltiplos percursos de 
propagação. Estes percursos causam fortes mudanças nos níveis de amplitude dos sinais 
recebidos que são conhecidas como desvanecimentos. 
Em segundo lugar são apresentados alguns modelos da resposta ao impulso de 
canais sem fio começando pelo mais simples e finalizando com o modelo completo do 
CRM. Em um ambiente de multipercursos a modelagem do CRM pode ser realizada 
para diferentes tipos de desvanecimentos: rápidos, lentos, seletivos ou planos. Também é 
apresentado o modelo estatístico de Clarke. Este, por sua vez, é um modelo que restringe a
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análise à banda de freqüências na proximidade da freqüência portadora, o que contrasta com 
os modelos anteriores que englobam o comportamento do CRM em todas as freqüências. 
Por último, é apresentado o modelo de Garzs, o qual vem complementar o modelo 
de Clarke com uma descrição no domínio da freqüência que inclui o efeito Doppler. 
Bastante relacionado com os modelos estão os parâmetros de coerência, os quais 
são usados para predizer qual comportamento, dentre os vários tipicamente observados, 
corresponderá ao CRM em cada caso. Eles são tratados num terceiro momento neste 
capítulo. 
O capítulo é finalizado com a dedução de um receptor ótimo obtido a partir da 
aplicação da Teoria de Detecção de Sinais para o CRM com desvanecimento Rayleigh. A 
formulação deste receptor revela uma relação direta com a Teoria de Estimação de Sinais, 
já que são utilizadas estimativas no processo da detecção. 
A Teoria de Filtragem Adaptável pode oferecer técnicas para a obtenção destas 
estimativas instantâneas, calculadas de uma forma recursiva e adaptadas à dinâmica do 
CRM. Isto é um argumento de peso para justificar o emprego de receptores adaptáveis em 
todos os ambientes do CRM. De fato, boa parte da literatura atual sobre o CRM versa sobre 
o uso de estruturas adaptáveis associadas a uma função objetivo que deve ser minimizada 
(possivelmente na forma recursiva) utilizando diversos algoritmos. 
A comparação de desempenho entre os sistemas propostos, estrutura por estrutura, 
algoritmo por algoritmo, para um mesmo ambiente CRM é difícil já que nos trabalhos 
disponíveis os pesquisadores mostram maior interesse na análise daqueles ambientes CRM 
para os quais o receptor proposto por eles é mais promissor. Por isso nos capítulos seguintes 
o conteúdo será limitado àquelas idéias sobre o processamento espaço-temporal para o 
aumento da capacidade do enlace no CRM que sejam mais interessantes. 
Finalmente, nos últimos capítulos, são apresentados resultados de simulações que 
ilustram alguns dos conceitos do processamento espacial, temporal e espaço-temporal. 
2.2 RÁDIO - PROPAGAÇÃO DE sINA1s BANDA ESTREITA 
Em geral, uma onda eletromagnética irradiada por uma antena é composta por uma 
onda terrestre que vem de correntes induzidas na Terra e que viaja pela superfície terrestre,
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e de uma onda celeste que se propaga pelo espaço. Como a componente tangencial do 
campo elétrico não pode existir na superfície da Terra, .usa-se polarização vertical quando se 
quer propagação por meio da onda terrestre. A onda celeste com uma freqüência maior que 
30 MHz não muda suficientemente seu trajeto para conseguir voltar à Terra, portanto, não 
influi naquelas comunicações terrestres onde os extremos da comunicação estão próximos 
à superfície. Para enlaces no campo distante da antena o meio é considerado isotrópico e 
homogêneo. Por isso a onda de propagação, conformeo mecanismo de onda progressiva, 
pode ser considerada plana [1]. 
As perdas de propagação associadas à onda são da ordem de 20 dB/década da 
distância percorrida desde o transmissor. Estas perdas são chamadas perdas de espaço livre 
porque acontecem num enlace teórico sem obstáculos à propagação da onda. É possível 
medir a energia a uma distância 1" do transmissor usando a seguinte expressão: 
U. = 3%- [W/m2] , (2.1) 
4'¡r1" 
onde, Ut é a componente radial do vetor de Poynííng médio [2], 7" é a distância entre o 
transmissor e o receptor, e Pt [watts] e' a potência transmitida. 
Ao incluir os efeitos da onda refletida na superfície e os efeitos do CRM as perdas 
dobram e passam a ser da ordem de 40 dB/década. Estas perdas sao conhecidas como perdas 
de percurso excessivo (excessíve path loss). A relação teórica entre a potência transmitida e 
a potência recebida e' dada por: 
Pt C2G 
T = i d, _* , - 
onde PT é a potência recebida, C'(d, f) é a característica do meio, c m 3x108m/ s é a 
velocidade da luz , G e' o ganho da antena receptora e fc [Hz] é a freqüência portadora. 
No CRM a potência recebida medida experimentalmente é dada por: 
kc2G 1 P 
P. = _,-3-.I Wi. (23) 
1674' fc 1" 
onde lc é uma constante de proporcionalidade. Estes resultados experimentais [3] mostram 
uma dependência direta das perdas com a distância que separa o transmissor do receptor 
(P, oc Ê), segundo um exponente de valor 4. No entanto, este expoente pode ter um 
outro valor, sempre em correspondência com o tipo de ambiente. Assim o parâmetro k e o 
expoente da distância caracterizam a influência do ambiente nas perdas de propagação por 
percurso excessivo.
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2.3 RÁDIO - PROPAGAÇÃO DE SINAIS DE BANDA LARGA 
Se uma potência Pt é usada para transmitir um sinal banda larga com largura de 
banda B, esta potência poderá ser expressa por 
fo+B/2 Hz / sI(f)df IW1, (2.4) fo-B/2 
onde St(ƒ) é o espectro de densidade de potência do sinal. A potência medida 
experimentalmente a uma distância r do transmissor é dada por 
PI I “W 
kc2G'A onde K = fg e onde Ae é a área efetiva da antena. 
Quando a largura de banda B aproxima-se de zero, a equação (2.4) simplifica-se 
para P, = K É-, a qual pertence ao caso de banda estreita. Nota-se que a potência recebida 
é função da freqüência da portadora e da largura de banda. 
Embora tenham-se medidos aumentos na ordem de 2.5 dB na potência recebida 
correspondente aos sinais de banda larga, na prática, isto não traz muita vantagem para o 
processamento no receptor. 
A vantagem de usar sinais de banda larga é bem outra, é a habilidade para combinar 
construtivamente os efeitos do canal que são restritos a pequenas bandas de freqüência, o 
que permite que o processamento no receptor seja mais eficiente. Quanto maior a largura de 
banda disponível, melhor. 
2.3.1 Característica de desvanecimento de banda larga 
Neste item apresentam-se os efeitos em banda básica da rádio - propagação de sinais 
de banda larga. 
O pulso de sinalização banda larga p(t) pode ser expresso como p(t) = A~ 
onde A é a amplitude e B é a largura de banda do espectro de freqüência correspondente 
(veja a Fig.2-1). No receptor, m cópias do pulso transmitido são recebidas, afetadas 
diferentemente por um fator bm(t), e deslocadas de t - m/ B. O sinal recebido pode ser
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FIGURA 2-1 Um pulso sinc p(t) e seu espectro de banda limitada. 
ms) = _- ó...(zâ)_~;¡(¡¡_Tí, 
A 
(2.5) 
onde cada componente especificada por m e' conhecida como componente de multipercurso. 
expresso como 
(Ê) Í Sen (WB (ú _ m/B)) 
Naturalmente, na equação (2.5) apenas são importantes as cópias que não estejam muito 
atenuadas, por isso m assume um número finito de valores. O resultado da soma pode 
apresentar grandes diferenças nos níveis de potência recebidos. Essas diferenças devem-se 
principalmente aos atrasos relativos entre as componentes. 
2.4 PROPAGAÇÃO POR MULTIPERCURSOS 
A propagação de ondas de rádio terrestres com freqüências maiores que 30 MHZ 
pode ser modelada segundo as leis da óptica, já que os comprimentos de ondas são 
pequenos (desprezíveis) quando comparados às dimensões dos objetos existentes no meio 
de transmissão. 
Como os objetos de grande tamanho impedem a passagem das ondas em linha 
reta, estas são desviadas de seus trajetos retos em correspondência com seus ângulos de 
incidência. A potência das ondas refletidas é menor devido à reflexão imperfeita com os 
objetos. Veja a Fig.2-2. 
_
` 
Os objetos menores como os sinais de trânsito, causam outro fenômeno conhecido 
como espalhamento. Estes são capazes de decompor a onda incidente em outras ondas, as 
quais propagam-se seguindo diferentes percursos. O sinal de informação que é transportado 
em cada cópia é essencialmente preservado dos efeitos do canal. 
A propagação feita desta forma é chamada de propagação por multipercursos e o
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FIGURA 2-2 Um ambiente de perdas de propagação e desvanecimento de multipercurso. 
//vs' 
Em 
ambiente onde acontece é chamado de ambiente multipercurso. 
2.4.1 Superfície de multipercursos 
Em princípio, para modelar o ambiente de multipercursos pode-se pensar que na 
área próxima do transmissor fixo existem pontos de combinação de sinais formando uma 
superfície de potência de multipercurso S (d, t) variável no tempo, onde d é a posição e t é 
o tempo. 
Em algumas zonas geográficas a combinação pode ser excessivamente desfavorável, 
de tal maneira que o nível do sinal resultante é extremamente fraco. Tal fenômeno é 
conhecido como desvanecimento. Essas zonas não mudam sua posição nem a sua extensão 
a menos que a configuração do ambiente mude, via uma mudança relativa das posições 
dos objetos presentes. Se o móvel permanece em uma dessas zonas fracas, existe uma alta 
probabilidade de que a comunicação não seja possível. 
A superfície de multipercurso ao ser percorrida pelo receptor gera na sua antena uma 
seqüência de níveis energéticos cujo comportamento poder-se-ia antecipar. Mas a superfície 
de multipercurso não passa de uma abstração útil. Na prática, apenas se dispõe do sinal 
recebido.
'K
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A partir de medições é possível caracterizar 0 comportamento estatístico do sinal 
recebido. Sabe-se que a envoltória do sinal recebido em banda básica equivalente possui um 
comportamento aleatório que obedece a uma distribuição Rayleígh/Rícian. Por extensão, 
os desvanecimentos podem ser caracterizados da mesma maneira. O tempo que o sinal 
pennanece abaixo de mn certo nível de potência é caracterizado pelo parâmetro estatístico 
Í, chamado de duração média dos desvanecimentos: O valor deste parâmetro depende da 
extensão da zona fraca e da velocidade com que ela é percorrida. Por exemplo, a duração 
média dos desvanecimentos caracterizados por uma potência média de 10 dB é dado por 
Í = 0.132 , onde l/[milhas por hora] é a velocidade do móvel e À é o comprimento de 
onda. Um segundo parâmetro estatístico à a taxa de cruzamentos de níveis n, expressa como 
ñ = 0.75 Este valor depende da distância média que separa as zonas fracas. Com estas 
medições é possível construir a função de distribuição cumulativa de probabilidades dos 
desvanecimentos [3]. 
2.4.2 Deslocamento Doppler 
O sentido em que é percorrida a superfície S (d, t) infiui na percepção do sinal 
recebido. Assim, quando o móvel desloca-se ao encontro de uma onda, as oscilações 
espaciais que esta segue são percebidas antecipadamente pelo móvel. O tempo transconido 
entre cada oscilação é encurtado ou alongado correspondentemente ao sentido do 
deslocamento, o qual é traduzido em deslocamentos na freqüência da onda recebida. 
As magnitudes dos deslocamentos de freqüências dependem da velocidade do 
móvel, do ângulo formado entre a direção de deslocamento do móvel e a direção de 
progressão da onda, e do comprimento de onda. 
O fenômeno de encurtamento ou alongamento de ondas desta forma é conhecido 
como deslocamento Doppler. O deslocamento Doppler visto no tempo é tecnicamente um 
tipo de modulação FM aleatória exercida sobre a onda portadora. 
Uma conseqüência direta do deslocamento Doppler é o aumento na largura de 
banda do sinal, este fenômeno é chamado de espalhamento Doppler. É bom alertar que a 
largura de banda deve ser entendida como a largura de banda instantânea, já que o conceito 
de freqüência aplicado correntemente, agora, é substituído pelo conceito de freqüência
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instantânea conforme 
2.4.3 Desvanecimentos 
O desvanecimento pode afetar diferentemente cada freqüência que compoe o 
espectro (dinâmico) do sinal recebido. Neste caso fala-se que os desvanecimentos são 
seletivos na freqüência. De maneira similar, os desvanecimentos podem apenas acontecer 
em momentos específicos e não em outros, manifestando com isto seletividade no tempo. 
Quando nenhum dos efeitos mencionados acontece, pode-se falar que os desvanecimentos 
são planos nos respectivos domínios.
' 
Quando a potência recebida é medida com intervalos de tempo pequenos, que 
estejam na ordem do período de símbolo, manifesta-se um comportamento estatístico 
conforme a distribuição Rayleigh/Ricían [3]. Quando é medida a média local da potência 
(geograficamente falando), em intervalos que estejam na ordem do comprimento de onda 
da portadora, manifesta-se uma distribuição log-normal [3]. O primeiro é chamado de 
desvanecimento de pequena escala e é causado principalmente pela combinação de sinais 
atrasados do ambiente multipercurso e o segundo é a conseqüência da existência de grandes 
obstáculos no meio de transmissão e é chamado de desvanecimento de grande escala, ou 
sombreamento. 
O sombreamento é levado em conta na projeção de sistemas celulares para 
determinar a localização e as dimensões das células mais adequadas aos propósitos do 
sistema, mas não é importante para a análise dos algoritmos de recepção, os quais devem 
ajustar a recepção em tempos muito menores, na escala de símbolo. 
Os desvanecimentos não podem ser superados aumentando a potência de 
transmissão para favorecer uma melhor relação sinal-ruído. Apesar de existirem algumas 
contramedidas para diminuir seus efeitos, a inevitabilidade das perdas de símbolos 
devido aos desvanecimentos força o emprego de códigos corretores de erros para 
garantir a comunicação confiável, a qual representa «uma diminuição da taxa de bits. Os 
desvanecimentos de multipercurso também são responsáveis pelos erros de rajada (burst 
error) que acontecem na transmissão digital e que podem comprometer seriamente o enlace.
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2.4.4 Interferência intersimbólica (ISI) 
É provável que a soma em (2.5) cause não apenas desvanecimentos mas também 
uma mistura de símbolos emitidos em diferentes instantes de tempo, a qual é conhecida 
como interferência intersimbólica (ISI, do inglés: Intersymbol Interference). A ISI 
causa incerteza na estimação do símbolo transmitido e pode ser eliminada com o uso de 
dispositivos conhecidos como equalizadores ou com outras contramedidas como o uso de 
filtros formatadores de pulso. 
Na seção seguinte serão apresentados vários modelos da resposta ao impulso do 
CRM. 
2.5 RESPOSTA AO IMPULSO DO CRM 
O maior interesse desta monografia reside no processamento feito no receptor em 
banda básica. Por isso a modelagem usada aqui contempla apenas os desvanecimentos na 
escala de símbolo. O modelo correspondente é chamado de modelo de desvanecimento 
de pequena escala. ¿Para isso é preciso representar os sinais convenientemente usando a 
definição de envoltória complexa [5][6], também conhecida como modelo de banda básica 
equivalente. 
Os princípios da representação usando a envoltória complexa são bem simples. O 
canal real é substituído por outro, onde apenas o efeito da modulação é subtraído e os efeitos 
do canal real que acontecem devido ao uso da portadora de alta freqüência são levados a 
banda básica. 
Portanto, um sinal qualquer :c(t) de banda estreita transmitido usando uma portadora 
tem equivalente que se relaciona com as (t) por as (t) = Re {c (t) eÍ°'Ct}, onde c(t) é uma 
variável complexa chamada de envoltória complexa de x (t) e wc é a freqüência angular da 
onda portadora. ` 
Igualmente, um filtro passa - faixas h(t) centrado em wc pode ter uma representação 
em banda básica que se relaciona com h (t) por h(t) = 2 Re {h¿, (t) eÍ°”°t}, onde hz, (t) é 
chamada de resposta impulsiva equivalente em banda básica.
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Se o sinal a:(t) é aplicado na entrada do filtro h (t), a saída será dada por 
11 (t) = w (Í) ® fl (Í), (26) 
onde ® é o operador de convolução com sinais de banda estreita. Equivalentemente, em 
banda passante tem-se y (t) = Re {r (t) e7°”°*}, onde y é o sinal recebido. 
A relação equivalente em banda básica é dada por šr (t) = šc (t) ® šhz, (t), onde a 
constante Ê preserva a igualdade de potência em ambas as representações. 
Ao se utilizar a representação da envoltória complexa comete-se um erro dado por ~, onde S, (cú) é a densidade espectral de potência de 1° (t) [4]. Apesar disto, o estudo 
do CRM é simplificado posto que passa de uma análise em banda passante para uma análise 
em banda básica. Para poder utilizar esta representação é preciso cumprir com o requisito 
de que os sinais e dispositivos envolvidos sejam de banda estreita. 
2.5.1 Modelo de microondas 
Aqui é apresentado um modelo simples, utilizado em sistemas de enlaces de 
microondas, para ilustrar o desvanecimento plano e o desvanecimento seletivo. Este inclui 
um percurso direto e um percurso refletido na atmosfera, atrasado em relação ao primeiro. 
O ambiente é menos severo que o canal CRM porque os extremos da comunicação são fixos 
e não existe deslocamento Doppler. Apesar disso o canal é dinâmico porque a atmosfera 
pode mudar as suas propriedades de reflexão com as mudanças do clima. 
O módulo da função de transferência em banda base equivalente |H¿,(w)| de um 
enlace de microondas possui um minimo em wo que depende da propagação atmosférica 
num momento dado. O modelo de microondas deve servir para aproximar o efeito seletivo 
do canal na banda de freqüências de interesse. Para isso utiliza-se apenas dois parâmetros 
a e b, os quais devem ser escolhidos para fazer corresponder o modelo com as medições do 
canal [1]. 
O modelo é dado por 
H,,(w) = tz [1 _ b@"f<w"~°>¶ , (27) 
onde H¿,(w) é a resposta em freqüência em banda básica equivalente, a é o fator de escala 
que modela o desvanecimento plano, [1 - be'Í(“"°”°)T] é o termo de desvanecimento
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FIGURA 2-3 CRM de microondas para a=l, b=0.9, 1-=6.3 ns e f0=10 MHz. A largura de 
banda (área sombreada) foi determinada para um sinal de R¿,=l4O Mbps usando um filtro 
cosseno levantado com excesso de faixa de 30%. 
seletivo, T é o atraso do percurso refletido e wo é a freqüência de mínimo no espectro. O 
sinal negativo que afeta b representa uma mudança de fase devida a reflexão. 
A resposta ao impulso, depois de aplicada a Trangbrmada Inversa de Fourier, fica: 
pgfcufgg difçtg p€l'CL\l'S0 I'€fl€ÍÍdO 4; ^ 
h¿,(t) = - abe]°“°T‹5(t ~ T) . (2.8) äzl 51 
\ J 
Quando é transmitida uma onda portadora contínua sem modulação, por exemplo 
as (t) = 2 cos wet, ou seja, c(t) = 2, o sinal recebido é expresso por šr (t) = Ê2 ® šhb 
Substituindo hb (t) pela equação (2.8) obtem-se 
šr (zé) = 1 oš (zzõ(z:) _ @õzf~‹›fô(ú _ ¢)) . 
Finalmente, o sinal recebido pode ser expresso como 
1' (t) = a - abej°“°T. (2.9) 
O parâmetro a em (2.9) apenas influe na relação sinal-ruído, já que seus efeitos são
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percebidos de igual forma em cada percurso, ao estilo de um atenuador. 
Na Fig.2-3 é mostrada a resposta em freqüência do canal de microondas dada 
por (2.7). Na figura, a largura de banda do sinal transmitido é destacada com uma cor 
mais escura. Como pode ser notado, a característica em freqüência é seletiva com a 
maior atenuação em fo, onde o módulo da função de transferência possui um valor de 
-20 1og(1 - b) dB. Se o conteúdo espectral do sinal transmitido inclui este mínimo de 
amplitude (como é o caso), o sinal sofrerá distorção. Por outro lado, o parâmetro T 
determina a periodicidade da característica de freqüência e poderá fazer com que sejam 
incluídos mais picos de atenuação na faixa de transmissão, piorando a distorção potencial. 
A característica de fase também possui um comportamento periódico com valores 
máximos de inclinação na proximidade de fo, onde o atraso de grupo vale -ä, o que pode 
causar distorção de fase. V 
Maiores detalhes no comportamento deste canal podem ser encontrados em [7]. 
2.5.2 Modelo de dois percursos 
Em [8] é apresentado um modelo semelhante ao modelo de microondas, chamado 
modelo de dois percursos, o qual pode ser aplicado ao ambiente do CRM. Este é dado por: 
percurso direto percurso refletido 
h¿,(t) =;L1ej¢1Õ(tÍ - a2ej¢2Õ(t - 'rg 
Onde al e a2 são variáveis aleatórias independentes com distribuição Rayleigh, ¢›1e çbz são 
variáveis aleatórias independentes uniformemente distribuídas e T é o atraso entre os dois 
percursos. 
Neste modelo, pode-se obter uma grande variedade de condições de desvanecimento 
seletivo. Para o caso especial em que al = O ou az = O obtém-se desvanecimento plano. 
O sinal em banda básica recebido em caso de transmissão apenas da portadora é 
dado por: ~ 
c (t) = 2 (2.10) 
šr (t) = 1® š (a1ej¢°1‹5(t) - a2ej¢26(t - T)) 
r(t) = alejfl - a2ej¢2. (2.ll) 
Conforme às conclusões de [9], o modelo é útil apenas para ambientes onde a maior parte
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dos atrasos tem valores pequenos, e como por exemplo, os valores que obedecem a função 
de probabilidade (2.25). 
Conforme [8, p. 143] as fases da onda de chegada estão dadas por 
aöi = 2TrfCT (t) + gb, (t; T) o que explica a natureza aleatória de gb, como devidas as 
contribuições do efeito Doppler, que faz com que fc mude dentro de um intervalo limitado 
pela velocidade do móvel; da natureza não correlacionada dos percursos de propagação, que 
faz com que T (t) possua distribuição aleatória e independente, podendo até ser exponencial 
conforme (2.25) e da natureza do canal que faz com que ¢,- (t; T) mude aleatoriamente. A 
dedução do comportamento normal para as fases são o resultado da aplicação do teorema 
do limite central considerando que neste modelo, de dois percursos, estão condensados os 
efeitos de inúmeros percursos independentes. 
Note que quando T1 (t) = O a equação (2.l1) é um equivalente aleatório da 
modelagem de microondas dado por (2.9), onde al = a; b = ab; w0T = w¢T + ¢,~ (t; T). 
Neste caso aparece um nulo como o mostrado na Fig.2-3, posicionado na vizinhança de 
freqüência portadora e que muda de posição aleatoriamente. 
2.5.3 Modelo de multipercursos 
A resposta ao impulso do CRM pode ser vista como uma generalização de (2.8) para 
N percursos [8, p. 1431. Este modelo tem uma correspondência com a física da propagação: 
cada Lun dos percursos que a onda percorre introduz um atraso Ti, uma defasagem de 
wcT,~ (t) + ¢ (t, T) e uma atenuação de ai (t, T). 
A resposta ao impulso em banda básica equivalente é uma caracterização do canal 
de banda larga e contém toda a informação necessária para simular o canal multipercurso. É 
dada por: 
percurso 1A 
h,,(ú,T) z Zz, (T,T)zW1<fi>+¢<f›f>ô(T-T1(T)§+... 
percursoN 
+aN (t, T) ej““°T”(t)+¢(t'T)Õ(T ~ TN
N 
fzz,(z:, T) z 2 tz, (T, T) z~fif<*›T>õ (T ~ T, (ú)), (212) 
i=1 
onde hz,(t,T) é a resposta ao impulso em banda básica equivalente, 0,- (t,T) =
2.5 RESPOSTA AO IMPULSO DO CRM 19 
wcT,- (t) + ¢ (t, T), wcT,~ (t) é o deslocamento de fase provocado pela propagação no espaço 
livre no 2' - ésimo percurso, çzã (t, T) é o deslocamento de fase adicional causado por 
quaisquer outros efeitos do canal, ai (t, T) é a atenuação real causada pelo z' - ésímo 
percurso e T, (t) é o atraso observado da 2' - ésíma componente em relação ao percurso 
menos atrasado. 
O sinal recebido devido à transmissão da portadora c (t) = 2 é dado por:
N 
T (t) = Za, (t, T) e`70*(t'T). (2.l3) 
Note que este modelo inclui qualquer conibinação possível de atrasos e atenuações, e além 
do mais, estes são aleatórios, fazendo com que a resposta ao impulso seja diferente para 
cada instante de tempo t.
4 
O canal é medido em testes fomecendo o perfil de potências, que é dado por 
|hzz(w)12, <2.14› 
e definido mais adiante como perfil de intensidade de multipercurso. 
2.5.4 Aproximação quase - estacionária 
Quando o receptor é deslocado em uma área pequena, o meio pode ser considerado 
invariante no tempo, ou fracamente estacionário, durante um tempo prefixado, o 
suficientemente extenso para permitir o processamento no receptor. A potência do sinal 
e as flutuações de ai (t, T) e 9,- (t, T) serão lentas. Então, tem sentido simplificar (2.l2) 
considerando que ai (t, T) z ai e que T, (t) z T,-. Com estas aproximações o modelo é 
chamado de quase - estacionário [8] e é dado por:
N 
fz,,(z:) = 2 «tz-1@fô(ú _ Ti) (215) 
1 1 
Note que embora nesta aproximação as flutuações de ai (t, T) sejam mínimas, o mesmo não 
acontece com 0,» (t, T), o qual muda rapidamente já que uma mudança da distância entre o 
transmissor e o receptor na ordem de é suficiente para causar uma mudança de 2Tr no 
ângulo da onda. 
Um exemplo de situação quase - estacionária é dada pelo sistema GSM 
(Global System Mobile), o qual possui canais TDMA com um intervalo de canal (Tslot) de
i
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0.577 ms. Não existe um ambiente CRM que possa mudar severamente neste tempo. Por 
outro lado, no sistema IS - 136 (Interim Standard 136), o canal TDMA toma muito mais 
tempo: 6.66 ms de duração para o Tslot, o que torna inviável a aproximação [10], já que esse 
tempo é suficiente para que o ambiente possa mudar as suas propriedades de multipercursos. 
Os modelos de multipercurso apresentados não podem ser usados sem o 
conhecimento detalhado dos percursos envolvidos no ambiente, ou seja, do conhecimento 
prévio de cada a.,- e T,-. Quando não se dispõe desses dados é possível ainda caracterizar 
aproximadamente o CRM a partir do comportamento estatístico desses parâmetros. O 
modelo apresentado a seguir atua desta forma. 
2.6 MODELO DE CLARKE 
Segundo o modelo de Clarke [8], os efeitos estatísticos do canal são devidos aos 
processos de espalhamento (scattering). São N componentes, produtos do espalhamento 
que chegam ao móvel com fases e direções arbitrárias (uniformemente distribuídas no 
intervalo (0, 21r]), mas de igual amplitude média. Neste modelo não são contemplados 
atrasos relativos entre as ondas incidentes, como acontece nos/modelos mostrados nas 
seções anteriores. Nestas circunstâncias, apenas é possível modelar desvanecimento plano 
[8, p. l78]. 
Com a polarizaçao vertical das antenas, a componente vertical do campo elétrico da 
onda recebida no ambiente do CRM é expressa pela equação 
' N 
y (zé) E E,(1:) z-_ E0 2 0,, Cos (zwfcú + en), <2.1ó) 
n=1 
onde Ez (t) é uma variável aleatória real representando a componente vertical do campo 
elétrico; E0 é a média local da componente de campo elétrico Ez (t) da onda portadora 
(constante real); Cn , n = 1, 2, - - - .N , são variáveis aleatórias independentes representando 
a amplitude de cada uma das ondas que contribuem para componente Ez (t) . A condição 
2221 Fã = 1 deve ser satisfeita (¡ denota a média de conjunto (ensemble)) . Por último, 
0,, é uma variável aleatória com distribuição uniforme no intervalo (0, 2¢r] representando os 
ângulos da n - ésima onda: 0,, = 2rrf,,t + qãn, onde qön é a fase de chegada da n - ésima 
onda e fn é o deslocamento Doppler (fu = 27% cos an), onde an é o ângulo formado entre
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a direção de chegada da n - ésima onda e a direção de deslocamento do móvel. 
Se os processos aleatórios formados por Tc (t) = E0 2221 Cn cos (27rfnt + ‹,/in) e 
Ts (t) = E0 2221 Cn sen (27rƒnt + ¢n) possuem um espectro limitado a [0, wmzzxl, onde 
wmax é uma freqüência suficientemente pequena (wmax << wc), estes podem ser considerados 
processos passa-baixas e, conseqüentemente, Ez (t) = Tc (t) cos (21rfct) - TS (t) sen (2rrfct) 
pode ser considerado um processo passa-faixas. 
A largura de banda de Tc (ri) e TS (t) está limitada pela normalização da amplitude de 
Cn (fill Fã = 1) e o máximo deslocamento de freqüência causado pelo efeito Doppler: 
Então, conforme a definição de largura de banda instantânea dada em [4], os processos TC (t) 
e Ts (t) sao processos passa baixas se 
fm << fz 
e N 
23% = 1, 
n=l 
onde fm = ä [H z] é o máximo deslocamento Doppler;
_ 
Por outro lado, conforme a inequação de T chebychejf [5], que garante que a 
variância de um conjunto de variáveis aleatórias independentes diminue com o aumento do 
número delas, e conforme o Teorema do Limite Central, que estabelece que -a densidade de 
probabilidade conjunta ficará concentrada em torno da sua média e será próxima de uma 
densidade de probabilidade Gaussiana, independentemente das funções de densidade de 
probabilidade de cada uma das variáveis componentes [5], Tc (t) e TS (t), além de serem 
processos passa-baixas, são processos Gaussianos com média nula e variância reduzida se o 
valor de N é suficientemente grande. 
Ez (t), sendo conseqüência da soma de dois processos Gaussianos, 
também é um processo Gaussiano (de média nula). As variâncias são dadas por _í22 ,' 
T2 (t) = T2 (t) = |Ez| = E0 / 2. A envoltoria complexa de y (t) é dada por 
F (zé) = T, (ú) + JT, (ú) = T (ú) @f<P<*>, (2.17) 
TU) = \/TÊ()+TÊ(t)› Y">0, 
, _ -1 no go() tan 
mg~ A seguinte relaçao permite encontrar o sinal em banda passante a partir do sinal de
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envoltória complexa: 
y (t) = Re {F (t) eÍ'”°t} 
: Re {T (É) e1'â‹>(f)ejwzt} 
2 7" (t) cos (wet + go 
1° (t) é uma variável aleatória com distribuição Rayleígh dada por 
T2 
= f`>0 - 218 f1"(É)(T) T_<O = )
2 onde 02 = E0 / 2 e go (t) possui distribuição uniforme entre (0, 2vr] conforme [4]. 
r*”% 
©qm¬ 
Cb il 
Se existe uma linha de visada entre o transmissor e o receptor, a distribuição de r (t) 
passa a ser dada por
' 
_ ,'_2+n2) 
fm) (T) = z.%@ LW Io (22) r > 0 , (219) 
O 7" < O 
onde fm) ) é a função de densidade de probabilidade Rícian, v7 é uma constante e
3 
OMS
Q 
bbläw IO = 2n(:,) é a função Bessel modificada de ordem zero. 
O modelo de Clarke precisa apenas do conhecimento das estatísticas Rayleigh/Rícian 
para sua aplicação. As estatísticas podem ser adquiridas através das medições das taxas de 
cruzamento de níveis e da duração média entre desvanecimentos conforme [3]. 
O modelo de Clarke é um ganho multiplicativo que deve ser aplicado ao sinal em 
banda base para que a envoltória e o ângulo da envoltória complexa adquiram as estatísticas 
necessárias. 
Assim, a resposta ao impulso neste caso fica especificada pelos valores de uma 
variável aleatória complexa com envoltória Rayleígh/Rícían e ângulo uniforme, o que pode 
ser expresso por: ~ 
hz, (É) = B (É) C (If), (2-20) 
onde Ú (t) é um processo complexo, estocástico e Gaussiano com envoltória Rayleígh/Rícían 
e ângulo uniforme. 
Este modelo deve ser complementado com os efeitos da correlação temporal 
causado pelo efeito Doppler. Para isso foi criado o modelo de Gans. 
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O CRM possui características de não estacionariedade que impedem a obtenção do 
espectro via a Transformada de Fourier. Mas, pelo menos uma estimação da largura de 
banda pode ser obtida rapidamente aplicando o conceito de freqüência instantânea [4]. 
Dependendo da fonte, a largura de banda do sinal é composta pelas contribuições 
dos processos modulação de freqüência (FM) e modulação de amplitude (AM) exercidos 
pelo canal. Para deslocamentos pequenos do receptor móvel a modulação AM é desprezível, 
então, apenas a modulação FM passa a ser importante na análise da largura de banda e do 
canal em geral. 
Por exemplo, uma componente de multipercurso que sofreu os efeitos do 
deslocamento Doppler (um tipo de modulação FM) pode ter a quantidade suficiente de 
freqüências para permitir a mudança rápida do seus valores no tempo abrindo a possibilidade 
de desvanecimentos rápidos. Caso contrário, a componente apenas pode mudar lentamente 
seus valores, como se algum tipo de inércia impedisse uma maior velocidade de mudança, e 
por isso estes (os valores) podem chegar misturados com os valores das outras componentes 
numa forma que impede os desvanecimentos rápidos. 
Em [8, p. 179-181] é citado o modelo de análise espectral de Gans que foi feito para 
complementar o modelo de Clarke. Este considera o efeito de modulação FM decorrente do 
efeito Doppler. Aqui se supõe que existe distribuição uniforme no ângulo que formam as 
ondas ao chegar ao receptor, chamados de ângulos de chegada. 
O espectro é obtido realizando uma transformação da variável ângulo de chegada 
para a variável freqüência, usando a formulação do efeito Doppler que relaciona as duas 
variáveis. A equação aqui apresentada corresponde a uma antena Ê sem diretividade e 
ganho em relação à antena isotrópica de 1.5. A função de densidade espectral de potência é 
1.5 . 
Sy (f) = A2, (221) 
«fa/1 ~ (%) 
onde fm é o deslocamento máximo Doppler [Hz] e fc é a freqüência da portadora O 
dada por: 
espectro é limitado ao intervalo 
[ fc - fm, fc + fm] é possui forma de U centrada em fc. 
Por outro lado, o espectro em banda básica equivalente, após a detecção por
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envoltória, é dado por . 
s,.(f) z àff 0/1- (_27Ír«;f)2) , (222) 
. 
W m 
onde K = f ~dx é a integral elíptica completa de primeira ordem com 
k = 1, onde x = É f. Seus valores podem ser achados em forma de tabelas [11] ou usando 
métodos numéricos. 
A equação (2.22) é uma curva que decresce monotonicamente até a freqüência de 
corte em f = 2 fm onde possui uma queda abrupta. A descida total em f = 2 fm é de 8dB. 
Como o espectro é seletivo apenas no intervalo [O, 2 fm] o canal não causa prejuízo nos 
sinais com conteúdo espectral maior que 2 fm. Então, sinais de áudio [300Hz, 3.4kHz] não 
são afetados. Por exemplo: considere uma portadora em 1G H z, recebida num receptor que 
se desloca a uma velocidade de 105 km/h. Neste caso 2fm = 176 H z e em conseqüência o 
espectro de áudio não é seriamente afetado. 
Por outro lado, as comunicações de dados podem ser afetadas se o espectro é 
concentrado nas freqüências baixas, o qual pode ser evitado usando uma codificação de 
linha adequada. ' 
2.7.1 Diversidade e resolução de multipercursos 
Alguns receptores podem ser projetados para recuperar informações diversas de 
diferentes percursos. Para que isto seja possível é preciso que os diferentes percursos 
possam ser processados independentemente. 
Quando os intervalos de atraso são muito pequenos em comparação ao intervalo 
de amostragem, o processo de amostragem realizado no receptor não poderá discriminar 
entre as contribuições de cada uma das componentes de multipercurso. Isto porque as 
componentes recebidas estão transportando o mesmo intervalo de símbolo simultaneamente, 
mesmo com pequenas diferenças de atraso. Então é difícil tirar proveito da existência de 
mais de um multipercurso quando não é possível isolar os efeitos individuais de cada um 
deles. Neste caso o desvanecimento é plano e os multipercursos são considerados como não 
resolvíveis, como no modelo de Clarke (2.l7). 
Na condição contrária, sempre será possível isolar os efeitos de cada multipercurso
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usando várias estratégias. Por exemplo, aproveitando que o mesmo intervalo de símbolo 
estará presente com diferentes atrasos e que formará parte de diferentes amostras. Assim, 
será possível combinar as suas diferentes versões para obter uma cópia mais resistente ao 
desvanecimento. Esta estratégia é chamada de diversidade. 
Em geral, pode ser que alguns multipercursos possam ser resolvidos e outros não. 
A capacidade de resolução de multipercursos mostra a dependência com o espalhamento 
Doppler, a taxa de bits, a taxa de amostragem e a distribuição dos valores dos atrasos. 
Destes fatores, dois correspondem ao canal: O espalhamento Doppler e a distribuição dos 
atrasos; e dois correspondem a variáveis de projeto que podem ser controladas a priori: a 
taxa de bits e a taxa de amostragem. 
Por outro lado, o modelo de Clarke não distingue nenhum percurso de outro e 
portanto não pennite a modelagem de um receptor para aproveitar a diversidade. No entanto 
nada impede o emprego de um modelo de canal mais geral onde o modelo de Clarke possa 
ser usado para caracterizar, digamos, cada multipercurso resolvível como um sub-canal, que 
por sua vez seja composto de multipercursos não resolvíveis. 
Neste caso os multipercursos que chegam seguindo trajetórias semelhantes são 
candidatos para serem modelados formando grupos ou sub-canais, já que chegarão com 
pouco tempo de atraso ao receptor o que os impedirá de serem resolvidos eficientemente. 
Em [8] é apresentado este modelo. 
2.3 PARÂMETROS Do CRM 
Até aqui a descrição do CRM tem seguido o caminho trilhado que se segue ao 
analisar um canal qualquer. No entanto, chegou-se ao ponto onde o comportamento 
dinâmico do CRM deve ser adequadamente apresentado para diferentes ambientes de 
propagação. Para isso é preciso classificar o CRM conforme aos parâmetos apresentados a 
seguir. ' . 
2.8.1 Perfil de intensidade de multipercurso
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Para um canal CRM em banda básica equivalente quase - estacionário pode-se 
definir uma função de autocorrelação dada por: 
¢¢(T1,T2;AÍ) = šEihÊ (T1;É)hb(T2;7Í+ Am- (2-23) 
Quando não existe correlação entre os parâmetros ai (t, T) e ‹9.› (t, T) de diferentes percursos 
(223) fiza
' 
ÊE [hz (T1;t) hz, (T2;t + At)] = (tc (T1; At) Õ (T1 - T2). 
Para At = O a autocorrelação 
¢¢ ('f; 0) E ¢z (T) (2-24) 
mede a potência média como função do atraso T e é chamado de espectro de potência de 
atrasos ou perfil de intensidade multipercurso. 
2.8.2 Distribuição de atrasos e espalhamento de multipercurso 
O intervalo de valores de T para os quais (tc (T) toma valores significativos é 
chamado de espalhamento de multipercursos do canal ou espalhamento médio de 
atrasos Tm, e é dado por Tm = \/f0°° t2 ]h¿, dt - (_f0°°t |hz, dt)2. O espalhamento de 
atraso dá uma medida da extensão temporal de lhb (t) I, a partir da distribuição estatística dos 
valores dos atrasos, mas incorporando as atenuações de percurso e a resposta ao impulso de 
cada percurso. 
No CRM, a resposta |h¿, é uma curva que se estende no eixo temporal até um 
valor de atraso máximo. |hz, possuirá maiores amplitudes na zona do eixo onde os atrasos 
correspondam a grupos de componentes de percursos chegando mais freqüentemente. 
Correspondentemente, menores amplitudes serão observadas nos pontos que correspondem 
aos percursos menos freqüentes. 
Experimentalmente tem-se comprovado que os percursos mais atrasados também 
sofrem maior atenuação o qual favorece menores amplitudes em atraso maiores. As 
componentes de percursos mais atrasadas são aquelas que tiveram que contomar maior 
quantidade de obstáculos, que por um lado causam maior atenuação e por outro desviam 
muito as trajetórias com relação à linha reta, o que por sua vez alonga as trajetórias e 
aumenta o tempo de trajeto.
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A distribuição estatística dos valores dos atrasos e' específica para cada ambiente de 
CRM. Por exemplo, em [3] é mostrada uma distribuição de atrasos (T) dada por: 
p(¢,~) z -É?-fã, (225) 
onde p (fr,-) é a probabilidade de se achar Luna componente multipercurso chegando com 
atraso 1-,-. 
Nem sempre é possível assumir uma distribuição de probabilidade para englobar 
os valores dos atrasos. Às vezes, apenas se pode contar com o perfil de intensidade de 
multipercursos (224), que contém uma informação equivalente. Em [8] é mostrado um 
método para calcular Tm a partir do perfil de intensidade multipercursos. 
Os valores de Tm típicos para áreas suburbanas são de 0.5 ,as e nas áreas urbanas de 
3 as. Em [3] e [10] podem ser encontrados outros valores. 
Na Fig.2-4 é possivel observar a localização dos objetos espalhadores. Os 
espalhadores que estão dentro de uma circunferência de raio~l00À na zona ao redor do 
móvel, são chamados de espalhadores locais. Estes são os principais responsáveis pelos 
desvanecimentos de pequena escala e do espalhamento de 360° no ângulo de chegada das 
componentes de multipercurso, como suposto no modelo de Clarke. 
Por outro lado, a concentração maior dos espalhadores locais explica a 
predominância dos valores pequenos de atraso em relação aos atrasos maiores confonne o 
modelo de distribuição de atrasos (2.25). Note que os atrasos maiores são causados pela 
reflexão devida às edificações altas e montanhas na região distante. 
2.8.3 Função de autocorrelação de separação de tempo-separação de 
freqüência 
Voltando aos parâmetros do CRM, pode-se definir uma Transformada de Fourier 
de hz,(t, T) em relação aos atrasos: H (f;t) = ff; hz,(t, T)e`j2“fTdT, que preserva as 
estatísticas temporais de h¿,(t,1') no novo domínio da freqüência. Então, H ( f ; t) é um 
processo Gaussiano complexo de média nula quando o modelo de Clarke é usado, o qual 
permite definir uma nova função de correlação dada por 
¢c (f1›f2;AÍ) = â'EiHzÍ (f1;`Í)Hô(f2;Ú+. Am E ÇÚC (Afš AÍ), (2-26)
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FIGURA 2-4 Distribuição dos objetos espalhadores no CRM. 
onde ção (A f ; At) é chamada de função de autocorrelação para separação de tempo - 
separação de freqüência. 
2.8.4 Largura de banda de coerência 
A relação entre as duas funções de correlação (2.24) e (2.26) é dada por 
abc (Af; At) = ff; ¢c(T1; At)e'Í2"^fT1dT1. Esta função une dois domínios: o do tempo e 
0 da freqüência permitindo que o espalhamento de atrasos tenha um equivalente recíproco 
que é uma medida da largura de banda do canal e é dado pela relação [12] 
(Aƒ)C rc: É (2.27) 
onde (A f )c e' chamado de largura de banda de coerência do canal. 
2.8.5 Tempo de coerência 
Um último parâmetro pode ser a partir da função de autocorrelação de separação de 
tempo-separação de freqüência em (2.26). Note que, tomando uma segunda Transformada 
de Fourier obtém-se SC (Af; fd) = ff; çbc (Af; At) e"Í2”fd^*dAt onde SC (Aƒ; fd)
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forma um par Transformada de Fourier com qto (A f ; At), fd é freqüência Doppler. 
Quando Af = O obtem-se SC (O; fd) = ff; qbc (At) e”j2”ff1^ldAt, onde 
SC (fd) E SC (0; fd) é o espectro de densidade de potência Doppler do CRM. Note que 
quando o canal é invariante no tempo ¢C (At) = 1 e o espectro é reduzido ao delta de 
Dirac: SC (fd) = 6 (fd) . Então, o espalhamento Doppler é reduzido a zero. 
O intervalo de valores de fd para os quais Sg (fd) não é zero é chamado de 
espalhamento Doppler (Bd). O recíproco de Bd é uma medida do tempo de coerência do 
canal, dado por 
(At)c re (2.28) Bd 
Quando o receptor desloca-se mais rapidamente, o espalhamento Doppler aumenta 
acrescendo o conteúdo espectral do sinal recebido e abrindo a possibilidade para que 
desvanecimentos não correlacionados no tempo tenham lugar mais frequentemente. 
2.8.6 Função de espalhamento 
Uma última relação de Fourier é dada por S (1'; fd) = ff; çtc (1-; At) e"72“fd^tdAt, 
onde S (T; fd) é a função de espalhamento do canal, que proporciona medidas dapotência 
média de saída como função do atraso T e do deslocamento Doppler fd. Esta relação junto 
às outras apresentadas nesta seção são de grande utilidade nos sistemas de detecção de alvos 
via radar, para os quais foram originalmente pensadas. Embora a partir das distribuições 
tempo-freqüência e espaço-freqüência seja possível a detecção dos sinais, estas não são 
utilizadas diretamente no sistema celular, devido à alta complexidade computacional 
envolvida na sua obtenção. 
2.8.7 Uso dos parâmetros 
Os parâmetros aqui apresentados são utilizados na etapa de projeto de receptores 
para o CRM. É interessante saber, por exemplo, em que condição pode-se receber um sinal 
sem ISI. Sob esta condição os intervalos de símbolos correspondentes a bits diferentes não 
devem chegar misturados no receptor. Isto só acontece se T, > 2Tm, onde T S é o período de
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TABELA 2-1 Relação entre os parâmetros do CRM e do sinal transmitido. 
Condição Efeito 
efeitos do espalhamento Doppler desprezíveis BW >> BC . canal plano no tempo (ou com desvanecimento lento) 
BW << BC efeitos do espalhamento Doppler significantes canal seletivo no tempo (com desvanecimento rápido) BW >> (A f )C canal seletivo na freqüência: distorção no tempo significativa BW << (A f )c canal plano na freqüência: distorção no tempo desprezível 
Ts >> Tm canal plano na freqüência: ISI desprezível: sinal banda estreita 
TS << Tm canal seletivo na freqüência: ISI significante: sinal banda larga 
Ts >> (At)c canal seletivo no tempo (com desvanecimento rápido) 
Ts << (At)c canal plano no tempo (ou com desvanecimento lento) 
Tszot >> (At)c canal estável (com desvanecimento lento) 
Tszot << (At)C canal instável (com desvanecimento rápido) 
símbolo. 
A condição anterior pode ser cumprida na prática em alguns sistemas. Por exemplo: 
o sistema GSM possui um período de símbolo de T5 = 3.7 /is correspondente a uma taxa 
de dados de R1, = 1/3.7 /is = 270 Kbps. Quando é operado em ambientes de pico-células, 
onde o espalhamento de atrasos, Tm, é da ordem de 0.1 ps, não ocorre ISI, visto que 
Rz, = 0.270 Kbps < 1/Tm = 1OMbps. 
Este mesmo sistema quando operado nmn ambiente montanhoso, onde o 
espalhamento de atrasos é maior: Tm = 20 ,us, deve lidar com a ISI. Neste caso, verifica-se 
qize Rb = 0.270 Mlzôps fé 1/Tm z õo Kbps. 
Por outro lado, o sistema IS - 136, que possui um período de símbolo de 41.6 us, 
fica livre de ISI nos ambientes mencionados. 
A Tab. 2-1 mostra o uso dos parâmetros na predição dos comportamentos típicos do 
CRM. 
2.9 DESEMPENHO DO CRM 
~ r
1 A caracterizaçao do CRM sera terminada com uma medida do seu desempenho. 
Para isto serão analisadas abordagens de detecção ótima no sentido da minimização da 
probabilidade de erro. 
As abordagens analíticas para medir o desempenho podem ser muito particulares à 
situação de cada canal. Aqui preferimos a análise encontrada em [13], devido ao seu caráter
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geral e à elegância da apresentação no contexto da detecção de sinais. A detecção ótima 
coloca limites superiores de desempenho que funcionam como metas a serem atingidas na 
prática e que servem também para revelar relações importantes na detecção. 
O problema fundamental da detecção de sinais tem a ver com a determinação de 
uma relação chamada de relação de verossimilhança na presença de ruído. O tipo de ruído 
utilizado para a análise é o ruído Gaussiano branco. A escolha deste para a análise no lugar 
do ruído colorido tem-se justificada porque deixa de fora os detalhes não relevantes para a 
engenharia e simplifica o tratamento matemático [13]. 
O mecanismo da detecção é a escolha dentre 'várias hipóteses sobre qual foi o 
símbolo transmitido. A escolha é baseada principalmente na observação da saída do canal e 
do conhecimento disponível a priori sobre o sinal recebido e/ou de algumas estatísticas. Por 
exemplo: um sistema que utiliza dois símbolos limita a escolha a apenas duas hipóteses, HO 
e H1, dadas por [14]: 
HO = 1/(f)=fl(f), 0éf<T. 
H1 z y(t) =m(t)+n(ú), 05 zf <T,, 
onde y (t) é o sinal recebido em um CRM como em (2.6), contendo agora ruído tal que 
ma) _ 
y (t) =:z: (t) ® h (t) +n (t), T, é a duraçãodo símbolo, n (t) é ruído branco Gaussiano de 
média zero (5 {n = O) e independente de y (t) (5 (t) y = Õ (t - 5)). 
São tratados três casos na literatura de detecção de sinais, para os quais m (t) pode 
ser: 
1. um sinal completamente conhecido no receptor, ou 
2. um sinal conhecido exceto por alguns poucos parâmetros, ou 
3. um sinal sobre o qual se sabe apenas que é um processo estocástico. 
2.9.1 Sinal conhecido a excessão de alguns parâmetros 
Existe uma formulação analítica para o canal Rayleigh (o mesmo canal modelado 
por Clarke), partindo do ponto 2; ou seja, o sinal é conhecido exceto por alguns poucos 
parâmetros. Note que ao se assumir o modelo de Clarke, está se restringindo a análise ao
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desvanecimento plano, como também a sinais e canais de banda estreita) que admitem a 
representação de envoltória complexa. O teste de hipóteses deve ser modificado a fim de 
refletir a dependência nas estatísticas conhecidas a priori [13]. 
0% HO : y(t)=n(t),0š <Te, 
H1 : y(t)=m(t;9)+n(t),Oš <Te. Uh 
A relaçao de verossimilhança pode ser apresentada por [13] 
L (TS) = /effirs m(t;9)1/(f)df-É ÍQTS m2(fis0)dtp (9) dg, (229) 
onde 6 é um parâmetro cujo valor é desconhecido e p (9) é a densidade de probabilidade de 
9, conhecida no receptor. 
No modelo de Clarke, o parâmetro cujo valor é desconhecido é o ângulo da 
portadora m (t; 6) = A (t) cos (wet + 0 + qb Mas é conhecido que 0 possui distribuição 
de probabilidades uniforme. m (t; 9) pode ser apresentada usando a envoltória complexa 
como: 
m (t;9) = Re {F (t) ej*”°t} 
= Re {¢~ (ú) z1¢<t>@f~°t} (2.3o) 
Também pode ser apresentada como a combinação de componentes em fase e em quadratura 
{X (t); Y como: 
m (t; 9) = A (t) cos (9 + gi) cos wet - A sen (0 + ¢ senwet, 
m (t; 9) = X (t) cos wet - Y (t) senwet,
i 
X(f) = A(f)¢0S(9+ ¢>(f)); YU) = Â.(í)S@I1(9+¢>(t))› 
onde as relaçoes entre ambas as representaçoes sao dadas por: 
F (if) = X (t) + jY (za) = T (ú) â1`*”<'*> = A (15) e1'<”+¢<*>>, 
T'(É) = \/X2(í;)+ (t)=A(t), T'>0, 
1 L W) = tan- X =a+¢(z:) 
Sob a suposiçao de banda estreita (X (t) mudam muito lentamente quandol 
/É 
/À/\ 
~°-fi::::~< 
co\./'° 
"< 
comparados com cos (wet)) a relação de verossimilhança fica convertida em: 
L (TS) : 6-E/210(,/ve2(T.)+v3(Te)) 
onde 
Ts 1 Ts E z / m2(z:,â)dz=-/ A2(ú)aú, O 2 O
rblt U ` `t" i io ecõšiêversl ana 
O FND qlq fã 
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vc (TS) = 
TS 
Aws (wa + ‹z> <f›> zz <f:› df, 
V; (Ts) = [Ts ÂS@11(w¢t + </> (15)) 1/ (É) dt, 
e IO é a função de Bessel de ordeiin zero modificada. 
Para calcular a relação de verossimilhança pode-se empregar um filtro casado com 
o sinal de banda estreita A cos (wet + czö A envoltória da saída deste filtro amostrada 
no instante t = T, proporciona a estatística necessária para o cálculo da relação de 
verossimilhança: [13]. 
Este método de detecção também pode-se aplicar para o caso quase-estacionário, 
o qual pode ser definido pelas componentes em quadratura {A cos (gb ,A sen (¢ (t))}, 
as quais mudam tão lentamente que podem ser consideradas como constantes no intervalo 
[O, Ts] . 
2.9.2 Deteção de um sinal Gaussiano com covariância conhecida 
Considere, agora, a situação na qual sabe-se apenas que o sinal transmitido é um 
processo estocástico. 
A suposição de que os sinais nas comunicaçoes se comportam como processos 
estocásticos é considerada por Shannon, quando ele afirma [15]: 
“O aspecto mais importante da comunicação segundo o ponto de vista da engenharia é 
que a mensagem atual é uma escolha dentre um conjunto de mensagens possíveis. [...] Uma 
fonte de informação discreta gera a mensagem símbolo por símbolo, escolhendo símbolos 
sucessivos decorrentes de algumas probabilidades que dependem, em geral, tanto das 
escolhas precedentes quanto das probabilidades de símbolos particulares. Um sistema 
físico, ou um modelo matemático de um sistema que produz tais seqüências é conhecido 
como processo estocástico. inversamente, qualquer processo estocástico que produz uma 
seqüência discreta de símbolos escolhidos dentre um conjunto finito pode ser considerado 
uma fonte discreta". 
Agora, a escolha entre duas hipóteses, Ho e H 1 é dada por: 
HO : y(if)=fl(f), 0§f<Ts, 
Hi z y(t)=m(t)+n(t),0st<TS,
~ 
onde m (t) é um processo Gaussiano com média zero, independente do ruído e com função 
de covariância K conhecida, a que pode ser formalmente expressa por: 
¿`{m(t)n(s)} E O, (2.3la)
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- 5{m(fi)m(S)} = K(f›8)› (2-31b) 
Sob as suposições adicionais de que K (t, s) é continua em t e em s (s: instante de tempo 
diferente de t), e de que f0Ts K (t, t)dt < oo, a relação de verossimilhança fica [13] 
L (Ts) = 6-š fã* f{ffl2<fi>}+f0TS ‹f{fiz2‹t>}zz<f›-à fãs ‹f{ffz2<f›}, (232) 
onde fã (t) é uma estimativa de m (t) no sentido MMSE (do inglés: Minimum Mean 
Squared Error, Mínimo Erro Quadrático Médio) obtida no receptor. 
Se em vez de tomar como suposição de partida o ponto 3, se tomar o ponto 1, no 
1:5 
\_/ 
/_\ 
P4- 
Q/ qual o sinal m é completamente conhecido no receptor, a formulação correspondente é 
dada por L ( ) = effln m(t)W)dt"Ê ÍOTS mzwdt. Note que ambas as expressões são equivalentes 
se o sinal m é substituído pela sua estimativa de mínimos quadrados médios: 8 {ñ`12 
A recepção ótima desta maneira pennite o uso de dispositivos mais simples que o 
filtro casado, chamados de estimadores-correlacionadores. A solução com estimadores- 
correlacionadores é geral, porque apenas precisa-se do conhecimento das estatísticas de 
segunda ordem ou da covariância, e não de algum parâmetro específico do sinal. Isto 
permite a sua utilização para diferentes tipos de sinais. Por exemplo, no receptor RAKE1 um 
filtro de banda estreita de largura semelhante à do sinal de interesse é usado para achar uma 
estimativa no sentido dos mínimos quadrados. Apesar de grosseiras, estas estimativas são 
suficientes para atingir um desempenho adequado no ambiente multipercurso [13]. 
Naturalmente, o desempenho do receptor ótimo não é tão ótimo se as estimativas 
são ruins, por isso existe um compromisso entre a complexidade dos estimadores e a 
probabilidade de erro atingida. 
2.9.3 Probabilidade de erro 
A relação de verossimilhança é aproximada porque depende das estimativas. A 
probabilidade de erro não pode ser constante, por este motivo, e também porque a relação 
sinal-ruído é variante no tempo devido à presença de desvanecimentos. Então, é apenas 
possível utilizar um valor médio dado por 
O0 
(Pe) = / .Pap (7) dfy, (2.33) 0
. 
onde (Pe) é a probabilidade média de erro; Pe é a probabilidade de erro calculada conforme 
Receptor projetado por Price e Green em 1958 para comunicação resistente à propagação multipercurso e interferêntes intencionais.
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os métodos tradicionais de comunicações digitais, que podem ser achados em [12][16][3][8], 
p (fy) = %e`% é a função de densidade de probabilidade da envoltória complexa 1°, onde 
fy = S /N é a relação sinal-ruído e P = (S/N) é a expectância da relação sinal-ruído a 
qual tende a ser igual à relação portadora/ruído (F -› C/N Quando o ruído é desprezível, 
F >> 1 e a probabilidade de erro satisfaz a relação (Pe) Em [3] e [8] são apresentadosR 
alguns resultados de desempenho para o CRM Rayleigh com desvanecimento lento e plano 
para diferentes modulações de ângulo. Em [8] é demonstrado, com simulações, que a 
probabilidade de erro decai mais lentamente no CRM Rayleigh do que no CRM Gaussiano. 
A queda no segundo ambiente é exponencial com o aumento da relação sinal-ruído média, 
enquanto que no primeiro, a queda é linear com o aumento da relação sinal-ruído média. 
No CRM são conhecidas outras influências na probabilidade média do erro, além 
dos efeitos do desvanecimento. 
Em [3] a probabilidade de erro obtida de simulações é dada por 
Pe1 + Pez Rb<Rrƒm 
Pe Pe, RT¡m<Rz,<RA , (2.34) 
Pal + Pes Rz,>RA 
onde Pe, é a contribuição na probabilidade de erro devido ao desvanecimento, Pe, é o `= 
contribuição na probabilidade de erro devido à modulação FM aleatória (causada pelo efeito 
Doppler), Pe, e' a contribuição devido ao desvanecimento seletivo na freqüência, Rrfm e um 
valor de taxa de símbolo devido ao qual acontece o efeito Doppler e RA é um valor de taxa 
de símbolo acima do qual acontece interferência intersimbólica. 
O erro devido ao desvanecimento seletivo em freqüência (Peg) permanece sempre, 
e é independente da taxa de transmissão de informação usada. Este e' conhecido como o 
erro irredutível do CRM. O erro irredutível significa que, apesar da probabilidade média do 
erro diminuir com o aumento do nível médio do sinal, chega-se a um momento no qual um 
aumento posterior não traz consigo a melhora esperada na probabilidade de erro. 
Os parâmetros do CRM, veja Tab. 2-1, podem ser aplicados aqui para predizer qual 
será a composição da probabilidade erro. 
2.10 coNcLUsÃo 
Neste capítulo foram apresentadas as principais características do CRM assim
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como uma avaliação do seu desempenho atravésda probabilidade média de erro. O CRM 
mostra-se um canal limitado pelo desvanecimento. Para conseguir aumentar a capacidade 
do canal as contramedidas tradicionalmente recomendadas para sistemas digitais não são 
efetivas aqui. 
Por isso é necessária a incorporação de novas dimensões de processamento, além 
dos domínios temporal e de freqüência. A complexidade envolvida na análise destes 
sistemas é bem maior, por isso o desempenho de uma determinada técnica é geralmente 
avaliado usando simulações numéricas, onde a última palavra no desempenho é dada pela 
taxa de bits errados. 
No capítulo seguinte serão brevemente apresentados o CRM celular, como um caso 
específico de CRM, e algumas das contramedidas baseadas nos domínios temporal, espacial 
e espaço-temporal. 'i
‹
CAPITULO 3 
CANAL RÁD|o - MÓVEL CELULAR 
3.1 INTRODUÇÃO 
Neste capítulo será apresentado o canal rádio - móvel no contexto dos sistemas 
celulares. 
Num sistema celular, a área geográfica servida pelo sistema é parcelada em pequenas 
áreas conhecidas como células. Cada uma delas contém uma estação - base que está ligada 
com um centro de comutação. A estação - base realiza todo o processamento que permite 
que os usuários móveis possam utilizar a rede fixa de telefonia e se comunicar entre si. Veja 
a F ig.3-1. _- 
Para conseguir isto, a estação - base deve coordenar o compatilhamento dos recursos 
de comunicação numa forma eficiente para que o serviço possa ser viável comercialmente. O 
recursos disponíveis para as comunicações móveis são então, utilizados de diversas formas, 
conforme um dos quatro esquemas básicos chamados FDMA, TDMA, CDMA e SDMA. 
Na Fig.3-2, cada tubo representa uma realização física de um canal de comunicações que
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FIGURA 3-1 Configuração esquemática de um sistema móvel celular. 
une o transmissor ao receptor. A largura de cada tubo representa a quantidade de espectro 
que o canal utiliza e seu comprimento está relacionado com o tempo em que este pode ser 
utilizado. 
O esquema FDMA designa portadoras de freqüências diferentes a diferentes 
usuários. O esquema TDMA designa diferentes intervalos de tempo ou slots a diferentes 
usuários que compartilham a mesma onda portadora. 
O esquema CDMA é um método de modulação de espectro espalhado que designa 
Lun código diferente para cada usuário. Estes códigos são seqüências pseudo - aleatórias que 
espalham o espectro em uma banda maior reduzindo a densidade espectral do sinal. Vários 
sinais CDMA podem ocupar a mesma porção do espectro no mesmo espaço e tempo porque 
todos eles, exceto um, são percebidos como ruído em cada receptor. Cada novo usuário 
que ingressa no sistema gera uma perturbação mínima para o resto dos usuários, por isso a 
capacidade neste sistema não tem os limites tão bem definidos quanto nos sistemas FDMA 
e TDMA. . 
Existe um quarto esquema, chamado de SDMA ou diversidade espacial, que 
permite o acesso múltiplo designando diferentes feixesde antena para cada usuário ou grupo 
de usuários. Este esquema é baseado no fato de que freqüentemente os sinais incidentes de 
diferentes usuários formam diferentes ângulos espaciais quando chegam no receptor. Com 
o uso do esquema SDMA é possível mudar as dimensões de uma célula dinamicamente 
conforme à distribuiçao espacial dos usuários. 
Embora o conceito celular é em si próprio um tipo de acesso múltiplo, já que
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FIGURA 3-2 Diferentes estratégias de múltiplo acesso. Cada tubo representa o uso do 
espectro durante o tempo necessário para fazer possível a comunicação. Fica evidente o 
isolamento na freqüência dos sistemas FDMA e TDMA e a carência deste nos sistemas CDMA e SDMA. Os últimos sistemas estão isolados no domínio do código e o espaço, 
respetivamente. 
permite o funcionamento simultâneo de canais CRM separados por área geográfica, este 
sistema não e' estudado como tal porque seu desempenho é' diretamente controlado por uma 
camada superior. Então, as camadas de processamento não são tão bem definidas no sistema 
celular como nas redes de comunicação com fio, devido a esta e outras integrações verticais, 
necessárias para uma melhor eficiência do sistema. 
Para permitir dois sentidos de comunicação simultâneos (duplex), o CRM de 
tráfego no sentido base - móvel é separado do CRM de tráfego no sentido contrário através 
do uso de portadoras diferentes ou pelo uso altemado do ambiente de propagação. Os dois 
esquemas são chamados de FDD (Frequency Division Duplexing) e TDD (Time Division 
Duplexing), respectivamente. 
3.2 DESEMPENHO DO CRM CELULAR 
Na análise de capacidade apresentada no capítulo anterior, foi evidenciada a 
dependência da probabilidade média de erro para um CRM quase-estacionário (233) com
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respeito aos desvanecimentos, à relação portadora-ruído, ao espalhamento Doppler e à ISI. 
No ambiente celular é preciso ainda incorporar à análise, o efeito das interferências. 
3.2.1 Interferência cocanal 
O conceito celular é um método de compartilhamento imperfeito já que os canais 
de umas células podem interferir com os canais de outras em uma forma conhecida como 
interferência cocanal. Isto acontece porque, conforme o conceito celular, é necessário usar 
os mesmos CRMs em diferentes células para aproveitar o espectro disponível, contudo a 
atenuação causada pelas perdas de percurso pode não ser suficiente para isolar as células. 
A influência da interferência no desempenho do CRM pode ser analisada utilizando 
a mesma técnica utilizada para obter (233), quando os sinais de interesse e os interferentes 
seguem desvanecimentos Rayleigh, Rícían ou log-normal [17]. 
As simulações mostradas em [8] para modulação Tr/ 4 DQPSK mostram que para 
valores da relação portadora-interferência menores do que 20dB, a probabilidade de erro 
fica inteiramente detenninada pelo nível de interferência presente e não pelo .nível relativo 
de ruído. Por isso o sistema celular é um sistema limitado por interferência. 
Para que um sistema possa operar corretamente na presença de interferência (como 
a interferência cocanal), a relação portadora-interferência C' / I não deve causar em banda 
básica um valor de < Pe > que implique em uma comunicação de qualidade intolerável 
para os usuários do sistema. O valor máximo que se pode permitir para < Pe >, que resulte 
em uma comunicação minimamente tolerável, deve ser calculado indiretamente através 
do parâmetro Ez,/Io, onde Ez, é a energia de bit do sinal desejado e IO é a potência da 
interferência em H ertz. O parâmetro Ez,/Io é uma relação equivalente a C' / I em banda 
básica. O mínimo valor de Ez,/L, tolerável é determinado usando medições de qualidade 
subjetiva da comunicação. ~ 
Como todos estes parâmetros estão inerentemente relacionados, a única 
especificação da C' / I mínima tolerável dá fortes indícios da capacidade potencial do 
sistema. Em termos gerais, o valor da C / I mínima tolerável é dependente da arquitetura 
celular, do tipo de receptores e transmissores e do esquema de acesso múltiplo empregados. 
Através da seguinte relação, os requerimentos de qualidade subjetiva de serviço são
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FIGURA 3-3 Interferência cocanal. A comunicação entre cada móvel e sua estação-base 
representa um perigo potencial de interferências para 0 resto dos usuários móveis. Na figura, 
o móvel da célula central recebe interferências dos móveis desde uma distância média de D 
quando todos operam no mesmo canal de comunicação. 
transformados em requerimentos para a arquitetura do sistema: 
0 _ Q Rb
_ 
<T)s IO (A.f)c, 
onde R1, é a taxa de bits transmitidos, (A f )c é a largura de banda do CRM (2.27) (largura 
de banda de coerência) e é o % mínimo requerido para que o sistema opere com a 
qualidade de serviço requerida. 
Como o mesmo valor de pode ser atingido com diferentes configurações, existe 
liberdade na escolha da arquitetura definitiva do sistema que cumpra com a expectativa de 
serviço. 
Sabe-se que separando as células consegue-se uma diminuição nos níveis de 
interferência cocanal, já que é por essa via que a atenuação por perda de percurso aumenta 
seu poder isolante. Um estratégia com este fim é descrita a seguir. 
Alocação cocanal 
Na Fig.3-3 mostra-se um caso típico de 6 cocanais interferentes (M = 6), com 
perda de percurso acima de 40 dB/dec (perda proporcional à R_4), R é o raio das células 
e D é a distância que separa duas células cocanais. Os interferentes são eqüidistantes e o 
ruído desprezível. Neste caso a expressão para o cálculo da relação portadora-interferência
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é dada por [3]: 
› 0 0 P,R-4 R-4 D4 
I 
: M = MP,D-4 Z MD-4 Z MR4° (32) Ê Íz' 
Í: 1 
onde C é a potência recebida da portadora, I ,- é a potência recebida de cada interferente, M 
é o número de interferentes presentes e H é a potência transmitida em todos os móveis. 
A relação anterior é acompanhada geralmente de dois parâmetros que caracterizam 
a solução adotada para minimizar a interferência cocanal. 
O primeiro é o fator de redução de interferência cocanal, dado por [3]: 
q = D / R. (3.3) 
O sistema celular aloca' todo o espectro licenciado a um grupo de K células. Os grupos 
vizinhos, do mesmo tamanho, podem utilizar simultaneamente o mesmo espectro, e assim 
o sistema pode cobrir uma área geográfica extensa utilizando uma e outra vez os mesmos 
CRMS. Para que este sistema opere sem interferências cocanais, as dimensões das células 
D e R em (3.3) devem ser escolhidas para respeitar o valor de q, o qual deve corresponder 
ao denominado fator de reuso de freqüências, que para um sistema com células hexagonais 
é dado por 
qz K = A (3.4) 
Este método de distribuição de canais é chamado de alocação cocanal [3]. 
3.2.2 Interferência de canal adjacente 
O conceito celular não é o único esquema de acesso múltiplo que falha no isolamento 
dos canais. O esquema FDMA também pode falhar, e o faz porque não existem filtros que 
possam eliminar totalmente o conteúdo espectral fora da banda de interesse. Então, quando 
dois CRMs próximos em freqüência operam simultaneamente na mesma área geográfica 
pode acontecer interferência mútua entre eles. A interferência que cai dentro da banda não 
pode ser eliminada, por isso é preciso minimizar o uso simultâneo de canais adjacentes na 
mesma área geográfica. Isto é possível através do uso de estratégias de alocação de canais. 
Quando a densidade de tráfego é alta, diminue a eficiência das estratégias de 
alocação de canais, por isso as interferências não podem ser totalmente eliminadas por esta 
via.
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No sistema CDMA, o canal adjacente é o canal que utiliza o mesmo código de uma 
célula vizinha (canal adjacente em código), por isso, neste caso, a interferência de canal 
adjacente é devida as falhas relativas ao uso de códigos e não devido ao usos de filtros. 
3.2.3 Intermodulação 
Quando os amplificadores de transmissão operam em regime não-linear por causa 
de variações no ponto de operação, aparecem os chamados produtos de intermodulação. O 
processamento não linear no transmissor tem a capacidade de produzir novas componentes 
de freqüências que podem ficar fora da banda do CRM, criando interferências na recepção 
de outros CRM próximos em freqüência. 
Insertar comentarios do Lee. ‹ 
Uma estratégia para minimizar os efeitos da intermodulação é o aumento da 
separação em freqüência dos CRM o que é efetivado usando bandas de guarda, ou 
utilizando um esquema de alocação de canais adequado. V 
3.2.4 Interferência dominante 
Se todos os móveis transmitem com a mesma potência separados em freqüência, o 
sinal transmitido por um móvel que se encontre mais próximo da estação-base será recebido 
com maior potência do que o sinal transmitido por outro móvel mais distante, devido às 
perdas de percurso. Se o CRM de interesse é ocupado pelo móvel mais distante, a potência 
recebida na banda de interesse pode não ser suficientemente grande para superar a potência 
residual, fora de banda, correspondente ao CRM mais próximo da estação-base. Este efeito 
é nomeado de interferência dominante. 
A interferência dominante acontece devido ao fato de que os filtros de transmissão 
e recepção possuem características de freqüência que não atenuam suficientemente 
componentes fora da banda de interesse, já que não são ideais. O compartilhamento em 
freqüência é mais eficiente quando os filtros operam com sinais recebidos de potência 
semelhante. Este cenário é denominado de controle de potência perfeito. O caso contrário é
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denominado de controle de potência imperfeito. 
Nos sistemas CDMA, a interferência dominante é um problema mais grave ainda, 
já que todos os canais ocupam a mesma banda de freqüências. Em conseqüência, a 
interferência de múltiplo acesso (MAI: Multiple Access Interference), explicada mais 
adiante, sai fortalecida. 
A causa da interferência dominante neste últimio sistema deve-se mais à qualidade 
dos códigos utilizados do que com a característica dos filtros. 
Uma contramedida importante que visa garantir potência recebida igual para todos 
os sinais é exercida em tempo real através do controle da potência de transmissão de cada 
um dos móveis. 
3.2.5 Interferência TDMA 
Quando num sistema de comunicações é usada a técnica de acesso TDMA, o 
sistema deve agir sincronizadamente para manter os canais TDMA separados no tempo. No 
sistema celular a sincronização é afetada por imprecisões devido aos atrasos de propagação 
variáveis, da ordem de 50ns para um móvel distante, pelas imprecisões no tempo de duração 
dos pulsos de sinalização (da ordem de 1 ps) e pelas incertezas acerca do tempo de chegada 
dos sinais devido ao espalhamento de atrasos de multipercurso, da ordem de 5 a 20tós 
([5, 20] tis), dependendo do tipo de ambiente. 
Então, deve existir um tempo de guarda entre os intervalos de tempo designados 
a diferentes canais TDMA a fim de que a falta de sincronização não tenha efeitos muito 
graves. O tempo de guarda para os valores acima mencionados deve ser da ordem de 
50,» + ips + [5, 20]`,is z [õõ, 711,”. 
As falhas de sincronização também podem causar interferências no domínio 
temporal. Assim os CRMs localizados temporalmente, quando deslocados para fora do 
intervalo de sinalização esperado, representam interferência para o resto dos CRMs. 
3.2.6 Interferência de múltiplo acesso (MAI)
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No sistema CDMA se conseque um bom isolamento dos CRM utilizando códigos 
ortogonais. Cada CRM em uso ocupa um código diferente. Então, todos os CRM de uma 
célula podem ser utilizados no mesmo instante de tempo e na mesma banda de freqüências. 
O CDMA possibilita que o conceito celular possa ser usado com um fator de reuso de 
1 (K = 1), o que caracteriza o CDMA como o sistema mais eficiente na utilização dos 
recursos de comunicação. 4
' 
O desempenho do sistema CDMA depende muito da ortogonalidade dos códigos 
empregados. Existem métodos de geração de códigos muito eficientes na manutenção da 
condição de ortogonalidade dos sinais transmitidos, mas a propagação de multipercursos 
pode degradar facilmente a ortogonalidade dos sinais transmitidos, de tal maneira que seja 
impossível manter o isolamento de cada CRM no receptor. 
Cada CRM é recuperado então, com contribuições não desejadas de cada um dos 
outros usuários, o qual é chamado de interferência de múltiplo acesso (MAI). Note que os 
usuários das células vizinhas também são interferentes potenciais, devido ao fator de reuso 
unitário. 
A interferência MAI será explicada com um exemplo: 
Uma seqüência de dados b(t) pode ser usada para modular uma seqüência 
pseudo-aleatória de banda larga c(t) através de um modulador produto ou multiplicador 
como mostra a Fig.3-4a. A multiplicação de dois sinais não-correlacionados produz um 
sinal com o espectro igual à convolução dos espectros dos sinais multiplicados. Então se a 
seqüência de dados b(t) é um sinal banda estreita e a seqüência c(t) é um sinal banda larga, 
o sinal produto m(t) tem o espectro banda larga muito parecido ao espectro da seqüência 
c(t). O sinal c(t) faz a função de código de espalhamento. 
Quando o sinal b(t) é multiplicado pelo código de espalhamento c(t), cada bit de 
informação é fracionado numa quantidade de pequenos incrementos de tempo (chamados 
chips), como é ilustrado nas formas de onda da Fig.3-5. 
Na transmissão em banda base, o sinal produto m(t) representa o sinal transmitido 
m(t) = c(t)b(t). (3.5) 
O sinal recebido r(t) é composto do sinal transmitido-m(t) mais uma interferência aditiva
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FIGURA 3-4 Modelo idealizado de um sistema de espectro espalhado de banda base. (a) 
Transmissor. (b) Canal. (c) Receptor. 
produzida pelos outros usuários, como mostrado em Fig.3-4b. Então 
ms) = ‹z(ze)b(ú) + z'(ú) (3.ó) 
Para recuperar a seqüência de dados b(t), o sinal recebido '1°(t) é aplicado a um 
demodulador que consiste em um multiplicador seguido de um filtro passa-baixas, como 
mostra a Fig.3-4c. O multiplicador possui uma seqüência de código gerada localmente que 
é uma cópia idêntica da seqüência que foi usada no transmissor. A seqüência no receptor 
deve estar sincronizada com a seqüência no transmissor. O sinal demodulado é dado por 
z(t) = c(t)r(t) = c2(t)b(t) + c(t)z`(t) (3.7) 
A equação (3.7) mostra que o sinal desejado b(t) é multiplicado duas vezes pelo código 
de espalhamento c(t), diferente do sinal que é multiplicado só uma Vez. O código de 
espalhamento c(t) altema entre os níveis -1 e +1, assim, quando for elevado ao quadrado 
c2(t) = 1 para todo t ~ (3.8)
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FIGURA 3-5 Ilustração das formas de onda no transmissor em banda básica. 
Então (3.7) fica 
zu) z z›(ú) + ¢(ú)z('ú). (39) 
A equação (3.9) mostra que a seqüência b(t) é reproduzida na saída do multiplicador 
no receptor, exceto pelo efeito da interferência representada pelo termo aditivo c(t)z'(t). A 
componente de dados é de banda estreita, porém a componente estranha c(t)z'(t) é de banda 
larga (devido ao efeito espalhador do código de espalhamento). Se a saída do multiplicador 
é colocada na entrada de mn filtro passa-baixas adequado, a largura de banda do c(t)z'(t) é 
reduzida, desta maneira o efeito da interferência é minimizado. 
Quando a interferência presente é totalmente‹ devida aos usuários restantes, 
o temio z`(t) pode ser estendido em = 2 ck (t) ozkak (t) onde ozk 
k=1,k;éusuário desejado 
é o ganho complexo do canal do k - ésimo usuário; ak (t) é o sinal do k - ésimo 
usuário e ck (t) é o código de espalhamento do lc - ésimo usuário. Então o termoK 
c(t)z'(t) = 2 c (t) ck (t) akak (t) é anulado somente no caso em que as 
k=1,¡c;éusuário desejado 
correlações cruzadas de c (t) e ck (t) sejam nulas. Nesse caso a interferência MAI 
é completamente eliminada. Caso contrário, existirá um nível de interferência MAI 
que dependerá da quantidade total de usuários ativos e da severidade dos efeitos 
desortogonalizadores do ambiente de propagação. 
Diferentemente das interferências apresentadas nesta seção, existem outras que
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possuem uma origem comum no mesmo sinal que foi transmitido, como é o caso da 
interferência intersimbólica. As contramedidas nestes casos não necessariamente visam 
corrigir a falha de compartilhamento. Pode-se considerar, pelo contrário, que a interferência 
deve ser preservada, já que na realidade ela é urna réplica do sinal desejado diferentemente 
afetada pelo ambiente. 
3.3 CAPACIDADE DE RÁDIO 
No ambiente celular a capacidade da interface ar é determinada pela assim chamada 
capacidade de raio de Lee [3], e não pela definição de capacidade clássica devida a Shannon. 
A interface ar é composta pela estação móvel e a estação-base. A capacidade segundo Lee é 
dada por: 
m = % 
i 
(3.10) 
onde m é chamada de capacidade de rádio, Bt é a largura de banda total licenciada ao 
sistema, BC é a largura de banda de CRM ou de CRM equivalente e K é o fator de reuso de 
freqüências. Num CRM TDMA com largura de banda de 30 kHz com três canais de tempo, 
a largura de banda equivalente fé de 10 kHz. 
Para o sistema da seção anterior K = t / S Ê, assim (3.10) pode ser apresentada 
mais convenientemente como:
_ 
mz l, (3.11) 
\/(%).š 
onde M = Bt/BC é a quantidade de CRMs ou CRMs equivalentes. Note que aqui a 
capacidade depende de BC e de , os quais são os mesmos parâmetros da Lei Hartley- 
Shannon dada por: 
Oz B1@g,(1+S/N) (3.12) 
Estes são parâmetros interdependentes no sistema celular, mas na formulação de 
Hartley- Shannon são independentes [3, p. 3061. Note que a última formulação (3.12) é 
reconhecidamente válida apenas para canais com ruído aditivo sem interferências nem 
distorção [1]. 
Na prática pode-se admitir a possibilidade de projetar sistemas que operem muito 
próximos do limite para o qual a interferência pode acontecer. Por exemplo, quando se
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espera que as interferências aconteçam com uma probabilidade baixa. Assim, aumenta-se 
a eficiência espectral, a qual é acompanhada de menores custos, constituindo-se em uma 
solução comercial mais viável. 
O leitor pode consultar [8, pp. 417-435] para uma comparação de capacidade entre 
diferentes tecnologias de sistemas celulares. 
3.4 coNcLUsÃo 
Neste capítulo foram explicados os principais fenômenos relativos ao desempenho 
do CRM celular. 
O sistema celular é um sistema limitado por interferências. Assim qualquer 
estratégia que conduza a uma diminuição dos seus efeitos beneficiará diretamente o seu 
desempenho. 
Por outro lado, à medida que as estratégias de compartilhamento tornem-se mais 
eficientes, a interferência será menor. Depois de terem sido exploradas com êxito nos 
primeiros sistemas celulares, as estratégias de compartilhamento em freqüência e no tempo 
chegaram ao limite da capacidade oferecida por elas. A 
A dimensão espaço pode ser utilizada para isolar os CRM que não podem ser 
preservados da interferência em outras dimensões. É portanto, uma dimensão auxiliar 
importante. 
Se um sistema é instalado inicialmente sem respeitar as condições de operação 
livre de interferência, existe ainda, em uma etapa posterior de exploração a possibilidade 
de se tomarem medidas para melhorar o desempenho. Para isto, a operadora de telefonia 
móvel dispõe, por um lado, das estatísticas relativas ao tráfego a nível de célula, as quais 
podem ser obtidas no centro de comutação e das estatísticas de reclamações dos usuários 
que evidenciam o grau de qualidade com que é oferecido o serviço. Estas últimas medem o 
desempenho aproximado do sistema em uma extensão geográfica maior que uma célula. 
É baseado nesses mesmos dados que a fiscalização do serviço pode ser feita pelos 
organismos correspondentes. Assim, os indicadores mostrados na Fig.3-6 são indicadores 
de desempenho do CRM celular que avaliam 0 sistema celular brasileiro na sua maior 
extensão: a nacional. Estes indicadores existem também para avaliar o desempenho em
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BRASIL 67,03 77,37 64,91 64,76 70,50 80,00 
-PVMC4 
I‹%Ii 
BRASIL 197,77 98,49 98,40 98,33" -98,97 97,00 
1%) 
PVMCSV BRASIL 76,56 77,06 74,17 ' 63,60 66,81 80,00 
PVMC6 
(por 1000,, 
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PVMC 7 
(%} 
BRASIL 41-7,29 53,43 54,32 55,43 56,47 57,00 
PvMca 
I”/«I 
BRASIL 88,15 94,14 93,98 94,13 94,128 85,00 
PVMC 9. 
tw . §;¿BRAS,IL: É .2,61 2,35 2,3-7--.. 2,30 j-2,21 3,00 
PVMC 1 - TAXA DE RECLAMAÇÕES 
PVMC 2 - RECLAMAÇÕES DE COBERTURA E CONGESTIONAMENTO POR 1000 ACESSOS MÓVEIS 
PVMC 3 - TAXA DE ATENDIMENTO DO CENTRO DE ATENDIMENTO 
PVMC 4 - TAXA DE RESPOSTA AO USUÁRIO 
PVMC 5 - TAXA DE ATENDIMENTO AO PUBLICO 
PVMC 6 - NUMERO DE CONTAS C/RECLAMAÇAO DE ERRO POR 1000 CONTAS EMITIDAS 
PVMC 7 - TAXA DE CHAMADAS ORIGINADAS COMPLETADAS 
PVMC 8 - TAXA DE ESTABELECIMENTO DE CHAMADAS 
PVMC 9 - TAXA DE QUEDA DE LIGAÇÕES 
FIGURA 3-6 Termos de compromiso assumido pelas operadoras de telefonia móvel 
no Brasil relativo à qualidade de serviço. São apresentadas as estatísticas a nível 
nacional dos indicadores de desempenho do sistema celular. Fonte: Agência Nacional de 
Telecomunicações (anatel, wWW.anatel.gov.br). 
áreas geográficas menores.
CAPITULO 4 
PROCESSAMENTO TEMPORAL 
4.1 INTRODUÇÃO 
Neste capítulo serão definidos os objetivos do processamento temporal no CRM, e 
as soluções teóricas e práticas adotadas para atingir tais objetivos. 
No Capítulo 2, indicou-se quais são os caminhos possiveis para se ter uma 
detecção ótima usando modulação binária (bidimensional) na ausência de interferência 
intersimbólica. Por outro lado, as simulações e medições práticas também referidas no 
Capítulo 2 evidenciam a relação direta entre as interferências e a degradação do sistema. 
Ambas as abordagens serão estendidas aqui para modulação multidimensional e CRM em 
'presença de interferências.
A 
A detecção utilizando filtros casados aponta a um tipo de detecção que pressupõe 
algum tipo de estrutura nosinal recebido conhecida pelo receptor. Esta estrutura pode ser 
induzida no transmissor para facilitar o casamento. 
Na abordagem de detecção utilizando estimadores-correlacionadores, muito pelo
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contrário, pode-se prescindir de uma estrutura induzida, ja que o estimador proporciona um 
sinal melhorado que é usado para casar o sinal recebido. 
A A detecção com estimador não se comporta tão bem quanto a detecção com filtro 
casado porque a relação de máxima' verossimilhança é polarizada pelo erro quadrático 
médio calculado entre o sinal e a sua estimativa [13]. _Por outro lado, o estimador é útil 
porque pode funcionar em ambientes não estacionários e pode ser utilizado para detectar 
sinais diferentes sem necessidade de modificar o projeto do receptor. 
4.2 DETECÇÃO CASADA NA PRESENÇA DE ISI 
Em um CRM com ISI, os símbolos se alargam e a correlação entre eles aumenta 
(normalmente os símbolos não possuem correlação mútua porque são produzidos por uma 
fonte no transmissor com estatísticas independentes). Em presença de ISI, a detecção 
ótima símbolo por símbolo (como a apresentada no Capítulo 2) é superada em desempenho 
pela detecção de seqüências de símbolos, conforme [13]. Então uma melhor solução para 
detecção ótima em presença de ISI pode ser implementada usando detecção por estimação 
de seqüências de máxima verossimilhança (MLSE: Maximum Likelihood Sequence 
Estimatíon). 
I
V 
A detecção usando filtragem casada também é eficaz em presença de ISI. Isto será 
explicado na continuação, a partir de modelos de canais com ruído Gaussiano (AWGN: 
Additive White Gaussian Noise). 
~ No canal Gaussiano o sinal recebido e' dado por 
y(t)=a:(t)®h(t)+n(t), (4.l) 
onde n (t) é ruído branco Gaussiano, independente e identicamente distribuído. No canal 
Gaussiano real, h (t) é uma função real qualquer [18]. A potência do sinal recebido é 
dada por P, a largura de banda de interesse por W e a relação sinal ruído é dada por 
SN R = P/ NOW, onde No é a potência de ruído. 
Utilizando modulação PAM, o sinal transmitido é dado por ac (t) = a¿¢,~ (t), 
onde çzâi (t) são funções ortonormais. O demodulador ótimo determina a seqüência 
a partir de estimativas ruidosas dos símbolos transmitidos {a¿}, correlacionando o sinal 
recebido y (t) = as (t) + n com as formas de onda ortonormais {¢¿ [18], zi pode ser
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FIGURA 4-1 Resultado da aplicação do critério de Nyquist para zero ISI. No eixo 
horizontal: instantes de amostragem, no eixo vertical: sinal recebido em banda básica. Note 
que nos instantes de amostragem (-6...6) apenas um pulso pode ser recuperado, o resto é 
suprimido. 
expresso por z, = f y (t) ¢¿ (t) dt = ai + wi. 
A teoria de detecção ótima garante que {z,-} é um conjunto de estatísticas suficientes 
acerca da seqüência {a,-}. Ou seja, toda a informação sobre {a,~} contida em a: (t) é 
condensada em {z,-}. Além do mais, a ortonormalidade de cp, (t) assegura que não 
existe interferência intersimbólica e que a seqüência é um conjunto de variáveis 
ruidosas aleatórias, Gaussianas, de média nula, identicamente distribuídas e com variância 
af” = No / 2. Note que aqui as funções ortonormais são transmitidas simultaneamente no 
que seria um sistema com várias portadoras ou multiportadora. Num caso alternativo, as 
funções ortonormais podem ser transmitidas em uma forma seqüêncial. Estas funções são 
escolhidas para fazer com que o pulso de sinalização p (t) seja deslocado em valores inteiros 
do intervalo de modulação, ou seja {q5,- (t)} = {p (t - z`T)}, de modo que o sinal transmitido 
em banda básica seja dado por: 
¿ V 
0(f) = Zur-p(í - ÍT) 
onde a condição de ortonormalidade requer que › 
fp (É '_ (É _ dt = Õ¿_¿' 
o qual é o mesmo que (veja a Fig.4-1): 
p (É) >l< P (-É) lt:zT = h = Õz 
O equivalente em freqüência de (4.2) é conhecido com o critério de Nyquist para zero ISI,
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dado por: 
f1<f> = §2H<f+m/T) 
m€Z
1 = í 2 IP (f +m/T)|2 = 1 paratodo f m€Z 
Note que o critério de Nyquist não impõe restrições na fase de P (f 
Como H (f) é periódico com periodo à e como para sinais reais é suficiente que 
Ê (f) = lno intervalo BN = {f : 0 < < 1/2T,}, isto implica que para cada f G BN, *A 
H(f + m/T) > Oparapelo menos umm E Z. 
A solução de ISI nula utilizando filtro casado com funções ortonormais toma duas 
formas, ou se usa transmissão multiportadora ou se aplicam formatadores de pulso em 
sistemas de monoportadora.
u 
Um filtro formatador de pulso conhecido que pode ser usado para fazer cumprir o 
critério de Nyquist em sistemas de monoportadora é o filtro cosseno levantado.
p 
Em CDMA, a ortononnalidade é atingida no domínio do código, onde é realizada 
a detecção casada com cada código de usuário. A detecção também pode ser baseada no 
estimador-correlacionador RAKE, o qual é capaz de atenuar os sinais de diferentes percursos 
e desta maneira evitar a ISI. 
4.3 UMA ESTRATÉGIA PARA AUMENTAR A CAPACIDADE DO 
CRM 
Antes de se passar às soluções práticas, será apresentado um critério de projeto que 
maximiza a capacidade do enlace, mesmo em presença de interferências. Esta abordagem 
parte de considerações da Teoria da Informação. 
As interferências podem ser de dois tipos: correlacionadas ou não correlacionadas 
com o sinal de interesse. No CRM celular, a ISI não é a única interferência importante. 
Por outro lado, é a única que introduz correlação entre as amostras e por isso pode ser 
combatida utilizando filtros branqueadores e equalizadores de fase. A interferência cocanal 
não é correlacionada e por isso, devem-se procurar outros métodos para eliminar os seus 
efeitos. Ambas interferências são minimizadas se o espectro empregado no enlace é o mais
'1 
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plano possível na maior parte do tempo. Este é o princípio que fundamenta a estratégia que 
será explicada nesta seção. 
Utilizando o modelo dado por (4.1), a partir do espectro de H (f) e sob a restrição 
de que a potência do sinal não ultrapasse um certo limiar, dado por f0°° P, (f) df < P, é 
possível construir um espectro especial PS0 (f) chamado de espectro de vertimento de água 
(water pouring spectrum) dado por [18, p. 2402]: 
O _ K-1/SNRC(f) feB P.<f>-{ O MB 
onde SNRC (f) = % é a relação sinal-ruído em freqüência. Para maximizar a 
capacidade, o importante é a escolha de B. 
O melhor valor de B é determinado graficamente, sendo dado pela interseção 
da curva descrita por 1 / SN Rc (f) com a linha determinada pela constante K, onde K 
é um valor que deve ser escolhido para o caso limite em que se satisfaça a igualdade 
f0°°P,(f)df=P. . 
A capacidade atingida com este método, aplicando a equação (3.12) de Shannon, é 
dada por 
C' = /Blog2 (1 + P2 (f) SNRC(f))df bps. (4.3) 
Se existe interferência de banda estreita (correlacionada ou não), ainda é possível subtrair 
de B a banda afetada pela interferência mantendo o critério adotado. Assim a banda, 
B = {ƒ : Pf (f) > O}, pode ser constituída de uma banda descontínua de freqüências que 
não inclui a banda onde atua a interferência. 
Isto implica que, para combater a interferência pode-se usar modulação 
multiportadora para ocupar cada banda com portadoras independentes e evitar o efeito da 
interferência. 
Por outro lado, como no CRM a potência recebida P muda constantemente 
devido aos desvanecimentos de multipercurso, a capacidade dada pela expressão (4.3) 
é também variável. Portanto a modulação de multiportadora, sem deixar de ser uma 
solução interessante, perde eficácia. Além do mais, os valores nulos de freqüência mudam 
constantemente de posição, o que faz com que seja difícil escolher as bandas de transmissão 
que possuam característica plana no espectro. 
"No ambiente rádio-móvel pode acontecer um nulo ou'uma inclinação grande nas 
proximidades da freqüência portadora. O receptor vê um nulo deslocando-se na freqüência
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que, quando coincide com a freqüência do sinal, produz desvanecimentos profundos [19]”. 
A solução de multiportadoras pode ser mais interessante para sistemas de telefonia 
fixa sem fio (WLL: Wireless Local Loop), devido justamente ao fato de que os nulos de 
freqüência são mais estáveis que no ambiente rádio-móvel. 
As soluções teóricas apresentadas até aqui podem ser resumidas como: 
O detecção com filtros casados, 
O uso de correlacionadores-estimadores, 
O detectores implementando MLSE, 
_ 
O uso de formatadores de pulso que fazem cumprir o critério de zero ISI para 
modulação monoportadora, 
O uso de funções ortogonais em sistemas monoportadores e multiportadores, 
O critério de projeto water pouring para manter o espectro plano no enlace e que 
justifica teoricamente a modulação multiportadora. 
Na seção seguinte serão apresentados alguns receptores adaptáveis práticos. 
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Um dispositivo prático utilizado nos sistemas celulares para combater a ISI é 0 
equalizador. 
A meta do equalizador é uma só: eliminar a ISI. Uma forma de fazer isto é 
tentando inverter a resposta do canal, tendo como resultado uma resposta composta (canal 
+ equalizador) plana em freqüência que satisfaça o critério de Nyquist para zero ISI. Outra 
é forçar que a resposta ao impulso composto (canal+equalizador) seja igual à amostra 
unitária, o que também garante ISI zero. Existem outras formas, mas não serão tratadas 
aqui. Ao fazer-se a inversão do canal para se conseguir uma resposta plana, também está-se 
estruturando um casamento entre o canal e o equalizador. 
Minimizar a probabilidade de erro instantâneo conduz à formulação de um receptor 
ótimo, mas que não pode ser aplicado nas comunicações sem fio pela alta complexidade 
envolvida no seu funcionamento. O resultado geralmente envolve equações não lineares que 
devem ser resolvidas em tempo real [8].
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4.4.1 Equalizador MMSE 
Na prática, pode-se usar um equalizador que minimize não Pe, mas o erro quadrático 
médio da estimativa. Neste tipo de equalizador, tal objetivo é atingido mediante a aplicação 
de um critério que tenta chegar à descorrelação entre cada uma das amostras do sinal 
recebido e entre elas e o erro. Note que desta forma é possível minimizar a ISI, mas não a 
interferência descorrelacionada.
` 
A resposta do equalizador deve ser tal que satisfaça a igualdade:
1 
Hz›(f) = W, 
onde H¿,( f) é a resposta em banda base do equalizador e ST (f) é a resposta em freqüência 
do CRM, tal como definida no Capitulo 2. 
A eficiência de um equalizador inversor é limitada por dois fatores. O primeiro 
porque não se dispõe de pesos infinitos para se inverter exatamente a resposta do canal. O 
segundo porque o ruído é amplificado nas freqüências onde existe desvanecimento seletivo 
profundo. 
. 
”Devido ao fato de que o espectro tem nulos, o equalizador linear não é Ótimo devido à 
tendência de amplificar o ruído nos nulos de freqüência [20]." 
O equalizador que minimiza o erro quadrático medio é um tipo de detecção subótima 
com desempenhos intermediários entre os dois tipos de detecção ótima: a filtragem casada 
e oequalizador de forçagem a zero [13]. A filtragem casada é ótima quando se dispõe de 
infonnação a priori sobre a estrutura do sinal. 
4.4.2 Equalizador de forçagem a ze/ro 
Na abordagem de equalizadores que tentam inverter o canal, está o equalizador 
de forçagem a zero. Este é um tipo de dispositivo que força a ISI a se anular utilizando 
o critério de Nyquist no domínio do tempo. É um tipo de detecção ótima na ausência de 
conhecimento prévio sobre a estrutura dos sinais recebidos ou quando não se utilizam
A 
funções ortonormais. Uma descrição do equalizador de forçagem a zero pode ser encontrada 
em [13][2o][21]
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FIGURA 4-2 Esquema de um equalizador com realimentação de decisão (DFE). O sinal 
é filtrado para suprimir a ISI. Depois, uma estimativa é produzida no dispositivo de decisão, 
processada no filtro backwara' e realimentada para melhorar a supressão da ISI. 
4.4.3 Equalizador DFE 
Em 1994 os equalizadores DFE eram largamente utilizados nos aparelhos celulares, 
implementados em processadores digitais de sinais DSPs de ponto fixo [19]. 
O equalizador DFE (veja o esquema na Fig.4-2) é mais resistente ao ruído que os 
equalizadores inversores porque utiliza o conhecimento prévio do alfabeto de símbolos para 
decidir sobre os valores corretos dos símbolos recebidos em meio a ruído. Esta é uma das 
razões pela qual tem-se preferido o emprego dos equalizadores DFE. 
Em um equalizador DFE, depois de decidido, cada símbolo é processado de novo 
em uma estrutura transversal cuja saída é combinada na entrada de um decisor. Isto é um 
tipo de realimentação com a qual se pretende diminuir a ISI que não se conseguiu eliminar 
no filtrofeeaforward e que é chamada de ISI residual ou ISI pós-cursora. 
Os coeficientes da etapa de realimentação são adaptavelmente modificados para 
convergirem para os pesos da metade direita da resposta ao impulso do canal. 
As estratégias de aumento de capacidade apresentadas são formas práticas de 
detecção ótima em ausência de codificação. Mas, por outro lado, é bem conhecido que o
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emprego de códigos corretores de erros é também uma forma de aumentar o desempenho. 
4.5 CODIFICAÇÃO 
A incorporação de códigos foi reconhecida anos atrás como a forma principal de 
se aproximar aos limites de capacidade implícitos na formulação (3. 12). O uso de códigos 
para melhorar o desempenho está passando por um grande momento com o surgimento dos 
códigos turbo, os quais permitem até superar limites por muito tempo invencíveis [18]. 
O CRM celular não pode prescindir dos códigos devido aos profundos (ou à 
severidade) dos desvanecimentos. A detecção ótima neste caso utiliza a detecção de 
seqüências (MLSE), que, em geral, é indicada quando existe correlação entre amostras 
na presença de interferências correlacionadas, como a ISI em TDMA e a interferência de 
múltiplo acesso em CDMA. O algoritmo de Viterbi garante a decodificação destes códigos 
em uma forma ótima, mas em alguns casos é muita complexa para ser usada no CRM. 
A escolha prática já tem sido feita para os sistemas TDMA e favorece aos códigos 
convolucionais, onde para reduzir a complexidade, pode ser usada decodificação seqüêncial, 
a qual também não é tão ruim: 
”A decodificação seqüencial de códigos convoiucionais possui desempenho próximo à da 
decodificação utilizando detecção de máxima verossimilhança [18, p. 2393]." 
4.6 coNcLUsöEs 
Neste capítulo foram apresentadas ferramentas de processamento temporal para 
dar solução aos problema do CRM celular. Foram encontradas evidências de que o 
processamento temporal não é eficaz contra a interferência não correlacionada. Pelo menos 
com o uso de dispositivos de baixa complexidade. 
As ferramentas temporais se manifestaram sensíveis ao desvanecimento severo, à 
seletividade em freqüência e ao espalhamento de multipercursos que aumenta o nível de ISI 
recebida. 
O processamento espacial pode contribuir grandemente para diminuir alguns 
destes efeitos. Portanto, no capítulo seguinte será apresentado o processamento espacial
...,.»«.~›..t..., . 
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4.6 CONCLUSÕES 
destacando aqueles processos que possam ser úteis neste sentido
CAPITULO 5 
PROCESSAMENTO ESPACIAL 
5.1 INTRODUÇÃO 
Os modelos apresentados no Capítulo 2 são específicos para o processamento 
temporal. Neles é assumido que a antena do receptor é monopolo. Aqui serão apresentados 
modelos de receptores com arranjos de antenas, o que possibilita o processamento na 
dimensão espacial. . 
5.2 MODELAGEM ESPACIAL DO CRM CELULAR 
Considere um arranjo de L elementos direcionais imerso num meio homogêneo no 
campo distante de M pontos de fontes sinusoidais (correlacionadas ou não) na freqüência 
fc. Deixe coincidir a origem do sistema de coordenadas e a referência de tempo, como é 
mostrado na Fig.5-l. .
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FIGURA 5-1 Definição do sistema de coordenadas. São M fontes emitindo (ou 
recebendo) e L sensores recebendo (ou transmitindo). Os sensores forman um arranjo 
seguindo o eixo 2;. A z' - ésíma fonte está na posição dada pelo z' ~ ésimo vetor de posição 
ri e o 2' - ésímo ângulo sólido U,-. 
Assim, o tempo levado por tuna onda plana que vem desde a z' - ésima fonte na 
direção (çbi, 0,) e medido desde o l - ésimo elemento até a origem é dado por [10] 
fz <¢.,@z) = ‹5.1> 
onde 1-, é o vetor de posição do l -1 ésimo elemento, 11, (di, 6,) é o vetor unitário na direção 
(gb,-, 9,), c é a velocidade de propagação da frente de onda plana e o representa o produto 
interno. 
Para um arranjo linear de elementos igualmente espaçados (ULA: Uniform Linear 
Array Fig.5-2), com o espaçamento entre elementos igual a d, alinhado com o eixo x de tal 
maneira que o atraso no l - ésimo elemento devido à z' - ésima fonte é expresso como [10]: 
'rz (9,~) = É (l - 1) sen 0,. (5.2) 
O sinal induzido no elemento de referência (Z = 1) devido à z' - ésíma fonte normalmente 
é expresso em notação complexa como mi (t) eÍ2"f°t, onde m, (t) é a função de modulação 
complexa. Em geral, a função de modulação é normalmente modelada como um processo 
complexo passa - baixa com média zero e variância igual à potência da fonte pi, medida no 
elemento de referência, que corresponde aos modelos de banda básica equivalente. 
Assumindo que a frente de onda no l - ésimo elemento chega fz (qb,-, 9,-) segundos 
antes de que chegue ao elemento de referência, o sinal induzido no l - ésimo elemento
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FIGURA 5-2 Arranjo de elementos uniformemente espaçados (ULA). 
devido àz' - ésima fonte pode ser expresso como [10] 
mi (É) eJ'21ff‹:(f+T1(¢>à,9i)) _|_ nl (É) 
A expressão é baseada na suposição de banda estreita para o processamento de sinal 
de arranjo, que assume que a largura de banda do sinal é suficientemente estreita 
e que as dimensões do arranjo são suficientemente pequenas para que a função de 
modulação permaneça quase constante durante fr, (<¿3,~, Gi) segundos, isto é, a aproximação 
mi (t) 'š mi (t + T; (¢¿, 6,~)) é válida. 
Considere yz (t) como o sinal induzido devido a todas as M fontes direcionais e o 
ruído de fundo no l - ésimo elemento. Então, yz é determinado por [10]:M 
zzz (t) = 2 mf <fi› ‹zf2fffz<fi+fz‹‹>~@1›> + nz ‹f> , ‹õ.õ› 
1`=1 
onde nz (t) é a componente de ruído aleatório no Z - ésimo elemento gerado no Z - ésimo 
canal temporal. É assumido que nz (t) é temporalmente branco com média zero e variância 
igual a af, 
Para maior simplicidade nos cálculos, o arranjo e considerado composto de 
elementos ideais isotrópicos com padrão de irradiação esférico e sem acoplamento entre 
os elementos. Um arranjo com antenas uniformemente espaçadas a Ê parece ser o melhor
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compromisso neste sentido. Este dispositivo é usado geralmente como referência para 
análise. 
Uma simplificação importante em comunicações terrestres é feita ao se suprimir a 
dependência do ângulo de elevação gb, em fz (cb,-, 9,). Ou seja, Tz z T1 (qölz, 0,-). Esta 
simplificação é justificada porque os percursos de propagação que não seguem à superfície 
terrestre, ou seja quando ‹z5,- gé O, não conseguem voltar para participar na comunicação. 
5.2.1 Resposta de arranjo 
A denominada resposta do arranjo como [22] 
fl (‹9;*d, À) = -Zrrlš senâ l = 1..N (5.4) 
Isto permite calcular as contribuições dos valores de fase em cada um dos elementos do 
arranjo de uma onda que chega com ângulo 6. Devido à simetria ímpar da função seno, o 
mesmo efeito é observado se a onda chega com ângulo -0, o qual não deve ser generalizado 
para outros tipos de arranjos. Note que a resposta do arranjo é parametrizada pela separação 
inter-elementos d e o comprimento de onda À. 
Em forma matricial, as fases em cada elemento do arranjo podem ser obtidas
1 
eÍ9 
multiplicando por f = _ o sinal recebido. Geralmente, considera-se uma fase 
'eâ‹N-1>@ 
de referência nula para o primeiro elemento do arranjo, já que a diferença de fase, e não o 
valor absoluto, é o que importa na analise. Assim, o sinal recebido é dado por 
1 51(k) "1(k) 
H ea âz<1‹> nz‹1‹› x(k)=fs(k)+n (lc): 0 
Z 
+ 
: 
, (5.5) 
@“”““” ' <> 
' 
‹> SN k TLN ÍÇ 
onde 3,- = s (t) |t:¡,;z¬s é a fonte amostrada no instante k no z' - ésimo elemento e 
s (t) Ê mi (13) e72"f°(t+“(¢f'9f)). Na presença de várias fontes, pode-se associar um vetor de 
resposta do arranjo a cada uma delas, de maneira que a fase de cada elemento é constituída 
pelas contribuições individuais de cada onda recebida. A representação matricial deve ser 
generalizada para ficar como:
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FIGURA 5-3 Formador de feixe de banda estreita. Neste dispositivo, cada um dos L 
sensores do arranjo é ponderado e logo somado com os outros para produzir a saída. Os 
pesos de ponderação incidem na forma do padrão de irradiação do arranjo. 
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O processamento temporal consiste simplesmente em colocar um ganho complexo 
multiplicativo em cada elemento da antena. De maneira que o sinal recebido fica como: 
y (lc) = w (AS(k) + n (k)) , (5.6) 
onde 
wz 
l 
_ (57) 
ÀUN 
Este modelo é ilustrado na F ig.5-3. 
5.2.2 Separação espacial 
\=
_
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Quando algumas fontes são interferentes é interessante realizar a seguinte 
decomposiçao. 
y = w (A,S(k) + A,.S(k)+n , 
onde A = [As é uma separação que pode ser garantida sob certas circunstâncias 
utilizando processamento espacial, e uma das razões 'pela qual o processamento espacial 
é importante no combate à interferência. Note que a interferência não é separável se sua 
resposta de arranjo coincide com a resposta de :qualquer outro sinal.” " 
Array manifold - 
Neste ponto, é bom deixar claro que a equivalência entre a fase introduzida e a 
direção da fonte deve ser plenamente estabelecida com medições de campo, no que é 
chamado de calibração do arranjo. Aproveitando a calibração, pode-se obter um conjunto 
completo de todas as respostas do arranjo relativas às posições, o que garante que o espaço 
de solução seja finito para alguns tipos de processamento. Este conjunto é chamado de 
array manifold. 
'
' 
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O modelo ainda não é suficiente abrangente para todas as situações de propagação. 
Aqui, como no caso do CRM, é preciso parametrizar o modelo. Para mostrar isto, 
procederemos com a descrição de situações de propagação típicas utilizando um formador 
de feixe na recepção, até chegar a uma limitação que justifique a parametrização. 
5.3.1 Situações com desvanecimento plano 
Quando uma onda é recebida, a fase induzidaem cada elemento é govemada 
exclusivamente pela expressão (5.4). Quando a fase dos pesos W é exatamente a oposta 
da gerada pelo sinal recebido, produz-se uma compensação de fase que faz com que o 
sinal seja recebido como se tivesse chegado perpendicularmente ao arranjo. Nesse caso o
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sinal recebido não sofre modificação da fase (exceto pela distorção de fase causada pela 
propagação) e recebe o efeito benéfico do aumento da potência, já que são recebidas L - 1 
cópias aproximadamente iguais, as quais podem ser somadas construtivamente. Este tipo de 
efeito produz uma reorientação no padrão de irradiação que coloca o lóbulo principal no 
trajeto da onda. Para isso é suficiente modificar a fase do vetor w tal como foi descrita. 
Os valores de fase em w que servem para orientar o padrão são chamados de vetor de 
orientação (steering vector). Alguns autores não fazem diferença entre os vetores resposta 
de arranjo e de orientação [23], considerando a seguinte variante para (5.6): 
y = W* (AS(k) + n _ 
Esta nova formulação será adotada nesta dissertação. 
Na recepção de Lun só usuário com componentes de multipercurso chegando sem 
atrasos relativos, apenas pode acontecer desvanecimento plano. Naturalmente, a recepção 
de apenas uma componente, descrita no parágrafo anterior, fica dentro desta classificação. 
Na presença de mais de uma fonte, cabe distinguir várias situações, tais como: 
Um usuário com multipercursos correlacionados 
Suponha que as fontes no modelo representem cópias de multipercurso do mesmo 
usuário. Neste caso, se os sinais percorreram trajetos semelhantes, as modificações 
introduzidas pelo meio de propagação também serão semelhantes e os sinais recebidos em 
cada elemento do arranjo estarão plenamente correlacionados. Esta situação é acompanhada 
de componentes chegando em direções coincidentes. 
A principal função do processamento espacial neste caso é a de evitar uma possível 
distorção de fase devida ao ângulo de chegada da onda, via uma modificação das fases de 
W. Este efeito pode ser conseguido usando formação de feixe, o qual é um processamento 
espacial que pemiite imprimir uma orientação no padrão de irradiação coincidente com os 
ângulos de chegada das ondas. Note que aqui não tem sentido separar os sinais recebidos. 
Além do mais, pode ser difícil separá-los devido à proximidade dos ângulos de chegada. 
Este caso pode acontecer em terreno descampado, onde há cópias devidas ao 
espalhamento causado por obstáculos pequenos como postes de iluminação e outros, mas 
não existem muitos obstáculos refletores.
5.3 PARÂMETRO DO CRM CELULAR ESPACIAL 68 
Um usuário com multipercursos correlacionados e espalhamento 
angular de chegada 
Se na situação anterioros ângulos de_ chegada de cada componente de multipercurso 
estão mais espalhados, chega-se a um caso diferente onde o processamento espacial ainda 
pode conseguir a combinação construtiva das componentes de multipercurso colocando 
diferentes lóbulos (máximos principal e secundários do padrão de irradiação) para cada uma 
delas. Para isto, é preciso não só mudar a fase mas também os módulos embutidos em w. 
As duas situações podem ser satisfatoriamente alcançadas utilizando um formador de feixe 
treinado com um sinal piloto que tenha boas características de correlação com cada cópia de 
multipercurso, ou sabendo de antemão as direções de chegada de cada componente. 
Um usuário com multipercursos semi-correlacionados e espalhamento 
angular de chegada
A 
O modelo de Clarke caracteriza sinais que chegam com espalhamento angular 
grande, nenhtun atraso entre as componentes e variações aleatórias da envoltória 
independentes para cada componente. Nesta situação, o formador de feixe não conseguirá 
apontar lóbulos exatamente para cada componente de multipercurso porque a correlação 
entre o sinal piloto e cada uma das componentes não refletirá as direções de chegada. 
Esta situação acontece devido ao efeito aleatório do canal sobre a fase em presença de 
espalhamento grande nos ângulos de chegada. 
Note que esta situação não é tão ruim quando se considera que o fonnador de feixe 
favorece as componentes menos afetadas pelo canal, e rejeita as mais distorcidas. Assim as 
componentes mais deterioradas serão evitadas de participar na combinação, o qual é uma 
forma de evitar o agravamento dos desvanecimentos. 
O modelo de Clarke pode descrever um ambiente urbano onde as ondas recebidas 
apenas interagem com espalhadores colocados em um anel denso ao redor do receptor. 
5.3.2 Situações com desvanecimento seletivo
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Um usuário com espalhamento angular de chegada + interferências 
Se algumas das ondas presentes são interferentes, o fonnador de feixe as tratará 
como sinais não correlacionadas com o sinal piloto e como resultado tentará eliminá-las 
colocando nulos do padrão de irradiação nos ângulos de chegada correspondentes. O 
desvanecimento neste caso não será mais plano se os interferentes não forem eficientemente 
eliminados. - 
Esta situação pode ser provocada pela interferência cocanal. 
Um usuário sem espalhamento angular de chegada + interferências 
No caso em que as interferências e as componentes de multipercurso cheguem 
com ângulos semelhantes, o efeito da interferência não pode ser eficientemente separado 
utilizando fonnador de feixe. A eficiência neste caso é dependente da resolução separadora 
do arranjo e da proximidade dos ângulos de chegada. 
Esta situação pode ser produzida no caso de interferência dominante, típico de 
CDMA. 
Um usuário com multipercursos minimamente correlacionados 
Neste caso, as contribuiçoes de fase entre cada elemento do arranjo correspondentes 
a cada componente de multipercurso são aleatórias. Uma relação entre as contribuições 
e a direção de chegada não pode ser estabelecida o que ,faz com que o formador de feixe 
não consiga apontar separadamente cada componente de multipercurso, independentemente 
da distribuição dos ângulos de chegada e da presença ou não de interferentes. De 
fato, as componentes de multipercursos com menor correlação com o sinal piloto serão 
simplesmente tratadas como interferentes. 
Este caso é típico em ambientes com espalhadores locais e remotos, como 
montanhas ou edifícios altos. 
5.3.3 As limitações 
As situações anteriores evidenciam as limitações de funcionamento do formador de
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feixe em algumas situações de desvanecimentos seletivos. 
A capacidade do formador de feixe para orientar lóbulos diminui com a redução da 
correlação medida entre as amostras do sinal desejado, obtidas nos elementos do arranjo, 
que é condizente com a ocorrência de desvanecimentos cada vez mais descorrelacionados. 
Algumas técnicas foram criadas usando a premissa de descorrelação dos 
desvanecimentos medidos em cada um dos elementos do arranjo. Estas técnicas aproveitam 
o fato de o mesmo intervalo de símbolo está presente em cada elemento do arranjo 
diferentemente afetado pelo canal. Assim é possível combinar construtivamente as 
diferentes cópias, que é chamado usualmente de combinação em diversidade. 
As técnicas de combinação em diversidade e as de formação de feixe são aplicáveis 
em situações diferentes de correlação, daí surge a necessidade de definir um limite. Este 
limite é chamado de distância de coerência e será explicado a seguir. 
5.3.4 Distância de coerência 
Pode-se medir a correlação entre as envoltórias de dois sinais recebidos, distantes 
em freqüência de A f e no tempo de At, e expressá-la pelo coeficiente de correlação de 
separação de tempo - separação de freqüência dado por [3] 
J 2 (fil/At) 
Pc (Afä At) = ~zÊ¬§ (5-3) 
onde JO (sv) é a função de Bessel de primeiro tipo e ordem zero, 5 = Â; é o número de onda, 
Tm é o espalhamento de atrasos e V é a velocidade do móvel. 
Modificando (5.8) pode-se obter uma relação semelhante para dois sinais recebidos 
em dois lugares espacialmente separados. Neste caso, o coeficiente de correlação de 
separação de freqüência - separação de espaço é dâdo por 
PC (Af; Ad) = ~C%ñ 
onde Ad = l/At é a separação de espaço percorrida pelo móvel a uma velocidade constante 
V. 
Para Af = 0 e pc (O; Ad) = 0.5 obtém-se 
pc (o,Ad) = 0.5 = Jg (md), 
onde (Ad)c é o valor de Ad tal que Jã (BAd) |A,z:(Ad)c = 0.5 e pode ser definido como
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distância coerente. Note a dependência com a velocidade do móvel e o comprimento de 
onda, e a ausência de dependência com o ângulo de chegada. 
(Ad)C é um novo parâmetro de comportamento para o CRM espacial. Este 
parâmetro permite definir duas abordagens para a modelagem do CRM celular 
espaço-temporal. - 
A primeira é definida para o caso em que a separação inter-elementos da antena é 
menor que a distância coerente (Ad)c, o fato mais importante é que pode ser estabelecida 
Luna relação entre as fases recebidas e o ângulo de chegada e usar as ferramentas de resposta 
do arranjo e do vetor de orientação. Esta é chamada de abordagem radar para o canal 
espaço-temporal [9] e [24]. 
Se a separação inter-elementos da antena é maior que (Ad)c, não poderá ser 
estabelecida esta relação e será preciso levar em conta outras as ferramentas de combinação 
em diversidade para combater o desvanecimento e as interferências. Esta é chamada de 
abordagem diversidade para o canal espaço-temporal. 
5.3.5 Abordagem radar 
A abordagem radar considera o vetor de resposta do arranjo como parte integrante 
da resposta ao impulso de todo o sistema. Note que no arranjo deve-se considerar que 
os CRMs existentes finalizam em L elementos. Assim o canal espaço-temporal pode ser 
definido por uma resposta ao impulso vetorial, dada em banda básica por: 
Hb (T; É) = Ahh (T; t) , 
onde A é o vetor de respostas do arranjo de cada uma das ondas que chegam com ângulos 
de chegada diferentes e hb (t,1') é a resposta ao impulso no tempo, anteriormente definida 
para uma antena monoelementos. 
As ondas que chegam com ângulos diferentes devem-se, necessariamente, a 
diferentes usuários cocanal (interferência cocanal) ou usuários intracelulares (como em 
CDMA). ' 
Na situação descrita pela abordagem radar, os desvanecimentos são planos e por 
isso acontecem no mesmo instante de tempo nos diferentes elementos da antena, fazendo 
com que o processamento espacial fique sem amostras úteis durante os intervalos de
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TABELA 5-1 Relação entre os parâmetros do CRM celular espacial e do sinal transmitido. 
Condição Efeito 
d << (Ad)c Hb (1-; t) = Ahh (T; t): abordagem radar 
d >> (Ad)c 
| 
Hb: az abordagem diversidade 
desvanecimentos profundos. 
5.3.6 Abordagem diversidade 
Na abordagem diversidade a resposta espaço-temporal é modelada como um vetor 
de processos aleatórios, substituindo tanto a resposta impulsiva temporal como o vetor 
resposta do arranjo. 
Isto significa que ainda que os multipercursos de cada usuário cheguem com ângulos 
diferentes, não será possível a separação via a resposta do arranjo, já que esta perde a sua 
função. A resposta do canal espaço-temporal em banda básica é dada por 
Hb: G, 
onde a é um vetor de processos aleatórios Gaussianos complexos independentes. Cada 
elemento de cx caracteriza a resposta de um usuário para um elemento do arranjo. 
Na situação descrita pela abordagem diversidade, sempre existirá uma amostra útil 
na antena que possa ser utilizada com eficiência na detecção. Para aumentar a eficiência de 
uma técnica de diversidade pode-se aumentar a distância inter-elementos, de tal forma que 
seja superada a distância de coerência e aumente a descorrelação entre desvanecimentos. 
As técnicas de combinação em diversidade são basicamente três [24] [9]: 
O Diversidade por Seleção: Seleciona o sinal com maior potência. 
O Diversidade por Combinação de Ganho Igual: Faz o ajuste das fases dos 
elementos para otimizar a combinação. ' 
O Diversidade por Combinação de Razão Máxima: Faz o ajuste das fases e 
pondera os sensores nos elementos em função da relação sinal-ruído em cada 
elemento. 
Agora pode-se completar a tabela Tab. 2-1 com a seguinte informação.
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5.3.7 Função de correlação dependente do espalhamento angular 
Em [9] é possível encontrar uma expressão para calcular a correlação espaço- 
temporal levando em conta desta vez o espalhamento nos ângulos de chegada, o 
espalhamento Doppler e o espalhamento dos ângulos iniciais. Este assunto é abordado de 
forma resumida nos parágrafos seguintes. 
Supõem-se M ondas recebidas e medidas a uma distância d a partir do elemento de 
eferência do arran`o, cada uma dada em banda básica or:r 
7, : ej[21rfd cos ‹7.'›nt+<I>,,-l-[3 sen 0,1] 
onde 21rƒd cos qänt é o efeito do deslocamento Doppler na freqüência da portadora, <I>n é o 
ângulo inicial e Ú sen 9,, é a fase introduzida no arranjo em função do ângulo de chegada Gn, 
onde: 
ân, çbn : [0, 2¢r) 
<I›,, z [ã - A/2,ã+ A/2] 
Gn, (bn, <I>n aleatórias dist. uniforme, i.i.d. 
Ê : ângulo de chegada central 
A : espalhamento dos ângulos de chegada 
A função de correlação resultante da combinação de todas estas ondas é dada por: 
JO (fiAd) + _ 
p (At, Ad) = JO (21rƒdAt) +2 2221 Jg; (,8Ad) cos (2l9) sinc + 
+j2 2fi1J2¿+1(fiAd)sen((2l+1)9)sinc(lA + A/2) 
A sen (ac) onde sinc(a:) = 
:E
. 
Esta definição permite uma terceira abordagem que é intemiediária entre a 
abordagem radar e a abordagem diversidade a qual é obtida em [9] a partir da generalização 
do modelo de Jakes, citado na mesma fonte. 
Um tipo de processamento que maximiza a relação sinal-ruído é considerado por 
[24] e [9] como a união das duas abordagens (radar e diversidade). Este é chamado de 
combinação ótima. 
5.3.8 Combinação ótima
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O processo combina sinais recebidos em várias antenas de tal modo que a 
contribuição devida a interferências não desejadas é reduzida enquanto que a devida a um 
sinal desejado é amnentada. O conhecimento das direções das interferências não é essencial 
neste caso, enquanto são exigidas algumas características do sinal desejado para evitar que 
seja cancelado. 
5.3.9 Combinação de diversidade e cancelamento de interferência 
Também pode-se combinar ambas as abordagens. Este modo combinado é 
capaz de cancelar interferências direcionais usando algum grau de liberdade e reduzir 
o desvanecimento numa quantidade de acordo com os graus de liberdade restantes que 
melhoram a capacidade e o desempenho do sistema. A melhora depende da correlação dos 
desvanecimentos dos sinais nas antenas. 
5.3.10 Analogias com o processamento temporal 
Em [9] é mostrado que um tipo especial de formador de feixe atua forçando a zero 
a interferência cocanal e que um tipo de combinador em diversidade: o combinador de 
relação máxima, atua como filtro casado espacial, na ausência de interferência cocanal. No 
processamento temporal a analogia é cumprida pelo equalizador de forçagem a zero e os 
filtros casados temporais. 
O desempenho do formador de feixe com sinal piloto é análogo ao filtro temporal ' 
treinado. Ambos utilizam o critério MMSE, obtendo-se desempenhos intermediários entre 
os dispositivos de forçagem a zero e os que utilizam detecção casada. 
Uma diferença na forçagem a zero no caso espacial é que é preciso conhecer 
previamente o ângulo de chegada do sinal desejado, No entanto, no processamento temporal 
não é preciso nenhuma informação prévia, além da suposição de que o canal é real. 
A informação do ângulo de chegada é fácil de se obter em sistemas de radar, mas 
não em comunicações móveis. Alguns dos algoritmos de radares têm sido utilizados
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para o 'ambiente rádio-móvel, mas ainda com grande esforço computacional. Em [24] são 
explicados alguns algoritmos de estimação de ângulos de chegada. 
Na detecção por forçagem a zero, a grade espacial formada pelos ângulos de chegada 
separáveis é análoga à grade temporal que confina os símbolos no tempo. Na grade espacial 
o ângulo de chegada do usuário desejado equivale ao tap central do filtro temporal. Em 
ambos os casos, a interferência é totalmente suprimida, (respeitando as limitações de cada 
caso) mas às custas de um desempenho inferior, devido a não serem aproveitadas outras 
fontes de informação. _ 
A detecção casada, em ambos os casos, é mediada pela obtenção de estimativas, que 
cabe à Teoria de Estimadores-Correlacionadores. As estimativas temporais são baseadas 
em médias temporais substituindo médias estatísticas, para o que é assumida a ergodicidade, 
ou pelo menos estacionariedade durante um tempo longo. As estimativas espaciais também 
utilizam médias temporais com o mesmo objetivo. Além do mais, um espalhamento de 
atrasos grande pode aproximar o caso espacial com o caso temporal, no sentido de que 
permite que as estimativas espaciais sejam função de intervalos de símbolos diferentes, 
como acontece no caso temporal. 
5.4 FORMAÇÃO DE FEIXE 
O formador de feixe apresentado na discussão anterior não é o único utilizado em 
comunicações móveis. Existem várias e diversas técnicas para formar feixes, as quais 
podem ser classificados em geral, como baseados em: 
O Informação de direção de chegada (DOA, do inglés Direction of Arrival): 
Uma vez que a posição dos móveis em uma célula é determinada durante o 
modo de recepção, estes móveis distribuem-se em agrupamentos diferentes, e 
então o padrão de antena é ajustado de tal modo que o feixe principal é apontado 
para um agrupamento enquanto são formados nulos nas direções de outro(s) 
agrupamento(s). 
O Utilização de vetores de resposta de arranjo: Uma estação base pode formar 
feixes estimando o vetor de resposta de arranjo que corresponde a um móvel e não 
requer a direção de movimento do móvel. Nó modo receptor, a estação base realiza
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as estimativas do vetor de resposta de arranjo a partir de um sinal recebido de um 
móvel com o qual a base mantém comunicação. O vetor de resposta de arranjo 
também pode ser estimado a partir do conhecimento do código de usuário num 
sistema CDMA ou do sinal de referência se disponível. -. 
o Utilização de um sinal de referência: A estação base adquire o sinal de 
referência do usuário desejado e usa-o para estimar a ponderação de cada antena 
antes de combinar os sinais para produzir a saída do arranjo. Isto sugere que 
os pesos iniciais sejam estimados usando um sinal específico transmitido para 
este propósito. Uma vez que os pesos iniciais são determinados, o sinal recebido 
pode servir então como a referência para a posterior atualização dos pesos e o 
acompanhamento da localização do móvel. A identificação de usuário também 
pode ser usada para confirmar que o sinal atual é do usuário desejado. Para este 
propósito, no sistema de CDMA, uma seqüência separada pode ser transmitida em 
quadratura de fase com respeito ao sinal original. A seqüência de sincronização 
transmitida em alguns sistemas também pode ser usada para este propósito. 
0 Formação de nulos: Em contraste com a orientação de feixes para móveis, 
pode-se ajustar o padrão da antena de tal maneira que tenha nulos para outros 
móveis. Um nulo num padrão da antena denota uma resposta zero. Na prática, 
porém, isso é raramente realizável, e cria-se um padrão com uma resposta reduzida 
para interferências indesejáveis.
ç 
O Estimação cega de sinais cocanais: Uma estação base pode explorar o fato de 
que sinais que chegam de móveis diferentes, seguem trajetos descorrelacionados e 
que chegam nos vários elementos em momentos distintos. Isto permite medições 
independentes de sinais sobrepostos pertencentes a móveis diferentes, que, junto 
com as propriedades da técnica de modulação usada, permite a separação dos ditos 
sinais. 
PROCESSAMENTO ESPACIAL E O CONCEITO CELULAR 
A dimensão espacial não só é utilizada para combater as limitações do processamento
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temporal, mas também pode ser utilizada para criar novas separações geográficas (mais do 
que espaciais), para confinar nelas usuários ou grupo de usuários. Isto é um método tão 
efetivo quanto as técnicas já descritas. 
5.5.1 Formação de múltiplos feixes 
Em sua forma mais simples, podem ser usados vários arranjos na estação base para 
formar feixes múltiplos para cobrir o local da célula inteira. Por exemplo, três feixes com 
uma largura de l20° cada ou seis feixes com uma largura de 60° cada, podem ser formados 
para este propósito. Cada feixe pode ser tratado como uma célula separada, e a designação 
de freqüência pode ser executada da maneira habitual. O controle dos móveis é cedido 
ao próximo feixe quando eles deixam a área coberta pelo feixe atual, como é feito num 
processo de handofi' (um processo de camadas superiores para garantir o uso do canal de 
tráfego através de diferentes células) normal quando os móveis cruzam o limite de célula. 
5.5.2 Formação de feixes adaptáveis 
Um arranjo de antenas com a capacidade para formar feixes independentes pode ser 
usado na estação base. O arranjo é usado para achar a localização de cada móvel, e então 
são formados feixes para cobrir móveis diferentes ou grupos de móveis. Cada feixe pode ser 
considerado como uma célula cocanal, e assim poder usar a mesma freqüência ou código, 
conforme o caso. 
A Fig.5-4 mostra um caso típico que envolve feixes diferentes que cobrem vários 
móveis junto com as direções dos móveis em movimento. Ilustra-se a situação em dois 
instantes. 
5.5.3 Formação dinâmica de célula 
O conceito de formação adaptável de feixe pode ser estendido à formação dinâmica 
de células variáveis. Em vez de se ter células de tamanho fixo, o uso de arranjos permite a
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FIGURA 5-4 Uma situação típica mostrando diferentes lóbulos cubrindo vários móveis. 
Alguns grupos ou móveis individuais podem receber um lóbulo específico do padrão de 
irradiação da antena. Em alguns casos o grupo pode ser seguido por um lóbulo na medida 
que este desloca-se na célula como pode ser notado na seqüência de imagens a), b).
_ 
formação de uma célula baseada nas necessidades de tráfego, como mostrado na Fig.5-5. 
5.5.4 Limitações do formador de feixe 
O formador de feixe é um dispositivo útil para combater a interferência e 
o desvanecimento. Porém existem limitações importantes quando se considera a 
disponibilidade reduzida de nulos e lóbulos do padrão de irradiação. O padrão pode colocar 
até L - 1 nulos e lóbulos (incluindo o lóbulo principal). 
Por outro lado, a largura dos lóbulos deve ser pequena o suficiente para conseguir 
distinguir entre dois ângulos de chegada muito próximos. A capacidade de distinguir
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FIGURA 5-5 Disposição das células baseada em necessidades de tráfego. (a) Células de 
forma fixa. (b) Células de forma dinâmica. 
ângulos próximos é chamada de resolução espacial. Assim o desempenho do formador 
depende também da quantidade de elementos e do algoritmo formador de feixe utilizado 
dos quais depende, por sua vez, a largura dos lóbulos. 
A descorrelação nos desvanecimentos, como já se mostrou, tem duas componentes: 
uma temporal, causada pela distribuição aleatória dos atrasos e o desvanecimento Doppler; 
e outra espacial, causada pela distribuição aleatória dos ganhos complexos de multipercurso 
e a combinação com espalhamento angular. Note que na formulação da abordagem 
intennediária, a correlação temporal é independente da correlação espacial. 
Se existir interferência, ela poderá ser combatida eficientemente pelo formador de 
feixe, independente das condições de correlação existentes, já que a capacidade do arranjo
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para suprimir interferências não é' afetada pela correlação dos desvanecimentos [22]. 
O ruído, descorrelacionado com o sinal piloto e presente em cada elemento da 
antena, é praticamente impossível de ser eliminado usando um formador de feixe com 
abordagem radar. Note que por estar presente em cada elemento da antena, com fase 
aleatória, o ruído não pode ser caracterizado por uma resposta de arranjo. 
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Como conseqüência da redução da interferência cocanal e do desvanecimento de 
multipercurso acontece uma redução na taxa de bits errados (BER: Bit Error Rate) e na taxa 
de símbolos errados (SER: Symbol Error Rate) para uma dada relação sinal-ruído (SNR: 
Signal-to-Noise Ratio). 
A probabilidade de interrupção é a probabilidade de que o canal fique inoperante 
devido a um incremento da BER dos dados recebidos. Esta pode ser causada pela 
interferência cocanal. O arranjo, ao reduzir a interferência cocanal, reduz também a 
probabilidade de interrupção.
A 
O uso de arranjo permite aumentar o tamanho da célula, quando comparado com 
uma antena omnidirecional, póis o arranjo tem um ganho grande na direção do feixe 
principal. Este fato pode ser usado para reduzir a potência de transmissão requerida nos 
móveis, considerando o ganho de recepção do arranjo. Isto conduz ao uso de estações 
móveis de mais baixo consumo. 
Neste capítulo foi caracterizado o CRM celular espacial. O uso conjunto de 
processamento espacial e temporal pode ter um efeito maior do que o uso separado de cada 
urna das técnicas. Isto porque o processamento espacial pode trocar graus de liberdade com 
o processamento temporal. 
As estatísticas do canal podem ficar condensadas em uma matriz de correlação 
no receptor, a qual é importante para toda a discussão sobre estratégias de detecção, de 
modelagem estatística e de detecção adaptável. 
Assim, no capítulo seguinte sera vista com mais detalhes a estrutura das estatísticas 
na matriz de correlação, para mostrar como é que podem ser tratadas as abordagens radar, 
a diversidade do processamento espacial e as suposições temporais de estacionariedade do
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processamento temporal. 
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CAPITULO 6 
PROCESSAMENTO ESPAÇO- 
TEMPORAL 
6.1 INTRODUÇÃO 
O processamento espaço-temporal pode ser efetuado por partes ou conjuntamente. A 
primeira abordagem é de fácil compreensão, desde que ambos processamentos por separado 
sejam conhecidos. O segundo enfoque, no entanto, precisa de um maior aprofundamento no 
funcionamento das estruturas espaço-temporais para ser melhor entendido. 
Assim, como exemplo do processamento por partes, uma estrutura de linha 
de atrasos (TDL: Time Delay Line) situada após cada elemento do arranjo pode fazer 
processamento temporal para combater a ISI, enquanto a combinação em diversidade 
espacial supera o desvanecimento. 
Primeiramente, este capítulo irá apresentar a matriz de correlação espacial, o que 
pennitirá introduzir posteriormente e por analogia a matriz espaço-temporal. A fatoração 
espectral de tal matriz será também apresentada nesta primeira seção, já que será utilizada
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nas seções a seguir. 
A estrutura da matriz de correlação é uma visão diferente do CRM espaço-temporal. 
As diferentes situações de recepção têm efeitos sob tal estrutura, já que nela estão embutidas 
as respostas de arranjo de cada uma das ondas incidentes para a abordagem radar ou as 
estatísticas (oxalá diferentes) das mesmas fontes para a abordagem diversidade. 
Por outro lado, as estratégias de detecção adaptáveis utilizam a matriz de correlação 
como suporte fundamental para definir sobre ela os critérios de adaptação, geralmente 
refonnulados como problemas de otimização de algum parâmetro (naturalmente, estatístico). 
Uma leitura introdutória que permite compreender o papel da matriz de correlação na 
adaptação pode ser encontrado em [25]. ‹ 
Se apresentará o formador de feixe de banda larga para introduzir a matriz 
espaço-temporal. Este formador supera a limitação do formador de feixe visto no capítulo 
anterior que não pode combinar coerentemente sinais' de banda larga. _ 
Na continuação será apresentado o critério MLSE de detecção ótima, o qual foi 
primeiramente apresentado nesta dissertação para um caso de detecção puramente temporal. 
São apresentadas duas simplificações práticas do detector MLSE: o receptor IRC 
(Interference Rejection Combíning), que opera puramente na dimensao espacial e o receptor 
IRC fracional, que opera como receptor espaço-temporal. 
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Considere-se o formador de feixe de banda estreita, mostrado na Fig.5-3, onde os 
sinais de cada elemento são multiplicados por um peso complexo e somados para formar 
a saída do arranjo. Se os componentes de x (t) podem ser modelados como processos 
estacionários de média zero, então, para um dado w, a potência de saída média do 
processador é determinada por 
P <w> = õ {y <f> y.<zf›”} 
= WHRW, 
onde 8 [0] denota o operador de valor esperado e R. é a matriz de correlação dos dados 
de entrada, definida por R = E {x (t) XH . Os elementos desta matriz denotam a
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correlação espacial entre os elementos. Por exemplo, R,-j denota a correlação entre o 
1' - ésimo elemento e o j - ésimo elemento do arranjo. Aplicando as relações apresentadas 
no capítulo anterior, a seguinte expressão para R pode ser obtida:
M 
R = p.~ffH + gil, 
onde I é uma matriz identidade e pi denriíei a potência da 2' - ésima fonte medida num dos 
elementos do arranjo. Note-se que pj é a variância da função de modulação complexa mi (t). 
Usando a notação de matriz, a matriz de correlação R pode ser expressa na seguinte forma 
compacta: R = ASAH + UÊLI, onde a matriz S, de dimensão M xM , denota a correlação 
espacial das fontes para diferentes instantes de tempo e A = [f 1 |f2 - - |fM ] combina as 
repostas do arranjo de cada onda direcional. Para fontes não correlacionadas S é uma matriz 
diagonal com
_ 
S.. {0 W. 
6.2.1 Decomposição espectral 
É útil expressar R em termos de seus autovalores e seus autovetores associados. 
Os autovalores de R podem ser separados em dois conjuntos quando o ambiente consiste 
de fontes direcionais temporalmente não correlacionadas entre si e ruído branco não 
correlacionado.
' 
Os autovalores do primeiro conjunto são iguais, não dependendo das fontes 
direcionais e são iguais à variância do ruído branco. 
Cada autovalor contido no segundo conjunto é associado a uma fonte direcional, e 
seu valor muda em correspondência com a potência da fonte associada. Estes autovalores 
são maiores que aqueles associados com o ruído branco. Às vezes, estes autovalores são 
chamados de autovalores de sinal, e os outros são chamados de autovalores de ruído. Assim, 
a matriz R de um arranjo de L elementos imersos em M fontes direcionais e ruído branco 
tem M autovalores de sinal e L - M autovalores de ruído. 
Denotando os L autovalores de R em ordem decrescente por Àz, l = 1,...,L e seus 
autovetores normais correspondentes por uz, l = 1,...,L, a matriz toma a seguinte fonna 
R = UAUH
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com uma matriz diagonal: 
À1 O O O O O".O0O A=00ÀzO0 
O O O O 
O O O 0 ÀL
e 
U =l111Iu2 I~~~ Iuil- 
Esta representação às vezes é chamada a decomposição espectral de R. Usando o fato de 
que os autovetores formam um conjunto ortonormal, isto conduz à expressão seguinte para 
R: M 
R z 2 ÀzU,U{f + 03,1. 
zzi 
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Neste item será explicado o funcionamento da estrutura apresentada na (5.7), a 
qual pode ser vista com uma extensão da estrutura do formador de feixe de banda estreita, 
portanto, chamado de formador de feixe de banda larga. 
No formador de feixe de banda larga, a geometria do arranjo é conhecida. É portanto 
possível realizar a calibração do arranjo. No entanto, esta estrutura ainda pode ser utilizada 
em ausência do conhecimento prévio da geometria, onde não é possível efetuar a calibração 
do arranjo, no que é chamado em [26] como formação cega de feixe. Esta última formulação 
suporta o funcionamento de arranjos com distâncias inter-elementos grandes (usadas na 
localização geográfica de móveis), o qual permite uma analogia com a amostragem fracional 
para justificar a troca de recursos entre as dimensões espacial e temporal. 
Para um instante de tempo dado, os sinais presentes em cada um dos elementos da 
F ig.6-1 podem ser condensados em uma matriz X dada por XMXL= [x1 |x¿ - - |xL], onde 
1121 
-'11i(¡f - 1) s , . . 
xl = , . Note que xl nao e condizente com (5.5), no sentido de que 
mz (lc ~ M + 1) ~
V 
os sinais são coletados na dimensão temporal do l - ésámo elemento, e não na dimensão 
espacial. 
Tomando um caso particular, L = 3, sem perda de generalidade pode ser definido
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um conjunto de matrizes de correlação temporal para as diferentes seqüências embutidas 
nos vetores xl dadas por: 
Rfi = E {x¡xfI} ;R?› = E {x2x§1} ;RÍƒ = E {x3x§I} 
Rg, = 5{x1x§{};R}\Ê¡=€{x1x§{};RšÊ=‹S`{x2x§I}, 
as quais podem-se dispor formando uma matriz maior que combina correlação espacial e 
temporal, dada por: 
Riè Rië Riã 
R3M=5 {XXH} = R3, Rg, 1133, (ó.1) Rfi Rã Rfi 
Note que em (6.1) foi assumido que R}`}¡ = Rfë = Ršfj e R}\f'¡ = R§"V1¡; R}@¡ = RfV1¡;RfV3} = 
RÊÊI, isto porque tem-se suposto que xl é pelo menos fracamente estacionário. Esta 
estrutura e chamada de matriz Block-Toeplítz. A componente aditiva devida ao ruído 
(supostamente branco Gaussiano com variância a) em R3M é simplesmente 021, já que 
o ruído é descorrelacionado espacial e temporalmente. Pela mesma razão, cada uma das 
matrizes componentes são de tipo Toeplítz, a qual e' uma matriz onde os elementos situados 
em cada uma das diagonais são iguais. 
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Os coeficientes de ponderação w F ig.6-1 são combinados na dimensão temporal 
para formar uma matriz dada por: 
WMXL =lW1|W1|"' lWLl› 
wll 
wi 
. ,, . onde W, = _2 
J 
. A saída do formador de feixe fica entao determinada por 
UMM 
y = W* Q XS, onde Q) é um operador matricial que como primeiro passo produz uma 
matriz onde cada ij-ésimo elemento é conseqüência da multiplicação do ij-ésímo elemento 
da primeira matriz com o ij-ésímo elemento da segunda. Uma segunda operação permite 
obter um valor escalar mediante a soma de todos os elementos da matriz. A dependência de 
X no tempo, kTs, tem sido suprimida para maior simplicidade. 
Um formador de feixe de banda estreita pode combinar coerentemente um sinal 
de banda estreita, já que é suficiente o ajuste dos atrasos de orientação em função do
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comprimento da onda; assim como é feito em (5.4) utilizando os pesos nos elementos do 
arranjo, mas não pode combinar simultaneamente e coerentemente dois ou mais sinais de 
banda estreita com comprimentos de ondas diferentes, já que para isso precisaria colocar 
atrasos diferentes onde apenas dispõe-se de um conjunto de pesos. 
Num formador de feixe de banda larga e possível selecionar para combinação 
coerente Lurr sinal de banda larga. Para justificar isto grosseiramente, pode-se supor um 
tipo de processamento que designa a cada componente um conjunto de pesos, definidos 
verticalmente na F ig.6-1. O primeiro colocará atrasos ao estilo do formador de banda 
estreita e realizará a combinação linear da primeira componente. O segundo conjunto fará o 
mesmo com outra componente mais, incluindo ainda o atraso já introduzido pelo primeiro 
conjunto e assim por diante. 
Por outro lado, cada uma das estruturas temporais embutidas em Fig.6-1 são filtros 
FIR, que podem ser caracterizados por uma resposta em freqüência e um atraso total e que 
recebem uma versão diferentemente atrasada do mesmo sinal de banda larga. Neste sentido, 
considere o caso especial em que os elementos do arranjo estão separados por uma distância 
que provoque um atraso de Ts /L na onda recebida. 
Assim, pode-se considerar que existe um filtro FIR operando numa taxa de 
amostragem L vezes maior que a taxa de símbolos, no lugar de vários operando na taxa 
de símbolos, de onde fica evidente a troca de recursos de processamento de diversidade 
espacial para temporal e vice-versa. No entanto, no CRM, o arranjo é confinado a distâncias 
de 10À, muito pequenas comparadas com o intervalo de símbolo, de maneira que a analogia 
não pode ser levada ao ponto de considerar que o fonnador de feixe seja um filtro fracional. 
A abordagem fracional será considerada mais adiante, também como uma forma de 
processamento espaço-temporal. 
6.4.1 Combinador ótimo 
A estrutura de suporte espaço-temporal apresentada oferece não apenas a 
possibilidade de realizar combinação coerente, mas também de implementar qualquer 
função contínua em cada mn dos filtros FIR. Para isso os elementos de cada um dos filtros 
FIR devem ser adequadamente dimensionados em correspondência com a resposta em
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freqüência desejada. Este processamento pode ser definido com base na decomposição 
espectral da matriz de correlação temporal correspondente. 
O combinador ótimo, apresentado na dimensão espacial, pode ser estendido aqui 
para a dimensão espaço-temporal. Uma função interessante que objetiva a maximização da 
relação sinal-ruído visando a combinação ótima pode ser definida desta forma. 
Neste sentido, se o espectro discreto do sinal recebido (fracamente estacionário) é 
dado por S (f) então, mostra-se que [26]: 
0.5 
_ . /\1+À¿+"'-I-ÀM f > df ~ Altino., “WiCQ 
À, : autovalores da matriz Rg, 
que está em conformidade com a Teoria Clássica de Szegö, no que se refere à distribuição 
assintótica dos autovalores para uma seqüência aleatória fracamente estacionária [26]. Uma 
generalização da expressão acima garante que, para uma função contínua qualquer g (o), 
com espectro definido no intervalo [min (S (f ,max (S (f 
0.5 
f 
9(×\1)+9(Àz)+~~+9(×\M) g<S<f››df = ¿1¿z¿o ~ M 
Um combinador ótimo, que maximiza a relação sinal-ruído pode ser definido por uma 
0 5 
função g (0) = max (0): f max (S df w max(À¿), o qual em termos matriciais é 
o 5 
equivalente a max {WfiRMwM}, para um M suficientemente grande. 
|IwMII=1 
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A aplicação de estratégias de detecção MLSE, mesmo utilizando uma estrutura 
espacial, inclue de toda forma processamento temporal, no sentido de que é preciso 
primeiramente formar uma combinação de símbolos na dimensão temporal, ou seja, uma 
seqüência, a partir das quais são obtidas as estatísticas suficientes para a detecção. 
Estes receptores podem ser implementados adaptavelmente utilizando a estratégia 
de adaptação MMSE, a qual, quando aplicada a um arranjo, representa um compromisso 
ótimo entre a supressão de interferência e a obtenção de ganhos de diversidade. 
Os receptores MLSE multicanais (MLSE + arranjo) adaptáveis podem combater os 
desvanecimentos e a ISI devida aos multipercursos, fazendo a combinação em diversidade
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de um ou vários sinais desejados e tratando o resto dos sinais como ruído Gaussiano não 
correlacionado nas dimensões espacial e temporal [27]. 
6.5.1 Combinação e rejeição de interferência 
A técnica de Combinação c Rejeição de Interferência [27] (IRC: Interference 
Rejection Combining) utiliza a seguinte relação de verossimilhança [27]: 
onde 
az (ú) 
/\ W (t) 
R"LU'LU 
hz, (7'; É) 
g (T; Í) 
f (T) 
an
^ 
bni 
äzz 
hbi (t)
A 
A
A 
MTS) = eJ({äzi}) 
8%3 8%; É J<{ä1z}) = ^ <r1)”R.;.š,<ú,fiz>®(rz>dadfz <õ.2> 
y(t): sinal recebido 
Í `
À 
w(t): sinais indesejáveisA Í \ 
u(t) seqüências desejadas u¿(t): seqüências interferemes ü(t): estimativa de u(t) A A 
>Q\
J
+ -MEC ZMÊ š” 5%"
, 
(ze 
_ 1zT.;z:) + ÍÍ(?) _ Êäfizz (1: _ /zT.;z:) 
ya) _ a (T) _ u(t) ( Á u(t) + ui (T) + n (zé) _ a (zé) z Ešúmaúva de W (T) 
ZM §E
+
- 
És. 
s; 
(zé 
_ zzcrs- zé) 
E {W (t) W (t + oz)} : matriz de correlação de w (t) 
g (T; t) ƒ (T) : resposta espaço-temporal em banda básica, 
incluindo os formatadores de pulso, 
T é calculado para incluir os atrasos causados pelo arranjo. 
resposta em banda básica do arrranjo. 
fT (T) (ff) fR (T) : filtro formatador de pulso. 
fT (T) , f R (T) : filtros formatadores no transmissor e no receptor, 
respectivamente. 
{an}f='O1 seqüência de símbolos do sinal desejado. 
/` 
n a 
{bm~} seqüencias de simbolos interferentes. lz-o _ KÍ .. À . , . 
{a,,}k:01 sequencia de simbolos estimada no receptor. 
respostas espaço-temporal dos interferentes, em banda básica.
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A 
hz, (t) : estimativa da resposta espaço-temporal desejada, em banda básica. 
A peça chave deste receptor é de novo uma matriz de correlação, desta vez, 
condensando as estatísticas da interferência e o ruído. Para encontrar esta matriz, 
primeiramente devem ser obtidas estimativas do sinal e do CRM desejado, para depois 
subtraí-las do sinal recebido. A maior dificuldade prática reside na inversão de tal matriz: 
Rww (t1,t2), o que não é um problema novo na literatura de adaptação, na qual podem ser 
encontrados algoritmos eficientes para a inversão de matrizes Toeplítz. Como Rww (t1,t2) 
não é Toeplitz, pode-se forçar para que o seja, mas isto conduz à formulação de um receptor 
subótimo. 
As interferências não direcionaisz e/ou dispersivas3 contribuem acrescendo à 
correlação espacial e/ou temporal medidas entre elementos do arranjo. Assim, em conjunto 
com o ruído, elas podem ser combatidas em um tipo de receptor MLSE multicanal usando 
urna estratégia que minimiza tais correlações. 
Uma variante subótima, simplificada e baseada em detecção casada com a forma 
do pulso, permite simplificar Rww (t1,t2) para uma matriz mais simples de se inverter, e a 
detecção é conforme o algoritmo de Viterbí. A expressão (6.2) fica simplificada para: 
K-1 
1<{âni› = 2 <z~<1‹T,› -r<1zn>>R;; <1f:f;><r<m› -r<fz:f;››, ‹õ.õ> 
zzzo 
onde podem ser assumidas um total de 5 simplificações em relação às condições de recepção 
correspondentes: 
- g (T; t) aprox. constante na 
r (l~cT,) z ..r) y (kT, - T) dr : se duração do pulso 
- a largura de banda em excesso = OM 
"; 
- f (t) satisfaz o critério de 
~ _ _ Nyquíst para zero ISI r (kTs) ~ (ZTS, l~cT8) ak_, + z (kT,) . se _ alargura de banda = em excesso = O 
L : Suficientemente grande para modelar o meio de transmissão 
ÍMÊ Q 
- f t satisfaz o critério de Nyquist G UTS; IÇTS) Ê g (T3 t) iT:'“T* se - a fafgura de banda em excesso = O 
(kT ) 
. . 
Í 
- f (t) satisfaz o critério de Nyquíst 
_ 
Z I lmlpmrmen ” - os interferentes alinhados no 
Z (IÇTS) ` tempora meme tempo com o sinal desejado d l ` d . _ escorre aciona o se 
- amostragem no instante ideal 
2 Sinais que podem ser caracterizados por uma resposta de arranjo em um arranjo operando sob a distância de coerência. 
3 Sinais que provocam uma resposta ao impulso dispersiva. No CRM isto pode acontecer devido ao espalhamento dos atrasos nas 
componentes de multipercursos, quando estes são combinados no receptor.
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Contém a mas a - f (t) satisfaz o critério de Nyquist 
1 
~ p . 
1 d 
- os interferentes alinhados no R” i corre aç.a0 espacla e tempo com o sinal desejado Z (kn) (vanante no tempo) se - amostragem no instante ideal 
6.5.2 Combinação em diversidade 
Note que Ru (t1,t,), no item anterior, contém apenas a diagonal principal quando 
não existe interferência, já que, nesse caso, z (kT,) é descorrelacionado no tempo e no 
espaço. 
A fonnulação inicial do MLSE, depois de uma série de simplificações, conduz a 
uma última expressão condizentecom a combinação em diversidade, que implica em que, 
apesar de que não possam ser obtidos ganhos via eliminação de interferências, podem ser 
obtidos ganhos via a combinação em diversidade. Isto porque a expressão (6.3) simplifica 
para uma de combinador em diversidade clássico, chamado de combinador de medidas 
(MC: metríc combiner). A expressão é dada por: 
K ~1 L-1 ^ 2 
J<{ä..}> = 2 Z~ ‹õ.4› 
L : quantidade de elementos do arranjo 
Pd (TLTS) : potência dos sinais indesejáveis no d - ésimo elemento do arranjo 
As estatísticas presentes nas matrizes de correlação mencionadas nao trazem 
informação acerca da correlação temporal, ou seja apenas a correlação espacial é usada, 
tanto para cancelar interferência como para combinar em diversidade. 
6.5.3 Combinação e rejeição de interferência com amostragem 
fracional 
A correlação temporal pode ser incorporada no processamento anterior se a 
amostragem é feita com intervalos menores que a duração do símbolo, em uma fração do 
intervalo de símbolo. 
Embora o aumento na taxa de amostragem deva ser acompanhada de maior largura 
de-banda para recuperar o sinal a partir de suas amostras, o receptor MLSE multicanal
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proposto em [27] despreza esta condição ao considerar que as amostras fracionais são uma 
mistura de seqüências de símbolos medidos em diferentes elementos do arranjo. 
A seqüência de amostras fracionais passa a ser dada por: 
r1(nT,) T1 nTs + ÊTS --- T1 nTs + ÊT3 ia
â rom) z MTÍTS) T2lnTs.+àTsš T2ÉnT$¬lT1TS 
TD (nT,) rD (nT3 + äTs) TD (nT, + %T,,) 
1 M - T = [rir (nTS) rT <nTs + MTS) rT <nT, + TITS)
l 
1 /M : Fração de período de símbolo 
O procedimento daqui para a frente é análogo ao do receptor anteriormente 
apresentado. No final será obtida Luna matriz de correlação que incluirá ambas as dimensões 
de processamento: Rg; (nT,) terá dimensões maiores M DXM D. 
Este receptor tem a capacidade adicional necessária para combater interferências 
dispersivas. 
6.6 coNcLUsÕEs 
Neste capítulo foram descritas as características do processamento espaço-temporal 
ampliando o enfoque espacial ou temporal puro dos capítulos precedentes. Condizentemente 
com isto, foram apresentados alguns receptores baseados em detecção ótima MLSE. Foi 
apresentada a matriz de correlação e o tipo de simplificações que pode ser esperada em 
relação a diferentes ambientes de recepção. 
Algumas dos conceitos apresentados aqui e, em geral, nesta dissertação serão 
ilustradas no seguinte capítulo, utilizando desta vez, argumentos práticos provenientes de 
simulações, e não teóricos como os utilizados até aqui.
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FIGURA 6-1 Formador de feixe de banda larga. Aqui a ponderação do sinal em cada 
sensor é realizada por um filtro FIR, o qual permite combinar cofásicamente os sinais de 
banda larga.
CAPITULO 7 
s|Mu|_AçöEs 
7.1 INTRODUÇÃO 
Neste capítulo serão apresentadas algumas simulações para ilustrar o funcionamento 
do formador de feixe de banda larga. 
7.2 FORMATADOR DE FEIXE DE BANDA LARGA 
A recepção em sistemas como o GSM pode ser realizada em duas etapas. Na 
primeira, o receptor dispõe de um sinal piloto (que é chamado de sinal desejado na literatura 
de filtragem adaptável) que e provido pelo própio sistema para adaptar os coeficientes dos 
filtros conforme as características do canal de comunicações. Na segunda etapa, o sistema 
deve manter os resultados do treinamento, desta vez na ausência do sinal piloto. 
As duas primeiras estruturas da Fig.7-1, olhando de cima para abaixo, podem ser
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FIGURA 7-1 Formadores de Feixe de banda larga. 
utilizadas na etapa de treinamento do receptor. A primeira utiliza um sinal piloto para treinar 
o receptor, a segunda não precisa de sinal piloto já que emprega um algoritmo autodidata. 
A terceira estrutura corresponde a um receptor com realimentação de decisão que pode ser 
utilizada na etapa de rastreamento, a qual continua após a etapa inicial de treinamento. 
Nesta estrutura um dispositivo não linear permite obter estimativas do sinal desejado. 
Embora o formador de feixe de banda larga mostrado na Fig.7-1 seja uma alternativa 
interessante, a estrutura mostrada em Fig.7-2 possui maior capacidade para lidar com a 
interferência. Esta estrutura será analisada neste capítulo através de simulações. 
O modelo de (2.l5) para um canal quase-estacionário foi utilizado para realizar 
simulações com apenas duas ondas chegando (correspondem a dois percursos de 
propagação) (N = 2), onde o vetor de atrasos foi determinado por [ 0 Ta ] (Ta : Intervalo 
de símbolo), as amplitudes, pelo vetor 
[ j 
e os ângulos de chegada pelo vetor 
[ 
0 92 Para um conjunto de_ valores de 92 entre (0, Tr) determinou-se o valor do mínimo 
erro quadrático médio na recepção depois de 90000 iterações. Veja a Fig.7-3. 
Um segundo grupo de experiências considerou obter valores do erro para um vetor 
de atrasos dados por 
[ 
0 0.2 >›< Ta Este grupo faz a combinação coerente das ondas, 
no entanto o primeiro faz a combinação de duas ondas não coerentes, devido ao atraso
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considerável existente entre elas, na ordem de Ta. 
Um terceiro grupo de experiências visou obter valores do erro para 01 entre [0°, 20°]. 
Por último, um quarto grupo considerou que a diferença de fase inicial ¢› entre cada 
onda poderia mudar entre O e 180°. 
Após a primeira fase, obtiveram-se os valores de erro quadrático médio na fase de 
rastreamento. Nas duas fases foi aditivado ruido gaussiano com amplitude de / 5. 
Os resultados obtidos foram para um formador de banda larga colocado ntun arranjo 
com dois sensores (ou elementos de arranjo) (L = 2) e 4 coeficientes em cada sensor, 
seguido de um filtro backward com 3 coeficientes, o qual é chamado em [28] de DFE 
Espaço-Temporal, porque realiza processamento espaço-temporal conjunto. 
Um filtro de formatação de pulso do tipo cosseno levantado com excesso de faixa de 
20% foi implementado utilizando para isto um filtro FIR de 33 coeficientes. 
Foi utilizado o algoritmo de adaptação LMS clássico com um paso de iteração de 
7x10"6 e 90000 iterações. Isto para as duas fases de trabalho.
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7 .3 RESULTADOS 
Os resultados sao apresentados da seguinte maneira. 
3) Pefci-"S05 C°ef€nÍe5 91=0 b) percursos não coerentes 61=0 
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FIGURA 7-3 Valor do erro quadrático médio em função da separação entre ângulos de 
chegadas de dois percursos para um formador de feixe banda larga. Foram empregadas 
90000 iterações 
Na Fig.7-3 são apresentados todos os resultados conseguidos com 90000 iterações. 
Nesta figura são mostrados dois grâficos para combinação coerente (a) e (c) e dois para 
combinação não coerente (b) e (d). A diferença entre estes dois gráficos é o ângulo 92. 
Em cada sub-gráfico da Fig.7-3 é mostrado o comportamento do erro em função do 
ângulo de chegada 91 para diferentes valores de diferenças de fases iniciais çzö. Para cada 
valor de qâ são traçadas as curvas de treinamento e de rastreamento (modo decisão direta). 
Na Fig.7-4 são mostrados, apenas, os resultados correspondentes à fase de 
rastreamento (modo decisão direta). São agrupados para mostrar o'efeito da diferença de 
fases iniciais. 
Na Fig.7-5 são apresentados os resultados para ã fase de rastreamento agrupados
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FIGURA 7-4 Valor do erro quadrático médio em função da separação entre ângulos de 
chegadas de dois percursos para um formador de feixe banda larga. Foram empregadas 
90000 iterações. São mostrados os resultados da fase de decisão direta 
especialmente para mostrar o efeito da mudança do ângulo ‹91_ 
Em [28] pode ser encontrada a fundamentação analítica para as configuração aqui 
testadas. Na mesma fonte foram apresentados resultados de simulações com 90000 iterações 
que se mostraram condizentes com a teoria e com os resultados aqui mostrados. - z « 
7.4 coNcLUsÕEs t 
Os resultados foram satisfatórios, no entanto, foi preciso empregar uma considerável 
quantidade de tempo para conseguir ajustar os parâmetros de adaptação da maneira certa. 
Outras simulações podem ser realizadas para mostrar a vantagem do uso desta técnica 
em contraste com as técnicas de processamento espacial ou temporal. Também pode ser 
interessante avaliar a sensibilidade do sistema a diferentes mudanças dos parâmetros do 
CRM móvel.
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a) percursos coerentes ¢=0 b) percursos não coerentes ¢=0 
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FIGURA 7-5 Valor do erro quadrático médio em função da separação entre ângulos de 
chegadas de dois percursos para um formador de feixe banda larga. Foram empregadas 90000 
iterações. Resultados da fase de decisão direta. Resultados com diferente agrupamento. 
A partir destas simulações é possível concluir que o dispositivo mostrado 
funciona seja como cancelador de interferências seja como combinador coerente de ondas 
dependendo do valor da coêrencia existente entre a onda que chega e 0 sinal piloto. Isto é, 
ondas que resultem semelhantes com 0 sinal piloto receberam maior energia do padrão de 
irradiação sempre que for possível. No entanto ondas que sejam muito diferentes do sinal 
piloto seram rejeitadas tanto quanto o permita o funcionamento do arranjo. 
A combinação coerente pode resultar afetada quando as ondas semelhantes 
chegarem com ângulos muito diferentes. Por outro lado, a capacidade para combater a 
interferência é maior quanto maior for a separação entre a onda e o interferente. Isto explica 
o comportamento diferente do erro quadrático em função da diferença nos ângulos de 
chegada das ondas para ambos casos. 
Quando existe uma diferença na fase inicial de valor pi entre duas ondas semelhantes 
o arranjo funcionará de maneira a cancelar uma das ondas como se fosse interferência.
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FIGURA 7-6 Valor do erro quadrático médio em função da separação entre ângulos de 
chegadas de dois percursos para um formador de feixe banda larga. Foram empregadas 
200000 iterações. r 
Isto é condizente com o fato de que neste caso uma das ondas será o oposto da outra e 
portanto a combinação coerente terá piores resultados do que a técnica de cancelamento de 
interferências. 
Por último, fica claro que o arranjo deixa de se comportar simétricamente no 
modo de cancelamento de interferências quando uma das ondas não chega com ângulo de 
chegada 0°. No entanto, quando as ondas são coerentes o arranjo pode manter a simetria de 
funcionamento. 
Note por último, que a fase de rastreiamento consegue melhorar ainda o 
comportamento da fase de treinamento do qual pode-se inferir que o erro mínimo teórico 
não foi atingido nesta primeira fase. Simulações na ordem de 200000 iterações confirmam 
esta suspeita, no entanto as diferenças podem ser desprezíveis para efeito de análise 
comparativa. Na Fig.7-6 são mostrados os resultados do capítulo, porém com 200000 
iterações em lugar de 90000 e mantendo 0 mesmo paso de adatação de 7:r:10"6. Note que
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alguns resultados ficaram ainda melhores, em particular isto aconteceu nos gráficos a) e b) 
para os casos de defasagem nula (çó=0) entre as ondas. Embora melhores, não ultrapassam 
os limites teóricos dados em [28].
CAPITULQ 8 
coNcLusöEs 
Esta dissertação trata das considerações necessárias para aumentar a capacidade dos 
sistemas móveis, utilizando processamento digital de sinais, que é um problema de grande 
importância atual. 
A abordagem aqui apresentada objetivou o estudo de técnicas para aumento de 
capacidade, mas sem perder de vista os fundamentos teóricos que as justificam. 
Quando oportuno, foi destacado o compromisso entre complexidade e desempenho, 
o qual norteia a aplicação das idéias teóricas aqui apresentadas. 
Por outro lado, os estudos para aumento de capacidade devem manter certa 
independência da tecnologia usada visando obter estratégias gerais para evitar a 
obsolescência, uma vez que os sucessivos avanços tecnológicos podem deixar rapidamente 
inviável um modelo de canal.
_ 
No que diz respeito aos estudos teóricos para aumento de capacidade não foram 
analisados aspectos mais complexos como precodificação e formatação de constelações 
(shaping), nem o desenvolvimento recente de métodos para realizar equalização em 
combinação com técnicas de codificação e formatação de constelações. 
Dentro da aplicação do critério de water pouríng, devido a Shannon, não foi
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analisada a solução monoportadora que conduz à aplicação de pre-codificação no 
transmissor, baseada na idéia de realimentação de decisão no transmissor. 
A utilização de pre-codificação e formatação de constelações simultaneamente, 
permite que a comunicação seja realizada com desempenhos equivalentes ao do caso de um 
receptor dotado de equalizador DFE operando com cancelamento total de ISI. 
Uma premissa é importante neste caso: o espectro deve estar constituído de uma 
banda única de freqüências. No caso do espectro estar constituído de bandas não conexas é 
preferível utilizar diretamente o critério de water pouring. 
A técnica de pre-codificação faz um processamento de equalização no transmissor 
de tal forma que no receptor é recebido um sinal livre de ISI. De aí que a decodificação 
pode ser realizada em condições ideais. 
Quando o valor de SNR é alto, o valor eficaz SNR será aproximadamente igual 
daquele atingido com o emprego do critério de water pouring, o qual sabemos que é ótimo. 
Por isso pode-se dizer que a capacidade de um canal com ISI pode-se fazer tão próxima 
quanto se desejar, da aquela do canal livre de ISI.
' 
A aplicação das comunicações móveis como suporte de redes de dados oferecendo 
serviços multimídias desperta uma outra possibilidade de estudos para aumento de 
capacidade. A teoria conhecida como teoria de informação de redes (network information 
theory) está vivendo uma mudança de paradigmas nas abordagens para a modelagem de 
canais de comunicação, na direção de se obter canais mais realistas e tratáveis. Este é um 
aspecto também não abordado aqui. 
A superioridade do CDMA sobre TDMA não é tão evidente para alguns autores. 
Cabe à teoria de informação multiusuário oferecer maiores esclarecimentos a respeito. 
Nesta dissertação, a recepção multiusuário não foi aprofundada, no entanto, é uma área 
interessante de ser pesquisada, particularmente no caso CDMA. 
Alguns destes temas são motivo de intensa pesquisa, outros, no entanto começam a 
ser pesquisados, esperando aplicações práticas para daqui a 10, 20 ou 30 anos. 
Trabalhos futuros podem ser realizados nestas áreas para complementar a visão V 
apresentada aqui. 
O simulador incluído neste trabalho pode ser otimizado para diminuir os tempos de 
execução. No entanto, a interface de trabalho deve ser ampliada para incluir outros tipos de
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modulação, em particular, modulação de espectro espalhado. 
Na literatura consultada, é desejável uma maior sistematização na apresentação dos 
resultados de simulação dos dispositivos receptores. Realmente é útil contar, ao menos, com 
uma base de dados que relacione os desempenhos obtidos por simulação e as condições 
nas quais eles foram obtidos. Nestes tempos de Internet, isto pode ser rapidamente 
implementado, uma vez atingido um consenso entre pesquisadores sobre quais devem ser os 
dados a serem armazenados. 
Neste sentido, o simulador pode ser dotado num futuro de uma base de dados 
contendo tais informações.
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