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ABSTRACT 
We find the group-theoretic complexity of many subsemigroups of the semigroup 
B, of nX n Boolean matrices, including Hall matrices, reflexive matrices, fully 
indecomposable matrices, upper triangular matrices, row-rank-n matrices, and others. 
1. INTRODUCTION 
The group-theoretic complexity of a semigroup [8] is a number somewhat 
analogous to the length of a lower central series or Frattini series of a group, 
but based on the number of stages required to construct the semigroup out 
of groups and semigroups whose X-classes contain only one element. John 
Rhodes has proved many interesting properties of the group-theoretic com- 
plexity. It has applications to finite-state machines [4, 161. 
Let B, denote the semigroup of n X n Boolean matrices over the Boolean 
algebra (0, l} (th is is isomorphic to the semigroup B, of binary relations on 
a set of n elements). We will first correct a slight error in the determination 
of the semigroup complexity of B, [ll] and then study the group-theoretic 
complexity of subsemigroups of B,. 
Let V, denote the set of n-tuples from (0, l} under coordinatewise 
Boolean addition. Elements of V, are called Boolean vectors. A subs-pace of 
V, is a subset of V,, containing 0, which is closed under addition. The span of 
a set S of vectors is the set of all Boolean linear combinations Zaivi such that 
a, E (0, l}, ui E S. The span of a set is the subspace generated by the set. Any 
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subspace of V, has a unique minimal generating set, called a basis. The row 
(column) space of a Boolean matrix of B, is the subspace of V, spanned by 
its rows (columns). A TOW (column) basis is a basis for the row (column) 
space. The row (column) rank is the cardinality of a row (column) basis. If 
the row and column rank of a matrix are equal, we refer to both as rank. The 
Schein rank of a matrix A #O is the least number of rank-l matrices whose 
sum is A. For any Boolean matrices A and B of the same order, we say that 
A = B if uii = bii for each i, j. 
Two elements a and b of a semigroup S are said to be C-equident 
(GR-equivalent) if and only if they generate the same principal left (right) 
ideal in S. Two elements of S are said to be &-equiuulent if and only if they 
generate the same two-sided principal ideal. The relation C n 3 is denoted 
by x, while the join C V 3 is called q . These equivalence relations are 
called Green’s relations on S. Now the maximal subgroups of S are the 
X-classes containing idempotents. Any two X-classes in the same 9 -class 
are isomorphic. Therefore, the problem of determining the maximal sub- 
groups of B, is equivalent to determining the X-classes containing idempo- 
tents. 
2. GROUP COMPLEXITY 
DEFINITION 1. Let S, and S, be semigroup and Y a homomorphism 
from S, into the endomorphism semigroup of S,. Then S, X y S, (semidirect 
product of S, by S,) is the set S, x S, with product 
(a,b)(c,d) = (aY(b)(c),bd). 
For simplicity S, X 4_, . . * x y, S, x y, S, denotes the iterated semidirect 
product 
DEFINITION 2. The group complexitzj #J S) of a finite semigroup S is 
the least nonnegative integer k such that S is a homomorphic image of a 
subsemigroup of some semigroup 
where the C, are finite semigroups whose X-classes contain one element 
each, and the Gi are finite groups. 
SUBSEMIGROUPS OF BOOLEAN MATRICES 
Rhodes [ 1 l] has proved the following: 
AXIOM I. Zf S is a subdirect product 
ma{#G(Si)le 
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of S,, s,, . . - 3 Sk, then #b&S)= 
RESULT A. Suppose S has a unique maximal J-class J which is regular. 
Let e be any io!empotent of J. Then #G(S)= #t-,(eSe). 
RESULT B. Let K be an ideal of S. Then 
#I& = #(-(S/K) + &-(K). 
Here “/” denotes the quotient. 
RESULT C. Zf every CR-class of S contains at most one idempotent, then 
#c(S) < 1. 
RESULT D. Let S be the semigroup of transf~tions on an n-element 
set. Then #JS)=n-1. 
For details and for other information on group-theoretic complexity, see 
[l], [41-wi, [141, [151. 
It follows directly from the definition that if T c S, then #G(T)< #&S). 
Therefore by Result D, #&Bn) > n - 1. And it is true that #G(B1) =O, since 
B, has no X-classes containing more than one element. 
Let r denote the set of matrices of B, which have Schein rank less than 
or equal to n - 1. 
LEMMA 1. The set r is an ideal. 
Proof. Let XEr. Then X=X,+X,+.** +X,,_l, where the Xi have 
rank 1 or rank 0. Thus 
AXB = AX,B+AX,B+... +AX,_,B. 
And the AX, B will have rank 1 or rank 0. Therefore AXB E I’. W 
An element a of a semigroup S is called regular if aEaSa, that is, if 
axa = a for some x in S. 
LEMMA 2. Every regular matrix out&% r has row and column rank n. 
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Proof. Let p, (p,, ps) denote the row (column, Schein) rank of a matrix. 
For regular matrices, p, = p, = ps. n 
LEMMA 3. An CiL!u.ss in B,/l’ has at most one iokmpotent. 
Proof. This is equivalent to saying, an %-class in B,\T has at most one 
idempotent, since the mapping B,\r to B,/T is one-to-one and is an 
isomorphism of sets on each %-class of B,/T. Here “\” denotes the 
set-theoretic difference. 
Suppose R is an %-class of B,\r with two distinct idempotents E,,E,. 
Any idempotent of Schein rank n has row and column rank n, and by one of 
our results can be put into a form 
by conjugation, Therefore the identity is the unique permutation less than or 
equal to any rank-n idempotent. 
But since E, 3 E,, the columns of E, are a permutation of those of E,, 
since all columns are basis elements, Then E, = E,Q for some permutation 
matrix Q. Therefore ZQ GE,, where Z is an identity matrix. Therefore ZQ = 1. 
Therefore Q = I. Therefore E, = E,. This contradiction proves the lemma. H 
LEMMA 4. The i&al l? has a unique maximal &-cluss, which is the 
&-class of the idempotent E=Z,,_,@O. And EB,E=B,_,. 
Proof. The element E does have Schein rank n - 1. Let X have Schein 
rank less than or equal to n-l. Then X=X,+X,+*** +&_,, where 4 
have rank 1 or rank 0. Define matrices A, Z3 as follows. Let A.j be a nonzero 
column of 5 if i <n and X,#O. Otherwise A.i =O. Let BI. be a nonzero row 
of 3 if i <n and 3 #O. Otherwise let Z$. = 0. Therefore ucibi, = (XJ,. 
Therefore AB = X. And A = AE and B = EB, since the last column of A and 
the last row of B are zero. Therefore X = AEB. Therefore the &-class of E is 
the unique maximal &-class in r. The last statement is a computation. n 
THEOREM 5. #o(B,)=n-1. 
SUBSEMIGROUPS OF BOOLEAN MATEUCES 
Pmof. It was noted above that #c(Bn) >n - 1. By Result B, 
#G(Bn) = #G(Bn/l) + #c(P)* 
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By Result C and Lemma 3, #,(B,/P)<l. By Result A and Lemma 4, 
tic(r)= #,-(EI’E)= #o(B,_J. Therefore 
#G(%) g 1+ Rz(‘Ld 
By induction, #o(BJ <n - 1. This proves the theorem. 
EXAMPLE. 
The first two matrices each either have row rank less than n or column rank 
less than n, but the last does not. Therefore the set of matrices having row or 
column rank less than n is not an ideal. 
3. SUBSEMIGROUPS OF B, 
DEFINITION 2. Let T, (T,*) denote the sets of all n X n Boolean matrices 
having exactly one 1 (at most one 1) in each row. Let S, (S,*) denote the set 
of all n X n Boolean matrices having exactly one 1 (at most one 1) in each 
row and column. Let R,, (H,) denote the set of all n X n Boolean matrices A 
such that Z Q A (P <A for some matrix P E S,). Let FI, denote the set of all 
n X n Boolean matrices A such that for no permutation matrices P, Q E S, is 
it true that PAQ has the form 
* 0 
[ 1 * *' 
where the diagonal blocks are square. Let UT, (LT,) denote the set of all 
n X n Boolean matrices A such that uii = 0 for i >i (i <j). Let DS, denote the 
set of all n x n Boolean matrices A such that there exists a doubly stochastic 
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matrix X with uii =0 if xi1 =O, aii = 1 if xii >O. Let SCH,, (RR,+ CR,,,) 
denote the set of all n X n Boolean matrices of Schein rank <k (row rank 
B k, column rank <k). 
These sets of matrices will be 
T7l 
T,* 
sn 
s,* 
Rn 
Hn 
ml 
UT, 
LTn 
DS” 
SCHn, k 
RRn, k 
CRrz,k 
referred to as follows: 
transformation 
partial transformation 
permutation 
partial permutation 
reflexive 
Hall 
fully indecomposable 
upper triangular 
lower triangular 
doubly stochastic 
Schein rank < k 
row rank <k 
column rank < k 
All thirteen of these sets are semigroups (see for instance Kim [2], 
Schwarz [ 131). 
THEOREM 6. The following subsemigroups of B, have group-theoretic 
complexity 0: R,, FI,, UT,, LT,. 
Proof. A semigroup has complexity 0 if and only if all ‘SC-classes consist 
of a single element. For R,, see Kim [2]. For FI,, it follows from Schwarz 
[13] that if YZ has no more ones in its ith row than Y does, then that row of 
Y must be (1, 1, . . . , 1). So if YZ = Y, then 
It follows that all q-classes of FI, contain only a single element. 
Suppose X X Y, where X, Y E UT,. Let i be the least number such that 
the ith rows of X and Y are not equal. We will prove that the ith row of one 
of these matrices is dependent. Suppose 4. d: Y,,, where Xi, denotes the ith 
row of X. Then the equation X = AY for some A E UT, means Xi. = 
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ZA,Y,.. Here m >i by triangularity, and m >i since Xi. >Yi.. So X is a 
combination of lower rows of Y. But lower rows of X and Y are equal by 
assumption. So X$ is a combination of rows X,. for m>i. That is, 
xi* = 2 q,x,*. 
m>i 
But the equation Y = XB for some B implies that also 
Yi, = x qmYm*. 
m>i 
But since X,,,. = Y,,,, for m >i, we have Xi, = Y,,. This is a contradiction. This 
proves that in UT,,, all X-classes contain exactly one element. By symmetry 
under transpose, the same is true in LT,. This completes the proof. n 
Two elements a and b of a semigroup S are said to be inverses of each 
other if aba = a and bab = b. By an inverse semigroup we mean a semigroup 
in which every element has a unique inverse. 
THEOREM 7. The following subsemigroups of B, have group-theoretic 
complexity 1: S,, S,*, H,, DS, fm n > 1. 
Proof. Any inverse semigroup has complexity < 1. Since S,, S,* contain 
nontrivial groups, they have complexity > 1 for n > 1. Likewise for n > 1, H, 
and DS, contain the nontrivial group S,. From [12], [ 141, if each %-class 
of a semigroup has at most one idempotent, it has complexity < 1. 
Suppose two idempotents E, and E, of H, lie in the same 5&class. By 
Kim [2], there exists a permutation matrix P such that PE, = E,. We have 
(PE,)( PE,) = EzEz = E, = PE,. 
Therefore 
P2E, = (PZ)(PE,) < PE,. 
Yet P2E, and PE, have the same number of 1 entries. So P2E, = PE,. So 
PE, = E,. So E,= E,. This proves ‘?&-classes of H, contain at most one 
idempotent. So the group-theoretic complexity of H, is < 1. Since DS, is a 
subsemigroup of H,,, the group-theoretic complexity of DS, is < 1. This 
completes the proof. n 
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PROPOSITION 8. The group- theoretic complexity of T,* is n - 1. 
Proof. This follows from T, CT,* C B,, since both T, and B, have 
group-theoretic complexity n - 1 [ 111. w 
THEOREM 9. The group-theoretic complexity of SCH,,,, RR,+ CR,,, is 
k-l. 
Proof. Each of these semigroups contains a copy of T, (take direct sums 
of a k X k transformation matrix and 0), so their group-theoretic complexity is 
at least k- 1. 
We claim that in each case the unique maximal ideal is that which 
contains the matrix E = Ik @O, namely the direct sum of the k X k identity 
matrix and a zero matrix. It suffices to show that every matrix of each of 
these semigroups can be expressed in the form AEB. 
For SCH,,, this is essentially the same as the proof of Lemma 4. Suppose 
X has row rank at most k. Choose B so that the first k rows of B are a row 
basis for X, and all other rows of B are zero. Then X=AB for some A, since 
all rows of X are linear combinations of rows of B. Yet B = EB. So X = AB = 
AEB. Likewise for CR,,k. So by Result A 
#c&H,,) = %WW,,,E)~ 
#G(~“,k) = #GP~“,kE)~ 
%-(CR,,~) = %z(EC%,& 
But all the groups on the right are isomorphic to B,. Now apply Theorem 5. 
This completes the proof. n 
We summarize our results in Table 1. 
Table 1 
Semigroup Group-Theoretic 
Complexity 
Bra n-l 
Trl n-l 
T,* n-l 
S, 1 
SZ 1 
R, 0 
H” 1 
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Semigroup 
FItI 
UT” 
LTll 
WI 
SW&k 
RRn, k 
cRn, k 
Group-Theoretic 
Complexity 
0 
0 
0 
1 
k-l 
k-l 
k-l 
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