INTRODUCTION
According to a general principle established by the first author [ 121, any linear recurring sequence in a finite field which hes a sufficiently long period is almost equidistributed, in the sense that each element of the field occurs about equally often in the full period of the sequence. This raises the question of characterizing those linear recurring sequences for which we have exact equidistribution.
We settle this problem for linear recurrences of low order. Although the pattern of a general method emerges clearly from the ensuing investigation, a detailed discussion becomes increasingly complex for higher-order linear recurring sequences. Therefore we restrict the attention to linear recurrences of order at most 4. We note that distribution properties of linear recurring sequences are of interest for applications to coding theory (compare with [13] ). Related work concerning the distribution of second-order linear recurring sequences in residue class rings Z,/mZ has been carried out recently. The first results were obtained for special classes of sequences, such as Fibonacci numbers and Lucas numbers, considered modulo prime powers ( [6] , [7] , [ll] ).
Further work dealt with somewhat more general secondorder linear recurring sequences of integers ( [5] , [8] , [15] , [IS] PROOF. The condition is easily seen to be necessary. Conversely, we note that A(c, N, (x~)), viewed as an element of F,, is given by (3) is nonzero. In this case, however, the sequence (u,) is periodic (in the general case, the sequence may have a preperiod).
In the following lemma, we collect some standard facts about linear recurring sequences in finite fields. We refer to [14] and [18] for a detailed treatment of these matters.
From the above lemma one easily deduces some important necessary conditions for the equidistribution of (un PROOF. If E is the field from Lemma 3, then at-1 = 1 for 1 <j< s, where ph is the number of elements of E. Therefore, the integer e in Lemma 3 divides ph-1. Now if (Us) is u.d. in F,, then q must divide the length of the period of (u,), which is ept by Lemma 3. But q and e are relatively prime by the previous remark, so that q divides pt and hence f < t. PROOF. By Lemma 4 we must have t> 1, and so the definition of t in Lemma 3 shows that max (~1, . . . . rs)>2.
Because of Corollary 3, we shall only consider minimal polynomials m(x) with at least one multiple root. If m(x) has a special type of factorization, then a result for linear recurring sequences of any order can be established. PROOF. In the notation of Lemma 3, we have max (~1, . . ., rs) = 2, and so t = 1. Therefore, q =p is a necessary condition for the equidistribution of (u,) because of Lemma 4. Conversely, suppose q=p and let ml( Since e is not divisible by p (see the proof of Lemma 4), it follows in particular that cl E FP. Furthermore, the period of (u,) is ep by Lemma 3. For each fixed n, 0 Q n < e -1, the finite sequence (ulz+je), j = 0, 1, . . . , p -1, runs exactly once through F, because of clean#O and (5). Therefore, among the first ep terms of (un) each element of F, appears e times, and so (u,) is u.d. in FP.
SECOND AND THIRD-ORDER RECURRENCES
Obviously, a first-order linear recurring sequence in PQ can never be u.d.. in P,. Therefore, we can proceed to consider second-order linear recurring sequences. PROOF. In the notation of Lemma 3, we have max (~1, . .., rS) = 3. Therefore, if p > 3, then t = 1, and so q =p is a necessary condition for the equidistribution of (un) in P, because of Lemma 4. Furthermore, (u,) has period ep and by (4) 
FOURTH-ORDER

RECURRENCES
The methods in the previous section can be adapted to work for fourthorder linear recurring sequences as well. However, the procedure becomes very technical and cumbersome, so that we will only outline the results here.
For fourth-order linear recurring sequences, one has to distinguish four cases depending on the form of the canonical factorization of m(x). The simplest case is already contained in Theorem 1. 
is not a power of a/l-l.
In the third case, one has to discuss p= 2 separately (compare with Theorem 3B). For p > 3, one obtains the following criterion. In the proof, one shows first that q =p and a being a nonsquare in F, are necessary conditions. Then one proves that (un) is u.d. in F, if and only if an auxiliary sequence (w,) of the form wn =~a% + abn, n= 0, 1, . . ., with Q, u E F, has the property that the two subsequences (~2~) and (WZn+i) have the same distribution of elements. On the basis of Lemma 2, this can be reduced to the condition (7) in the theorem.
The last case requires a separate discussion for p = 2 and p = 3. The criterion for p> 5 employs the following notion. We note that for g(x) E Fp[x] there exists a unique polynomial g"(s) E Fp[x] of degree at most p-1 with g(x) = g"(x)(mod (xp -x)); then the reduced degree of g(z) is defined to be the degree of g"(x). Then (ula) is u.d. in F, if and only if g =p, the polynomial f(x) has exactly one root in Fp, and the reduced degree of (f (x))"J is at most p -2 for each j with 1 <j<(pl)/ e, where e is the multiplicative order of a. The proof is based on Corollary 2. An interesting connection with classical problems arises for a = 1 and q =p. In this case, we have un = h(n) for n=O, 1, . . . . where h(x) is a cubic polynomial over F, which differs from f(x) by a nonzero constant factor. Therefore, (u,) is u. 
