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Abstract
In this paper, we study the hypocoercivity for a class of linear kinetic equations
with both transport and degenerately dissipative terms. As concrete examples, the
relaxation operator, Fokker-Planck operator and linearized Boltzmann operator are
considered. By constructing equivalent temporal energy functionals, time rates of
the solution approaching equilibrium in some Hilbert spaces are obtained when the
spatial domain takes the whole space or torus and when there is a confining force
or not. The main tool of the proof is the macro-micro decomposition combined
with Kawashima’s argument on dissipation of the hyperbolic-parabolic system.
Finally, a Korn-type inequality with probability measure is provided to deal with
dissipation of momentum components.
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1 Introduction
1.1 Problems. In this paper, we consider the linear kinetic equation with both transport and
dissipative terms in the form of
∂tu+ Tu = Lu. (1.1)
Here, the unknown is u = u(t, x, ξ) with t > 0, x ∈ Ω = Rd or Td, ξ ∈ Rd. d ≥ 1 denotes the
space dimension. T = ξ ·∇x−∇xV ·∇ξ is a transport operator. V = V (x) is a given stationary
1
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external forcing. L : L2ξ → L2ξ is a linear, local, self-adjoint and non-positive operator with
ker L 6= {0}. Moreover, L is degenerately dissipative in the sense that there is a constant λL > 0
such that ∫
Rd
uLu dξ ≤ −λL‖{I− P}u‖2Hξ (1.2)
where Hξ ⊂ L2ξ is a Hilbert space with norm ‖ · ‖Hξ , I is an identity operator and P is an
orthogonal velocity projection operator from L2ξ to ker L. Given initial data u(0, x, ξ) = u0(x, ξ),
the solution of (1.1) formally takes the form of
u(t) = etBu0, B =: L− T.
The goal of this paper is to study time-decay rates of etBu0 in some Hilbert space under some
conditions on V and u0 as time tends to infinity.
1.2 Literature. The time rate of convergence of solutions to equilibrium is an important issue
in the study of evolution equations. For the linear kinetic equation in the form of (1.1),
the main difficulty lies in the fact that the linearized operator is degenerate in a nontrivial
finite dimensional space since conservation laws exist for general physical models. However,
the interaction between the transport part and the degenerate dissipative part can lead to
convergence to equilibrium. This property is called hypocoercivity [27].
There have been several well-established methods to study the rate of convergence for the
kinetic models such as the relaxation equation, Fokker-Planck equation, Boltzmann equation
and Landau equation. Since the literature on this subject is so huge, we only mention some of
them which are related to the study of this paper. The non-constructive method by spectral
analysis to obtain the exponential rates for the Boltzmann equation with hard potentials on
torus was firstly provided by Ukai [25]. The recent refinement of results of [25] can be found
in [26]. Energy method of the Boltzmann equation was developed by Liu-Yu [21], Liu-Yang-Yu
[20] and Guo [13, 12]. Energy method combined with additional techniques such as velocity
weight estimates or spectral analysis [23, 24, 9] was also applied to obtain time decay rates in
the framework of perturbations. Another powerful tool is entropy method which works in the
non-perturbation framework. By using this method, Desvillettes-Villani [3] obtained firstly the
almost exponential rate of convergence of solutions to the Boltzmann equation on torus with
soft potentials for large initial data under the additional regularity conditions. Concerning
the Fokker-Planck equation, see [1] and references therein. In addition, on the basis of the
spectral analysis, the hypoelliptic theory of the Fokker-Planck equation or relaxation Boltzmann
equation was developed by He´rau-Nier [15] and He´rau [14, 16].
Recently, some general theory on hypocoercivity was provided in [22, 4, 27]. By construct-
ing some proper Lyapunov functional defined over the Hilbert space, Mouhot-Neumann [22]
obtained the exponential rates of convergence in H1-norm for some kinetic models with general
structures in the case of torus. An extension of [22] to models in the presence of a confining
potential force was given by Dolbeault-Mouhot-Schmeiser [4], where L2-norm was considered.
Villani [27] also gave a systematic study of the Hypocoercivity theory. The result on the
Fokker-Planck in this paper is inspired by [27].
1.3 Notations. Define differential operators Xi,Yi (1 ≤ i ≤ d) by
Xiu = e
−V (x)2 ∂xi(e
V (x)
2 u), Yiu = e
− |ξ|
2
4 ∂ξi(e
|ξ|2
4 u). (1.3)
Note that Xi,Yi are equivalent with
Xi =
1
2
∂xiV + ∂xi , Yiu =
1
2
ξi + ∂ξi .
Define a norm ‖ · ‖H1 by
‖u‖2H1 = ‖u‖2 + ‖Xu‖2 + ‖Yu‖2
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for u = u(x, ξ). Here and in the sequel, ‖·‖ means L2-norm over Rdx×Rdξ , X = (X1,X2, · · · ,Xd),
Y = (Y1,Y2, · · · ,Yd), and
‖Xu‖2 =
d∑
i=1
‖Xiu‖2, ‖Yu‖2 =
d∑
i=1
‖Yiu‖2.
For simplicity, when a function under consideration is independent of velocity variable, ‖ · ‖
is also used to denote L2-norm over Rdx and ∂i = ∂xi without any confusion. For the inner
products over L2x and L
2
ξ, we use
(g, h) =
∫
Ω
f(x)g(x)dx, 〈g, h〉 =
∫
Rd
g(ξ)h(ξ)dξ,
respectively. For a function w = w(ξ), define norms | · |w and ‖ · ‖w by
|g|2w =
∫
Rd
|∇ξg(ξ)|2 + w(ξ)|g(ξ)|2dξ, g = g(ξ),
‖g‖2w =
∫∫
Ω×Rd
|∇ξg(x, ξ)|2 + w(ξ)|g(x, ξ)|2dxdξ, g = g(x, ξ).
For q ≥ 1 and Ω = Rd, define
Zq = L
2
ξ(L
q
x) = L
2(Rdξ ;L
q(Rdx)), ‖g‖Zq =
(∫
Rd
(∫
Rd
|g(x, ξ)|qdx
)2/q
dξ
)1/2
.
Denote two functions M , M by
M(ξ) = (2π)−d/2e−|ξ|
2/2, M(x, ξ) = e−V (x)M(ξ),
whereM is a normalized Maxwellian. C denotes some positive (generally large) constant and λ
denotes some positive (generally small) constant, where both C and λ may take different values
in different places. A ∼ B means λ1A ≤ B ≤ λ2A for two generic constants λ1 > 0 and λ2 > 0.
For an integrable function g : Ω→ R, its Fourier transform gˆ is defined by
gˆ(k) =
∫
Ω
e−ix·kg(x)dx, x · k =:
d∑
j=1
xjkj ,
for k ∈ Rd if Ω = Rd while k ∈ Zd when Ω = Td, where i = √−1 ∈ C is the imaginary unit. For
two complex numbers c1, c2 ∈ C, (c1 | c2) = c1 · c2 denotes the dot product over the complex
field, where c2 is the complex conjugate of c2.
1.4 Models. To the end, we shall consider three types of degenerately dissipative operators for
L as follows.
Model 1. L is the linear relaxation operator
Lu = −{I− P0}u, (1.4)
where P0 : L
2
ξ → span{M1/2} is an orthogonal velocity projection operator given by
P0u = aM
1/2, a = au =: 〈M1/2, u〉. (1.5)
Notice that
Ker L = span{M1/2}
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and −L satisfies the identity
−
∫
Rd
uLudξ =
∫
Rd
|{I− P0}u|2dξ.
Moreover, if
f =M+M1/2u,
then f equivalently satisfies the original relaxation model:
∂tf + Tf = M
∫
Rd
fdξ − f.
Model 2. L is the linear self-adjoint Fokker-Planck operator
Lu =
1
M1/2
∇ξ ·
(
M∇ξ
( u
M1/2
))
. (1.6)
It is well-known that
Ker L = span{M1/2}
and −L satisfies the coercivity
−
∫
Rd
uLu dξ ≥ |{I− P0}u|2ν , (1.7)
where ν = ν(ξ) = 1 + |ξ|2 and P0 is still defined by (1.5). Instead of (1.7), it is more conve-
nient to use another equivalent coercivity inequality as used in [7]. In fact, define P : L2ξ →
span{M1/2, ξM1/2} as 

Pu = P0u⊕ P1u,
P0u = aM
1/2, a = au = 〈M1/2, u〉,
P1u = b · ξM1/2, b = bu = 〈ξM1/2, u〉.
Then, one can compute
Lu = L{I− P}u+ LPu = L{I− P}u+ LP1u = L{I− P}u− P1u.
Thus, it holds that
−
∫
Rd
uLu dξ ≥ λ|{I− P}u|2ν + |b|2.
Similarly as before, if let
f =M +M1/2u
then f equivalently satisfies the linear Fokker-Planck equation:
∂tf + Tf = ∇ξ · (∇ξf + ξf).
Model 3. L is the linearized Boltzmann operator
Lu =
1
M1/2
[Q(M,M1/2u) + Q(M1/2u,M)], (1.8)
where Q is the so-called bilinear collision operator defined by
Q(f, g) =
∫∫
Rd×Sd−1
|(ξ − ξ∗) · ω|(f(ξ′)g(ξ′∗)− f(ξ)g(ξ∗))dωdξ∗,{
ξ′ = ξ −[(ξ − ξ∗) · ω]ω
ξ′∗ = ξ∗ +[(ξ − ξ∗) · ω]ω ω ∈ S
d−1,
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for f = f(ξ) and g = g(ξ). Here, although the hard-sphere collision kernel in Q is supposed, all
results of this paper still hold in the case of hard potentials and Maxwell molecules. For L, it
is also well-known [2] that dim kerL = d+ 2,
ker L = span{M1/2, ξ1M1/2, · · · , ξdM1/2, |ξ|2M1/2}, (1.9)
and −L satisfies the coercivity
−
∫
Rd
uLu dξ ≥ λ
∫
Rd
ν(ξ)|{I− P}u|2dξ,
where we still used ν(ξ) to denote the collision frequency defined by
ν(ξ) =
∫∫
Rd×Sd−1
|(ξ − ξ∗) · ω|Mdωdξ∗, (1.10)
and also used P : L2ξ → kerL to denote the orthogonal velocity projection operator. For
convenience, corresponding to the d+ 2 dimensional space (1.9), P is written as

Pu = {a+ b · ξ + c(|ξ|2 − d)}M1/2,
a = au = 〈M1/2, u〉,
b = bu = 〈ξM1/2, u〉,
c = cu =
1
2d
〈(|ξ|2 − d)M1/2, u〉.
(1.11)
Therefore, a, b, c mean mass, momentum and temperature components of macroscopic part Pu.
If let f =M+M1/2u then f satisfies the linear Boltzmann equation:
∂tf + Tf = Q(M, f) + Q(f,M). (1.12)
1.5 Main results. Let us state them in two cases which will be proved in terms of different
analytical tools.
Theorem 1.1 (case of no force). Consider (1.1) where Ω = Rd or Td, d ≥ 1, V = 0, and
L is one of the linear relaxation operator, linear Fokker-Planck operator and linearized Boltz-
mann operator as defined in Model 1, Model 2 and Model 3, respectively. Let etBu0 denote the
corresponding solution for initial data u0 = u0(x, ξ).
Case (Ω = Rd). Let h = h(t, x, ξ) satisfy
h(t, x, ξ) ⊥ ker L, ∀ t ≥ 0, x ∈ Rd. (1.13)
Let 1 ≤ q ≤ 2. Then, for any α, α′ with α′ ≤ α and m = |α − α′|, there is a constant C such
that
‖∂αx etBu0‖ ≤ C(1 + t)−σq,m(‖∂α
′
x u0‖Zq + ‖∂αxu0‖) (1.14)
and
‖∂αx
∫ t
0
e−(t−s)Bh(s)ds‖2
≤ C
∫ t
0
(1 + t− s)−2σq,m (‖w−1/2∂α′x h(s)‖2Zq + ‖w−1/2∂αx h(s)‖2)ds (1.15)
for any t ≥ 0. Here, w = w(ξ) is defined by
w = w(ξ) =


1 for Model 1,
1 + |ξ|2 for Model 2,
1 + |ξ| for Model 3,
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and the index σa,m of the algebraic rate is defined by
σq,m =
d
2
(
1
q
− 1
2
)
+
m
2
.
Case (Ω = Td). Suppose ∫∫
Td×Rd
ψ(ξ)u0(x, ξ)dxdξ = 0, ∀ψ ∈ ker L. (1.16)
Then, there are constants C and λ > 0 such that
‖etBu0‖ ≤ Ce−λt‖u0‖ (1.17)
for any t ≥ 0.
Theorem 1.2 (case of confining force). Consider (1.1) where Ω = Rd, d ≥ 1, V = V (x) is a
confining force with ∫
Rd
e−V (x)dx = 1,
L is one of the linear relaxation operator, linear Fokker-Planck operator and linearized Boltz-
mann operator as defined in Model 1, Model 2 and Model 3, respectively. Let etBu0 denote the
corresponding solution for initial data u0 = u0(x, ξ). The following additional conditions on V
and u0 are supposed to hold.
Case of Model 1: V = |x|
2
2 − d2 ln(2π), and∫∫
Rd×Rd
M1/2u0dxdξ = 0.
Case of Model 2:
1
4
|∇xV |2 − 1
2
∆xV →∞ as |x| → ∞,
|∇2xV |2 ≤ δ|∇xV |2 + Cδ, ∀ δ > 0,
and ∫∫
Rd×Rd
M1/2u0dxdξ = 0.
Case of Model 3: V = |x|
2
2 − d2 ln(2π), d ≥ 3, and∫∫
Rd×Rd
(1, x, ξ, x · ξ, x× ξ, |x|2, |ξ|2)M1/2u0dxdξ = 0,
where (x × ξ)ij = xiξj − xjξi, 1 ≤ i, j ≤ d.
Then, under the above assumptions, there are constants C and λ > 0 such that
‖etB‖H1 ≤ Ce−λt‖u0‖H1 (1.18)
for any t ≥ 0.
1.6 Strategy of proof. The main idea is the macro-micro decomposition combined with Kawashima’s
argument on dissipation of the hyperbolic-parabolic system. In fact, suppose that ker L is
spanned by an orthogonal set
A = {ψ0(ξ), ψ1(ξ), · · · , ψn(ξ)}
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and the corresponding orthogonal velocity projection is denoted by
Pu =
n∑
i=0
ai(t, x)ψi(ξ).
The total energy dissipation rate corresponding to certain temporal energy functional of u =
{I− P}u+ Pu can be recovered as follows:
Step 1. Starting from the equation (1.1), one can make energy estimates to obtain the dissipation
of the microscopic part {I − P}u on the basis of the coercivity property (1.2) of the
linearized operator L.
Step 2. One can derive a fluid-type one-order hyperbolic system of ai(t, x) (0 ≤ i ≤ n) coupled
with {I−P}u which are actually of the moment equations in terms of the above orthogonal
set A and some high-order moment functions. See (2.5), (2.18), (4.3) and (4.17) for
models under consideration. By applying Kawashima’s argument on dissipation of the
mixed hyperbolic-parabolic system [18], one can obtain the dissipation of the macroscopic
part Pu or equivalently ai(t, x) (0 ≤ i ≤ n) on the basis of the fluid-type system.
Step 3. Combining estimates in Step 1 and Step 2, one can obtain a properly defined temporal
Lyapunov functional which is not only equivalent with the desired total energy functional
but also captures the total energy dissipation rate.
Analytical tools are the Fourier transform for the case when there is no forcing and the
direct energy estimates otherwise. When there is a potential force, we also need the Poincare´
inequality and Korn-type inequality which will be provided at the last section.
2 Relaxation model
In this section we prove Theorem 1.1 and Theorem 1.2 for Model 1.
2.1 Case when Ω = Rd and V = 0. To prove (1.14) and (1.15), we consider the Cauchy problem{
∂tu+ ξ · ∇xu = Lu+ h, t > 0, x ∈ Rd, ξ ∈ Rd,
u(0, x, ξ) = u0(x, ξ), x ∈ Rd, ξ ∈ Rd,
(2.1)
where L is the relaxation operator given in (1.4), and as in (1.13), h = h(t, x, ξ) satisfies
h(t, x, ξ) ⊥ ker L, ∀ t ≥ 0, x ∈ Rd. (2.2)
Notice that the solution to (2.1) can be written as
u(t) = etBu0 +
∫ t
0
e−(t−s)Bh(s)ds, (2.3)
where B = −ξ · ∇x + L.
We shall use the method of Fourier transform to deal with the time-decay of the solution u
given by (2.3) in a unifying manner so that (1.14) and (1.15) follow from the case when h = 0
and u0 = 0, respectively. In fact, the Fourier transform of (2.1)1 shows
∂tuˆ+ iξ · kuˆ = Luˆ+ hˆ,
which after multiplying ¯ˆu and taking velocity integration and the real part, deduces
1
2
∂t‖uˆ‖2L2
ξ
+ ‖{I− P0}uˆ‖2L2
ξ
= Re
∫
Rd
(hˆ | uˆ)dξ.
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Due to (2.2), ∫
Rd
(hˆ | uˆ)dξ =
∫
Rd
(hˆ | {I− P0}uˆ)dξ ≤ 1
2
‖hˆ‖2L2
ξ
+
1
2
‖{I− P0}uˆ‖2L2
ξ
.
Then, it follows that
∂t‖uˆ‖2L2
ξ
+ ‖{I− P0}uˆ‖2L2
ξ
≤ ‖hˆ‖2L2
ξ
, (2.4)
which is the first estimate on the basis of the dissipative property of L. Next, we estimate
P0u = aM
1/2 with a = au = 〈M1/2, u〉. Recall b = bu = 〈ξM1/2, u〉. Then, from (2.1)1, a and
b satisfy the fluid-type system

∂ta+∇x · b = 0,
∂tb+∇xa+∇x · Γ({I− P0}u) = −b+ 〈ξM1/2, h〉,
(2.5)
where Γ = (Γij)d×d is the moment function defined by
Γij(g) = 〈(ξiξj − 1)M1/2, g〉, 1 ≤ i, j ≤ d. (2.6)
Notice by the definition of P0 that
Γ({I− P0}u) = 〈ξ ⊗ ξM1/2, {I− P0}u〉.
Here, we used (2.6) as the definition of Γ only for the convenience of the later proof for Model
3. Taking further the Fourier transform of (2.5) gives

∂taˆ+ ik · bˆ = 0,
∂tbˆ+ ikaˆ+ iΓ({I− P0}uˆ) · k = −bˆ+ 〈ξM1/2, hˆ〉
where
(Γ({I− P0}uˆ) · k)i =
d∑
j=1
Γij({I− P0}uˆ)kj .
For the above fluid-type system, from computations
|k|2|aˆ|2 = (ikaˆ | ikaˆ) = (ikaˆ | −∂tbˆ− iΓ({I− P0}uˆ) · k − bˆ+ 〈ξM1/2, hˆ〉)
= −∂t(iaˆ | bˆ) + (ik∂taˆ | bˆ)
+(ikaˆ | −iΓ({I− P0}uˆ) · k − bˆ + 〈ξM1/2, hˆ〉),
one has
∂tRe(iaˆ | bˆ) + |k|2|aˆ|2
≤ |k · bˆ|2 + ǫ|k|2|aˆ|2 + Cǫ(1 + |k|2)‖{I− P0}uˆ‖2L2
ξ
+ Cǫ‖hˆ‖2L2
ξ
,
where ǫ > 0 is arbitrary. Then, taking ǫ > 0 small and dividing it by 1 + |k|2 yield
∂tRe
(iaˆ | bˆ)
1 + |k|2 +
λ|k|2
1 + |k|2 |aˆ|
2 ≤ C(‖{I− P0}uˆ‖2L2
ξ
+ ‖hˆ‖2L2
ξ
), (2.7)
which is the second estimate based on the Kawashima’s argument on the dissipation of the
hyperbolic-parabolic system.
Now, for t ≥ 0, k ∈ Rd, define
E(uˆ) = ‖uˆ‖2L2
ξ
+ κRe
(iaˆ | bˆ)
1 + |k|2 (2.8)
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with a small constant κ > 0 to be determined later. One can let κ > 0 be small such that
E(uˆ) ∼ ‖uˆ‖2
L2
ξ
. Taking κ > 0 further small, the linear combination of (2.4) and (2.7) gives
∂tE(uˆ) +
λ|k|2
1 + |k|2E(uˆ) ≤ C‖hˆ‖
2
L2
ξ
,
which with the help of Gronwall’s inequality implies
E(uˆ(t, k)) ≤ e−
λ|k|2
1+|k|2
t
E(uˆ0(k)) + C
∫ t
0
e
−
λ|k|2
1+|k|2
(t−s)‖hˆ(s, k)‖2L2
ξ
ds.
Hence, (1.14) and (1.15) follows from the above estimate by using the standard procedure as
in [18, 10, 26], and the details of the rest proof are omitted for simplicity. This completes the
proof of (1.14) and (1.15) for Model 1 in Theorem 1.1.
2.2 Case when Ω = Td and V = 0. The goal in this case is to prove (1.17). It actually can
be achieved by a little modification in the case of the whole space. In fact, let’s consider the
Cauchy problem (2.1) with the spatial domain Rd replaced by Td and h = 0. Then, (2.4) and
(2.7) with h = 0 still hold for Ω = Td. a and b still satisfy the system (2.5). Notice that one
has the mass conservation
d
dt
∫
Td
a(t, x)dx = 0.
Since initially ∫∫
Td×Rd
M1/2u0(x, ξ)dxdξ =
∫
Td
a0(x)dx = 0
which corresponds to the assumption (1.16), then∫
Td
a(t, x)dx
∣∣∣∣
t≥0
≡ 0.
Thus, aˆ(t, 0) = 0 for any t ≥ 0, which yields
|k|2
1 + |k|2 |aˆ|
2 ≥ 1
2
|aˆ|2 for any t ≥ 0, k ∈ Zd.
Therefore, (2.7) is modified as
∂tRe
(iaˆ | bˆ)
1 + |k|2 + λ|aˆ|
2 ≤ C‖{I− P0}uˆ‖2L2
ξ
.
By using the same definition of E(uˆ) as in (2.8), it holds
∂tE(uˆ) + λE(uˆ) ≤ 0,
which implies (1.17) from Gronwall’s inequality and k-integration. This completes the proof of
(1.17) for Model 1 in Theorem 1.1.
2.3 Case when Ω = Rd and V is confining. In particular, let V = |x|
2
2 − d2 ln(2π). Take u0 with∫∫
Td×Rd
M1/2u0dxdξ = 0. (2.9)
Let u(t) = etBu0 be the solution to the Cauchy problem{
∂tu+ Tu = Lu, t > 0, x ∈ Rd, ξ ∈ Rd,
u(0, x, ξ) = u0(x, ξ), x ∈ Rd, ξ ∈ Rd.
(2.10)
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Next, we make energy estimates on u. For zero-order, it is straightforward to get
1
2
d
dt
‖u‖2 + ‖{I− P0}u‖2 = 0. (2.11)
For first-order, instead of directly estimating x and ξ derivatives, we use X and Y differentiations.
Take 1 ≤ i ≤ d. Applying Xi and Yi to (2.10)1, one has
∂tXiu+ TXiu− LXiu = [T,Xi]u− [L,Xi]u, (2.12)
∂tYiu+ TYiu− LYiu = [T,Yi]u− [L,Yi]u, (2.13)
where [·, ·] denotes commutator of two operators. Since L is local in x and Xi is only involved
in spatial derivative and multiplier, then [L,Xi] = 0. Due to the fact that P0Yi = YiP0 = 0,
[L,Yi] = [I− P0,Yi] = −[P0,Yi] = 0.
For commutators containing T, the further computations show that
[T,Xi]u = [ξ · ∇x,Xi]u− [∇xV · ∇ξ,Xi]u
=
1
2
ξ · ∇x∂iV u+∇x∂iV · ∇ξu = ∇x∂iV · Yu, (2.14)
and
[T,Yi]u = [ξ · ∇x,Yi]u− [∇xV · ∇ξ,Yi]u
= −∂iu− 1
2
∂iV u = −Xiu. (2.15)
Thus, it follows from (2.12) and (2.13) that
1
2
d
dt
‖Xu‖2 + ‖{I− P0}Xu‖2 =
d∑
ij=1
∫∫
Rd×Rd
∂i∂jV XiuYjudxdξ,
1
2
d
dt
‖Yu‖2 + ‖{I− P0}Yu‖2 = −
d∑
ij=1
∫∫
Rd×Rd
δijXiuYjudxdξ,
where δij is the Kronecker delta. Noticing ∂i∂jV = δij by the definition of V in the considered
case, one has
1
2
d
dt
(‖Xu‖2 + ‖Yu‖2) + ‖{I− P0}Xu‖2 + ‖{I− P0}Yu‖2 = 0. (2.16)
Since P0Y = 0, the rest is to obtain the dissipation rate corresponding to P0Xu = XP0u and
P0u, or equivalently Xa and a. We shall again turn to the fluid-type system satisfied by a and
b.
Notice that when V is nontrivial, similarly as before, from (2.10)1, a and b satisfy

∂t(ae
−V2 ) +∇x · (be−V2 ) = 0,
∂t(be
−V2 ) +∇x(ae−V2 ) +∇xV ae−V2 +∇x · [Γ({I− P0}u)e−V2 ] = −be−V2 .
(2.17)
Equivalently, the above system can be rewritten as{
∂ta− X∗ · b = 0,
∂tb+ Xa− X∗ · Γ({I− P0}u) + b = 0,
(2.18)
where X∗ is the adjoint operator of X given by
X
∗
i u = −e
V (x)
2 ∂xi(e
−V (x)2 u) = (
1
2
∂xiV − ∂xi)u, 1 ≤ i ≤ d.
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Noticing that (2.9) implies ∫
Rd
e−
V (x)
2 a(0, x)dx = 0,
it follows from the mass conservation (2.17)1 that∫
Rd
e−
V (x)
2 a(t, x)dx
∣∣∣∣
t≥0
= 0. (2.19)
From (2.18)2, one can compute
‖Xa‖2 = (Xa,Xa) = (Xa,−∂tb+ X∗ · Γ({I− P0}u)− b)
= − d
dt
(Xa, b) + (X∂ta, b) + (Xa,X
∗ · Γ({I− P0}u)− b)
where it further holds from (2.18)1 that
(X∂ta, b) = (∂ta,X
∗ · b) = (X∗ · b,X∗ · b) = ‖X∗ · b‖2.
Then, it follows that
d
dt
(Xa, b) + λ‖Xa‖2 ≤ ‖X∗ · b‖2 + C(‖X∗{I− P0}u‖2 + ‖b‖2). (2.20)
Lemma 2.1. As long as there is a constant C such that
|∆xV |2 ≤ C(|∇xV |2 + 1) (2.21)
for all x ∈ Rd, there is some constant C such that∫
Rd
|X∗g|2dx ≤ C
∫
Rd
(|Xg|2 + |g|2)dx (2.22)
for g = g(x).
Proof. From integration by parts,∫
Rd
|X∗g|2dx =
∫
Rd
|Xg|2dx+
∫
Rd
|g|2∆xV dx. (2.23)
Under the assumption (2.21),∫
Rd
|g|2∆xV dx ≤
∫
Rd
|g|2(ǫ|∆xV |2 + 1
4ǫ
)dx
≤
∫
Rd
|g|2(Cǫ|∇xV |2 + Cǫ+ 1
4ǫ
)dx
= 4Cǫ
∫
Rd
|g|2(1
4
|∇xV |2 − 1
2
∆xV )dx+ 2Cǫ
∫
Rd
|g|2∆xV dx
+(Cǫ+
1
4ǫ
)
∫
Rd
|g|2dx
for arbitrary ǫ > 0. Taking ǫ > 0 small, one has∫
Rd
|g|2∆xV dx ≤ C
∫
Rd
|Xg|2dx + C
∫
Rd
|g|2dx.
Then, (2.22) follows by plugging the above inequality into (2.23).
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So, by applying Lemma 2.1 to (2.20), one has
d
dt
(Xa, b) + λ‖Xa‖2 ≤ C(‖{I− P0}Xu‖2 + ‖{I− P0}u‖2).
Furthermore, due to (2.19), one has Poincare´ inequality
‖Xa‖2 ≥ λ‖a‖2
from Proposition 5.1. Then, it follows that
d
dt
(Xa, b) + λ(‖Xa‖2 + ‖a‖2) ≤ C(‖{I− P0}Xu‖2 + ‖{I− P0}u‖2). (2.24)
Now, let us define a temporal functional
E(u(t)) = ‖u‖2 + ‖Xu‖2 + ‖Yu‖2 + κ(Xa, b)
with a small constant κ > 0 to be determined. Firstly, κ > 0 is chosen small such that
E(u(t)) ∼ ‖u(t)‖2H1 .
κ > 0 is further small enough such that the linear combination of (2.11), (2.16) and (2.24) gives
d
dt
E(u(t)) + λE(u(t)) ≤ 0.
By Gronwall’s inequality, this proves (1.18) and hence completes the proof of Theorem 1.2 for
Model 1.
3 Fokker-Planck equation
In this section we prove Theorem 1.1 and Theorem 1.2 for Model 2. The proof in the case of
no forcing can be carried out in the completely same way as for Model 1. When a stationary
potential forcing is present, the proof for Model 1 can be refined to yield the exponential
time-decay rate in H1 even for a class of general potential functions essentially because the
Fokker-Planck operator enjoys the velocity regularity. This actually has been studied in detail
by Villani [27], and the hypoelliptic theory is founded by He´rau [14, 16]. Here, we shall give
another proof which is based on the macro-micro decomposition and Kawashima’s dissipation
argument on the hyperbolic-parabolic system.
3.1 Case when Ω = Rd or Td and V = 0. We consider the Cauchy problem{
∂tu+ ξ · ∇xu = Lu+ h, t > 0, x ∈ Ω, ξ ∈ Rd,
u(0, x, ξ) = u0(x, ξ), x ∈ Ω, ξ ∈ Rd,
(3.1)
where L is the self-adjoint Fokker-Planck operator given in (1.6), and h = h(t, x, ξ) satisfies
h(t, x, ξ) ⊥ ker L, ∀ t ≥ 0, x ∈ Ω.
As before, the solution to (3.1) can be written as
u(t) = etBu0 +
∫ t
0
e−(t−s)Bh(s)ds,
where B = −ξ · ∇x + L. In this case, Theorem 1.1 and Theorem 1.2 for Model 2 can be proved
in the same way as for Model 1. Thus, all details of the proof in this case are omitted for
simplicity.
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3.2 Case when Ω = Rd and V is confining. Suppose∫
Rd
e−V (x)dx = 1, (3.2)
1
4
|∇xV |2 − 1
2
∆xV →∞ as |x| → ∞, (3.3)
|∇2xV | ≤ δ|∇xV |2 + Cδ, ∀ δ > 0. (3.4)
Take u0 with ∫∫
Td×Rd
M1/2u0dxdξ = 0. (3.5)
Let u(t) = etBu0 be the solutio to the Cauchy problem{
∂tu+ Tu = Lu, t > 0, x ∈ Rd, ξ ∈ Rd,
u(0, x, ξ) = u0(x, ξ), x ∈ Rd, ξ ∈ Rd.
(3.6)
Next, we follow the same line of proof as for Model 1. It is straightforward to get from
(3.6)1 that
1
2
d
dt
‖u‖2 + λ‖{I− P0}u‖2ν ≤ 0, (3.7)
where ν = ν(ξ) = 1 + |ξ|2. Recall the definition (1.3) of the operator Y. Observe that since
Lu = ∆ξu+
1
4 (2d− |ξ|2)u, then [L,Y] = Y. Thus, similar to obtain (2.12)-(2.13) with identities
(2.14)-(2.15), one has
∂tXiu+ TXiu− LXiu = ∇x∂iV · Yu,
∂tYiu+ TYiu− LYiu = −Xiu− Yiu,
which imply
1
2
d
dt
‖Xu‖2 + λ‖{I− P0}Xu‖2ν ≤
d∑
ij=1
∫∫
Rd×Rd
∂i∂jV XiuYjudxdξ, (3.8)
1
2
d
dt
‖Yu‖2 + λ‖{I− P0}Yu‖2ν + ‖Yu‖2 ≤ −
d∑
i=1
∫∫
Rd×Rd
XiuYjudxdξ. (3.9)
The r.h.s. of (3.8) is bounded as
d∑
ij=1
∫∫
Rd×Rd
∂i∂jV XiuYjudxdξ
=
d∑
ij=1
∫∫
Rd×Rd
∂i∂jV {I− P0}XiuYj{I− P0}udxdξ
=
d∑
ij=1
∫∫
Rd×Rd
∂i∂jV Y
∗
j{I− P0}Xiu{I− P0}udxdξ
≤ ǫ‖{I− P0}Xu‖2ν +
C
ǫ
∫∫
Rd×Rd
|∇2xV |2|{I− P0}u|2dxdξ
for an arbitrary constant ǫ > 0 to be chosen later, where we used YP0u = 0 and Y
∗ is the
adjoint operator of Y given by
Y
∗
ju = −e
|ξ|2
4 ∂ξj (e
− |ξ|
2
4 u) = (
1
2
ξj − ∂ξj )u.
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Furthermore, due to the assumption (3.4) on V ,∫∫
Rd×Rd
|∇2xV |2|{I− P0}u|2dxdξ
≤ δ
∫∫
Rd×Rd
|∇xV |2|{I− P0}u|2dxdξ + Cδ
∫∫
Rd×Rd
|{I− P0}u|2dxdξ
= 4δ
∫∫
Rd×Rd
(
1
4
|∇xV |2 − 1
2
∆xV )|{I− P0}u|2dxdξ
+2δ
∫∫
Rd×Rd
∆xV |{I− P0}u|2dxdξ + Cδ
∫∫
Rd×Rd
|{I− P0}u|2dxdξ,
which by smallness of δ > 0 implies∫∫
Rd×Rd
|∇2xV |2|{I− P0}u|2dxdξ ≤ Cδ‖{I− P0}Xu‖2 + Cδ‖{I− P0}u‖2.
So, from the above estimates, (3.8) is bounded by
1
2
d
dt
‖Xu‖2 + λ‖{I− P0}Xu‖2ν
≤
(
ǫ+
Cδ
ǫ
)
‖{I− P0}Xu‖2ν +
Cδ
ǫ
‖{I− P0}u‖2.
Since ǫ > 0 and δ > 0 can be arbitrarily small, it follows that
1
2
d
dt
‖Xu‖2 + λ‖{I− P0}Xu‖2ν ≤ C‖{I− P0}u‖2. (3.10)
Noticing
〈Xiu,Yiu〉 = 〈{I− P0}Xiu,Yiu〉,
one has from (3.9) that
1
2
d
dt
‖Yu‖2 + λ‖{I− P0}Yu‖2ν ≤ C‖{I− P0}Xu‖2. (3.11)
Finally, we turn to the estimate on P0Xu and P0u. Similar to obtain (2.18), (3.6)1 also gives
the same fluid-type system:{
∂ta− X∗ · b = 0,
∂tb+ Xa− X∗ · Γ({I− P0}u) + b = 0,
with ∫
Rd
e−
V (x)
2 a(t, x)dx
∣∣∣∣
t≥0
= 0.
again due to the mass conservation and initial condition (3.5). Applying the same argument
as before and then using Poincare´ inequality in Proposition 5.1 by assumptions (3.2)-(3.3), one
has
d
dt
(Xa, b) + λ(‖Xa‖2 + ‖a‖2) ≤ C(‖{I− P0}Xu‖2 + ‖{I− P0}u‖2). (3.12)
Now, let us define a temporal functional
E(u(t)) = ‖u‖2 + κ1‖Xu‖2 + κ2‖Yu‖2 + κ3(Xa, b)
with constants κi > 0 (1 ≤ i ≤ 3). One can choose
0 < κ3 ≪ κ2 ≪ κ1 ≪ 1
Hypocoercivity of Linear Degenerately Dissipative Kinetic Equations 15
such that
E(u(t)) ∼ ‖u(t)‖2H1
and further the linear combination of (3.7), (3.10), (3.11) and (3.12) gives
d
dt
E(u(t)) + λE(u(t)) ≤ 0.
By Gronwall’s inequality, this proves (1.18) and hence completes the proof of Theorem 1.2 for
Model 2.
4 Boltzmann equation
In this section we prove Theorem 1.1 and Theorem 1.2 for Model 3. Although this can be
done along the same line as for Model 1 and Model 2, it is a little more complicated for
Model 3 since ker L = d + 2 so that the linearized Boltzmann operator L is degenerate over a
space with higher dimensions. The key idea is still based on the macro-micro decomposition
and Kawashima’s dissipation argument on the hyperbolic-parabolic system. The additional
difficulty in the presence of confining forces lies in verifying the Korn-type inequality to obtain
the dissipation of momentum component in the fluid part, which is left to the next section.
4.1 Case when Ω = Rd and V = 0. We consider the Cauchy problem{
∂tu+ ξ · ∇xu = Lu+ h, t > 0, x ∈ Rd, ξ ∈ Rd,
u(0, x, ξ) = u0(x, ξ), x ∈ Rd, ξ ∈ Rd,
(4.1)
where L is the linearized Boltzmann collision operator given in (1.8), and as in (1.13), h =
h(t, x, ξ) satisfies
h(t, x, ξ) ⊥ ker L, ∀ t ≥ 0, x ∈ Rd.
As before, the solution to (4.1) can be written as
u(t) = etBu0 +
∫ t
0
e−(t−s)Bh(s)ds,
where B = −ξ · ∇x + L. Both parts in the above u(t) will be estimated in a unifying way by
using the method of Fourier transform similarly before.
Firstly, from (4.1)1, it is straightforward to obtain
1
2
∂t‖uˆ‖2L2
ξ
+ λ
∫∫
Rd×Rd
ν(ξ)|{I− P}uˆ|2dxdξ ≤ C‖ν−1/2hˆ‖2L2
ξ
, (4.2)
where ν(ξ) ∼ 1 + |ξ| defined by (1.10) is the collision frequency for the case of hard sphere
model [10], and the orthogonal velocity projection operator P : L2ξ → ker L is described by
(1.11). Next, we devote ourselves to the estimate on Pu or equivalently (a, b, c). In fact, by
taking 12d(d+ 5) + 2 number of velocity moments
M1/2, ξiM
1/2, (|ξ|2 − d)M1/2, (ξiξj − 1)M1/2, (|ξ|2 − d− 2)ξiM1/2
with 1 ≤ i, j ≤ d for the equation (4.1)1, one has the fluid-type system

∂ta+∇x · b = 0,
∂tb+∇x(a+ 2c) +∇x · Γ({I− P}u) = 0,
∂tc+
1
d
∇x · b+ 1
2d
∇x · Λ({I− P}u) = 0,
∂t[Γij({I− P}u) + 2cδij ] + ∂ibj + ∂jbi = Γij(r + h),
∂tΛi({I− P}u) + ∂ic = Λi(r + h),
(4.3)
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where a, b, c are defined in (1.11), the matrix-valued function Γ is defined by (2.6), the moment
function Λ = (Λi)1≤i≤d is defined by
Λi(g) = 〈(|ξ|2 − d− 2)ξiM1/2, g〉, (4.4)
and r is denoted by
r = −ξ · ∇x{I− P}u+ L{I− P}u.
The detailed derivation of (4.3) was given in [6] and thus is omitted for simplicity.
Lemma 4.1. There exists a functional Eint(uˆ) given by
Eint(uˆ) =
1
1 + |k|2
d∑
i=1
(ikicˆ | Λi({I− P}uˆ))
+
κ1
1 + |k|2
d∑
ij=1
(ikibˆj + ikj bˆi | Γij({I− P}uˆ) + 2cˆδij)
+
κ2
1 + |k|2
d∑
i=1
(ikiaˆ | bˆi) (4.5)
for constants 0 < κ2 ≪ κ1 ≪ 1 such that there are constants λ > 0, C such that
∂tReEint(uˆ) +
λ|k|2
1 + |k|2 (|aˆ|
2 + |bˆ|2 + |cˆ|2) ≤ C(‖{I− P}uˆ‖2L2
ξ
+ ‖ν−1/2hˆ‖2L2
ξ
) (4.6)
holds for any t ≥ 0 and k ∈ Rd.
Proof. Write (4.3) in terms of Fourier transform as


∂taˆ+ ik · bˆ = 0,
∂tbˆ + i(aˆ+ 2cˆ) + iΓ({I− P}uˆ) · k = 0,
∂tcˆ+
1
d
ik · bˆ+ 1
2d
ik · Λ({I− P}uˆ) = 0,
∂t[Γij({I− P}uˆ) + 2cˆδij ] + ikibˆj + ikj bˆi = Γij(rˆ + hˆ),
∂tΛi({I− P}uˆ) + ikicˆ = Λi(rˆ + hˆ),
(4.7)
for 1 ≤ i, j ≤ d, where
rˆ = −iξ · k{I− P}uˆ+ L{I− P}uˆ.
Step 1. Estimate cˆ: Starting from the highest-order moment equation (4.7)5, one has
|k|2|cˆ|2 =
d∑
i=1
(ikicˆ | ikicˆ) =
d∑
i=1
(ikicˆ | −∂tΛi({I− P}uˆ) + Λi(rˆ + hˆ))
= −∂t
d∑
i=1
(ikicˆ | Λi({I− P}uˆ)) +
d∑
i=1
(iki∂tcˆ | Λi({I− P}uˆ))
+
d∑
i=1
(iki cˆ | Λi(rˆ + hˆ)).
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Using (4.7)3 to replace ∂tcˆ gives
d∑
i=1
(iki∂tcˆ | Λi({I− P}uˆ))
=
d∑
i=1
(
1
d
ik · bˆ+ 1
2d
ik · Λ({I− P}uˆ) | ikiΛi({I− P}uˆ))
≤ ǫ1|k · bˆ|2 + C
ǫ1
‖{I− P}uˆ‖2L2
ξ
,
where 0 < ǫ1 ≤ 1 is arbitrary to be chosen later. Moreover, it holds that
d∑
i=1
(ikicˆ | Λi(rˆ + hˆ)) ≤ 1
2
|k|2|cˆ|2 + C(1 + |k|2)‖{I− P}uˆ‖2L2
ξ
+ C‖ν−1/2hˆ‖2L2
ξ
.
Then, it follows
∂tRe
d∑
i=1
(ikicˆ | Λi({I− P}uˆ)) + λ|k|2|cˆ|2
≤ ǫ1|k · bˆ|2 + C
ǫ1
(1 + |k|2)‖{I− P}uˆ‖2L2
ξ
+ C‖ν−1/2hˆ‖2L2
ξ
. (4.8)
Step 2. Estimate bˆ: Observe the identity
d∑
ij=1
‖ikibˆj + ikj bˆi‖2 = 2|k|2|bˆ|2 + 2‖k · bˆ‖2.
On the other hand, compute from (4.7)4 that
d∑
ij=1
‖ikibˆj + ikj bˆi‖2
=
d∑
ij=1
(ikibˆj + ikj bˆi | −∂t[Γij({I− P}uˆ) + 2cˆδij ] + Γij(rˆ + hˆ))
= −∂t
d∑
ij=1
(ikibˆj + ikj bˆi | Γij({I− P}uˆ) + 2cˆδij)
+
d∑
ij=1
(iki∂tbˆj + ikj∂tbˆi | Γij({I− P}uˆ) + 2cˆδij)
+
d∑
ij=1
(ikibˆj + ikj bˆi | Γij(rˆ + hˆ)).
Using (4.7)2 to replace ∂tbˆ gives
d∑
ij=1
(iki∂tbˆj + ikj∂tbˆi | Γij({I− P}uˆ) + 2cˆδij)
= 2
d∑
ij=1
(∂tbˆi | ikjΓij({I− P}uˆ) + 2ikj cˆδij)
= 2
d∑
ij=1
(iki(aˆ+ 2cˆ) + i
d∑
ℓ=1
kℓΓℓi({I− P}uˆ) | ikjΓij({I− P}uˆ) + 2ikj cˆδij)
≤ ǫ2|k|2|aˆ|2 + C
ǫ2
|k|2|cˆ|2 + C
ǫ2
|k|2‖{I− P}uˆ‖2L2
ξ
,
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where we used the symmetry of Γij and 0 < ǫ2 ≤ 1 is arbitrary to be chosen later. Moreover,
it is straightforward to obtain
d∑
ij=1
(ikibˆj + ikj bˆi | Γij(rˆ + hˆ))
≤ 1
2
d∑
ij=1
‖ikibˆj + ikj bˆi‖2 + C(1 + |k|2)‖{I− P}uˆ‖2L2
ξ
+ C‖ν−1/2hˆ‖2L2
ξ
.
So, collecting the above estimates, one has
∂tRe
d∑
ij=1
(ikibˆj + ikj bˆi | Γij({I− P}uˆ) + 2cˆδij) + |k|2|bˆ|2
≤ ǫ2|k|2|aˆ|2 + C
ǫ2
|k|2|cˆ|2 + C
ǫ2
|k|2‖{I− P}uˆ‖2L2
ξ
+ C‖ν−1/2hˆ‖2L2
ξ
. (4.9)
Step 3. Estimate aˆ: Similarly, (4.7)2 implies
|k|2|aˆ|2 =
d∑
i=1
(ikiaˆ | ikiaˆ) =
d∑
i=1
(ikiaˆ | −∂tbˆi − 2ikicˆ−
d∑
j=1
ikjΓij({I− P}uˆ))
= −∂t
d∑
i=1
(ikiaˆ | bˆi) +
d∑
i=1
(iki∂taˆ | bˆi)
+
d∑
i=1
(ikiaˆ | −2ikicˆ−
d∑
j=1
ikjΓij({I− P}uˆ)
which after using (4.7)1 to replace ∂taˆ on the r.h.s. gives
∂tRe
d∑
i=1
(ikiaˆ | bˆi) + λ|k|2|aˆ|2 ≤ |k · bˆ|2 + C|k|2|cˆ|2 + C|k|2‖{I− P}uˆ‖2L2
ξ
. (4.10)
Finally, define Eint(uˆ) by (4.5). Then, for properly chosen constants 0 < κ2 ≪ κ1 ≪ 1
and small constants ǫ1 > 0, ǫ2 > 0, (4.6) follows from the linear combination of the above three
estimates (4.8), (4.9) and (4.10) and further dividing it by 1 + |k|2. This completes the proof
of Lemma 4.1.
Remark 4.1. As in (2.7), (2.24) and (3.12), Lemma 4.1 shows that the dissipation of degener-
ate part which is the kernel of the linearized Boltzmann equation with dimensions equal to d+2
can be recovered from the fluid-type moment system (4.3). This property was firstly observed by
Guo [13, 12], and it was later improved in [5, 6, 8] and [11, 17] for different purposes. Precisely,
[12] is mainly based on an elliptic-type equation of b derived from (4.3)3- (4.3)4. The aim of [5]
is to remove time derivatives by constructing some functional which is similar to (4.5) but takes
more complicated form. [6] introduced moment functions Γ and Λ to refine the form of (4.5).
[8] exactly used the same method to deal with the Vlasov-Poisson-Boltzmann system. Here, it
should be emphasized that due to new estimates on the dissipation of b, the current method of
proof is more general in the sense that it can be directly modified to apply to the case with a
potential forcing, see Lemma 4.3. Notice that three terms in (4.5) are inner products of i-th
order moment and (i + 1)-th order moment for i = 0, 1, 2, respectively, and also it is in the
same spirit of Kawashima’s construction of compensation functions [19, 10].
Now, for t ≥ 0, k ∈ Rd, define
E(uˆ) = ‖uˆ‖2L2
ξ
+ κ3ReEint(uˆ)
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where Eint(uˆ) is defined by (4.5) and κ3 > 0 is to be chosen. Similarly before, one can let
κ3 > 0 be small such that E(uˆ) ∼ ‖uˆ‖2L2
ξ
and the linear combination of (4.2) and (4.6) gives
∂tE(uˆ) +
λ|k|2
1 + |k|2E(uˆ) ≤ C‖ν
−1/2hˆ‖2L2
ξ
.
Hence, (1.14) and (1.15) follows from the above estimate in the same way as before. This
completes the proof of (1.14) and (1.15) for Model 3 in Theorem 1.1.
4.2 Case when Ω = Td and V = 0. In this case, (1.17) follows from the same argument as for
Model 1 and Model 2. In fact, it suffices to check∫
Td
(a, b, c)dx
∣∣∣∣
t≥0
≡ 0
which results from the fact that it initially holds at t = 0 by (1.16) and the conservation laws
d
dt
∫
Td
(a, b, c)dx = 0
holds by (4.3)1-(4.3)3. This completes the proof of (1.17) in Theorem 1.1 for Model 3.
4.3 Case when Ω = Rd and V is confining. In particular, let V = |x|
2
2 − d2 ln(2π) and d ≥ 3.
Take u0 with ∫∫
Rd×Rd
(1, x, ξ, x · ξ, x× ξ, |x|2, |ξ|2)M1/2u0dxdξ = 0, (4.11)
where (x × ξ)ij = xiξj − xjξi for 1 ≤ i, j ≤ d. Let u(t) = etBu0 be the solution to the Cauchy
problem {
∂tu+ Tu = Lu, t > 0, x ∈ Rd, ξ ∈ Rd,
u(0, x, ξ) = u0(x, ξ), x ∈ Rd, ξ ∈ Rd.
(4.12)
Firstly, we verify that the property (4.11) can be preserved at all time t ≥ 0 for the above
Cauchy problem (4.12).
Lemma 4.2. Under the assumption (4.11),∫∫
Rd×Rd
(1, x, ξ, x · ξ, x× ξ, |x|2, |ξ|2)M1/2u(t, x, ξ)dxdξ = 0 (4.13)
holds for any t ≥ 0. Particularly, for any t ≥ 0,∫
Rd
e−
V
2 a(t, x)dx =
∫
Rd
e−
V
2 bi(t, x)dx =
∫
Rd
e−
V
2 c(t, x)dx = 0, 1 ≤ i ≤ d,∫
Rd
e−
V
2 x× b(t, x)dx = 0.
Proof. Let ((·, ·)) denote the usual inner product in L2x,ξ. For simplicity, define also the weighted
inner product ((·, ·))M by
((u, v))M =
∫∫
Rd×Rd
uvM1/2dxdξ.
Notice that f =M+M1/2u satisfies (1.12). From integration by parts, it is easy to obtain the
following ODE system

d
dt
((1, f)) = 0,
d
dt
((x× ξ, f)) = 0,
d
dt
((x, f)) = ((ξ, f)),
d
dt
((ξ, f)) = −((x, f)),
d
dt
((x · ξ, f)) = ((|ξ|2 − |x|2, f)),
d
dt
((|x|2, f)) = 2((x · ξ, f)), d
dt
((|ξ|2, f)) = −2((x · ξ, f)).
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Equivalently, in terms of u, it holds that

d
dt
((1, u))M = 0,
d
dt
((x× ξ, u))M = 0,
d
dt
((x, u))M = ((ξ, u))M,
d
dt
((ξ, u))M = −((x, u))M,
d
dt
((x · ξ, u))M = ((|ξ|2 − |x|2, u))M,
d
dt
((|x|2, u))M = 2((x · ξ, u))M, d
dt
((|ξ|2, u))M = −2((x · ξ, u))M,
(4.14)
where we used the fact
((|ξ|2 − |x|2,M)) = 0, M = (2π)−de− |x|
2+|ξ|2
2 .
Define temporal functions
yi(t) = ((ξi, u))M (1 ≤ i ≤ d), z(t) = ((x · ξ, u))M.
Then, from (4.14) and (4.13), yi(t) and z(t) satisfy the initial value problems of the linear
second-order ODE as follows 

y′′i (t) + yi(t) = 0, t > 0
yi(0) = ((ξ, u0))M = 0,
y′i(0) = −((xi, u0))M = 0,
and 

z′′(t) + 4z(t) = 0, t > 0
z(0) = ((x · ξ, u0))M = 0,
z′(0) = −((|ξ|2 − |x|2, u0))M = 0.
Hence, both solutions are trivial, i.e.
yi(t) = 0 (1 ≤ i ≤ d) and z(t) = 0
for any t ≥ 0. Putting this back to the system (4.14) implies that all inner products in (4.14)
vanish due to (4.13). This completes the proof of Lemma 4.2.
Next, we proceed along the same line of proof as for Model 1. The zero-order energy
integration of (4.12)1 gives
1
2
d
dt
‖u‖2 + λ
∫∫
Rd×Rd
ν(ξ)|{I− P}u|2dxdξ ≤ 0. (4.15)
Similar to obtain (2.16), for X and Y differentiations, one has
1
2
d
dt
(‖Xu‖2 + ‖Yu‖2) + λ
∫∫
Rd×Rd
ν(ξ)|{I− P}Xu|2dxdξ
+λ
∫∫
Rd×Rd
ν(ξ)|{I− P}Yu|2dxdξ ≤ −
d∑
i=1
∫∫
Rd×Rd
[L,Yi]uYiudxdξ.
It is easy to check YiPu ∈ ker L which implies
[L,Yi]u = LYiu− YiLu = LYi{I− P}u− YiL{I− P}u = [L,Yi]{I− P}u.
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Since [L,Yi] is a bounded operator from L
2
ξ to L
2
ξ by [9],
−
d∑
i=1
∫∫
Rd×Rd
[L,Yi]uYiudxdξ ≤ ǫ‖(a, b, c)‖2 + C
ǫ
‖{I− P}u‖2
for an arbitrary constant 0 < ǫ ≤ 1 to be chosen later. Then, it follows
1
2
d
dt
(‖Xu‖2 + ‖Yu‖2) + λ
∫∫
Rd×Rd
ν(ξ)|{I− P}Xu|2dxdξ
+λ
∫∫
Rd×Rd
ν(ξ)|{I− P}Yu|2dxdξ ≤ ǫ‖(a, b, c)‖2 + C
ǫ
‖{I− P}u‖2. (4.16)
The rest is to deal with the dissipation rate corresponding to PXu and Pu or equivalently
X(a, b, c) and (a, b, c). Poincare´ and Korn-type inequalities given in the next section play a
key role in this step. In fact, similar to get (4.3), from the equation (4.12)1 in the presence of
potential forcing, one can obtain the following fluid-type system:

∂ta− X∗ · b = 0,
∂tb+ X(a+ 2c)− X∗ · Γ({I− P}u) = 0,
∂tc+
1
d
X · b− 1
2d
X
∗ · Λ({I− P}u) = 0,
∂t[Γij({I− P}u) + 2cδij] + Xibj + Xjbi = Γij(r),
∂tΛi({I− P}u) + Xic = Λi(r),
(4.17)
where moment functions Γ and Λ are defined as in (2.6) and (4.4) respectively, and for simplicity,
we still used r to denote
r = −ξ · ∇x{I− P}u+∇xV · ∇ξ{I− P}u+ L{I− P}u.
Lemma 4.3. There exists a temporal functional Eint(u(t)) given by
Eint(u(t)) =
d∑
i=1
(Xic,Λi({I− P}u))
+κ1
d∑
ij=1
(Xibj + Xjbi,Γij({I− P}u) + 2cδij)
+κ2
d∑
i=1
(Xia, bi) (4.18)
for constants 0 < κ2 ≪ κ1 ≪ 1 such that there are constants λ > 0, C such that
d
dt
Eint(u(t)) + λD(a, b, c) ≤ C(‖{I− P}Xu‖2 + ‖{I− P}u‖2) (4.19)
holds for any t ≥ 0, where the dissipation rate D(a, b, c) denotes
D(a, b, c) = (‖Xa‖2 + ‖a‖2) +
d∑
i=1
(‖Xbi‖2 + ‖bi‖2) + (‖Xc‖2 + ‖c‖2).
Proof. This follows from the same procedure as for the proof of Lemma 4.1 which is on the
basis of Fourier transform when there is no external forcing. For completeness, we shall provide
all details of proof. Firstly, it is straightforward to check
‖Γ(r)‖2 + ‖Λ(r)‖2 ≤ C
∫∫
Rd×Rd
|∇x{I− P}u|2 + |{I− P}u|2(1 + |∇xV |2)dxdξ
≤ C(‖{I− P}Xu‖2 + ‖{I− P}u‖2). (4.20)
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Step 1. Estimate on c: (4.17)5 gives
‖Xc‖2 =
d∑
i=1
(Xic,−∂tΛi({I− P}u) + Λi(r))
= − d
dt
d∑
i=1
(Xic,Λi({I− P}u)) +
d∑
i=1
(Xi∂tc,Λi({I− P}u))
+
d∑
i=1
(Xic,Λi(r)). (4.21)
Using (4.17)3 to replace ∂tc, one has
d∑
i=1
(Xi∂tc,Λi({I− P}u))
= (−1
d
X · b+ 1
2d
X
∗ · Λ({I− P}u),X∗ · Λ({I− P}u))
≤ ǫ1‖X · b‖2 + C
ǫ1
‖X∗{I− P}u‖2
for an arbitrary constant 0 < ǫ1 ≤ 1 to be chosen later. In addition, it holds
d∑
i=1
(Xic,Λi(r)) ≤ 1
2
‖Xc‖2 + C‖Λ(r)‖2.
By putting the above two estimates into (4.21) and using (4.20) and Lemma 2.1, one has
d
dt
d∑
i=1
(Xic,Λi({I− P}u)) + λ(‖Xc‖2 + ‖c‖2)
≤ ǫ1‖X · b‖2 + C
ǫ1
(‖{I− P}Xu‖2 + ‖{I− P}u‖2), (4.22)
where due to Lemma 4.2 and Poincare´ inequality in Proposition 5.1, ‖c‖2 was included in the
dissipation rate.
Step 2. Estimate on b: (4.17)4 gives
d∑
ij=1
‖Xibj + Xjbi‖2 =
d∑
ij=1
(Xibj + Xjbi,−∂t[Γij({I− P}u) + 2cδij ] + Γij(r))
= − d
dt
d∑
ij=1
(Xibj + Xjbi,Γij({I− P}u) + 2cδij)
+
d∑
ij=1
(Xi∂tbj + Xj∂tbi,Γij({I− P}u) + 2cδij)
+
d∑
ij=1
(Xibj + Xjbi,Γij(r)). (4.23)
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From (4.17)2, ∂tb is replaced to obtain
d∑
ij=1
(Xi∂tbj + Xj∂tbi,Γij({I− P}u) + 2cδij)
= 2
d∑
ij=1
(∂tbi,X
∗
jΓij({I− P}u) + 2X∗jcδij)
= 2
d∑
ij=1
(−Xi(a+ 2c) +
d∑
ℓ=1
X
∗
ℓΓℓi({I− P}u),X∗jΓij({I− P}u) + 2X∗jcδij)
≤ ǫ2‖Xa‖2 + C
ǫ2
(‖X∗c‖2 + ‖Xc‖2) + C
ǫ2
‖X∗{I− P}u‖2
for an arbitrary constant 0 < ǫ2 ≤ 1 to be chosen later. The final term on the r.h.s. of (4.23)
is bounded by
d∑
ij=1
(Xibj + Xjbi,Γij(r)) ≤ 1
2
d∑
ij=1
‖Xibj + Xjbi‖2 + C‖Γ(r)‖2.
Similar to Step 1, it follows from (4.23) that
d
dt
d∑
ij=1
(Xibj + Xjbi,Γij({I− P}u) + 2cδij) + λ
d∑
i=1
(‖Xbi‖2 + ‖bi‖2)
≤ ǫ2‖Xa‖2 + C
ǫ2
(‖Xc‖2 + ‖c‖2) + C
ǫ2
(‖{I− P}Xu‖2 + ‖{I− P}u‖2), (4.24)
where due to Lemma 4.2, Korn inequalities (5.5) and (5.14) were used.
Step 3. Estimate on a: (4.17)2 implies
‖Xa‖2 =
d∑
i=1
(Xia,−∂tbi − 2Xic+
d∑
j=1
X
∗
jΓij({I− P}u))
= − d
dt
d∑
i=1
(Xia, bi) +
d∑
i=1
(Xi∂ta, bi)
+
d∑
i=1
(Xia,−2Xic+
d∑
j=1
X
∗
jΓij({I− P}u)),
where it further holds that
d∑
i=1
(Xi∂ta, bi) = (∂ta,X
∗ · b) = ‖X∗ · b‖2 ≤ C
d∑
i=1
(‖Xbi‖2 + ‖bi‖2)
by (4.17)1, and
d∑
i=1
(Xia,−2Xic +
d∑
j=1
X
∗
jΓij({I− P}u))
≤ 1
2
‖Xa‖2 + C‖Xc‖2 + C‖X∗{I− P}u‖2.
Then, it follows
d
dt
d∑
i=1
(Xia, bi) + λ(‖Xa‖2 + ‖a‖2)
≤ C
d∑
i=1
(‖Xbi‖2 + ‖bi‖2) + C‖Xc‖2 + C(‖{I− P}Xu‖2 + ‖{I− P}u‖2), (4.25)
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where again due to Lemma 4.2, Poincare´ inequality in Proposition 5.1 was used for a.
Finally, define Eint(u(t)) as in (4.18). Then, for properly chosen constants 0 < κ2 ≪
κ1 ≪ 1 and small constants ǫ1 > 0, ǫ2 > 0, (4.19) follows from the linear combination of three
inequalities (4.22), (4.24) and (4.25). This completes the proof of Lemma 4.3.
Now, for t ≥ 0, define
E(u(t)) = ‖u‖2 + κ3(‖Xu‖2 + ‖Yu‖2) + κ4Eint(u(t))
where Eint(u(t)) is defined by (4.18) and constants 0 < κ4 ≪ κ3 ≪ 1 are to be chosen later. By
letting 0 < κ4 ≪ κ3 ≪ 1 be properly chosen, one has
E(u(t)) ∼ ‖u(t)‖2H1 .
On the other hand, by further properly choosing 0 < κ4 ≪ κ3 ≪ 1, the linear combination of
(4.15), (4.16) and (4.19) yields
d
dt
E(u(t)) + λE(u(t)) ≤ 0,
where ǫ > 0 in (4.16) was also chosen small enough. Hence, (1.18) follows from Gronwall
inequality. This completes the proof of Theorem 1.2 for Model 3.
5 Appendix: Poincare´ and Korn-type inequalities
Let V = V (x) be a smooth confining function over Rd with∫
Rd
e−V (x)dx = 1. (5.1)
We need assumptions on V :
1
4
|∇V |2 − 1
2
∆V →∞ as |x| → ∞ (5.2)
or
1
4
|∇V |2 − 1
2
∆V −
d∑
ij=1
|∂i∂jV | → ∞ as |x| → ∞. (5.3)
Define operators Xi (1 ≤ i ≤ d) associated with V as in (1.3). Throughout this section,
differential operators ∇,∆,∇2 denotes ∇x,∆x,∇2x for simplicity since all functions are those
of spatial variable. The following Poincare´ inequality in Rd has been used in this paper.
Proposition 5.1. Let d ≥ 1. Suppose (5.1) and (5.2) hold. There is a constant λ > 0 such
that
d∑
i=1
∫
Rd
|Xia|2dx ≥ λ
∫
Rd
|a|2dx (5.4)
holds for any a : Rd → R ∈ L2(Rd) satisfying∫
Rd
e−
V (x)
2 adx = 0.
For the proof of the above proposition, refer to [27] on the basis of the constructive method,
where λ can be explicitly computed.
The following Korn-type inequality in Rd was also essentially used in the previous proof to
obtain the dissipation of the macroscopic momentum.
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Theorem 5.1. Let d ≥ 2. Suppose (5.1) and (5.3) hold. There is a constant λ > 0 such that
d∑
ij=1
∫
Rd
|Xibj + Xjbi|2dx ≥ λ
d∑
i=1
∫
Rd
|bi|2dx (5.5)
holds for any b = (b1, b2, · · · , bd) : Rd → Rd ∈ (L2(Rd))d satisfying∫
Rd
e−
V (x)
2 b(x)dx = 0
and ∫
Rd
e−
V (x)
2 (xibj − xjbi)dx = 0, 1 ≤ i 6= j ≤ d.
Proof. We use the contradiction argument.
Step 1. Otherwise, for any n ≥ 1, there is a non-zero element bn = (bn1 , bn2 , · · · , bnd ) ∈ (L2(Rd))d
with ∫
Rd
e−
V (x)
2 bn(x)dx = 0
and ∫
Rd
e−
V (x)
2 x× bn(x)dx = 0,
such that
d∑
ij=1
∫
Rd
|Xibnj + Xjbni |2dx ≤
1
n
d∑
i=1
∫
Rd
|bni |2dx.
W.l.g., one can suppose
d∑
i=1
∫
Rd
|bni |2dx = 1.
Thus,
d∑
ij=1
∫
Rd
|Xibnj + Xjbni |2dx ≤
1
n
.
Step 2. We claim that there is a constant C independent of n ≥ 1 and a continuous function
w(x) only depending on V with
inf
x∈Rd
w(x) ≥ 1 and w(x)→∞ as |x| → ∞
such that
sup
n≥1
∫
Rd
|∇bn|2 + |bn|2w(x)dx ≤ C.
In fact, one can compute
d∑
ij=1
∫
Rd
|Xibnj + Xjbni |2dx = 2
d∑
ij=1
∫
Rd
|Xibnj |2dx+ 2
d∑
ij=1
(Xib
n
j ,Xjb
n
i )
= : I1 + I2. (5.6)
For I1, it holds that
I1 = 2
d∑
ij=1
∫
Rd
|Xibnj |2dx
= 2
d∑
ij=1
∫
Rd
|∂ibnj |2 + |bnj |2(
1
4
|∂iV |2 − 1
2
∂i∂iV )dx
= 2
∫
Rd
|∇bn|2 + |bn|2(1
4
|∇V |2 − 1
2
∆V )dx.
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For I2, from integration by parts, it holds that
I2 = 2
d∑
ij=1
(Xib
n
j ,Xjb
n
i ) = 2
d∑
ij=1
(
1
2
∂iV b
n
j + ∂ib
n
j ,
1
2
∂jV b
n
i + ∂jb
n
i )
= 2
d∑
ij=1
[
(
1
2
∂iV b
n
j ,
1
2
∂jV b
n
i ) + (∂ib
n
j , ∂jb
n
i ) + (
1
2
∂iV b
n
j , ∂jb
n
i ) + (∂ib
n
j ,
1
2
∂jV b
n
i )
]
= 2
d∑
ij=1
[
(
1
2
∂iV b
n
i ,
1
2
∂jV b
n
j ) + (∂ib
n
i , ∂jb
n
j )
]
+2
d∑
ij=1
[
−(1
2
∂j∂iV b
n
j , b
n
i )− (
1
2
∂iV ∂jb
n
j , b
n
i )− (
1
2
∂i∂jV b
n
i , b
n
j )− (
1
2
∂jV ∂ib
n
i , b
n
j )
]
which further can be written as
I2 = 2
[
(
1
2
∇V · bn, 1
2
∇V · bn) + (∇ · bn,∇ · bn)− (∇V · bn,∇ · bn)
]
−2(bn,∇2V bn)
= 2‖1
2
∇V · bn −∇ · bn‖2 − 2(bn,∇2V bn).
Thus, it follows
I1 + I2 = 2
∫
Rd
|∇bn|2 + |bn|2(1
4
|∇V |2 − 1
2
∆V )dx
+‖1
2
∇V · bn −∇ · bn‖2 − 2(bn,∇2V bn).
Then, this implies
I1 + I2 ≥ 2
∫
Rd
|∇bn|2 + |bn|2(1
4
|∇V |2 − 1
2
∆V −
d∑
ij=1
|∂i∂jV |)dx
+‖1
2
∇V · bn −∇ · bn‖2. (5.7)
Now, define
w(x) = max{1
4
|∇V |2 − 1
2
∆V −
d∑
ij=1
|∂i∂jV |, 1}.
Due to (5.3), w(x)→∞ as |x| → ∞. Choosing R > 0 large enough, one has
w(x) =
1
4
|∇V |2 − 1
2
∆V −
d∑
ij=1
|∂i∂jV |
for |x| ≥ R. Then
∫
Rd
|bn|2(1
4
|∇V |2 − 1
2
∆V −
d∑
ij=1
|∂i∂jV |)dx =
∫
|x|≥R
+
∫
|x|≤R
=
∫
Rd
|bn|2w(x)dx −
∫
|x|≤R
|bn|2w(x)dx +
∫
|x|≤R
≥
∫
Rd
|bn|2w(x)dx − CR,V ,
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where
CR,V = sup
|x|≤R
w(x) − inf
|x|≤R
(
1
4
|∇V |2 − 1
2
∆V −
d∑
ij=1
|∂i∂jV |).
Then, it follows that
d∑
ij=1
∫
Rd
|Xibnj + Xjbni |2dx = I1 + I2
≥ 2
∫
Rd
|∇bn|2 + |bn|2w(x)dx + ‖1
2
∇V · bn −∇ · bn‖2 − 2CR,V .
That is,
∫
Rd
|∇bn|2 + |bn|2w(x)dx ≤ 1
2
d∑
ij=1
∫
Rd
|Xibnj + Xjbni |2dx + CR,V
≤ 1
2n
+ CR,V ≤ 1
2
+ CR,V .
Hence, the claim follows.
Step 3. From the Rellich-Kondrachov compactness theorem, up to a subsequence, (bn)n≥1
strongly converges to some function b ∈ (L2(Rd))d, i.e.
‖bn − b‖ → 0 as n→∞.
Thus, b satisfies
‖b‖ = 1, (5.8)
and
Xibj +Xjbi = 0, 1 ≤ i, j ≤ d, (5.9)∫
Rd
e−
V (x)
2 b(x)dx = 0, (5.10)∫
Rd
e−
V (x)
2 (xibj − xjbi)dx = 0, 1 ≤ i 6= j ≤ d. (5.11)
Step 4. We claim that (5.9), (5.10) and (5.11) imply b = 0, which is a contradiction to (5.8).
In fact, set
bi(x) = e
−V2 b˜i(x), i = 1, 2, · · · , d.
From Xibi = 0,
∂ib˜i = 0.
Then, b˜i(x) is independent of xi. Thus, set b˜i = b˜i(x˜i), where x˜i is a variable (x1, x2, · · · , xd)
excluding xi. From (5.9) for i 6= j, one has
∂ib˜j(x˜j) + ∂j b˜i(x˜i) = 0, i 6= j. (5.12)
This implies that b˜i(x˜i) is linear in each xj (j 6= i). Thus,
b˜i(x˜i) =
∑
{α:αi=0,αj=0or 1,j 6=i}
Ciαx
α.
It suffices to prove all coefficients Ciα vanish. In what follows, fix i ∈ {1, · · · , d}.
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Case 1. |α| = 0. Due to (5.10),
Ciα = 0.
Case 2. 2 ≤ |α| ≤ d− 1. Let ℓ = |α| and take
{i1, i2, · · · , iℓ} ⊂ {1, 2, · · · , d}.
Consider the coefficient of the monomial
Πkj=1xij .
It only appears in b˜j with j ∈ {1, 2, · · · , d}\{i1, i2, · · · , iℓ}. Take
iℓ+1 ∈ {1, 2, · · · , d}\{i1, i2, · · · , iℓ}.
Consider the following three functions
b˜iℓ+1 = · · ·+ C1xi1xi2 · · ·xiℓ−1xiℓ + · · · ,
b˜iℓ = · · ·+ C2xi1xi2 · · ·xiℓ−1xiℓ+1 + · · · ,
b˜iℓ−1 = · · ·+ C3xi1xi2 · · ·xiℓ−2xiℓxiℓ+1 + · · · ,
where C1, C2, C3 are the corresponding constant coefficients. Due to (5.12),
C1 + C2 = 0, C2 + C3 = 0, C3 + C1 = 0.
Thus, C1 = C2 = C3 = 0. The coefficient of Π
k
j=1xij is zero. This proves
Ciα = 0
when 2 ≤ |α| ≤ d− 1.
Case 3. |α| = 1. Take j 6= i. Consider the function
b˜j = · · ·+ Cixi + · · · ,
where Ci is a constant. Due to (5.12), b˜i is in the form of
b˜i = · · · − Cixj + · · · .
By using (5.11), one has
0 =
∫
Rd
e−V (xi b˜j − xj b˜i)dx = Ci
∫
Rd
e−V (x2i + x
2
j)dx.
Then, Ci = 0. Thus,
Ciα = 0
when |α| = 1. This also completes the proof of Theorem 5.1.
Corollary 5.1. Let d ≥ 2. Suppose (5.1) and (5.3) hold. Further assume that there is a
constant C such that
|∇2V |2 ≤ C(|∇V |2 + 1) (5.13)
for all x ∈ Rd. Then, there is a constant λ > 0 such that
d∑
ij=1
∫
Rd
|Xibj + Xjbi|2dx ≥ λ
d∑
ij=1
∫
Rd
|Xibj|2dx (5.14)
holds for any b = (b1, b2, · · · , bd) : Rd → Rd ∈ (L2(Rd))d satisfying∫
Rd
e−
V (x)
2 b(x)dx = 0
and ∫
Rd
e−
V (x)
2 (xibj − xjbi)dx = 0, 1 ≤ i 6= j ≤ d.
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Proof. Recall from (5.6) and (5.7) that one has the inequality
d∑
ij=1
∫
Rd
|Xibj + Xjbi|2dx
≥ 2
∫
Rd
|∇b|2 + |b|2(1
4
|∇V |2 − 1
2
∆V −
d∑
ij=1
|∂i∂jV |)dx. (5.15)
From the assumption (5.13),
|∇V |2 = 4(1
4
|∇V |2 − 1
2
∆V ) + 2∆V
≥ 4(1
4
|∇V |2 − 1
2
∆V )− ǫ|∇2V |2 − Cǫ
≥ 4(1
4
|∇V |2 − 1
2
∆V )− Cǫ|∇V |2 − Cǫ
for any ǫ > 0. This implies
|∇V |2 ≥ λ(1
4
|∇V |2 − 1
2
∆V )− Cλ (5.16)
for some constant 0 < λ < 4. Similarly, it holds that
1
4
|∇V |2 − 1
2
∆V −
d∑
ij=1
|∂i∂jV | ≥ 1
4
|∇V |2 − ǫ|∇2V |2 − Cǫ
≥ (1
4
− Cǫ)|∇V |2 − Cǫ (5.17)
for any ǫ > 0. Then, combining (5.16) and (5.17), it follows
1
4
|∇V |2 − 1
2
∆V −
d∑
ij=1
|∂i∂jV | ≥ λ(1
4
|∇V |2 − 1
2
∆V )− Cλ
for some constant 0 < λ < 1. Plugging the above inequality into (5.15) gives
d∑
ij=1
∫
Rd
|Xibj + Xjbi|2dx
≥ λ
∫
Rd
|∇b|2 + |b|2(1
4
|∇V |2 − 1
2
∆V )dx− Cλ
∫
Rd
|b|2dx.
From the Korn-type inequality (5.5), it further follows
d∑
ij=1
∫
Rd
|Xibj + Xjbi|2dx ≥ λ
∫
Rd
|∇b|2 + |b|2(1
4
|∇V |2 − 1
2
∆V )dx
= λ
d∑
ij=1
∫
Rd
|Xibj|2dx.
This proves (5.14) and thus completes the proof of Corollary 5.1.
We conclude this paper with a remark that Proposition 5.1, Theorem 5.1 and Corollary
5.1 can be described in terms of the probability measure dµ = e−V (x)dx as in [27], where V
satisfies the corresponding conditions. In fact, equivalently, (5.4) become∫
Rd
|∇a|2dµ ≥ λ
∫
Rd
|a|2dµ
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for a with
∫
Rd
adµ = 0. Similarly, (5.5) and (5.14) are respectively equivalent with
d∑
ij=1
∫
Rd
|∂ibj + ∂jbi|2dµ ≥ λ
d∑
i=1
∫
Rd
|bi|2dµ
and
d∑
ij=1
∫
Rd
|∂ibj + ∂jbi|2dµ ≥ λ
d∑
ij=1
∫
Rd
|∂ibj |2dµ
for b = (b1, b2, · · · , bd) with ∫
Rd
b dµ = 0 and
∫
Rd
x× b dµ = 0.
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