Abstract-Gait has been used in many research area including medical and health. One of the ways to capture gait signal is by using the accelerometer sensor in the smartphone. In this work, gait signal is used to identify a person. The accuracy of the gait recognition while the phone held in the palm is evaluated. Besides that, the factor of linear interpolation is examined. Lastly, k-NN, MLP and SVM algorithm are compared in determining the best accuracy that works best with the OvO classifier model. From the experiment, it can be seen that the gained accuracy for k-NN and MLP are both 96.7% with only 1 misclassified. Although the work is not related to medical and health, somehow it could provide the basis in healthcare related application. From the result, it is possible in adopting the proposed method in classifying decision based on the gait signal for medical and health purposes.
I. INTRODUCTION
Gait recognition has been used in many research and application. With the rapid development of microelectromechanical system (MEMS) technology, gait can be recorded easily without the need of expensive devices. The inertial sensor such as accelerometer and gyroscopes are part of the inertial measurement unit. Gait is a term that comes from the manner of walking (moving on foot) which consist of two steps. A normal walk may consist many gaits [1] . Every person may have their own style of gait cycle, which is unique.
In the medical field, the application of gait has become a very important breakthrough in assisting the medical team and patients in overcoming diseases.
In this paper, gait signal is extracted based on the handheld the position of the smartphone, then will be used for identifying a person. The purpose of the experiment is to identify whether the handheld smartphone is viable for gait recognition. At the same time, this experiment is conducted to investigate which classifier works best in the one-vs-one classifier model and to investigate the best linear interpolation factor of the captured dataset. Although the work is not directly related to health and medical research, but somehow, it is hoped that it would give a basis for developing new methods in learning and classification involving gait and accelerometer signal. This paper is organized as follows: Section II would be the related work. Section III is the discussion of the method used in the experiment. Section IV is result and discussion. Section V is the conclusion and future works.
II. RELATED WORK
There are many ways to extract the gait signal from a person. There are mainly 3 methods such as machine vision, floor sensor and wearable sensor [2] . The advantage of using the machine vision which is able to capture from a distance. For floor sensor and wearable sensor, the advantage is by providing unobtrusive gait authentication and identification.
In performing gait recognition, there are few complicated processes that need to be implemented [3] . Generally, the steps need to be taken include data acquisition, pre-processing, segmentation, feature extraction and finally recognition. Recognition procedure of gait can be performed in two ways which one of it is by performing similarity matching based on signal matching. Another method is by implementing the machine learning technique.
On multiclass classification problem, some classifier could only work best in binary classification. However, there are strategies in-order to work with the more than the binary class problem [4] . One of it is One-vs-rest (OvR) which involve training a single classifier per class. However, this method suffers a tremendous imbalance class problem since the number of positive and negative classes are too much different. In the One-vs-one (OvO), each class will be paired with another class which will become a binary set. Unlike OvR, OvO does not suffer imbalance class as most of the data distributions are almost same. In classification, OvR and OvO may suffer as the aggregation result from a number of votes may show higher numbers in the different model other than its original model.
In health and medical related to gait recognition, gait has been widely used in medical and rehabilitation in assisting doctors and medical practitioner treats multiple disease and syndrome. eGaIT is used to classify specific stages and motor signs in Parkinsons disease (PD) using smartphone [5] . The sensor is attached to the shoe of the patient to record the motion signals during standardized gait and leg function. The result is quite promising with 81%. For more severely patients, the accuracy increased to 91%. This assessment tool is able to In other health application [6] , gait has been used to detect falls among the elderly. The application is capable of detecting the risk and would send alerts to people on the emergency contact list and emergency authority.
Another application of gait recognition in medical is for rheumatoid arthritis (RA) assessment tool by [7] . In this work, parameters were calculated and it is found that the walking speed for RA patients produces lower scores comparing to other controlled groups thus reflecting the identification of the possible RA. However, more parameters can be identified in the future for a better acceptable assessment tool.
III. EXPERIMENT SETUP
The experiment is divided into multiple levels as shown in Fig. 1 .
A. Data
Data is collected while walking on the straight line where the distance is about 15 meters. The smartphone is held by hand where the bottom of the palm is touched to the upper abdomen as shown in Fig. 2 . There are 30 subjects (person), which 15 of them are male and the rest are female. The age group is between 23-35 years old. The subject needs to walk on normal pace for the training set. On the second day, the subject needs to walk again for the testing set. The layout of the location is as shown in Fig. 3 . The captured signal of a walking person is shown in Fig. 4 . 
B. Data Preprocessing
Before the data can be segmented, the captured data need to undergo a series of data preprocessing by performing the following methods.
1) Linear Interpolation: Accelerometer data recorded is based on onSensorChanged from Android API which the data is generated when the movement is triggered [8] [9] . The sensor is not set to record the data at a fix sampling rate. To overcome this situation, linear interpolation has been applied at a determined factor to produce a sampling data over 1 second. In Table 1 shows the result based on the factor used for applying this method.
2) Centering Around Zero: The mobile phone that is used to capture the data is not well calibrated which the acceleration data in a stable position is not exactly zero or gravity [8] . To overcome this situation, the data is centered around zero by subtracting the mean of the acceleration value for each person. The formula is as below:
C. Segmentation
The segmentation method used is Fixed Size Overlapping Sliding Window (FOSW) [10] [11] . This segmentation method is based on the Fixed Size Non-overlapping Sliding Window (FNSW) in which FNSW does not incorporate overlapping. The advantage of using overlapping sliding window is to generate more segments and suitable for small datasets. Besides that, FNSW may not contain required information (eg: fall or peak) that may be divided into a different segment. The window size needs to be chosen which will determine the size of a particular segment. Overlapping is exist at 50 % rate as shown in Fig. 5 .
D. Feature Extraction
Features extraction need to be performed on the segmented data to extract important information before classification process could be performed.
1) Minimum and
2) Mean: The mean of an axis of a segment is computed by using the following formula
where n is the window size, x i is the data of a segment on a particular axis.
3) Standard Deviation: The standard deviation of a particular axis in a segment is computed as below
where µ is mean of a particular segment.
4) Correlation:
The correlation between axis of a segment is calculated as below
The above formula is applied to determine the correlation between axis-x and axis-y. For axis-x and axis-z, the formula is just the same as above with just change the x and z value. This also same with axis-y and axis-z.
5) Root Mean Square: The root mean square of an axis can be computed as below
6) Signal Vector Magnitude: The signal vector magnitude between different axis can be computed as below
The signal vector magnitude then will be calculated for axis-x and axis-z. Axis-y and axis-z also need to be calculated. 7) Number of Zero Crossing of the Median: The initial step to perform compute this operation is by determine the median. The calculation is as below
where S x is the sorted array. Once the median has been calculated, new array of the segment is generated by the following formula
From the new generated array, the number of zero crossing need to be counted.
8) Percentile Rank:
The percentile rank that will be involved in the calculation are 10th, 25th, 50th, 75th, 90th. Firstly need to calculate the percentile ranks. The formula is as below
Then, need to find the index of the percentile ranks that fall under the desired percentile as below
After that, percentile ranks and sorted arrays need to be interpolated to determine the percentile as below
E. Classification
This section explains how classification is performed. The method used include the multiclass One-vs-one model which integrate K-nearest neighbor, multilayer perceptron or SVM. Another machine learning method has been implemented but it does not yield good accuracy performance.
1) One-vs-one (OvO) Multiclass Classification Model: In this experiment, the classification method is using One-vs-one where all classes are paired to generate new learned models according to the formula of
where n is the number of classes (number of people). In this strategy, we created n number of binary model for classification from the paired training data. When training is done, decision is made by aggregating the decisions of the learned binary model by using simple majority voting where each binary classifier votes for predicted class. The class with the maximum number of votes is predicted as an aggregated result of the classification from the generated confusion matrix.
F. K-nearest Neighbor (k-NN)
K-nearest neighbor is one of the simplest and fundamental classifier algorithm to use when there is no or little prior knowledge about the data distribution [12] . The rational of the development due to the need of discriminant analysis of the unknown data probability densities. The function in k-NN is approximated locally and computation is deferred until classification. In classification, the test object is classified by a majority vote of its neighbors that depends on the value of K. If more particular class surrounding the object, the object will fall to that particular class. If the value of k=1, the class of the object is the nearest surrounding.
G. Multilayer Perceptron (MLP)
MLP is an artificial neural network model that maps inputs to the outputs with nodes in a directed graph. It is a modification of the standard linear perceptron and data that are not linearly separable can be distinguished. Each node (neuron) Fig. 6 . Sample of 5 classes in arrangement of OvO multiclass structure contains a processing element with the nonlinear activation function and it utilize backpropagation during training. During learning, the weights of each path are adjusted after a data is processed based on the error in the output compared to the expected result [13] .
H. Support Vector Machine (SVM)
SVM is a non-probabilistic linear classifier that builds a model that assigns new example into one class or the other. SVM model is a representation of examples as a point in space that is mapped and arranged in groups divided by a clear gap. Test data is also mapped into the space and prediction of the decision is based on the sides it falls on [14] .
IV. RESULT AND DISCUSSION
In this experiment, a total of 60 samples was used comprising 30 training sets and 30 testing sets. Linear interpolation has been performed by the factor of 3 which means that in 1 second, there are 200 data points. An experiment has been conducted in determining the best linear interpolation factor. The interpolated data is then filtered by centering around zero for all axis. The filtered data is then segmented using Fixed Size Overlapping Sliding Window with window size equivalent to 32.
According to our research in this dataset, window size and linear interpolation rate does play a significant role in producing the result. Having too high of linear interpolation will make the classification accuracy low. It is also same with the window size.
Learning model is generated by OvO concept from 30 different classes for each experiment.
For classifier, the first method used is K-nearest neighbour. The nearest neighbour search algorithm is using linear nearest neighbour search with Euclidean distance as objects distance in data model. The k value is 1. The second method is MLP. The number of hidden layer is 20. The learning rate is 0.3 with momentum which is 0.2.
The third method is SVM. The coefficient used is set to 0 with cost is set to 0. The EPS (tolerance of the termination criterion), loss (epsilon for the loss function) and degree of the kernel are set to 0.001, 0.1 and 3 respectively.
After training based on the respective classifier algorithm, altogether, there are 435 generated learning models in each classifier.
Accuracy is calculated based on the percentage score of the recall using test dataset. It is produced by calculating the majority score of votes from the 435 generated confusion matrix.
The relationship of interpolation with classification accuracy is also analyzed. According to Table 1 , the interpolation size plays a significant impact in producing the best accuracy rate. The result of accuracy is being implemented using K-nearest neighbor. It can be seen that higher interpolation produce better result but it regress when more interpolation is added up.
According to Table 2 , both K-NN and MLP produced same accuracy result which yield at 96.7% with only 1 incorrect recognition rate. For SVM, the accuracy is not high enough which only yield at 76.7% with 7 incorrect recognition rate.
V. CONCLUSION AND FUTURE WORKS
In this study, gait recognition has been tested using a handheld smartphone. Besides that, a comparison of the accuracy of machine learning classifier with the OvO multiclass classification model has been conducted. At the same time, the study in finding the best linear interpolation size has been performed.
Based on the result, although the phone is held by hand, it is possible to get a high accuracy of recognition hence this type of location is viable for recognition.
For dataset, it can be seen that in this experiment, the number of dataset does play an important role in delivering the accuracy. However, this need to be in trial and error since having more dataset does not secure a good accuracy. k-NN and MLP produced the same result of accuracy which is very satisfactory except for SVM.
From the result, it can be concluded that using accelerometer signal from a smartphone with hand placement, it is possible to classify other types of decision or health related detection using the proposed method which would gain a promising accurate result. The limitation of this study is the number of dataset used is quite small. In the work by Ren [15] , the number of dataset used is just 26. However, the number of dataset could be increased since this is just an exploratory research, it would open a gateway for future research.
For future works, more machine learning classifier could be analyzed such as Decistion Tree, HMM, Nave Bayes and etc. At the same time, more classes or number of people could be added in-order to further validate the strength of this model.
