sulting in a set of speci c analyses on the program. An alternative could be to adopt a general purpose reverse engineering tool and present the outcomes to the users. It is the authors' opinion that the former method is preferable, since it attacks the real problems that the customer is interested in, rather than highlighting areas which are only indirectly associated to them. Therefore an indication can be derived on the development of analysis tools extremely exible and customizable, so as to provide the user with ways to obtain information that is actually relevant.
A second issue that was stressed during the analysis of the system is the absolute need to obtain accurate and safe results. Accuracy is important because the user does not want to revise a lot of false positives. Having a huge amount of possibly problematic areas, which reveal to be mostly false alarms, is the same as having no information at all, since the user cannot a ord the cost of revising all of them. Moreover, false negatives cannot be tolerated for many analyses. For example, it is not acceptable that a module is marked as a dead module and then results to be non dead because of an analysis imprecision. Analyses need to be conservative, since this is a safety attribute for the user and allows avoiding interventions on the code that may result incorrect successively. Handling function pointers with our static analysis algorithm is an example of safe and accurate choice.
Finally, the presentation of the results to the user has to be considered with care. While the details are extremely important, being the starting point for code modi cation, a roadmap leading to them is even more fundamental. In fact, the user cannot be overwhelmed by the number of problems that are signalled. It is rather preferable to start with high level summary information, and hooks toward the implementation.
The re-engineering process is still ongoing, making it impossible to draw nal conclu-DRAFT D R A F T preliminary results on small portions of code.
On the technical side, we determined that the impact of undocumented maintenance operations repeated during years can be explosive: never-ending compilation sessions due to unknown module dependencies (about two weeks to produce executable code) could be reduced by a factor 10; a lot of function clones could be safely removed, keeping the code more compact and easier to maintain: we found that about 30% of analyzed functions have at least one copy; call graphs could be provided to the maintainers to support the comprehension of system organization, but for their computation function pointer resolution was mandatory; when constructing the call graphs, we discovered that only 77 functions had become dead, i.e., there were only small portions of code that cannot be reached from any main and will never be executed. Such a result contradicts the previously existing beliefs about the system, that was supposed to have a large amount of dead code.
Results provided by the performed analyses gave key information for understanding the code structure and redocumenting the program. Furthermore, they could also be used as guideline to decide where and how the code should be modi ed, and which parts could be improved.
Some general lessons can be abstracted from the experience we made while analyzing this large C system. Our approach to reverse engineering the code was driven by the customer's needs, re-DRAFT be correct to dereference the pointer to the array, and then to use the array as such or as a pointer to the rst array component.
Of course the above considerations on analyzability may be only a small part of the interventions required to improve the quality of the code, since analyzability is just one of several quality factors. Nevertheless some of the suggestions are quite general and have an impact on other quality components like understandability and maintainability.
CONCLUSIONS
This paper presented the work done to reverse engineer a large software system of about 4.7 MLOC of C code. Although such a huge application represents a signi cant investment of time and resources, its quality has been quite neglected over several years and thus it needed to be updated and enhanced.
Four people of the ITC-Irst Reverse Engineering group have been charged with performing several analyses on this application, working in a result driven way. For each kind of analysis that could be performed, before attempting to compute results about the whole code, preliminary results had to be provided to support a careful evaluation of the costs.
Since limited resources were available, and strict deadlines were assigned to each analysis, we had to carefully schedule activities and decompose the task in order to meet time and budget constraints. However, this challenging work taught us many interesting lessons.
First of all, we learned that few people with limited computing resources can complete a very complex task only if careful resource management is accomplished.
Second, the need to evaluate for each analysis the tradeo between expected outcomes and costs forced us to experiment with assessing the necessary resources by computing DRAFT D R A F T plicitely states to do nothing under a given condition. The equivalent organization with the if condition negated and only the then branch present was suggested as a more readable replacement.
Assignments inside expressions. Code analysis also encounters problems when assignments are used inside expressions. In C an assignment can be used wherever it is legal to have an expression. The value associated to the assignment is that held by the left hand side after executing the assignment. Very complex instructions can be built by exploiting such a feature. The following example was taken from the analyzed system : There is an obvious gain in terms of understandability and maintainability, simply achieved by the introduction of the temporary pointer variable tmp.
Pointers to arrays. Finally, a relevant analyzability problem comes from the conversion of pointers to arrays into pointers. Since a pointer to array contains the array address, its conversion to a pointer to array element by cast may give a pointer to the rst array element, but the result is not guaranteed and depends on the compiler in use. It would Variable names have been changed for the sake of con dentiality.
DRAFT D R A F T 33 9126 standard 11 , the main analyzability problems were reported to the user, considering that an intervention on such problems is bene cial to the overall quality of the code. The following list does not represent the outcome of a thorough examination of the coding practice. It is rather a side e ect of conducting the analyses required by the rst reengineering iteration.
Variable length argument lists. The rst analyzability problem is the use of variable length argument lists. In C it is possible to leave the nal sequence of formal parameters of a function unspeci ed (e.g., by declaring a function as f(int a, ...)). An arbitrary number of actual parameters can be used for such a sequence at the invocation site. In the analyzed system several functions of a common family use variable length argument lists: since the mechanism to access the arbitrary parameters is not intuitive and selfexplanatory, we warned the customer about these functions.
Flat initialization of arrays of structures. The next analyzability problem is the at initialization of arrays of structures. In C an array of structures can be initialized through a comma separated sequence of structure initializers enclosed in curly brackets, or through a at sequence of variables and constants. Empty then branch. Another analyzability problem is the use of if statements with an empty statement as then branch and the computation on the else branch. Although syntactically and semantically correct, such code organization looks strange, since it ex-DRAFT whose code was not provided invokes one of the dead functions, the performed analysis cannot detect the call, because the invoking function is considered a library function and the analysis cannot enter its body. While this is possible for a global function, declared extern in the library module, this case cannot occur for the static functions, which are accessible only from inside their module. Therefore, the 57 static dead functions invoked only by statics are de nitely dead. There is no possibility of calling them from outside their module. However, the 2 static functions invoked by global functions and the 18 global dead functions may be called by a missing library module. In fact, if a module whose code was not provided declares them as extern functions, it can invoke them and thus make them alive. Functions whose code was not available were considered library functions by the front end. By analyzing the names of the library functions identi ed by the front end, some anomalous situations emerged. In fact, 7 library functions were not part of any standard UNIX library or of any special user library. Five of them were recognized as part of a user module which encapsulates a speci c functionality and therefore is assured not to declare as extern, or to invoke any global function from other modules. The other two functions were actually part of two modules whose code was not provided for the analysis. Therefore the users were warned that while the 57 static functions invoked only by statics are surely dead, the other 20 functions could be invoked from inside the two missing modules.
During the manual veri cation of the AST les, some problems were found to a ect the analyzability of the system. They had to be manually corrected before performing the successive analysis steps (pointer analysis and call graph construction). Since the analyzability of a software system is one of the quality attributes, according to the ISO DRAFT D R A F T 
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Therefore, 67 days were required, which, divided by the three available workstations, results in a total of 22.3 estimated computation days, compatible with the given deadline.
Also, since each module is saved into an AST le just once, the manual veri cation was dramatically reduced. It could also be performed in parallel with the analysis of the programs by the three people examining the outputs of the three workstations.
After producing and manually revising each AST le, it was necessary to expand its included modules. Then the program is ready for pointer analysis. Furthermore, all the information needed by CANTO is retained in the AST les, so that it is possible to apply any analysis o ered by CANTO to the program. Since the expansion of a program depends on the availability of all the included modules, a proper computation order must be respected, ensuring that when an AST le is produced, all the needed modules have already been saved into the corresponding AST les. One disadvantage is that if the computation of an AST presents some parsing problem, due, for example, to the use of non-standard C constructs, the expansions of all the executables depending on it are blocked. Occasionally this actually happened. By having a clear map of all the dependencies between executables and included modules, it was possible to proceed with the expansion of other ASTs, and to temporarily leave the problematic expansion suspended.
The AST les were produced and revised on schedule, and the results of the points-to analysis allowed to determine the dead functions and to build accurate call graphs for each program. Static ow analyses were also available as a result of AST production.
Experimental results
The rst result obtained by function pointer analysis is a re nement of the call graphs for DRAFT to schedule and organize the analysis resources. The module dependency analysis (see Section \MODULE DEPENDENCIES") indicated that each of the 402 executables to be parsed and translated by the front end requires on average 83 modules. Thus, any executable is about 320 kLOC long on average, and the front end takes 1 day to complete its parsing and to compute and download all the information required by the CANTO analysis modules. By using three Sun workstations in parallel, a total of 134 days results, signi cantly exceeding the given schedule. In addition, the manual veri cation time could be as long as the front end analysis: we had only one month to complete the task.
We approached the problem by observing that the analysis environment could be modi ed to avoid repeatedly analysing all the library modules shared among executables. A further estimate was required to be sure that the new approach would allow a drastic reduction in computation time.
Given a program to be analyzed, the front end should build its complete AST in memory.
Then only those portions of the AST that do not belong to already encountered modules should be traversed to collect the relevant information for each statement. Finally only the AST portions of modules never encountered before should be saved into the AST le.
The missing modules are replaced by include directives, in the saved AST le. In this new setting CANTO needs an additional input, with respect to the C program, that is the list of modules to be completely analyzed, and the list of modules to be simply included.
This approach enables each of the 1217 modules to be examined just once, with regard to the traversal and download of its AST. But it is still parsed many times if it is used by many executables, because its AST is still built in memory. A preliminary evaluation showed that in this way the analysis time for each program was reduced to about 4 hours.
DRAFT part of CANTO, and whose results can be viewed through a graph display module or by querying speci c information from a customized editor.
The points-to analysis module accesses the pointer related data of each statement to compute the SSG (Storage Shape Graph 10;23 ) of the program. The SSG is a graph representation of the points-to relation between pointers and pointed locations. Nodes are associated to locations (of pointer and non pointer type), and an edge connects two nodes if the pointer associated to the rst node can point to the location in the second node.
Details on the algorithm used to obtain a safe SSG for a C program are provided in a previous work 10 . The pointer-related data stored in the AST les and required by the analysis consists of pairs (lhs, rhs) corresponding to the left hand side and the right hand side of an assignment, or to the formal and actual parameters in a function call, only for the cases where lhs or rhs evaluate to the pointer type.
Unfortunately, the front end of CANTO, which is built on top of the Re ne/C parser and translates the input program into the AST intermediate language, sometimes incorrectly handles complex constructs (e.g. ternary expressions), allowed in the C language, thus generating incorrect information. In such cases CANTO can produce spurious (lhs, rhs) pairs. The front end has a list of suspect constructs and every time they are met, a warning is reported in the log le. Then a manual modi cation of the resulting AST le, driven by the log, is required to x possible errors.
As a result, the analysis of the 4.7 MLOC application requires a great amount of computation time to produce the ASTs, and many sessions to verify and correct them.
Some preliminary evaluations took place in order to provide feedback and suggest how To summarize, the preliminary analysis shows that function pointers are heavily used and if they are ignored a relevant error a ects the call graph structure. As a consequence, the evaluation of dead functions has to account for them. Therefore we had to apply pointer analysis to all the 402 executables in the system, spanning over all the 4.7 MLOC. A function call has the name of a function as an actual parameter.
Although not exhaustive, the cases listed above are the most frequently used when a function is assigned to a function pointer, and they are very easily detected by a parser. Of course function pointers could have also been used in di erent ways, but if the preliminary analysis suggests that these cases are present in a relevant percentage of executables, a rst conclusion can be drawn: function pointers are actually used, and therefore require further investigations.
As shown at the bottom of Table IV , 173 executables satisfy one or more of the above criteria, i.e. at least 43% of the executables make use of function pointers. It is thus possible that their call graph is incomplete without function pointer analysis, but an additional preliminary analysis had to be conducted to assess, on an example, the actual impact of function pointers, before moving to the complete analysis. In fact, functions called both through function pointers and through a normal invocation result not dead even before pointer analysis. The number of dead functions can be diminished by function pointer analysis just for those functions that are invoked only by means of function pointers.
As a preliminary approach, we chose one of the 173 executables using function pointers, and performed a complete pointer analysis in order to gain some feeling about the impact of function pointers on dead code. The results obtained are shown in Table V .
Since the number of calls through function pointers is very small (only 3 over 1715 function invocations), one might think that the impact of the analysis is rather limited.
On the contrary, for the chosen program the number of functions reachable from the main increases from 84 to 261, and consequently reduces the number of dead functions, from 214 (72%) to 37 (12%). There is a twofold explanation for this. Firstly, the average number of an executable: it is likely that only a subset of the available interface functions is used.
On the other hand, a high percentage (24%) of functions were simultaneously found to be dead in all partial call graphs: 1726 over 7277 functions are potentially unuseful and may constitute a legacy bunch of old dead code.
In order to assess whether they are de nitely dead functions, some more code investigation was required. The question is: Will function pointer analysis reduce dead function percentage? We had to answer this while avoiding the costs, estimated in several man/months, of a ne analysis on such a huge system. Of course, in the event of a positive answer, it would have been necessary to carry out such an analysis.
Thus we selected the following heuristic criteria to estimate the extent of the use of function pointers inside each executable:
A structure eld initializator is the name of a function.
An assignment has the name of a function as the right hand side.
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We used CANTO 3 to visualize the produced call graphs. CANTO o ers zooming and focusing capabilities, coupled with searching and navigation functionalities. For example, a selected function can be displayed at the center of the window and the user can de ne the depth level for visualizing the calling and called functions for that function. This is very useful to manage huge graphs with hundreds of nodes.
If function pointers are not taken into account, the call graph can be generated directly from the AST built by the parser. On the other hand, taking into account function pointers requires the performance of (static) pointer analysis 2;20;23 , to have a safe approximation,
i.e. a superset, of the real set of functions that each function pointer may point to during execution. Further details about the points-to analysis employed for function pointer resolution are given in a previous work 10 . For a 4.7 MLOC system, performing the pointer analysis is quite a di cult task. For this reason some preliminary evaluations were done to decide whether to perform it or not.
As a rst approximation of the`real' call graphs, we computed the call graphs without function pointer resolution (we will call them partial call graphs). In order to warn maintenance involved people about the missing calls, in the partial call graphs the names of the functions invoked through pointer dereference were replaced by the dereference expression (e.g., *fp, where fp is a function pointer).
As shown in Table IV 
that during this re-engineering iteration resources were available only to deal with them.
When such clones were examined, programmers recognized that they were actually the result of a very common practice. Every time a new program had to be built, the modules performing functions similar to those needed were copied and modi ed, instead of being reused, possibly after some parameterization or generalization. As a consequence the same function was replicated several times in di erent modules with only minor or no modi cations. Substantial work was devoted during this re-engineering iteration to remove such clones, by factorizing their functionality. Future re-engineering iterations will keep the presence of residual clones under control and suggest possible further re nements.
CALL GRAPH CONSTRUCTION Overview
The call graph shows the organization of a system in terms of invoked functions. It is considered to be one of the main supports to the program comprehension activities, that are preliminary to any re-engineering intervention on the code.
By examining the call graph it is possible to understand how program functionalities are partitioned and assigned to the various functions. In addition, the call graph supports change impact analysis, identifying which functions could be a ected by a change in the code. For example, if a function's interface is modi ed, then all invoking functions will have to match the change, providing the proper signature. If the modi cation involves the internal computation, some e ects are expected on both invoked and invoking functions.
Another important aspect is that the call graph could be used to determine the presence When complemented with browsing mechanisms, clone detection was judged an e ective means to control software evolution across releases and to remove potentially dangerous function duplicates. Programmers decided to start inspecting equal clones not invoking static functions. In fact, their number was quite high (see Table III ), and they estimated DRAFT Preliminary results were presented in a rst meeting, giving the customer an early feedback about the software. At that point we were asked to mark those clones that call static functions (i.e., with visibility scope restricted to the le containing them As can be seen from Table III , a large number (30%) of the analyzed functions has at least one copy. Consequently a major issue was raised by programmers: the access to clones/function metrics should be supported by an adequate, easy-to-use tool. To cope with such presentation and search issues, and allow the programmers to jump from a function to its clones, to the software metrics and vice versa, results were organized into html pages. Figure 2 shows an excerpt of the WWW interface. The main page provides DRAFT
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These tools provide di erent sets of metrics at di erent computational costs. Because they are based on di erent parsers, these tools usually require di erent degrees of manual interventions to x the constructs that cannot properly be handled (e.g. non-standard C code). In order to collect as wide a range of metrics as possible, all of the available tools were run on the system under analysis, and we found that 4.7 MLOC can be analyzed in a couple of days (with slight di erences depending on the tool used) on a Sparc Station 10 or a Pentium Pro, manual interventions included. Notice that the most time-consuming phase is computing metrics for all functions and xing parsing problems. After this, about one hour is needed to compare extracted values in order to recognize possible clones.
As a further step, we highlighted the critical functions, i.e. the functions whose metric pro le, for prede ned metrics suites, does not match well-known coding standards (e.g., nesting level and/or cyclomatic complexity are too high).
Experimental results
The 4.7 MLOC contain 7277 functions that we analyzed following the metric based approach outlined above. This approach is extremely e cient: after the metrics had been computed, extracting function clones for the 7277 functions required about 1 hour on a Pentium Pro machine with a Linux operating system. The described process was applied to the whole system: Table II Finally, the last row shows that 50 modules over the 815 from the library are dead modules, which corresponds to 6.1% of the total number.
FUNCTION CLONES Overview DRAFT
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pre-processor directives were passed to the compiler (e.g., the directories containing the needed header les). At the link phase, the compiler issued a set of errors, signalling all the unresolved references, either to external functions or variables. All unresolved references related to user-de ned functions or global variables were recorded and for each of them, the modules containing their de nition were retrieved and added to the module dependency list. This process was re-applied each time a new module was added to the list, until no more unresolved references were discovered (except for the references to functions from external libraries).
Note that while function pointers are a big problem when the call graphs are built (see Section \CALL GRAPH CONSTRUCTION"), they are intrinsically taken into account if the dependencies to be considered are at the module, instead of function, level. In fact, in this latter case it is not necessary to determine an approximation of the pointed-to functions. It su ces to detect those functions that are involved in function pointer initialization or de nition. Such references result unresolved in the link phase of compilation.
As a consequence, all functions possibly assigned to function pointers are automatically detected and the enclosing modules added to the dependency list.
Resource management
Most steps in the algorithm to detect module dependencies were automated. A list of user-de ned functions and global variables, with the associated enclosing module, was automatically produced. It was used to lter the output of the compiler and exclude all unresolved references to resources imported from external libraries. Manual interventions were only required to monitor that no error occurs during the ltering and the
DRAFT
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This practice caused unnecessary long compilation sessions (it was reported that usually the whole compilation process took about two weeks), and a huge amount of disc space had to be devoted to temporary le storing.
Another important bene t of module dependency information is the identi cation of dead modules. Dead modules, i.e. modules whose resources are not used by any other module, do not contribute to the creation of any executable, and can be detected by di erence with the used modules. The advantage of discovering dead modules is twofold:
rst they do not need to be compiled and linked to executables anymore, second and more important, such modules can be removed from the list of maintained modules, thus saving e ort and obtaining more control over the whole system organization. Of course, the nal decision on how to deal with them is left to the maintainers, who could have good reasons
for not dismissing them de nitely, and for assigning them a \pending state", so that any possibly embedded knowledge is not lost.
Module dependency detection
Module dependencies in C occur when a function in a module invokes another function or references a global variable de ned in a di erent module . Types, constants and macros must be local to a module and thus do not contribute to dependencies. Dependencies among modules were discovered using the compiler with a simple iterative procedure to be applied for each executable.
The rst step consisted of the invocation of the compiler on a main module. Appropriate
Dependencies may also be expressed using header le inclusion. This is a well-structured model of programming in the large, where each module de nes its interface in a public header le. Unfortunately this was not actually the case.
DRAFT Overview
The system we analyzed is a 4.7 MLOC (Millions of Lines Of Code) banking application written in C language. As shown in Table I In what follows, we will use the term, an executable, to refer to a main module with all library modules linked to it. We successfully analyzed all of the 402 executables determining module dependencies among main and library modules.
The analysis of module dependencies was aimed at determining which modules are needed to build each executable of the system. This step was needed in order to reduce the size of the programs to be analyzed in the next steps of the re-engineering process.
Because of the very large application size, this analysis also gave a practical bene t to the compiling phase. In fact, due to the lack of information about module dependencies, maintainers were previously forced to link all the library modules to each single main in order to build the corresponding executable.
DRAFT
D R A F T
The set of analyses described above could be used by the customer to improve the software in the following ways:
Module dependencies provided a way to decompose the software, thus reducing the size of the subsystems considered for modi cation during maintenance. Moreover, when a single executable was recompiled, only the dependent modules were involved, thus lowering the compilation time. Finally, the possibility to decompose the system allowed a simpli cation of the analyses we performed on it.
The function clone recognition was aimed at pruning code redundancies: it enabled the determination of which portions of code can be safely factorized, making the software smaller and easier to maintain.
Software metrics provided quantitative information about the code: they could be used to assess whether the software complies with reference coding standards or not.
The call graph could be used as a tool supporting program understanding and maintenance activities. Dead functions were consequently identi ed: being never executed, they could be safely deleted from the code.
Brie y, the results available from all the designed analyses provided useful information to understand the code structure and re-document the program, thus answering the main questions and solving the main uncertainties on the system. What's more, they o ered guidelines to decide where and how the code should be modi ed, and which parts could be improved. In the following a detailed description of each such analysis will be given, together with considerations on its real usefulness.
DRAFT
The call graphs can then be used to detect the presence of dead functions, i.e. functions that cannot be reached from any main function. Dead functions can be safely removed from the code without a ecting the system's functionalities. Dead code elimination generally improves a program; compilation becomes faster, and maintenance activities are made easier, since the system structure becomes less cluttered and more easily understandable.
The ASTs are the fundamental basis for several other ne-grained code analyses, such as data dependencies 1 , control dependencies 9 and slices 12;26 (indicated in Figure 1 as \Static Flow Analysis"). CANTO provides these analyses as well.
Another issue to be addressed was the identi cation of potential function clones, i.e.
functions appearing in di erent pieces of code that are equivalent or very similar, and therefore can be factorized into a single possibly parameterized function. Several algorithms for clone detection have been proposed 4;5;16 . The technique in 16 was considered appealing for its ability to scale to large software systems. Being based on software metrics, it provides an additional bene t, in that the computed metrics can be analyzed to improve the knowledge about the system. According to such an approach, potential function clones can be identi ed as those functions having all their metric values equal (or at least very close). The identi ed clones can be factorized or eliminated, thus making the software more e cient and easier to maintain.
Software metrics give also information about important code parameters, thus enabling the evaluation of whether the system meets reference coding standards (e.g. the number of nested if statements in the code) or not 8;13 . The compliance to recognized standards is an indirect measure of software quality that provides a way to improve the code: values that exceed the thresholds give indications about how the software should be modi ed.
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steps of the analysis are indicated. The successive code modi cation step was charged to the customer. In Figure 1 and in the following the term documentation is used in a broad sense to indicate all information extracted to support the current re-engineering iteration.
The rst analysis to be performed, according to the documentation recovery process, was aimed at extracting module dependencies: such information could be used to build the system view of the code, providing an architectural description of the code structure. The system view allows decomposing the whole code into a collection of executables (i.e. main functions together with the modules they link), thus providing a way to split the analysis task into smaller subtasks. In addition the modules which are not linked by any executable can be considered dead modules, and represent a rst outcome of dead code detection. In fact, they are not necessary to build any executable, and can thus be disregarded. Further dead code will be considered at the function level: dead functions are those that cannot be invoked by any executable (even though they belong to non dead modules).
As a result of module dependency analysis, we gained su cient understanding about the code structure to extract the Abstract Syntax Tree 1 (AST) of each executable separately, parsing only the modules it depends on. ASTs were then used to build the call graph, one of the main supports to the program comprehension activities, which are a necessary preliminary step to the maintenance interventions 19 .
If function pointers are not taken into account, the call graph construction phase can be obtained by traversing the ASTs and collecting call nodes. On the other hand, much more work is needed in order to augment the ASTs with information about function pointers.
To perform pointer analysis, CANTO, the Code and Architecture Analysis Tool 3 , was used.
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answering speci c questions about its internal structure. In fact, contradictory beliefs were sustained by di erent people, and no operative decision could be taken.
The possibility of identifying relatively independent subsystems, thus reducing compilation time, had to be investigated.
The practice to cut-and-paste modules in order to produce the new ones was considered a potential source of clones, di cult to maintain and update in parallel.
There was the suspicion that much of the 4.7 MLOC was dead code. The system had to be re-documented with information addressing the issues described above. For this purpose we followed the process depicted in Figure 1 Iterative and incremental re-engineering Only a few interviews with managers and programmers were su cient to understand that re-engineering could not be conceived as a big bang activity, including full re-development.
The risk involved in such an approach could not be run. Re-engineering should rather produce a small number of limited bene ts at each iteration, so as to achieve a continuous and smooth improvement (this is the result of a Trade-O Analysis, according to the terminology of Renaissance 25 ). To identify analyses and interventions, a phase devoted to collecting opinions on the system was conducted (Issue Assessment, according to Renaissance 25 ). The resulting re-engineering plan (Decision Analysis 25 ), which was also the contractual basis, separates activities and responsabilities into two parts: code analysis and code modi cation. Code analysis was charged to ITC-Irst and consists of an information recovery activity, resulting in a set of diagrams and tables representing the system modules and functions, its dead regions and clones. Code modi cation was out of the scope of the collaboration, being performed totally within the company. The decisions on such activities were driven by the output of the analyses, but were not discussed with ITC-Irst and their responsibility is totally charged to the customer. The deadline for the whole iteration was strict so that early feedback could be obtained on the e ects of the intervention.
Documentation recovery
After several meetings with managers and programmers from the company, we identi ed the extraction of information on the system to be the highest priority activity, aimed at DRAFT D R A F T the software 6 . Di erent re-engineering methods have been proposed 7;24;25 . The need for a working system and the high cost of a full reverse engineering step followed by a full redevelopment suggested adopting an iterative and incremental re-engineering process. The activities performed by the authors during the rst re-engineering iteration, consisting of re-documenting the system through call graph extraction, dead code identi cation, and clone detection, are described in the following. Successive iterations are still ongoing and out of the scope of this paper.
Related approaches
The Renaissance framework 25 proposes a migration toward a modern evolvable system performed in several iterations, each including a \What to do" and \How to do" analysis, allowing a continuous product improvement and a continuous re nement of the re-engineering process itself. Such an approach is very similar to ours, in its iterative nature, and sub-phases (Trade-O Analysis, Issue Assessment, and Decision Analysis) can be mapped in a one-to-one fashion onto our sub-phases, as outlined in the following.
Similarly to REDO 24 , a set of reverse engineering tools, which are available from CANTO, the Code and Architecture Analysis Tool 3 , operate on a uni ed representation of the program, independent of speci c programming languages. The main di erence with respect to REDO is that re-engineering actions are not centered on formal speci cations reverse engineered from the code. In RECAST 7 the physical design of a system is recovered and represented in the SSADM format. Its availability from CASE tools is the basis for redeveloping the application. On the contrary, our objective was not a full re-development, so that the extracted information was focused on the needs of the current re-engineering DRAFT D R A F T lived with 4.7 million lines of \unknown" C code, discussing the way we approached the problem and managed the limited resources in order to complete the task within the assigned deadline.
Paper organization
The rest of the paper is organized in ve Sections. The next Section gives an overview of the re-engineering process. The Section \MODULE DEPENDENCIES" outlines how we gained information about the architectural structure of the code, after a description of the system to be analyzed. The following Section, \FUNCTION CLONES", addresses the problem of function replications. It describes the problem of identifying and replacing pieces of code that are very similar, in order to make the software more e cient and easy to maintain. The Section \CALL GRAPH CONSTRUCTION" is devoted to the problem of building call graphs and detecting dead code. It presents an analysis of function pointers and evaluates their impact on the call graph. In this Section the CANTO 3 tool and its main features are described as well. In the nal Section, \CONCLUSIONS", we summarize our results.
Each of the three central sections employs a similar scheme: we brie y introduce the problem, highlight the approach followed and explain how resources were managed. Experimental data about the results of each analysis are then provided.
OVERVIEW OF THE RE-ENGINEERING PROCESS
In this paper the term re-engineering is used to denote a modi cation of source code items based on modern software engineering principles to improve the maintainability of DRAFT D R A F T from scratch was prohibitive for the company, and a gradual renovation achieved through system re-engineering seemed to be a better solution. This was the result of a cost/bene t analysis, conducted within the company. No detail about the trade-o s evaluated during such analysis was provided to ITC-Irst, and from our point of view its outcome was a set of questions about the code health. A reverse engineering activity was necessary to extract information from the code to answer them. This reverse engineering phase was to be followed by an associated code modi cation phase, internal to the company, so as to complete the rst re-engineering iteration. Speci cally, some of the questions were:
What are the dependencies between the subparts?
Are there code replications that could be avoided?
Is there dead code?
The authors' contribution was driven by such questions, and the analyses performed in the reverse engineering phase were aimed at providing answers.
We began with a conservative approach: a preliminary evaluation of the impact of the chosen analyses was performed on a selected set of code modules. If such modules are representative of the whole application, an estimate of the total analysis cost and of the expected outcomes can be computed. On the contrary, the indirect e ects on the software maintainability can only be hypothesized, and in general depend on the places where maintenance interventions are concentrated.
The strict deadline imposed by the customer made the task more di cult, since both human and computing resources were limited. Four people were involved and the analysis required three Sun workstations and two Pentium PCs. This paper summarizes how we DRAFT D R A F T databases, etc.).
Since the system had had a very long life span (more than 10 years), many problems had accumulated 14 . According to the company's maintenance personnel, the structure of the code had deteriorated, thus making program understanding extremely di cult.
The features supported by the modules and functions in the system were no longer fully known, as the maintenance personnel only focused on limited portions and aspects of the system. Some maintenance interventions which had to be replicated on several similar functions led to suspect that redundant functions were present in the code. In addition, dependencies among subparts of the system were no longer known, so that it had become di cult to trace the e ects of a modi cation. The system documentation was inaccurate and obsolete.
Since the persons who had initially developed the system were no longer available due to the company turn-over, it had become impossible to recreate a comprehensive knowledge of the system structure. The experience collected in interviews with the current maintainers of the application highlighted many areas in which information was insu cient or totally missing.
On the other hand, there were strong reasons not to re-design and re-implement the system from scratch. First, the application implemented business rules not recorded elsewhere, which could be di cult and very time consuming to retrieve in other ways. Furthermore, since the software actually ran on a very large number of di erent sites with di erent hardware/software con gurations, it could not be easily replaced by a brand new application. Last but not least, the cost of re-designing and re-implementing the system DRAFT D R A F T
INTRODUCTION
Although the academic community expresses contradictory opinions about the real usefulness of re-engineering large old software systems 18;28 , it is a matter of fact that in real life the production of a new application from scratch is often a nancial problem, and the associated risk cannot be run. As a result, a re-engineering approach may be adopted (a successful example is the RT-1000 system by Nortel 22 ).
Some authors have argued that repeated undocumented maintenance interventions on the code reduce one's understanding of the system, substituting reliable information on the software with smoky perceptions and folklore 14;27 .
The ITC-Irst Reverse Engineering group was charged with analyzing a software application of about 4.7 million lines of C code (comments excluded). The customer was interested in a preventive maintenance 6 intervention, aimed at removing the`dust' that had accumulated over the course of ten years of service due to many undocumented modi cations.
Information on the code structure (module and function organization) was needed, and the presence of code replications and dead code had to be checked.
The application was an old legacy system (i.e., a system implemented many years ago, maintained for a long time, with a deteriorated structure and documentation, which cannot be easily replaced because of the investment it represents), subjected over the years to many maintenance interventions in order to continue operability on di erent platforms DRAFT D R A F T SUMMARY The ITC-Irst Reverse Engineering group was charged with analyzing a software application of approximately 4.7 million lines of C code. It was an old legacy system, maintained for a long time, on which several successive adaptive and corrective maintenance interventions had led to the degradation of the original structure. The company decided to re-engineer the software instead of replacing it because the complexity and costs of re-implementing the application from scratch could not be a orded, and the associated risk could not be run. Several problems were encountered during re-engineering, including identifying dependencies and detecting redundant functions that were not used anymore.
In order to accomplish these goals, we adopted a conservative approach. Before performing any kind of analysis on the whole code, we carefully evaluated the expected costs. To this aim a small but representative sample of modules was preliminarly analyzed and the costs and outcomes were extrapolated so as to obtain some indications on the analysis of the whole system. When the results of the sample modules revealed useful as well as a ordable for the entire system, the involved resources were carefully distributed among the di erent reverse engineering tasks to meet the customer's deadline. This paper summarizes that experience, discussing how we approached the problem, the way we managed the limited resources available in order to com-DRAFT D R A F T
