Abstract. We establish matching lower and upper bounds for moments of weighted sums of finite Riesz products based on lacunary integer sequences with large enough ratios. Our bounds essentially show that those moments behave as though the products were functions with disjoint supports. Constants depend only on the order of the moments.
introduction
Let T = R/2πZ be the one dimensional torus and m be the normalized Haar measure on T. Let (n j ) j≥1 be an increasing sequence of positive integers. Riesz products are defined on T by (1 + cos(n j t)) for N = 1, 2, . . . .
To simplify the notation we also put X 0 ≡ 1 and X j (t) := 1 + cos(n j t), j = 1, 2, . . . .
It was Frigyes
Riesz who first realized the usefulness of these objects treated as probability measures. Suppose n j+1 /n j ≥ 2 for j ≥ 1. Then the numbers N j=1 ε j n j are all nonzero for nonzero vectors (ε j ) N j=1 ∈ {−1, 0, 1} N , due to the fact that for every l, l k=1 n k < n l+1 . In particular, the zero mode of R N has Fourier weight 1 and thus R N are densities of probability measures µ N . The weak- * limit of (µ N ) is a singular measure which admits a number of remarkable Fourier-analytic properties. The reader is referred for instance to [10] for more information on properties of Riesz products and general trigonometric polynomials as well as to the short survey [5] of some applications of Riesz products.
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In this article we shall study the sum N k=0 v k R k where v k are vectors in a normed space (E, · ). By the triangle inequality, we trivially have
Wojciechowski asked for the validity of the reverse bound up to some universal constant (personal communication) and studied this problem in the following probabilistic context. Suppose we replace the functions X 1 , X 2 , . . . appearing in the definition of the Riesz products with a sequence of independent random variablesX 1 ,X 2 , . . . (defined on some probability space (Ω, P)), each having the same distribution as 1 + cos(Y ), where Y is uniform on [0, 2π]. We then takeR N = N k=1X k and of courseR 0 ≡ 1. Note that the functions X j defined on the probability space (T, m) have the same distribution as the random variablesX j . Even though the X j are not independent, we shall see that they behave, in many ways, like independent random variables. Capturing this phenomenon in a quantitative way is one of the main difficulties in our investigation.
In [9] , Wojciechowski showed the existence of universal constants c and C as well as real numbers a 1 , a 2 , . . . such that for every n, | k i=0 a i | ≤ C for all k ≤ n and E| n i=0 a iRi | ≥ cn. This result was used in [4] to show the continuity of Fourier multipliers on the homogeneous Sobolev spaceẆ 1 1 (R d ), generalizing a result of Bonami and Poornima from [1] . Another application of Wojciechowski's result appeared in [3] where the authors gave an alternative proof of the lack of a priori estimates for certain differential operators, first established by Ornstein in [8] .
The reverse of (2) forR k was proved by the first named author in [6] for general random variables. Namely, for any sequenceX 1 ,X 2 , . . . of i.i.d. non-negative random variables with mean one and such that P(X 1 = 1) < 1, we have
for any vectors v i in an arbitrary normed space (E, · ), with a constant cX 1 depending only on the distribution ofX 1 (see Theorem 4 in [6] ; see also Theorem 3 therein for non identically distributed sequences (X i )). This clearly implies Wojciechowski's result with a i = (−1) i (here E = R). According to a theorem of Y. Meyer (see [7] ), under a stronger divergence of the sequence of modes, namely when
for a positive constant c S which depends only on the n k . In [6] , this principle was combined with (3) to show the reverse of (2) in the real case and under the above restrictive condition on the modes n i .
Later the results of [6] have been generalized by Damek et al. in [2] , where it was shown that for any p > 0 and under the same assumptions on the i.i.d. sequence (X i ), we have
with a constant C p,X 1 depending only on p and the distribution ofX 1 . The aim of this article is to prove the following theorem.
Theorem 1. For every p ≥ 1 there are positive constants d p , c p , C p depending only on p, such that for any integers n j satisfying n j+1 /n j ≥ d p , j = 1, 2, . . . and for any vectors
for any N ≥ 1, where R k are defined via (1).
The lower bound in the case p = 1 answers the original question of Wojciechowski. Let us also note that for p > 1, both the upper and the lower bound are non-trivial. Theorem 1 was proved in [2] in the real case (E = R) under the condition
< ∞ mentioned earlier (again by combining the independent case with the decoupling inequality of Meyer) .
The values of the constants d p , c p and C p that can be obtained from our proofs are not optimal. In particular, we have lim p→1 + d p = ∞ and lim p→1 + c p = 0, which is inconsistent with the case p = 1. Due to these blow-ups as p → 1 + , our proof in the case p = 1 is slightly different from the proof for p > 1. We restate the result for p = 1 with numerical values of the constants (for explicit bounds on the constants for p > 1, see Remark 28).
Theorem 2. There exist constants d 1 < 1.2 · 10 9 and c 1 > 5.8 · 10 −6 such that for any positive integers n j satisfying n j+1 /n j ≥ d 1 and for any vectors v 0 , v 1 , . . . in a normed space (E, · ), we have
We conclude with two questions: 1) Can the constant d p in Theorem 1 be chosen so that it does not depend on p (is universal)? 2) Does Theorem 2 hold with
The article is organized as follows. In Section 2 we provide two lemmas concerning lower bounds for the pth norm of a sum of two functions. In Section 3 we give some auxiliary lemmas concerning factorization of integrals under the presence of highly oscillating factors. Section 4 is devoted to the proof of Theorem 2. Section 5 deals with the lower estimate for p > 1. Finally, in Section 6 we give a proof of the upper bound for p > 1.
Lemma 5. Suppose that g 1 , . . . , g N −1 are trigonometric polynomials of degree at most d, g N is an arbitrary continuous function on T and
Proof. Since trigonometric polynomials are dense in the space C(T) of continuous functions with the sup norm, we may assume that g N is also a trigonometric polynomial. Let
Observe that an integer of the form N j=1 l j n j , l j ∈ Z, |l j | ≤ d for j ≤ N − 1 is zero if and only if all l j are zero. Hence
where m s are nonzero integers. Therefore
Even if the exact factorization does not hold, one can establish approximate factorization in the presence of a highly oscillating factor. This idea is quantified in the following lemma.
Lemma 6. Suppose that f is a Lipschitz function on T and g is an integrable function on T. Then for any integer n ≥ 1, we have
Summing the above estimate over 0 ≤ k ≤ n − 1 yields the lemma.
In the context of trigonometric polynomials, in the above lemma we can pass from the bound in terms of f ′ to the bound in terms of the original factor f . Namely, we have the following lemma.
Lemma 7.
Suppose that f is a vector-valued trigonometric polynomial of order at most d. Then
Moreover, for any integrable (complex valued) function h on T, we have
by Hölder's inequality and estimate (4). Thus Lemma 6 yields (5).
4.
Lower bound for p = 1
As in the independent case established in [6] , the proof is based on a more general lower estimate, which is shown by induction. For technical reasons (that enable the induction procedure) we need to consider a larger class of measures on the torus. Namely, for k, l ≥ 0 by F k,l we denote the class of all measures on T with densities of the form dµ dm = l j=1 g j (n j t), where g 1 , . . . , g l are nonnegative trigonometric polynomials of degree at most k. Observe that F 0,l consists only of positive multiples of the measure m, F k,0 consists only of m and 
Let us see how this proposition implies Theorem 2.
Proof of Theorem 2. Let k be the smallest integer such that (1 − λ 0 ) 2 (k + 1) ≥ 1728 and put C 1 = C 0 (k + 1) + 1. We use the notation of Proposition 8. Observe that
We apply Proposition 8 with µ = m, l = 0 and get
and it can be checked that α 4 ≥ 5.8 · 10 −6 . We now formulate several preparatory facts needed in the proof of Proposition 8. The following is an easy corollary of Lemma 7.
Corollary 9. Let µ ∈ F k,l and let v 0 , v 1 , . . . , v l be vectors in a normed space (E, · ). Suppose g is a nonnegative integrable function on T. If ε > 0, l ≥ 0 and n j+1 /n j ≥ 2 ε π(k + 1) + 1 for j ≥ 1, then
The assertion follows by Lemma 7 with n = n l+1 and p = 1.
Lemma 10. Suppose that n j+1 /n j ≥ k + 2 for j ≥ 1. Then for any µ ∈ F k,l and any v 0 , . . . , v l+1 in a normed space (E, · ), we have
Proof. We have
Lemma 5 yields T R j (t) cos(n l+1 t)dµ = 0 for j ≤ l and
The next lemma presents a simple upper estimate for √ R 1 .
Lemma 11. For any x ∈ [−1, 1], we have
Remark 12. Even though we will not use this observation, let us point out that the above bound can be used to quantify singular behaviour of Riesz products. Assume
Indeed, using Lemmas 5 and 11 we get
To formulate our next proposition, we set for l = 1, 2, . . .,
Proposition
Proof. Let
By Lemma 11 we have
where we adopt the convention that l+1 j=l+2 g(n j t) ≡ 1. We will show by induction on r that if n j+1 /n j ≥ 92π(k + 1) + 1, then
For r = l + 1 this is obvious, so it is enough to show that if the bound holds for r ≥ l + 1, then it is also satisfied for r + 1. Letμ be the measure with the density r j=l+2 g(n j t) dµ dm . Thenμ ∈ F k,r (here we have used the assumption k ≥ 2). Hence Corollary 9 used with ε = ε 0 = 1 46 , and r,μ instead of l, µ yields
Moreover for any u > 0,
where
and (6) follows by Proposition 13. By the Cauchy-Schwarz inequality
dµ and (7) follows by (6).
Before we finally give a proof of Proposition 8, we need two more lemmas.
Lemma 15. For any integers n, k ≥ 1, we have
where the last equality follows from T e ilt dm = δ 0,l . Similar calculations show that
Proof. Let dµ = l j=1 g j (n j t)dm. Lemma 5 yields
By the same token, Lemma 5 also implies that
The assertion easily follows by Lemma 15.
We are now ready to give a proof of Proposition 8.
Proof of Proposition 8.
We proceed by induction on N − l. If N − l = 0, the assertion is obvious, since α ≤ 1. To show the induction step we may assume that l is fixed and we increased N . We consider two cases.
By the induction assumption (applied to N + 1 and l + 1), we have
where the second inequality follows by Lemma 10.
Let ϕ k be as in Lemma 16 and set p k = T ϕ k dm, dµ 1 := (1 − ϕ k (n l+1 t))dµ and dµ 2 := ϕ k (n l+1 t)dµ.
The induction assumption applied to l + 1 and N + 1 with measure µ 1 ∈ F k,l+1 yields
By Lemma 10, we have
Corollary 9 with ε = 1/2 and the assumptions of Case 2 yield
Observe that for j ≥ l + 1 by Lemma 5,
Hence, recalling the definition of γ, we get
Then (7) with u = 36 implies (note that µ 2 ∈ F k,l+1 )
We also have
Lemmas 5 and 16 give
where the last inequality follows by (9) . Therefore the assumptions of Lemma 3 (with µ 2 instead of µ) are satisfied and
Corollary 9 with ε = 1/2 gives
where the equality follows by Lemma 15.
The induction assumption applied to l + 1, N + 1, measure µ 2 ∈ F k,l+1 and
Thus adding (8) and (10) we obtain
Lower bound for p > 1
In this section by C i (p) and c i (p) we will denote positive and finite constants, depending only on p. For f ∈ L p (T, m) we will write f p for its L p -norm.
We start by establishing facts needed to derive an analogue of Lemma 10. The next lemma is a rather standard application of Bernstein polynomials, but we prove it for completeness.
For any ε > 0, there exists a polynomial w ε,p of degree at most ⌈4ε −2 ⌉ such that
Let S n,t have the binomial distribution with parameters n and t and definew n,p (t) := Ef p ( 1 n S n,t ).
Thenw n,p is a polynomial of degree at most n and
Define w ε,p =w n,p + 1 2 √ n , where n = ⌈4ε −2 ⌉. Observe that
As in the previous section ϕ k (t) = (
We also set F p k,0 := {1}. With a slight abuse of notation we will say that a measure µ on T belongs to F p k,l if it has the form dµ = gdm for some g ∈ F p k,l . Lemma 18. Suppose that n j+1 /n j ≥ 8 for all j ≥ 1 and let k ≥ 1, l ≥ 0. Then for any g ∈ F p k,l , there exists a trigonometric polynomial h of degree at most
Proof. There exist disjoint I 1 , I 2 ⊂ {1, . . . , l} such that
Let ε j := ln 2 p 2 j−l−1 for j ∈ I 2 and h := 2
where w ε j ,p are polynomials given by Lemma 17. Then h is a trigonometric polynomial of degree at most
Lemma 19. Let f 1 and f 2 be vector-valued trigonometric polynomials of degree at most d.
hence it is enough to show that
By the triangle inequality we have
so we can further assume that
Changing variables and evoking the triangle inequality yields,
Note that by (4) for i = 1, 2, we have
This essentially finishes the proof.
The next lemma is the announced analogue of Lemma 10.
Lemma 20. Suppose that k ≥ 1, l ≥ 0 and n j+1 /n j ≥ C 3 (p)k for j ≥ 1. Then for any µ ∈ F p k,l and any vectors v 0 , . . . , v l+1 in a normed space (E, · ), we have
Proof. We may assume that C 3 (p) ≥ 8. Let g = dµ dm and h be a trigonometric polynomial given by Lemma 18. We have
where f is a vector-valued trigonometric polynomial. Moreover,
and the assertion easily follows by Lemma 19.
Lemma 21. For any p > 1, there exists a real polynomial w p such that
Proof. By the Weierstrass approximation theorem, for any ε > 0, there exists a polynomial w p such that
It is enough to observe that
where c p > 0. The assertion follows by taking sufficiently small ε = ε p .
Lemma 22. For any p ≥ 1 there exists a constant C 4 (p) such that for any j, k ≥ 1,
On the other hand using again Lemma 15 we get
Estimate (5) implies however that for sufficiently large C 5 (p),
To derive (12) we choose ε = ε p in such a way that
20
To show (13) we consider two cases. First assume that 1 < p ≤ 2. By (12), we have
Finally, if p > 2, we have by the triangle inequality in L p−1 and (12)
To finish the proof of (13) in this case it is enough to observe that by Hölder's inequality
Plugging this back into the previous estimate and noticing that (deg
yields (19).
Proof of the upper bound of Theorem 1. Let a k = v k . By the triangle inequality, we have
Therefore, it suffices to show that
For N = 0 this is obvious. When 0 < p ≤ 1 this instantly follows from the inequality (x + y) p ≤ x p + y p , x, y ≥ 0 (with C p = 1). Let N ≥ 1. Suppose that for some integer m ≥ 1, (21) holds when m − 1 < p ≤ m and we want to show it when m < p ≤ m + 1. Iterating the inequality (x + y) p ≤ x p + 2 p (yx p−1 + y p ), x, y ≥ 0 (see [2] , p. 1705), we find
The challenge is to deal with the mixed term 
