Abstract-Bandwidth reservation has been increasingly used to provide QoS for various network applications. To accommodate a high-priority bandwidth reservation request (BRR), the bandwidth scheduler sometimes needs to preempt existing bandwidth reservations that have been made for BRRs with a lower priority, which is traditionally known as connection preemption. When such preemption is unavoidable, one primary goal of bandwidth scheduling is to minimize the disruption to existing reservations. In this paper, we study the problem of bandwidth reservation preemption for two types of BRRs, bandwidth-and data transferoriented, respectively, on one given link of the scheduling network with two different objectives: (i) minimize the number and then the total bandwidth of existing bandwidth reservations to be preempted, and (ii) minimize the total bandwidth and then the number of existing bandwidth reservations to be preempted. We prove these four problems to be NP-complete and propose a heuristic algorithm for each. We also design baseline heuristic algorithms for performance comparison. Extensive simulation results show that the proposed heuristic algorithms outperform those in comparison.
I. INTRODUCTION
Bandwidth reservation has been used in many networks to provide Quality of Service (QoS) for various applications, ranging from video-conferencing and satellite communication in early years to recently emerging big data transfer from the data source to collaborating sites located around the world [1] . For example, the Large Hadron Collider (LHC), the largest and most powerful particle accelerator in the world, generates data up to 30 petabytes per year; model-based simulations and observation networks in climate research expect to produce data exceeding 100 exabytes by 2020; X-ray synchrotrons currently generate data at the rate of 300 or more megabytes per second and the data generated by the next generation would increase by several orders of magnitude [2] .
Processing and analyzing such big data are usually beyond the storage and computing capacity of the data generation site. Hence, these datasets must be transferred to geographically distributed collaborating data centers and high-performance computing facilities for storage and analysis [3] , [4] . Reserving bandwidth along dedicated channels provisioned by highperformance networks (HPNs) has proved to be an effective solution, and has been increasingly used for such big data transfer [5] , [6] . For example, the data generated by the LHC has been transferred globally using the On-Demand Secure Circuits and Advance Reservation System (OSCARS) deployed in ESnet [7] . Many other HPNs provide similar bandwidth reservation services, such as Internet2 ION [8] and Bandwidth on Demand in Geant2 [9] .
A bandwidth reservation request (BRR) from a user typically specifies several parameters of data transfer, including a priority value to indicate the level of urgency and importance of the data transfer [10] , [11] . After receiving the BRR from the user, the bandwidth scheduler searches the network and allocates appropriate bandwidth resources within a certain time interval. When the network is heavily loaded, not all of the BRRs from users could be successfully scheduled. In this case, if an incoming BRR has a higher priority, a commonly used technique is connection preemption, where the bandwidth scheduler preempts some existing bandwidth reservations with a lower priority to free up bandwidths to accommodate the BRR with a higher priority [11] .
In the case of bandwidth preemption, the bandwidth scheduler always wants to minimize the disruption to existing bandwidth reservations. In this paper, we study the problem of bandwidth reservation preemption for two types of BRRs with a higher priority on one given link of the scheduling network with two different objectives: (i) minimize the number and then the total bandwidth of existing bandwidth reservations to be preempted, referred to as MinNB, and (ii) minimize the total bandwidth and then the number of existing bandwidth reservations to be preempted, referred to MinBN. For these two types of BRRs, one is bandwidth-oriented, referred to as BRR-B, while the other is data transfer-oriented, referred to as BRR-D. Hence, we formulate four types of bandwidth preemption problems: B/D-MinNB/BN. We prove that all these four problems are NP-complete, and then propose a heuristic algorithm for each. We also design baseline heuristic algorithms for performance comparison. Extensive simulation results show that the proposed heuristic algorithms outperform those in comparison.
The rest of this paper is organized as follows. The related work is described in Section II. The mathematical models and problem formulation are presented in Section III, and the complexity analysis is provided in Section IV. The algorithm design is detailed in Section V. We conduct performance evaluations in Section VI and conclude our work in Section VII.
II. RELATED WORKS
We provide a survey of related work on connection preemption in various network environments.
Connection preemption is mainly studied in two different network environments [12] : (i) centralized network, where a central controller performs most of the network control and management functions, and (ii) decentralized/distributed network, where an individual link manager identifies the connections to be preempted on the link and is independent of other link managers. In centralized environment, each call specifies the required amount of bandwidth and a predefined route/path, which is calculated by a separate process; while in decentralized/distributed environment, each call specifies the required amount of bandwidth to be scheduled on the link and time is not a factor, as detailed in Section III.
Garay and Gopal studied three different problems regarding how to minimize the disruption to existing connections in centralized network environment [13] : (i) minimize the total number of connections to be preempted, (ii) minimize the total bandwidth of the connections to be preempted, and (iii) the total network bandwidth of the connections to be preempted. All three problems were proved to be NP-complete, and heuristic preemption algorithms were proposed.
Peyravian and Kshemkalyani investigated two connection preemption problems in decentralized/distributed network environment [12] : the first problem optimizes the number of connections, the bandwidth, and the priority of connections to be preempted in that order, while the second problem optimizes the bandwidth, the priority, and the number of connections to be preempted in that order. For the first problem, they designed an algorithm with polynomial-time complexity, which was claimed to be optimal. They stated that the second problem is NP-complete, and designed an optimal preemption algorithm with exponential-time complexity. Dogar et al. studied one preemption problem similar to the first problem of [12] in decentralized/distributed network environment [14] : minimize the number and the bandwidth of connections to be preempted in that order. Since this problem was proved to be NP-complete, the first problem of [12] should also be NPcomplete. The claimed optimal algorithm with polynomialtime complexity in [12] was then proved to be suboptimal, and a heuristic approximation algorithm with polynomial-time complexity was proposed.
The network environment of the problems studied in this paper is decentralized/distributed network. However, different from the traditional decentralized/distributed network, time is a big factor, which improves the dimension of the network environment and difficulty of the problems.
III. MATHEMATICAL MODELS, PROBLEM FORMULATION
In this section, we present the mathematical models, followed by the problem formulation. 
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A. Mathematical Models
Suppose that there is a link L of the scheduling network with bandwidth capacity (without any bandwidth reservation) of 30Gb/s, and its available bandwidth table within time interval [0, 10s] is shown on the left side of Fig. 1 .
We consider bandwidth preemption of two different types of BRRs, namely, BRR-B and BRR-D, denoted and described as follows: [5] . For simplicity, we only consider two priority values in this paper: 0 and 1, denoting lower and higher priority, respectively. Hence, P ∈ {0, 1}.
For a given BRR-B/D, the best case is that the bandwidth scheduler makes a bandwidth reservation on L within a certain time interval, which satisfies all the requirements defined in the BRR-B/D. We refer to such bandwidth reservation as a valid bandwidth reservation (VBR). For simplicity, we denote VBR by a 3-tuple: (b, [t s , t e ]) meaning that b amount of bandwidth is successfully scheduled within time interval [t s , t e ]. Hence, for one BRR-B, its corresponding VBR-B should satisfy:
While the VBR-D of one BRR-D should satisfy:
All existing bandwidth reservations on link L are also VBRs for previous BRR-B/Ds that the bandwidth scheduler has successfully processed. As we can see in Fig. 1 , there are currently many existing VBRs for previous BRR-B/Ds on L.
We use BC to denote the bandwidth capacity of link L. Due to the bandwidth reservation and release for data transfers on the link, the available bandwidth of L might be different at different time points as shown in Fig. 1 [15] . For any time point t ∈ [t S , t E ], if link L has different available bandwidths at time point t − ϵ and t + ϵ, ϵ ← 0, we refer to time point t as a time dot. We identify all time dots of link L within [t S , t E ] (both t S and t E are also considered as time dots), and then place them in a TreeSet ts for the convenience of management. For example, the time dot TreeSet ts for link L shown in Fig. 1 is ts = {0, 3s, 7s, 10s}.
Given TreeSet ts, the time interval in the form of 
B. Problem Formulation
Consider an incoming BRR-B/D with higher priority (i.e., 1). Suppose that within [t S , t E ], link L is heavily loaded and the bandwidth scheduler could not identify one VBR for the BRR-B/D. For BRR-B, we currently have
while for BRR-D, we currently have
(2) Due to the higher priority of the incoming BRR-B/D, the bandwidth scheduler needs to preempt some existing VBRs with lower priority (i.e., 0) to free up enough bandwidths.
Given a BRR-B with higher priority, we create a set S of existing VBRs with priority value of 0, which have time interval overlapped with [t S , t E ]. We further create a set S ′ of those subsets of S, in each of which, after preempting all the VBRs in the subset, we have min
We formally define B-MinNB/BN as follows.
For B-MinNB, we need to identify set s ′ ∈ S ′ satisfying the following constraints in order:
For B-MinBN, we need to identify set s ′ ∈ S ′ satisfying the following constraints in order:
In { |s
For D-MinBN, we need to identify time window
the following constraints in order:
{ ∑|s
In the above notations, we have ∀s 
IV. COMPLEXITY ANALYSIS
We now prove that B/D-MinNB/BN are NP-complete. According to [17] , we can prove problem A to be NP-hard by reducing an arbitrary instance of a known NP-hard problem B to an instance of a special case of A.
We construct a special instance of B/D-MinNB/BN with a particular structure shown on the right side of Fig. 1 
The NP-hardness proof on a special instance of B/DMinNB with a particular structure as constructed above can be converted in polynomial time to the NP-hardness proof presented in [14] . As the conversion is straightforward, we omit the rest of the proof. Hence, B/D-MinNB are NP-hard. Along with B/D-MinNB ∈ N P , we conclude that B/D-MinNB are NP-complete. Proof ends.
We now prove that B/D-MinBN are also NP-complete. We have the following theorem. 
Proof. The decision version of B/D-MinBN is as follows: given a BRR-B (P, B, [t S , t E ])/BRR-D (P, B
max , D, [t S , t E ]) and a set S of existing VBRs with priority value of 0 with time interval overlapping with [t S , t E ], does there exist a preemption set s ′ whose sum of the preempted bandwidth is no larger than n and cardinality is no larger than m? We can use a similar technique in the previous proof to check the validation of the above given preemption set. Hence, we have B/D-MinBN ∈ N P . We shall reduce from a known NP-hard problem, which is a variation of the Subset-Sum Problem (SSP), defined as follows: given a set E n = {1, 2, . . . , n} of n items each having a positive integer weight w j , j = 1, 2, . . . , n, and a knapsack of capacity c, we would like to select a subset E of E n such that the corresponding total weight w(E) is closest to but does not exceed c [18] . For a special instance of B/D-MinBN with a particular structure we construct, our first goal is to find a subset of S [i,i+1] , within which the sum of the scheduled bandwidth is no less than but the closest to B − b(i) for B-MinBN and 
V. ALGORITHM DESIGN AND ANALYSIS
The NP-completeness of B/D-MinNB/BN implies that there do not exist optimal algorithms with polynomial-time complexity for B/D-MinNB/BN unless P = N P . In this section, we focus on the design of heuristic algorithms for B/DMinNB/BN. We first propose baseline greedy heuristic algorithms, followed by the improved heuristic algorithms. 
A. Greedy Algorithm for B/D-MinNB/BN
Add k to tds; 6: end if 7: end for 8: while |tds| > 0 do 9: Identify the VBR with priority value of 0 that has the longest time interval overlap with the time steps defined by the time dots in tds. If there are more than one such VBRs, select the one with the largest reserved bandwidth for MinNB and the one with the least reserved bandwidth for MinBN; 10: if no VBR is identified then 11: Return N U LL. 12: end if 13: Remove the identified VBR from link L, add it to s ′ ; 14: for 0 ≤ k < |tds| − 1 do
Remove element k from tds; [j] ] is at least b. The returned value N U LL denotes that we could not achieve the desired bandwidth b even if preempting all VBRs in S [i,j] . In the worst case, the time complexity of this function is O (
B. Bandwidth Preemption Function Within Time Window [ts[i], ts[j]]
|ts| 2 · |S [i,j] | ) .
C. Design of Improved Greedy Algorithm for B-MinNB/BN
Given one BRR-B (P, B, [t S , t E ]), the improved heuristic algorithm for B-MinNB/BN, referred to as Imp-B-MinNB/BN, is shown in Algorithm 3. In the worst case, its time complexity
. If the returned value from calling Algorithm 3 is not N U LL, then the corresponding VBR for the given BRR-B is (B, t S , t E ).
D. Design of Improved Greedy Algorithm for D-MinNB/BN
Given one BRR- 
Add k to tds; 5: end if 6: end for 7: while |tds| > 0 do 8:
If there are multiple existing VBRs in S [i,j] that result in the same maximum value, then choose the one with the least scheduled bandwidth; 9: if no VBR is identified then 10: Return N U LL. Remove element k from tds; 16 Line 13: We calculate the total preempted bandwidth. Lines 14 -16: For D-MinNB, we select the set with the minimum cardinality and if there are more than one set with the same cardinality, we then select the set with the minimum total amount of bandwidth. While for D-MinBN, we select the set with the minimum total amount of bandwidth and if there are more than one set with the same total amount of bandwidth, we select the set with the minimum cardinality.
Line 20: We return the set of VBRs to be preempted, s 
VII. CONCLUSION
Bandwidth reservation services are increasingly used to provider QoS for various applications on different networks. Given one BRR with higher priority, the service provider sometimes has to cancel or preempt existing bandwidth reservations with lower priority to free up enough bandwidth for accommodation. In the case of bandwidth preemption, the service provider always attempts to minimize the disruption to existing reservations. We studied bandwidth reservation preemption for two different types of BRRs with higher priority on one given bandwidth reservation link with two different objectives: (i) minimize the number and then the total bandwidth of existing bandwidth reservations to be preempted, and (ii) minimize the total bandwidth and then the number of existing bandwidth reservations to be preempted. One BRR is focused on bandwidth (BRR-B) while the other is focused on data transfer (BRR-D). We proved all of these four problems to be NP-complete, and designed a heuristic algorithm for each. Baseline greedy algorithms were also designed for comparison. We conducted extensive simulations using randomly generated BRRs, and the results showed that
