The exact distribution of a test statistic ultimately guarantees that the probability of a Type I error is exactly α. Several methods for estimating the exact distribution of a test statistic have evolved over the years with inherent computational problems and varying degrees of accuracy. The unique pattern of permutations resulting from using experimental data to sample within the permutation space without the risk of repeating permutations is identified. The method presented circumvents the theoretical requirements of asymptotic procedures and the computational difficulties associated with an exhaustive enumeration of permutations. Results show that time and space complexities are drastically reduced without compromising accuracy even when enumeration is not exhaustive provided error tolerance is achieved. The exact distribution of the Siegel-Tukey test statistic is examined as an illustration.
Introduction
The first edition of Fisher (1935) contains descriptions of two tests of significance that depend on permutation: Fisher's exact test for analyzing categorical data, and the permutation test for the difference between means. Many studies have been designed to confirm the asymptotic equivalence of permutation and classical tests (Ludbrook, 1994) . Fisher wrote that "the statistician does not carry out this very simple and very tedious process, but his conclusions have no justification beyond the fact that they agree with those which could have been arrived at by this elementary method" (1936, p 59) . Ernst (2004) noted that with fast computers there is little reason for a statistician not to carry out this very tedious process.
The main problem with permutation tests is that their null distributions are generally very difficult to express in closed form and to calculate exactly. This is because they depend Justice Odiase is a Senior Lecturer in the Department of Mathematics, University of Benin, Benin City, Nigeria. Email him at: justice.odiase@uniben.edu. on a specific data set; thus they vary as the data varies in the sample space, however, for several test statistics involving ranks, the null distributions only need to be computed once. For large sample sizes, direct calculations are practically impossible due to the very large cardinality of associated permutation sample spaces. For example, a data set consisting of four treatments with five observations per treatment, n i = 5, i = 1(1)4, demands as many as configurations for an exhaustive enumeration of all permutations. Pesarin (2001) stated that, unless sample sizes are very large, the approximation of such distributions by means of asymptotic arguments is not always appropriate. No general agreement exists regarding how large a sample should be before applying asymptotic approximation (Fahoome, 2000) . Pesarin (2001) observed that the algorithms for exact calculations are generally based on direct calculus of upper tail probabilities; a strategy which may become highly impractical, if not impossible, in multivariate problems because there is no general computing routine useful to identify the critical regions. This was also observed by Hall and Weierserman (1997) . In the early years of research into exact statistical inference, Scheffé (1943) clearly identified the fact that the permutation approach is the only way of constructing the exact distribution of a test statistic.
To avoid the computational difficulty in exact permutation tests, the conditional Monte Carlo (CMC) method was adopted by Pesarin (2001) . In CMC replicate resampling is conducted without-replacement on the given data set, which is considered as playing the role of a finite population, provided that sample sizes are finite. According to Opdyke (2003) , all existing permutation procedures developed to date can perform conventional Monte Carlo sampling without replacement within a sample but none can avoid the possibility of drawing the same sample more than once. The consideration given by Odiase and Ogbonmwan (2007) is an exception but involves a complete enumeration of all the distinct permutations, which becomes impracticable when the sample size is large.
In this study, the unique pattern of each permutation resulting from experimental data is identified and exploited in sampling from the permutation space without the attendant risk of repeating permutations. The method presented circumvents the elaborate theoretical requirements of asymptotic procedures and the logical and computational difficulties associated with an exhaustive enumeration of permutations.
Exhaustive Permutation Procedures
The process of obtaining permutations begins by choosing the test statistic T and the acceptable significance level α . Let π 1 , π 2 , …, π N be a set of all distinct permutations of the observations or ranks of the observations in the experiment. Compute the test statistic T i for permutation i π , that is, T i = T( i π ). Construct an empirical cumulative distribution for T as:
Under the empirical distribution, if α ≤ 0 p , reject the null hypothesis.
Paired Permutation
Given two paired samples X = (x 1 , x 2 , …, x n ) and Y = (y 1 , y 2 , …, y n ), suppose a sample of n units from the population distribution F X is paired with a sample of n units from the population distribution F Y and are simultaneously tested in an experiment with T as the test statistic. For k distinct values of the test statistic T, the probability distribution of the test
where f j is the number of occurrences of T j . For specified value of n and the level of significance α, the critical value c corresponds to a level closest to α. Ordering all the distinct occurrences of T in ascending order of magnitude, and if g is the position of the observed value of T, then the following significance level for the left tail of the distribution of the test statistic is
and, for the right tail, Considering consecutive number of pairs for a given experiment, the growth rate of the permutations from n-1 pairs to n pairs in a two-sample paired permutation experiment is , n = min (n 1 , n 2 ). After obtaining the permutations of a two sample experiment, find the number of ways to permute any n 3 elements of the combined (n 1 + n 2 + n 3 ) variates of the three treatments. This yields:
By following the same procedure as for the case of three treatments, a complete enumeration of the distinct permutations for a four-treatment experiment yields: 
Continuing in this manner, for p ≥ 3 treatments, the distinct permutations are enumerated through the expression (Odiase & Ogbonmwan, 2005b) . Observe that, for the balanced case, the number of distinct permutations is
Again, considering consecutive number of treatments for a given experiment, the growth rate of the permutations from p-1 treatments to p treatments is
Repeated measures ANOVA tests the equality of means and is used when all members of a random sample are measured under varying conditions. In the repeated measures design, each trial represents the measurement of the same characteristic under a different condition. Given the layout of a multi-sample (n x k) experiment as
, where x ij is an observation in the j th treatment and the i th block and the total number of observations in the experiment is nk. Rank the observations for each row from 1 (smallest x ij on row i) to k (largest x ij on row i). Let the layout of the ranks (r ij ) of the observations x ij be The data are arranged in k columns (treatments) and n rows (blocks), where each block contains k repeated observations. Obviously, there are k! possible arrangements or permutations of each block and due to multiplication of choices, the entire layout of the n x k experiment requires (k!) n permutations of the observations to yield the exact distribution of a test statistic, with the permutations equally likely and each having the conditional probability (k!) -n . The first step in developing permutation algorithm is to formulate an initial configuration of the ranks of the variates of an experiment by taking the trivial configuration
because any configuration of the ranks can engender all the distinct permutations. The test statistic is computed for each permutation in the complete enumeration of all the distinct permutations. The distribution of the test statistic is obtained by tabulating the distinct values of the test statistic against their probabilities of occurrence in the complete enumeration.
Considering two consecutive numbers of blocks for a given experiment, the growth rate of the permutations from n-1 blocks to n blocks is ( )
and the growth rate of the permutations from k-1 treatments to k treatments is
and clearly, k! grows faster than k n for a fixed n, and for a fixed k, k! is constant while k n explodes as n increases. Therefore, the growth rate of the permutations is higher for a unit increase in blocks than a unit increase in treatments for a fixed number of treatments and the reverse is the case when it is the number of blocks that is fixed.
Sampling Permutations with Unique Patterns
Given the layout of a two-sample experiment as The unique pattern of each permutation resulting from experimental data is identified by adopting the first sample, for example, in a twosample problem. This is carried out by concatenating the ranks or indices of observations in the experiment in a particular manner that makes the pattern unique for every distinct permutation. The unique patterns obtained are therefore exploited in sampling from the permutation space without the risk of repeating permutations already sampled. The benefit of this approach is that -even when enumeration is not exhaustive -the distribution of a test statistic can be obtained within a reasonable level of accuracy with reduced time and space complexities. This sampling approach therefore circumvents the elaborate theoretical requirements of asymptotic procedures and the logical and computational difficulties associated with an exhaustive enumeration of permutations.
Methodology
Let the initial configuration of the ranks of the variate in a two-sample experiment be L R . The entire permutation space can be spanned by any of the permutations (configurations) of the observations or ranks of observations. In a twosample problem, only one of the samples is required to define each permutation because it is obvious that the remaining variates are in the second sample.
In a two-sample experiment 
The variates are identified by their indices (1, 2, ..., m) or actual ranks, which are employed in obtaining the unique patterns. Attach 0 in front of the first nine indices or ranks (01, 02, ..., 09) to make each number two digits, leaving 10, 11, ..., 99 as they are and treat all the numbers as strings so that it will be possible to manipulate the numbers. Concatenate the indices or ranks of X and store as a single constant value. This now becomes the pattern of the given layout of the observations. (Concatenation is a standard operation in computer programming languages. It is the operation of joining two character strings end to end. In programming languages, string concatenation is a binary operation usually accomplished by putting a concatenation operator between two strings or operands.)
After a unique pattern is obtained, a resampling without replacement is carried out to obtain a random sample of n 1 variates from the original combined sample of m variates. This is achieved by deleting points already selected at random. Again, sort the resampled n 1 variates and concatenate their indices or ranks to obtain a pattern. Compare this pattern with previously obtained patterns and store it only if it is unique, otherwise, resample without replacement again until a unique pattern is obtained. The chosen test statistic is computed for each unique permutation and the probability distribution of the test statistic is constructed. Finally, compute the cumulative probability distribution of the test statistic, T, under the null hypothesis and obtain the p-values such that the probability of making a Type I error is exactly α.
As an illustration, consider an n x k experiment with n = 2 treatments (X, Y) and k = 5 variates in each treatment could have the trivial configuration or permutation of ranks represented as The entire permutation space can be spanned by the trivial permutation (configurations) of the observations or ranks of observations, any other permutation from the permutation space can also be adopted to span all the unique permutations. In a two-sample problem, only one of the samples (X) is required to define each permutation because it is clear that the remaining variates are in the second sample.
The first permutation pattern is 0102030405. Assuming resampling from the permutation space yields X = {8, 3, 5, 2, 6}, then the second permutation pattern is obtained by first sorting to have {2, 3, 5, 6, 8}, leading to the pattern 0203050608. Resampling again, given {2, 10, 5, 9, 8}, the third permutation pattern is 0205080910. The resampling process continues until either all the patterns are enumerated for small samples or the error tolerance is achieved for large samples. See Table 1 For very small samples, an exhaustive enumeration of all the unique permutations is achieved with the sampling method described. When sample size is large, enumeration of permutations does not need to be exhaustive. Instead, a subset of the permutation space (for example, 2,000) is obtained and the probability distribution of the test statistic is constructed. Take a second sample of same size and fuse it into the earlier distribution to obtain an updated probability distribution and compare with the earlier distribution. With a given level of error tolerance, if the error tolerance is exceeded, another sample is taken and fused into the last update of the probability distribution to obtain another update and again compared with the previous update of the probability distribution. This process is continued until the error tolerance is achieved. Compare for every occurrence of the test statistic in the last two updates using the error tolerance as a guide and proceed to update the probability distribution if the error tolerance is not met. Compute the cumulative probability distribution of the Test Statistic, T, under the null hypothesis and obtain the p-values such that the probability of making a type I error is exactly α.
Unique Permutation Pattern Test Procedure
Let π 1 , π 2 , …, π N be a set of all distinct permutations of the ranks of the data set in the experiment. The unique permutation pattern test procedure is as follows:
1. Read the original layout of observations. b) Take another subset of size k from the permutation space and fuse into the earlier probability distribution to obtain an updated distribution. In a two-sample problem, only one of the samples is important in the generation of permutation patterns because it is unique for each permutation, that is,
To provide exact critical values when ties occur, midranks are assigned as the ranks of tied observations, and the algorithm is implemented with r ij as input, composed of actual ranks containing ties. Tabulated exact critical values of a test statistic are usually provided for experiments with distinct observations, because it will be practically difficult to consider all possible occurrences of ties and create tables of exact critical values for each occurrence of ties for different sample sizes. This will result in several volumes of tables. In order to arrive at the critical values (see Table 2 ), the ranks of distinct observations (rij) were used as input in Algorithm for various sample sizes. See Appendix A for the unique permutation pattern algorithm. This algorithm identifies and compiles the unique permutation patterns of the layout of observations or rank of observations in a two-sample experiment. It is illustratively implemented to produce a m n n = + , the ranking proceeds as follows: Figures 1a-1b illustrate that the normal distribution will poorly approximate the exact distribution of the Siegel-Tukey (S-T) test statistic for very small sample sizes. As group sample size increases, the shape of the distribution of the S-T test begins to look more like the normal distribution as shown in Figures  1c-1d . The critical values of the S-T test statistic shown in Table 2 were obtained from the enumeration of all distinct permutations of the ranks of the observations in an experiment (m, n < 20) combined with the idea of resampling while ensuring an error tolerance level (m, n ≥ 20). These critical values ensure that the probability of a Type I error in decisions arising from the use of the S-T test is exactly α.
Results obtained from asymptotic procedures and resampling techniques are commonly adopted in several nonparametric tests as alternatives to tabulated exact critical values. Fahoome (2002) conducted a Monte Carlo study and recommended the asymptotic approximation of the S-T test when group sample sizes exceed 25, based on conservative estimates of 0.045 < Type I error rate < 0.055 for α = 0.05; other authors recommended higher or lower sample sizes.
Conclusion
The critical values for a test statistic are determined by cutting off the most extreme 100α% of the theoretical frequency distribution of the test statistic, where α is the level of significance (Siegel & Castellan, 1988) . Classical methods require that the theoretical distribution of the test statistic should agree with a mathematically definable frequency distribution, this often leads to a probability of Type I error greater than α, particularly when sample sizes are small. The cost of such an error might be too high to risk. Therefore, the exact permutation paradigm methodology presented in this study is of value because it guarantees that the probability of a Type I error is exactly α with the attendant advantage of no distributional assumptions apart from the exchangeability of the observations. When sample sizes are large and it becomes practically difficult or impossible to construct the probability distribution, permutation sampling becomes very useful because it quickly converges to the actual distribution; Scheffe (1943) opined that this is the only sure way of constructing the exact distribution of a test statistic. 
