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Abstract
In this paper, we prove the asymptotic stability of solitons to 1D nonlinear Schro¨diger
equations in subcritical case with some spectral assumptions. Although pure power nonlin-
earities are not included in our theorem because of the failure of spectral hypothesis, our
work throws light on how to deal with weak nonlinearity. Since dispersive methods mostly
need a high power nonlinearity, we develop a commutator method which dates back to the
work of S. Cuccagna, V. Georgiev, N. Visciglia [4].
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1 Introduction
In this paper, we consider the following nonlinear schro¨dinger equation (NLS),
{
iut = −∆u− F (|u|2)u
u(h, x) = uh(x).
(1.1)
where u : [h,∞) × R → C. The asymptotic stability of solitons states that for any solution of
NLS with initial data near some soliton tends to a modulated soliton and a dispersive part with a
remainder small in time. This is best known for completely integrable equations for instance the
cubic NLS in one dimension. The basic tool for this case is the inverse scattering. For general
nonlinearities, the first asymptotic stability was obtained by A. Soffer and M. I. Weinstein [17]
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in context of the equation
iut = −∆u+ [V (x)− |u|m−1]u. (1.2)
There has been a lot of succeeding works in this direction such as E. Kirr, A. Zarnescu [11], S.
Gustafson, K. Nakanishi, T.P. Tsai [8], and M. Tetsu [18]. Since dispersive method mostly fails
for subcritical nonlinearities, the asymptotic stability for (1.2) with subcritical nonlinearities
is largely open. In this direction, E. Kirr, O. Mizrak [9] partly solves the problem in three
dimensions for equation (1.2). Moreover, their results exclude the case V = 0.
In Buslaev and Perelman [3], under some spectral assumptions, they proved asymptotic
stability for (1.1) with some special nonlinearities, indeed they require F to be a polynomial
with degree more than four. Their work was extended to high dimensions in Cuccagna [5]. Then
Perelman [13] and I. Rodnianski, W. Schlag, A. Soffer [14] established the asymptotic stability
for multi-solitons in high dimensions was proved.
In another direction, asymptotic behaviors of solutions to super-mass critical NLS equations
were studied. Since in this case, blow-up phenomenons occur, we can not expect asymptotic
stability for all data. In [16], Schlag proved that locally around each ground-state soliton there
exists a codimension-1 Lipschitz submanifold of H1(R3) ∩W 1,1(R3) of initial data that lead to
global H1∩W 1,1 solutions to NLS. These solutions tend to a modulated soliton and a dispersive
term. Cuccagna [6] obtained a set of asymptotic stable solutions forming a codimension-1 initial
data set without manifold structure for mass-super critical one dimensional NLS. Beceanu [1]
studied cubic NLS in three dimensions, it was proved that there exists a codimension-1 real
analytic manifold N such that for any initial data in N (1.1) has a forward global solution
which decomposes into a moving soliton and a dispersive term.
There are three main factors affecting the study of asymptotic stability, namely potentials,
dimensions and nonlinearities. Since the solitons of equation (1.2) arise as a perturbation of the
eigenfunctions of the operator −∆ + V , in contrast to the case of NLS equation, they have a
fixed center, which makes the analysis partially easier. Besides the effects of the potential term,
dimension plays an important role in proving asymptotic stability. Generally, because of the
weaker decay of linearized operator in one dimension compared with high dimensions, the one
dimension case is more difficult. The lower the power of nonlinearity is, the less decay we can
gain, which makes the subcritical nonlinearity harder.
The degree restriction in [3] is used to offset the weak decay estimate of the linearized operator.
Moreover, it seems impossible to remove the degree assumption only by dispersive estimates. In
this paper, we aim to extend the result of [3] to subcritical nonlinearities. In order to deal with
low degree nonlinearity, we develop a commutator method, which dates back to the work of S.
Cuccagna, V. Georgiev, N. Visciglia [4].
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First of all, we give the definition of solitons.
Definition 1.1. When nonnegative radial function ϕ and σ(t) = (β, ω, b, v) satisfy
∆ϕ = α2ϕ/4 − |ϕ|p−1ϕ
β′ = ω, ω′ = 0, b′ = v, v′ = 0, (1.3)
then w(x;σ) = exp(−iβ + i12vx)ϕ(x − b;α) is a solution to (1.1), where ω = 14 (v2 − α2). We
call w(x;σ) solitons.
It is known that when F (x) = |x| p−12 , p is mass-subcritical, ϕ exists and it decays expo-
nentially at infinity. (see Berestycki and Lions [2] where a larger class of nonlinearity was
considered)
As in [3]. the linearization of (1.1) around the soliton w(x, t;σ) is
i∂tχ = −∆χ+ F (|w|2)χ+ F ′(|w|2)w(wχ + wχ)
If we denote
χ(x, t) = exp(iΦ)f(y, t), Φ = −β(t) + 1
2
vx, y = x− b,
then function f satisfies the equation
i∂tf = L(α)f,
where
L(α)f = −∆f + α2f/4 + F (ϕ2)f + F ′(ϕ2)ϕ2(f + f), ϕ = ϕ(y, α). (1.4)
For (1.4), we consider its complexification:
i∂t ~f = H(α)~f , ~f = (f, f)
t,
H(α) = H0(α) + V (α),H0(α) = (−∆y + α2/4)θ3,
V (α) = [F (ϕ2) + F ′(ϕ2)ϕ2]θ3 + iF
′(ϕ2)ϕ2θ2,
where θ2 and θ3 are the matrices:
θ2 =
(
0
i
−i
0
)
, θ3 =
(
1
0
0
−1
)
.
There are four known generalized eigenfunctions denoted by {ξ1, ξ2, ξ3, ξ4} for eigenvalue zero
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to H(α), where the two radial functions are
ξ1 =
(
v1
v¯1
)
, ξ2 =
(
v2
v¯2
)
, v1 = −iϕ(y;α), v2 = − 2
α
ϕα(y;α).
Moreover, H(α)ξ1 = 0, H(α)ξ2 = iξ1, 〈ξ1, ξ2〉 = 0.
We have the following assumptions about the nonlinearity F .
Assumption A:
(i) There exists a soliton with exponential decay. Equation (1.1) is globally wellposed in H2
and the solution u(t) satisfies ‖u(t)‖H2 ≤ C(‖uh‖H2);
(ii) There exist m,n > 267 such that for k ∈ {0, 1, 2, 3, 4},∣∣∣∣ dkdxkF (x)
∣∣∣∣ ≤ |x|m−12 −k, if |x| ≤ 1,∣∣∣∣ dkdxkF (x)
∣∣∣∣ ≤ |x|n−12 −k, if |x| ≥ 1.
(iii) The linearized operator H(α) has zero as its only eigenvalue with generalized eigenfunction
space spanned by {ξ1, ξ2, ξ3, ξ4}, no resonance and no embedded eigenvalues in its continuous
spectrum.
Remark 1.1 If we restrict ourself to power functions, roughly speaking, (ii) means the lowest
degree of F is 1914 , which improves the result in [3] where the degree of F is assumed to be at
least four.
Remark 1.2 Although (iii) is widely assumed in the papers studying asymptotic stability, as
we know, for pure power nonlinearity namely F (x) = xl, (iii) fails. However there are some
possible remedies to deal with the case when more than one discrete spectrum occurs, such as
the so called “ Fermi Golden Rule” hypothesis (FGR) introduced by Sigal [15].
Remark 1.3 If we assume n < 5, then (i) is naturally satisfied. Meanwhile (i) may holds for
combined nonlinearities, hence we use (i) instead of n < 5.
Before going to the main theorem, we give a proposition on the wellposedness. The proof is
presented in Appendix A.
Proposition 1.1. For F satisfying Assumption A, if the initial data uh ∈ H2 satisfies ‖uh(1 +
|x|)2‖2 <∞, then there exists a unique solution u(t) to equation (1.1), furthermore, we have
‖u(t)‖H2 ≤ C, ‖u(t)(1 + |x|)‖2 ≤ C(1 + t), ‖u(t)(1 + |x|2)‖2 ≤ C(1 + t4).
Define ‖u‖Σ = ‖u‖H2+‖|x| ∂xu‖2+
∥∥∥|x|2u∥∥∥
2
. From now on, we only consider radial functions.
Our main theorem is the following:
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Theorem 1.2. w(x;σ0(t)) is a soliton solution to (1.1), σ0 = (β0, ω0, 0, 0), satisfying
d
dα‖ϕ‖22 6=
0 at α0, where −14α20 = ω0 (Hypothesis B). Suppose that h is sufficiently large. If the radial
initial data uh in Proposition 1.1 satisfies ‖uh − w(x;σ0(0))‖Σ ≪ 1, then there exists a soliton
w(x;σ+(t)) such that u(x, t) decomposes as
u(x, t) = w(x;σ+(t)) + χ(t),
where ‖χ(t)‖∞ ≤ Ct−s+1 with s = 74
+
.
The whole proof is divided into five steps. In the first step, we split the solution into a modu-
lated soliton and a remainder term. Second, we introduce the commutator operator and impose
some suitable orthogonal conditions to the remainder. Third, we give the precise definition of
the fractional power of the linearized operator and construct the following inequality
‖χ‖∞ ≤ Ct−s‖|JV (t)|sχ‖L∞t L2x , (1.5)
where |JV (t)|s is the commutator operator having the form U(t)tsH(α(t))s/2U(−t) defined in
Section 3. In step four, we derive the equation for |JV (t)|su. In the last step, we apply the
Strichartz estimates and bound ‖|JV (t)|sχ‖L∞t L2x , which combined with inequality (1.5) imply
the decay of the remainder term, thus accomplishing the proof of the main theorem.
The core of our proof is (1.5), because (1.5) fills the gap between the weak decay resulting
from dispersive effects in one dimension and the desired decay to the remainder. In fact, if we
use dispersive estimate to bound the remainder, the best rate is t−
1
2 . But it even cannot provide
the existence of the limit to the modulated soliton. However, (1.5) can supply a decay as fast
as you need, which is the ultimate advantage compared with dispersive methods.
There are two main difficulties in the establishment of (1.5). The first is how to give a proper
definition of H(α)s/2. We notice that it is not a trivial thing, since H(α) is not an m-accertive
operator, and more importantly, zero is its eigenvalue. The second difficulty is how to prove
(1.5). A similar estimate for Schro¨dinger operator is given in [4] by inverse scattering theory.
There are two key differences in our case. First, in [4], no discrete spectrum occurs, however,
H(α) enjoys four dimensional generalized eigenfunction space. Second, H(α) corresponds to
the inhomogeneous Sobolev space. Although the last difference leads to a faster decay, the first
distinction makes the problem more difficult.
To overcome aforementioned difficulties, we develop some functional analysis method, which
highlights the power of functional calculus. Specifically speaking, in order to get (1.5), we aban-
don inverse scattering theory, instead, we translate the problem to the corresponding estimate
of the inverse of H(α)s/2, which reduces the problem to resolvent estimates. As to resolvent
estimates, we apply a perturbation technique to obtain the decay of resolvent (λ − H(α))−1,
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when λ is sufficiently large. Although we cannot prove a similar decay for small λ, we can still
solve our problem since 0 is not a singular point in our definition of H(α)s/2. It is important
that (1.5) remains valid only for χ satisfying U(−t)χ ∈ Pc(H(α)), where Pc is the projection to
the continuous part of H(α). Hence orthogonal conditions should be added to χ. This condition
is quite different from the usual, which is assumed to guarantee that the remainder belongs to
the continuous spectral part of H(α). As soon as we establish (1.5), the main theorem follows
from the study of modulation equation and Strichartz estimates.
The paper is organized as follows. In Section 2, we give the orthogonal conditions and derive
the modulation equation. In Section 3, we define the fractional order derivative of the linearized
operator and commutator operator |JV |s. In Section four, we get the equation of |JV |su and
establish the nonlinear estimates from which the proof of Theorem 1.1 follows.
For convenience, (f, f¯)t is simplified as ~f or f .
2 Orthogonal conditions
Define
|JV (t)|sf =
(
M(t)
M(−t)
)(
t2H(α(t)
)s/2( M(−t)
M(t)
)
f,
where M(t) = ei|x|
2/4t. The definition of (H(α(t))s/2 is given in Section 3. Here, we only need
the fact that H(α)s/2ξi = 0, and (H
∗(α))s/2θ3 = θ3H(α)
s/2.
We assume the solution to (1.1) is of the following form:
u(x, t) = w(x;σ(t)) + χ(x, t), w(x; σ(t)) = exp(−iβ(t))ϕ(x, α(t)),
where σ(t) = (β(t), ω(t), 0, 0) is not a solution of (1.3) in general. Define χ(x, t) = exp(−iβ(t))f(x, t),
~f = (f, f¯)t and
U(t) =
(
M(t)
M(−t)
)
,
then we impose four orthogonal conditions to f , namely for i = 1, 2,
〈
U(−t)~f , θ3ξi
〉
= 0 (2.6)
and
〈
|JV |s ~f , U(t)θ3ξi
〉
= 0, (2.7)
where ξi means ξi(α(t)).
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In fact, (2.7) is a consequence of (2.6). Since (H∗(α))s/2θ3 = θ3H(α)
s/2, it holds
〈
|JV |s ~f, U(t)θ3ξi
〉
= ts
〈
U(−t)~f, (H∗(α(t)))s/2θ3ξi
〉
= ts
〈
U(−t)~f, θ3(H(α(t)))s/2ξi
〉
.
From H(α)s/2ξi = 0, we obtain
〈
U(−t)~f , θ3(H(α))s/2ξi
〉
= 0;
Thus the orthogonal conditions are reduced to
〈
U(−t)~f, θ3ξi
〉
= 0. (2.8)
The existence of σ(t) follows from the following lemma.
Lemma 2.1. If h is sufficiently large, χ(h) is small in L2 norm, then there exists σ(t) =
(β(t), ω(t), 0, 0) such that (2.8) holds.
Proof We first prove it for t = h, namely finding appropriate α and β such that
〈(
u(x, h) − e−iβϕ(x;α)
u(x, h) − eiβϕ(x;α)
)
,
(
e−iβ
eiβ
)
U(h)θ3ξi(α)
〉
= 0.
This solvability is a consequence of the non-singularity of the corresponding Jacobian. Indeed,
using |M(t)− 1| ≤ C |x|2t , χh is small in L2, h is sufficiently large, the main term of the Jacobian
is (
e
0
0
s
)
,
where e = −i ddα ‖ϕ(x;α)‖22, s = − 2α i ddα ‖ϕ(x;α)‖22 . At α0, e and s are nonzero by Hypothesis
B, thus we have proved our lemma when t = h.
Second we show the existence of σ(t), but this follows from the same argument in the remark
after Proposition 1.3.1 in [3].
2.1 The system of equations for parameters
Define β(t) =
∫ t
0 ω(λ)dλ+ γ, then we rewrite (1.1) in terms of f :
ift = L(α(t))f +N(ϕ, f)− γ′f − γ′ϕ+ iω′ 2
α
ϕα,
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where N(ϕ, f) = F (|ϕ + f |2)(ϕ + f)− F (ϕ2)ϕ− F (ϕ2)f − F ′(ϕ2)ϕ2(f + f¯). By (2.8), we have
Im 〈f,M(t)vi〉 = 0. (2.9)
Lemma 2.2. If ‖f‖∞ is sufficiently small. then
|γ′|+ |ω′| ≤ C(‖f‖2
∞
+ ‖f‖m−1∞ ‖f‖m + ‖f‖n−1∞ ‖f‖n +
1
t2
‖f‖∞ +
1
t
‖f‖∞).
Proof Differentiating (2.9), we get
Im
〈
iγ′ϕ+ ω′
2
α
ϕα,M(t)vi
〉
+ Im 〈f,M(t)∂αvi〉ω′ 2
α
+ Im 〈−iL(α(t))f,M(t)vi〉
+ Im 〈−iN(ϕ, f),M(t)vi〉+ Im
〈
iγ′f,M(t)vi
〉
+ Im
〈
f,
d
dt
M(t)vi
〉
= 0. (2.10)
Direct calculations give
∣∣∣∣
〈
f,
d
dt
M(t)vi
〉∣∣∣∣ ≤ t−2‖f‖∞. (2.11)
Because of the orthogonal conditions (2.8), equation H(α)ξ2 = iξ1 and the obvious commutator
inequality, we have
|Im 〈−iL(α(t))f,M(t)vi〉| =
∣∣∣〈H(α(t))~f , U(t)θ3vi〉∣∣∣
=
∣∣∣〈~f, U(t)H∗(α(t))θ3vi〉∣∣∣+ ∣∣∣〈~f, [U(t),H∗(α(t))]θ3vi〉∣∣∣
=
∣∣∣〈~f, U(t)θ3H(α(t))vi〉∣∣∣+ ∣∣∣〈~f, [U(t),H∗(α(t))]θ3vi〉∣∣∣
=
∣∣∣〈~f, [U(t),H∗(α(t))]θ3vi〉∣∣∣ ≤ t−1‖f‖∞.
Combined with (2.10) and (2.11), it follows,
∥∥∥∥∥
(
0
−n
n
0
)(
γ′
ω′
)∥∥∥∥∥ ≤ O1(‖f‖∞)
∥∥∥∥∥
(
γ′
ω′
)∥∥∥∥∥+O2(f) + t−1‖f‖∞ + t−2‖f‖∞, (2.12)
where O1 is the linear term of f , O2 is the quadratic term of f , and O2 ≤ C(|f |m+ |ϕ|m−2|f |2+
|f |n + |ϕ|n−2|f |2). Thus we have proved our lemma.
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2.2 Reduction to time-independent linearized operator
Fix time t1 > h. Suppose that ω(t1) = ω1, β(t1) = β1. Define ω1 = −14α21, γ1 = β1 − ω1t1,
Φ1 = −ω1t− γ1. Let χ = eiΦ1g(x, t), then g satisfies
igt = L(α1)g +D.
The function D is given by
D = D0 +D1 +D2 +D3 +D4,
D0 = e
−iΩ[−γ′ϕ(α) + 2i
α
ω′ϕα], Ω = Φ1 − Φ,
D1 = [F (ϕ
2(α)) + F ′(ϕ2(α))ϕ2(α)− F (ϕ2(α1))− F ′(ϕ2(α1))ϕ2(α1)]g,
D2 = F
′(ϕ2(α))ϕ2(α)[e−2iΩ − 1]g¯,
D3 = [F
′(ϕ2(α))ϕ2(α)− F ′(ϕ2(α1))ϕ2(α1)]g¯,
D4 = e
−iΩN(ϕ(α), eiΩg).
The equation for ~g = (g, g¯)t is
i~gt = H(α1)~g + ~D. (2.13)
3 Fractional order derivative of H(α)
For α > 0, recall the linearized operator H(α). Define τ = 14α
2 and
H0 =
(
−∆+ τ
∆− τ
)
.
With these notations, the potential term in H(α) is given by H(α) = H0 + V , where V can be
written as (
V1
V2
−V2
−V1
)
.
The explicit formula for the kernel of H0 and Young’s inequality yield
Lemma 3.1. For 1 ≤ p ≤ ∞, λ ∈ C\[(−∞,−τ ]⋃[τ,∞)],
∥∥∥(H0 − λ)−1∥∥∥
p→p
≤ c1[(Re
√−λ+ τ)−2 + (Re√λ+ τ)−2];
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and for 2 ≤ p ≤ ∞,
∥∥∥(H0 − λ)−1∥∥∥
2→p
≤ c1[(Re
√
τ − λ)− 32− 1p + (Re√λ+ τ)− 32− 1p ].
Lemma 3.2. Let λ ∈ C\[(−∞,−τ ]⋃[τ,∞)]. If [Re√(−λ+ τ)]2 ≥ 4c1‖V ‖∞ and [Re√(λ+ τ)]2 ≥
4c1‖V ‖∞, 1 ≤ p ≤ ∞, then
‖(H(α) − λ)−1‖p→p ≤ c[(Re
√
τ − λ)−2 + (Re√λ+ τ)−2],
where c is independent of V .
Proof Formally we have
(H(α)− λ)−1 = (I + (H0 − λ)−1V )−1(H0 − λ)−1.
Precisely, if
∥∥∥(H0 − λ)−1V ∥∥∥
p→p
< 12 , then by Neumann series the above formula makes sense.
Moreover,
∥∥∥(H0 − λ)−1V ∥∥∥
p→p
≤
∥∥∥(H0 − λ)−1∥∥∥
p→p
‖V ‖∞ ≤ c1[(Re
√
τ − λ)−2 + (Re√λ+ τ)−2]‖V ‖∞.
Hence if (Re
√
τ − λ)2 ≥ 4c1‖V ‖∞, (Re
√
λ+ τ)2 ≥ 4c1‖V ‖∞, we have
∥∥∥(H(α)− λ)−1∥∥∥
p→p
≤ 2
∥∥∥(H0 − λ)−1∥∥∥
p→p
≤ c[(Re√τ − λ)−2 + (Re√λ+ τ)−2].
For 0 < s < 2, x ∈ H2, define
H(α)s/2x =
1
2πi
∫
Γ
λ
s
2
−1(λ−H(α))−1H(α)xdλ. (3.14)
where
Γ = γ1,+ ∪ γ2,+ ∪ γ1,− ∪ γ2,−, γ1,±(t) = t+ a± iεt, t ≥ 0, γ2,±(t) = −t− a± iε, t ≥ 0.
See Figure 1 for the shape of Γ and the two connected branches of Γ are anticlockwise oriented.
Here a > 0 is some appropriate constant close to τ excluding discrete spectrum of H(α) in the
interior of Γ, and ε is sufficiently small to ensure γ1,±(t) and γ2,±(t) lie in some single-value
branch of zs/2. It is a direct corollary that H(α)s/2x = 0 if x lies in the discrete part. The
integration is well-defined for each x ∈ H2, because of Lemma 3.2. Similarly, we define Hs/20 .
For β < 0, define
[H(α)]βx =
1
2πi
∫
Γ
λβ(λ−H(α))−1xdλ.
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For each x ∈ L2, the integration is well-defined due to Lemma 3.2.
Figure 1: curve Γ
Lemma 3.3. Denote H as the continuous spectral part of H(α) in L2, then in H
H(α)s/2 = ([H(α)]−s/2)−1.
Proof Step one. We claim [H(α)]−1 is exactly the inverse of H(α) in H. It suffices to prove
1
2πi
∫
Γ
H(α)(λ−H(α))−1λ−1dλ = Pc(H(α)). (3.15)
For simplicity we denote ξ1(α) (ξ2(α)) by z (y respectively). Then the discrete part of H(α) is
spanned by {z,y} and H(α)z = 0, H(α)y = iz, it is easily seen
∫
Γ
H(α)(λ−H(α))−1λ−1zdλ = 0∫
Γ
(λ−H(α))−1λ−1H(α)ydλ =
∫
Γ
iλ−2zdλ = 0.
In other words, it vanishes in discrete part of H(α). Let
L =
1
2πi
∫
Γ
H(α)(λ−H(α))−1λ−1dλ,
then in order to prove (3.15), we need to check the following two things:
(i)L is a projection;
(ii)〈Lv, θ3w〉 = 0, for each v ∈ L2 and w belonging to the discrete part of H(α).
First we show (ii) is correct. Indeed,
〈∫
Γ
H(α)(λ−H(α))−1λ−1dλv, θ3w
〉
=
〈
v,
∫
Γ
H(α)∗
(
λ¯−H(α)∗)−1λ¯−1θ3wdλ¯
〉
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=〈
v, θ3
∫
Γ
H(α)(λ−H(α))−1λ−1wdλ
〉
= 0.
Second, we prove (i) is valid.
Figure 2: curve Γ and Γ′
Taking curve Γ′ (see Figure 2)
Γ′ = γ1,+ ∪ γ2,+ ∪ γ1,− ∪ γ2,−, γ1,±(t) = t+ a′ ± iεt, t ≥ 0, γ2,±(t) = −t− a′ ± iεt, t ≥ 0,
where a < a′ < τ , we will show
∫
Γ
H(α)(λ−H(α))−1λ−1dλ =
∫
Γ′
H(α)(λ−H(α))−1λ−1dλ.
Indeed, for β < 0, we can prove
∫
Γ
λβ(λ−H(α))−1dτ =
∫
Γ′
λβ(λ−H(α))−1dλ. (3.16)
Denote
Γ1,n = {−t− a+ itε : 0 ≤ t ≤ n} ∪ {−t− a− itε : 0 ≤ t ≤ n}
Γ′1,n = {−t− a′ + itε : 0 ≤ t ≤ n} ∪ {−t− a′ − itε : 0 ≤ t ≤ n}
γ1,n = {−n+ it : −ε(n+ a) ≤ t ≤ −ε(n+ a′)} ∪ {−n+ it : ε(n+ a′) ≤ t ≤ ε(n+ a)},
where γ1,n is oriented downward, Γ1,n and Γ
′
1,n are oriented anticlockwise. (see Figure 3) Then
from the analyticity of resolvent,
∫
Γ1,n
λβ(λ−H(α))−1xdλ−
∫
Γ′1,n
λβ(λ−H(α))−1xdλ+
∫
γ1,n
λβ(λ−H(α))−1xdλ = 0.
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Figure 3: curve Γ1,n, Γ
′
1,n, and γ
′
1,n
.
Since Γ and Γ′ are symmetric respect to y axiom, it suffices to prove
lim
n→∞
∫
γ1,n
λβ(λ−H(α))−1xdλ = 0. (3.17)
From the decay of resolvent, for n sufficiently large, we have
∥∥∥∥∥
∫
γ1,n
λβ(λ−H(α))−1xdλ
∥∥∥∥∥
p
≤
∫ −ε(n+a′)
−ε(n+a)
∥∥∥(−n+ it−H(α))−1x∥∥∥
p
|−n+ it|αdt+
∫ ε(n+a)
ε(n+a′)
∥∥∥(−n+ it−H(α))−1x∥∥∥
p
|−n+ it|αdt
≤
∫ −ε(n+a′)
−ε(n+a)
(
Re
√
λ± (it− n)
)−2
|−n+ it|αdt‖x‖p +
∫ ε(n+a)
ε(n+a′)
(
Re
√
λ± (it− n)
)−2
|−n+ it|αdt‖x‖p.
Since as n→∞, arg (λ± (it− n)) ∼ ± arctan ε , we find
(
Re
√
λ± (it− n)
)−2
∼ c|n|−1, which
immediately leads to (3.17). Then we have
(∫
Γ
H(α)(λ−H(α))−1λ−1dλ
)2
=
∫
Γ
∫
Γ′
H(α)(λ−H(α))−1λ−1H(α)(µ−H(α))−1µ−1dλdµ
=
∫
Γ
∫
Γ′
H(α)2
λ−1µ−1
µ− λ
[
(λ−H(α))−1 − (µ−H(α))−1
]
dλdµ
= 2πi
∫
Γ′
H(α)2µ−2(µ−H(α))−1dµ
= −2πi
∫
Γ′
µ−2H(α)dµ + 2πi
∫
Γ′
µ−1(µ−H(α))−1H(α)dµ
= 2πi
∫
Γ′
µ−1(µ−H(α))−1H(α)dµ
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= 2πi
∫
Γ
H(α)(λ−H(α))−1λ−1dλ.
Thus L is a projection.
Step two. We prove for each γ, β < 0,
[H(α)]γ+β = [H(α)]γ [H(α)]β . (3.18)
From (3.16), we deduce
[H(α)]γ [H(α)]βx =
1
(2πi)2
∫
Γ
µγ(τ −H(α))−1dµ
∫
Γ′
λβ(λ−H(α))−1xdλ
=
1
(2πi)2
∫
Γ
∫
Γ′
λβµγ(µ−H(α))−1(λ−H(α))−1xdλdµ
=
1
(2πi)2
∫
Γ
(µ −H(α))−1dµ
∫
Γ′
λβµγ
µ− λxdλ−
∫
Γ′
(λ−H(α))−1
∫
Γ
λβµγ
µ− λxdµ
=
1
2πi
∫
Γ′
(λ−H(α))−1λβ+γxdλ
= [H(α)]γ+βx.
The following two steps are standard (see A. Pazy [12]), but for completeness, we give a sketch.
Step three. In this step, we define [H(α)]γ for γ ∈ R, and extend (3.18) to γ, β ∈ R.
From step one, we find [H(α)]−1 is one to one in H. Therefore, for any integer n ≥ 1, [H(α)]−n is
one to one. Suppose [H(α)]γx = 0 and take n ≥ |α|, then from Step two, we have [H(α)]−nx =
[H(α)]−n−γ [H(α)]γx = 0. This implies x = 0. Thus [H(α)]γ is one-to-one and we can define
[H(α)]−gamma as ([H(α)]γ)−1. We claim [H(α)]γ [H(α)]βx = [H(α)]γ+βx for γ, β ∈ R and
x ∈ D([H(α)]θ), where θ = max(γ, β, γ + β). Indeed. for example, when γ > 0, β < 0,
γ + β > 0, for x ∈ D([H(α)]θ), in order to verify [H(α)]γ+βx = [H(α)]γ [H(α)]βx, it suffices
to prove [H(α)]βx = [H(α)]−γ [H(α)]γ+βx. Let y = [H(α)]γ+βx, then it is equivalent to prove
[H(α)]−γy = [H(α)]β [H(α)]−γ−βy, which follows quickly from Step two.
Step four. In this step, we finish our proof. From Step three, [H(α)]s/2 = [H(α)][H(α)]s/2−1 =
H(α)[H(α)]s/2−1 , by the definition ofH(α)s/2,H(α)s/2 = [H(α)]s/2. Since [H(α)]s/2[H(α)]−s/2 =
I, we obtain our lemma.
Lemma 3.4. For 2 ≤ p ≤ ∞, it holds
∥∥∥H(α)s/2f −Hs/20 f∥∥∥
2
≤ C ‖f‖p , (3.19)
Proof It is easy to see
(λ−H(α))−1 − (λ−H0)−1 = (λ−H(α))−1V (λ−H0)−1.
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Therefore, from (3.14), we have
H(α)
s
2 =
∫
Γ
H(α)λ−1+
s
2 (λ−H(α))−1dλ
=
∫
Γ
H(α)λ−1+
s
2
(
(λ−H(α))−1 − (λ−H0)−1
)
dλ+H(α)
∫
Γ
λ−1+
s
2 (λ−H0)−1dλ
=
∫
Γ
H(α)λ−1+
s
2 (λ−H(α))−1V (λ−H0)−1dλ+(H0)
s
2 + V
∫
Γ
λ−1+
s
2 (λ−H0)−1dλ
=−
∫
Γ
(λ−H(α))λ−1+ s2 (λ−H(α))−1V (λ−H0)−1dλ+ V
∫
Γ
λ−1+
s
2 (λ−H0)−1dλ
+
∫
Γ
λ
s
2 (λ−H(α))−1V (λ−H0)−1dλ+(H0)
s
2
=
∫
Γ1
λ
s
2 (λ−H(α))−1V (λ−H0)−1dλ+(H0)
s
2
Define
Γ1 = Γ ∩
{
(Re
√
τ − λ)2 ≥ 4c1‖V ‖∞, (Re
√
λ+ τ)
2 ≥ 4c1‖V ‖∞
}
,
Γ2 = Γ ∩
{
(Re
√
τ − λ)2 ≤ 4c1‖V ‖∞, (Re
√
λ+ τ)
2 ≥ 4c1‖V ‖∞
}
,
Γ3 = Γ ∩
{
(Re
√
τ − λ)2 ≥ 4c1‖V ‖∞, (Re
√
λ+ τ)
2 ≤ 4c1‖V ‖∞
}
,
Γ4 = Γ ∩
{
(Re
√
τ − λ)2 ≤ 4c1‖V ‖∞, (Re
√
λ+ τ)
2 ≤ 4c1‖V ‖∞
}
,
then from Lemma 3.2, Lemma 3.1, when 1q +
1
p =
1
2 , we have
∥∥∥∥∥∥
∫
Γ1
λ
s
2 (λ−H(α))−1V (λ−H0)−1fdλ
∥∥∥∥∥∥
2
≤
∫
Γ1
|λ| s2
∥∥∥(λ−H(α))−1∥∥∥
2→2
‖V ‖q
∥∥∥(λ−H0)−1∥∥∥
p→p
‖f‖pdλ
≤
∫
Γ1
|λ| s2 [(Re√τ − λ)−2 + (Re√λ+ τ)−2]2‖V ‖q‖f‖pdλ.
(3.20)
The only singular point for (3.20) is infinity. But at infinity, the integrand behaves like |λ| s2−2,
which is integrable. Noticing that (Re
√
τ − λ)−2 ∼ |λ| , (Re√λ+ τ)−2 ∼ |λ|, as λ → ∞ in Γ,
the curve Γ2, Γ3, Γ4 are actually bounded. Hence the remaining three terms can be estimated
by
∫
{λ:|λ|≤R}∩Γ
|λ| s2
∥∥∥(λ−H(α))−1∥∥∥
2→2
‖V ‖q
∥∥∥(λ−H0)−1∥∥∥
p→p
‖f‖pdλ
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≤ C‖V ‖q‖f‖p.
Lemma 3.5. For 1/2 < s < 2, 2 ≤ p ≤ ∞, it holds
‖f‖p + ‖f‖Hs ≤ C‖Hs/20 f‖2
Proof From Fourier transformation, it is easy to see H
s/2
0 is roughly (τ−∆)s/2. Indeed, applying
Fourier transformation, we have
F
[∫
Γ λ
s
2
−1(λ−H0)−1H0fdλ
]
(k)
=
(
τ + |k|2
−τ − |k|2
)∫
Γ λ
s
2
−1


[
λ− (τ + |k|2)
]−1 [
λ+ τ + |k|2
]−1

F(f)(k)dλ
=


(
τ + |k|2
)s/2 (
−τ − |k|2
)s/2

F(f)(k).
Standard Sobolev imbedding theorem yields ‖f‖p ≤ C
∥∥∥Hs/20 f∥∥∥
2
.
Lemma 3.6. For f in the continuous spectral space of H(α), 1/2 < s < 2, 2 ≤ p ≤ ∞, we have
‖f‖p ≤ C‖H(α)s/2f‖2.
Proof It suffices to prove
∥∥∥[H(α)]−s/2f∥∥∥
p
≤ C‖f‖2, due to Lemma 3.3. Similar arguments as
Lemma 3.4 yield,
∥∥∥[H(α)]−s/2f − [H0]−s/2f∥∥∥
p
≤ C
∥∥∥∥
∫
Γ
λ−s/2+1(λ−H0)−1V (λ−H(α))−1fdλ
∥∥∥∥
p
≤ C
∫
Γ
|λ|−s/2+1
∥∥∥(λ−H0)−1∥∥∥
2→p
‖V ‖∞
∥∥∥(λ−H(α))−1∥∥∥
2→2
‖f‖2dλ.
Applying Lemma 3.2, Lemma 3.1 and Lemma 3.5, using similar arguments in Lemma 3.4, we
obtain Lemma 3.6.
Lemma 3.6 and the definition of |JV |su immediately yield
Corollary 3.7. If U(−t)u belongs to the continuous part of H(α), 2 ≤ p ≤ ∞ then
‖u‖p ≤ t−s‖|JV |su‖L2 ,
where |JV |sf = U(t)(t2H(α))s/2U(−t)f .
Denote the projection to the continuous part of H(α(t)) by P1. Fix time t1 > h, and denote
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α(t1) by α1. Recall
H(α1) =
(
−∆+ α214
∆− α214
)
+
(
V1(α1)
V2(α1)
V2(α1)
−V1(α1)
)
.
From Section 1, we know that the discrete spectral part of H(α1) is spanned by {ξ1(α1), ξ2(α1)}.
Moreover ξ1(α1) → ξ1(α(t)) , ξ2(α1) → ξ2(α(t)), as α1 → α(t). Define the projection to the
continuous part of H(α1) as P2. Recall ~g in the decomposition of u(x, t) in Section 2. For
simplicity, we sometimes write ~g as f .
Lemma 3.8. If |α1 − α(t)| ≪ 1, then for some constant C we have
‖|JV |sg‖2 ≤ C‖P2|JV |sg‖2.
Proof Suppose |JV |sg = P2|JV |sg + h1ξ1(α1) + h2ξ2(α1), then the orthogonal condition (2.7)
gives
0 = 〈|JV |sg, U(t)θ3ξi(α(t))〉
= 〈|JV |sg, U(t)θ3ξi(α1)〉+ 〈|JV |sg, U(t)θ3[ξi(α(t)) − ξi(α1)]〉
= 〈|JV |sg, θ3ξi(α1)〉+O (|α1 − α|) ‖|JV |sg‖2
Therefore substituting the decomposition of |JV |sf into the above formula yields
‖(h1, h2)‖ ≤ C‖P2|JV |sg‖2 +O (|α1 − α|) ‖|JV |sg‖2
≤ C‖P2|JV |sg‖2 +O (|α1 − α|) ‖(h1, h2)‖
Thus if |α1 − α(t)| ≪ 1, we have
‖(h1, h2)‖ ≤ C‖P2|JV |sg‖2.
4 Nonlinear estimates
Define M = sup
τ≤t1
(‖f‖m + ‖f‖n + ‖f‖∞)〈τ〉s, since s = 74
+
, then from Lemma 2.2, we have
∣∣γ′∣∣+ ∣∣ω′∣∣ ≤ CW (M)t−1−sM2, (4.21)
where W (x) is some bounded function around zero. Thus
sup
τ≤t1
|α(t)− α0| ≤W (M)M2,
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∣∣α′∣∣ ≤W (M)t−1−sM2, (4.22)
|α(t)− α(t1)|+ |Ω| ≤W (M)M2t1−s. (4.23)
Furthermore if M is sufficiently small, then Corollary 3.7 and Lemma 3.8 yield
M≤ C‖P2|JV |sg‖L∞t L2x . (4.24)
4.1 The equation for |JV |sg
Denote
∂tE2 =
(
∂t
∂t
)
,
then direct calculations imply
Lemma 4.1. [
i∂tE2 −
(
−∆+ τ
∆− τ
)
,
(
M (t)
M(−t)
)]
=
(
M (t) ( i2t +
ix·∇
t )
M (−t) ( i2t + ix·∇t )
)
.
Lemma 4.2.
[
i∂tE2 −
(
−∆+ τ
∆− τ
)
,
(
M (−t)
M(t)
)]
=
(
M (−t) (− i2t − ix·∇t − x
2
2t2
)
M (t) (− i2t − ix·∇t + x
2
2t2
)
)
.
For potential term, we have
Lemma 4.3.
[V,U(t)] =
(
0
V2[M(−t)−M(t)]
−V2[M(−t)−M(t)]
0
)
.
For simplicity, we write H(α1) as K.
Lemma 4.4. If we define A = −U(t)(t2K)s/2 [V,U(−t)]−[V,U(t)] (t2K)s/2U(−t), then it holds
that
[i∂tE2 −K, |JV |s] = is
t
|JV |s + i
t
U(t)
[
x · ∇, (t2K)s/2]U(−t) +A.
Proof Lemma 4.1 to Lemma 4.3 yield
[i∂tE2 −K, |JV |s]
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= [i∂tE2 −K,U(t)]
(
t2K
)s/2
U(−t) + U(t)
[
i∂tE2 −K,
(
t2K
)s/2
U(−t)
]
=
i
2t
|JV |s +
(
M (t) ix·∇t
M (−t) ix·∇t
)(
t2K
)s/2
U(−t)
+ U(t)
(
t2K
)s/2
[i∂tE2 −K,U(−t)]− [V,U(t)]
(
t2K
)s/2
U(−t) + U(t)[i∂tE2 −K, (t2K)s/2]U(−t)
=
(
M (t) ix·∇t
M (−t) ix·∇t
)(
t2K
)s/2
U(−t) +A+ is
t
|JV |s + i
2t
|JV |s
+ U(t)
(
t2K
)s/2( M (−t) (− i2t − ix·∇t − x22t2 )
M (t) (− i2t − ix·∇t + x
2
2t2
)
)
=
is
t
|JV |s +
(
M (t) ix·∇t
M (−t) ix·∇t
)(
t2K
)s/2
U(−t)
− U(t)(t2K)s/2
(
M (−t) ix·∇t
M (t) ix·∇t
)
+ U(t)
(
t2K
)s/2( M (−t) (− x22t2 )
M (t) x
2
2t2
)
+A
=
is
t
|JV |s + i
t
U(t)
[
x · ∇, (t2K)s/2U(−t)]+ U(t)(t2K)s/2
(
M (−t) (− x2
2t2
)
M (t) x
2
2t2
)
+A.
Since [
x · ∇, (t2K)s/2U(−t)]
=
[
x · ∇, (t2K)s/2]U(−t) + (t2K)s/2 [x · ∇, U(−t)]
=
[
x · ∇, (t2K)s/2]U(−t) + (t2K)s/2
(
M (−t) x2
2t2
−M (t) x2
2t2
)
,
our lemma follows.
If we denote
B(s) = s(K)s/2 +
[
x · ∇, (K)s/2
]
,
then
[i∂tE2 −K, |JV |s] = its−1U(t)B(s)U(−t) +A+ F. (4.25)
For B(s), we have
Lemma 4.5. For r = 1+,
‖B(s)g‖r ≤ C‖g‖2,
Proof A small modification of the proof of Lemma 7.1 in [4] leads to
B(s) = c
∫
Γ
τ s/2(τ −K)−1V3(τ −K)−1dτ.
where V3 = 2V +x
d
dxV . Similar arguments as Lemma 3.4 yields our lemma. In fact, as presented
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in the proof of Lemma 3.4, we split Γ into four parts. Define
Bjg =
∫
Γj
λs/2(λ−K)−1V3(λ−K)−1gdλ.
Let 1r =
1
2 +
1
q . For B1, Lemma 3.2 and Ho¨lder inequality give
‖B1f‖r ≤
∥∥∥∥
∫
Γ1
λs/2(λ−K)−1V3(λ−K)−1gdλ
∥∥∥∥
1
≤
∫
Γ1
∥∥∥(λ−K)−1∥∥∥
r→r
λs/2‖V3‖q
∥∥∥(λ−K)−1∥∥∥
2→2
dλ‖g‖2
≤ C‖g‖2
∫
Γ1
λs/2−2dλ
≤ C‖g‖2.
Denote the resolvent set of K in L2 by ρL2(K) and the resolvent set (spectrum) of K in L
2 ∩ L1
by ρL2∩L1(K) (σL2∩L1(K) respectively). The domain of K in L
2 ∩ Lr is taken as W 2,r ∩W 2,2.
We claim ρL2(K) ⊆ ρL2∩Lr(K). In fact, let ~g ∈ Lr ∩ L2, λ ∈ ρL2(K), the definition of resolvent
set gives ~f ∈ L2 for which it holds ~g = (K − λ) ~f namely
{
−∆f1 + τ1f1 − λf1 + V1(α1)f1 − V2(α1)f2 = g1
∆f2 − τ1f2 − λf2 + V2(α1)f1 − V1(α1)f2 = g2
(4.26)
Ho¨lder inequality implies g1 − V1(α1)f1 + V2(α1)f2 ∈ Lr. Therefore we have
−∆f1 + (τ1 − λ)f1 ∈ Lr.
Since τ1− λ /∈ (−∞, 0], −∆f1+ (τ1− λ) is invertible in Lr, which can be proved by the integral
expression of the resolvent of ∆. Hence f1 ∈ Lr, again by the first equation in (4.26) we have
∆f1 ∈ Lr, thus f1 ∈ W 2,r. The same arguments show f2 ∈ W 2,r, by which we have proved our
claim. In other words, we have proved σL2∩Lr(K) ⊆ σL2(K), which indicates for λ ∈ Γ2∪Γ3∪Γ4,
∥∥∥(λ−K)−1∥∥∥
Lr∩L2→Lr∩L2
≤ C.
Hence by Ho¨lder inequality and the boundedness of Γj where j ∈ {2, 3, 4}, we obtain
‖Bjg‖1 ≤
∥∥∥∥∥
∫
Γj
λs/2(λ−K)−1V3(λ−K)−1gdλ
∥∥∥∥∥
1
≤
∫
Γj
λs/2
∥∥∥(λ−K)−1∥∥∥
Lr∩L2→Lr∩L2
(
‖V3‖q + ‖V3‖∞
)∥∥∥(λ−K)−1∥∥∥
2→2
dλ‖g‖2
≤ C‖g‖2.
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Lemma 4.6. Let r = 1+, then
∥∥∥Ks/2g −Hs/20 g∥∥∥
r
≤ C‖g‖2.
Proof From the proof of Lemma 3.4,
∥∥∥Ks/2g −Hs/20 g∥∥∥
r
=
∥∥∥∥
∫
Γ
λs/2(λ−K)−1V (λ−H0)−1g
∥∥∥∥
r
.
The same arguments in the proof of Lemma 4.5 yield our Lemma.
Lemma 4.7. Let r = 1+, (p, r) is an admissible pair. Then
‖Ag‖LptLrx ≤ C(h
−1)‖P2|JV |sg‖L∞t L2x .
Proof Let 1r =
1
2 +
1
q . Lemma 4.6, fractional Leibnitz formula, Lemma 3.4, Corollary 3.7 and
Lemma 3.8 imply
‖Ag‖r ≤
∥∥∥tsHs/20 [U(t)⌣V (t)U(−t)g]∥∥∥
r
+
∥∥∥⌣V (t)|JV |sg∥∥∥
r
+ ts
∥∥∥⌣V (t)g∥∥∥
2
≤
∥∥∥tsU(t)⌣V (t)U(−t)g∥∥∥
W s,r
+
∥∥∥⌢V (t)|x|2∥∥∥
q
‖|JV |sg‖2t−1 + ts−1‖g‖2
∥∥∥⌢V (t)|x|2∥∥∥
∞
≤
∥∥∥tsU(t)⌣V (t)∥∥∥
W s,2
‖g‖q + ‖tsU(−t)g‖W s,2
∥∥∥⌣V (t)∥∥∥
q
+ C‖|JV |sg‖2t−1 + Cts−1‖g‖2
≤ Cts−1‖g‖q + Ct−1‖|JV |sg‖2 + Cts−1‖g‖2
≤ C‖|JV |sg‖2t−1 ≤ C‖P2|JV |sg‖L∞t L2xt
−1,
where
⌣
V (t) = [M(t)−M(−t)]
(
0
V2
−V2
0
)
,
⌢
V (t) =
(
0
V2
−V2
0
)
.
Lemma 4.8. Let r = 1+, (p, r) is an admissible pair. Define its−1U(t)B(s)U(−t)g = B¯(s)g,
then ∥∥B¯(s)g∥∥
LptL
r
x
≤ C(h−1)‖P2|JV |sg‖L∞t L2x .
Proof Thanks to Lemma 4.5, Corollary 3.7 and Lemma 3.8, it is easy to see
∥∥its−1P2U(t)B(s)U(−t)g∥∥LptLrx ≤ ∥∥its−1g∥∥LptL2x ≤ ∥∥ts−1t−s∥∥Lrt ‖|JV |sg‖L∞t L2x
≤ C(h−1)‖P2|JV |sh(t)‖L∞t L2x .
Lemma 4.9. Let r = 1+, (p, r) is an admissible pair. Then
∥∥∥|JV |s ~D0∥∥∥
LptL
r
x
≤ C ‖P2|JV |sg‖2L∞t L2x .
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∥∥∥|JV |s ~D4∥∥∥
LptL
r
x
≤ C ‖P2|JV |sg‖2L∞t L2x + ‖P2|JV |
sg‖m−1L∞t L2x + ‖P2|JV |
sg‖m−2L∞t L2x .∥∥∥|JV |s ~Dj∥∥∥
LptL
r
x
≤ C‖P2|JV |s~g‖3L∞t L2x ,
where j = 1, 2, 3.
Proof From (4.21),
∥∥∥|JV |s ~D0∥∥∥
LptL
r
x
≤ C∥∥∣∣γ′∣∣ ts + ∣∣ω′∣∣ ts∥∥
Lpt
≤ CM2∥∥t−1∥∥
Lpt
≤ CM2.
We can write D4 as D4 = e
−iΩ
∫ 1
0 [A1 +A2 +A3 +A4 +A5](1− τ)dτ , where
A1 = g˜
2
(
ϕ+ τ g˜
)2
(ϕ+ τ g˜)F ′′(|ϕ+ τ g˜|2),
A2 = 2|g˜|2(ϕ+ τ g˜)2ϕ+ τ g˜F ′′(|ϕ+ τ g˜|2),
A3 = (¯˜g)
2
(ϕ+ τ g˜)3F ′′(|ϕ+ τ g˜|2),
A4 = 2g˜
2ϕ+ τ g˜F ′(|ϕ+ τ g˜|2),
A5 = 4|g˜|2(ϕ+ τ g˜)F ′(|ϕ+ τ g˜|2),
g˜ = geiΩ.
We take A3 as an example to illustrate how to bound them. Define
1
r =
1
2 +
1
q , {η} ≡ (η, η¯)t.
Then from Lemma 4.6, fractional Leibnitz formula, Lemma 3.5, Proposition 1.1, we obtain
∥∥∥|JV |s {(¯˜g)2(ϕ+ τ g˜)3F ′′(|ϕ+ τ g˜|2)}∥∥∥
r
≤ ts
∥∥∥U(−t){(¯˜g)2(ϕ+ τ g˜)3F ′′(|ϕ+ τ g˜|2)}∥∥∥
W s,r
+ Cts
∥∥∥{(¯˜g)2(ϕ+ τ g˜)3F ′′(|ϕ+ τ g˜|2)}∥∥∥
2
≤ ts
∥∥∥M(−3t)(ϕ+ τ g˜)3F ′′(|ϕ+ τ g˜|2)(M(t)g¯)(M(t)g¯)∥∥∥
W s,r
+ Cts ‖g‖2∞
≤ ts
∥∥∥M(−3t)(ϕ+ τ g˜)3F ′′(|ϕ+ τ g˜|2)∥∥∥
H2
∥∥g2∥∥
q
+ ts
∥∥∥M(−3t)(ϕ + τ g˜)3F ′′(|ϕ+ τ g˜|2)∥∥∥
q
∥∥∥(M(t)g¯)2∥∥∥
Hs
+ Cts ‖g‖2∞
≤ ts
∥∥∥M(−3t)(ϕ+ τ g˜)3F ′′(|ϕ+ τ g˜|2)∥∥∥
H2
‖g‖∞‖g‖q +Cts‖M(t)g¯‖Hs‖g‖∞
+ Cts ‖g‖2∞
≤ ts
∥∥∥M(−3t)(ϕ+ τ g˜)3F ′′(|ϕ+ τ g˜|2)∥∥∥
H2
‖g‖∞‖g‖q +C‖|JV |sg‖2‖g‖∞ + Cts ‖g‖2∞
≤ ts−2
∥∥∥|x|2(ϕ+ τ g˜)3F ′′(|ϕ+ τ g˜|2)∥∥∥
2
‖g‖∞‖g‖q + ts−1
∥∥∥∥|x|((ϕ+ τ g˜)3F ′′(|ϕ+ τ g˜|2))′
∥∥∥∥
2
‖g‖∞‖g‖q
+ ts
∥∥∥∥((ϕ+ τ g˜)3F ′′(|ϕ+ τ g˜|2))′′
∥∥∥∥
2
‖g‖∞‖g‖q + C‖|JV |s~g‖2‖g‖∞ + Cts ‖g‖2∞
≤ ts−2
(
‖g‖∞‖g‖q +
∥∥∥|x|2g∥∥∥
2
‖g‖q
(
‖g‖m−2∞ + ‖g‖n−2∞
))
+ ts−1
(
‖g‖∞‖g‖q + ‖|x| g‖2‖g‖q
(
‖g‖m−3∞ + ‖g‖n−3∞
))
+ C‖|JV |s~g‖2‖g‖∞ +Cts ‖g‖2∞ + Cts‖g‖∞‖g‖q
22
. t−s ‖|JV |s~g‖22 + ts+2−s(m−1) ‖|JV |s~g‖m−12 + ts−(m−2)s ‖|JV |s~g‖m−22
+ ts+2−s(n−1) ‖|JV |s~g‖n−12 + ts−(n−2)s ‖|JV |s~g‖n−22 .
Since s = 74
+
, m,n > 267 , we get the estimates of D4 in Lemma 4.9. Since the proofs of D1, D2,
D3 are almost the same, we only give the proof of D3. Lemma 4.6, fractional Leibnitz formula
and Lemma 3.5 give
∥∥∥|JV |s ~D3∥∥∥
r
≤ ts
∥∥∥Ks/2U(−t) ~D3∥∥∥
r
≤ Cts
∥∥∥∥∥
∫ α(t)
α1
U(−t){[F ′′(ϕ2(τ))ϕ3(τ)ϕα(τ) + F ′(ϕ2(τ))ϕ(τ)ϕα(τ)]g¯} dτ
∥∥∥∥∥
W s,r
+Cts
∥∥∥∥∥
∫ α(t)
α1
U(−t){[F ′′(ϕ2(τ))ϕ3(τ)ϕα(τ) + F ′(ϕ2(τ))ϕ(τ)ϕα(τ)]g¯} dτ
∥∥∥∥∥
2
≤ Cts
∫ α(t)
α1
∥∥M(−2t)[F ′′(ϕ2(τ))ϕ3(τ)ϕα(τ) + F ′(ϕ2(τ))ϕ(τ)ϕα(τ)]M(t)g¯∥∥W s,rdτ+
+Cts |α(t)− α1| ‖g‖2
≤ Cts
∫ α(t)
α1
∥∥M(−2t)[F ′′(ϕ2(τ))ϕ3(τ)ϕα(τ) + F ′(ϕ2(τ))ϕ(τ)ϕα(τ)]∥∥W s,2‖g‖qdτ
+Cts
∫ α(t)
α1
∥∥M(−2t)[F ′′(ϕ2(τ))ϕ3(τ)ϕα(τ) + F ′(ϕ2(τ))ϕ(τ)ϕα(τ)]∥∥q‖M(t)g¯‖W s,2dτ
+Cts |α(t)− α1| ‖g‖2
≤ Cts |α(t) − α1| ‖g‖q + C |α(t)− α1| ‖|JV |s~g‖2 + Cts |α(t) − α1| ‖g‖2
≤ C |α(t)− α1| ‖|JV |s~g‖2
≤ Ct−s+1‖|JV |s~g‖3L∞t L2x ,
where we have (4.23) in the last inequality.
4.2 Proof of main Theorem
Applying |JV |s and P2 to equation (2.13), then by commutator relations (4.25), we obtain
i∂tP2|JV |s~g −KP2|JV |s~g − P2|JV |s ~D = P2
(
B¯(s)~g +A~g
)
.
From Lemma 4.7, Lemma 4.8, Lemma 4.9, and Strichartz estimates (see J. Krieger, W. Schlag
[10]), we have
‖P2|JV |sg‖L∞t L2x .
∥∥∥|JV |s ~D∥∥∥
LptL
r
x
+
∥∥B¯(s)g +Ag∥∥
LptL
r
x
+ ‖gh‖Σ
23
. ‖P2|JV |sg‖3L∞t L2x + ‖P2|JV |
sg‖2L∞t L2x + ‖P2|JV |
sg‖m−1L∞t L2x + ‖P2|JV |
sg‖m−2L∞t L2x
+ ‖P2|JV |sg‖n−1L∞t L2x + ‖P2|JV |
sg‖n−2L∞t L2x + C(h
−1)‖P2|JV |sg‖L∞t L2 + C‖gh‖Σ.
If h is large enough, ‖gh‖Σ is sufficiently small, from standard continuity method, we obtain
M≤ ‖P2 |JV | g‖L∞t L2x < C.
Thus (4.21) implies, γ, ω have limits γ∞, ω∞. Consequently, we can introduce the limit trajectory
σ+(t):
β+(t) = ω+t+ γ+, ω+ = ω∞, γ+ =
∫ ∞
0
(ω(τ)− ω∞)dτ.
Obviously, σ(t)− σ+(t) = O(t−s+1) as t→∞. Hence, the limit soliton w(x;σ+(t)) aries, and
w(x;σ(t)) − w(x;σ+(t)) = O(t−s+1)
in the space of L2
⋂
L∞. Introduce transformation χ = eiΦ∞g(x, t), Φ∞ = −β+(t). Repeat the
construction in section 2 to section 4, with the operator K, P2 replaced by K+, Pc(K+), where
K+ =
(
−∆− ω+
∆+ ω+
)
+
(
V1(α+)
V2(α+)
−V2(α+)
−V1(α+)
)
.
Then we can also prove ‖χ‖∞ ≤ Ct−s, therefore, we have obtained
u = w(x;σ+(t)) + χ+O(t
−s+1).
Combined with the estimate of χ, Theorem 1.1 follows.
5 Appendix A
First we prove ‖u|x|‖2 ≤ C(t+ 1). ux satisfies
i∂t(xu) = − (∆u)x− F (|u|2)ux, (5.27)
Multiplying (5.27) by u¯x, then taking the imaginary part, we have
1
2
d
dt
‖|x|u‖22 = 2Im
∫
R
(∇u) xu¯.
Namely,
d
dt
‖|x| u‖22 ≤ C‖|x|u‖2.
24
Gronwall’s inequality yields ‖u|x|‖2 ≤ C(t + 1). Second, we prove ‖u′|x|‖2 ≤ C(1 + t3). The
equation for u′x is
i∂t(xu
′) = − (∆u′)x− F ′(|u|2)(u′u¯+ u¯′u)ux− F (|u|2)u′x.
Multiplying the above formula with u¯′x, taking the imaginary part, we obtain
d
dt
∥∥|x|u′∥∥2
2
.
∥∥u′′∥∥
2
∥∥|x| u′∥∥
2
+
∥∥u′∥∥2
∞
(
‖u‖m−3∞ + ‖u‖n−3∞
)
‖|x|u‖22 .
Since ‖u‖H2 is bounded, from Sobolev imbedding theorem, it follows,
d
dt
∥∥|x|u′∥∥2
2
≤ C∥∥|x|u′∥∥
2
+ Ct2 + C.
Therefore,
d
dt
(∥∥|x| u′∥∥2
2
+ 1
)
≤ C(t2 + 2)
(∥∥|x| u′∥∥2
2
+ 1
)1/2
.
Gronwall’s inequality implies ‖|x| u′‖2 ≤ C(t3+1). Third, we prove ‖u|x|2‖2 ≤ C(t4+1). Similar
arguments as the first step, we can show
d
dt
∥∥∥|x|2u∥∥∥2
2
≤ C
∣∣∣∣
∫
R
u′u¯x3
∣∣∣∣ ≤ C∥∥∥|x|2u∥∥∥2
∥∥|x|u′∥∥
2
≤ C(t3 + 1)
∥∥∥|x|2u∥∥∥
2
.
Again by Gronwall inequality, we get the desired result.
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