The problem of community detection in networks is usually formulated as finding a single partition of the network into some "correct" number of communities. We argue that it is more interpretable and in some regimes more accurate to construct a hierarchical tree of communities instead. This can be done with a simple top-down recursive bi-partitioning algorithm, starting with a single community and separating the nodes into two communities by spectral clustering repeatedly, until a stopping rule suggests there are no further communities. Such an algorithm is model-free, extremely fast, and requires no tuning other than selecting a stopping rule. We show that there are regimes where it outperforms K-way spectral clustering, and propose a natural model for analyzing the algorithm's theoretical performance, the binary tree stochastic block model. Under this model, we prove that the algorithm correctly recovers the entire community tree under relatively mild assumptions. We also apply the algorithm to a dataset of statistics papers to construct a hierarchical tree of statistical research communities.
Introduction
Data collected in the form of networks have become increasingly common in many fields, with interesting scientific phenomena discovered through the analysis of biological, social, ecological, and various other networks; see Newman [2010] for a review. Among various network analysis tasks, community detection has been one of the most studied, both because communities are frequently observed in many different types of networks, and because of appealing mathematical formulations that lend themselves to analysis; for more details, see survey papers [Fortunato, 2010 , Goldenberg et al., 2010 , Abbe, 2017 . Community detection is the task of clustering network nodes into groups with similar connection patterns. In many applications, community structure provides a useful and parsimonious representation of the network. There are many statistical network models for communities, including the stochastic block model [Holland et al., 1983] and its many variants and extensions, such as, for example, Handcock et al. [2007] , Hoff [2008] , Airoldi et al. [2008] , Karrer and Newman [2011] , Xu and Hero [2013] , Zhang et al. [2014] , Matias and Miele [2017] . One large class of methods focuses on fitting such models based on their likelihoods or approximations to them [Bickel and Chen, 2009 , Mariadassou et al., 2010 , Celisse et al., 2012 , Amini et al., 2013 ; another class of methods takes an algorithmic approach, designing algorithms that can sometimes be proven to work well under specific models [Newman and Girvan, 2004 , Newman, 2006 , Rohe et al., 2011 , Bickel et al., 2011 , Zhao et al., 2012 , Chen et al., 2012 , Lei and Rinaldo, 2014 , Cai and Li, 2015 , Chen and Xu, 2014 , Amini and Levina, 2018 , Joseph and Yu, 2016 , Le et al., 2017 , Gao et al., 2016 .
Most work on community detection to date has focused on finding a single partition of the network into groups, perhaps allowed to overlap. When the number of communities is large, such a partition becomes both difficult to fit and difficult to interpret. A hierarchical tree of communities, with larger ones further divided into smaller ones, offers an attractive alternative to a single partition, for multiple reasons. First, it provides more information than a single partition, and may reflect the actual mechanism of network formation. Second, it partially alleviates the problem of deciding on the number of communities, since different levels of the tree automatically give partitions into different numbers of communities. Finally, it provides a way to regularize an otherwise unwieldy model with a large number of communities (which in theory can approximate any exchangeable graph [Olhede and Wolfe, 2014] ) by imposing structural assumptions on parameters that can help both with computational cost and theoretical guarantees.
The work of Kleinberg [2002] and Clauset et al. [2008] may be among the first network models for a hierarchical community structure, generalized further by Peel and Clauset [2015] . This line of work uses a Bayesian framework with a hierarchical tree structure that starts from each node as a separate leaf. Bayesian inference on these models is very computationally expensive, and thus applicable only to small networks. A more computationally efficient model of this type was recently proposed [Blundell and Teh, 2013] , but its computational complexity is still O(n 2 log n) for a network with n nodes. More importantly, treating each node as a leaf involves a large number of parameters and makes the model less interpretable. On the other hand, if we construct a tree of communities, not necessarily going all the way down to the node level unless the data indicate it is necessary, we can control the trade-off between model complexity and fit, while maintaining interpretability and constraining the computational cost. A hierarchical model of this type was proposed by Lyzinski et al. [2017] , based on a mixture of random dot product graph (RDPG) models [Young and Scheinerman, 2007] . Each layer of the hierarchy is estimated with two steps, clustering and post-processing, and theoretical guarantees are obtained under the assumed model. However, the method requires latent dimensionality for each layer of models to be specified which is hard to choose (the paper reports it was implemented by visually finding a scree plot "elbow") and the computational cost is much higher compared to our work. On the theory side, the network density required for the recovery of the hierarchy is much stronger than what we need.
In this paper, we develop a framework for hierarchical community detection based on recursive bi-partitioning. Recursive bi-partitioning is a relatively standard approach in many unsupervised machine learning problems such as graph partitioning and image segmentation [Spielman and Teng, 1996 , Kannan et al., 2004 , Shi and Malik, 2000 , though the details vary. In recent years, recursive bi-partitioning gave way to K-way partitioning, which was shown to be superior for Euclidean data [Alpert and Yao, 1995 , Shi and Malik, 2000 , Meila and Shi, 2001 ]. Here we make a case for recursive bi-partitioning over K-way partitioning as a tool for community detection, for several reasons. First, a hierarchical tree of nested communities provides much more information than a "flat" partition into K parts, which may be of scientific interest. Second, it is well known that the difficulty of K-way community detection problems grows with K, whereas recursive bi-partitioning only ever needs to divide the network into K = 2 communities; we will in fact show that there are regimes under which recursive bi-partitioning is more accurate. Finally, there are more options for rigorous stopping rules when we are simply testing the hypothesis of K = 1 vs K > 1 [Bickel and Sarkar, 2016] .
The rest of the paper is organized as follows. In Section 2, we present the recursive bipartitioning framework, a specific recursive algorithm, and discuss the interpretation of the resulting hierarchical structure. In Section 3, we introduce a special class of stochastic block models under which a hierarchy of communities can be naturally defined, and provide theoretical guarantees on recovering the hierarchy for that class of models. Section 4 presents extensive simulation studies demonstrating advantages of recursive bi-partitioning for both community detection accuracy and estimating the hierarchy. Section 5 applies the proposed algorithm to a statistics citation network and obtains a readily interpretable hierarchical community structure. The paper concludes with a discussion in Section 6.
2 Community detection by recursive bi-partitioning
Setup and notation
We assume we are given an undirected network on nodes 1, 2, · · · , n. The corresponding n × n symmetric adjacency matrix A is defined by A ij = 1 if and only if node i and node j are connected, and 0 otherwise. We use [n] to denote the integer set {1, 2, · · · , n}. We write I n for the n × n identity matrix and 1 n for n × 1 column vector of ones, suppressing the dependence on n when the context makes it clear. For any matrix M , we use M to denote its spectral norm (the largest singular value of M ), and M F denotes the Frobenius matrix norm.
The community detection procedure is to find a partition of nodes into K sets, V 1 ∪V 2 ∪· · ·∪ V K = [n] and V i ∩V j = ∅ for any i = j, where K is usually unknown. In most cases of interest, we expect the connections within each group to be denser compared to connections between groups, corresponding to what's called an assortative community structure in networks; in some applications, disassortative structures are also considered.
The recursive bi-partitioning algorithm
In many network problems where a hierarchical relationship between communities is expected, estimating the hierarchy accurately is just as important as finding the final partition of the nodes. Here we describe a natural framework for producing a hierarchy of communities, recursive partitioning, an old idea in clustering that has not resurfaced much in the current statistical network analysis literature. The framework is general and can be used in combination with any community detection algorithm and model selection method; we will give a few options that worked very well in our experiments. In principle, the output can be any tree, but we focus on binary trees, as is commonly done in hierarchical clustering.
Recursive partitioning does exactly what its name suggests: starting from the whole network, we partition it into two communities. Then we apply a decision / model selection rule to each of these communities to decide if they should be split further; if the rule says to split, we divide into two communities again, and continue until no further splits are indicated. This is a top-down clustering procedure which produces a binary tree, but the leaves are small communities, not necessarily single nodes. Intuitively speaking, as one goes down the tree, the communities become closer, so the tree distance between communities reflects their level of connection.
Computationally, while we do have to partition multiple times, each community detection problem we have to solve is only for K = 2, which is faster and easier than for a general K, and the size of networks decreases as we go down the tree and thus it becomes faster. When K is large and connectivity levels between different communities are heterogeneous, we expect recursive partitioning to outperform K-way clustering, which does best for small K and when everything is balanced.
We call this approach hierarchical community detection (HCD). As input, it takes a network adjacency matrix A; an algorithm that takes an adjacency matrix A as input and partitions it into two communities, outputting their two induced submatrices, C(A) = {A 1 , A 2 }; and a a stopping rule S : R n×n → {0, 1}, where S(A) = 1 indicates there is no evidence A has communities and we should stop, and S(A) = 0 otherwise. Its output H C,S (A) = (c, T ) is the community label vector c and the hierarchical tree of communities T . The HCD algorithm defines a hierarchical structure on the resulting communities, as shown in the example in Figure 1 . The leaves are the final communities. The algorithm clearly depends on the choice of the partitioning algorithm C and the stopping rule S; we describe a few specific options next.
The simplest stopping rule is to fix the depth of the tree in advance, though that is not what we will ultimately do. A number of recent papers focused on estimating the number of communities in a network, typically assuming that a"one community" building block of such a network is generated from either the Erdös-Renyi model or the configuration model [Van Der Hofstad, 2016] . The methods proposed include directly estimating rank by the USVT method of Chatterjee [2015] , hypothesis tests of Bickel and Sarkar [2016] and Gao and Lafferty [2017] , the BIC criteria of Wang and Bickel [2017] , the spectral methods of Le and Levina [2015] and cross-validation methods of Chen and Lei [2017] , Li et al. [2016] . The cross-validation method of Li et al. [2016] works for both unweighted and weighted networks under a low rank assumption, while the others use the block model assumption.
Under block models, we found that the most accurate and computationally feasible stopping criterion is the non-backtracking method of Le and Levina [2015] . Let B be the nonbacktracking matrix, defined by
Let λ 1 ≥ λ 2 · · · ≥ λ n be the real parts of the eigenvalues of B (which may be complex). The number of communities is then estimated as the number of eigenvalues that satisfy λ i > B 1/2 . This is because if the network is generated from an SBM with K communities, it has been shown [Krzakala et al., 2013, Le and Levina, 2015] that the largest K eigenvectors of B will be well separated from the radius B 1/2 with high probability, at least in sparse networks. If we use this as a stopping criterion, we just need to check the real parts of the two leading eigenvalues. We also approximate the norm B by
− 1, as suggested by Le and Levina [2015] and only check the real parts of the 2 leading eigenvalues. If we want to avoid the block model assumption, the edge cross-validation (ECV) method of Li et al. [2016] can be used instead to check whether a rank 1 model is a good approximation to the subnetwork under consideration.
The main benefit of using these estimators as stopping rules (i.e. just checking at every step if the estimated K is greater than 1) is that the tree can be of any form; if we fixed K in advance, we would have to choose in what order to do the splits in order to end up with exactly K. Moreover, empirically we found the local stopping criterion is more accurate than directly estimating K. For the rest of the paper, we will focus on two versions, "HCD-Sign" which uses splitting by eigenvector sign, and "HCD-Spec", which uses regularized spectral clustering. Any of the stopping rules discussed above can be used with either method.
Computational complexity
Before discussing statistical properties of HCD, we look at its computational complexity, which turns out to be better than that of K-way partitioning, especially for problems with a large number of communities. The exact flop count depends on the specific network structure and parameters; here we give an example calculation in a simple setting. For simplicity, omit regularization, and compare HCD with recursive bi-partitioning by spectral clustering to K-way spectral clustering. Assume the network has K = 2 d communities of equal size n 0 , there are no edges between communities, and there are m 0 edges within each community. As long as m 0 /n 2 0 is sufficiently large, each split will be into two communities of the same size, and there will be no errors. Further, suppose we use the Lanczos algorithm [Larsen, 1998 ] to compute the spectrum and Lloyd's algorithm [Lloyd, 1982] for K-means, both with a fixed number of iterations. If the input matrix is an n 1 × n 2 matrix, in each iteration of the Lloyd's algorithm, the complexity is O(n 1 n 2 K) + O(n 1 n 2 ), in which the first term comes from calculating the distance of all of the n 1 n 2 -vectors to the K centers and compare them to update the labels while the second term comes from recalculating the K centers. Therefore, if the number of iterations is fixed,K-means has complexity O(n 1 n 2 K). In calculating eigenvectors, we always take advantage of the sparsity in the adjacency (or Laplacian) matrix.
Under these assumptions, at the kth level of the tree (taking the root to be level 0), we have 2 k subgraphs with 2 d−k communities in each, with n 0 nodes andm 0 within-community edges. For one subgraph, the complexity of applying the stopping rule using the sparse nonbacktracking matrix is O(2 d−k (m 0 + n 0 )), in which the first term comes from computing an eigendecomposition by power iteration (with a fixed number of eigenvalues, say 3 or 4) and the second term comes from estimating B 1/2 . The complexity of calculating the leading two singular vectors of the sparse Laplacian is O(2 d−k m 0 ). The K-means algorithm takes a 2 d−k n 0 × 2 matrix as input, corresponding to complexity is O(2 d−k n 0 ). Therefore the total complexity for one subgraph is O(2 d−k (m 0 + n 0 )). Summing over all the 2 k subgraphs, we get O(2 d (m 0 + n 0 )), and finally summing over all levels k from 0 to d − 1, we obtain the complexity of HCD-Spec
where K = 2 d is the number of communities, m = Km 0 is the number of edges and n = Kn 0 is the number of nodes.
On the other hand, applying standard spectral clustering requires calculating the K leading singular vectors of a sparse n × n matrix with m non-zero entries, which has complexity O(Km), and the K-means algorithm applied to an n × K matrix has complexity O(nK 2 ). Thus the overall complexity for spectral clustering is O(Km + K 2 n). Comparing this to (1), we see that HCD-Spec scales much better in K, and it has the same order in m and n.
The complexity of HCD-Sign is even lower than that of HCD-Spec as sign-splitting is faster than K-means, though they are of the same order for bi-partitioning. Last but not least, the HCD framework, unlike K-way partitioning, can be easily implemented in a distributed system.
Mega-communities and a similarity measure based on binary trees
The final communities (leaves of the tree) as well as the intermediate mega-communities can be defined by their positions on the tree. Formally, a node v of the binary tree can be represented by a sequence of binary values x(v) ∈ {0, 1} lv , where l v is the depth of v (the root node is of depth 0). The sequence x(v) records the path from the root to node v, with x(v) i = 1 if step i of the path is the right branch of the split and x(v) i = 0 otherwise. We define x(v) for the root node to be an empty string. Intuitively, the tree corresponds to a similarity measure between communities: two communities that are separated further down the tree should be more similar to each other than two communities that are separated higher up. Additionally, the similarity between two mega-communities does not depend on how they are split further down the tree. Note that we do not assume a hierarchical community model; the tree is simply the output of the HCD algorithm.
To quantify this notion of similarity, we define a similarity measure between two tree nodes using the corresponding binary strings x(v),
For instance, for the tree in Figure 1 , we have s(1, 11) = 1, s(1, 12) = 1 while s(1, 2) = 4 and s(1, 3) = 3. Notice that the comparison of values of s is only valid for pairs with one common node. So s(1, 12) < s(1, 3) indicates node 3 is closer to node 1 than node 12, but the comparison between s(2, 3) and s(11, 12) is not meaningful.
A natural question is whether this tree structure and the associated similarity measure tell us anything about the underlying population model. Suppose that the network is in fact generated from the SBM. The probability matrix P = EA under the SBM is block-constant, and applying either HCD-Sign or HCD-Spec to P will recover the correct communities and produce a binary tree. This binary tree may not be unique, for example, for the planted partition model where all communities have equal sizes, all within-block edge probabilities are p and all between-block edge probabilities are q. However, in many situations P does correspond to a unique binary tree (up to a permutation of labels), for example, under the model introduced in Section 3. For the moment, let's assume this is the case. Let c and T be the community labels and the binary tree produced by applying same HCD algorithm on P as if it is on A. Letĉ andT be the result of applying HCD to A. The estimated treeT depends on the stopping rule and may be very different in size from T ; however, we can always compute the tree-based similarity between nodes based on their labels. Let S T = (s T (c(i), c(j))) be the n × n matrix of pairwise similarities based on T , and ST = sT (ĉ(i),ĉ(j)) be the corresponding similarity matrix based onT . ST can be viewed as an estimate of S T , and we argue that comparing S T to ST may give a more informative measure of performance that just comparingĉ to c. This is because with a large K and weak signals it may be hard to estimate all the leaf-level communities correctly, but if the tree gets most of the mega-communities right, it is still a useful and largely correct representation of the network.
Finally, we note that an estimate of S T under the SBM can be obtained for any community detection method: ifc are estimated community labels, we can always estimate the correspondingP under the SBM and apply HCD toP to obtain an estimated treeT . However, our empirical results in Section 4 show that applying HCD directly to the adjacency matrix A to obtain ST gives a better estimate of S T than the ST constructed from the estimated probability matrix.
Theoretical properties of the HCD algorithm
We study the properties of HCD on a class of SBMs that naturally admit a binary tree community structure. We call this class a binary tree SBM (BTSBM).
Definition 1 (The binary tree stochastic block model). Let S d := {0, 1} d be the set of all length d binary sequences and let K = |S d | = 2 d . Each binary string in S d represents a community label. For node v, let c(v) ∈ S d be its label, and let C x = {v : c(v) = x} be the set of nodes corresponding to the community labeled with string x, and let n x = |C x |.
1. Define B ∈ R K×K , a matrix of probabilities, by
where F is a nondecreasing function which takes values between 0 and 1, D(x, y) := d + 1 − s(x, y), and s(x, y) is the binary string similarity between x and y as defined in Section 2.5.
2. Edges between all pairs of nodes v 1 < v 2 are independent Bernoulli, with
A nice feature of defining community labels through binary strings is that they naturally embed the communities in a binary tree. We can think of each entry of the binary string as representing one level of the tree, with the first digit corresponding to the first split at the top of the tree, and so on. We can then define mega-community labeled by a binary string x ∈ S h at any level of the tree h < d as sets {v : c(v) i = x i , 1 ≤ i ≤ h}, corresponding to a binary tree T , unique up to community label permutations.
Under the BTSBM, the closer two nodes are to each other in the tree, the higher their binary similarity score, and the higher the probability of an edge between them. The idea of a general link function F of the tree distance was first discussed in Clauset et al. [2008] . Their model, the hierarchical random graph (HRG), was formulated in a Bayesian framework; Peel and Clauset [2015] extended it to a general dendrogram. However, the HRG models a full tree where each leaf is a single node, and the number of parameters is exponential in n even if the community labels are known. This extremely high model complexity makes estimation less stable and computationally infeasible for large networks. The BTSBM, on the other hand, can be viewed as a hybrid of the HRG and the SBM, maintaining parsimony by estimating only community-level parameters while the natural and interpretable hierarchical structure.
To enable theoretical analysis, we need to give more specifics on the function F . In this paper, we use the following simple parametrization,
where α, β > 0 are fixed parameters, and ρ n = o(n) is the parameter controlling sparsity; if ρ n does not go to 0 with n, the graph will become trivially dense. We denote this model by
It is easy to see that the population binary tree T discussed in Section 2.5 is uniquely defined under the BTSBM, and thus we can evaluate methods under this model by how well they estimate the population tree. Given a binary community label vector c and the corresponding balanced binary tree T of depth d, define mc(T, c, h) ∈ [2 h ] n to be the community partition of all nodes into the mega-communities at level h, corresponding to c.
In particular, at level d we recover the true community labels c, up to a label permutation of mc (T, c, d) . This is well defined only if the binary tree is balanced (i.e., all leaves are at the same depth d), and we will focus on the balanced case in the analysis.
Given a binary string x, we write x0 and x1 as the binary strings obtained by appending 0 and 1 to x, respectively. We further define {x+} to be the set of all binary strings starting with x.
First, we state a proposition showing that the eigenvectors of the matrix P = EA contain the community information under the balanced BTSBM.
Proposition 1 (Eigenstructure of the balanced BTSBM ). Let P be the probability matrix of the balanced BTSBM(d, ρ n , α, β, {m} x∈S d ), with n = Km = 2 d m and α and β fixed constants. Then P has d distinct eigenvalues, λ max > λ 0 > λ 1 > · · · > λ d−1 and λ h has multiplicity 2 h for all h ≥ 0, with S 0 = ∅. For h ≥ 0, we label the 2 h eigenvectors corresponding to the eigenvalue λ h by u x , x ∈ S h . Then up to a sign switch on all entries u x has positive entries on nodes in mega-community x0, negative entries on nodes in megacommunity x1, and zeros in all other positions up to a switch of community labels between x0 and x1, which means that the eigenvector u x separates mega-communities x0 and x1 from each other and from the rest. Specifically, for λ h , h ∈ [0, d − 1] and x ∈ S h , we have
Further, when β = 1 2 , for 0 ≤ h ≤ d − 1 the eigenvalues are given by
and β = 1/2,
Finally, the largest eigenvalue λ max = ρ n αm 1 + β
and the corresponding eigenvector is a constant vector,
Proof of Proposition 1. The proposition can be directly verified by checking that P u x = λ h u x using formula (2) and (3).
Proposition 1 implies that HCD-Spec applied to the population matrix P will exactly recover the population binary tree T . It remains to show the concentration of A around P . We focus on the assortative setting β < 1/2, with K fixed and all communities of equal size n x = m for simplicity. To show the consistency of HCD-Sign in recovering the binary tree, we will need the graph to be reasonably dense.
Theorem 1 (Consistency of HCD-Sign). Let n = Km = 2 d m, β < 1/2, and assume A is generated from the balanced BTSBMBTSBM(d, ρ n , α, β, {m} x∈S d ). Letĉ be the community labels andT the corresponding binary tree computed with the HCD-Sign algorithm stopped at depth d. If K max(K, log ξ n) = o( √ nρ n ) for some constant ξ > 1, then for a sufficiently large n, with probability at least 1 − 2n −C we for all h ≤ d,
where the positive constant C depends on α, β, and ξ, and E h is the set of all label permutations on the binary string set S h .
Theorem 1 essentially says that each splitting step of HCD-Sign gives correct meta-communities at the corresponding level of the tree. The assumption of known d can be relaxed if d is estimated by a method with is guaranteed to recover K correctly with high probability, for example, the BIC criteria of Wang and Bickel [2017] . Empirically, we observed that the non-backtracking matrix method [Le and Levina, 2015] works better, and though they established theoretical guarantees under conditions different from those of Theorem 1, intuitively we might expect them to hold under the denser regime of Theorem 1 as well.
Strong consistency of recursive bi-partitioning was previously discussed by Dasgupta et al. [2006] . However, their algorithm is far more complicated than ours, with multiple resampling and pruning, and its computational cost is much higher. Also, their algorithm does not produce a tree of communities, but they did prove a strong consistency result of the resulting label assignment under the SBM. For comparison, we can rewrite their assumptions in our BTSBM parametrization. They require nρ n ≥ log 6 n, and the gap between any two columns of P corresponding to node in different communities to be separated by min c(u) =c(v)
Under the BTSBM, the left hand side is in the order of ρ 2 n n K . Therefore, the condition becomes log n·max(K 7 ,log 5 n) nρn = O(1). This is always stronger than our condition, which is
2.02 n) nρn = o(1), taking ξ = 1.01 for example. Lyzinski et al. [2017] developed their hierarchical community detection algorithm under a different, more general model they called the hierarchical stochastic blockmodel (HSBM). The HSBM is defined recursively, as a mixture of lower level models. In particular, under the regularity condition β < 1/2, the BTSBM is a special case of the HSBM where each level of the hierarchy has exactly two communities. Lyzinski et al. [2017] showed the exact tree recovery for fixed K and the average expected degree of at least O( √ n log 2 n), implying a very dense network. In contrast, our result allows for a growing K and in the special case of fixed K, the average degree only needs to grow as fast as log 2ξ n for an arbitrary ξ > 1, which is a much weaker requirement, not much stronger than the degree of order log n, which is necessary for strong consistency of community labels under a standard SBM with fixed K. The recent work of Abbe et al. [2017] shows that Algorithm 1 can achieve strong consistency for a network from SBM with two balanced communities with the log n degree.
Numerical results on synthetic networks
In this section, we investigate empirically performance of HCD on synthetic networks. Since our main focus is on comparing recursive bi-partitioning with K-way partitioning, we will focus on comparing HCD with regularized spectral clustering (RSC), and not include other K-way community detection methods. All synthetic networks in this section are generated from the BTSBM. There are several aspects of HCD to evaluate:
• Accuracy of estimating the number of communities by HCD, by directly comparinĝ K and K.
• Community co-clustering accuracy, defined by
where C ∈ R n×n is the co-clustering matrix defined by C ij = 1(c(i) = c(j)), andĈ is the estimated analog. Comparing co-clustering matrices is a convenient way to avoid finding the best permutation of community labels.
• Estimation accuracy of the probability matrix P , measured by P − P 2 F / P 2 F .
• Estimation of the hierarchical structure using the binary tree similarity measure, mea-
• In the balanced BTSBM settings, the community detection accuracy for the two level-1 mega-communities as well as the four level-2 mega-communities, measured by the proportion of correctly clustered nodes.
For estimating the number of communities, we compare HCD with the non-backtracking (NB) matrix method for estimating K as a benchmark, shown to be one of the most accurate options available for the SBM [Le and Levina, 2015] . For the other tasks, we compare HCD-Spec with regularized spectral clustering (RSC). We use the number of communities indicated by HCD-Spec for RSC, for a fair comparison. To compare tree structures between HCD and RSC, we apply the HCD procedure to the probability matrix estimated by RSC. HCD-Sign is also evaluated in all the tasks and for fair comparison, we also use the same regularization as in HCD-Spec for HCD-Sign. Since the sign-splitting approach only works for splitting into two parts, there is no K-way counterpart to compare it to. All simulation results are averaged over 100 independent replications.
Varying the number of communities
In this example, we only consider the balanced setting of BTSBM with n = 2000 = m2 d and vary d = 2, 3, 4, 5, setting K = 2 d . The parameter β is set so that the average out-in ratio (between-block edge/within-block edges) for all K is fixed at 0.15 and α is set to obtain the average degree of 35. These values of α and β are not too challenging, so we can be sure that the main impact on accuracy comes from changing K. Figure 2 shows the results on the four tasks. Figure 2a shows that in this scenario, HCD is clearly more accurate than the non-backtracking method, though both underestimate K for large values. Community detection and probability estimation accuracy are also better for HCD (Figures 2b and 2c) . Since K is large and most nodes are in different clusters, the difference between co-clustering matrices seems small, but the probability matrix errors show that the differences are actually quite large. For K = 16, when all three methods are using roughly the true number of communities, the estimation error of HCD-Spec is almost 30% lower than that of RSC.
Perhaps the most telling result, shown in Figure 2d , is that both HCD methods recover the tree S T much better than RSC, especially for larger K. This indicates that even though the number of communities is underestimated, the upper levels of the tree are still estimated accurately. This is further illustrated in Figures 2e and 2f , which compares estimated megacommunities at the top two levels of the tree. The HCD methods perform consistently better than RSC, and their advantage is especially pronounced when the network is sparse or K is large. In summary, as K gets bigger and the problem becomes more challenging, the advantages of HCD become more and more pronounced.
Varying network sparsity
We use the same configuration as before, varying the average degree of the network, fixing K = 16, and holding the out-in ratio at 0.15. Results for the four tasks are shown in Figure 3 . Though both methods tend to underestimate K, the HCD is uniformly more accurate. The global estimate of K from the non-backtracking matrix does not improve with growing average degree after 20, where the HCD estimate continues to improve and is close to the truth when the average degree is about 40. The HCD also dominates the RSC on all other tasks. 
Unbalanced communities with a complex tree structure
The BTSBM gives us the flexibility to generate complex tree structures and communities of varying sizes. However, it is difficult to control these features with a single parameter like K or the average degree, so instead we just include two specific examples for demonstration.
In both examples, the average degree is 35.
Example 1: moderate imbalance, large K
The first example corresponds to the hierarchical community structure shown in Figure 4 . It is generated from a balanced model with 32 communities by merging 4 pairs of the original communities, resulting in K = 28 total, with 4 communities of 124 nodes each and 24 communities of 62 nodes each. This is a challenging community detection problem because of large K, and the varying community sizes make it harder. Table 1 shows that again both HCD methods perform much better than regularized spectral clustering, on both estimation accuracy and tree recovery. 
Example 2: substantial imbalance, moderate K
The second example is shown in Figure 5 . It is generated from 32 balanced communities again, by merging 2 pairs of leaves one level up, and 8 pairs two levels up. This gives us Table 2 , all three methods have better performance compared to the previous example, which may be due to the smaller number of communities. The HCD methods clearly do better on all tasks. , we focused on the 3-core of the largest connected component of the network, ignoring the periphery which frequently does not match the community structure of the core. The resulting network, shown in Figure 6 , has 707 nodes (authors) and the average degree is 9.29. The two HCD algorithms (HCD-Spec and HCD-SS) give the same result on this network. We use ECV as the stopping rule instead of the non-backtracking method, because ECV does not rely on the block model assumption. In this particular problem, ECV chooses a deeper and more informative tree than the non-backtracking estimator, with 15 communities found, shown in Table 3 . Additionally, 10 nodes with the highest degrees in each community are listed in Table 4 in Appendix B. The community labels in Table 3 were constructed manually, with the help of research keywords associated with people in each community. The keywords were obtained by collecting research interests of 20 statisticians with the highest degrees in each community, from personal webpages, department research pages, Google Scholar and Wikipedia (sources listed in order of inspection), with stop word filtering and stemming applied. The three most frequent keywords from research interests in each community are shown in Table 3 . Recall that citation data were collected from publications between 2003 and 2012, while the research interests are collected in 2018, so there is potentially a time gap. However, it is evident to anyone familiar with the statistics literature of that period that the communities detected largely correspond to real research communities, looking both at the people in each community and the associated keywords. [29] high-dimensional theory model High-dimensional methodology [107] high-dimensional machine learning model
The hierarchical tree of research communities contains a lot of additional information, shown in Figure 7 . The hierarchical structure clearly reflects many well-known patterns. For example, Bayesian statistics and design of experiments split off very high up in the tree, whereas various high-dimensional communities cluster together, multiple testing is closely related to neuroimaging (which served as one of its main motivations), functional analysis and non/semi-parametric methods cluster together, and so on. These relationships between communities are just as informative as the communities themselves, if not more, and could not have been obtained with any "flat" community detection method.
Design of experiments [16] Bayesian statistics [98] Biostatistics and bio applications [35] Causal inference & shape (mixed) [15] Nonparametrics and wavelets [26] Neuroimaging [18] Multiple testing/inference [92] Clinical trials and survival Analysis [45] Non/semi−parametric methods [38] Functional data analysis [96] Dimensionlity reduction [35] Machine learning [21] (High−dim.) time series and finance [36] High−dimensional theory [29] High−dimensional methodology [107] Figure 7: The dendrogram of 15 communities, with manually labeled research areas, size shown in brackets
This network was also studied by Ji and Jin [2016] , though they did not extract the core. Our results are not easy to compare since there is no ground truth available and the number of communities they found is different. Briefly, they found three communities initially, and then upon finding that one of them is very mixed, further broke it up into three. They interpreted the resulting five communities as "Large-Scale Multiple Testing","Variable Selection", "Nonparametric spatial/Bayesian statistics", "Parametric spatial statistics", and "Semiparametric/Nonparametric statistics". Though some of the labels coincide with our communities in Table 3 , it seems more mixed (with spatial statistics and nonparametric statistics both appearing twice), and at any rate the hierarchical information which allows you to see which communities are close and which are far apart is not available from a flat partition.
Discussion
In this paper, we studied recursive partitioning as a framework for hierarchical community detection and proposed two specific algorithms for implementing it, based on either spectral clustering or sign splitting. This framework requires a stopping rule to decide when to stop splitting communities, but otherwise is tuning-free. We have shown that in certain regimes recursive partitioning has significant advantages in computational efficiency, community detection accuracy, and hierarchal structure recovery, compared with K-way partitioning.
The algorithm itself is model-free, but we showed it works under a new model we introduced, the binary tree SBM. Under this model, we showed that the hierarchical algorithm based on sign splitting is consistent for estimating both individual communities and the entire hierarchy. We conjecture that the advantage of hierarchical clustering carries over to general non-binary trees and more general models; more work will be needed to establish this formally.
A Proofs
To make notation consistent with other work we cite, in this section we use standard indexing of eigenvalues and eigenvectors instead of the binary string indexing in Proposition 1), with eigenvalues indexed by λ 1 ≥ λ 2 ≥ · · · ≥ · · · λ n and the corresponding eigenvectors u 1 , u 2 , · · · , u n . For completeness, we state some results on concentration of adjacency matrices we will need later on.
Lemma 1 (Theorem 17 of Eldridge et al. [2017] ). Let X be an n × n symmetric random matrix such that EX = (0) and all of its entries on and above the diagonals are independent, E|X ij | p ≤ 1 n for all i, j ∈ [n] and p ≥ 2. Let u be an n-vector with u ∞ = 1. For constants ξ > 1 and 0 < κ < 1, with probability at least 1 − n
We also need the matrix perturbation result based on the Neumann trick, again from Eldridge et al. [2017] .
Lemma 2 (Theorem 9 of Eldridge et al. [2017] ). Assume A = P + H where P ∈ R n×n and H ∈ R n×n are symmetric matrices. Let λ k , u k be the kth eigenvalue and corresponding eigenvector for P whileλ k andũ k be the kth eigenvalue and eigenvector of A. For any
where ζ(u; H, λ) is a n-vector whose jth entry is defined to be
Note that we added the condition H < λ t in the statement of Lemma 2 which was not in the original statement of the result in Eldridge et al. [2017] ; we believe it was omitted in error, and the condition is in fact needed.
Finally, we will need concentration of the adjacency network matrix, stated here in the form proved by Lei and Rinaldo [2014] .
Lemma 3 (Lei and Rinaldo [2014] ). Assume A is generated from the balanced BTSBM(d, ρ n , α, β, {m} x∈S h ) for n = Km = 2 d m and α and β fixed constants. Let H = A−P be the symmetric Bernoulli noise matrix, with P = EA. If for some ξ > 1,
with probability at least 1 − n −C 2 where C 0 is a constant depending on α and β and C 2 is a constant depending on C 0 .
We are now ready to prove the following lemma about concentration of adjacency matrix eigenvectors in ∞ norm. The lemma is a modification of Theorem 3 in Eldridge et al. [2017] , with a better control of the probability for growing K.
Lemma 4. Assume A is generated from the balanced BTSBM(d, ρ n , α, β, {m} x∈S h ) for n = Km = 2 d m and α and β < 1/2 fixed constants. If for some ξ > 1,
with probability at least 1 − 2n −C 2 , where C 1 , C 2 depend on α, β and ξ.
Proof of Lemma 4. Let H = A − P be the symmetric Bernoulli noise matrix. By Proposition 1, we have
where
We write c = (1−β)α and c = (1+c β )α later on. In general, one can see that λ k = Θ( nρn K ), and u k ∞ = Θ(
We define
. Now we need to bound Z k . For any 1 ≤ k ≤ K and 1 ≤ l ≤ n, we have
in which the constant ξ is defined in Lemma 1 and κ ∈ (0, 1) is a constant while γ depends on n and ρ n . To apply Lemma 1, we need to select a reasonable γ. Since H ij ≤ 1, as long as γ > 1, for all p ≥ 2
Setting γ = √ αnρ n , we have E|H ij /γ| p ≤ 1 n for all i, j ∈ [n] and p ≥ 2. Now define events
where C 0 is the constant from Lemma 3. By Lemmas 1 and 3, we have
Under the event ∩ K k=0 E k , we have for any k ∈ [K]:
Under the condition K 2 log 2ξ n nρn = o(1), for sufficiently large n, we must have
On the other hand, for the second term in the RHS of (5), we have
Under the event ∩ K k=0 E k , as long as
2 λ 2 for sufficiently large n, which leads to
(log ξ n) .
Combining (5), (6) and (7), under the event ∩ K k=0 E k , we have
Note that the second term is dominated by the first, so for sufficiently large n, this leads to
Now, define Z = max k Z k . Under the same event ∩ K k=0 E k , for sufficiently large n such that H we have H < λ 2 , which by Lemma 2 gives
whereC i , i = 1, 2, 3 depend on α, β.
Now for sufficiently large n, combining (9) and (8) results in
under the event ∩ K k=0 E k , which as mentioned, happens with probability at least
(log µ n) ξ−1 (log µ e) −ξ − n −C 2 ≥ 1 − 2n −C 2 .
Finally, under the constraint K 2 nρn = o(log −2ξ n), the third term in the bound is dominated by the first term, which implies the claim.
Define ν(K, n) = max(K, log ξ n). The lemma claims that 1. If K = O(log ξ n): ν(K, n) = O(log ξ n) so ũ 2 − u 2 ∞ = O( K log ξ n n √ ρn ) with high probability.
2. If K = Ω(log ξ n): ν(K, n) = K and ũ 2 − u 2 ∞ = O( K 2 n √ ρn ) with high probability.
Proof of Theorem 1. We suppress the subscript n in ρ n for simplicity. It is enough to show that in each split performed by the HCD-Sign algorithm, the nodes are split into correct mega-communities.
Consider the first split of HCD-Sign. By Proposition 1, the second eigenvector u 2 of P is
Therefore, min i |u 2i | = . Now let G T,c,∅ be the event that ũ 2 − u 2 ∞ ≤ C 1 Kν(K,n) n √ ρ where C 1 is the constant in Lemma 4. If
or equivalently, K max(K, log ξ n) √ nρ < 1 2 √ 2C 1 , then according to the assumption of the theorem, under event G T,g,∅ we havẽ Therefore, the HCD-Sign procedure recovers mc(T, c, 1) 0 and mc(T, c, 1) 1 (up to a permutation of community labels) with no errors. In particular, if log 4ξ n nρ = o(1), we can allow K = O(log ξ n) and if log 2ξ n nρ = o(1), we need K to be bounded.
In general, given any mega-community x at level h (0 ≤ h < d), with nodes mc(T, c, h) x , define A x = A mc(T,c,h) x ,mc(T,c,h) x , which follows the distribution BTSBM(d−h, ρ n , α, β, {m} x∈S d−h ) with the corresponding probability matrix P x . Letũ x 2 , u x 2 be the second eigenvectors of A x , P x respectively, and let G T,c,x be the event
As long as
Under G T,c,x , the spectral sign splitting will exactly recover mc(T, c, h) x0 and mc(T, c, h) x1 up to a permutation. Now we just need to check the sample size requirement for all of the splits to be correct. Note that the left-hand side of (10) is a decreasing function of h, while the right-hand side is an increasing function of h. Thus the most stringent requirement of all levels corresponds to h = 0 and is given by K max(K, log ξ n)) √ nρ = o(1).
Finally, under the union of all events {G T,c,x , x ∈ S h , 0 ≤ h < d}, it is clear that HCD-SignSimple recovers the correct tree. By Lemma 4, the probability of this can be bounded below
exp((1 + C 2 ) log K − C 2 log n)
as long as
2(1+C 2 ) log n > log K, which is true for sufficiently large n as long as K = o(n). Replacing C 2 /2 by C proves the theorem.
Inspection of the proof implies that if the general HCD-Sign is used with consistent stopping rules under the same regularity conditions, the same result holds, with a modified success probability and a potentially stronger requirement of K. We say that a stopping rule S is consistent if given the subnetwork of any mega-community in the true binary tree, A x , S(A x ) gives the correct answer with high probability. An example of such a stopping rule is the BIC criteria of Wang and Bickel [2017] .
B A list of statisticians for the discovered communities 
