Abstract-Different modeling procedures applied to a physical system may result in behaviors which are distinct but nevertheless share many structural properties. Such behaviors are isomorphic in a sense which we formalize and characterize in this paper. More generally, we introduce a natural notion of homomorphisms between behaviors of multidimensional systems, generalizing recent work of Fuhrmann. A generalization of strict system equivalence (in the sense of Fuhrmann) is shown to describe the relationship between generalized state-space descriptions in the D case.
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I. INTRODUCTION
T HE process of describing a physical system by an element of a prescribed family of mathematical models is generally nondeterministic. For example, in selecting the physical variables to be modeled one chooses a basis, often arbitrarily; one may also include for convenience, additional variables which in fact can be determined from the others. In the behavioral setting, one therefore obtains many highly distinct behaviors as models of a single physical system. We expect these behaviors nevertheless to a very large extent to share the same structure.
In this paper, we formalize in a natural way, the concept of two distinct behaviors having 'essentially the same structure'. Further, we generalize recent work on 1-D behaviors by Fuhrmann in [5] introducing notions of homomorphisms and isomorphisms between behaviors. The concept of isomorphism essentially is that the 'modules of observables' of the two systems are isomorphic, a standard concept recently deeply explored in a system-theoretic context by Pommaret and Quadrat [11] ; see also [10, II.2.3, V p. 656] . We also introduce here a distinction between a concrete behavior (a behavior in the usual sense, i.e., contained in some specified trajectory space) and an abstract behavior (effectively, an isomorphism class of behaviors).
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isomorphic behaviors can always be related by a sequence of such operations. Nevertheless, the form of an arbitrary isomorphism of behaviors is very general. The paper is arranged as follows. In Section II we recall some basic notions from behavioral theory, and also motivate the distinction between abstract and concrete behaviors. In Section III we define homomorphisms and isomorphisms of D behaviors, and characterize them by various means. In the case where the behaviors are specified by given kernel representations which have full row rank, we derive a direct generalization of the zero left prime and zero right prime conditions which are familiar from the work of Fuhrmann. Section IV looks at the special cases of unimodular equivalence and elimination of observable variables, and shows that any isomorphism can be expressed by combining these two operations (essentially a generalization of Rosenbrock's strict system equivalence). Then, in Section V we study isomorphisms of a special type acting on latent variable descriptions of a behavior. This leads to a generalization of strict system equivalence in the sense of Fuhrmann, which can be applied to any Rosenbrock system matrix and admits a behavioral interpretation. The final Section VI contains various additional results.
II. ABSTRACT AND CONCRETE BEHAVIOURS
Recall [14] that a behavior of a system is the set of its trajectories, which we view a subspace of , where is the signal space of the system (e.g., ), and is the number of (dependent) system variables. We consider in this paper only behaviors defined by linear partial differential equations with constant coefficients, or the discrete equivalent (difference equations). For a signal space we consider one of the following: in the continuous case, or , or in the discrete case or , where is either or . Oberst has shown [8, 2.54 ] that these signal spaces have the important algebraic property of being injective cogenerators over the ring of partial differential operators (or partial difference operators, analogously). For convenience, we identify this ring with the polynomial ring in indeterminates (though in the discrete case it is necessary instead to use the Laurent polynomial ring , since then, the shift operators are invertible). Our behaviors are therefore of the type (1) where is a polynomial "kernel representation" matrix and is interpreted according to the usual partial differential (partial difference) action of on . For a differential operator (polynomial matrix) and a behavior , we also use the notation for the set . For brevity we will henceforth refer only to the continuous case.
It is easily observed that kernel representations are highly nonunique. Indeed, any two matrices which have the same row-span (over ) generate the same set of partial differential equations, so define the same behavior. For the signal spaces we have identified, the converse is also true: two matrices which define the same behavior must have the same row span [8, 2. 23,2.48-9,2.61], which is equal to the module of system equations for all (2) It is also valuable to consider the factor module , which we denote by and refer to as the module of observables of . This module is generated by , where are the natural basis vectors in . The module element can be identified with the formal quantity (note for any ). can now be considered as the module of distinct formal quantities ("observables") associated to the system; each element is a polynomial combination (conceptually, a differential linear combination) of the given generating formal quantities. For example, corresponds to the formal quantity , where is the first independent variable. This is the approach taken in [10] , [11] . In fact, any finitely generated -module can be written in the form for some behavior . In what follows, we make no distinction between isomorphic modules.
The module is directly related to the behavior , according to (3) Here, is identified with the homomorphism determined by (an assignment of signals to the formal quantities in a manner consistent with the system laws). Note however that this correspondence is not canonical, as the choice of generators of is arbitrary.
The central result of Oberst in [8, 2.54] , is that the signal spaces identified are injective cogenerators. One restatement of this result is that is a faithfully exact contravariant functor, and therefore we have a categorical duality between finitely generated -modules and behaviors of the type discussed above. We are not concerned in the present paper with the precise meaning of these terms. However, this categorical duality is very powerful, since it allows us to translate any structural statement about modules to a corresponding statement about behaviors, and frequently vice versa. From this duality, it is possible to prove that a behavior is controllable if and only if the corresponding module of observables is torsionfree, that it is autonomous if and only if the corresponding module is torsion, etc. See [15] for a survey of results of this type. Furthermore, the module theory comes equipped with a comprehensive set of algorithms for system-theoretic constructions, based on Gröbner bases or similar techniques.
However, as discussed in the introduction, a behavior is a highly noncanonical model of a given physical system. For example, one may add an additional physical variable to the model which in fact is a differential linear combination of the existing variables, thus changing not only the behavior but the trajectory space in which it lies. Alternatively, one may change basis in the space of physical (dependent) variables Such actions often appear to completely change the behavior; however clearly much of the structure must remain the same. In particular, the set of all formal quantities associated with the system, i.e., the module , is unchanged. (However, the module of system equations generally is changed, though by the classical Schanuel's Lemma it is in fact determined up to 'projective equivalence'). Furthermore, the object is both canonical and meaningful: it is the set of all assignments of signals to the physical variables (formal quantities) of the system in a manner which respects the algebraic relationships between those quantities. These considerations motivate the following distinction:
Definition 1: A concrete behavior is a behavior of the type , that is a subset of for some , defined by a linear partial differential operator . An abstract behavior is a set of the type for some finitely generated -module (recall that we identify together isomorphic modules, and therefore the corresponding abstract behaviors).
In the case where is a presentation of , or equivalently is the module of observables of , we will say that the concrete behavior is a manifestation of the abstract behavior . We now summarize the relationships between these concepts (note that this discussion applies only to signal spaces which are injective cogenerators; the picture is complicated by the consideration of other ). A (concrete) behavior implicitly specifies an inclusion map . The dual object is the natural projection map ; that is, concrete behaviors are in one-to-one correspondence with such pairs . Abstract behaviors are in one-to-one correspondence with modules themselves (identified of course only up to isomorphism). Thus an abstract behavior is essentially an equivalence class of concrete behaviors, consisting of all concrete behaviors obtained by choosing a generating set of the module of observables and embedding the abstract behavior accordingly in a trajectory space. A natural problem, to which we devote much of this paper, is to characterize the concrete behaviors which correspond to the same abstract behavior (we will see that this corresponds to a natural notion of isomorphism).
For most purposes, it is not necessary to make this distinction between abstract and concrete behaviors and to introduce the mapping etc. However our formalization of these ideas, which (like the map ) are normally implicit, will be useful in what follows. We will retain the term "behavior" in the usual sense, i.e., to mean "concrete behavior".
A. Background
We now recall some important concepts and results from the literature which will be useful in what follows. We give references only for less well-known results.
Recall that a polynomial matrix is said to be zero right prime (minor right prime) if it has full column rank and the ideals of highest order minors have no common root in (have no common factor in . Also, a full row-rank matrix is an MLA (of some matrix) if and only if it is minor left prime.
The number of free variables of a behavior is the maximum number such that dependent variables of can be independently freely chosen within . This number is denoted by , and, for a given kernel representation with columns, equals . The number is also additive, which signifies that, given an exact sequence of behaviors (for example where is a subbehavior of with factor ), we have . In particular, for any two behaviors , we have [13, 2.7)]
A latent variable description of a behavior is a representation of the form with (5) where are the latent variables. The latent variable description is called observable if is zero right prime, since this implies that is uniquely determined (indeed, by a differential operator) from . The full behavior is the set of solutions of with respect to the given signal space. We also denote by the subbehavior of all solutions , which is the kernel of the projection map . To eliminate the latent variables, we can apply the algorithm given e.g., in [8, given by , where is any MLA of .
III. HOMOMORPHISMS AND ISOMORPHISMS OF BEHAVIOURS
Having distinguished between concrete and abstract behaviors, an obvious question is "What is the relationship between different manifestations of the same abstract behavior?". The unsurprising answer is that they are isomorphic, in a natural sense now to be introduced.
Definition 4: A homomorphism from a (concrete) behavior to a concrete behavior is a mapping which is represented by a (linear, constant coefficient) partial differential operator . The homomorphism is called a monomorphism (epimorphism, isomorphism) when is injective (surjective, bijective respectively).
Thus a homomorphism of behaviors is simply a differential operator (rather, an equivalence class of them) which maps to . Two behaviors are isomorphic precisely when there are homomorphisms and which are mutual inverses. Note that this does not require that the representing matrices and are mutual inverses. It is immediate from the Oberst duality that homomorphisms are in one-to-one correspondence with homomorphisms (note the reversal of direction), where and are the modules of observables of and respectively. For if is a module homomorphism then it can be extended (nonuniquely) to a map , where and are the numbers of dependent variables in and , respectively. The map can be represented by a polynomial matrix , which defines a differential operator from to , which restricts to a behavior homomorphism . Alternatively, can be obtained directly as . Thus, the homomorphisms of behaviors (in the sense of Definition 4) are precisely the "duals" of the homomorphisms of the corresponding finitely generated modules. Furthermore, by exactness of the functor is injective if and only if is surjective and vice versa. The following lemma is immediate.
Lemma 5: Two concrete behaviors are manifestations of the same abstract behavior if and only if they are isomorphic.
Proof: Both statements are equivalent to the condition that the modules of observables of the two behaviors are isomorphic.
Since an abstract behavior is a natural abstract model of a 'real system' which requires no noncanonical selection of physical variables from the infinite number of those available, the concept of isomorphism as just introduced is also very natural, and exactly captures the concept of two behaviors 'describing the same system'. Isomorphic behaviors therefore have in all important ways the same structure (see Section III-B).
We now finally have the language to speak in precise terms about factor behaviors. Given a behavior and sub-behavior (i.e., a subset which is also a behavior), the factor space admits the structure of an abstract behavior; it is equal to , where is the submodule of the module of observables of consisting of all observables which are identically zero on [15, Cor. 2] . Thus is called the factor behavior. The manifestations of include the behaviors of the form , where is any kernel representation of (note that the kernel of the surjection is simply , so that as -spaces or -modules). These concrete behaviors live in different trajectory spaces, but are manifestations of the same abstract behavior. They are therefore isomorphic, and so share many properties such as those listed in Section III-B. These properties are effectively properties of the abstract behavior , and for many purposes it is sufficient to discuss this factor without specifying a manifestation of it. Factor behaviors can be used to describe succinctly many properties, such as set-controllability [13] , regular interconnection [13] and input decoupling [16] , amongst others.
A. Representations of Homomorphisms
We now characterize homomorphisms of behaviors in terms of polynomial matrix properties.
Theorem
2) defines a monomorphism from to if and only if condition (6) holds for some , and is zero right prime.
3) The following are equivalent: a) defines an epimorphism from to . b) Condition (6) holds for some , and for any satisfying (6), we have (7) where is a given MLA of . c) There exists a such that (7) (8) . Now suppose that is a homomorphism which moreover is epic, and let be a matrix satisfying (6) . Then, it is easy to see that , and (8) therefore yields condition 3b. It is trivial that 3b 3c.
Finally, suppose that 3c holds, and let be arbi- Hence, defines a homomorphism from the behavior to the behavior . Thus there exists another matrix with , and so on up the sequence of maps. It is convenient to write , etc.; then these maps define a map of complexes (rather exact sequences), as described by the exact commutative diagram (9) There is, of course, a standard dual form in the language of finitely generated -modules.
Note that two operators and define the same map on a behavior , if and only if their difference is the zero map on , which from claim 4 of Theorem 6 is equivalent to the formula for some . This can easily be extended to give conditions on a map of complexes to give the same map of behaviors as another collection We obtain the necessary and sufficient condition that there must exist matrices with (10) for all . The relationship (10) between the map of complexes and the map , is well-known in algebra and called a homotopy (see e.g., [4, A3.6] . The existence of a homotopy is proved in a noncommutative module-theoretic setting in [10] , [11] . were then by Lemma 2 it would also have to be an MLA of .
By Lemma 2, a necessary condition for the epimorphism condition (7) in Theorem 6 to hold is that the ranks of the two matrices should add up to the number of rows of ; we now investigate this condition. Lemma 8: Consider the maps and behaviors as in diagram (9) . The following are equivalent.
1)
number of rows of .
2) (or , or is autonomous).
3) .
Proof: Using the identity (4) and (8) Note that Corollary 10 specializes in the 1D case to the condition familiar in Fuhrmann strict system equivalence (in which context the condition , which effectively means that and have the same number of free variables, is standard).
B. System-Theoretic Properties Shared by Isomorphic Behaviors
By Lemma 5, two (concrete) behaviors are isomorphic if and only if they are manifestations of the same abstract behavior, i.e., if and only if their modules of observables are isomorphic. Thus, any property of a concrete behavior which can be shown to be equivalent to some intrinsic property of the module , is also shared by any isomorphic copy of . On the other hand, properties of which depend upon the inclusion of in the trajectory space , which may be describable in terms of but only relative to the map , are not generally preserved by isomorphism (e.g., the number of outputs).
If is an isomorphism from to , then the following properties are shared by and . 1) Controllability of . Also, restricts to an isomorphism from to , as is easily seen from the module-theoretic analogue. Similarly, the so-called obstructions to controllability, , and , are isomorphic. Furthermore, the equivalence class of is precisely the set of trajectories which can be concatenated with [19] , and this is mapped to the equivalence class of in . In other words, the diagram commutes. Therefore two trajectories can be concatenated (with respect to each pair of open sets) if and only if their images under the isomorphism can be concatenated (moreover any concatenating trajectory is mapped onto a concatenating trajectory). 2) Autonomy of , and more generally the characteristic variety. The ideals of minors of any kernel representation of order , where is the number of columns of , are also preserved by isomorphism, for any [4, Cor. 20.4] 3) The number of free variables of . 4) The uncontrollable pole variety (which describes input decoupling properties [16] ), since it is the characteristic variety of the obstruction to controllability. 5) The -space which is the factor of by the row span of over . This is of interest since the -span of the rows is also the -span of the rows of , where without loss of generality we take the first variables to be a maximal free set (the inputs), the remaining variables to be outputs, and the corresponding transfer matrix . We might call this subspace of the transfer matrix space. The factor is , which is entirely determined by and so invariant under isomorphism (however the transfer matrix space itself is not). 6) For any subbehavior of is set-controllable to [13] if and only if is set-controllable to . This is due to the fact that is isomorphic to , and set-controllability is characterized by controllability of this factor [13] .
IV. ISOMORPHISMS AND UNIMODULAR EQUIVALENCE
We now look at two special cases of behavior isomorphism, namely unimodular equivalence and elimination of observable variables. We first state a general result, that we use subsequently.
Lemma 11: If and are both injective homomorphisms of behaviors, then they are in fact both isomorphisms.
Proof: Set . Define by with . The 's form a descending sequence of behaviors, with a corresponding ascending sequence of submodules of , which must stabilize as the ring is Noetherian. Hence, for some . If , then there exists . So for some . . Since , so for some . Thus . But both and are injective and so is injective. Hence, , which is a contradiction. It must therefore be that , i.e., . Hence is surjective. Thus must be surjective and so is an isomorphism. Repeating the above argument using
, we obtain that is also an isomorphism.
A. Unimodular Equivalence and Elimination of Observable Variables
It is not surprising that unimodularly equivalent behaviors are isomorphic, i.e., if , where is a unimodular matrix, then and are isomorphic. For such a is monic (on any behavior), and the equation says that the map is epic also. A special case of unimodular transformation is change of basis in the space of dependent variables.
We now give another trivial example of isomorphic behaviors. Let and with
. Then, by Lemma 11 and are isomorphic, since and , with the matrices and being zero right prime. Note that this particular case is essentially the addition/ subtraction to the behavior of a variable(s) which is identically zero. The dual process is that of adding (subtracting) a trivial complex to the projective resolution of the module . Suppose now that we are given a behavior , where is of the form , describing the equations . We can ask the question, "Under what conditions is the projection map , an isomorphism?". This projection map is represented by the matrix and so is a homomorphism, and is defined as the image of this projection, so it is epic. Clearly, the kernel of the map is the set . Thus the projection map is an isomorphism if and only if , i.e., if and only if the variables are observable from the variables (i.e., determines uniquely). In matrix terms, this means that is zero right prime (e.g., [15, Theorem 9] ).
Recall from the elimination algorithm that a kernel representation of is given by , where is an MLA of . In the case where is zero right prime, we can choose to be the lower part of a unimodular matrix satisfying , and we obtain Thus, equals , which is unimodularly equivalent to , and therefore we again find that is isomorphic to . Moreover, this isomorphism can be decomposed into a unimodular transformation followed by deletion of a zero variable (these two operations are enough), or as removal of a trivial complex. Note that by deleting all observable system variables in this way we obtain a minimally embedded system in the sense of Kleon and Oberst [7] .
Another application of these ideas is to latent variable descriptions of a behavior the projection map from the full behavior to is an isomorphism if and only if the latent variables are observable. The natural question to ask next is whether every full behavior that is isomorphic to is of this form-that is, do all full behaviors which are isomorphic to have observable latent variables? It turns out that one can have full behaviors with unobservable latent variables which are isomorphic to Example 12: Consider the full behavior given by latent variable representation of the manifest behavior . Clearly, the latent variable is not observable from the manifest variable , and therefore the projection map is not an isomorphism. Now consider the map . Since satisfies the equation , so by Theorem 6, we know that the map is a homomorphism. Again, by Theorem 6 it is easy to check that this homomorphism is both epic and monic, therefore an isomorphism. In fact, the inverse map is given by . Thus, we have a latent variable representation of a behavior (with unobservable latent variables) that is isomorphic to the original behavior.
B. Isomorphisms and Extended Unimodular Equivalences
In fact, elimination of observable variables, together with unimodular equivalence, characterize all isomorphisms in the following sense. Thus, the behaviors with representations and are unimodularly equivalent. The matrix is irrelevant from a behavioral point of view, since it does not effect the module of equations. Hence, we obtain the desired result.
V. LATENT VARIABLE DESCRIPTIONS AND STRICT SYSTEM EQUIVALENCE
We now look at maps between latent variable descriptions of some fixed behavior . This is a generalization of the study of equivalences of generalized or pseudostate representations as described by the Rosenbrock system matrix. In Section V.A we will apply these results to the special case of behaviors defined by Rosenbrock system matrices. and only if is, and similarly for surjectivity. The conclusion then follows from Theorem 6. Conversely, if the conditions of the corollary are satisfied, then defines a homomorphism from to which fixes , and is an isomorphism by the same arguments as used in the first half of the proof.
Note that the matrix in (12) is actually an isomorphism from to . That the conditions on the existence of an isomorphism are given entirely in terms of comes from the fact that and are isomorphic if and only if and are, as explained in the proof of Corollary 15. Note also that the conditions given in the corollary can be broken down into monomorphism and epimorphism conditions.
A. Isomorphisms and Strict System Equivalence
Let us now apply our results to the special case of behaviors defined by Rosenbrock system matrices, i.e., behaviors of the form (14) Rosenbrock system matrices for D systems have been wellstudied by Pugh and co-workers (e.g., [12] The definition of generalized strict system equivalence in the sense of Fuhrmann is slightly ugly in that the symmetry between the conditions on and is broken; however we believe following Note 7 that this is necessary for the full generality of the results which follow.
Theorem 17: The Rosenbrock systems and are GFSSE if and only if there is an isomorphism from the behavior to the behavior , which furthermore fixes . Hence GFSSE is an equivalence relation.
Proof: Suppose that there is an isomorphism from to . By Lemma 14, this can be represented by a matrix of the form Furthermore, since is a function of and , we see that without loss of generality we can take . The equation for a homomorphism now gives us the identity (17) where we see further that must vanish and must equal . Now, as in the proof of Corollary 15, there is an induced isomorphism from to , which we can easily see is represented by the differential operator , and the equation holds. Theorem 6, applied to , now gives us the required conditions on these matrices. It remains to observe that (17) , together with the fact that and , gives us the formula so that we indeed have that the Rosenbrock systems are GFSSE.
Conversely, suppose that the Rosenbrock systems are GFSSE. Then, from the formula for GFSSE, we can derive an equation of the form (17), where and . This equation specifies a homomorphism from to , and moreover this homomorphism clearly fixes . Now consider the induced maps from to , and from to , the latter of which is represented by the polynomial matrix
. From the conditions of GFSSE, and by Theorem 6, this mapping is an isomorphism. Since fixes fixes , so we have an exact commutative diagram of the form where and the identity mapping on are isomorphisms. It then follows from the Snake Lemma that is also an isomorphism, and now it is easy to see that itself is an isomorphism. This completes the proof.
The preceding result is a generalization of [6, Lem. 5.10] by Hinrichsen and Prätzel-Wolters, which gives coprimeness conditions for a homomorphism between 1-D Rosenbrock system matrices to be monic/epic.
VI. FURTHER RESULTS
Finally, we look at various other aspects of homomorphisms and isomorphisms of behaviors.
A. Isomorphic Copies of a Fixed Behavior
In the previous sections, we considered the properties of maps between two behaviors with given kernel representations.
We now consider the behaviors which can be obtained as isomorphic copies of a given behavior, i.e., we allow ourselves to choose the kernel representation of the image behavior . This leads to a very rich structure reminiscent of the classical doubly coprime factorization, and is called a doubly unimodular extension by Fuhrmann [5] . Our result here is a generalization of Fuhrmann's Theorem 3.6.4. We do not require the condition that the given kernel representation of has full row rank.
Theorem 18: Given a behavior and a differential operator such that is an isomorphism, one obtains a commutative diagram: shown in (18) at the bottom of the page where and is the isomorphism represented by . The diagram is to be understood in the following way: picking either horizontal direction ( or ) and either vertical direction ( or ), and retaining in the above diagram only the maps pointing in the chosen directions, we obtain an exact commutative diagram. The maps and are induced, respectively, from the maps and , and are mutual inverses as indicated, although none of the corresponding matrix pairs are necessarily inverses.
Proof: Since the map is an isomorphism, it is injective (it is surjective by definition of ) and so, with a kernel representation of , we have a zero right prime matrix , which we can embed in a unimodular product (19) (20)
Now, by Lemma 3 we obtain the identities (21) and the commutativity laws (22) which give us diagram (18) . Finally, given we have so that is the right inverse of . The other left/right inverse relationships all follow from similar Bézout identities.
The existence of a diagram of the form (18) is clearly sufficient as well as necessary for to be an isomorphism. Another characterization for to be an isomorphism is that generate , where are the rows of [15, Cor. 4] . Thus, looking for isomorphic copies of a concrete behavior is equivalent to looking for generating sets of its module of observables.
Note that the diagram (18) can be considered as an interpretation of any matrix product of the doubly unimodular extension form (19) - (20). The map is the representation as a polynomial matrix of the inverse homomorphism , and the other matrices admit interpretations as explained in the diagram.
B. The Space of Homomorphisms
We now show how the space of homomorphisms from a given behavior to another given behavior can be computed explicitly. Essentially, this involves construction of a presentation of the module , which is a standard problem however not usually expressed in polynomial matrix terms.
We have seen that homomorphisms , , are characterized by matrices such that a matrix exists satisfying , which we can rewrite in the following form [2, 2.3]using the Kronecker product of matrices (23) Here, denotes the vector obtained by writing out the columns of , in order, in a long column vector, and similarly for . Therefore, the possible homomorphisms are entirely determined by the right syzygies of the matrix (24) which we can compute by Gröbner basis methods. However there is redundancy in this description of homomorphisms, since as explained in Section III, the same homomorphism of behaviors can be represented by multiple differential operator matrices and corresponding matrices . As discussed earlier, the pair defines the zero map from to if and only if there exist matrices and with where is an MLA of . Under the Kronecker product representation above, these correspond to syzygies of the form for some polynomial vectors
.
To obtain a precise description of the homomorphism space, we must then factor out such syzygies. Computing a factor of modules is a standard problem easily solvable using Gröbner bases.
In the case where is controllable, say that , it is much easier to construct all possible maps , for (23) can be written (25) We also have that is an MRA of , so an equivalent formula is (26) To solve this, we need only compute the right syzygies of . A further natural question to ask is: given two behaviors and , how can one test whether they are isomorphic? By Lemma 11, this reduces to the ability to test for the existence of a monomorphism in each direction. Fortunately, from the discussion above we can compute an explicit description of the space of possible matrices which describe homomorphisms from to , and by parameterizing this space we obtain a 'generic homomorphism'. We can then test whether the parameters can be chosen such that this matrix is zero right prime. Such an argument in terms of generic maps is used to test for graded module isomorphism in the Macaulay [1] script module iso by D. Eisenbud.
