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ABSTRACT 
 
Semi-autonomous vehicles are intended to give drivers multitasking flexibility and 
to improve driving safety. Yet, drivers have to trust the vehicle’s autonomy to fully  
leverage the vehicle’s capability. Prior research on driver’s trust in a vehicle’s 
autonomy has normally assumed that the autonomy was without error. 
Unfortunately, this may be at times an unrealistic assumption. To address this 
shortcoming, we seek to examine the impacts of automation errors on the 
relationship between drivers’ trust in automation and their performance on a non-
driving secondary task. More specifically, we plan to investigate false alarms and 
misses in both low and high risk conditions. To accomplish this, we plan to utilize 
a 2 (risk conditions) × 4 (alarm conditions) mixed design. The findings of this study 
are intended to inform Autonomous Driving Systems (ADS) designers by permitting 
them to appropriately tune the sensitivity of alert systems by understanding the 
impacts of error type and varying risk conditions. 
 
Citation: H. Zhao, H. Azevedo-Sa, C. Esterwood, X. J. Yang, L. Robert, D. Tilbury, “Error Type, Risk, Performance, 
and Trust: Investigating the Different Impacts of false alarms and misses on Trust and Performance”, In Proceedings 
of the Ground Vehicle Systems Engineering and Technology Symposium (GVSETS), NDIA, Novi, MI, Aug. 13-15, 
2019. 
 
1. INTRODUCTION 
 
When operating semi-autonomous vehicles, 
drivers are expected to take advantage of the 
automated aids to increase their productivity 
and improve their safety. Trust in 
Automation (TiA) is a fundamental factor to 
allow drivers to leverage the features 
provided by Autonomous Driving Systems 
(ADSs) [29]. We seek to investigate the 
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impacts that false alarms and misses have on 
trust and performance in a semi-autonomous 
driving context. In addition, this study will 
investigate the impact of varying external 
risk levels represented by different road 
conditions. Understanding these impacts is 
important because the consequences of 
different ADS errors should be taken into 
account when designing these systems. 
 
ADSs are an increasingly pervasive force in 
the modern world and are building the path 
for the use of Autonomous and Semi-
Autonomous Vehicles (AVs and SAVs) [31]. 
As a result, one can begin to see the role of 
the future human driver as more fluid than 
that of today’s driver. Bringing the concept of 
human‒automation teaming [30] to the 
driver‒SAV context, future drivers are more 
likely to conduct secondary non-driving-
related tasks (NDRT) while teaming with 
ADSs. Effective human‒automation teaming 
and, consequently, driver‒SAV teaming, 
require the human agent to monitor the 
automation and eventually help it to conclude 
specific tasks [4-7].  
 
The fact that no system is perfect requires 
human drivers to frequently adjust their level 
of dependence [3]. Several studies have 
looked at dependence and the role that trust 
plays in how drivers respond to system errors 
[3, 8, 9]. In this literature, errors have largely 
been classified into two types: false alarms 
and misses, in accordance with the definitions 
of signal detection theory (SDT) [10-12]. 
 
In this paper we approach the subjects of 
error type, trust, and performance. In 
addition, we investigate the moderating 
impact that risk might have on this 
relationship. The next sections are ordered as 
follows: Section 2 introduces a theoretical 
basis from the literature related to automation 
error types, trust, risk and performance; 
Section 3 presents the hypotheses of this 
study and the rationales behind them; Section 
4 brings details about the experiment to be 
conducted; and Section 5 discusses the 
possible implications of the expected results 
for future work. 
 
2. BACKGROUND 
 
2.1 Error Type & Task Performance 
 
Generally, automation errors can be 
classified as false alarms or misses. A false 
alarm occurs when the automation alerts the 
human operator that it has detected 
something when in fact nothing is actually 
there. Misses occur when the automation fails 
to alert the operator that it has detected 
something when in fact it should have 
detected something. False alarms are a Type 
I error while misses are a Type II error. 
 
Prior research on automation has found 
significant differences between the impact of 
false alarms and that of misses on task 
performance. Although not specifically 
examining an ADS technology, Wickens et 
al. [28] found that the performance on 
operating the automation degraded more 
when operators were given a higher rate of 
false alarms, whereas the performance on a 
non-driving secondary task degraded more 
with higher rates of misses. Consistent with 
these findings and in an ADS context, 
Sanchez et al. [26] found that false alarms led 
to lower performance on the primary 
operating or driving task, while misses led to 
lower NDRT performance.  
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Based on the evidence of these two studies, it 
appears that both error types have an overall 
negative impact on performance but that 
misses seem to have a stronger negative 
impact on NDRT performance than false 
alarms. How trust and risk could act as 
moderators in this relationship is discussed in 
Section 2.2. 
 
2.2 Error Type, Trust & Risk 
 
Trust: Trust has been investigated rigorously 
in relation to human‒automation interaction. 
An extensive review of trust in the human‒
automation domain was conducted by Lee 
and See [17]. This work highlighted the 
critical components for trust formation, as 
well as the three bases of human‒automation 
trust: performance, process, and purpose. In 
addition, many other authors have 
consistently presented vulnerability as a 
fundamental aspect of trust [18]. 
 
In relation to trust and error type, Chancey et 
al. [3] found that false alarms had a stronger 
impact on trust than misses. Furthermore, 
trust appeared to moderate the relationship 
between error type and two different 
responsive behaviors. From the results of this 
study, we can conclude that both error types 
impact trust and they do so differently.  
 
Risk: In our study, risk is defined as the 
subjective degree of uncertainty associated 
with a given situation. Risk has been seen as 
an essential component for trust, where trust 
was characterized as a willingness to be 
vulnerable to another party [18-20]. If trust 
can be seen as the act of being vulnerable, 
then risk is likely to be a moderating factor in 
trust-building phenomena. For example, in a 
low-risk situation, an individual might be 
more willing to be vulnerable—i.e. 
trusting—than in a high-risk situation. 
 
Chancey et al. [3] attempted to explain the 
different impacts that error type has on trust 
using risk as an interacting factor, but they 
failed to produce significant results. Petersen 
et al. [27], however, investigated risk in 
relation to trust in ADSs and found that risk 
as related to automation errors impacts trust 
significantly; these authors did not 
investigate misses, opting to include only 
false alarms in their study. 
 
An ADS literature review uncovered a lack 
of investigation into risk as a moderating 
factor in the relationships involving trust and 
performance. We seek to address this issue 
by introducing false alarms and misses as 
different imperfect alarm conditions for an 
ADS. In addition, our study will add real-
world consequences for participants when the 
automation fails, an attempt to create a more 
salient trustor/trustee relationship. Overall 
we intend to (1) evaluate the impacts of 
different ADS error types (false alarms and 
misses) on trust and performance and (2) 
investigate the role of risk as a potential 
moderator of these relationships. The 
following section presents our hypotheses 
and expected outcomes for this study. 
 
3. HYPOTHESES AND EXPECTED 
RESULTS 
 
3.1 Hypotheses 1 (H1) and 2 (H2) 
 
We hypothesize that people regard misses as 
more harmful to their safety than false 
alarms, leading to a larger drop in trust. In 
short, false alarms can be a nuisance but 
misses can actually lead to crashes.  
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H1: Under both high- and low-risk 
conditions, misses have a stronger negative 
effect on trust than false alarms. 
 
In this study we plan to manipulate risk 
conditions by varying the type of road paths: 
straight or curvy. Straight roads will 
represent our low-risk condition while curvy 
roads will represent our high-risk condition.  
We speculate that people might perceive the 
straight road condition to be easier for the 
automation to handle when compared to the 
curvy roads. Therefore, participants should 
have higher expectations for the automation 
capabilities in low-risk situations, while they 
might be more lenient with automation error 
in high-risk situations. 
 
H2: Both types of errors reduce trust more in 
the low-risk condition than in the high-risk 
condition.  
 
Figure 1 shows a pictorial representation of 
hypotheses H1 and H2. 
 
 
(a) Low-risk Condition 
 
(b) High-risk Condition 
Figure 1. H1 and H2 – Under both high-risk and low-risk 
conditions, misses have a stronger negative effect on trust 
than false alarms. The negative impact of error types—
both individually and combined—is stronger in the low-
risk condition. 
 
3.2 Hypotheses 3 (H3) and 4 (H4) 
 
In addition to H1 and H2, we plan to consider 
the impacts of automation errors on 
performance. We expect that subjects will 
perform worse in the presence of automation 
errors but that misses will be more impactful 
than false alarms. We expect to find that 
misses are more likely to induce crashes or at 
least require more attention from the drivers. 
In other words, when drivers realize that the 
automation misses some of the obstacles, 
they will be compelled to pay more attention 
to the driving task. Moreover, the road shape 
will represent an additional difficulty to 
drivers, and misses in a high external risk 
condition (curvy roads) will be more 
prejudicial to NDRT performance. Our third 
and fourth hypotheses summarize these 
suppositions. 
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H3: Both types of errors reduce NDRT 
performance but misses reduce NDRT 
performance more than false alarms.  
 
H4: The negative effects of both types of 
errors on NDRT performance are more 
profound in the high-risk condition than in 
the low-risk condition.  
 
Figure 2 presents hypotheses H3 and H4. 
 
 
Figure 2: H3 and H4 - high risk has a stronger negative 
impact on performance than low risk, and misses have a 
stronger negative impact on performance than false 
alarms. Here, Δ𝑃𝐹𝐴 denotes the difference of trust 
decrease due to false alarms between high risk and low 
risk conditions, and Δ𝑃𝑀𝑖𝑠 denotes that due to misses 
between high risk and low risk conditions. The 
hypotheses expect |Δ𝑃𝐹𝐴| < |Δ𝑃𝑀𝑖𝑠|. 
 
4. METHOD 
 
4.1 Participants and Compensation 
 
We plan to recruit 80 participants. 
Participants are to be compensated according 
to their NDRT final score. The base rate of 
compensation will be $15. Each participant 
will be eligible for a cash bonus up to $35. 
There will be four bonus levels, assigned 
according to participants’ performance: 
Bronze ($0 bonus), Silver ($5 bonus), Gold 
($15 bonus), and Platinum ($35 bonus). 
 
4.2 Experimental Task 
 
The simulation part of the experiment was 
designed and will be implemented with the 
Autonomous Navigation Virtual 
Environment Laboratory (ANVEL) Simulator 
[21], and the NDRT will be implemented as 
an adapted version of the Surrogate 
Reference Task [4], with The Psychology 
Experiment Building Language (PEBL) [22]. 
 
Subjects are to operate a simulated vehicle 
with ADS features (i.e. automatic lane 
keeping, cruise control, and collision 
avoidance systems). In parallel, they are to 
perform a visual search NDRT where they 
need to find a “Q” character among many 
“O” characters. Participants will gain 1 point 
for each correctly chosen “Q” and lose 5 
points each time the emergency brake 
(collision avoidance system) gets activated. 
Figure 3 shows the experimental setup while 
Figures 4 and 5 show the driving and non-
driving tasks, respectively. 
 
 
Figure 3: Experimental Setup. 
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Figure 4: Driving Task. 
 
 
Figure 5: Non-driving Task. 
 
4.3 Experimental Design 
 
A 2 (high vs. low external risk) x 4 (error 
types) mixed design is proposed. The 
external risk conditions will be manipulated 
by the road condition:  straight roads (low 
external risk) and curvy roads (high external 
risk). Additionally, there will be four alarm 
conditions: control condition, where there 
will be no errors; false alarm condition, 
where the system will provide sound alarms 
with the message “Stopped vehicle ahead. 
Take control now!” but there will be no 
obstacles on the road; misses condition, 
where the system will be unable to recognize 
and warn the driver about an obstacle on the 
road; and the combined false alarm and 
misses condition, where both false alarms 
and misses will be present. Each participant 
will be randomly assigned to one of the four 
alarm conditions, in both straight and curvy 
road conditions (representing the low and 
high external risk conditions, respectively). 
These conditions will be counterbalanced 
with a Latin square design to minimize 
learning and ordering effects. All eight 
conditions are shown in Table 1. Each 
participant is to experience both external risk 
conditions but only one alarm condition, 
configuring a total of 20 participants for each 
pair of a and b conditions. 
 
Dependent variables include participants’ 
subjective responses, behavioral responses, 
and task performance, as well as vehicle 
dynamics data. 
 
Subjective data are to be gathered through 
surveys before, during, and after each drive, 
including trust perception, risk perception, 
and workload perception. Behavioral 
responses (dynamic eye movement tracking) 
and performance will also be collected. From 
our previous experience, we have verified 
that eye gaze monitoring ratio is the most 
important and significant measure of trusting 
behaviors in our setup. Monitoring ratio is the 
ratio of time drivers spend looking at the 
driving scene to the time they spend looking 
elsewhere [23]. 
 
Vehicle dynamics data will provide the 
characteristics of the state of the vehicle 
during the simulation time. It is possible to 
gather data from the vehicle’s pose, velocity, 
acceleration, steering, and pedal inputs, and 
other similar metrics available from the 
simulation environment. 
 
4.4 Experimental Procedure 
 
Initially, all participants will complete the 
consent forms and a pre-experiment survey 
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Table 1: Manipulated independent variables defining 
each condition in the experiment. Each participant will 
experience both External Risk conditions and one Alarm 
Condition (for example, Conditions 3a and 3b). 
 
  EXTERNAL RISK 
  LOW HIGH 
ALARMS 
CONTROL 
Condition 
1a 
Condition 
1b 
FALSE 
ALARMS 
Condition 
2a 
Condition 
2b 
MISSES 
Condition 
3a 
Condition 
3b 
FALSE 
ALARMS & 
MISSES 
Condition 
4a 
Condition 
4b 
 
related to their personal information, 
experience with ADSs, their mood, and their 
initial propensity to trust in automation. After 
the survey, the experimenters will explain the 
tasks and give details about the simulated 
vehicle control and the dynamics of the 
experiment. All participants will have the 
opportunity to complete a training session 
before the actual experiment begins. In 
sequence, they will have the eye tracker fitted 
and calibrated, and will complete two trials 
(one for each external risk condition). After 
the trials and at the end of the experiment, 
participants will be asked to complete post-
trial surveys related to their trust in 
automation and perceived workload. 
 
These surveys will be administered 
electronically. Each experiment will last 
approximately 60 minutes. 
 
5. DISCUSSION 
 
This study is expected to take place during 
the summer of  2019. We intend to analyze 
the gathered data and obtain the results in the 
fall. The hypotheses and the methodology 
were designed considering the information 
synthesized from the results of our previous 
studies [4]. 
 
The ultimate goal of our overarching project 
is to examine and understand the factors that 
influence drivers’ trust in ADSs, and possibly 
define a framework to measure and 
manipulate humans’ and autonomies’ trust 
levels. We believe that such a framework can 
enhance drivers’ safety and effectiveness by 
optimizing driving and secondary task 
performances. Within this framework we 
intend to develop techniques to identify 
opportunities for shifting the control 
authority between the driver and the vehicle, 
i.e. (1) predict when the driver is likely to 
give or take control of the driving to the 
vehicle’s autonomy and (2) predict when the 
vehicle’s autonomy should give or take 
control of the driving to the driver. 
 
If the presented hypotheses hold true, we 
should be able to control drivers' trust levels 
by introducing simulated imperfections in the 
ADS behavior or even by providing drivers 
more information to increase their situational 
awareness. As the main goal for our future 
work, we aim to use this scheme for 
optimizing NDRT performance levels. 
 
We expect to contribute to the existing 
literature on ADS trust, risk, and human‒
automation teaming as well as explore the 
connection of all these factors to signal 
detection theory. This study should expand 
our knowledge about the impacts of error 
types and risks on drivers’ trust and 
performance in semi-autonomous driving. 
The results of this study are intended to 
inform the design and development of ADSs 
by helping to determine the operational 
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requirements for the reliability of those 
systems’ alarms. 
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