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ABSTRACT
Multiscale modeling of complex physical phenomena in many areas, including hydro-
geology, material science, chemistry and biology, consists of solving problems in highly
heterogeneous porous media. In many of these applications, differential equations are for-
mulated in perforated domains which can be considered as the region outside of inclusions
or connected bodies of various sizes. Due to complicated geometries of these inclusions,
solutions to these problems have multiscale features. Taking into account the uncertainties,
one needs to solve these problems extensively many times. Model reduction techniques
are significant for problems in perforated domains in order to improve the computational
efficiency.
There are some existing approaches for model reduction in perforated domains in-
cluding homogenization, heterogeneous multiscale methods and multiscale finite element
methods. These techniques typically consider the case when there is a scale separation or
the perforation distribution is periodic, and assume that the solution space can be approx-
imated by the solutions of directional cell problems and the effective equations contain a
limited number of effective parameters.
For more complicated problems where the effective properties may be richer, we are
interested in developing systematic local multiscale model reduction techniques to obtain
accurate macroscale representations of the underlying fine-scale problem in highly hetero-
geneous perforated domains. In this dissertation, based on the framework of Generalized
Multiscale Finite Element Method, we develop novel methods and algorithms including
(1) development of systematic local model reduction techniques for computig multiscale
basis in perforated domains, (2) numerical analysis and exhaustive simulation utilizing the
proposed basis functions, (3) design of different applicable global coupling frameworks
ii
and (4) applications to various problems with challenging engineering backgrounds. Our
proposed methods can significantly advance the computational efficiency and accuracy for
multiscale problemss in perforated media.
iii
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NOMENCLATURE
GMsFEM Generalized Multiscale Finite Element Method
Ω Perforated domain
B Perforated domain
T h A partition of Ω into fine elements
T H A partition of Ω into coarse elements
h The fine mesh size
H The coarse mesh size
xi A coarse grid node
Ei A coarse grid edge
ωi A coarse neighborhood of coarse node xi
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
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1. INTRODUCTION
1.1 Motivation
Scale disparity exists in many practical engineering problems. The microscale features
of the problem are believed to affect the large scale formation and continues to challenge
the charaterization of the system in many applications. Multiscale modeling of complex
physical phenomena has been a popular research topic in many areas, including climate
dynamics, material science, chemistry and biology, which consists of solving problems in
heterogeneous porous media.
In many of these applications, differential equations are formulated in perforated do-
mains (see Figure 1.1 for an illustration). Perforated domains can be considered as the
region outside of inclusions or connected bodies of various sizes. Because of the variable
sizes and geometries of these inclusions, solutions to such problems have multiscale prop-
erties. Solving these problems at all scales directly can be extremely expensive even with
today’s computing capacity. In combination with extremely sparse data sampling, miss-
ing information and the associated uncertainty requires thousands of simulations which
exerbates the computing difficulty. In order to reduce the computational cost, we are in-
terested in formulating methods that avoid global fine scale calculations. Model reduction
techniques have shown their great neccessity for problems in perforated domains.
One approach for model reduction is homogenization. For a given PDE, it can have
differernt natural scales, for instance, a macroscale of order 1 and microsale of order
0 <  < 1. Homogenization learns the limiting behavior of the solution u as the mi-
croscopic length  goes to zero [1, 2]. There have been many homogenization results
in perforated domains where perforations can have distinctly different properties, e.g.
[3, 4, 5, 6, 7, 8, 9, 10, 11, 12]. Homogenization approaches average microscale proper-
1
Figure 1.1: Illustration of a perforated domain.
tites, resulting in macroscale equations in the domain without perforations using effective
properties, and the macroscale equations can differ from microscale equations. In [3], the
author studied the homogenization of Stokes or Navier-Stokes equations in domain con-
taining many periodically distributed tiny obstacles with the no-slip boundary condition.
In the paper, it is proved that for perforations with critical size, the limit problem follows
Brinkman type of law; for smaller obstacles, the limit problem converges to the solution
of Stokes equation; and for larger holes, the problem reduces to the Darcy’s law. How-
ever, typical assumptions on periodicity or scale separation are needed to formulate the
cell problems in the homogenization theory.
In the numerical homogenization procedure, the local cell problems which account for
the microscale interaction are solved on a fine grid. Using the solutions of the local prob-
lems, the effective properties can be computed. The resulting homogenized equations can
be solved on the coarse grid with the mesh size independent of the size of the perforations
for different boundary conditions and right hand sides.
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One of the numerical homogenization method is the heterogeneous multiscale meth-
ods. The heterogeneous multiscale method was proposed in [13]. In this approach, one
first selects an incomplete macroscale model, and then estimates the needed data for the
macroscale scheme from the micorscale simulations. Due to the absence of the knowledge
of overall microscale properties, the local problem are only solved around some quadra-
ture points. The locally constructed basis are used in the numerical integration to form
the stiffness matrix of the coarse scale global problem. The work based on heterogeneous
multiscale finite element method was adapt to elliptic homogenization problem in perfo-
rated domain in [14] using local representative volume concepts. Under the assumption of
periodicity, the authors reformulate the HMM into a two-scale problem to get a posterior
estimates. The method proposed in this work does not depend on the fine sacle parameter
 and exhibits applicability for heterogeneous problems numerically. To apply this mehod,
one assumes that the information of the media can be described by the representative vol-
umes, and the effective equations contain a limited number of effective parameters.
There are some generalization to problems with random statistically homogeneous
pore-space geometries [15]. A multiscale finite element (MsFEM) approach for perfo-
rated domains was proposed in a recent work [16], which studied an MsFEM type method
in the manner of Crouzeix-Raviart finite element method on a perforated domain. MsFEM
methods were first introduced in [17] and further developed in [18, 19, 20, 21, 22, 23]
etc. The main ingredients of MsFEMs are the global formulation and the basis construc-
tion. Instead of using standard finite element basis such as piecewise polynomials, Ms-
FEM employs basis functions which are constructed by solving local problems with some
boundary conditions. The multiscale basis will then carry the local information of the
microscale heterogeneity and outperforms the standard finite element on a coarse grid. In
MsFEM approaches, the boudary condition used in the local problem play a critical role
for the accuracy of the method. In [16], the authors employ Crouzeix-Raviart elements,
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where only the weak continuity of the multiscale basis across the edges of the coarse mesh
is enforced, thus leading to some natural boundary conditions for the basis functions. The
authors also enrich the multiscale finite element space using some bubble functions. How-
ever, for general heterogeneities, the effective properties may be richer, we are interested
in a more systematic way to enrich the coarse space accurately and efficiently.
Generalized Multiscale Finite Element Method(GMsFEM) [24, 25, 26] was proposed
to generalize the MsFEM by identifying enriched local multiscale space and obtains more
accurate numerical macroscopic systems. The main idea of the GMsFEM is to use local
snapshot vectors to represent the solution space and then identify local multiscale spaces
by performing appropriate local spectral problem. The GMsFEM framework usually con-
tains two stages: the offline stage and the online stage. In the offline computation, snapshot
spaces are first constructed. Using snapshot spaces is essential in problems with perfora-
tions, because the snapshots contain necessary geometry information. Next, some local
spectral decomposition is performed to identify dominate modes in the snapshot space.
The local multiscale basis functions obtained as a result represent the necessary degrees
of freedom and will be used in the macroscale solver. This is in contrast to some other
approaches, where one apriori selects the number of cell problems. The online stage of
the GMsFEM is to solve a globbal problem for a given source term or boundary condi-
tion. One can accelerate the convergence by computing multiscale basis functions using a
residual at the online stage [27, 28, 29]. Online basis functions are computed adaptively
and only added in regions with largest residuals.
This thesis concentrates on developing systematic local multiscale model reduction
techniques under the framework of GMsFEM to obtain accurate macroscale representa-
tions of the underlying fine-scale problem in highly heterogeneous perforated domains.
4
1.2 Outline of the dissertation
In this section, we show a general picture of this dissertation.
In chapter 3, the adaptive online generalized finite element methods for problems
in perforated domain was studied. The physical problem we are interested include the
Laplace problem, the elasticity problem and the Stokes problem. We present the analysis
of the proposed method and focus on analyzing Stokes equations, since similar techniques
can be easily extended to the elliptic and the elasticity equations. We note that in previous
work [30], the offline simulations for heterogeneous problems in perforated domains was
studied. The main improvements in my work are (1) more accurate and efficient way of
constructing offline basis (2) the development of the online algorithm and their analysis
(3) the development of adaptive strategies.
In GMsFEM, the offline multiscale basis function construction is local and needs to
solve local snapshot problems and local spectral problems to get the multiscale basis func-
tions. A modified version of offline multiscale basis functions for Stokes equation are
introduced such that the velocity basis functions have constant divergence. This is be-
cause we want the range of the divergence to be a polynomial space of the same order
as the discrete pressure space, which consists of piecewise constant in our approximation
scheme. Another thing worth mentioning is that the offline computations might be heavy
if the contrast between the coarse grid size and fine grid size is too large. In this chap-
ter, we discuss the use of randomized snapshots[31] to reduce the offline cost associated
with the snapshot space computations. The randomized snapshot strategy is an efficient
calculation of the snapshot space based on the randomized SVD theory. The main idea is
that a smaller number of snapshots can be calculated instead of the whole snapshot space
for a given accuracy. One can also use local oversampling techniques [18, 32] to reduce
the boundary effect introduced by the randomized boundary condition to improve accu-
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racy. However, the global effects are still not used. In order to accelerate the convergence,
one can compute multiscale basis functions at the online stage [27, 28, 29]. This is done
by designing new multiscale basis functions, which solve local problems using the global
residual information.
Online basis functions are computed adaptively and only added in regions with largest
residuals. In chapter 3, we design online basis functions according to an analysis of the
problem [33]. It is worth emphasizing that the adaptivity and online basis construction are
important for the success of multiscale methods. Actually, one may need only a few basis
functions in many regions, while more degrees of freedom may be required in some other
regions in order to approximate the solution space accurately. The online basis functions
allow a fast convergence and it is important that adding online basis function in one online
iteration can decrease the error substantially. We reveal the relationship between the num-
ber of offline multiscale basis functions chosen initially and the decreasing rate of online
solution error. This can help us to get an estimate of the error reduction apriori, which is
important in practical simulations. The analysis starts with the proof of the inf-sup condi-
tion, which shows the well-posedness of the proposed scheme. A posteriori error bound
for the algorithm is then discussed. Extensive numerical tests are performed to validate
the theoretical results.
We mention that in the previous approach, the global system is coupled using a con-
tinuous Galerkin (CG) method. The computational domain are partitioned into a union
of overlapping coarse neighborhoods, and local multiscale basis functions are constructed
in each coarse neighborhood for the CG coupling. Thus there is a need to multiply each
eigen basis by a partition of unity function, which may modify the local basis properties
and need some extra modification after the multiplication.
In chapter 4, a new GMsFEM for problems in perforated domains using a discontinu-
ous Galerkin (DG) approach is introduced [34]. The use of the DG approach in GMsFEM
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has been successfully developed for many problems, such as the elliptic equations and
the wave equations with heterogeneous coefficients ([35, 36, 37, 38]). One of the main
features of the DG approach is that the basis functions are constructed locally for each
non-overlapping coarse region. This fact provides more flexibility in designing the coarse
mesh and in constructing the local multiscale space. In addtition, there is no need to con-
struct and use any partition of unity functions in the DG approach. Furthermore, it is
important to note that the mass conservation is a crucial property for the Stokes flow. Our
multiscale basis functions was obtained by solving the local Stokes problems with some
suitable boundary conditions. By the construction of the basis functions, the multiscale
solution satisfies some local mass conservation property within coarse regions. However,
mass conservation does not in general hold globally in the coarse grid level. To tackle
this issue, we construct a hybridized scheme and introduce additional pressure variables
on the coarse grid edges. This additional pressure variable serves as a Lagrange multi-
plier to enforce the mass conservation property in the coarse grid level. To investigate
the performance of the proposed method, we will numerically study the Stokes problem
in various perforated domains with various choices of boundary conditions and forcing
terms. We present the construction of the snapshot space using both the standard and the
oversampling approaches. Local spectral decompositions are also proposed for various
approaches of snapshots correspondingly. Moreover, when constructing multiscale basis,
we will test the use of different shapes of coarse blocks for different types of perforated
domains. Numerical results are presented and convergence of the method is analyzed. Fur-
thermore, we will numerically show that the local mass conservation property is satisfied
by the multiscale solution.
In chapter 5, we study the convection-dominated transport phenomena which is broadly
applicable in many research areas such as kinetic theory and fluid dynamics. In these phys-
ical processes, the transport velocity is often a solution of a heterogeneous flow problem.
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We consider coupled flow (Stokes problem) and transport (unsteady convection-diffusion
problem) in perforated domains. We use a mixed formulation and appropriate multiscale
basis functions for both flow and transport to guarantee a mass conservation. Due to
the non-symmetric property of convection operator, Petrov-Galerkin mixed formulations
are used for the transport problem, which provide stability. We consider two different
approaches. As a first approach, the flow equation is solved on a coarse grid using the
GMsFEM and, furthermore, the approximate velocity solution is used in constructing of-
fline spaces for the transport equations (both trial and test spaces). We call this approach,
de-coupled GMsFEM. In the second approach, the multiscale basis functions for flow and
transport are constructed jointly. i.e., we do not solve global flow equation in this case.
This is challenging because one does not know the global flow information and the basis
functions for the transport depend nonlinearly on the coarse-grid components of the flow
equations. The novelty of this approach is to construct coupled multiscale basis functions.
Moreover, with the aim of further improving accuracy, we also present multiscale inte-
rior basis construction for the concentration and online basis construction for the flux in
transport equation. Numerical results are presented to show the accuracy of our proposed
method[39].
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2. PRELIMINARIES
In this chapter, we present an overview of the problems in heterogeneous perforated
domains, as well as some common definitions for discretization. In the section 2.1, we
present a general form of the physical problems we are interested in. We consider com-
monly used model problems including the Laplace equation, the elasticity equation, the
Stokes equation, and the coupled transport and flow system in perforated regions. Some
definitions of the coarse and fine grid discretization are given in section 2.2. A general
idea of the GMsFEM is discussed in section 2.3.
2.1 Problem setting
In this section, we present the underlying problem. Let Ω ⊂ Rd (d = 2, 3) be a
bounded domain covered by perforations Bε. In this dissertation, we will consider the case
when d = 2. Define Ωε := Ω\Bε, assume it is polygonally bounded. See Figure 1.1 in
chapter 1 for an illustration of the perforated domain. We consider the following problem
defined in a perforated domain Ωε
Lε(w) = f, in Ωε, (2.1)
w = 0 or
∂w
∂n
= 0, on ∂Ωε ∩ ∂Bε, (2.2)
w = g, on ∂Ω ∩ ∂Ωε, (2.3)
where Lε denotes a linear differential operator, n is the unit outward normal to the bound-
ary, f and g denote given functions with sufficient regularity.
Denote by V (Ωε) the appropriate solution space, and
V0(Ω
ε) = {v ∈ V (Ωε), v = 0 on ∂Ωε}.
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The variational formulation of Problem (2.1)-(2.3) is to find w ∈ V (Ωε) such that
〈Lε(w), v〉Ωε = (f, v)Ωε for all v ∈ V0(Ωε),
where 〈·, ·〉Ωε denotes a specific inner product over Ωε for either scalar functions or vector
functions, and and (f, v)Ωε is the L2 inner product. Some specific examples for the above
abstract notations are given below.
Laplace: For the Laplace operator with homogeneous Dirichlet boundary conditions
on ∂Ωε, we have
Lε(u) = −∆u, (2.4)
and V (Ωε) = H10 (Ω
ε), and
〈Lε(u), v〉Ωε = (∇u,∇v)Ωε
.
Elasticity: For the elasticity operator with a homogeneous Dirichlet boundary condi-
tion on ∂Ωε, we assume the medium is isotropic. Let u ∈ (H1(Ωε))2 be the displacement
field. The strain tensor ε(u) ∈ (L2(Ωε))2×2 is defined by
ε(u) =
1
2
(∇u+∇uT ).
Thus, the stress tensor σ(u) ∈ (L2(Ωε))2×2 relates to the strain tensor ε(u) such that
σ(u) = 2µε + ξ∇ · u I,
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where ξ > 0 and µ > 0 are the Lamé coefficients. We have
Lε(u) = −∇ · σ, (2.5)
where V (Ωε) = (H10 (Ω
ε))2 and
〈Lε(u), v〉Ωε = 2µ(ε(u), ε(v))Ωε + ξ(∇ · u,∇ · v)Ωε
.
Stokes: For the Stokes equation, we have
Lε(u , p) =
∇p− µ∆u
∇ · u
 , (2.6)
where µ is the viscosity, p is the fluid pressure, u represents the velocity, V (Ωε) =
(H10 (Ω
ε))2 × L20(Ωε), and
〈Lε(u , p), (v , q)〉Ωε =
(∇u,∇v)Ωε −(∇ · v, p)Ωε
(∇ · u, q)Ωε 0
 . (2.7)
We note that L20(Ω
ε) contains functions in L2(Ωε) with zero average in Ωε.
Besides the above models, we are also interested in the coupled flow and transport
equation. Transport: For the unsteady state transport equation, we have
∂c
∂t
−D∆c+ u · ∇c = f, in Ωε, (2.8)
where c is the concentration, D is the diffusion conefficient, and u is the velocity that
driving the flow. We are interested in the mixed formulation of the transport equation. The
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details of the different mixed formulations are presented in chapter 5.
2.2 Coarse and fine grid notations
For the numerical approximation of the above problems, we first introduce the nota-
tions of fine and coarse grids. Let T H be a coarse-grid partition of the domain Ωε with
mesh size H . Here, we assume that the perforations will not split the coarse triangular
element, as in this case, the coarse block will have two disconnected regions. In general,
the proposed concept can be applied to this disconnected case; however, for simplicity, we
avoid it and assume that every coarse-grid block is path-connected (i.e., any two points
can be connected within the coarse block). Notice that, the edges of the coarse elements
do not necessarily have straight edges because of the perforations (see Figure 2.1). By
conducting a conforming refinement of the coarse mesh T H , we can obtain a fine mesh
T h of Ωε with mesh size h. Typically, we assume that 0 < h  H < 1, and that the
fine-scale mesh T h is sufficiently fine to fully resolve the small-scale information of the
domain, and T H is a coarse mesh containing many fine-scale features. The j-th coarse
element is denoted by Kj . See an illustration of the coarse element in Figure 2.1.
Let Nv and Ne be the number of nodes and edges in coarse grid respectively. We
denote by {xi|1 ≤ i ≤ Nv} the set of coarse nodes, and {Ej|1 ≤ j ≤ Ne} the set of
coarse edges.
We define two kinds of coarse neighborhood, i.e, the nodal-based and the edge-based
coarse neighborhood. The nodal-based coarse neighborhood ωεi is defined for each coarse
node xi by
ωεi = ∪{Kεj ∈ T H ; xi ∈ K¯εj }, (2.9)
which is the union of all coarse elements having the node xi. The edge-based coarse
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Figure 2.1: Illustration of coarse elements and coarse neighborhoods.
neighborhood ωεm for each coarse edge Em by
ωεm = ∪{Kεj ∈ T H ; Em ∈ K¯εj }, (2.10)
which is the union of all coarse elements having the edge Em. See Figure 2.1 for an
illustration of the coarse neighborhoods.
We remark that we use the subscript + to denote the oversampling region of a coarse
region. For example, K+,ε is an oversampled coarse block obtaining by adding a few fine
grid layers to the coarse block Kε. Similarly, ω+,ε is an oversampled coarse neighborhood
of ωε.
On the triangulation T h, we introduce the finite element spaces Vh, we will then obtain
the fine-scale solution u ∈ Vh by solving some variational problems. For example, we can
solve
〈Lε(u), v〉Ωε = (f, v)Ωε , for all v ∈ Vh (2.11)
for Laplace and elasticity, and obtain the fine-scale solution (u, p) ∈ Vh × Qh by solving
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the following variational problem
〈Lε(u, p), (v, q)〉Ωε = ((f, 0), (v, q))Ωε , for all (v, q) ∈ Vh ×Qh (2.12)
for the Stokes system. These solutions are used as reference solutions to test the perfor-
mance of our schemes.
As for the discretization scheme on T h, we will first give an introduction of GMsFEM
and show details in the chapters later on.
2.3 General idea of GMsFEM
In this section, we will briefly discuss the idea of GMsFEM [24, 17, 27]. In GMsFEM,
one can divide the computations into offline and online stages.
Offline stage. The construction of offline space usually contains two steps:
• Construction of a snapshot space that will be used to compute an offline space.
• Construction of a small dimensional offline space by performing a dimension reduc-
tion in the snapshot space.
From the above process, we will get a set of basis functions {Ψoffi } such that each Ψoffi
is supported in some coarse neighborhood ωεl or some coarse element K
ε
j , depending on
the global coupling method. If the resulting basis are supported in an overlapping region,
we will ensure that the basis functions satisfy a partition of unity property.
Once the bases are constructed, we define the coarse function space as
Voff := span{Ψoffi }Mi=1,
where M is the number of coarse basis functions.
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In the offline stage of GMsFEM, we seek an approximation ums =
∑M
i=1 ciΨ
off
i in Voff,
which satisfies the coarse-scale offline formulation,
Online stage. At the enrichment level m, denote by V mms and umms the corresponding
GMsFEM space and solution, respectively. The online basis functions are constructed
based on the residuals of the current multiscale solution umms. To be specific, one can
compute the local residual Ri = (f, v)ωεi − 〈Lε(umms), v〉ωεi in each coarse neighborhood
ωεi . For the coarse neighborhoods where the residuals are large, we can add one or more
basis functions by solving
Lε(φoni ) = Ri.
〈Lε(ums), v〉Ωε = (f, v)Ωε , for all v ∈ Voff. (2.13)
Adding the online basis in the solution space, we will get a new coarse function space
V m+1ms . The new solution u
m+1
ms will be found in this new approximation space. This
iterative process is terminated when some error tolerance is achieved. The accuracy of
the GMsFEM relies on the coarse basis functions. We shall present the construction of
suitable basis functions in both offline and online stages for the differential operators in
the following chapters.
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3. ADAPTIVE ONLINE LOCAL MULTISCALE MODEL REDUCTION∗
In this chapter , we develop and analyze an adaptive multiscale approach for prob-
lems in heterogeneous perforated domains. We consider commonly used model problems
including the Laplace equation, the elasticity equation, and the Stokes system in perfo-
rated regions. We note that the continuous Galerkin coupling method is considered in this
chapter, and the multiscale basis are constructed in some overlapping coarse regions. We
discuss the construction of offline and online basis functions in Section 3.1. Section 3.2
is devoted to numerical examples. In Section 3.3, the convergence analysis for proposed
methods is shown. In this chapter, we will show the results for elasticity and Stokes equa-
tions. The results for Laplace have similar convergence analysis and computational results
as those for elasticity equations, so we will omit them here.
3.1 The construction of offline and online basis functions
We first introduce the following finite element spaces
Vh := {v ∈ V (Ωε) : v|K ∈ (P k(K))l for all K ∈ T h},
where P k denotes the polynomial of degree k( k = 0, 1, 2), and l( l = 1, 2) indicates
either a scalar or a vector. Note that for the Laplace and elasticity operators, we choose
k = 1, i.e., piecewise linear function space as our fine-scale approximation space; for
Stokes problem, we use (P 2(K))2 for fine-scale velocity approximation and P 0(K) for
fine-scale pressure approximation. We use Qh to denote the space for pressure. Now we
illustrate the construction of multiscale basis for the above problems.
We remark that, we only describe the construction of offline and online basis for elas-
∗This is an Accepted Manuscript of an article published by Taylor & Francis in Applicable Analysis on
07/06/2016, available online https://www.tandfonline.com/doi/full/10.1080/00036811.2016.1199799.
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ticity problem and Stokes problem.
In the offline computation, we first construct a snapshot space V isnap for each coarse
neighborhood ωεi . Construction of the snapshot space involves solving the local problems
with a set of boundary conditions. The offline space Voff is then constructed via a di-
mension reduction in the snapshot space using an auxiliary spectral decomposition. The
main objective is to seek a subspace of the snapshot space such that it can approximate
any functions of the snapshot space in an appropriate sense defined via auxiliary bilinear
forms. Based on the residual of the current solution, we enrich the solution space by adding
some online functions to enhance the accuracy of the solution. The precise construction
of offline and online basis will be presented for different applications.
3.1.1 Elasticity problem
In this section, we will consider the elasticity problem (2.5) with a homogeneous
Dirichlet boundary condition.
3.1.1.1 Snapshot space
The snapshot space for elasticity problem consists of extensions of the fine-grid func-
tions δhk in ω
ε
i . Here δ
h
k = 1 at the fine node xk ∈ ∂ωεi \∂Bε, δhk = 0 at other fine nodes
xj ∈ ∂ωεi \∂Bε, and δhk = 0 in ∂Bε. Let V ih be the restriction of the fine grid space Vh in
ωεi and V
i
h,0 ⊂ V ih be the set of functions that vanish on ∂ωεi . We will find uik ∈ V ih with
supp(uik) ⊂ ωεi by solving the following problems on a fine grid
∫
ωεi
(
2µε(uik) : ε(v) + ξ∇ · uik∇ · v
)
dx = 0, ∀v ∈ V ih,0, (3.1)
with boundary conditions
uik = 0 on ∂ω
ε
i ∩ ∂Bε, uik = (δij, 0) or (0, δij) on ∂ωεi .
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We will collect the solutions of the above local problems to generate the snapshot space.
Let ψi,snapk := u
i
k and define the snapshot space by
Vsnap = span{ψi,snapk : 1 ≤ k ≤ Ji, 1 ≤ i ≤ Nv},
where Ji is the number of snapshot basis in ωεi , andNv is the number of nodes. To simplify
notations, let Msnap =
∑N
i=1 Ji and write
Vsnap = span{ψsnapi : 1 ≤ i ≤Msnap}.
3.1.1.2 Offline space
This section is devoted to the construction of the offline space via a spectral decompo-
sition. We will consider the following eigenvalue problems in the space of snapshots:
Ai,offΨi,offk = λ
i,off
k S
i,offΨi,offk , (3.2)
where
Ai,off = ai(ψ
i,snap
m , ψ
i,snap
n ) =
∫
ωεi
(
2µε(ψi,snapm ) : ε(ψ
i,snap
n ) + ξ∇ · ψi,snapm ∇ · ψi,snapn
)
,
Si,off = si(ψ
i,snap
m , ψ
i,snap
n ) =
∫
ωεi
(ξ + 2µ)ψi,snapm · ψi,snapn .
(3.3)
We assume that the eigenvalues are arranged in the increasing order. To simplify notations,
we write λik = λ
i,off
k .
To generate the offline space, we choose the smallest Mi eigenvalues from Equa-
tion (3.2) and form the corresponding eigenfunctions in the respective snapshot spaces
by setting Φi,offk =
∑
j Ψ
i,off
kj ψ
i,snap
j , for k = 1, . . . ,Mi, where Ψ
i,off
kj are the coordinates of
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the vector Ψi,offk . The offline space is defined as the span of χiΦ
i,off
k , namely,
Voff = span{χiΦi,offl : 1 ≤ l ≤ li, 1 ≤ i ≤ Nv},
where li is the number of snapshot basis in ωεi , and {χi} is a set of partition of unity
functions for the coarse grid. One can take {χi} as the standard hat functions or standard
multiscale basis functions. To simplify notations further, let M =
∑N
i=1 li and write
Voff = span{χiΦoffi : 1 ≤ i ≤M}.
3.1.1.3 Online adaptive method
By the offline computation, we construct multiscale basis functions that can be used
for any input parameters to solve the problem on the coarse grid. In the earlier works [27],
the online method for the diffusion equation with heterogeneous coefficients has been
proposed. In this section, we consider the construction of the online basis functions for
elasticity problem in perforated domains and present an adaptive enrichment algorithm.
We use the index m ≥ 1 to represent the enrichment level. The online basis functions
are computed based on some local residuals for the current multiscale solution umms ∈ V mms ,
where we use V mms to denote the corresponding space that can contain both offline and
online basis functions.
Let V m+1ms = V
m
ms +span{φon} be the new approximate space that constructed by adding
online basis φon ∈ V ih,0 on the i-th coarse neighborhood ωεi . For each coarse grid neigh-
borhood ωεi , we define the residual Ri as a linear functional on V
i
h,0 such that
Ri(v) =
∫
ωεi
fvdx−
∫
ωεi
(
2µε(umms) : ε(v) + ξ∇ · umms∇ · v
)
dx, ∀v ∈ V ih,0.
19
The norm of Ri is defined as
||Ri||(V ih)∗ = sup
v∈V ih,0
|Ri(v)|
ai(v, v)
1
2
,
where ai(v, v) =
∫
ωεi
(
2µε(v) : ε(v) + ξ∇ · v∇ · v
)
dx.
For the computation of this norm, according to the Riesz representation theorem, we
can first compute φon as the solution of following problem
∫
ωεi
(
2µε(φon) : ε(v) + ξ∇ · φon∇ · v
)
dx
=
∫
ωεi
fv dx−
∫
ωεi
(
2µε(umms) : ε(v) + ξ∇ · umms∇ · v
)
dx,
∀v ∈ V ih,0
(3.4)
and take ||Ri||(V ih)∗ = ai(φon, φon)
1
2 .
For the construction of the adaptive online basis functions, we use the following error
indicators to access the quality of the solution. In those non-overlapping coarse grid neigh-
borhoods ωεi with large residuals, we enrich the space by finding online basis φ
on ∈ V ih,0
using equation (3.4).
• Indicator 1. The error indicator based on local residual
ηi = ||Ri||2(V ih)∗ (3.5)
• Indicator 2. The error indicator based on local residual and eigenvalue
ηi =
(
λωili+1
)−1 ||Ri||2(V ih)∗ (3.6)
Now we present the adaptive online algorithm. We start with enrichment iteration
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numberm = 0 and choose θ ∈ (0, 1). Suppose the initial number of offline basis functions
is lmi (m = 1) for each coarse grid neighborhood ω
ε
i , and the multiscale space is V
m
ms (m =
1). For m = 1, 2, ...
• Step 1. Find umms in V mms such that
∫
ωεi
(
2µε(umms) : ε(v) + ξ∇ · umms∇ · v
)
dx =
∫
ωεi
fv, ∀v ∈ V mms .
• Step 2. Compute error indicators (ηi) for every coarse grid neighborhoods ωεi and
sort them in decreasing order η1 ≥ η2 ≥ ... ≥ ηN .
• Step 3. Select coarse grid neighborhoods ωεi , where enrichment is needed. We take
smallest k such that
θ
Nv∑
i=1
ηi ≤
k∑
i=1
ηi.
• Step 4. Enrich the space by adding online basis functions. For each ωεi , where
i = 1, 2, ..., k, we find φon ∈ V ih,0 by solving (3.4). The resulting space is denoted
by V m+1ms .
We repeat the above procedure until the global error indicator is small or we have
certain number of basis functions.
3.1.2 Stokes problem
In the above section, we presented the online procedure for the elasticity equations. In
this section, we present the constructions of snapshot, offline and online basis functions
for the Stokes problem.
3.1.2.1 Snapshot space
Snapshot space is a space which contains an extensive set of basis functions that are so-
lutions of local problems with all possible boundary conditions up to fine-grid resolution.
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To get snapshot functions, we solve the following problem on the coarse neighborhood ωεi :
find (uil, p
i
l) (on a fine grid) such that∫
ωεi
∇uil : ∇vdx−
∫
ωεi
pildiv(v)dx = 0, ∀v ∈ V ih,0,∫
ωεi
qdiv(uil)dx =
∫
ωεi
cqdx, ∀q ∈ Qih,
(3.7)
with boundary conditions
uil = (0, 0), on ∂Bε, uil = (δil , 0) or (0, δil), on ∂ωεi \∂Bε,
where function δil is a piecewise constant function such that it has value 1 on el and value
0 on other fine-grid edges. Notice that ωεi \∂Bε = ∪Sil=1el, where el are the fine-grid edges
and Si is the number of these fine grid edges on ωεi \∂Bε. In (3.7), we define V ih and Qih
as the restrictions of the fine grid space in ωεi and V
i
h,0 ⊂ V ih be functions that vanish on
∂ωεi . Notice that u
i
l and p
i
l are supported in ω
ε
i . We remark that the constant c in (3.7) is
chosen by compatibility condition, c = 1|ωεi |
∫
∂ωεi \∂Bε u
i
l · ni ds. We emphasize that, for the
Stokes problem, we will solve (3.7) in both node-based coarse neighborhoods (2.9) and
edge-based coarse neighborhoods (2.10).
The collection of the solutions of above local problems generates the snapshot space,
ψi,snapl = u
i
l in ω
ε
i :
Vsnap = {ψi,snapl : 1 ≤ l ≤ 2Si, 1 ≤ i ≤ (Ne +Nv)},
where we recall thatNe is the number of coarse-grid edges andNv is the number of coarse-
grid nodes.
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3.1.2.2 Offline space
We perform a space reduction in the snapshot space through the use of a local spectral
problem in ωεi . The purpose of this is to determine the dominant modes in the snapshot
space and to obtain a small dimension space for the approximation the solution.
We consider the following local eigenvalue problem in the snapshot space
Ai,offΨk = λ
i,off
k S
i,offΨi,offk , (3.8)
where
Ai,off = ai(ψ
i,snap
m , ψ
i,snap
n )
Si,off = si(ψ
i,snap
m , ψ
i,snap
n )
and
ai(u, v) =
∫
ωεi
∇u : ∇vdx, and si(u, v) =
∫
ωεi
|∇χi|2u · v dx
and χi will be specified later. Note that the above spectral problem is solved in the
local snapshot space corresponding to the neighborhood domain ωεi . We arrange the
eigenvalues in the increasing order, and choose the first Mi eigenvalues and take the
corresponding eigenvectors Ψi,offk , for k = 1, 2, ...,Mi, to form the basis functions, i.e.,
Φ˜i,offk =
∑
j Ψ
i,off
kj ψ
i,snap
j , where Ψ
i,off
kj are the coordinates of the vector Ψ
i,off
k . We define
V˜ ioff = span{Φ˜i,offk , k = 1, 2, ..., 2Si}. (3.9)
For construction of conforming offline space, we need to multiply the functions Φ˜i,offk =
(Φ˜i,offx1,k, Φ˜
i,off
x2,k
) by a partition of unity function χi. We remark that the partition of unity
functions {χi} are defined with respect to the coarse nodes and the mid-points of coarse
edges. One can choose {χi} as the standard multiscale finite element basis. However,
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upon multiplying by partition of unity functions, the resulting basis functions do not have
constant divergence any more, which affects the stability of the scheme. To resolve this
problem, we solve two local optimization problems in every coarse element Kij ⊂ ωεi :
min
∥∥∥∇Φi,offx1,k∥∥∥L2(Kij) such that div(Φi,offx1,k) = 1|Kij|
∫
∂Kij
(χiΦ˜
i,off
x1,k
, 0) · ni ds, in Kij
(3.10)
with Φi,offx1,k = (χiΦ˜
i,off
x1,k
, 0), on ∂Kij , and
min
∥∥∥∇Φi,offx2,k∥∥∥L2(Kij) such that div(Φi,offx2,k) = 1|Kij|
∫
∂Kij
(0, χiΦ˜
i,off
x2,k
) · ni ds in Kij,
(3.11)
with Φi,offx2,k = (0, χiΦ˜
i,off
x2,k
), on ∂Kij . We write that Φ
i,off
x1,k
= H(χiΦ˜i,offx1,k) and Φi,offx2,k =
H(χiΦ˜i,offx2,k), whereH(v) is the Stokes extension of the function v.
Combining them, we obtain the global offline space:
Voff = span{Φi,offx1,k and Φi,offx2,k : 1 ≤ i ≤ (Ne +Nv) and 1 ≤ k ≤Mi}.
Using a single index notation, we can write
Voff = span{Φoffi }Nui=1,
where Nu =
∑Ne+Nv
i=1 Mi. This space will be used as the approximation space for the ve-
locity. For coarse approximation of pressure, we will takeQoff to be the space of piecewise
constant functions on the coarse mesh.
3.1.2.3 Online adaptive method
Similar to Section 3.1.1.3, we will define the online velocity basis for Stokes problem.
For each coarse grid neighborhood ωεi , we define the residual Ri as a linear functional on
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V i such that
Ri(v) =
∫
ωεi
f · v dx−
∫
ωεi
∇umms : ∇vdx+
∫
ωεi
pmmsdiv(v)dx, ∀v ∈ V i (3.12)
where (umms, p
m
ms) is the multiscale solution at the enrichment levelm, and V
i = (H10 (ω
ε
i ))
2.
The norm of Ri is defined as
||Ri||(V i)∗ = sup
v∈V i
|Ri(v)|
‖v‖H1(ωεi )
. (3.13)
We will then use indicators (3.5) and (3.6) for our adaptive enrichment method. For the
computation of online basis φoni ∈ V ih,0, we solve the following problem
∫
ωεi
∇φoni : ∇vdx−
∫
ωεi
pondiv(v)dx = Ri(v), ∀v ∈ V ih,0,∫
ωεi
div(φoni ) q dx = 0, ∀q ∈ Qoff.
(3.14)
The adaptivity procedure follows the one presented in Section 3.1.1.3.
3.1.3 Randomized snapshots
In the above construction, the local problems are solved for every bounday node. This
procedure is expensive and may not be practical. However, one can use the idea of ran-
domized snapshots (as in [31]) and reduce the cost substantially. In randomized snapshots,
one computes a few more snapshots compared to the required number of multiscale ba-
sis functions. e.g., we compute n + 4 snapshots for n multiscale basis functions. To be
more specific, we first generate inexpensive snapshots using random boundary conditions.
Instead of solving the local problem (3.1) and (3.7) for each fine boundary degree of free-
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dom, we solve a small number of local problems with boundary conditions:
u+,ik = (r
i
l , 0) or (0, r
i
l) on ∂ω
+,ε
i \∂Bε,
u+,ik = (0, 0) on ∂Bε.
Here ril are independent identically distributed (i.i.d.) standard Gaussian random vec-
tors defined on the fine degree freedom of the boundary. Notice that we will solve for u+,ik
in a larger domain, the oversampling domian ω+,εi . The oversampling technique is used
avoid the effects of randomized boundaries. After removing dependence, we finally get
our snapshot basis by taking the restriction of u+,ik in ω
ε
i , i.e, u
i
k = u
+,i
k |ωεi .
In Section 3.2, we will take the Stokes problem as an example and show the numerical
results for randomized sanpshots.
3.2 Numerical results
In this section, we show simulation results using the framework of online adaptive
GMsFEM presented in Section 2.3 for elasticity equations and Stokes equations. We note
that the code is based on the FEniCS project [40] and DOLFIN libary [41].
We set Ω = [0, 1] × [0, 1] and use two types of perforated domains as illustrated in
Figure 3.1, where the perforated regions Bε are circular. We have also used perforated
regions of other shapes instead and obtained similar results. The computational domain is
discretized coarsely using uniform triangulation, where the coarse mesh size H = 1
10
for
elasticity problem and H = 1
5
for Stokes problem. Furthermore, nonuniform triangulation
is used inside each coarse triangular element to obtain a finer discretization. Examples of
this triangulation are displayed also in Figure 3.1.
First we will choose a fixed number of offline basis (initial basis) for every coarse
neighborhood, and obtain corresponding offline space Voff, which is also denoted by V 1ms.
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Then, we perform the online iterations on non-overlapping coarse neighborhoods to obtain
enriched space V mms , m ≥ 1. We will add online basis both with adaptivity and without
adaptivity and compare the results. All the errors are in percentage. We note that our
approaches are designed to explore the sparsity and the adaptivity in the solution space
and our main emphasis is on the construction of coarse spaces. Our numerical results will
show the approximation of the fine-scale solution for different dimensional coarse spaces.
Figure 3.1: Two heterogeneous perforated media used in the simulations.
3.2.1 Elasticity equations in perforated domain
We consider the elasticity operator (2.5). We use zero displacements u = 0 on the
inclusions, u1 = 0, σ2 = 0 on the left boundary, σ1 = 0, u2 = 0 on the bottom boundary
and σ1 = 0, σ2 = 0 on the right and top boundaries. Here, u = (u1, u2) and σ = (σ1, σ2).
The source term is defined by f = (107, 107), the elastic modulus is given by E = 109,
Poisson’s ratio is ν = 0.22, where
µ =
E
2(1 + ν)
, ξ =
Eν
(1 + ν)(1− 2ν) .
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We use the following error quantities to measure the performance of the online adaptive
GMsFEM
||e||L2 = ‖eu‖L2(Ωε) =
‖(ξ + 2µ)(u− ums)‖L2(Ωε)
‖(ξ + 2µ)u‖L2(Ωε)
||e||H1 = ‖eu‖H1(Ωε) =
√
〈Lε(u− ums), u− ums〉Ωε
〈Lε(u), u〉Ωε
where u and ums are the fine and coarse solutions, respectively, and
〈Lε(u), v〉Ωε = 2µ〈ε(u), ε(v)〉Ωε + ξ〈∇ · u,∇ · v〉Ωε
. Note that the reference solution u needs a full fine scale computation. The fine grid DOF
is 13262 for the domain with small perforations(Figure 3.1 (a)) and 21986 for the domain
with big perforations (Figure 3.1 (b)).
The fine-scale solution and coarse-scale solution corresponding to the two different
perforated domains in Figure 3.1 are presented in Figures 3.2 and 3.3. Fine solutions
are shown on the left of the figure, coarse offline solutions are in the middle and online
solutions are on the right. In Tables 3.1 and 3.2, we present the convergence history
when the problem is solved in two different perforated domain with one, two and four
initial bases in the left, middle and right column, respectively. Each column shows the
error behavior when the online method is applied without adaptivity, with adaptivity using
Indicator 1 (see (3.5)) and with adaptivity using Indicator 2 (see (3.6)).
Numerical results for the first perforated domain are displayed in Figure 3.2. We ob-
serve that the offline solution is close to the fine-scale solution; however, there are some
missing features in the offline solution. For example, the low values of the solution for a
connected regions around circular inclusions, while this is not the case for the fine-scale
solution. Also, we observe that the offline solution does not capture the low values of the
solution near the inclusions. On the other hand, the solution using the online procedure
28
with approximately the same number of degrees of freedom as the offline solution has very
good accuracy. From Table 3.1, we observe that when using one initial basis, the L2 and
energy error reduce to 1.3% and 5.82% respectively after one online iteration in the case
without adaptivity. However, if we select two initial bases, the the L2 and energy error can
be reduced to 0.567% and 2.92% respectively after one online iteration, which is almost
half of the errors for one initial basis situation. When the number of basis is fixed, it shows
that adding online basis can reduce the error more effectively than adding offline basis. For
example, when we use two offline basis and two online basis, the energy error is 0.369%;
while when we select four offline basis, the energy error is 26.703%. Comparison of the
error behavior between solving with and without adaptivity in this table shows that, error
is smaller under the similar DOF when adaptive online method is applied. For example,
if we start with one initial basis, the energy error is 5.482% with DOF 500 when online
method is applied without adaptivity, but the energy error becomes 2.589% with DOF 536
when online adaptive method is applied. When we solve with the adaptivity, we observe
that the first indicator (see (3.5)) is more effective when one initial basis is selected. How-
ever, if we start with two or four initial bases, the second indicator (see (3.6)) gives us
slightly better results. The smallest eigenvalues are Λmin = 31.4, 79.9, 204.8 when one,
two and four initial basis are used.
In Figure 3.3, we test with a different perforated domain where the circular inclu-
sions are larger compared to the domain in Figure 3.2 and extremely small inclusions are
set around some big ones. Comparing the offline and fine solution, we notice that some
features of solution in the interior of the domain are missing, and the errors around the
boundary are large. However, the online solution fix these problems well and show much
better accuracy. Looking at Table 3.2, we observe that as we select more initial basis, the
error decreases faster after one online iteration. For example, when one online iteration
is applied without adaptivity, the H1 error reduces 8.5 times if we use one initial basis,
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yet it reduces around 12 times if we use two initial basis. Considering the convergence
behavior of online method with adaptivity against the online method without adaptivity,
we see that the adaptivity is important. For instance, in a similar DOF of 1300 in the case
of four initial basis used, the H1 error 10−5 without adaptivity, while it is only 10−6 with
adaptivity.
DOF ||e||L2 ||e||H1(# iter)
without adaptivity
338 29.3 53.7
500 (1) 1.3 5.5
662 (2) 0.08 0.45
824 (3) 0.01 0.07
986 (4) 0.001 0.007
with adaptivity, η2i = r
2
i
338 29.3 53.7
510 (3) 0.57 3.12
654 (6) 0.04 0.31
852 (10) 0.001 0.01
1014 (13) 0.0001 0.0008
with adaptivity, η2i = r
2
i λ
−1
i+1
338 29.3 53.7
536 (4) 0.47 2.6
684 (7) 0.04 0.3
846 (10) 0.003 0.02
1002 (13) 0.0002 0.001
DOF ||e||L2 ||e||H1(# iter)
without adaptivity
412 10.7 32.9
574 (1) 0.57 2.92
736 (2) 0.05 0.37
898 (3) 0.005 0.05
1060 (4) 0.0005 0.004
with adaptivity, η2i = r
2
i
412 10.7 32.9
584 (3) 0.4 2.3
740 (6) 0.029 0.24
932 (10) 0.001 0.009
1190 (15) 1.685e-05 0.0001
with adaptivity, η2i = r
2
i λ
−1
i+1
412 10.7 32.9
570 (3) 0.43 2.5
730 (6) 0.03 0.25
924 (10) 0.001 0.009
1072 (13) 8.772e-05 0.0006
DOF ||e||L2 ||e||H1(# iter)
without adaptivity
648 7.4 26.7
810 (1) 0.48 2.5
972 (2) 0.046 0.37
1134 (3) 0.004 0.04
1296 (4) 0.0005 0.004
with adaptivity, η2i = r
2
i
648 7.4 26.7
808 (3) 0.3 2.0
980 (6) 0.02 0.2
1144 (9) 0.001 0.016
1302 (12) 0.0001 0.001
with adaptivity, η2i = r
2
i λ
−1
i+1
648 7.4 26.7
808 (3) 0.3 1.8
976 (6) 0.02 0.17
1174 (10) 0.0006 0.005
1338 (13) 3.492e-05 0.0002
Table 3.1: Elasticity problem in the perforated domain with small inclusions (Figure 3.1
(a)). One (Left), Two (Middle) and Four (Right) offline basis functions (θ = 0.7).
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Figure 3.2: Elasticity problem in the perforated domain with small inclusions (Figure 3.1
(a)). Comparison of solutions in: fine scale (left) DOF = 13262, coarse-scale offline,
DOF = 412 (middle), coarse-scale online without adaptivity, DOF = 574 (right). Top:
u1. Bottom: u2.
3.2.2 Stokes equations in perforated domain
In our final example, we consider the Stokes equation with zero velocity u = (0, 0)
on ∂Ωε ∩ ∂Bε and ∂u
∂n
= (0, 0) on ∂Ω, and source term f = (1, 1) ∈ Ωε. For the fine-
scale approximation of the Stokes problem, we use P2 elements for velocity and piecewise
constants for pressure. To improve the accuracy of multiscale solutions, we have enriched
velocity spaces by adding online velocity basis.
The errors will be measured in relative L2 and H1norms for velocity and L2 norm for
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DOF ||e||L2 ||e||H1(# iter)
without adaptivity
278 38.1 61.2
440 (1) 2.1 7.2
602 (2) 0.17 0.67
764 (3) 0.02 0.11
926 (4) 0.001 0.010
with adaptivity, η2i = r
2
i
278 38.1 61.2
436 (3) 1.1 4.5
628 (7) 0.03 0.18
760 (10) 0.002 0.01
950 (14) 5.339e-05 0.0003
with adaptivity, η2i = r
2
i λ
−1
i+1
278 38.1 61.2
436 (3) 1.7 7.1
614 (7) 0.07 0.4
748 (10) 0.005 0.04
940 (14) 0.0002 0.001
DOF ||e||L2 ||e||H1(# iter)
without adaptivity
382 15.6 38.4
544 (1) 0.8 3.2
706 (2) 0.07 0.4
868 (3) 0.008 0.05
1030 (4) 0.0006 0.003
with adaptivity, η2i = r
2
i
382 15.6 38.4
556 (3) 0.5 2.1
704 (6) 0.03 0.2
892 (10) 0.001 0.007
1038 (13) 8.760e-05 0.0005
with adaptivity, η2i = r
2
i λ
−1
i+1
382 15.6 38.4
548 (3) 0.5 2.5
740 (7) 0.02 0.1
878 (10) 0.001 0.01
1064 (14) 4.710e-05 0.0003
DOF ||e||L2 ||e||H1(# iter)
without adaptivity
648 8.9 27.3
810 (1) 0.6 2.4
972 (2) 0.06 0.4
1134 (3) 0.006 0.04
1296 (4) 0.0005 0.003
with adaptivity, η2i = r
2
i
648 8.9 27.3
820 (3) 0.3 1.4
972 (6) 0.02 0.14
1154 (10) 0.0006 0.004
1300 (13) 3.784e-05 0.0002
with adaptivity, η2i = r
2
i λ
−1
i+1
648 8.9 27.3
810 (3) 0.4 1.5
996 (7) 0.008 0.07
1138 (10) 0.0006 0.005
1314 (14) 1.659e-05 0.0001
Table 3.2: Elasticity problem in the perforated domain with various sizes of inclusions
(Figure 3.1 (b)). one (Left), two (Middle) and four (Right) offline basis functions (θ =
0.7).
pressure
||eu||L2 = ‖eu‖L2(Ω) =
‖u− ums‖L2(Ω)
‖u‖L2(Ω)
, ||eu||H1 = ‖eu‖H1(Ω) =
‖u− ums‖H1(Ω)
‖u‖H1(Ω)
,
||ep||L2(Ω) =
‖p¯− pms‖L2(Ω)
‖p¯‖L2(Ω)
,
where (u, p) and (ums, pms) are fine-scale and coarse-scale solutions, respectively for veloc-
ity and pressure, and p¯ is the cell average of the fine scale pressure, that is, p¯ = 1|Ki |
∫
Ki
p
for all Ki ∈ T H . Notice that we solve the reference solution (u, p) on a full fine grid. The
fine grid DOF is 77524 for the domain with small perforations(Figure 3.1 (a)) and 101386
for the domain with big perforations (Figure 3.1 (b)).
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Figure 3.3: Elasticity problem in the perforated domain with various sizes of inclusions
(Figure 3.1 (b)). Comparison of solutions in: fine scale (left) DOF = 21986, coarse scale
offline,DOF = 382 (middle), coarse scale online without adaptivity,DOF = 544 (right).
Top: u1. Bottom: u2.
3.2.2.1 Randomized snapshots
As mentioned in Section 3.1.3, we will show the numerical results of Stokes prob-
lem for the offline GMsFEM using randomized snapshots. The convergence behaviors
are shown in Tables 3.3 and 3.4 for perforated domain with small inclusions (Figure
3.1 (a)) and various sizes of inclusions (Figure 3.1 (b)), respectively, where the notation
ω+,ε = ωε + 4 means that the oversampled region ω+,ε is obtained by enlarging the region
ωε by 4 fine grid cells. From these tables, we observe that the approach using random-
ized snapshots is more efficient since much fewer snapshot functions are used to achieve
comparable accuracy. In particular, we get similar errors when the number of random-
ized snapshots is only around 20% of the number of standard snapshots. Notice that in
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the randomized snapshot construction, we need to add the constant basis, i.e, the constant
function in each ω+,ε. Note that, we do not have the constant basis in domain with inclu-
sions when calculating snapshot basis in the standard way. This additional constant basis
function makes the errors smaller for low degrees of freedom. For example, in the domain
with small inclusions, when DOF = 534, the velocity L2 error is 12.49% when we use
standard snapshots, while the error is only 4.54% when the dimension of the randomized
snapshots is 24.1% of the dimension of the whole snapshot space (see Table 3.3). However,
when the DOF becomes larger, the errors for randomized snapshots are similar to that for
standard snapshots. For instance, the velocity L2 error is 0.07% when DOF = 1986 in
domain with various sized of inclusions for both standard snapshots and randomized snap-
shots (see Table 3.4), where the dimension of the randomized snapshot is 13.8% of the
dimension of the whole snapshots. We remark that, by balancing the computational cost
and accuracy, we find the results are satisfactory when 24.1% randomized snapshots for
domain with small inclusions(Figure 3.1 (a)) and 20.7% randomized snapshots for domain
with various sized of inclusions(Figure 3.1 (b)) are used.
3.2.2.2 Adaptive online results
In this section, we present adaptive online results for Stokes problem for two perfo-
rated domains depicted in Figure 3.1. The solutions are shown in Figure 3.4 and Figure
3.5. In these figures, the x1-component and x2-component of the velocity solution are
shown in the first and second rows, and the pressure solution is presented in the third row.
The three columns contain the fine-scale, coarse-scale offline and coarse-scale online so-
lutions. In both cases, we observe that the offline velocity solution is not able to capture
the low values at the corners of the domain. Some features between inclusions also do not
appear correctly in the offline solution. For example, in Figure 3.4, the low values in the
upper left and lower right corner of the domain are missing in the offline velocity solu-
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DOF ||εu||L2(Ω)(%) ||εu||H1(Ω)(%) ||εp¯||L2(Ω)(%)
Standard snapshot (100%)
534 12.49 36.91 21.46
1018 0.28 4.67 0.86
1986 0.031 1.64 0.0029
Randomized snapshot: ω+,ε = ωε + 4, 18.1%
534 4.99 23.95 13.4
1018 0.54 7.05 0.53
1986 0.04 1.77 0.02
Randomized snapshot: ω+,ε = ωε + 4, 24.1%
534 4.54 22.69 8.28
1018 0.47 6.6 0.52
1986 0.036 1.72 0.009
Table 3.3: Stokes problem in perforated domain with small inclusions (Figure 3.1 (a))
using standard snapshots and randomized snapshots.
DOF ||εu||L2(Ω)(%) ||εu||H1(Ω)(%) ||εp¯||L2(Ω)(%)
Whole snapshot (100%)
534 11.34 34.49 16.18
1018 0.17 3.62 1.09
1986 0.07 2.44 0.006
Randomized snapshot: ω+,ε = ωε + 4, 13.8%
534 6.04 24.84 9.37
1018 0.66 7.27 0.95
1986 0.07 2.53 0.02
Randomized snapshot: ω+,ε = ωε + 4, 20.7%
534 5.3 23.39 14.95
1018 0.56 6.87 0.73
1986 0.07 2.51 0.015
Table 3.4: Stokes pronlem in perforated domain with various sizes of inclusions (Figure
3.1 (b)) using standard snapshots and randomized snapshots.
tion. However, it was recovered very well in the online solution. Also, compared to the
fine-scale solution, the features between the first hole on the left and the other inclusions
are not captured in the offline solution. However, the online solutions get these features
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well and outputs almost same profiles as the fine solution. In Figure 3.5, for the domain
has various sized of inclusions with some extremely small inclusions around, we see even
worse behavior of the offline solution compared to that in Figure 3.4, where the domain
has several small inclusions. The low values of the velocity solution in the x2-component
along the right boundary are almost missing in the offline solution. The offline velocity
solutions in both components around inclusions are still very poor. These observations
highlights the advantage of the online method. We performed other tests for different
perforated domains, and the results also suggest that online method is quite necessary.
Now, we turn our attention to velocity L2(Ωε), H1(Ωε) errors and pressure L2(Ωε)
error presented in Table 3.5 and Table 3.6. We consider different numbers of initial basis
on each coarse neighborhood. For the perforated domain with small inclusions in Figure
3.4, we observe from Table 3.5 that both the velocity and pressure error decrease faster
as we choose more initial bases. For example, the velocity has large H1 error 66.28%
using one initial basis. After adding one online basis, it reduces to 22.3%. When two
initial bases are selected, the velocity H1 error reduces from 23.4% to 3.2% after one step
enrichment. Fixing the number of initial basis, we can compare the error behavior for the
online method with or without adaptivity. It appears that online adaptive method reduces
the errors more effectively. For instance, when one initial basis is selected, the velocity
H1 error is 22.302% for DOF 488 using non-adaptive online algorithm, while it is only
3.067% for a similar DOF 499 using adaptive online method with indicator 1 (see (3.5)).
Comparing two error indicators for adaptive online method, we see that the indicator 1 is
preferred when choosing one initial basis. Since the velocity error is 8.758% for DOF 504
using indicator 2 (see (3.6)), which is much larger than 3.067%. Also, the pressure error
is 16.559% in this case when using indicator 2, which is almost 5 times larger compared
with 3.575% when using indicator 1. However, both indicator works well when selecting
more initial bases. We see very similar errors for both velocity and pressure fields using
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different indicators when the number of initial basis is two or three.
For the second example in Figure 3.5, results are shown in Table 3.6. In this case,
we observe that the online approach works better if we start with more initial basis. For
example, the velocity H1 error is 71.823% with one initial velocity basis, and reduces
to 24.460% after adding one online basis. However it’s only 20.430% with two initial
basis without online enrichment. This implies that it is better to start with two or more
initial basis in order to see that the more the online basis are used, the smaller the errors
become. Similarly as before, the online approach with the adaptivity reduces the errors
faster. Compared the two indicators, we see that the first error indicator (see (3.5)) for the
adaptive online method gives slightly better results for any number of initial basis. One
can also find that the pressure error also reduces significantly when we only enrich the
velocity space.
3.2.2.3 Application
Digital rock physics has emerged as a powerful technology that images the rock mi-
crostructure and simulates fluids flow directly on the digital representation of the rock im-
ages. One of its major challenges lies in the significant computational demands of direct
pore scale modeling of fluids flow through the real pore system. We apply our proposed
online algorithm on this aspplication, and the data comes from [42] posted on the digital
rock portal [43].
The numerical results show that multiscale reduced order model can significantly speed
up the computation process. Solving the flow velocity and pressure in the multiscale space
helps to improve the computational efficiency while obtaining good accuracy compared
with the solution using standard finite element method, see Figure 3.7 for illustration.
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Figure 3.4: Stokes problem in perforated domain with small inclusions(Figure 3.1 (a)).
Fine-scale and multiscale solutions for velocity and pressure (u1 (Top), u2 (Middle) and p
(Bottom)). Left: fine-scale solution, DOF = 77524. Middle: multiscale solutions using 1
multiscale basis function for velocity, DOF = 452, velocity L2 error is 42.439 %. Right:
multiscale solutions after 2 online iteration without adaptivity, DOF = 524, velocity L2
error is 1.688 %.
3.3 Convergence analysis
The result in [27] has shown the convergence for online adaptive method applied to el-
liptic problems, and the same results can be applied for elasticity problem. In this section,
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DOF ||eu||L2(%) ||eu||H1(%) ||ep¯||L2(%)(# iter)
452 42.4 66.3 81.9
without adaptivity
488 (1) 6.3 22.3 41.8
524 (2) 1.7 7.2 10.4
596 (4) 0.1 0.7 0.8
740 (8) 0.04 0.5 0.04
with adaptivity, η2i = r
2
i
499 (4) 0.6 3.1 3.6
532 (6) 0.07 0.8 0.3
596 (10) 0.04 0.5 0.1
723 (20) 0.03 0.4 0.04
with adaptivity, η2i = r
2
i λ
−1
i+1
504 (3) 1.4 8.8 16.6
546 (5) 0.4 2.6 3.6
611 (8) 0.09 0.7 0.5
750 (15) 0.04 0.5 0.04
DOF ||eu||L2(%) ||eu||H1(%) ||ep¯||L2(%)(# iter)
694 5.5 23.3 13.8
without adaptivity
730 (1) 0.4 3.2 1.2
766 (2) 0.07 1.1 0.1
838 (4) 0.03 0.6 0.05
982 (8) 0.01 0.2 0.02
with adaptivity, η2i = r
2
i
732 (3) 0.09 1.3 0.2
781 (6) 0.04 0.7 0.08
844 (10) 0.02 0.4 0.02
992 (20) 0.004 0.1 0.003
with adaptivity, η2i = r
2
i λ
−1
i+1
745 (2) 0.09 1.4 0.3
769 (3) 0.06 1.0 0.1
841 (6) 0.03 0.6 0.03
988 (12) 0.01 0.2 0.02
DOF ||eu||L2(%) ||eu||H1(%) ||ep¯||L2(%)(# iter)
936 0.9 8.8 8.5
without adaptivity
972 (1) 0.03 0.8 0.1
1008 (2) 0.01 0.4 0.02
1080 (4) 0.007 0.3 0.005
1224 (8) 0.003 0.1 0.001
with adaptivity, η2i = r
2
i
975 (3) 0.02 0.5 0.03
1011 (6) 0.009 0.3 0.007
1082 (10) 0.005 0.2 0.003
1227 (20) 0.002 0.08 0.001
with adaptivity, η2i = r
2
i λ
−1
i+1
1003 (2) 0.013 0.4 0.02
1037 (3) 0.010 0.3 0.007
1105 (5) 0.006 0.2 0.004
1241 (9) 0.002 0.09 0.001
Table 3.5: Stokes problem for perforated domain with small inclusions(Figure 3.1 (a)).
One (Upper left), two (Upper right) and three e(Bottom) offline basis functions (θ = 0.7).
we will prove the convergence of adaptive online GMsFEM for Stokes problem.
First, we will prove the following inf-sup condition for the approximation of Stokes
problem using offline GMsFEM. This ensures that the method, with both offline and online
basis functions, is well-posed. We will assume the continuous inf-sup condition holds. In
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Figure 3.5: Stokes problem in perforated domain with various sizes of inclusions(Figure
3.1 (b)). Fine-scale and multiscale solutions for velocity and pressure (u1 (Top), u2 (Mid-
dle) and p (Bottom)). Left: fine-scale solution, DOF = 101386. Middle: multiscale
solutions using 1 multiscale basis function for velocity, DOF = 452, velocity L2 er-
ror is 47.943 %. Right: multiscale solutions after 2 online iteration without adaptivity,
DOF = 524, velocity L2 error is 2.266 %.
particular, there is a constant Ccont > 0 such that for any p ∈ L2(Ωε) with zero mean, we
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DOF ||eu||L2(%) ||eu||H1(%) ||ep¯||L2(%)(# iter)
452 47.9 71.8 88.4
without adaptivity
488 (1) 8.0 24.5 21.2
524 (2) 2.3 12.3 11.1
596 (4) 0.4 2.5 1.4
740 (8) 0.05 0.7 0.04
with adaptivity, η2i = r
2
i
492 (3) 2.4 13.5 11.4
534 (6) 0.5 4.3 3.2
593 (10) 0.09 0.9 0.3
718 (20) 0.04 0.5 0.03
with adaptivity, η2i = r
2
i λ
−1
i+1
511 (2) 2.3 12.4 10.9
543 (3) 1.3 7.9 3.8
605 (5) 0.2 1.2 0.4
768 (11) 0.04 0.5 0.07
DOF ||eu||L2(%) ||eu||H1(%) ||ep¯||L2(%)(# iter)
694 4.1 20.4 13.6
without adaptivity
730 (1) 0.3 2.3 1.4
766 (2) 0.08 1.0 0.06
838 (4) 0.03 0.5 0.03
982 (8) 0.008 0.2 0.005
with adaptivity, η2i = r
2
i
735 (3) 0.08 1.1 0.07
766 (5) 0.05 0.7 0.03
842 (10) 0.02 0.3 0.02
981 (20) 0.006 0.1 0.002
with adaptivity, η2i = r
2
i λ
−1
i+1
762 (2) 0.08 1.0 0.057
796 (3) 0.06 0.8 0.056
864 (5) 0.02 0.4 0.01
1000 (9) 0.007 0.1 0.004
DOF ||eu||L2(%) ||eu||H1(%) ||ep¯||L2(%)(# iter)
936 0.4 5.6 2.1
without adaptivity
972 (1) 0.03 0.7 0.06
1008 (2) 0.02 0.5 0.01
1080 (4) 0.007 0.2 0.004
1224 (8) 0.004 0.1 0.002
with adaptivity, η2i = r
2
i
977 (3) 0.02 0.6 0.03
1023 (6) 0.01 0.3 0.01
1085 (10) 0.006 0.2 0.003
1226 (19) 0.003 0.09 0.001
with adaptivity, η2i = r
2
i λ
−1
i+1
972 (1) 0.03 0.7 0.06
1040 (3) 0.01 0.3 0.009
1108 (5) 0.006 0.2 0.003
1244 (9) 0.003 0.09 0.002
Table 3.6: Stokes problem for perforated domain with various sizes of inclusions(Figure
3.1 (b)). One (Upper left), two (Upper right) and three (Bottom) offline basis functions
(θ = 0.7).
have
sup
v∈(H10 (Ωε))2
∫
Ω
div(v)p
‖v‖H1(Ω) ≥ Ccont ‖p‖L2(Ω) . (3.15)
Equivalently, there exists v ∈ (H10 (Ωε))2 such that divv = p and ‖v‖H1(Ωε) ≤ C−1cont‖p‖L2(Ωε).
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Figure 3.6: Application of the adaptive online method. Left: rock image, adapted from
[42]. Right: fine and coarse grid on the image.
Let N0e be the number of interior coarse edges. We remark that, for each interior coarse
edge Ei, there exists a basis function Φoffi such that
∫
Ei
Φoffi · ni 6= 0.
Lemma 3.3.1. For all p ∈ Qoff, there is a constant Cinfsup > 0 such that
sup
u∈Voff
∫
Ω
div(u)p
‖u‖H1(Ω) ≥ Cinfsup ‖p‖L2(Ω) . (3.16)
Proof. Let p ∈ Qoff with zero mean. Using the continuous inf-sup condition (3.15), there
exists v ∈ H10 (Ωε) such that divv = p and ‖v‖H1(Ωε) ≤ C−1cont‖p‖L2(Ωε). Since, for each
interior coarse edge Ei, there exists a basis function Φoffi such that
∫
Ei
Φoffi · ni 6= 0. We
can then define u ∈ Voff by the following
u =
N0e∑
i=1
ciΦ
off
i , ci =
∫
Ei
v · ni
where we assume that the basis function are normalized so that
∫
Ei
Φoffi · ni = 1. So, by
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Figure 3.7: Application of the adaptive online method. First row: velocity magnitude.
Second row: pressure. Left column: fine scale solution, DOF = 127208. Right column:
coarse scale solution using the proposed multiscale method, DOF = 1662, velocity L2
error is 4.8 %, average of the pressure error is 0.58 %.
the Green’s identity, we have
∫
Ω
p2 =
∫
Ω
div(v)p =
N0e∑
i=1
∫
Ei
(v · ni)[p] =
N0e∑
i=1
∫
Ei
ci(Φ
off
i · ni)[p] =
∫
Ω
div(u)p
where [p] is the jump of p. We will next show that there is a constant Cinfsup > 0 such that
‖u‖H1(Ωε) ≤ C−1infsup‖p‖L2(Ωε).
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Since c2i ≤ H
∫
Ei
(v · ni)2, we have
‖∇u‖2L2(Ω) ≤
N0e∑
i=1
∫
ωi
c2i ∇Φoffi : ∇Φoffi ≤ CmaxH
∑
K∈T H
∫
∂K
(v · n)2
where Cmax = max1≤i≤N0e Ci and Ci = min
∫
ωi
∇Φoffi : ∇Φoffi with the minimum taken
over all basis functions Φoffi such that
∫
Ei
Φoffi · ni 6= 0. Notice that the constant Ci are
independent of the mesh size. Using the trace theorem on the coarse element K, we have
H
∫
∂K
(v · n)2  ‖v‖2H1(K). So, by the continuous inf-sup condition, we obtain
∑
K∈T H
H
∫
∂K
(v · n)2  ‖v‖H1(Ωε)  ‖p‖2L2(Ωε).
This completes the proof.
Now, we will show the convergence of our online adaptive enrichment scheme for the
Stokes problem. First, we define a reference solution by (u, p) ∈ (H10 (Ωε))2 ×Qoff which
solves
〈Lε(u, p), (v, q)〉Ωε = ((f, 0), (v, q))Ωε , for all (v, q) ∈ H10 (Ωε)2 ×Qoff. (3.17)
Notice that the solution of (3.17) and the solution of (2.12) have a difference proportional
to the coarse mesh size H . We also define a snapshot solution by (uˆ, pˆ) ∈ Vsnap × Qoff
which solves
〈Lε(uˆ, pˆ), (v, q)〉Ωε = ((f, 0), (v, q))Ωε , for all (v, q) ∈ Vsnap ×Qoff. (3.18)
We notice that the difference ‖u − uˆ‖H1(Ωε) represents an irreducible error. Furthermore,
44
standard finite element analysis shows that
‖u− ums‖H1(Ωε) ≤ ‖u− u˜ms‖H1(Ωε) (3.19)
for any u˜ms ∈ Voff. Next, we prove the following a-posteriori error bound for the offline
GMsFEM (2.13). The notation a  b means that there is a generic constant C > 0 such
that a ≤ Cb.
Theorem 3.3.2. Let u be the reference solution defined in (3.17), uˆ be the snapshot so-
lution defined in (3.18) and ums be the multiscale solution satisfying (2.13). Then, we
have
‖uˆ− ums‖2H1(Ω) ≤ Cs
Nu∑
i=1
(
1 +
1
λi,offli+1
) ‖Ri‖2V ∗ (3.20)
where li is the number of offline basis functions used for the coarse neighborhood ωεi ,
and λi,offj is the j-th eigenvalue for the coarse neighborhood ω
ε
i . The constant Cs is the
maximum number of coarse neighborhoods corresponding to coarse blocks. Moreover, we
have
‖u− ums‖2H1(Ω) ≤ 2Cs
Nu∑
i=1
(
1 +
1
λi,offli+1
) ‖Ri‖2V ∗ + 2 ‖u− uˆ‖2H1(Ω) . (3.21)
Proof. For any φ ∈ Vsnap such that
∫
Ki
divφ = 0 and φ = H(φ), we have
∫
Ω
∇(uˆ− ums) : ∇φ =
∫
Ω
∇(uˆ− ums) : ∇φ−
∫
Ω
(pˆ− pms)divφ (3.22)
where we use the fact that
∫
Ki
(pˆ− pms)divφ = 0 since pˆ− pms is constant in Ki . We can
write (3.22) as ∫
Ω
∇(uˆ− ums) : ∇φ = R(φ) (3.23)
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where R(φ) is the global residual defined by R(φ) =
∫
Ω
∇(u − ums) : ∇φ −
∫
Ω
(p −
pms)divφ for all φ. Let φoff be an arbitrary function in the space Voff. We can write φoff =∑Nu
i=1 φ
off
i where φ
off
i is the component of φ
off in the local offline space corresponding to
the coarse neighborhood ωεi . Using the facts that Voff ⊂ Vsnap and R(φoff) = 0, we can
write R(φ) as
R(φ) = R(H(φ)− φoff) = R
( Nu∑
i=1
(H(χiφ)− φoffi )
)
=
Nu∑
i=1
Ri
(
H(χiφ)− φoffi
)
(3.24)
where Ri is the local residual defined in (3.12). We will define φoff as follows. Notice that
H(χiφ) belongs to the local snapshot space V isnap. We can take φoffi as the component of
H(χiφ) in the offline space V ioff. We write φoffi = H(χiφi).
Then from (3.24), we have
R(φ) ≤
Nu∑
i=1
‖Ri‖(V i)∗ ‖H(χiφ)−H(χiφi)‖H1(ωεi ) .
Using the minimum energy property, we have
R(φ) ≤
Nu∑
i=1
‖Ri‖(V i)∗ ‖χi(φ− φi)‖H1(ωεi ) .
By the spectral problem (3.8), we obtain
R(φ) ≤
Nu∑
i=1
(
1 +
1
λi,offli+1
) 1
2 ‖Ri‖(V i)∗ ‖φ− φi‖H1(ωεi )
≤
Nu∑
i=1
(
1 +
1
λi,offli+1
) 1
2 ‖Ri‖(V i)∗ ‖φ‖H1(ωεi )
(3.25)
where we used the orthogonality of eigenfunctions from the spectral problem (3.8). Fi-
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nally, we take φ = uˆ− ums. Notice that, by (3.18) and (2.13), we have
∫
Kεi
div(uˆ− ums) = 0.
In addition, for this choice of φ, we have φ = H(φ) since uˆ, ums ∈ Vsnap. Hence (3.23) and
(3.25) imply that
‖uˆ− ums‖2H1(Ωε) ≤
Nu∑
i=1
(
1 +
1
λi,offli+1
) 1
2 ‖Ri‖(V i)∗ ‖uˆ− ums‖H1(ωεi ) ,
which shows (3.20). The proof for (3.21) follows from ‖u−ums‖H1(Ωε) ≤ ‖u− uˆ‖H1(Ωε) +
‖uˆ− ums‖H1(Ωε).
We recall that the norm of the local residual Ri is defined in (3.13). We define a
modified norm as
||Ri||(V i0 )∗ = sup
v∈V i0
|Ri(v)|
‖v‖H1(ωεi )
(3.26)
where V i0 ⊂ V i and the vectors v ∈ V i0 satisfies
∫
Ωε
div(v) q = 0 for all q ∈ Qoff. It is easy
to show that ||Ri||(V i0 )∗ ≤ ||Ri||(V i)∗ . In the next theorem, we will show the convergence of
the online adaptive GMsFEM for the Stokes problem. The theorem states that our method
is convergent up to an irreducible error ‖u− uˆ‖H1(Ωε) with enough number of offline basis
functions.
Theorem 3.3.3. Let u be the reference solution defined in (3.17), uˆ be the snapshot solu-
tion defined in (3.18) and umms be the multiscale solution of (2.13) in the enrichment level
m. Assume that li offline basis functions for the coarse neighborhood ωεi are used as initial
basis in the online procedure. Suppose that one online basis is added to a single coarse
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neighborhood ωεi . Then, there is a constant D such that
‖u− um+1ms ‖2H1(Ωε)
≤ (1 + δ3)(1 + δ2)
(
1 + δ1 − θC−1s
λi,offli+1
λi,offli+1 + 1
)
‖uˆ− umms‖2H1(Ωε) +D‖u− uˆ‖2H1(Ωε)
(3.27)
where δ1, δ2, δ3 > 0 are arbitrary and D depends only on δi, i = 1, 2, 3. In addition, θ is
the relative residual defined by
θ = ||Ri||2(V i0 )∗
/ Nu∑
i=1
‖Ri‖2(V i)∗ .
Proof. We will first consider the addition of only one online basis function φoni to the space
V moff . For any function u˜ms ∈ V m+1off , by (3.19), we have
‖u− um+1ms ‖H1(Ωε) ≤ ‖u− u˜ms‖H1(Ωε) ≤ ‖uˆ− u˜ms‖H1(Ωε) + ‖u− uˆ‖H1(Ωε). (3.28)
We will derive an estimate for ‖uˆ − u˜ms‖H1(Ωε). We take u˜ms = umms + αφoni where α is a
scalar to be determined. Then we have
‖uˆ− u˜ms‖2H1(Ωε) = ‖uˆ− umms‖2H1(Ωε) − 2α
∫
ωεi
∇(uˆ− umms) : ∇φoni + α2‖φoni ‖2H1(Ωε).
Using the definition of the residual Ri and the fact that
∫
ωεi
div(φoni ) q = 0 for all q ∈ Qoff,
we have
‖uˆ−u˜ms‖2H1(Ωε) = ‖uˆ−umms‖2H1(Ωε)−2αRi(φoni )+α2‖φoni ‖2H1(Ωε)+2α
∫
ωεi
∇(u−uˆ) : ∇φoni .
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Taking α = Ri(φoni )/‖φoni ‖2H1(ωεi ), we have
‖uˆ− u˜ms‖2H1(Ωε) = ‖uˆ− umms‖2H1(Ωε) −
Ri(φ
on
i )
2
‖φoni ‖2H1(ωεi )
+ 2α
∫
ωεi
∇(u− uˆ) : ∇φoni . (3.29)
Using (3.14), we have
Ri(v) =
∫
ωεi
∇φoni : ∇v, ∀v ∈ V i0 . (3.30)
By (3.26) and (3.30), we have ||Ri||(V i0 )∗ ≤ ‖φoni ‖H1(ωεi ). Taking v = φoni in (3.30), we
have Ri(φoni ) = ‖φoni ‖2H1(ωεi ). Thus, (3.29) becomes
‖uˆ− u˜ms‖2H1(Ωε) = ‖uˆ− umms‖2H1(Ωε) − ||Ri||2(V i0 )∗ + 2α
∫
ωεi
∇(u− uˆ) : ∇φoni . (3.31)
Using the definition of θ and (3.20), we have
‖uˆ− u˜ms‖2H1(Ωε) ≤
(
1− θC−1s
λi,offli+1
λi,offli+1 + 1
)
‖uˆ− umms‖2H1(Ωε) + 2α
∫
ωεi
∇(u− uˆ) : ∇φoni .
(3.32)
The last term in (3.32) can be estimated as
2α
∫
ωεi
∇(u− uˆ) : ∇φoni ≤ 2‖u− uˆ‖H1(Ωε)
Ri(φ
on
i )
‖φoni ‖H1(ωεi )
Using the definition of Ri, we have Ri(φoni ) =
∫
ωεi
∇(u− umms) : ∇φoni . So,
2α
∫
ωεi
∇(u− uˆ) : ∇φoni ≤ 2‖u− uˆ‖H1(Ωε) ‖u− umms‖H1(Ωε).
Notice that 2‖u− uˆ‖H1(Ωε) ‖uˆ− umms‖H1(Ωε) ≤ δ−11 ‖u− uˆ‖2H1(Ωε) + δ1‖uˆ− umms‖2H1(Ωε) for
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any δ1 > 0. Therefore, (3.32) becomes
‖uˆ− u˜ms‖2H1(Ωε) ≤
(
1 + δ1− θC−1s
λi,offli+1
λi,offli+1 + 1
)
‖uˆ−umms‖2H1(Ωε) + (2 + δ−11 )‖u− uˆ‖2H1(Ωε).
(3.33)
Finally, combining (3.28) and (3.33), we have
‖u− um+1ms ‖2H1(Ωε)
≤ (1 + δ2)
(
1 + δ1 − θC−1s
λi,offli+1
λi,offli+1 + 1
)
‖uˆ− umms‖2H1(Ωε) + (3 + δ−11 + δ−12 )‖u− uˆ‖2H1(Ωε).
(3.34)
We obtain the desired result by noting that
‖uˆ− umms‖2H1(Ωε) ≤ (1 + δ3)‖u− umms‖2H1(Ωε) + (1 + δ−13 )‖u− uˆ‖2H1(Ωε)
for any δ3 > 0.
We remark that, in order to obtain rapid convergence, one needs to choose li large
enough so that λi,offli+1 is large. In this case, the quantity λ
i,off
li+1
/(λi,offli+1 + 1) is close to one.
Then, (3.27) shows that the resulting online adaptive enrichment procedure has a rapid
convergence.
Theorem 3.3.3 gives the convergence of our online adaptive enrichment procedure
when one online basis is added at a time. One can also add online basis in non-overlapping
coarse neighborhoods. Using the same proof as Theorem 3.3.3, we obtain the following
result.
Theorem 3.3.4. Let u be the reference solution defined in (3.17), uˆ be the snapshot solu-
tion defined in (3.18) and umms be the multiscale solution of (2.13) in the enrichment level
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m. Assume that li offline basis functions for the coarse neighborhood ωεi are used as ini-
tial basis in the online procedure. Let S be the index set for the non-overlapping coarse
neighborhoods where online basis functions are added. Then, there is a constant D such
that
‖u− um+1ms ‖2H1(Ωε)
≤ (1 + δ3)(1 + δ2)
(
1 + δ1 − θC−1s min
j∈S
λi,offlj+1
λi,offlj+1 + 1
)
‖uˆ− umms‖2H1(Ωε) +D‖u− uˆ‖2H1(Ωε)
(3.35)
where δ1, δ2, δ3 > 0 are arbitrary and D depends only on δi, i = 1, 2, 3. In addition, θ is
the relative residual defined by
θ =
∑
i∈S
||Ri||2(V i0 )∗
/ Nu∑
i=1
‖Ri‖2(V i)∗ .
The above result suggests that adding more online basis functions at each iteration will
speed up the convergence. Lastly, we remark that the convergence for the pressure can be
obtained using the inf-sup condition (3.16).
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4. A CONSERVATIVE LOCAL MULTISCALE MODEL REDUCTION METHOD
FOR STOKES FLOWS ∗
In this chapter, we discuss a new multiscale model reduction technique for the Stokes
flows in heterogeneous perforated domains. To obtain a reduced model, we apply the gen-
eralized multiscale finite element approach. Different from the approach in the previous
chapter, here our basis functions are constructed locally with non-overlapping supports,
which enhances the sparsity of the resulting linear system. The detailed constructions of
the snapshot space and the offline space are presented in Section 4.2. In order to enforce
the mass conservation, we propose a hybridized technique, and uses a Lagrange multiplier
to achieve mass conservation. A mathematical analysis for the stability and the conver-
gence of the proposed method is presented in Section 4.4. In addition, we show some
numerical examples in Section 4.3 to illustrate the performance of the scheme.
4.1 Introduction to discontinuous Galerkin method
In this section, we consider the Stokes flow in perforated domain Ω and introduce
some notations in the discontinuous Galerkin framework. Given the source function f
and two boundary functions gD, gN , we consider the same equation (2.6) as in chapter 2
subject to boundary condition u = gD on ΓD, and (∇u − pI)n = gN on ΓN , where
ΓD ∪ ΓN = ∂Ω, n is the unit outward normal vector on ∂Ω and I is the n × n identity
matrix. The unknown variable u denotes the fluid velocity and p denotes the fluid pressure.
Since p is uniquely defined up to a constant, we assume that
∫
Ω
p = 0, so that the problem
(2.6) has a unique solution.
∗Reprinted with permission from "A conservative local multiscale model reduction technique for Stokes
flows in heterogeneous perforated domains" by Eric T Chung, Maria Vasilyeva and Yating Wang, 2017.
Journal of Computational and Applied Mathematics, Volume 321, Pages 389-405, Copyright [2017] by
Elsevier.
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The weak formulation of the Stokes equation is (2.7) in chapter 2. It is well known
that there is a unique weak solution to (2.7) (see for example [44]).
For the numerical approximation of the above problem, recall that we use the notations
K and E to denote a coarse element and a coarse edge in the coarse grid T H . Moreover,
we let EH be the set of edges in T H . We write EH = EHint ∪ EHout, where EHint is the set of
interior edges and EHout is the set of boundary edges.
For each interior edge E ∈ EHint, we define the jump [u] and the average {u} of a
function u by
[u]E = u|K+ − u|K− , {u}E = u|K+ + u|K−
2
,
where K+ and K− are the two coarse elements sharing the edge E, and the unit normal
vector n on E is defined so that n points from K+ to K−. For E ∈ EHout, we define
[u]E = u|E, {u}E = u|E.
Next we introduce our DG scheme. Similar to the standard derivation of DG formula-
tions [45, 46, 47, 48], the main idea is to consider the problem in each element K in the
coarse mesh, and impose boundary conditions weakly on ∂K using the value of the veloc-
ity function in the neighboring elements. In addition, a penalizing term which penalize the
jump of velocity will be introduced. After obtaining the local problems in each element,
one can sum over all elements to get the global DG scheme. Remark that, in our approach,
we will only assume discontinuity across the coarse edges, but use the standard continuous
element inside coarse blocks. In this work, we also add an additional Lagrange multiplier
in order to impose local mass conservation on the coarse elements. The details are given
as follows.
We start with the definitions of the approximation spaces. We let QH be the piecewise
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constant function space for the approximation of the pressure p. That is, the restriction
of the functions of QH in each coarse element is a constant. In addition, we will define
a piecewise constant space Q̂H for the approximation of the pressure p̂, which is defined
on the set of coarse edges EH . That is, the functions in Q̂H are defined only in EH and
the restriction of the functions of Q̂H in each coarse edge is a constant. We remark that
this additional pressure space is used to enforce local mass conservation in the coarse grid
level. Moreover, we define VH as the multiscale velocity space, which contains a set of
basis functions supported in each coarse block K. To obtain these basis functions, we will
solve some local problems in each coarse block with various Dirichlet boundary conditions
to form a snapshot space and use a spectral problem to perform a dimension reduction. The
details for the construction of this space will be presented in the next section.
For our GMsFEM using a DG approach, we define the bilinear forms
aDG(u, v) =
∫
Ω
∇u : ∇v−
∑
E∈EH
(∫
E
{(∇u)n}· [v]+{(∇v)n}· [u]
)
+
γ
h
∑
E∈EH
∫
E
[u] · [v],
(4.1)
bDG(v, q, q̂) = −
∑
K∈T H
∫
K
q divv +
∑
E∈EH
∫
E
q̂ ([v] · n). (4.2)
Then, we will find the multiscale solution (uH , pH , p̂H) ∈ VH ×QH × Q̂H such that
aDG(uH , v) + bDG(v, pH , p̂H) = (f, v) +
∫
ΓD
(γ
h
gD · v − ((∇v)n) · gD
)
+
∫
ΓN
gN · v,
bDG(uH , q, q̂) =
∫
ΓD
(gD · n) q̂,
(4.3)
for all v ∈ VH , q ∈ QH , q̂ ∈ Q̂H . The derivation of the above scheme follows the standard
DG derivation procedures [45, 46, 47, 48]. We notice that the role of the variable p̂H is
to enforce mass conservation on coarse elements. In particular, taking q = 0 in (4.3), we
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have ∫
E
q̂ [uH ] · n = 0, ∀E ∈ EHint, ∀ q̂ ∈ Q̂H .
This relation implies that
∫
K
q divuH = 0, ∀K ∈ T H , ∀q ∈ QH .
The above is the key to the mass conservation, and we will discuss more in the numerical
results section.
We will show the accuracy of our method by comparing the multiscale solution to a
reference solution, which is computed on the fine mesh. To find the reference solution
(uh, ph, p̂h), we will solve the following system
aDG(uh, v) + bDG(v, ph, p̂h) = (f, v) +
∫
ΓD
(γ
h
gD · v − ((∇v)n) · gD
)
+
∫
ΓN
gN · v,
bDG(uh, q, q̂) =
∫
ΓD
(gD · n) q̂,
(4.4)
for all v ∈ V DGh , q ∈ QH , q̂ ∈ Q̂H . We note that the reference velocity uh belongs
to the fine scale velocity space V DGh = {v ∈ L2(Ω)| v|K ∈ C0(K)2 for every K ∈
T H , v|K ∈ (P1(T ))2 for every K ∈ T h}. The space V DGh contains functions which are
piecewise linear in each fine-grid element K and are continuous along the fine-grid edges,
but are discontinuous across coarse grid edges. Moreover, the reference pressure ph and
p̂h belongs to the coarse scale pressure space QH and Q̂H respectively. Notice that the
pressure ph is determined up to a constant, we will achieve the uniqueness by requiring
the averaging value of pressure over whole domain is zero. We remark that this reference
solution (uh, ph, p̂h) is obtained using the coarse scale pressure spaces QH and Q̂H since
we only consider multiscale solutions and reduced spaces for the velocity. The true fine
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scale solution (ufine, pfine, p̂fine) can be defined by
aDG(ufine, v) + bDG(v, pfine, p̂fine) = (f, v) +
∫
ΓD
(γ
h
gD · v − ((∇v)n) · gD
)
+
∫
ΓN
gN · v,
bDG(ufine, q, q̂) =
∫
ΓD
(gD · n) q̂,
for all v ∈ V DGh , q ∈ Qh, q̂ ∈ Q̂h, where Qh and Q̂h are suitable fine scale spaces. One can
see that (ufine, pfine) will converge to the exact solution (u, p) in the energy norm as the fine
mesh size h→ 0.
Now we define the energy norm as
‖u‖2A =
∫
Ω
|∇u|2 + 1
h
∑
E∈EH
∫
E
|[u]|2. (4.5)
Moreover, we also define the following L2 norm
‖(q, q̂)‖2Q = ‖q‖2L2(Ω) +
∑
E∈EH
h‖q̂‖2L2(E). (4.6)
The notation α . β means that α ≤ Cβ for a constant C independent of the mesh size.
One can show that
‖ufine − uh‖2A ≤ C inf
q∈QH ,q̂∈Q̂H
‖(pfine − q, p̂fine − q̂)‖2Q.
Thus, the reference solution defined in (4.4) can be considered as the exact solution up to
a coarse scale approximation error.
4.2 Construction of multiscale velocity space
In this section, we will present the construction of the multiscale space VH for the
coarse scale approximation of velocity. To construct the coarse scale velocity space, we
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will follow the general idea of GMsFEM [49, 50], which contains two stages: (1) the con-
struction of snapshot space, and (2) the construction of offline space. In the first stage, we
will obtain the snapshot space, which contains a rich set of functions containing possible
features in the solution. These snapshot functions are solutions of some local problems
subject to all possible boundary conditions up to the fine grid resolution. Notice that for
the generalized multiscale DG scheme proposed in [35, 51], one solves the local problems
in each coarse block. Thus the resulting system is much smaller compared with that of the
CG approach [30, 36, 25], where the local problems are solved in each overlapping coarse
neighborhood. Next, in order to reduce the dimension of the solution space, we will use
a space reduction technique to choose the dominated modes in the snapshot space. This
procedure is achieved by defining proper local spectral problems. The resulting reduced
order space is called the offline space and will be used for coarse scale velocity approx-
imation. Note that for approximating pressure on the coarse grid, we will use piecewise
constant functions as defined before. In Section 4.2.1, we will present the construction of
the snapshot space, and in Section 4.2.2, we will present the construction of the offline
space.
4.2.1 Snapshot space
We will construct local snapshot basis in each coarse block Ki, (i = 1, · · · , N), where
N is the number of coarse blocks in Ω. The local snapshot space consists of functions
which are solutions u ∈ Vh(Ki) of
−∆u+∇p = 0, in Ki
divu = c, in Ki
(4.7)
with u = δki on ∂Ki, (k = 1, · · · ,Mi), where Mi is the number of fine grid nodes on
the boundary of Ki, and δki is the discrete delta function defined on ∂Ki. The above
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problem (4.7) is solved on the fine mesh using some appropriate approximation spaces.
For instances, we take the space Vh(Ki) to be the standard conforming piecewise linear
finite element space with respect to the fine grid on Ki. Note that the constant c in (4.7) is
chosen by the compatibility condition, that is, c = 1|Ki|
∫
∂Ki
δki · nds.
Take these Mi velocity solutions of (4.7) and denote them by ψ
i,snap
k (k = 1, · · · ,Mi),
we get the local snapshot space
V isnap = span{ψi,snap1 , · · · , ψi,snapMi }.
Combining all the local snapshots, we can form the global snapshot space, that is
Vsnap = span{ψi,snapk , , 1 ≤ k ≤Mi, 1 ≤ i ≤ N}.
In the above construction, the local problems are solved for every fine grid node on
∂Ki. One can also apply the oversampling strategy [52, 50] in order to reduce the boundary
effects. Applying this strategy, one can solve the local problem for each fine node on the
boundary of the oversampled domain. An illustration of the original local domain K and
the oversampled local domain K+ are shown in Figure 4.1. Notice that in Figure 4.1,
we present the triangular coarse grid in perforated domain with small inclusions on the
left, and rectangular coarse grid perforated domain with multiple sizes of inclusions on the
right. We will solve the local problem in an enlarged domain K+i of Ki,
−∆u+∇p = 0, in K+i
divu = c, in K+i
with u = δki on ∂K
+
i , where k = 1, · · · ,M+i , where M+i is the number of fine nodes on
the boundary of K+i . After removing linear dependence among these basis by POD, we
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denote the linearly independent functions by ψ+,ik , (i = 1, · · · , M˜i). Note that the velocity
solutions of these local problems are supported in the larger domainK+i . There are usually
several following choices for identification of basis. One of the straight forward way is
that, we can restrict the basis ψ+,ik on Ki to form the snapshot basis, i.e. ψ
i,snap
k = ψ
+,i
k |Ki .
Then the span of these basis function ψi,snapk will form our new snapshot space. In this
case, the local reduction will be performed in Ki. Another choice is that, one can keep
the snapshot basis ψ+,ik without restricting on Ki. But in this case, one needs to solve the
offline basis also in the oversampled domain K+i and finally restrict the offline basis on
the original local domain Ki. It is known that these oversampling methods can improve
the accuracy of our multiscale methods ([50]).
We remark that one can also use the idea of randomized snapshots (as in [31]) and
reduce the computational cost substantially. In randomized snapshots approach, instead of
solving the local problem for each fine node on the boundary of oversampled local domain,
one only computes a few snapshots in each oversampled domain K+i with several random
boundary conditions. These random boundary functions are constructed by independent
identically distributed (i.i.d.) standard Gaussian random vectors defined on the fine degrees
of freedoms on the boundary. The randomized snapshot requires much fewer calculations
to achieve a good accuracy compared with the standard snapshot space.
4.2.2 Offline space
In this section, we will perform local model reduction on the snapshot space by solving
some local spectral problems. The reduced space consists of the important modes in the
snapshot space, and is called the offline space. The coarse scale approximation of velocity
solution will be obtained in this space. We have multiple choices of local spectral problems
given the various constructions of snapshot space presented in the previous section.
First of all, if the snapshot basis obtained in the previous section is supported in each
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Figure 4.1: Illustration of oversampling domains. Left: Oversampling of a triangular
coarse block for perforated domain with small inclusions. Right: Oversampling of a rect-
angular coarse block for perforated domain with multiple sizes of inclusions.
coarse element Ki, we will solve for (λ,Φ) from the generalized eigenvalue problem in
the snapshot space
AΦ = λSΦ (4.8)
where A is the matrix representation of the bilinear form ai(u, v) and S is the matrix
representation of the bilinear form si(u, v). The choices for ai and si are based on the
analysis. In particular, we take
ai(u, v) =
∫
Ki
∇u : ∇v,
si(u, v) =
λ
H
∫
∂Ki
u · v,
where we remark that the integral in si(u, v) is defined on the boundary of the coarse block.
In this case, the number of the spectral problem equals the number of coarse blocks.
We arrange the eigenvalues of (4.8) in increasing order. We will choose the first few
eigenvectors corresponding to the first few small eigenvalues. Using these eigenvectors
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as the coefficients, we can form our offline basis. More precisely, assume we arrange the
eigenvalues in increasing order
λ
(i)
1 ≤ λ(i)2 ≤ · · · ≤ λ(i)Mi .
The corresponding eigenvectors are denoted by Φ(i)k = (Φ
(i)
kj )
Mi
j=1, where Φ
(i)
kj is the j-th
component of the eigenvector. We will take the first Li ≤ Mi eigenvectors to form the
offline space, that is, the offline basis functions can be constructed as
φi,offk =
Mi∑
j=1
Φ
(i)
kjψ
i,snap
k , k = 1, · · · , Li.
On the other hand, one can use the snapshot basis ψ+,ik (using oversampling strategy)
without restricting on Ki in the space reduction process. To be more specific, since the
snapshot basis are supported in the oversampled domain K+i , we will need another set of
spectral problems, namely
A+Φ+ = λS+Φ+ (4.9)
where A+ and S+ are the matrix representations of the bilinear forms a+,i(u, v) and
s+,i(u, v) respectively. Similar as before, we can choose a+,i, s+,i as follows
a+,i(u, v) =
∫
K+i
∇u : ∇v,
s+,i(u, v) =
λ
H
∫
∂K+i
u · v.
We then arrange the eigenvalues in increasing order
λ
(i)
1 < λ
(i)
2 < · · · < λ(i)M+i .
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The corresponding eigenvectors are denoted by Φ+,(i)k . We will take the first Li ≤ M+i
eigenvectors to form a basis supported in K+i
φ+,ik =
M+i∑
j=1
Φ
+,(i)
kj ψ
+,i
k , k = 1, · · · , Li.
Then we will obtain our offline basis by restricting φ+,ik on Ki, namely
φi,offk = φ
+,i
k |Ki .
Now we can finally form the local offline space, which is the span of these basis func-
tions
V ioff = span{φi,off1 , · · · , φi,offLi }.
The global offline space Voff is the combination of the local ones, i.e.
Voff = span{φi,offk , , 1 ≤ k ≤ Li, 1 ≤ i ≤ N}.
This space will be used as the coarse scale approximation space for velocity VH := Voff.
4.3 Numerical results
In this section we will present numerical results of our method for various types of
perforations, boundary conditions and sources. We will illustrate the performance of our
method using two kinds of perforated domains: (1) perforated domain with small inclu-
sions and (2) perforated domain with big inclusions as well as some extremely small inclu-
sions, see Figure 4.2. We will also illustrate the performance of the oversampling strategy.
We set Ω = [0, 1] × [0, 1]. The computational domain is discretized coarsely using
uniform triangulation for domain with small inclusions (Figure 4.2 (a)), and uniform rect-
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angle coarse partition for domain with big inclusions (Figure 4.2 (b)). The coarse mesh
size H = 1
10
. For the fine scale discretization, the size of the system is 69146 for do-
main with small inclusions (Figure 4.2 (a)) and 91588 for domain with multiple size of
inclusions (Figure 4.2 (b)).
(a) (b)
Figure 4.2: llustration of the perforated domain with fine and coarse mesh. (a) perforated
domain with small inclusions. (b) perforated domain with multiple sizes of inclusions.
We will consider two different boundary conditions and force terms:
• Example 1: Source term f = (0, 0), boundary condition u = (1, 0) on ∂Ω and
u = (0, 0) on ∂B.
• Example 2: Source term f = (1, 1), boundary condition ∂u
∂n
− pn = (0, 0) on ∂Ω
and u = (0, 0) on ∂B.
The errors will be measured in relative L2, H1 and DG norms for velocity, and L2
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norm for pressure
||eu||L2 =
‖uh − uH‖L2(Ω)
‖uh‖L2(Ω)
,
||eu||H1 =
‖uh − uH‖H1(Ω)
‖uh‖H1(Ω)
, ||eu||DG =
√
aDG(uh − uH , uh − uH)√
aDG(uh, uh)
,
||ep||L2 =
‖p¯fine − pH‖L2(Ω)
‖p¯fine‖L2(Ω)
.
where p¯fine is the cell average of the fine scale pressure, that is, p¯fine = 1|Ki|
∫
Ki
pfine for all
Ki ∈ T H .
4.3.1 Perforated domain with small inclusions
In this section, we show the numerical results for the Stokes problem in perforated
domain with small inclusions (Figure 4.2 (a)), see Table 4.1 for Example 1 and Table
4.2 for Example 2. Remark that the fine scale system has size 69146, while our coarse
scale systems only have size 1280 − 6880 when we take 4 to 32 basis, which are much
smaller. We will first take a look at the numerical behavior for the first example, where
we take Dirichlet boundary conditions u = (1, 0) on the global boundary, and u = (0, 0)
on the boundary of inclusions. The force term f = (0, 0). In Table 4.1, we observe that
the errors reduce substantially when we add more than 4 basis in each coarse block. For
example, when we construct basis without oversampling, the L2 velocity error reduce from
33.2% to 6.5% when the number of basis increase from 4 to 8. Moreover, the energy error
for velocity is 28% and the L2 error for pressure is 12% as we take 32 offline basis for
non-oversampling case. To get a faster convergence, we employ oversampling strategy
when calculating the basis, that is, we solve the local problems in an oversampled coarse
domain and then restrict the local velocity solution to the original coarse block to form
our snapshot basis. In our numerical example, the oversampled domain is the original
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coarse block plus four fine cells layers neighboring the original domain. We can see that,
the oversampling case gives us better accuracy with respect to velocity energy error and
pressure error. For instance, the velocity energy error reduces from 25% to 18% and the
pressure error decreased from 12% to 2% when the number of offline basis is 32 comparing
the non-oversampling with oversampling case.
For the second example in perforated domain with small inclusions, we take Neumann
boundary condition ∂u
∂n
− pn = (0, 0) on the global boundary and Dirichlet condition
u = (0, 0) on the boundary of inclusions. The convergence history is shown in Table 4.2.
From this table, we find that the velocity L2 error reduce from 39.9% to 7.6%, and the
pressure error reduce from 69.8% to 5.0% when the basis number increase from 4 to 8 for
the non-oversampling case. Moreover, the velocity L2 error reduces to 4.9% when we take
32 basis. We also observe that the oversampling strategy works efficiently to speed up the
convergence rate for both the L2 error and the energy error for velocity. For example, the
velocity L2 error is 7.6% when we take 8 basis in non-oversampling case, however, it is
only 2.6% when we take the same number of basis in oversampling case. The velocity
H1 error reduce from 30.5%(for non-oversampling case) to 17.4%(for oversampling case)
when we take 32 basis. In addition, we check the local mass conservation and present the
numerically computed constants
∫
∂Ki
u · n ds in Table 4.3. From the table, we see that the
maximum of the values
∫
∂Ki
u · n ds is almost zero for all cases. This shows that we have
exact mass conservation in the coarse grid level. We remark that we also have fine grid
mass conservation by the construction of the basis functions.
Figure 4.3 and Figure 4.4 shows the corresponding solution plots for Example 1 and
Example 2 in perforated domain with small inclusions, where we compare the fine scale
velocity solution with different coarse scale velocity solution. In Figure 4.3, we take 8
and 16 basis functions per coarse element for coarse scale computations. We observe that
some fine scale features are lost in the solution when we take 8 basis, and the frame of the
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coarse edges can be seen in the figure. However, when we take 16 basis, we can observe
a much smoother solution which capture the fine features well. Similar behavior can be
found in Figure 4.4, where we observe higher contrast between 4 basis per element and 16
basis per element coarse scale solutions.
Moff DOF ||eu||L2 ||eu||DG ||eu||H1 ||ep||L2
Non-oversampling
4 1280 33.2 96.8 76.8 –
8 2080 6.5 48.8 43.7 38.1
16 3680 2.6 31.9 28.9 12
32 6880 1.9 28.3 25.3 12
Oversampling, K+ = K + 4
4 1280 32.6 85.7 69.9 –
8 2080 6.6 39.6 36.7 23.4
16 3680 1.9 21.7 19.4 2.7
32 6880 1.8 20.3 18.5 2.7
Table 4.1: Stokes problem in perforated domain with small inclusions. Numerical results
for Example 1. Non-oversampling and oversampling with 4 fine layers.
Moff DOF ||eu||L2 ||eu||DG ||eu||H1 ||ep||L2
Non-oversampling
4 1280 39.9 87.6 71.2 69.8
8 2080 7.6 49.4 39.5 5.0
16 3680 6.7 36.7 31.8 2.6
32 6880 4.9 35.9 30.5 2.9
Oversampling, K+ = K + 4
4 1280 31.7 69.6 52.6 –
8 2080 2.6 36.7 27.8 16.8
16 3680 1.8 25.5 20.7 3.6
32 6880 1.5 20.3 17.4 3.5
Table 4.2: Stokes problem in perforated domain with small inclusions. Numerical results
for Example 2. Non-oversampling and oversampling with 4 fine layers.
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Example 1
Moff DOF Non-oversampling Oversampling
4 1280 2.9e-20 -4.4e-22
8 2080 6.6e-18 -4.2e-18
16 3680 5.7e-19 -9.5e-18
32 6880 -4.0e-18 1.2e-15
32 6880 -4.0e-18 1.2e-15
Example 2
Moff DOF Non-oversampling Oversampling
4 1280 -8.4e-22 4.1e-22
8 2080 -1.3e-19 -1.9e-20
16 3680 1.9e-19 -5.8e-22
32 6880 9.7e-20 -5.1e-18
Table 4.3: Stokes problem in perforated domain with small inclusions. Verification of local
mass conservation by computing the maximum of
∫
∂Ki
u ·n ds over all coarse blocks. Top:
Example 1. Bottom: Example 2.
4.3.2 Perforated domain with some extremely small inclusions
In this section, we show the numerical results for the Stokes problem in perforated
domain with various size of inclusions (Figure 4.2 (b)), see Table 4.4 for Example 1 and
Table 4.5 for Example 2. The fine degrees of freedoms for this domain is 91588, and the
coarse degrees of freedoms range only from 680 for 4 basis per element to 3480 for 32
basis per coarse element. Note that, in this domain we use the coarse mesh where each
block is a rectangle, thus the coarse degrees of freedom is less than that in the previous
section where we used triangular blocks for coarse mesh. From the tables, we can see
that for Example 1, the velocity L2 errors can be less than 10% when we take more than
8 basis. Moreover, for Example 2, the velocity L2 errors are already 6.1% (or 3.5%)
for non-oversampling case (or oversampling case) when we take exactly 8 basis. The
convergence results in Table 4.4 indicate that oversampling helps to reduce the energy
errors for velocity. For example, we take 32 basis, the velocity H1 error become 12.9% in
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the oversampling case, which is much smaller than 20.1% in the non-oversampling case.
The oversampling strategy works even better to improve the velocity results for Example
2. Table 4.5 shows that the velocity L2,H1 and DG errors are almost reduced by half when
we take 8, 16 or 32 basis applying the oversampling strategy. The local mass conservation
is also verified by the data presented in Table 4.6. Figure 4.5 and Figure 4.6 demonstrate
the velocity solution plots for Example 1 and Example 2 respectively. In Figure 4.5, we
compare the fine scale velocity solution with 8 basis coarse scale solution and 16 basis
coarse scale solution. It is clear to see that when we take 8 basis, the higher value regions
in the solution shrinks, and some properties of the solution between two inclusions are
not captured well. These drawbacks are recovered better when we take 16 basis, and the
solution is more comparable with fine scale solution. The solution is reported in Figure
4.6 for Example 2, where we compare 4 basis and 16 basis coarse scale solution with fine
scale solution. The behavior is similar as before.
In addition, in Figure 4.7, we present the comparison the solutions for Example 2
in perforated domain with small inclusions (Figure 4.2 (a)) in oversampling and non-
oversampling case respectively. The x-component of velocity is shown on the top, and
the y-component is on the bottom, the results for non-oversampling are on the left (L2 er-
ror 6.7%, H1 error 31.8%), and results using oversampling is on the right (L2 error 1.8%,
H1 error 20.7%). Here, we take 16 basis as an example. It can be observed that when
we use the oversampling strategy, the transitions from lower values to the higher values in
the solution are smoother compared with the one without oversampling. This helps us to
understand the advantage of oversampling visually.
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Moff DOF ||eu||L2 ||eu||DG ||eu||H1 ||ep||L2
Non-oversampling
4 680 46.6 93.4 79.7 –
8 1080 11.5 55.0 52.1 39.6
16 1880 2.9 27.9 25.9 9.1
32 3480 1.9 22.3 20.1 5.6
Oversampling, K+ = K + 4
4 680 50.8 83.3 76.3 –
8 1080 10.8 48.1 45.3 31.6
16 1880 4.5 23.4 21.6 2.5
32 3480 1.6 14.5 12.9 2.1
Table 4.4: Stokes problem in perforated domain with additional small inclusions. Numer-
ical results for Example 1. Non-oversampling and oversampling with 4 fine layers.
Moff DOF ||eu||L2 ||eu||DG ||eu||H1 ||ep||L2
Non-oversampling
4 680 63.1 96.6 82.1 33.6
8 1080 6.1 47.7 36.5 3.7
16 1880 3.8 28.4 24.2 1.5
32 3480 2.9 26.6 22.3 1.4
Oversampling, K+ = K + 4
4 680 41.6 65.6 54.3 –
8 1080 3.5 29.3 23.1 11.8
16 1880 1.7 15.5 13.0 4.3
32 3480 1.3 12.9 11.0 2.8
Table 4.5: Stokes problem in perforated domain with additional small inclusions. Numer-
ical results for Example 2. Non-oversampling and oversampling with 4 fine layers.
4.4 Convergence results
In this section, we will present the analysis of our multiscale method (4.3). First, we
will prove the existence and uniqueness of the problem (4.3) by showing the coercivity and
continuity of aDG, the continuity of bDG and the discrete inf-sup condition for bDG. Next,
we will derive a convergence result for our method. For our analysis, we use the definition
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Example 1
Moff DOF Non-oversampling Oversampling
4 680 2.3e-20 2.6e-20
8 1080 1.8e-20 -5.5e-20
16 1880 -8.2e-18 5.5e-18
32 2480 3.9e-20 3.5e-17
Example 2
Moff DOF Non-oversampling Oversampling
4 680 1.8e-23 1.0e-22
8 1080 -5.1e-22 -1.8e-22
16 1880 4.7e-19 1.2e-19
32 2480 1.4e-20 -5.2e-21
Table 4.6: Stokes problem in perforated domain with small inclusions. Verification of
local mass conservation on coarse edges by computing the maximum value of
∫
∂Ki
u ·n ds
over all coarse blocks. Top: Example 1. Bottom: Example 2.
for the energy norm as in (4.5) and Q-norm in (4.6). We notice that the Q-norm in (4.6) is
a weaker norm compared with the more usual choice ‖q‖2L2(Ω) +
∑
E∈EH H‖q̂‖2L2(E).
First, we consider the continuity and coercivity of the bilinear form aDG, as well as
the continuity of the bilinear form bDG. These properties are summarized in the following
lemma.
Lemma 4.4.1. Assume that γ = O(1) is large enough. The bilinear form aDG is continuous
and coercive, that is
|aDG(u, v)| ≤ a1‖u‖A‖v‖A (4.10)
aDG(u, u) ≥ a0‖u‖2A (4.11)
and the bilinear form bDG is also continuous:
|bDG(v, q, q̂)| ≤ b1‖v‖A‖(q, q̂)‖Q. (4.12)
70
Figure 4.3: Stokes problem for perforated domain with small inclusions. Numerical so-
lution for Example 1. Top: x-component of velocity. Bottom: y-component of velocity.
Left: Fine-scale solution. Middle: Coarse-scale solution with 8 basis, non-oversampling.
Right: Coarse-scale solution with 16 basis, non-oversampling.
Proof. The proof for continuity and coercivity of aDG is classical [47, 35], and will be
omitted here. For the continuity of bDG, it follows from the Cauchy-Schwarz inequality.
4.4.1 Inf-sup condition
In this section, we will prove an inf-sup condition for the bilinear form bDG(v, q, q̂). We
will assume the continuous inf-sup condition holds for b(v, q). That is, for any q ∈ L20(Ω),
we have
sup
u∈H10 (Ω)
b(u, q)
‖u‖H1(Ω) ≥ β‖q‖L
2(Ω). (4.13)
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Figure 4.4: Stokes problem for perforated domain with small inclusions. Numerical so-
lution for Example 2. Top: x-component of velocity. Bottom: y-component of velocity.
Left: Fine-scale solution. Middle: Coarse-scale solution with 4 basis, non-oversampling.
Right: Coarse-scale solution with 16 basis, non-oversampling.
This can be shown by a simple calculation. For any q ∈ L20(Ω), one can choose u such
that (u, p) ∈ (H1(Ω))2 × L20(Ω) is the solution of
−∆u+∇p = 0, divu = q, in Ω
with u = 0 on ∂Ω.
We will also assume the following independence condition for the multiscale basis.
For every coarse block Ki ∈ T H , there are at least 4 basis functions, denoted by φi,offj ,
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Figure 4.5: Stokes problem for perforated domain with multiple sizes of inclusions. Nu-
merical solution for Example 1. Top: x-component of velocity. Bottom: y-component
of velocity. Left: Fine-scale solution. Middle: Coarse-scale solution with 8 basis, non-
oversampling. Right: Coarse-scale solution with 16 basis, non-oversampling.
j = 1, 2, 3, 4, in the local offline space V ioff such that there are coefficients djk such that
∫
El
( 4∑
j=1
djkφ
i,off
j
)
· n = δkl, k, l = 1, 2, 3, 4, (4.14)
for all coarse edges El on the boundary of Ki. We remark that the above independence
condition says that we can construct a function in V ioff with normal component having mean
value one on one coarse edge and mean value zero on the other coarse edges. In particular,
for each coarse element Ki, and for every edge Ej ∈ ∂Ki, there is a basis function Ψj
such that
∫
Ej
Ψj · n = 1 and
∫
Ek
Ψj · n = 0 for other coarse edges Ek ∈ ∂Ki.
The next lemma is the main result of this section.
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Figure 4.6: Stokes problem for perforated domain with multiple sizes of inclusions. Nu-
merical solution for Example 2. Top: x-component of velocity. Bottom: y-component
of velocity. Left: Fine-scale solution. Middle: Coarse-scale solution with 4 basis, non-
oversampling. Right: Coarse-scale solution with 16 basis, non-oversampling.
Lemma 4.4.2. For all q ∈ QH and q̂ ∈ Q̂H , we have
‖(q, q̂)‖Q ≤ Cinfsup sup
v∈VH
bDG(v, q, q̂)
‖v‖A (4.15)
where Cinfsup > 0 is a constant independent of the mesh size, provided the fine mesh size h
is small enough.
Proof. Let q ∈ QH and q̂ ∈ Q̂H be arbitrary. By the continuous inf-sup condition (4.13),
there is u ∈ H10 (Ω)2 such that divu = q and ‖u‖H1(Ω) ≤ β−1‖q‖L2(Ω). By the assump-
tion (4.14), for each coarse element Ki, and for every edge Ej ∈ ∂Ki, there is a basis
function Ψj such that
∫
Ej
Ψj ·n = 1, and
∫
Ek
Ψj ·n = 0 for other coarse edges Ek ∈ ∂Ki.
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Figure 4.7: Stokes problem for perforated domain with small inclusions, comparison be-
tween oversampling and non-oversampling. Numerical solution for Example 2. Top: x-
component of velocity. Bottom: y-component of velocity. Left: Coarse-scale solution
with 16 basis, non-oversampling. Right: Coarse-scale solution with 16 basis, oversam-
pling with 4 fine layers.
Note that we suppress the dependence of Ψj on i to simplify the notations. Then we define
v1 ∈ V off by
v1 =
∑
Ki∈T H
∑
Ej∈∂Ki
cj,iΨj, with cj,i =
∫
Ej
u · n. (4.16)
It is clear that ∫
Ej
v1 · n =
∫
Ej
u · n, and
∫
Ek
v1 · n = 0.
In addition, we define v1 so that
∫
E
v1 · n = 0 for all boundary edges E ∈ ∂Ω. We also
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choose the normal vectors in (4.16) so that the average jumps of v1 · n across all interior
coarse edges are zero. This condition can be achieved by choosing a fixed normal direction
for each coarse edge in the definition (4.16). By the definition of bDG, integration by parts
and using the definition of v1, we have
bDG(v1, q, q̂) = b(u, q) = ‖q‖2L2(Ω).
Next, we will show that ‖v1‖A ≤ α‖q‖L2(Ω) for some positive constant α. We define the
energy Dj of the basis function Ψj by
Dj :=
∫
Ki
|∇Ψj|2 + 1
h
∫
∂Ki
|Ψj|2.
So, by the definition of ‖ · ‖A, the trace inequality and the continuous inf-sup condition,
‖v1‖2A ≤
∑
Ki∈T H
∑
Ej∈∂Ki
c2j,iDj . α‖q‖2L2(Ω),
where we define
α = max
Ki∈T H
max
Ej∈∂Ei
Dj.
On the other hand, we can choose v2 ∈ V off such that
∫
Ej
v2 · n = 1
2
(hH)q̂, and
∫
Ek
v2 · n = 0
if Ej is an interior edge, or
∫
Ej
v2 · n = (hH)q̂, and
∫
Ek
v2 · n = 0
if Ej is a boundary edge, where n is the outward normal vector on the boundary of Ki.
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This can be achieved by defining
v2 =
∑
Ki∈T H
∑
Ej∈∂Ki
dj,iΨj, with dj,i = σ(hH)q̂ (4.17)
where σ = 1 or σ = 1/2 depending on the location of the coarse edge Ej . Thus, we have
∫
Ej
[v2] · n = (hH)q̂
on all interior coarse edges. By the definition of bDG,
bDG(v2, q, q̂) = −
∑
K∈T H
∫
K
qdivv2 + h
∑
E∈EH
‖q̂‖2L2(E).
We can show that ‖v2‖2A ≤ C1α(hH)h
∑
E∈EH ‖q̂‖2L2(E) using arguments similar as above,
where the constant C1 is independent of the mesh size.
Finally, we let v = α1v1 + v2 ∈ V off. Then
bDG(v, q, q̂) = α1‖q‖2L2(Ω) −
∑
K∈T H
∫
K
qdivv2 + h
∑
E∈EH
‖q̂‖2L2(E).
Using the Young’s inequality, we have
bDG(v, q, q̂) ≥
α1‖q‖2L2(Ω) −
1
2C1α(hH)
∑
K∈T H
∫
K
divv22 −
C1α(hH)
2
∑
K∈T H
∫
K
q2 + h
∑
E∈EH
‖q̂‖2L2(E)
which implies
bDG(v, q, q̂) ≥ (α1 − C1α(hH)
2
)‖q‖2L2(Ω) +
1
2
h
∑
E∈EH
‖q̂‖2L2(E).
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Taking α1 = C1α(hH) and assuming that the fine mesh size h is small enough so that
C1α(hH) = O(1), we obtain
bDG(v, q, q̂) ≥ C‖(q, q̂)‖2Q
where C is a constant independent of the mesh size. Moreover,
‖v‖2A . α21‖v1‖2A + ‖v2‖2A . α21α‖q‖2L2(Ω) + α1h
∑
E∈EH
‖q̂‖2L2(E).
Thus, choosing h small enough, we have ‖v‖2A . ‖(q, q̂)‖2Q.
4.4.2 Convergence results
In this section, we will derive an error estimate between the fine scale solution uh and
coarse scale solution uH . First, we construct a projection of the fine grid velocity in the
snapshot space, and estimate the error for this projection. Second, we will estimate the
difference between this projection and coarse scale velocity. Combine these two errors,
we obtain the results as desired.
Theorem 4.4.3. Let uh be the fine scale velocity solution in (4.4), and uH be the coarse
scale velocity solution of (4.3). The following estimate holds
‖uh − uH‖2A .
N∑
i=1
H
λ
(i)
Li+1
(1 +
H
hλ
(i)
Li+1
)
∫
∂Ki
|(∇usnap)n|2 +H2‖f‖2L2(Ω),
where usnap is the snapshot solution defined in (4.18).
Proof. Let (uh, ph) ∈ V DGh × QH be the fine scale solution satisfying (4.4). We will
next define a projection, denoted usnap, of uh in the snapshot space Vsnap. For each coarse
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element K, the restriction of usnap on K is defined by solving
−∆usnap +∇psnap = 0, in K
divusnap = c, in K
usnap = uh, on ∂K
(4.18)
where psnap is a constant, and c is chosen by the compatibility condition, c = 1|K|
∫
∂K
uh ·
n ds. We remark that usnap is obtained on the fine grid, and we therefore have usnap ∈ Vsnap.
We define uoff as the projection of usnap in the offline space VH . Using [35], we obtain
‖usnap − uoff‖2A ≤
N∑
i=1
H
λ
(i)
Li+1
(1 +
H
hλ
(i)
Li+1
)
∫
∂Ki
|(∇usnap)n|2. (4.19)
Next, by comparing (4.3) and (4.4), we have
aDG(uh − uH , v) + bDG(v, ph − pH , p̂h − p̂H) = 0,
bDG(uh − uH , q, q̂) = 0,
(4.20)
for all v ∈ VH , q ∈ QH , q̂ ∈ Q̂H . Then, using the inf-sup condition (4.15) and standard
arguments, we have
‖uh − uH‖A . ‖uh − uoff‖A. (4.21)
Finally, we define uh = usnap + u0, where u0 = uh − usnap. Then (4.20) and (4.19)
imply that
‖uh − uH‖2A .
N∑
i=1
H
λ
(i)
Li+1
(1 +
H
hλ
(i)
Li+1
)
∫
∂Ki
|(∇usnap)n|2 + ‖u0‖2A. (4.22)
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By (4.4), we have
aDG(u0, v) = −aDG(usnap, v) + (f, v) +
∫
ΓD
(γ
h
gD · v − ((∇v)n) · gD
)
− bDG(v, ph, p̂h)
(4.23)
for all v ∈ V DGh . By the definition of u0, we see that u0 = 0 on ∂K for all coarse element
K ∈ T H . Thus, using (4.11) and taking v = u0 in (4.23), we have
‖∇u0‖2A . −aDG(usnap, u0) + (f, u0). (4.24)
Notice that
(f, u0) =
∑
K∈T H
∫
K
f u0 ≤
∑
K∈T H
‖f‖L2(K) ‖u0‖L2(K) . H
∑
K∈T H
‖f‖L2(K) ‖∇u0‖L2(K)
(4.25)
where the last inequality follows from the Poincare inequality. So, we obtain
(f, u0) . H‖f‖L2(Ω) ‖u0‖A. (4.26)
By the definition of aDG and u0, we have
aDG(usnap, u0) =
∫
Ω
∇usnap : ∇u0 −
∑
E∈EH
∫
E
{(∇u0)n} · [usnap].
Notice that [usnap] = [uh] for all E. Thus, by the results in [35], we obtain
∑
E∈EH
∫
E
{(∇u0)n} · [usnap] . ‖u0‖A
(1
h
∑
E∈EH
∫
E
|[uh]|2
) 1
2
. (4.27)
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By the variational form of (4.18), we have, for all coarse elements K
∫
K
∇usnap : ∇u0 =
∫
K
psnap divu0 = 0
since psnap is a constant and u0 = 0 on ∂K. Combining the above results, we have
‖u0‖2A .
N∑
i=1
H
λ
(i)
Li+1
(1 +
H
hλ
(i)
Li+1
)
∫
∂Ki
|(∇usnap)n|2 +H2‖f‖2L2(Ω). (4.28)
This completes the proof.
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5. MULTISCALE MODEL REDUCTION FOR TRANSPORT AND FLOW
PROBLEMS ∗
Convection-dominated transport phenomena have wide applications. In these physical
processes, the transport velocity is often a solution of a heterogeneous flow problem. In
this work, we consider coupled flow (Stokes problem) and transport (unsteady convection-
diffusion problem) in perforated domains. We propose a coarse-scale solver based on
Generalized Multiscale Finite Element Method (GMsFEM). Multisclae spaces for the ve-
locity in the mixed Stokes equations and the flux in the mixed transport equation are con-
structed. As for the pressure in the flow equation, we use piecewise constant functions.
For the concentration in the transport equation, we first use piecewise constant functions
for approximation and later enrich the space by adding interior basis functions. Due to the
asymmetric of the transport equation, two different Petrov-Galerkin mixed formulations
(see (5.2) for Formulation 1 and (5.3) for Formulation 2) are proposed to guarantee the
stability of the global system. In order to employ the Petrov-Galerkin formulations, we
also design the test functions for the mixed formulation of transport equation by taking the
solutions of local adjoint problem.
Two different approaches for the coupling of flow and transport equation are discussed.
In the first approach, called de-coupled GMsFEM, the flow equation is solved on a coarse
grid using the GMsFEM and, furthermore, the approximate velocity solution is used in
constructing offline spaces for the transport equations (both trial and test spaces). In the
second approach, named coupled GMsFEM, the multiscale basis functions for flow and
transport are constructed jointly. i.e., we do not solve global flow equation in this case.
∗Reprinted with permission from "Multiscale model reduction for transport and flow problems in per-
forated domains" by Eric T Chung, Maria Vasilyeva and Yating Wang, 2018. Journal of Computational and
Applied Mathematics, Volume 330, Pages 519-535, Copyright [2018] by Elsevier.
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This is challenging because one does not know the global flow information and the basis
functions for the transport nonlinearly depends on the coarse-grid components of the flow
equations. Details of basis construction and numerical experiments are shown below.
5.1 Overview of the transport equation
The flow equation for the velocity field is described by a steady state Stokes problem
(2.6). For the approximation on the fine grid, we use the standard Crouzeix-Raviart ele-
ment for velocity and the piecewise constant element for pressure in this chapter. We can
write approximation of the Stokes problem in the following matrix form
Ah (Buh)T
Buh 0

uh
ph
 =
Fh
0
 , (5.1)
where
vThAhuh = a(uh, vh) and q
T
hB
u
huh = b(uh, qh).
.
The transport equation is described by a unsteady convection-diffusion equation for the
concentration (2.8), and the velocity in the equaiton u can be calculated using the Stokes
equation. We note that the velocity field describes an incompressible flow which implies
that it is a divergence free field. We consider transport equation (2.8) with the homoge-
neous Neumann boundary conditions and the initial condition c(x, 0) = 0 in Ωε. The
convection-diffusion equation describes how the rate of a scalar quantity in a differential
control volume changes. It is actually calcluated by the diffusion and flow into and out of
part of the system, taking into account the generation or consumption inside the control
volume. It is common to write the transport equation in a mixed formulation. In this work,
we write two different formulations associated to two different flux choices.
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• Formulation 1. Let q = −D∇c be the flux, namely diffusive flux which arises due
to diffusion, then we have the following mixed formulation for flux and concentra-
tion (q, c)
D−1q +∇c = 0, in Ωε
∂c
∂t
+ divq −D−1u · q = f, in Ωε.
(5.2)
• Formulation 2. Let q = −D∇c + uc be the flux, namely the toal flux, then we
have the following mixed formulation for flux and concentration (q, c)
D−1q +∇c−D−1uc = 0, in Ωε
∂c
∂t
+ divq = f, in Ωε.
(5.3)
To define the weak formulation for transport equation, we introduce the spaces
V q = {v ∈ L2(Ωε)d : divv ∈ L2(Ωε)},
andQc = L2(Ωε). In addition, we define V q0 as the subspace of V
q containing vector fields
with zero normal component on ∂Ωε ∩ ∂Bε.
The weak formulation of the transport equation in the mixed formulation (5.2) (Formulation
1) reads: find q ∈ V q0 and c ∈ Qc such that
mq(q, v) + b(v, c) = 0 ∀v ∈ V q0
mc(c, r)− b(q, r) + s(q, r) = l(r) ∀r ∈ Qc,
(5.4)
where
mq(q, v) =
∫
Ωε
D−1q · v b(v, c) = −
∫
Ωε
divv c mc(c, r) =
∫
Ωε
τ−1c r
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s(v, c) = −
∫
Ωε
D−1 u · v c l(r) =
∫
Ωε
(f + τ−1cˇ)r
and cˇ is the concentration in the previous time step and τ is the time step. Remark that for
the time discretization we used an implicit scheme.
We can write (5.4) as the following matrix form
 M qh BTh
−Bh + Sh M ch

qh
ch
 =
 0
Fh
 , (5.5)
where qh ∈ V qh ⊂ V q0 , ch ∈ Qch ⊂ Qc and
vThM
q
hqh = m
q(qh, vh), c
T
hBhqh = b(qh, ch), c
T
hShhh = s(vh, ch), r
T
hM
c
hch = m
c(ch, rh).
For the formulation (5.3) (Formulation 2), we have following weak forms
mq(q, v) + b(v, c) + s(v, c) = 0 ∀v ∈ V q0
mc(c, r)− b(q, r) = l(r) ∀r ∈ Qc.
(5.6)
or in matrix form M qh BTh + STh
−Bh M ch

qh
ch
 =
 0
Fh
 . (5.7)
As for the fine scale discretization of the transport problem, we use the standard lowest-
order Raviart-Thomas space (RT0) for flux and the piecewise constant space for concen-
tration.
5.2 Coarse-scale offline approximation using GMsFEM
Let T H , T h and EH be the mesh ingredients as discussed in chapter 2. We emphasize
that we use ωi to denote a coarse neighborhood, and use K to denote a coarse grid block.
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For the Stokes problem, we define the neighborhood ωi for every coarse node and mid-
point of coarse edge, i.e, both coarse nodal-based and edge-based neighborhood.
For the transport problem, we use the neighborhood of the facet Ei ∈ EH by
ωi =
⋃
j
{
Kj ∈ T H |Ei ∈ ∂Kj
}
.
Notice that ωi is a union of two coarse grid blocks when Ei lies in the interior of the
domain Ω, i.e., only the edge-based coarse neighborhood.
We will construct an offline solution space for the flux and concentration:
V qH := span{ψqi }Nqi=1, QH := span{ψci}Nci=1.
where ψqi are the multiscale basis functions and Nq is the number of basis functions for
flux, and ψci are the multiscale basis functions and Nc is the number of basis functions for
concentration. For the test spaces, we denote
Vˆ qH := span{φqi}Nqi=1, QˆH := QH .
For global coupling in Formulation 1, we define the mixed GMsFEM as follows: find
qms ∈ VH and cms ∈ QH such that
mq(qms, v) + b(v, cms) = 0, ∀v ∈ Vˆ qH
mc(cms, r)− b(qms, r) + s(qms, r) = l(r), ∀r ∈ QˆH .
(5.8)
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We can write system (5.8) in matrix form
 RˆqM qhRTq RˆqBThRTc
Rc(−Bh + Sh)RTq RcM chRTc

qms
cms
 =
 0
RcFh
 , (5.9)
where Rq, Rc and RˆTq are defined as:
Rq =
[
ψq1, . . . , ψ
q
Nq
]
, Rˆq =
[
φq1, . . . , φ
q
Nq
]
, Rc =
[
ψc1, . . . , ψ
c
Nc
]
.
For the Formulation 2, we define the mixed GMsFEM as follows: find qms ∈ VH and
cms ∈ QH such that
mq(qms, v) + b(v, cms) + s(v, cms) = 0, ∀v ∈ Vˆ qH
mc(cms, r)− b(qms, r) = l(r), ∀r ∈ QˆH .
(5.10)
and for matrix form we have RˆqM qhRTq Rˆq(BTh + STh )RTc
−RcBhRTq RcM chRTc

qms
cms
 =
 0
RcFh
 , (5.11)
Next, we will present details of constructing multiscale trial basis and test basis. For
the multiscale basis functions in trial space, we first use the primal problem to construct
snapshot space that contains an extensive set of basis functions formed by the solution of
local problems with all possible boundary conditions up to the fine grid resolution. Then
we will apply a spectral decomposition to select dominant modes in the snapshot space.
Then for the construction of test multiscale basis, we will use the adjoint problem and find
corresponding multiscale test basis for every constructed multiscale trial basis.
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5.2.1 Offline trial space for the transport equation
Let ωqi be the union of all coarse blocks sharing the coarse-grid edge Ei ∈ EH , we aim
to find qil and c
i
l on the coarse neighborhoodω
q
i such that:
mq(qil , v) + b(v, c
i
l) = 0, ∀v ∈ V ih
−b(qil , r) + s(qil , r) = (g, r), ∀r ∈ Qih.
(5.12)
with boundary condition qil ·ni = 0 on ∂ωqi , where ni is the outward unit normal vector on
∂ωqi . The above local problem is solved numerically on the fine-grid defined in ω
q
i using
the lowest-order Raviart-Thomas element. To be more specific, for an interior coarse
edge Ei, we have Ei = ∪Jil=1el, where el are the fine-grid facets on Ei/∂Bε, and Ji is
the number of these fine grid facets on Ei/∂Bε. For each l, the local problem (5.12) is
solved separately on each coarse-grid element Kij ⊂ ωqi which shares the edge Ei, with
boundary condition qil · ni = δil on Ei. The function δil is a piecewise constant function
defined on Ei/∂Bε such that it has value 1 on el and value 0 on the other fine-grid edges.
We remark that the function δil is always zero on the boundary of perforations intersecting
with the edge Ei. The consnant g in (5.12) is chosen by compatibility condition, that is,
g = 1|Kij |
∫
Ei
qil · ni ds, j = 1, 2.
Let Ψi,snapl = q
i
l , we can obtain the the local snapshot space on Ei defined by
V isnap = span{Ψi,snapl , 0 ≤ l ≤ Ji}.
Next, we perform a dimension reduction on the snapshot space via a local spectral
problem in ωqi . The following local eigenvalue problem is considered
Ai,offΨk = λ
i,off
k S
i,offΨk, (5.13)
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where
Ai,off = [aoffmn] = ai(Ψ
i,snap
m ,Ψ
i,snap
n ) = Ri,snapA
i
fR
T
i,snap,
Si,off = [moffmn] = si(Ψ
i,snap
m ,Ψ
i,snap
n ) = Ri,snapMfR
T
i,snap,
Ri,snap =
[
Ψi,snap1 , . . . ,Ψ
i,snap
Ji
]
,
and
ai(q, v) =
∫
Ei
D−1(q · ni)(v · ni), and si(q, v) =
∫
ωqi
D−1q · v.
We arrange the eigenvalues in an increasing order and choose the first Mi eigenvalues, the
corresponding eigen-functions ψqk,Ei = Ri,snapΨk, for k = 1, 2, ...,Mi, are then selected to
be the trial basis for the flux.
We can obtain the offline space using these eigenfunctions:
V qH = span{ψqk,Ei : 1 ≤ i ≤ Ne and 1 ≤ k ≤Mi}, Ri,off =
[
ψq1,Ei , . . . , ψ
q
Mi,Ei
]
.
Using a single index notation, we can write V qH = span{ψqi }Nqi=1 where Nq =
∑Ne
i=1 Mi.
5.2.2 Offline test space for the transport equation
After construction of the multiscale trial basis functions, we solve the adjoint problem
in order to find corresponding multiscale test basis functions
mq(φj, v)− b(v, c) + s(v, c) = 0, ∀v ∈ V ih
b(φj, r) = (g, r), ∀r ∈ Qih.
(5.14)
with boundary condition qj · n = ψoffj · n.
Then
Vˆ qH = span{φi}Nqi=1
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where Nq =
∑Ne
i=1Mi,off.
We note that, the above multiscale trial and test basis are constructed for Formulation
1 of transport equation.
Remark 5.2.1. For construction of a offline basis functions of trial space for Formulation
2, we should use the following equations to construct snapshot space
mq(qil , v) + b(v, c
i
l) + s(v, c
i
l) = 0, ∀v ∈ V ih
−b(qil , r) = (g, r), ∀r ∈ Qih.
(5.15)
In an analogous manner, we solve an eigenvalue problem (5.13) to select dominant modes
in the snapshot space. As for construction of test space for Formulation 2, we will solve
the following adjoint problem
mq(φj, v)− b(v, c) = 0, ∀v ∈ V ih
b(φj, r) + s(φj, r) = (g, r), ∀r ∈ Qih,
(5.16)
Similarly as before, the multiscale test basis for every constructed multiscale trial basis.
It is worth to mention that, in this set of multiscale basis of the transport problem, we
use piecewise constant basis for concentration in both trial and test space:
QH = {q ∈ L2(Ω) : q|K ∈ P 0(K), ∀K ∈ TH}.
We will provide a method to enrich the multiscale space of concentration in later sections.
5.2.3 Multiscale space for velocity in the Stokes flow
In this section, we form the coarse-scale system for the flow problem. Recall that, we
define the neighborhood ωi for every coarse vertices and mid-points of coarse edges.We
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construct an offline space for the velocity
V uH := span{ψui,x, ψui,y}N
u
i=1,
where ψui,x, ψ
u
i,y are the multiscale basis functions for velocity, and N
u is the number of
basis functions. Each ψui is supported in a coarse neighborhood ωl. Basically, for the
construction of the multiscale velocity space, we follow our previous work [33], and the
details can be found in Chapter 3.
As for the pressure basis, we will use the space of piecewise constant functions, that is
QpH = {q ∈ L2(Ω) : q|K ∈ P 0(K), ∀K ∈ TH},
where the number of basis Np is equal to the number of coarse blocks.
At this point of development, we define the global system of mixed GMsFEM as fol-
lows: find ums ∈ V uH and pms ∈ Qoff such that
a(ums, v) + b(v, pms) = 0, ∀v ∈ V uH
b(ums, q) = 0, ∀q ∈ QpH .
(5.17)
We can further denote the above system in matrix form
RuAhRTu Ru(Buh)TRTp
RpB
u
hR
T
u 0

ums
pms
 =
RuFh
0
 , (5.18)
where Ru and Rp are
Ru =
[
ψu1,x, ψ
u
1,y, . . . , ψ
u
Nu,x, ψNu,x
]
, Rp = [q1, . . . , qNp ] .
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Here {ψui,x, ψui,y}Nui=1 are the multiscale basis functions for velocity and {qi}Npi=1 are the
piesewise constant basis functions for pressure.
5.2.4 Numerical results
In this section, we present numerical results for coupled transport and flow problems.
We present examples corresponding to two different approaches.The first example is using
the de-coupled GMsFEM, where we assume the velocity field are known and can be solved
from the global Stokes system. In the second one, we do not solve a global flow equation.
Instead, the coupled multiscale basis for flow and transport are constructed using several
potential velocity fields.
Here are some basic information regarding the numerical tests. We set Ω = [0, 1] ×
[0, 1]. The computational domain is discretized coarsely using uniform triangulation as
shown in the Figure 5.1, where the coarse mesh size H = 1/10. Nonuniform triangulation
is used inside each coarse triangle element to obtain a finer discretization. The coarse grid
consists of 200 cells, 320 edges and 121 vertices and the fine grid contains 44816 cells,
67616 edges and 22789 vertices.
Figure 5.1: Coarse and fine grids for perforated domain.
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The errors will be measured in the following
||εq||2L2(Ω) =
∫
Ω
|qf − qms|2∫ 
Ω
|qf |2
, ||εq||2H(div)(Ω) =
∫
Ω
|qf − qms|2 + (div(qf − qms))2∫ 
Ω
|qf |2 + (div(qf ))2
,
||εc||2L2(Ω) =
∫
Ω
(cf − cms)2∫ 
Ω
c2f
,
where (qf , cf ) and (qms, cms) are fine-scale and coarse-scale solution, respectively for flux
and concentration. In addition, for the relative L2 norm for concentration, ||cf−cms||L2(Ω),
we also compare the numerical concentration with the cell average of the fine scale con-
centration, that is, c¯f = 1|K|
∫
K
cf for all K ∈ TH (||εc¯||L2(Ω)). Similar norms will be used
for velocity and pressure of the flow equation as in Chapter 3.
5.2.4.1 Example 1: De-coupled approach
Figure 5.2: Stokes flow. Fine-scale and coarse-scale solutions for velocity ux(top),
uy(bottom) in perforated domain with different number of basis functions (1, 2 and 4
mutiscale basis functions for velocity).
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Muoff DOF
u
c ||εu||L2(%) |εu|H1(%) ||εp||L2(%) ||εp¯||L2(%)
1 1082 13.9 57.671 40.435 37.912
2 1964 2.766 23.645 16.373 6.174
3 2846 0.732 8.016 15.218 0.872
4 3728 0.158 3.018 15.194 0.120
Table 5.1: Decoupled approach. Stokes flow. Error history for velocity and pressure of
Stokes flow in perforated domain.
In our first example, we consider the Stokes problem with zero velocity on the inclu-
sions ∂Ωε ∩ ∂Bε, and u = (1, 0) on the global outer boundary ∂Ω. In Figure 5.2, we
show fine-scale and coarse-scale solutions for velocity (ux, uy) in perforated domain with
different number of velocity basis functions, Muoff = 1, 2 and 4. The relative errors for ve-
locity and pressure when taking different number of velocity basis are presented in Table
5.1. We observe that the velocity error decrease fast when the number of basis increase.
For example, the velocity L2 error is 13.9% when DOF uc = 1082 (M
u
off = 1), 2.7% when
DOF uc = 1964 for M
u
off = 2 and 0.1% when DOF
u
c = 3728 (M
u
off = 4).
Next, we compare the results of transport equation when we take different resolutions
of flow velocity solution. For instance, we will take the fine scale stokes velocity(DOF uf =
180048), coarse scale stokes velocity with 1 basis(DOF uc = 1082), 2 basis(DOF
u
c =
1964) and 3 basis(DOF uc = 2846). In this example, we take diffusion coefficient D =
0.03, time Tmax = 0.5 with 15 time steps and use nonzero source terms (see left picture
in Figure 5.1, where blue block corresponds to f = −1 and orange block corresponds to
f = 1, and f = 0 elsewhere in the domain).
The convergence results for transport equation for two different formulations will both
be investigated. In Tables 5.2 - 5.3, we present relative errors for flux and concentration
using Formulation 1 and Formulation 2, respectively. It can be seen that, in general, For-
mulation 2 gives smaller ||εq||H(div) errors compared with that of Formulation 1 for the
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M qoff DOF ||εq||L2(%) ||εq||H(div)(%) ||εc||L2(%) ||εc¯||L2(%)
With fine scale velocity, DOF uf = 180048
2 840 33.9 39.2 27.6 12.9
4 1480 7.0 8.7 24.7 1.5
6 2120 2.7 3.1 24.7 1.5
8 2760 2.3 2.7 24.7 1.5
With coarse scale velocity, 1 basis, DOF uc = 1082
2 840 41.2 45.2 35.6 26.5
4 1480 16.6 21.0 24.8 3.7
6 2120 4.2 6.6 24.7 1.8
8 2760 3.9 6.4 24.7 1.8
With coarse scale velocity, 2 basis, DOF uc = 1964
2 840 34.4 40.2 28.0 13.7
4 1480 7.5 9.3 24.7 1.9
6 2120 3.5 3.5 24.7 1.9
8 2760 3.1 3.1 24.7 1.9
With coarse scale velocity, 3 basis, DOF uc = 2846
2 840 33.9 39.4 27.7 13.0
4 1480 7.1 8.8 24.7 1.5
6 2120 2.8 3.2 24.7 1.5
8 2760 2.3 2.8 24.7 1.5
Table 5.2: Decoupled approach. Relative errors for flux and concentration for transport
problem in perforated domain withD = 0.03 using formulation 1, for different resolutions
of the flow solution.
same degrees of freedom. As the number of flux basis increases, two formulations has
similar convergence behavior for both concentration and flox. We also observe that with
better resolution of multiscale flow velocity, especially when we take 3 velocity basis, the
solutions of the transport equation are almost the same as the solutions using fine-scale
velocity, especially for Formulation 2. This is acceptable, since we define the flux to be
diffusive flux in Formulation 1 and total flux in Formulation 2.
In Figure 5.3, we show the fine-scale and coarse-scale solutions for concentration,
where coarse-scale solution was computed using 4 multiscale flux basis functions. Note
that we present the cell averaging fine-scale solution since piecewise constant basis func-
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M qoff DOF ||εq||L2(%) ||εq||H(div)(%) ||εc||L2(%) ||εc¯||L2(%)
With fine scale velocity, DOF uf = 180048
1 520 38.8 5.4 32.4 21.7
2 840 10.2 2.3 24.7 2.5
4 1480 6.0 2.0 24.7 1.6
6 2120 5.9 2.0 24.7 1.6
With coarse scale velocity, 1 basis, DOF uc = 1082
1 520 39.0 5.4 32.4 21.7
2 840 10.7 2.3 24.8 2.6
4 1480 6.8 2.1 24.7 1.8
6 2120 6.7 2.1 24.7 1.8
With coarse scale velocity, 2 basis, DOF uc = 1964
1 520 38.8 5.4 32.4 21.7
2 840 10.2 2.3 24.7 2.5
4 1480 6.2 2.0 24.7 1.6
6 2120 6.2 2.0 24.7 1.6
With coarse scale velocity, 3 basis, DOF uc = 2846
1 520 38.8 5.4 32.4 21.7
2 840 10.2 2.3 24.7 2.5
4 1480 6.0 2.0 24.7 1.6
6 2120 5.9 2.0 24.7 1.6
Table 5.3: Decoupled approach. Relative errors for flux and concentration for transport
problem in perforated domain withD = 0.03 using formulation 2, for different resolutions
of the flow solution.
tions are used in the approximation of the concentration in coarse-scale system. The av-
eraged fine-scale solution is depicted on the top of Figure 5.3 and coarse-scale solution
using GMsFEM is shown on the bottom of Figure 5.3. From left to right in Figure 5.3, we
present concentration solution when T = 0.03, 0.17 and 0.5 correspondingly. The concen-
tration error at the last time step (right of Figure 5.3) is ||εc¯||L2 = 1.6%. The figures show
that we obtain a good approximation of concentration in terms of cell averaging solutions.
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Figure 5.3: Fine-scale and coarse-scale solution for concentration (cf and cms) in perfo-
rated domain with D = 0.03 using formulation 2 for T = 0.03(1), 0.17(5) and 0.5(15)
(from left to right). Top: averaged fine-scale solution. Bottom: multiscale solutions using
4 multiscale basis functions for flux.
M qoff DOF ||εq||L2(%) ||εq||H(div)(%) ||εc||L2(%) ||εc¯||L2(%)
With four possible velocities ui
2 840 81.0 17.5 85.4 84.5
4 1480 13.2 1.9 21.4 1.8
6 2120 11.8 1.7 21.4 1.5
8 2760 11.7 1.7 21.4 1.5
Without velocity, only diffusion D
2 840 81.1 17.5 85.4 84.5
4 1480 13.6 1.9 21.4 1.5
6 2120 12.3 1.7 21.4 1.5
8 2760 12.2 1.7 21.4 1.5
Table 5.4: Coupled approach. Relative errors for flux and concentration for perforated
domain withD = 0.03 using Formulation 2. easis are construced using 4 possible velocity
fields shown in Figure 5.4.
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Figure 5.4: Velocities fields, u1, u2, u3 and u4 (from left to right).
5.2.4.2 Example 2: Coupled approach
In our second example, we present numerical experiments assuming we do not know
exact velocity field or the velocity of the flow is time dependent when constructing flux
multiscale basis. Basically, we want to provide a GMsFEM algorithm where we construct
a universal precomputed flux trial space based on several potential velocity fields at first,
and then use the constructed flux basis to solve the transport prolem for any given velocity
field. It’s worth to mention that, this basis construction process is performed in the offline
stage. The algorithm is as follows:
• Stage 1. Local offline space generation for transport flux in every ω with several
possible velocities ui.
– For each ui, construct snapshot space by solving local problem defined in
(5.12), denote by V isnap the snapshot space and R
i
snap (i = 1, 2, ...)the ma-
trix containing all snapshot basis.The subscript i represents different potential
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velocity fields.
– For each ui, construct offline flux space V ioff from corresponding snapshot
space using following eigenvalue problem
AioffΨi = λS
i
offΨi,
where
Aioff = R
i
snapA
i
f (R
i
snap)
T , Sioff = R
i
snapM
i
f (R
i
snap)
T ,
and
ai(q, v) =
∫
E
D−1(q · ni)(v · ni), and si(q, v) =
∫
ω
D−1q · v,
We then collect the offline basis in the matrix Roff for future use.
• Stage 2. Offline multiscale space for flux for every ω. In this step, we reduce the
size of local offline spaces Voff using POD:
RoffR
T
offΨ = λIΨ.
Keep eigenvectors related to the first largest eigenvelues as basis functons. This step
guarentees the linear independence among the local offline spaces for different ve-
locity fields ui. The resulting offline space will be used for solving global problems
for any given velocity.
Remark 5.2.2. The above two stages are conducted offline and the resulting offline space
can be used later for different velocity inputs.
99
As for multiscale test basis functions for the flux, they are constructed using exact
velocity and calculated for each trial multiscale basis function, following the same idea as
shown in 5.2.2.
Possible velocitity fields ui, ∀i = 1, 2, 3, 4 is presented in Figure 5.4. In Table 5.4,
we present relative errors for flux and concentration when we use precomputed multiscale
basis functions for flux without information about the real velocty field. We observe that, in
the coupled approach, if we take enough basis, say more than 2 basis, we can obtain similar
error behavior when we use or don’t use exact velocity for basis calculation, comparing
the data in Table 5.4 and Table 5.3. For example, taking 4 multiscale basis functions for
flux, when we use some possible velocities, Hdiv error for flux is 1.9%; when we use exact
velocity, we obtain 2.0% error. We can see that, this approach can be used when solving
coupled transport and flow problems where velocity field may varies significantly by time.
For comparison, in this table we also show the errors for another way of calculating the
multiscale basis functions for flux, where we didn’t use information about velocity but only
use mixed elliptic problem for trial basis calculation. We note that for our test examples,
we can also use this set of basis for a rough approximation.
5.3 Multicale interior basis functions for concentration of the transport equation
In this section, we present another type of basis functions that can help to improve
coarse-scale solution for concentration. Let the multiscale basis functions presented above
be the first set of offline basis functions (V qH and Q
q
H), which gives the enrichment of the
normal component of velocity across coarse grid edges. The second set of basis functions
can be considered as interior bases (V cH and Q
c
H), which can capture the standing modes
within coarse elements with zero boundary conditions. We will construct interior basis
functions for Formulation 1.
First we present construction of the trial space for interior basis functions. We solve
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following spectral problem on the coarse element Kqi : Find ψq ∈ Vh(Kqi ), ψc ∈ Qh(Kqi )
such that
mq(ψq, v) + b(v, ψc) = 0, ∀v ∈ Vh(Kqi )
−b(ψq, r) + s(ψq, r) = λ(ψc, r), ∀r ∈ Qh(Kqi ).
(5.19)
subject to
∫
Kqi
ψc = 0. Then we arrange the eigenvalues in an ascending order, and take
the first Li eigenfunctions (ψk,Kiq , ψ
k,Ki
c ) as basis functions.
Let Nc be the number of coarse cells. We define V cH = span{ψk,Kiq : 1 ≤ i ≤
Nc and 1 ≤ k ≤ Li}, QcH = span{ψk,Kic : 1 ≤ i ≤ Nc and 1 ≤ k ≤ Li} Using a single
index notation, we can write
V cH = span{ψqi,K}M
c
off
i=1 Q
c
H = span{ψci,K}M
c
off
i=1
where M coff =
∑Nc
i=1 Li.
Next, we consider construction of the test space. After construction of the multiscale
trial basis functions, we solve adjoint problem for construction of the interior test basis
functions
mq(φi,Kc , v) + b(v, φ
i,K
c ) + s(v, φ
i,K
c ) = 0, ∀v ∈ V ih
b(φi,Kq , r) = (ψ
c
i,K , r), ∀r ∈ Qih.
(5.20)
where ψi,Kc is the concentration trial basis constructed using problem (5.19).
Then the test space Vˆ cH and Qˆ
c
H can be denoted as:
Vˆ cH = span{φi,Kq }M
c
off
i=1 , Qˆ
c
H = Q
c
H .
Finally, for offline trial space we take VH = V
q
H + V
c
H , QH = Q
q
H +Q
c
H ; for test space
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we take VˆH = Vˆ
q
H + Vˆ
c
H .
M qoff +M
c
off DOF ||εq||L2(%) ||εq||H(div)(%) ||εc||L2(%)
M qoff = 2
2+0 840 33.8 39.2 27.6
2+1 1240 33.0 38.8 18.3
2+2 1640 33.0 38.8 16.0
2+4 2440 33.0 38.8 14.3
M qoff = 4
4+0 1480 7.0 10.1 24.7
4+1 1880 6.9 9.8 13.2
4+2 2280 6.9 9.8 9.3
4+4 3080 6.9 9.7 5.2
M qoff = 8
8+0 2760 2.3 2.7 24.7
8+1 3160 1.6 1.7 13.2
8+2 3560 1.5 1.4 9.2
8+4 4360 1.5 1.3 5.1
Table 5.5: Multiscale interior basis. Relative errors for flux and concentration for perfo-
rated domain with D = 0.03 using formulation 1 for different number of interior basis
functions M coff.
In Figure 5.5, we present the fine scale and coarse-scale solutions for concentration.
For coarse-scale solution we used M qoff = M
c
off = 4 and observe a smooth solution for
concentration with an error of 5.2%. In Tables 5.5 and 5.6, we present errors for differ-
ent number of interior basis functions. We observe that the interior basis functions can
only reduce concentration error and hardly impact the flux errors. For a larger diffusion
coefficient D = 0.3, we obtain smaller errors in general (see Table 5.6).
5.4 Residual-based online basis functions for the coupled approach
In Section 5.2.4, we present the coupled approach to solve the transport equation with-
out using the true velocity information. In this section, we consider the construction of the
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Figure 5.5: Using multiscale interior basis, formulation 1. Fine-scale and multiscale so-
lutions for concentration (c) for T = 0.03(1), 0.16(5) and 0.5(15) in perforated domain.
Top: fine-scale solution,DOF = 112432. Middle: multiscale solutions using 4 multiscale
boundary basis functions for flux, DOF = 1480, concentration L2 error is 23.2 % and
1.26 % for average value. Bottom: multiscale solutions using 4 multiscale boundary basis
functions for flux, 3 multiscale interior basis for flux and concentration, DOF = 2680,
concentration L2 error is 5.8 %.
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M qoff +M
c
off DOF ||εq||L2(%) ||εq||H(div)(%) ||εc||L2(%)
M qoff = 1
2+0 840 14.5 2.2 22.2
2+2 1640 14.5 2.2 8.3
2+4 2440 14.5 2.2 5.2
2+8 4040 14.5 2.2 3.9
2+16 7240 14.5 2.2 3.2
M qoff = 4
4+0 1480 1.7 0.2 22.2
4+2 2280 1.7 0.2 7.9
4+4 3080 1.7 0.2 4.4
4+8 4680 1.7 0.2 2.6
4+16 7880 1.7 0.2 1.3
M qoff = 8
8+0 2760 0.5 0.06 22.2
8+2 3560 0.5 0.06 7.9
8+4 4360 0.5 0.06 4.4
8+8 5960 0.5 0.06 2.6
8+16 9160 0.5 0.06 1.3
Table 5.6: Multiscale interior basis. Relative errors for flux and concentration for per-
forated domain with D = 0.3 using formulation 1 for different number of interior basis
functions M coff.
online basis functions ([28, 33, 27]) for transport equation which will take into the true
velocity information at online stage. We use the index m ≥ 1 to represent the enrichment
level. The online basis functions are computed based on local residuals from the current
multiscale solution umms ∈ V mms , where we use V mms to denote the corresponding solution
space that can contain both offline and online basis functions.
The online basis function can be constructed using information based current residual
in non-overlapping local regions ω:
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Figure 5.6: Fine-scale and coarse-scale solution for flux (qf and qms) in perforated domain
with D = 0.03 using formulation 2 (component qx on the top of figure and qy on the
bottom). For offline basis calculations we used possible velocities u1 +u2 +u3 +u4. Left:
fine-scale solution, DOF = 112432. Middle: multiscale solutions using 4 offline bases
for flux, DOF = 1480. Right: multiscale solutions using 4 offline and one online basis
functions for flux, DOF = 1800.
• Online trial basis functions ψon for flux (Formulation 2):
D−1ψon +∇c−D−1uc = Rω, in ω
divψon = 0, in ω,
(5.21)
where Rω = −D−1qm −∇cm +D−1u cm and we solve in fine-grid, V ωh .
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M qoff DOF ||εq||L2(%) ||εq||H(div)(%) ||εc||L2(%)
With exact velocity, u
4 1480 9.0 1.3 21.4
6 2120 7.6 1.1 21.4
8 2760 7.4 1.0 21.4
With exact velocity, u + one online bases
4 1800 1.4 0.2 21.4
6 2440 0.6 0.09 21.4
8 3080 0.2 0.03 21.4
With four possible velocities ui
4 1480 13.2 1.9 21.4
6 2120 11.8 1.7 21.4
8 2760 11.7 1.7 21.4
With possoble velocities ui + one online bases
4 1800 1.4 0.2 21.4
6 2440 0.7 0.1 21.4
8 3080 0.5 0.07 21.4
Table 5.7: Multiscale online basis. Relative errors for flux and concentration for trans-
port problem in perforated domain (Figure 5.1) with D = 0.03 using Formulation 1 with
residual based online basis functions.
• Online test basis functions ψ for flux (Formulation 2):
D−1ψ +∇c = D−1ψon, in ω
divψ −D−1uψ = 0, in ω,
(5.22)
where ψon is the residual based online trial basis function and we solve in fine-grid,
V ωh .
We can apply the same algorithm to construct the online residual-based basis functions for
Formulation 1.
In Figure 5.6 we present the fine scale and coarse-scale solutions for flux. We observe
that the offline solution is close to the fine-scale solution; however, there are some missing
features in the offline solution. On the other hand, the solution using the online procedure
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with similar number of degrees of freedom compared with the offline solution has very
good accuracy.
Next, we present results for the transport and flow problems in two complex geometries
as shown in Figure 5.7 applying the online algorighm. We set Ω = [0, 1.2] × [0, 1]. The
computational domain is discretized coarsely using uniform triangulation with the coarse
mesh size H = 1/10 and consists of 240 cells and 382 edges. The fine grids for two
geometries are presented in Figure 5.7. The mesh in the left of Figure 5.7 contains 31974
cells, 48453 edges and the mesh in the right of Figure 5.7 contains 33636 cells, 51378
edges.
(a) (b)
Figure 5.7: Coarse and fine grids for two complex perforated domains. (a) geometry with
big perforations. (b) extreme case with additional small inclusions.
We present results of the transport problem when we take different number of offline
flux basis functions and add one residual based online basis function. In this example, we
aim to discover the effect of online basis, so that the offline basis for flux are constructed
in a standard way using exact velocity field. The fine-scale solution and coarse-scale
solution corresponding to the two different perforated domains in Figure 5.7 are presented
in Figures 5.8 and 5.9, respectively. Fine solutions for concentration and flux are shown
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Figure 5.8: Fine-scale (top) and coarse-scale (bottom) solution for flux and concentration
(c, qx, qy from left to right) for T = 0.5 in perforated domain with big inclusions (Figure
5.7) (a) with D = 0.005 using Formulation 2. Coarse-scale solution was computed using
4 multiscale boundary basis functions and one online basis.
M qoff DOF ||εq||L2(%) ||εq||H(div)(%) ||εc||L2(%) ||εc¯||L2(%)
Offline
2 1004 21.9 6.9 22.5 9.5
4 1768 11.8 4.5 20.6 1.6
6 2532 11.3 4.4 20.6 1.5
8 3296 11.3 4.4 20.6 1.5
Offline + one online basis
2 1386 18.1 5.1 22.5 9.5
4 2159 5.54 3.7 20.6 1.6
6 2914 2.8 3.1 20.6 1.5
8 3678 1.9 3.1 20.6 1.5
Table 5.8: Complicated geometry 1. Relative errors for flux and concentration in perfo-
rated domain with big inclutions (Figure 5.7 (a)) with D = 0.005 using Formulation 2
with online residual based basis functions.
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Figure 5.9: Fine-scale (top) and coarse-scale (bottom) solution for flux and concentration
(c, qx, qy from left to right) for T = 0.5 in perforated domain for extreme case (Figure 5.7)
(b) with D = 0.005 using Formulation 2. Coarse-scale solution was computed using 4
multiscale boundary basis functions and one online basis.
M qoff DOF ||εq||L2(%) ||εq||H(div)(%) ||εc||L2(%) ||εc¯||L2(%)
Offline
2 1004 28.7 8.9 23.7 12.4
4 1768 13.4 5.0 20.5 2.2
6 2532 10.8 4.4 20.5 1.7
8 3296 10.8 4.4 20.5 1.7
Offline + one online basis
2 1386 26.6 7.8 23.7 12.4
4 2159 5.3 4.3 20.5 2.0
6 2914 2.0 3.3 20.5 1.7
8 3678 2.0 3.3 20.5 1.7
Table 5.9: Complicated geometry 2. Relative errors for flux and concentration in perfo-
rated domain for extreme case (Figure 5.7 (b)) with D = 0.005 using Formulation 2 with
online residual based basis functions.
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on the top of the figure, coarse online solutions are on the bottom. We observe that after
adding one online basis, the multiscale solution shows quite good accuracy.
In Tables 5.8 and 5.9, we first present the convergence history when the problem is
solved in two different perforated domain with 2, 4, 6 and 8 initial offline bases. Then,
on the bottom of table we present errors after adding one online residual-based basis func-
tions. We observe that the coarse-scale calculations for two geometries give similar results.
By enriching the solution space with online basis, we can speed up the convergence signif-
icantly. For example, when we use 4 initial offline basis, the L2 and energy error reduce to
11.8% and 4.5% and after one online iteration we obtain 5.5% and 3.7% errors in domain
with big inclusions. If we select 8 initial bases, the the L2 and energy error can be reduced
to 1.9% and 3.1% respectively after one online iteration.
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6. SUMMARY AND CONCLUSIONS
In this section, we will give a summary of this dissertation. In Chapter 3, we present an
efficient multiscale procedure for solving PDEs in perforated domains. We consider ellip-
tic, elastic, and Stokes systems. We investigate that the convergence of multiscale methods
can be significantly accelerated if appropriate online basis functions are constructed and
appropriate number of offline basis functions are used. The construction of online basis
functions relies on analysis and the choice of the offline basis functions. In this chapter, we
develop analysis for GMsFEM in perforated domains, design procedures for constructing
online multiscale basis functions, present analysis of online algorithm, develop adaptive
procedures and show numerical results. By using a computable error indicator, we locate
regions, where enrichment is necessary, and construct new online basis functions in order
to improve the accuracy. Our numerical results for the elasticity equation and the Stokes
system show that the method has an excellent performance and rapid convergence. In par-
ticular, only a few online basis functions in some selected regions improve the accuracy
of the solution. Our analysis shows that the convergence rate depends on the number of
offline basis functions, and one can obtain a fast convergence by including enough offline
basis functions. This convergence theory can also be applied to the Laplace equation and
the elasticity equation. One possible future direction is the goal-oriented adaptivity [53],
in which basis functions are added in order to reduce the goal error.
In Chapter 4, we develop a new GMsFEM considering the discontinuous Galerkin
method for global coupling for Stokes problems in perforated domains. The method con-
structs local basis functions for each non-overlapping coarse region. The construction
of basis follows the general framework of GMsFEM by using local snapshots and local
spectral problems. In addition, we use a hybridized technique in order to achieve mass
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conservation. Our numerical results show that only a few basis functions per coarse region
are needed in order to obtain a good accuracy. We also show numerically that the multi-
scale solution satisfies the mass conservation property. Furthermore, we prove the stability
and the convergence of the scheme. In the future, we plan to develop adaptivity ideas for
this method.
In Chapter 5, we develop a multiscale model reduction approach based on GMsFEM
for the coupled flow and transport problem in perforated domains. The coarse scale dis-
cretization is based on a mixed formulation, which gives the crucial mass conservation
property. For the construction of multiscale basis functions, we follow the general ideas
of GMsFEM and define suitable snapshot spaces and spectral problems. Two types of ba-
sis are considered. The first type is decoupled basis, which are obtained from some local
solutions of the flow problem. The second type is coupled basis, which are obtained from
local solutions of the coupled flow and transport problem. We present and compare the
performance of the two types of basis functions. Moreover, with the aim of further im-
proving accuracy, we present the construction of interior basis as well as the online basis
functions and show their performance. In summary, our results show that only a few of the
proposed basis functions are able to give accurate solutions.
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