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The hot-electron vortex flow instability in superconducting films in magnetic field B at substrate
temperature T0 ≪ Tc is theoretically considered in the presence of pinning. The magnetic field
dependences of the instability critical parameters (electric field E∗, current density j∗, resistivity
ρ∗, power density P ∗ and vortex velocity v∗) are derived for a cosine and a saw-tooth washboard
pinning potential and compared with the results obtained earlier by M.Kunchur [Phys. Rev. Lett.
89 (2002) 137005] in absence of pinning. It is shown that the B-behavior of E∗, j∗ and ρ∗ is
monotonic, whereas the B-dependence of v∗ is quite different, namely dv∗/dB may change its sign
twice, as sometimes observed in experiments. The simplest heat balance equation for electrons
in low-Tc superconducting films is considered within the framework of the two-fluid model. A
theoretical analysis reveals that the instability critical temperature T ∗ ≈ 5Tc/6 at T0 < T
∗/2 with
T ∗ being independent of B.
I. INTRODUCTION
It is well known that vortex motion under the ac-
tion of an applied current in superconducting films in
a perpendicular magnetic field B at high dissipation lev-
els becomes unstable at some critical vortex velocity v∗.
For the flux flow regime at temperatures near the su-
perconducting transition temperature T . Tc this insta-
bility was theoretically treated by Larkin and Ovchin-
nikov (LO) [1]. Their theory predicts that v∗ is indepen-
dent of B that was experimentally confirmed for low-Tc
[2–4] and high-Tc [5–7] superconducting films. In subse-
quent experiments, a crossover from the magnetic-field
independent behavior at high fields to v∗ ∝ B−1/2 at low
fields was reported by Doettinger et al. [8]. This low-
field behavior was explained [8] as v∗ multiplied with the
inelastic quasiparticle scattering time must reach at least
the intervortex distance to ensure the spatial homogene-
ity of the nonequilibrium quasiparticle distribution the
LO theory is relying upon.
However, experiments performed on YBCO films at
low temperatures T ≪ Tc [9, 10] showed an instability
with a universal dependence v∗ ∝ B−1/2 whose underly-
ing physical mechanism was essentially different from the
LO instability picture. With an account for the Bardeen-
Stephen nonlinear conductivity [11], Kunchur has shown
[9, 10] that this new behavior can be explained by a
simple model in which the electron gas has a thermal-
like Fermi distribution function characterized by a higher
temperature than that of the phonons and the bath. In
contradistinction with the standard LO picture, the main
effects in the Kunchur instability [9, 10] are a rise of the
electronic temperature, creation of additional quasipar-
ticles, and a diminish of the superconducting gap. The
vortex expands rather than shrinks, and the viscous drag
is reduced because of a softening of gradients of the vor-
tex profile rather than a removal of quasiparticles from
the vortex core, as supposed within the framework of the
LO theory. While the electron temperature rises, the re-
sulting resistivity increase leads to a decrease in current
above a certain value of the electric field. That is, the
current-voltage-curve (CVC) becomes non-monotonic in
j and exhibits an electric field instability. All experimen-
tal observables for the hot-electron instability were cal-
culated in Ref. [9]. The experimental results on YBCO
were successfully fitted to the predicted B-dependences
and j(E) curves in absence of pinning without any ad-
justable parameters [9, 10].
The objective of this paper is to theoretically consider
the hot-electron vortex flow instability in low-Tc super-
conducting thin films at T ≪ Tc in the presence of pin-
ning. This study is motivated by two aspects. Firstly,
low-Tc superconductors are characterized by a simple
electronic structure, thus allowing one to use a more sim-
ple heat balance equation than that for YBCO. Secondly,
vortex pinning in low-Tc films is usually stronger than in
high-Tc epitaxial films so that it has to be properly taken
into account. It should be emphasized that neither LO
[1] nor Kunchur [9] approaches capture vortex pinning
in the physical picture of the flux-flow instability in the
nonlinear CVC. In experimental samples, however, vor-
tex pinning is omnipresent and there is growing interest
in addressing pinning effects on the instability critical pa-
rameters in superconductors [12–15], in particular those
with artificial pinning structures [16]. While a recent the-
oretical account for the LO instability at T ≃ Tc can be
found in Ref. [17], the respective generalization of the
Kunchur approach at temperatures T ≪ Tc has not been
elaborated so far.
Both these aspects will be addressed in this paper.
Namely, Sec. II presents a phenomenological approach
to account for pinning effects on two simplest CVCs in
the flux-flow regime. These CVCs are exemplary, as
they are calculated at T = 0 for two pinning potentials
of the washboard type, namely for a cosine washboard
pinning potential (WPP) [18, 19] and for a saw-tooth
WPP [20, 21]. A cosine WPP is widely used in theoret-
ical papers, see e.g. Refs. [22–27]. At the same time,
both model WPPs are realistic as they can be realized
by various experimental techniques, see e. g. Ref. [28]
2for a review. For instance, both WPPs can be used for
modelling the resistive responses of nanopatterned su-
perconductors with uniaxial anisotropic pinning induced
either by ferromagnetic stripes deposited onto the film
surface [29–31] or nanogrooves milled in the film [31–33].
In addition, the understanding of pinning effects on the
flux-flow instability is the key to expanding the current-
operation range of microwave applications [34–37] and
it is crucial for the development of superconducting de-
vices of the fluxonic type [28]. Both WPPs allow one to
reproduce the calculation of the hot-electron instability
in the spirit of Refs. [9, 10] and to solve a more simple
heat balance equation within the framework of the two-
fluid model in Sec. III. While in the limiting case of no
pinning the results of Refs. [9, 10] are recovered, the pre-
sented in what follows approach provides a more simple
and intuitively clearer physics.
II. INSTABILITY PARAMETERS
A. Problem definition
The effect of a WPP on the flux-flow overheating insta-
bility is considered at substrate temperature T0 ≪ Tc, as
earlier studied by Kunchur in absence of pinning [9]. For
simplicity, the problem is considered at T0 = 0, when the
transport current flows along the WPP channels, refer to
the upper inset in Fig. 1. In this geometry the vortices
experience the action of the Lorentz force in the direc-
tion transverse to the pinning channels. The respective
nonlinear CVC of the sample can be presented as
σE = jν(j). (1)
Here E is the longitudinal electric field, j is the density
of the transport current, and 0 ≤ ν(j) ≤ 1 is a nonlinear
function with the condition ν(j) = 0 for j < jc, where
jc is the critical (depinning) current density, refer to Fig.
1. The nonlinear function ν(j) appears in Eq. (1) due
to the effect of the WPP on the vortex dynamics. In
Eq. (1) σ = σ(T ) = σnHc2(T )/B is the temperature-
dependent Bardeen-Stephen [11] flux-flow conductivity,
σn is the normal metal film conductivity at T ≈ Tc, Hc2
is the upper critical field, andB is the flux density applied
perpendicular to the film.
If jc → 0, then ν(j) → 1 and the linear CVC σE = j
follows from Eq. (1). The expression σE = j was used
by Kunchur [9, 10] as the initial form of the CVC. Two
different WPP forms resulting in two different ν(j) func-
tions plotted in Fig. 1 will be considered next.
B. Cosine pinning potential
For the cosine WPP, ν(j) =
√
1− (jc/j)2 [18] and
σE =
√
j2 − j2c or j =
√
j2c + σ
2E2. (2)
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FIG. 1. Left axis: The nonlinear current-voltage curve E(j)
(red online) calculated in the limit of low temperatures for a
cosine (blue online) WPP of Refs. [18, 19] (curve 1 ) and a
saw-tooth (black online) WPP of Refs. [20, 21] (curve 2 ). The
dashed line corresponds to the free flux-flow regime E/j = ρf ,
where ρf is the flux-flow resistivity. Right axis: The respec-
tive nonlinear functions ν(j) calculated by Eq. (27) of Ref.
[18] (curve 1 ) and Eq. (28) at ǫ = 1 of Ref. [20] (curve 2 ).
Inset: Atomic force microscope image of a Nb film surface
with a nanogroove array milled by focused ion beam [33] and
inducing a pinning potential of the washboard type.
In the overheating approach of Kunchur [9, 10], in the
vortex state of a film with quasiparticles temperature
T = T (E) the CVC instability in Eq. (2) appears as
a region of negative differential conductivity, where j de-
creases as a function of E. The values of the instability
points j∗ and E∗ can be determined from a set of equa-
tions which include the heat balance equation
Pτe =
∫ T
0
C(T ′)dT ′ (3)
and the CVC extremum condition
dj
dE
∣∣∣
E=E∗
= 0. (4)
Here P = jE is the dissipated power, τe(T ) is the energy
relaxation time, and C(T ) is the electronic specific heat
per unit volume. As follows from Eq. (4),
dE
dT
∣∣∣
E=E∗
= −E∗[σ′(T )/σ(T )]
∣∣∣
T=T∗
, (5)
where the prime denotes differentiation with respect to
temperature. Substitution of Eq. (5) into the relation
d(Pτe)/dT = C(T ), following form Eq. (3), leads to the
expression
C(T ∗)σ(T ∗) = E∗[τ ′(T ∗)σ(T ∗)− τ(T ∗)σ′(T ∗)]×
×
√
j2c + σ
2(T ∗)E∗2,
(6)
3which in absence of pinning (i. e. when jc = 0) reduces
to the expression for E∗
0
(see also Eq. (5) in Ref. [10]).
E∗20 = C(T
∗)ρnB/[Hc2(T )τ
′
e(T ) +H
′
c2(T )τe(T )]
∣∣∣
T=T∗
.
(7)
Taking the square of Eq. (6) it is easy to show that z ≡
(E∗/E∗
0
)2 can be found from the equation
z2 + 2µz − 1 = 0, (8)
where the dimensionless parameter µ links the instability
problem with and without pinning through the relation
2µ ≡ (jc/j∗0)2. (9)
For jc = 0 one has µ = 0 and z = 1, i. e. one returns
to the problem discussed in Refs. [9, 10]. In the general
case 0 ≤ µ <∞, and the solution of Eq. (8) reads
z =
√
1 + µ2 − µ = 1/(
√
1 + µ2 + µ). (10)
From Eq. (10) it follows that z(µ) monotonically de-
creases with increasing µ, i. e. E∗ decreases with increas-
ing jc. Next, from Eq. (2) it follows j
∗2 = j2c + zj
∗2
0
and,
if we define y ≡ (j∗/j∗0 )2,
y = 1/z =
√
1 + µ2 + µ. (11)
From Eq. (11) it follows that y(µ) monotonically in-
creases, i. e. j∗ increases with increasing jc.
Now, having analyzed the µ-behavior of E∗ and j∗,
it is possible to derive the µ-dependences of several re-
lated responses at the instability point. These responses
are the critical vortex resistivity ρ∗ = E∗/j∗, the crit-
ical vortex velocity v∗/c = E∗/B, and the dissipated
power P ∗ = E∗j∗. Accordingly, using Eqs. (10) and (11)
one concludes that the critical velocity v∗(µ) ∼ E∗(µ) is
monotonically decreasing in µ, while P ∗ = P ∗0 does not
depend on µ, and
ρ∗ = ρ∗
0
/(
√
1 + µ2 + µ). (12)
From Eq. (12) it follows that ρ∗(µ) monotonically de-
creases in µ, i. e. ρ∗ decreases as jc increases.
After the analysis of the jc-behavior of the critical pa-
rameters E∗, j∗, ρ∗, P ∗, and v∗, it is instructive to ana-
lyze also their B-dependences at jc = const. In other
words, for a moment it is supposed that jc is indepen-
dent of B. To proceed with the B-analysis, it is neces-
sary to remind the B-dependences of the critical param-
eters E∗
0
, j∗
0
, ρ∗
0
, P ∗
0
, and v∗
0
in absence of pinning (i. e. at
jc = 0). Previously it was shown [9, 10] that E
∗
0
= κ
√
B,
j∗
0
= γ/
√
B, ρ∗
0
= αB, v∗
0
/c = κ/
√
B, and P ∗
0
is indepen-
dent of B. Here the two constants α and γ have been
introduced such that κ = αγ. Their values can be ob-
tained from theory and compared with experiment, see
Refs. [9, 10]. Then it follows that µ = j2c/2j
∗2
0
= εcB,
where εc = j
2
c/2γ
2. From the latter it follows that µ is
an increasing function of jc and B.
Unfortunately, a direct inspection is not sufficient to
check Eqs. (10)–(12) for monotonicity in B. The cor-
responding critical parameters and their B-derivatives
should be calculated for this. For dE∗/dB one has
dE∗/dB = κ/2
√
B
√
1 + µ2(
√
1 + µ2 + µ)3/2 > 0. (13)
As it follows from Eq. (13), E∗(B) monotonically in-
creases with growing B while dE∗/dB decreases. The
behavior of ρ∗(B) is similar, because
dρ∗/dB = α/
√
1 + µ2(
√
1 + µ2 + µ)2 > 0, (14)
i. e. it monotonically increases with growing B while
dρ∗/dB decreases. For dj∗/dB one obtains
dj∗/dB = −γ/2B3/2
√
1 + µ2(
√
1 + µ2 + µ) < 0. (15)
From Eq. (15) it follows that j∗(B) monotonically de-
creases with growing B while dj∗/dB decreases. Fi-
nally, it is interesting to derive the B-dependence of
the critical vortex velocity v∗/c = E∗/B, which for the
LO instability [1] does not depend on B (see also the
Bezuglyj-Shklovskij (BS) generalization of the LO insta-
bility where the B-dependence appears for fields larger
than the overheating field B > BT [38]). It can be shown
that
dv∗/dB = −(cκ/2B3/2)
√√
1 + µ2 + µ/
√
1 + µ2 < 0.
(16)
From Eq. (16) it follows that v∗(B) monotonically de-
creases with growing B and dv∗/dB does so.
Up to this point, the analysis of Eqs. (13)-(16) was
done for jc being B-independent, when µ = j
2
c/j
∗2
0 = εcB
was proportional to B. In reality, however, jc depends
upon B and µ(B) = j2c (B)B/2γ
2 has a more complex
B-dependence. In order to analyze the B-dependence
of µ(B) following from the jc(B) behavior, the following
scaling is assumed for simplicity
jc(B) = jB(Bc/B)
m, (17)
where jB and Bc are fitting parameters which provide
correct values of jc(B), while the exponent m > 0 is
the main parameter which determines the B-behavior of
µ(B). It is clear from Eq. (17) that for m = 0 one re-
turns to the B-independent case jc = const, while for
m = 1/2 one has µ(B) = const, i. e. it is independent
of B. Hence, for the determination of the B-dependence
of the critical parameters it is necessary to calculate the
derivative dµ(B)/dB. Whereas for jc = const the deriva-
tive dµ/dB = εc was B-independent, now it reads
dµ(B)/dB = (1− 2m)µ(B)/B. (18)
From Eq. (18) it follows that dµ/dB equals to zero and
changes its sign at m = 1/2. In other words, µ(B) de-
creases with growing B for m > 1/2, whereas µ(B) in-
creases for 0 < m < 1/2.
4Now it is time to turn to an analysis of the influence of
the dependences given by Eqs. (17) and (18) on the B-
dependence of the critical parameters E∗, j∗, ρ∗, v∗ and
their B-derivatives. Since
E∗(B) = κ
√
B/
√√
1 + µ2 + µ, (19)
then it follows that the denominator in Eq. (19) is de-
creasing with growing B for m > 1/2, thereby resulting
in E∗(B) increasing more rapidly than E∗
0
= κ
√
B. For
m < 1/2 the denominator is increasing with growing B
and, hence, the derivative dE∗/dB should be analyzed.
The result is
dE∗
dB
=
κ
2
√
B
1 + 2mµ(
√
1 + µ2 + µ)√
1 + µ2(
√
1 + µ2 + µ)3/2
> 0. (20)
As follows from Eq. (20), E∗(B) increases with growing
B for any m > 0, but the rate of this increase depends
upon whether m > 1/2 or 0 < m < 1/2. It is instructive
to point out that the µ(B) dependence reads
µ(B) = j2c (B)B/2γ
2 = KB1−2m, (21)
where K = j2BB
2
c/2γ
2. Equation (18) follows at once
from Eq. (21).
As for j∗(B), one has [see Eq. (11)]
j∗ = j∗
0
√√
1 + µ2 + µ = (γ/
√
B)
√√
1 + µ2 + µ. (22)
It follows from Eq. (22) that for m > 1/2, j∗(B) is de-
creasing faster with growing B than j∗
0
(B) = γ/
√
B,
whereas for m < 1/2 the situation is not clear because of
the µ-dependent multiplier in Eq. (22) increasing with
growing B. The calculation of dj∗/dB yields
dj∗
dB
= − γ
2B
√
B
√√
1 + µ2 + µ
[
1− (1 − 2m)µ√
1 + µ2
]
< 0,
(23)
because at any m > 0 and µ the expression in the brack-
ets is positive.
Now it is possible to write down an expression for the
B-dependent the resistivity at the instability point
ρ∗(B) = αB/(
√
1 + µ2 + µ). (24)
From Eq. (24) it follows that ρ∗(B) is increasing with
growing B more rapidly than ρ∗
0
(B) = αB for m > 1/2
due to the denominator of Eq. (24) decreasing with grow-
ing B. Form < 1/2, again, the derivative dρ∗/dB should
be calculated. This yields
dρ∗/dB = α
[
1− (1− 2m)µ√
1 + µ2
]
/(
√
1 + µ2+µ) > 0 (25)
because as in Eq. (23) the expression in the brackets is
positive, i. e. ρ∗(B) always increases with growing B.
Finally, the B-dependence of v∗ should be considered
v∗(B) = cκ/
√
B
√√
1 + µ2 + µ. (26)
From Eq. (26) it follows that for m < 1/2 v∗(B) is de-
creasing with growing B faster than v∗
0
(B) = cκ/
√
B and
for m > 1/2 the derivative dv∗/dB should be calculated.
The result is
dv∗/dB = −cκ
[
1 +
(1 − 2m)µ√
1 + µ2
]
/2B
√
B
√√
1 + µ2 + µ.
(27)
Equation (27) reduces to Eq. (16) in the limit m = 0,
when dv∗/dB < 0. For m > 1/2 it is easy to show
that the bracket in Eq. (27) may be negative at m >
(1 +
√
1 + 1/µ2)/2. In consequence of this one has m ≃
1 + 1/(2µ)2 for µ & 2. In this case dv∗/dB > 0, i. e. it
changes its sign when B → 0.
The new results given by Eqs. (20)-(27) derived us-
ing the jc(B) and µ(B) dependences given by Eqs. (17)
and (21), respectively, can be briefly summarized as fol-
lows. The main result for the B-dependences of the crit-
ical parameters E∗(B), j∗(B), ρ∗(B) and P ∗(B) consists
in maintaining the monotonicity of their B-dependences
for the case jc = jc(B) given by Eq. (17). In other words,
the B-derivatives of these parameters maintain the same
sign as for jc = const, see Eqs. (20), (23), and (25).
At the same time, for the B-dependent critical current
given by Eq. (17) a sign change of dv∗/dB is possible for
m & 1, see Eq. (27) and the subsequent discussion. That
is, the monotonicity of v∗(B) at small B may be violated.
Moreover, since usually jc(B) at small B can be approx-
imated again by Eq. (17) with m < 1/2, then there may
be a second sign change in dv∗/dB at B close to the
first critical field Bc1(T ). This is sometimes observed
in experiments [12, 13, 16, 39–41]. To conclude, the pre-
sented here phenomenological approach using the experi-
mentally measured B-dependent critical current provides
a simple physics which can explain the nonmonotonic be-
havior of v∗(B) at small B.
C. Saw-tooth pinning potential
For the saw-tooth WPP [20], ν(j) = 1−(jc/j)2 for j >
jc and ν(j) = 0 for 0 < j < jc. Then, σE = (j
2 − j2c )/j
for j > jc or
j = (σE/2)[1 +
√
1 + (2jc/σE)2] (28)
Repeating the steps, which were detailed above for the
cosine WPP in Sec. II B, it can be shown that
E∗/E∗
0
= 1/
√
1 + x, (29)
where x = 2µ = (jc/j
∗
0
)2 [see also Eq. (9)]. Then
j∗/j∗
0
=
√
1 + x, (30)
ρ∗/ρ∗
0
= 1/(1 + x), (31)
and, finally, P = P ∗.
5Qualitatively, the x-behavior of the critical parameters
given by Eqs. (29)-(31) is similar to the µ-behavior of the
analogous quantities for the cosine WPP, see Eqs. (10)-
(12). This similarity can also be extended to the B-
behavior of the B-derivatives of E∗, j∗, ρ∗, and v∗ given
previously by Eqs. (13)–(16) for jc = const. Moreover,
using the B-dependent critical current jc(B) given by
Eq. (17), it is possible to repeat qualitatively all the con-
clusions about the monotonicity of E∗(B), j∗(B), ρ∗(B),
and the possible non-monotonicity of v∗(B). For the lat-
ter the exact expression reads
dv∗
dB
= −cκ[1 + 2x(1−m)]
2
√
BB(1 + x)3/2
(32)
From Eq. (32) it follows that the bracket in the de-
nominator in Eq. (32) may be negative at m > 1 and
x > 1/2(m − 1). In this case one has dv∗/dB > 0, i. e.
it changes its sign at B → 0. Summarizing these short
comments on the jc(B)-behavior for the saw-tooth WPP,
one can state that the main results on the monotonicity
of the critical parameters behavior for both CVC types
are qualitatively similar, i. e. a particular form of the
WPP does not affect the considered physics.
III. DISSIPATED POWER AND
QUASIPARTICLES TEMPERATURE
A. Two-fluid approach
In Kunchur’s approach [9], the quasiparticles temper-
ature with respect to the substrate temperature T0 ≪ Tc
can be determined by numerical integration of the heat
balance equation (3), where the temperature-dependent
functions τe(T ) and C(T ) were specifically calculated for
the considered YBCO sample. As follows from Eq. (3)
at given τe(T ) and C(T ), the quasiparticles temperature
T depends on the dissipated power P = Ej and T0.
In [9, 10] it was shown that for YBCO the quasiparticles
temperature at the instability point of the CVC, T ∗(P ),
weakly depends on T0 and equals to approximately 76K,
i. e. T ∗ is not close to Tc ≃ 90K.
In what follows the T ∗(P, T0) dependence will be esti-
mated for a more simple case of a low-temperature super-
conductor film like Nb [42]. In this case the same physics
of quasiparticles overheating can be explained by a more
simple heat balance equation than Eq. (3). The main fea-
tures of this more simple approach were presented by BS
in [38], see sections 1 and 2 therein. In the BS approach
it is supposed that P (T, T0) dependence can be approx-
imated by the same expression, see Eq. (18) in [38], as
for normal electrons at temperature T near Tc as it can
be made within the framework of the two-fluid model of
superconductivity [43]. It will be shown that this ap-
proach yields T ∗ near Tc (but not too close to Tc where
the mechanism of the LO instability [1] dominates).
For the heat flow Q from the film to the substrate one
has the equation
Q = Ad[(kT )5 − (kT0)5)], (33)
which is accurate to corrections of the order of (∆/T )2 ≪
1, where ∆(T ) is the superconducting gap. In Eq. (33)
d is the film thickness and A is a coefficient which is
not essential for the following reasoning and it is given
by Eq. (18) of Ref. [38]. Equation (33) describes the
case when nonequilibrium phonons escape from a thin
film without reabsorption by quasiparticles. The heat-
ing regime of the film in this limit is known as electron
overheating [38], termed so as one describes the quasipar-
ticles and phonons by different temperatures, T and T0,
respectively. Taking into account that Q = Pd, where
P = Ej, from Eq. (33) follows
P = A[(kT )5 − (kT0)5)]. (34)
First, the critical parameters will be considered in
this approach without pinning, i. e. the calculations
of Kunchur [9] will be repeated for the case when the
heat balance equation (3) has the form of Eq. (34).
Since P = σ(T )E2, where σ(T ) = σnHc2(T )/B and
T is supposed to be close to Tc, it is possible to write
Hc2(T ) ≃ Rk(Tc−T ), where R = 4c/pieD is valid for su-
perconductors with a short mean free path and diffusivity
D [1]. Then, from Eq. (34) it follows that
E2(T ) = Z2B[(kT )5 − (kT0)5)]/k(Tc − T ), (35)
where Z2 = A/Rσn. From Eq. (35) it follows that for
T0 < T/2 one may neglect T0. If also θ ≡ Tc − T
is rather small, i. e. θ ≪ Tc, then in Eq. (35) it
is possible to change T → Tc in the bracket because
(kT )5 ≃ (kTc)5(1 − 5θ/Tc) and in this limit the main
T -dependence of E2(T ) on θ is
E2(T ) ≃ Z2B(kTc)5/kθ. (36)
From Eq. (36) it follows that for T → Tc, θ ∝ B/E2 or
T (E) ≃ Tc − Z2B(kTc)5/kE2, (37)
that is, T (E) monotonically increases with growing E.
Returning to the main equation (34) of the present
approach, it should be emphasized that it yields a single-
valued and exact simple relation between T ∗ and P ∗,
while in the approach of Kunchur [9, 10] the calculation
of the function P ∗(T ∗) was possible only by numerical
integration of Eq. (3).
The next task is to derive an exact formula for the
critical temperature T ∗ which does not depend on other
critical parameters. To accomplish this, E∗(T ∗) can be
calculated following two different ways. The first is ob-
vious from considering Eq. (35). It yields
E˜∗0 (T
∗) = Z
√
B
{
[(kT ∗)5 − (kT0)5)]/k(Tc − T ∗)
}1/2
.
(38)
The second way is exploiting, as previously, the condition
dj/dE = 0, where j = σ(T )E. A simple calculation then
6yields (dE/dT )E=E∗ = E
∗/(Tc − T ∗). Finally, taking
into account that d[σ(T )E2]/dT = 5Ak(kT )4, one has
E˜∗
0
(T ∗) = Z
√
5B(kT ∗)2. (39)
A comparison of Eqs. (38) and (39) yields the following
equation for T ∗
(kT ∗)5 − (kT0)5 = 5(kT ∗)4k(Tc − T ∗), (40)
from which it follows that T ∗ depends only on T0 and
Tc and it does not depend on A, B, R, and σn. Equa-
tion (40) can be presented in another form
6T ∗5 − 5TcT ∗4 − T 50 = 0. (41)
Finally, one obtains that
T ∗ = (5/6)Tc + (T0/6)(T0/T
∗)4. (42)
From Eq. (42) it follows that for T0 ≤ T ∗/2 the depen-
dence of T ∗ on T0 is very weak and T
∗ ≃ (5/6)Tc, i. e. T ∗
depends only on Tc. It is interesting to note that the two-
fluid approach also leads to B-independent T ∗ as in Fig. 3
of Ref. [10]. It is curiously that if one applies Eq. (42) for
the estimation of T ∗ in YBCO samples [9, 10], then one
comes with essentially the same T ∗(T0, Tc) dependence
as obtained in Refs. [9, 10], see e. g., Fig. 4 in Ref. [10].
Now it is worth to return to the determination of
the (B, T ∗)-dependences of the other critical parameters,
namely j˜∗0 , v˜
∗
0 , ρ˜
∗
0, and P˜
∗ in the presented approach for
the flux-flow regime, using for that Eqs. (34), (38), (39),
and (40). The result is
j˜∗
0
= σnZ
√
5(kT ∗)2Hc2(T
∗)/
√
B,
v˜∗0 = cZ
√
5(kT ∗)2/
√
B,
ρ˜∗0 = ρnB/Hc2(T
∗),
P˜ ∗
0
= 5Ak(Tc − T ∗)(kT ∗)4.
(43)
A comparison of the critical parameters, obtained in
the two-fluid approximation and given by Eqs. (42),(43)
with the similar parameters in Ref. [9], reveals that their
B-dependences are identical. The merit of Eqs (42),(43)
consists in that the T ∗-dependent functions in these equa-
tions can be at once calculated using Eq (42) for T ∗. In
other words, the presented two-fluid approach, based on
a more simple heat balance equation (34), allows one to
derive the same results for the hot electron instability
as obtained in [9, 10] in a more direct and simple way
without numerical integration of Eq. (3). Introduction of
pinning into the two-fluid approach follows the same way
as it was discussed in Sec. II for the cosine and saw-tooth
WPPs, i. e. using the function 2µ˜ = x˜ = (jc/j˜
∗
0)
2 with
j˜∗
0
given by Eq.(43), as detailed next.
B. Cosine potential
Using Eqs. (2) and (34), in the presence of the cosine
WPP the equation for E˜∗ reads{
j2c + [σ(T
∗)E˜∗]2
}
E˜∗2 = A2
[
(kT ∗)5 − (kT0)5
]2
. (44)
Using Eq. (38), Eq. (44) can be transformed into the
previously derived Eq. (8) with z ≡ (E˜∗/E˜∗
0
)2 and
2µ ≡ (jc/j˜∗0 )2, where E˜∗0 and j˜∗0 are given by Eqs. (39)
and (43). Here and in what follows the tilde denotes, as
previously, the critical parameters derived in the two-
fluid approach. The solution of Eq. (44) is given, as
previously, by Eq. (10), the derivation of (j˜∗/j˜0)
2 = y
repeats Eq. (11) and so on. Taking into account that all
critical parameters given by Eqs. (39) and (43) have the
same B-dependences as in [9, 10], all the results obtained
in Sec. II can be applied.
C. Saw-tooth potential
Using Eq. (28) for the CVC and Eq. (34) for P = Ej
it is possible at once to obtain the equation for E˜∗ in the
form
σ(E˜∗)2[1 +
√
1 + (2jc/σE˜∗)2] = 2A[(kT
∗)5 − (kT0)5].
(45)
A simple transformation of Eq. (45) (which re-
leases the square root) with taking into account that
σ(T ∗)A[(kT ∗)5 − (kT0)5] = (j˜∗0 )2 leads to the previous
result given by Eq. (29), namely
E˜∗/E˜∗0 = 1/
√
1 + x˜, (46)
where x˜ = (jc/j˜
∗
0
)2. The calculation of j˜∗ from Eqs. (28)
and (46) yields
j˜∗/j˜∗
0
=
√
1 + x˜. (47)
Equations (46) and (47) allow one to derive the results
for ρ˜∗. v˜∗, and P˜ in the form calculated previously in
Sec. II. In this way, all the results of Sec. II C can be
repeated.
IV. DISCUSSION
Before a comparison of the results obtained in this
work with those of Kunchur [9, 10], first it is suit-
able to briefly summarize the theoretical and experimen-
tal features of the hot-electron instability discussed in
Refs. [9, 10] for epitaxial YBCO films at temperatures
T0 ≤ Tc/2. The heat balance equation (3) is the basic
equation of the considered electron overheating problem.
It determines the nonlinear T (E) behavior which is con-
sistent with a nonlinear CVC, despite of the fact that the
Bardeen-Stephen formula for the linear flux-flow conduc-
tivity with T -dependent σ [due toHc2(T )] is used. Unfor-
tunately, Eq. (3) allows one to find the T (E) dependence
and the CVC by numerical integration only. Using the
T (E) dependence it was also shown that T ∗ = 76K at
T0 ≪ Tc ≈ 90K and T ∗ weakly depends on T0 up to
T0 ≈ 40K [10]. Finally, the B-dependences of the criti-
cal parameters without pinning (subscript “0”) obtained
7in Refs. [9, 10] read
E∗
0
∝
√
B, j∗
0
∝ 1/
√
B, v∗
0
∝ 1/
√
B,
ρ∗
0
∝ B, P ∗
0
6= f(B).
(48)
It should be recalled that the experimental results ob-
tained for YBCO films [9] were fitted, in neglect of pin-
ning, to the predicted B-dependences by Eq. (48) and
the respective (B, T0)-dependent CVCs without any ad-
justable parameters.
Proceeding now to a brief discussion of the new re-
sults obtained in this work it is worth to begin with the
description of the way of accounting for pinning in low-
Tc superconducting films. In fact, the introduction of
pinning into the hot-electron instability problem here is
phenomenological: Instead of the linear CVC j = σ(T )E
(at T = const) with σ(T ) = σnHc2/B used by Kunchur
[9, 10], here the nonlinear CVC (at T = const) “gener-
ated” by the WPP and taken at T = 0 has been used.
Theoretically, it is possible to use the CVCs derived in
Ref. [18, 20] at T > 0 as well, however, in this work the
consideration was limited to the two CVCs calculated at
T = 0 due to their simplicity. As the CVC curvature de-
pends on the particular WPP used, two different simple
WPPs have been used, namely a cosine WPP [18, 19] and
a saw-tooth WPP [20, 21], refer to Fig. 1. Both WPPs
lead to the appearance of a new additional parameter
in the CVC, jc, the critical (depinning) current density
which, in turn, depends on the WPP-specific parameters.
The two CVC types addressed in this work can be real-
ized in nanostructured superconducting films exhibiting
a WPP [29–33, 35, 36], see e. g. Ref. [28] for a review.
The σ(T ) employed in Eqs. (2) and (28) is the same as
that used by Kunchur [9, 10].
After the introduction of pinning, the task was to de-
termine the (jc, B)-dependences of the new critical pa-
rameters E∗, j∗, v∗, ρ∗ and P ∗ for the CVC for the
WPPs of both types. In Sec. II, formulae (10)–(12)
for these critical parameters were obtained in terms of
the dimensionless parameter 2µ = (jc/j
∗
0
)2 for the cosine
WPP [see Eq. (9)], and x ≡ 2µ for the saw-tooth WPP.
Then the problem of analyzing of the (µ,B)-dependences
of the aforementioned critical parameters was considered
in two steps.
First, it was supposed that jc is B-independent. Then,
a direct inspection of Eqs. (10)–(12) for the cosine WPP
reveals that the critical parameters monotonically change
with increasing µ. Namely, at a fixed j∗
0
∝ 1/
√
B, as jc
increases, E∗, ρ∗, and v∗ ∝ E∗ decrease, j∗ increases,
and P ∗ does not depend on jc. Analogous results have
been derived for the saw-tooth WPP, see Eqs. (29)-(31).
Then, taking into account Eq. (48), i. e. that µ ∝ B at
jc = const, the B-dependence of the critical parameters
and their B derivatives for the cosine WPP [see Eqs. (13)-
(16)] have been analyzed. The main results of this anal-
ysis, which are similar for the cosine and the saw-tooth
WPPs, can be summarized as follows: E∗(B) mono-
tonically increases with growing B while dE∗/dB > 0
strongly decreases. The behavior of ρ∗(B) upon B is
similar. j∗(B) monotonically decreases with growing B
while its derivative dj∗/dB < 0 strongly decreases. The
critical velocity v∗(B) and its derivative dv∗/dB mono-
tonically decrease with growing B. The power P ∗ at the
instability point is independent of B.
The second important step detailed in Sec. II was to
introduce a simple power-law dependence for jc(B) by
Eq. (17), because the previous assumption on the B-
independence of jc is not realistic. In consequence of this,
µ(B) ∝ B1−2m has a more complex B-dependence with
m ≥ 0 that provides that jc(B) decreases with growing
B as observed in experiments. For m = 0 one returns
to the previous case with jc = const and at m = 1/2 a
crossover appears from µ increasing with growing B (for
0 < m < 1/2) to µ decreasing in B (for m > 1/2).
Turning to the influence of the µ(B) dependence on
the B-behavior of the critical parameters and their B-
derivatives, it has been derived that the B-derivatives of
E∗(B), j∗(B), ρ∗(B) at m > 0 hold the same sign as for
the case jc = const. The B-behavior of v
∗(B) has been
revealed to be quite different. Namely, dv∗/dB changes
its sign at m > 1, i. e. dv∗/dB > 0 at B → 0. It should
be noted that the main results of this analysis, as previ-
ously, are similar for both WPP types. Moreover, since
usually jc(B) at B → 0 can be approximated by Eq. (17)
with m < 1/2, then dv∗/dB may exhibit a second sign
change atB ≪ Bc2. This behavior is sometimes observed
in experiments [12, 13, 16, 39–41].
Finally, in Sec. III the simplest heat balance equa-
tion for electrons in low-Tc superconducting films like
Nb in the two-fluid approach has been considered. In
this case the physics of quasiparticles overheating can be
explained by a more simple heat balance equation than
Eq. (3). The main features of this more simple approach
were presented by BS in [38], see Sections 1 and 2 therein.
In using them it was supposed that P (T, T0) dependence
can be approximated by the same expression, see Eq. (18)
in [38], as for normal electrons at temperature T near
Tc and this can be made within the framework of the
two-fluid model of superconductivity [43]. It was shown
that T ∗ appears near Tc (but not too close to Tc where
the mechanism of the LO instability [1] dominates). For
the dissipated heat power P flowing from the film to
the substrate the heat balance equation has the form of
Eq. (34) which is accurate to corrections of the order of
(∆/T )2 ≪ 1, where ∆(T ) is the superconducting gap.
Equation (34) describes the case when nonequilibrium
phonons escape from the thin film without reabsorption
by quasiparticles. The heating regime of the film in this
limit is known as electron overheating [38], termed so
as one describes quasiparticles and phonons by different
temperatures, T and T0, respectively. The main result
of this section is Eq. (42) from which follows that for
T0 ≤ T ∗/2 the dependence T ∗ on T0 is very weak and
T ∗ ≃ (5/6)Tc, i. e. T ∗ depends only on Tc.
A comparison of the critical parameters obtained in the
clean limit within the framework of the two-fluid model
8Two-fluid approach: T ∗ ≃ (5/6)Tc for T0 ≤ T ∗/2, α˜ = 3pi/4ecN(0)(kTc) and γ˜ =
√
P˜ ∗
0
/α˜
CVC: j = σE, σ = σnHc2(T )/B cosine WPP: j =
√
j2c + σ
2E2 for j > jc saw-tooth WPP: j = (σE/2)[1 +
√
1 + (2jc/σE)2
clean limit jc = 0 jc = const jc = jc(B) Eq. (17) jc = const jc = jc(B) Eq. (17)
E˜∗
0
= γ˜α˜
√
B E˜∗ = E˜∗0/
√√
1 + µ2 + µ E˜∗/ = E˜∗
0
/
√
1 + x˜
dE˜∗/dB > 0 Eq.(13) dE˜∗/dB > 0 Eq. (20) dE˜∗/dB > 0 dE˜∗/dB > 0
j˜∗
0
= γ˜/
√
B j˜∗ = j˜∗0
√√
1 + µ2 + µ j˜∗ = j˜∗
0
√
1 + x˜
dj˜∗/dB < 0 Eq. (15) dj˜∗/dB < 0 Eq. (23) dj˜∗/dB < 0 dj˜∗/dB < 0
ρ˜∗
0
= α˜B ρ˜∗ = ρ˜∗
0
/(
√
1 + µ2 + µ) ρ˜∗ = ρ˜∗
0
/(1 + x˜)
dρ˜∗/dB > 0 Eq. (14) dρ˜∗/dB > 0 Eq. (25) dρ˜∗/dB > 0 dρ˜∗/dB > 0
v˜∗
0
= cγ˜α˜/
√
B, dv˜∗/dB = −v˜∗
0
/2B < 0 v˜∗(B) = v˜∗0/
√√
1 + µ2 + µ v˜∗ = v˜∗
0
/
√
1 + x˜
dv˜∗/dB < 0 Eq. (16) dv˜∗/dB > 0or < 0 Eq. (27) dv˜∗/dB < 0 dv˜∗/dB > 0or < 0 Eq. (32)
P˜ ∗
0
= γ˜2α˜ P˜ ∗ = P˜ ∗
0
P˜ ∗ = P˜ ∗
0
P˜ ∗ = P˜ ∗
0
P˜ ∗ = P˜ ∗
0
TABLE I. Summary of the results obtained in Sec. III within the two-fluid approach. In the left column formulae for the critical
parameters E˜∗0 , j˜
∗
0 , ρ˜
∗
0, v˜
∗
0 , P˜
∗
0 are derived in the clean limit, i.e. in absence of pinning (jc = 0). They are presented in terms
of the two parameters α˜ and γ˜ calculated by Eqs. (43) taken at T ∗ ≃ (5/6)Tc (see first the formulae for α˜ and γ˜, N(0) is the
electron density of states of a metal film). In the second line of the table in the left column there is a CVC for the clean limit
(jc = 0), while in the second and third columns there are CVCs for the cosine and saw-tooth WPPs at j > jc, respectively, which
are both zero when 0 < j < jc. The subsequent lines in the latter columns present the formulae for the pinning-dependent
critical parameters E˜∗, j˜∗, ρ˜∗, ρ˜∗, P˜ ∗ and the behavior of their B-derivatives in terms of 2µ = 2µ˜ = x˜ = (jc/j˜
∗
0 )
2, where
jc = const or jc = jc(B).
[Eqs. (42)–(43)] with the respective parameters of Ref.
[9], see also Table I, reveals that their B-dependences are
identical. The merit of Eqs. (42) and (43) consists in
that the T ∗-dependent functions in these equations can
be at once calculated using Eq. (42) for T ∗. In other
words, the presented two-fluid approach based on a more
simple heat balance equation (34) allows one to derive
the same results for the hot electron instability as ob-
tained by Kunchur [9, 10] in a more direct and simple
way without numerical integration of Eq. (3). Introduc-
tion of pinning into the two-fluid approach is done by
the same way as discussed in Sec. II for the cosine and
saw-tooth WPPs.
To draw parallels with the LO instability problem at
T . Tc, it is worth emphasizing that a theoretical ac-
count for the pinning effect is possible in this case as
well [17]. The introduction of pinning in Ref. [17] has
been done in the same way as in this work, namely for
a cosine WPP which can be realized in nanostructured
low-Tc superconducting films [29, 30, 32, 33, 35, 36]. The
problem of pinning effects on the flux flow instability in
Ref. [17] was at once considered relying upon the BS ap-
proach [38] because one the LO instability corresponds to
the limiting case of the BS instability at B ≪ BT , where
BT is the quasiparticles overheating field introduced by
BS in Ref. [38]. In Ref. [17], the heat balance equa-
tion in conjunction with the CVC extremum condition
at the instability point has been augmented by a pinning
strength parameter. A theoretical analysis [17] revealed
that with increasing pinning strength at a fixed magnetic
field value E decreases, j∗ increases, while P ∗ and T ∗ re-
main practically constant.
Lastly, turning to a comparison with experiment, it
is worth noting that the presented account for pinning
effects on the hot-electron vortex flow instability has re-
cently allowed us to fit experimental data for the mea-
sured dependences v∗(B) for epitaxial Nb films with dif-
ferent pinning types and its strength at T = 0.4Tc [44] to
the analytical expression (26) derived here. In particular,
we observed that the exponent m ≃ 1 in jc ∝ 1/Bm is
larger in Nb films with stronger pinning (represented by
ion-irradiated and nanopatterned films), while m ≃ 0.5
for as-grown films. In this way, we have been able to fit
the observed crossover [44] from the monotonic decrease
of v∗(B) in the case of the as-grown films to the non-
monotonic behavior of v∗(B) for the films with stronger
pinning.
V. CONCLUSION
To sum up, the proposed phenomenological approach
for the introduction of pinning into the hot-electron in-
stability problem has revealed the possibility for non-
monotonicity of v∗(B), as sometimes observed in exper-
iments [12, 13, 16, 39–41, 44]. Addressing the experi-
mental examination of the elaborated phenomenological
theory, it should be pointed out that only two curves,
namely the current-voltage characteristic and the jc(B)
dependence have to be determined in experiment thus al-
lowing one to map the predicted results on the experi-
mental data.
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