In this demo, we present DBPal, a novel data exploration tool with a natural language interface. DBPal leverages recent advances in deep models to make query understanding more robust in the following ways: First, DBPal uses novel machine translation models to translate natural language statements to SQL, making the translation process more robust to paraphrasing and linguistic variations. Second, to support the users in phrasing questions without knowing the database schema and the query features, DBPal provides a learned auto-completion model that suggests to users partial query extensions during query formulation and thus helps to write complex queries.
INTRODUCTION
Structured query language (SQL), despite its expressiveness, may hinder users with little or no relational database knowledge from exploring and making use of the data stored in an RDBMS. In order to effectively leverage their data sets, users are required to have prior knowledge about the schema information of their database, such as table names, columns and relations, as well as a working understanding of the syntax and semantics of SQL. These requirements set "a high bar for entry" for democratized data exploration and thus have triggered new research efforts to develop alternative interfaces that allow non-technical users to explore and interact with their data conveniently. While visual data exploration tools have recently gained significant attention, Natural Language Interfaces to Databases (NLIDBs) appear as highly promising alternatives since they enable users to pose complex ad-hoc questions in a concise and convenient manner.
For example, imagine that a medical doctor starts her new job at a hospital and wants to find out about the age distribution of patients with the longest stays in the hospital. This question typically Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than the author(s) must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request requires the doctor -when using a standard database interface directly -to write a complex nested SQL query. Even with a visual exploration tool such as Tableau [10] or Vizdom [3] , a query like this is far from being trivial since it requires the user to execute multiple query steps and interactions: the user first needs to find out what "longest stay" means and then use the information to visualize the age distribution for those patients. Alternatively, with an exploration tool supported by a natural language interface, the query would be as simple as stating "What is the age distribution of patients who stayed longest in the hospital?" However, understanding natural language questions and translating them accurately to SQL is a complicated task, and thus NLIDBs have not yet made their way into commercial products.
In this demo paper, we introduce DBPal, a relational database exploration tool that provides an easy-to-use natural language (NL) interface aimed at improving the transparency of the underlying database schema and enhancing the expressiveness and flexibility of human-data interaction through natural language. Different from existing approaches, our system leverages deep models to provide a more robust query translation. In the following, we outline the two key features of DBPal that are based on deep models.
Robust Natural-Language-to-SQL Translation. We propose a robust query translation framework based on the state-of-the-art sequence-to-sequence model for machine translation. Our notion of model robustness is defined as the effectiveness of the translation model to map linguistically varying utterances to finite pre-defined relational database operations. Take, for example, the SQL expression SELECT * FROM patients WHERE diagnosis='flu'. There are numerous corresponding natural language utterances for this query, such as "show all patients with diagnosis of flu" or simply "get flu patients". We aim to build a translating system that is invariant towards these linguistic alterations, no matter how complex or convoluted. The main challenge hereby is to curate a comprehensive training set. While existing approaches for machine translation require a manually created training set, we designed a novel synthetic training set generation approach that uses only the database schema as input and generates a wide Demonstrations SIGMOD'18, June 10-15, 2018, Houston, TX, USA spectrum of pairs of SQL and natural language queries. To further extend the spectrum of natural language variations, we rely on existing language models learned from large text corpora such as Wikipedia to automatically paraphrase and add noise to the training set.
Interactive Query Auto-Completion. We provide real-time auto-completion and query suggestion to help users who may be unfamiliar with the database schema or the supported query features. This helps our system improve translation accuracy by leading the user to enter less ambiguous queries. Consider a user exploring a US geographical information database and starting to type "show me the names " -at this point, the system suggests possible completions such as of states, of rivers, or of cities to make the user aware of the different options she has. The core of the auto-completion feature is a language model based on the same sequence-to-sequence model and trained on the same dataset as the query translator.
A screenshot of our prototype of DBPal -which implements the aforementioned features -is shown in Figure 1 . We also recommend the readers to watch the video 1 which shows a recording of a representative user session. The remainder of this paper is organized as follows: We first discuss related prior work in Section 2. In Section 3, we introduce the system architecture of DBPal. Then, we describe the system demonstration scenario in 4. Lastly, in Section 5 we discuss some limitations of our current prototype and planned future extensions.
RELATED WORK
NLIDBs have been studied in the database research community since the 1990's [1, 7] . Most of this work relied on classical techniques for semantic parsing and used rule-based approaches for the translation into SQL. However, these approaches have commonly shown poor flexibility for the users who use questions with different linguistic styles using paraphrases and thus failed to support complex scenarios.
More recent approaches tackled some of these limitations. For example, the system ATHENA [8] relies on a manually crafted ontology that is used to make query translation more robust by taking different ways of phrasing a query into account. However, since ontologies are domain-specific, they need to be hand-crafted for every new database schema. On the other hand, the system NaLIR [5] relies on an off-the-shelf dependency parser that could also be built on top of a deep model. However, it still implements a rule-based system that struggles with variations in vocabulary and syntax. Our system attempts to solve both of those issues by being both domain independent and robust to grammatical alterations. Furthermore, some recent approaches leverage deep models for end-to-end translation similar to our system (e.g., [4] ). However, a main difference between our system and [4] is that their approach requires manually handcrafting a training set for each novel schema/domain that consist of pairs of natural language and SQL queries. In contrast, our approach does not require a hand-crafted training set. Instead, inspired by [12] , our system generates a synthetic training set that requires only minimal annotations to the database schema. It should be noted that "no need for manual input" does not mean that our approach does not need training when switching to a schema.
Finally, none of the above-mentioned approaches combine their translation pipelines with additional functions such as autocompletion. These features not only make query formulation easier by helping users to phrase questions even without knowing the database schema, but they also help users to write less ambiguous queries that can be more directly translated into SQL.
SYSTEM ARCHITECTURE
The DBPal system consists of three general components: a webbased user interface, a novel query translator, and an interactive auto-completion feature to help users to phrase questions as shown in Figure 2 . In the following, we first describe the design of each of these components.
User Interface Design
We designed a web-based interface that allows users to explore the data in a given database via natural language questions or commands. The interface guides users to perform the exploration in two ways: first, it serves the database schema information and its stored records as tabular views to help users be aware of the accessible information. Second, it applies the auto-completion function as users type in their questions into the form. A primary goal of this input suggestion or auto-completion feature is to steer a user to write an English utterance that is more likely to be correctly translated to SQL by our system. Once the natural language query is submitted, the server translates the query in multiple steps.
Natural Language-to-SQL Translation
The main novelty of DBPal is that the query translation from natural language to SQL is modeled as a language translation problem using a state-of-the art Recurrent Neural Network (RNN) model [9] . A major challenge when using such a model is the need for a large and comprehensive training set mapping natural language to SQL. While existing work already has shown that a manually curated training corpus can be used to train a NL-to-SQL sequence-tosequence model [4] , such an approach imposes a high overhead for every new database schema that needs to be supported.
Our approach is therefore different since it can automatically "generate" a training set for any given database schema automatically as shown in Figure 3 (left hand side) . The main idea is that in a first step called Training Data Instantiation, we generate a small training set by using a set of simple templates that describe SQL-NL pairs and instantiate them using a given database schema. In the second step called Training Data Augmentation, we automatically enrich the simple instantiated SQL-NL pairs by applying different techniques that leverage existing language models to paraphrase but also to introduce noise etc. The goal of the augmentation is to Demonstrations SIGMOD'18, June 10-15, 2018, Houston, TX, USA cover a wide spectrum of ways users might ask questions against the given database.
Training Data Instantiation. The observation is that SQL -as opposed to natural language -has a much limited expressivity. We therefore use query templates to instantiate different possible SQL queries that a user might phrase against a given database schema such as:
The SQL templates cover a variety of different types of queries from simple select-from-where queries up to more complex aggregategrouping queries and some simple nested queries.
For each SQL template, we define one or more natural language (NL) templates as counterparts for direct translation such as:
Reflecting the larger expressivity of spoken language versus SQL, our NL templates contain slots for speech variation (e.g., SelectPhrase, FromPhrase, W herePhrase) in addition to the slots for database items (Tables, Attributes, ...) present in the SQL templates. To instantiate the initial training set, the generator repeatedly instantiates each of our natural language templates by filling in their slots. Table, column and filter slots are filled using the schema information of the database, while a diverse array of natural language slots is filled using a manually-crafted dictionary of synonymous words and phrases. For example, the SelectPhrase can be instantiated using What is or Show me. Thus, an instantiated SQL-NL pair might look like this:
SELECT name FROM patient WHERE age=20 and Show me the name of all patients with age 20
It is also of importance to balance the training data when instantiating the slots with possible values. If we naively replace the slots of a query template with all possible combinations of slot instances (e.g., all attribute combinations of the schema), then instances that result from templates with more slots would dominate the training set and add bias to the translation model. An imbalance of instances can result in a biased training set where the model would prefer certain translations over other ones only due to the fact that certain variations appear more often. Finally, in the current prototype, for each initial NL template, we additionally provide some manually curated paraphrased NL templates that follow particular paraphrasing techniques as discussed in [11] , covering categories such as syntactical, lexical or morphological paraphrasing. Although they are crafted manually, these templates are all database schema independent and can be applied to instantiate NL-SQL pairs for any possible schema without additional manual effort. Moreover, instantiated paraphrased SQL-NL pairs will still be fed into the automatic paraphrasing that is applied next during automatic augmentation.
Training Data Augmenation. In order to make the trained deep model more robust, we apply the following post-processing steps after the template instantiation phase: First, we augment the training set by duplicating NL-SQL pairs, but randomly selecting words of a sentence and paraphrase them using The Paraphrase Database (PPDB) [6] as the lexical resource. Second, another problem is missing or implicit information in queries. For example, a user might query the "patients with flu" instead of the "patients diagnosed with flue" and thus the information about the table column might be missing in a user query. To make the translation more robust against missing information, we copy individual NL-SQL pairs, then randomly select words and remove them from the natural language utterances. Third, for each resulting natural language query pair, we lemmatize the words. Finally, constants such as numbers or strings are replaced by special tokens.
In the future, we plan on extending our augmentation techniques; e.g., one avenue is to enhance our automatic paraphrasing using PPDB by paraphrasing multi-word phrases and clauses. We also plan to investigate the idea of using an off-the-shelf part-of-speech tagger to enrich each word in a given query and make the model more robust towards syntactic paraphrasing.
Training the Model. We follow a similar architecture of a sequence-to-sequence (seq2seq) model from [9] for machine translation tasks. Our model maps the natural language input directly to SQL output queries, which could be seen as the target language. The model itself consists of two recurrent neural networks, namely, the encoder and decoder. We use a bidirectional encoder-decoder architecture as proposed by [2] . During training, we also apply a dropout on embedding layer to avoid over-fitting to our training corpus, which only consists of a small vocabulary (i.e., SQL keywords as well as schema information of the given database).
Runtime Usage of Model. Our learned model is used at runtime to translate an input natural language query coming from a user to an executable SQL query as shown in Figure 3 (right-hand side). The runtime pipeline comprises also of multiple steps: First, we handle input parameters (e.g., "New York") and replace them by special tokens (e.g., "CITY_NAME"). The reason is that we want to be able to translate queries for unseen constants correctly. Second, a complex query handler tries to split a natural language query into multiple simple queries that are translatable by our model and combines them using SQL operators such as nesting or joining. Third, after translation, the special tokens are again replaced by their real values in the SQL query in the postprocessing phase. For the first two tasks we rely on another set of deep models. Describing the details of these runtime-models, however, is beyond the scope of the demo paper.
Interactive Auto-Completion
To improve the search performance of users, we provide an auto completion mechanism on queries. This well-known paradigm not only enhances the search behavior, but also helps to increase translation accuracy by leading the user into less ambiguous queries. Considering the abstraction between user and the schema, autocompletion becomes even more crucial. The core of the auto completion system is comprised of a generic deep learning model and a modified search algorithm that gives priority to database specific elements. Given an input sequence, the model performs a breadthfirst search in the candidate space, and returns the most probable completions of potential user queries.
DEMONSTRATION
The demonstration presents our first protoype of DBPal that allows users to select from two data sets: the ParaphraseBench 2 that consists of a a simple one-table dataset of hospital patients and tests the robustness against linguistic variations, and Geo880 (called 'Geo' in this paper), a benchmark dataset of geographical information of the United States that has been commonly tested upon by prior NLIDBs such as [4] and [8] . We will allow the user to query both the Patients and Geo datasets with increasingly difficult utterances as shown below. All queries can be formulated with and without the auto-completion feature being enabled.
Simple SQL-like Queries
We first provide the user with a list of straightforward functions that line up with the functionality of single- 
Paraphrased and Fragmented Queries
After working with simple queries, we then allow users to alter their earlier queries to make them less syntactically and semantically aligned with a corresponding SQL query. This can involve restructuring the word syntax of the query, paraphrasing words and phrases with ones that are semantically equivalent, or removing words from the query that are superfluous and/or that do not alter the semantics of the query. Example for this part of the demo are:
-"distinct names of flu patients" -"find the shortest patient length of stay from each gender" -"enumerate Colorado's mountains" 
Complex Queries
In the last part, we give the user freedom to query the system with whatever utterances they can come up with. These may include contextual questions or more nuanced requests; for example:
-"Who is the oldest patient?" -"Show the flu patient with the longest length of stay" -"Select the highest point and area from all states"
LIMITATION AND FUTURE WORK
The current prototype of DBPal already shows a significant improvement over other state-of-the-art-systems such as NaLIR [5] or ATHENA [8] when dealing with paraphrasing and other linguistic variations. Its main limitation, however, is the lack of coverage for more complicated queries such as different forms of nesting in SQL. However, this is not necessarily a limitation upon the translation model itself, but rather of the training set generation. We are currently extending the training data instantiation phase with additional templates and lexicons as well as the augmentation phase to add more complex natural language queries. Another future avenue of development is allowing users to incrementally build queries in a chatbot-like interface, where the system can ask for clarifications if the model can not translate a given input query directly. We expect that this feature will also be especially helpful for handling nested queries. Finally, integration with other deep models (e.g., for Question-Answering) seems to be another promising avenue for future exploration.
