• Parameter bound computation of linear systems with backlash is NP-hard in the size of the experimental data sequence
⇓
Computationally tractable relaxations are needed
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Feasible parameter set (FPS)
In bounded-error (or set-membership) context, all the system parameters γ and θ consistent with the measurement data sequence, the assumed model structure and the error bounds are feasible solution to the identification problem (and are said to belong to the feasible parameter set D γθ ).
How to construct the Feasible Parameter Set?
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Backlash nonlinearity
Can the backlash nonlinearity be inverted?
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Feasible parameter set (FPS)
The FPS D γθ is the projection on the parameter space of the set D of all system parameters γ-θ, noise samples and η t and inner signals x t consistent with the measurement data sequence, the assumed model structure and the error bounds, given by:
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Computation of parameter bounds
• Exact parameter bounds:
• Parameter Uncertainty Intervals:
Remark 1: The system parameters γ-θ, the inner signals x t and the noise samples η t are decision variables in the above optimization problem ⇒ The number of optimization variables increases with the number of measurements Remark 2: D is a nonconvex set described by polynomial constraints ⇒ exact bound computation requires to solve a set of nonconvex optimization problems
Computation of parameter bounds
• Standard nonlinear optimization tools can not be exploited to compute bounds on γ k (resp. θ j ) since they can trap in local minima
⇓
The true value is not guaranteed to lie within the computed bounds
• Relax original identification problems to convex optimization problems ⇓ Guaranteed (relaxed) bounds on each parameter γ k (resp. θ j ) can be evaluated
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Computation of relaxed P U I: LMI relaxation
• General Idea Exploit LMI relaxation for semialgebraic optimization problems • Computational complexity Due to the large number of optimization variables and constraints involved in the identification problems, such LMI relaxation techniques leads, in general, to untractable SDP problems
The peculiar structured sparsity of the formulated identification problems can be used to reduce the computational complexity of such LMI-relaxation techniques in computing parameter bounds
Computation of relaxed bounds: exploiting sparsity
b j u k−j only depends on the linear system parameters a i and b j and on the inner signal samples x k , . . . , x k−na 1.438 1.500 1.562 0.062
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