Telemedical systems are not practical for use in a clinical workflow unless they are able to communicate with the Picture Archiving and Communications System (PACS). On the other hand, there are many medical imaging applications that are not developed as telemedical systems. Some medical imaging applications do not support collaboration and some do not communicate with the PACS and therefore limit their usability in clinical workflows. This paper presents a general architecture based on a three-tier architecture model. The architecture and the components developed within it, transform medical imaging applications into collaborative PACS-based telemedical systems. As a result, current medical imaging applications that are not telemedical, not supporting collaboration, and not communicating with PACS, can be enhanced to support collaboration among a group of physicians, be accessed remotely, and be clinically useful. The main advantage of the proposed architecture is that it does not impose any modification to the current medical imaging applications and does not make any assumptions about the underlying architecture or operating system.
INTRODUCTION AND RELATED WORKS
Current medical imaging systems have been equipped with different technologies and advancements to support different medical services. Some of these advances have improved medical imaging systems remarkably. For example, PACS facilitates clinical workflows [1] , collaborative systems improve the communication between physicians [2] , and telemedicine provides remote and ubiquitous access to medical services [3] . There are many applications and systems that have provided PACS-connectivity, collaboration and remote accessibility; however, a few have provided all together. Some known examples of such systems are DISMEDI [4] , VIVE [5] , UCIPE [6] , TeleInViVo [7] , CoMed [8] , TeleMed [9] , SOMWeb [10] , and GATiB-CSCW [11] . Although these systems support collaboration and remote accessibility, they do not communicate with PACS and as a result cannot be directly used in the clinical workflows.
Among the current systems, the system proposed by Maani et al. [12] has tried to employ all three features. It uses a parallel processing center to provide real-time services. Syngo [13] is another approach proposed by Siemens that supports the three features. It is based on a three-tier architecture. Noor and Saman [14] proposed a system based on the distributed Java model to support collaboration, remote accessibility and PACS. Nevertheless, these approaches cannot be used by applications that are already developed. Sometimes they impose some rules to the applications like Singo, and sometimes they use a specific technology like the distributed Java model used in the systems proposed by Noor and Saman.
Several efforts have been made towards the integration of existing components of medical imaging systems into new system deployments. However, most of them have focused on the integration of information [15] . Different standards such as DICOM, Health Level 7 (HL-7) [16, 17] , and Integrating the Healthcare Enterprise (IHE) [18] are the results of these efforts. Also some research studies have tried to integrate CAD tools with PACS [19] [20] [21] ; however, they do not provide collaboration and remote access for the CAD tools.
This paper addresses three important aspects of medical imaging systems: remote accessibility, collaboration, and PACS-connectivity. The main objective of this paper is to provide a solution for the current applications without imposing any change. A three-tier architecture [22] is used and several components are developed within the architecture to provide these features. The proposed method does not require any modification to existing medical imaging applications and does not make any assumption about the underlying architecture or operating system.
THE PROPOSED METHOD
The proposed method is based on a three-tier architecture. Several components have been developed to support remote accessibility, collaboration and PACS connectivity. The following subsections elaborate the architecture and some of the components that provide the three features. Finally we talk about the workflow of the system.
Three-tier architecture
Our method uses a three-tier architecture. These tiers use interfaces to connect and communicate to each other. (Figure  1 ). The three tiers from top to down are:
1. Presentation Tier: This tier is responsible for presenting data. All software components that show the information to the end users reside in this tier.
2. Processing Tier: This tier is responsible for data-processing. Medical imaging applications that are already developed are embedded in this tier. We have developed some components such as interfaces to connect medical imaging applications to the PACS and provide remote accessibility and collaboration features.
3. Data Tier: All data management, storage and retrieval components are located in this tier. In particular, PACS is located in this tier. The interfaces help us to abstract the services between tiers from their real implementation and underlying technologies. Interfaces work in pairs. There are two pairs of interfaces in the architecture ( Figure 2 ):
1. The pair of interfaces between the presentation and processing tiers: The messages between this pair include user commands and display messages.
2. The pair of interfaces between the processing and data tiers: The messages include query/retrieve services. The DICOM protocol [3] is used for communication. The Utility Components ( Figure 2 ) include components which provide collaboration and remote accessibility as well as pre-processing operations. The next subsections explain the interfaces and some of the main components.
PACS connectivity
The interfaces between the data and processing tiers use a novel idea for data transmission. The common way of medical image transmission is based on using a single connection link. Many researchers have tried to develop compression methods to enhance medical image transmission time. However, compression methods usually impose some overheads and sometime especially over a high-speed network these overheads increase the transmission time. The novel idea is based on combination of parallelism and compression methods and the DICOM protocol [23] . Figure 3 shows the idea. A complete explanation of the idea is presented by Maani et al. [23] . 
Remote accessibility
To provide remote accessibility to the application, the application window must be shown to the users. This requirement is met by extracting the pixel information of the application window in the processing tier and streaming the pixel data to the clients; so the users can see the exact window of the application in their computers ( Figure 4 ). This feature is inspired by several software tools that extract the pixel information off the screen and stream it off to multiple users simultaneously. HP-RGS [24] and Tight-VNC [25] are two good examples of such software products. However, unlike HP-RGS and Tight-VNC which share the whole desktop, the pixel extraction in our approach is restricted to the medical application window. To extract pixel information and reconstruct the application window we [26] . MAST is enhanced to support collaboration among a group of users. This is explained in the next subsection.
Collaboration
Remote accessibility is combined with collaboration in our approach. To achieve this combination, we have enhanced MAST with a component that captures the mouse and keyboard commands from the remote user, who controls the application. The commands are sent to the processing tier and are applied to the application by a component which simulates the mouse and keyboard commands ( Figure 5 ). 
Workflow
This section explains how users can work with the system. In the first step, users sign into the system. The leader searches for a patient's study. Figure 7 shows the GUI used for searching a study. A search message is sent to the processing tier. The corresponding utility component receives the search message and generates an appropriate DICOM message for the data tier. This component also receives the response from the data tier and sends it back to presentation tier. Figure 8 shows the result of a sample search. Now, the leader can choose the target study. When a study is selected the corresponding data is fetched into the processing tier. Based on the application, some pre-processing operations might be necessary. For example, if the medical imaging application does not support the DICOM format, the data should be transformed into an appropriate format. After the completion of pre-processing, one of the utility components calls the medical imaging application and passes the data to that. Then, the corresponding utility component captures the screen information of the medical imaging application window and steams it to the users. On the other side, there is a component in the presentation tier responsible for capturing mouse and keyboard commands from the user who controls the application. These captured commands are sent to the processing tier. Accordingly, there is a component in the processing tier that applies the received captured commands to the running application ( Figure 5 ).
The leader or other users can control the application; however, one user works with the application at a time. The leader determines who takes the control of the application and can give the proper permission at any time to any user. The leader and other users use the GUIs shown in Figure 6 to exchange control over the application.
We also use RAT [27] for audio support among users. Users can discuss the case and manipulate it via the shared application. To test our approach we used ParaView [28] and Slicer3 [29] as two imaging applications. None of these applications supports collaboration, remote accessibility for a group of users and PACS-connectivity. Figure 9 shows a ParaView screen shot displayed to the users. The session is finished when the users and the leader sign out. Figure 9 . Viewing ParaView as a remote, collaborative PACS-connected application. It has visualized a case in 3D.
EXPERIMENTAL RESULTS
To evaluate our approach we tested the system with two medical imaging applications: ParaView [28] and Slicer3 [29] .
ParaView is an open-source scientific visualization tool with support for 3D visualization. We use ParaView to visualize medical images. Slicer3 is a free, open source software platform for medical image processing and 3D visualization. By using our architecture and developed components we enhance them with collaboration and remote accessibility as well as PACS-connectivity.
To test the system, a group of users accessed the system and worked with the remote application. This group included six users, two at Telecommunication Research Labs (TRLabs) in Winnipeg, three at the University of Manitoba (UM) and one at the University of British Columbia (UBC), all in Canada (Figure 10 ). Both quantitative and qualitative measurements were performed. The network delay and bandwidth occupation were measured quantitatively. Users were also asked to fill in a qualitative questionnaire. This experiment tried to simulate a real scenario in which a group of doctors consult on a clinical study. 
Network delay
To measure the network delay, each message is tagged with a sequence number and a time-stamp. When a message is received, approximate delay of the network and other overheads are calculated by the following formulae:
Where T Source (i) is the time-stamp of message i in the sender and ΔT Source is the time span between two consecutive messages. Similarly T Destination (i) is the time of receiving message i and ΔT Destination is the time span between two consecutive received messages. If there is no delay, ΔT Source and ΔT Destination should be equal. The difference between them is the delay imposed by the network. Table 1 shows the average approximate delay for the three locations. 
Required bandwidth
While the group of users were working with the remote application, the required bandwidth of the system was measured. Figure 11 shows the occupied bandwidth during 300 seconds. The average occupied bandwidth at TRLabs was about 165 Kb/sec, while it was about 380 Kb/sec at UM and about 400 Kb/sec at UBC. This experiment shows that the system does not need high bandwidth and can be used within ordinary networks. Figure 11 . Required bandwidth in the evaluation session.
Qualitative assessment
The users were asked to assess the system qualitatively by answering to the following questions: Figure 12 shows the result of this qualitative assessment for each question. The average quality is depicted for each question.
In addition, the users were asked to estimate the approximate time for the window to be updated after each action (e.g., rotation). This approximate value shows the window update speed from the user's point of view. The users reported an approximate time value of less than a second at TRLabs and UM and between 1 to 2 seconds at UBC.
The assessment results show that the system quality for the factors measured in the evaluation is very good from the test users' point of view. 
CONCLUSION AND FUTURE WORKS
This paper uses a three-tier architecture to transform medical imaging applications into collaborative, PACS-based, telemedical systems. The existing medical imaging applications are located in the processing tier. Two pairs of interfaces are used to connect the three tiers together. In addition, several utility components have been developed to provide advanced features like collaboration and remote accessibility. The main advantage of the method is that current applications do not need any change and can be used within the architecture easily.
We used ParaView and Slicer3 to test our approach. Both applications were enhanced with the three mentioned features. The system was tested by a group of six users. The required bandwidth and network delay were measured and the system was evaluated qualitatively by the users. The results show that the system does not require high bandwidth and can be used in ordinary networks. Therefore, medical imaging applications can be enhanced by the three features without any manipulation or special requirement.
