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Abstract
In this paper we give a formula for the Drazin inverse of a block matrix F =
(
I I
E 0
)
,
where E is square and I is the identity matrix. Further, we get representations of the Drazin
inverse for matrices of the form M =
(
A B
C 0
)
, where A is square, under some conditions
expressed in terms of the individual blocks.
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1. Introduction
Our first purpose in this paper is to present a formula for the Drazin inverse of
F =
(
I I
E 0
)
, E square and I identity. (1.1)
∗ Corresponding author.
E-mail addresses: nieves@fi.upm.es (N. Castro-Gonza´lez), edopazo@fi.upm.es (E. Dopazo).
0024-3795/$ - see front matter  2005 Elsevier Inc. All rights reserved.
doi:10.1016/j.laa.2004.12.027
254 N. Castro-Gonza´lez, E. Dopazo / Linear Algebra and its Applications 400 (2005) 253–269
This research came up when we were interested in calculating the Drazin inverse
of bordered matrices of the form A =
(
I P t
Q UV t
)
, where U,V, P and Q are n× k
matrices [4]. The matrix A can be written as A = BCt, where B =
(
0 I I
U Q 0
)
and C =
(
0 I 0
V 0 P
)
. Hence, AD = (BCt)D = B((CtB)D)2Ct. Since
CtB =
( 0 V t
I 0
0 P t
)(
0 I I
U Q 0
)
=
(
V tU V tQ 0
0 I I
P tU P tQ 0
)
,
if V tQ = 0 or P tU = 0 we get a 2 × 2 block triangular matrix which second diag-
onal submatrix is
(
I I
P tQ 0
)
, which is of the kind (1.1). Following the representa-
tion of the Drazin inverse for block triangular matrices [10], we will get the Drazin
inverse of CtB in terms of the individual blocks. For that, we needed to find the
Drazin inverse of matrices of the form of F . The Drazin inverse of a bordered matrix
will be examined in a forthcoming specific work.
Our second purpose is to give a representation for the Drazin inverse of a block
matrix of the form
M =
(
A B
C 0
)
, A square and 0 square null matrix,
under some conditions expressed in terms of the individual blocks. Remark that B
and C are rectangular matrices. Block matrices of this form arise in numerous appli-
cations, ranging from constrained optimization problems (KKT linear systems) to
the solution of differential equations [2,6,9].
At the present time there is no known representation for the Drazin inverse of M
with arbitrary blocks. This is an open research problem proposed by S.L. Campbell
in [1], in the context of second order systems of differential equations.
Recently, in [13] and [12, Theorem 5.3.8], expressions for the Drazin inverse of
2 × 2 block matrix have been given involving the generalized Schur complement
under some conditions.
Let us recall that the Drazin inverse of A ∈ Cn×n is the unique matrix AD ∈ Cn×n
satisfying the relations
ADAAD = AD, AAD = ADA, Al+1AD = Al for all l  r, (1.2)
where r is the smallest nonnegative integer such that rank(Ar) = rank(Ar+1), i.e.,
r = ind(A), the index of A. The case when ind(A) = 1, the Drazin inverse is called
the group inverse of A and is denoted by A.
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By [2, Theorem 7.2.1], for each A ∈ Cn×n such that ind(A) = r , there exists a
nonsingular matrix P such that A can be written in the core-nilpotent block form
A = P diag(A1, A2)P−1 A1 ∈ Ct×t nonsingular, A2 r-nilpotent. (1.3)
Relative to the above form, the Drazin inverse of A and the eigenprojection Aπ of A
corresponding to the eigenvalue 0 are given by
AD = P diag(A−11 , 0)P−1 and Aπ = I − ADA = P diag(0, I )P−1.
For any matrices X and Y , m× n and n×m, respectively, we have [3]
(XY )D = X((YX)D)2Y. (1.4)
2. Preliminaries
Throughout this paper, for integers n and k, we denote by C(n, k) the binomial
coefficient
(
n
k
)
= n!
k!(n−k)! . Here we assume C(n, k) = 0 if 0  n < k or k  0 <
n.
We will make use of the following well known identities involving binomial coef-
ficients, see, e.g., [11,7].
Properties 2.1. Let n,m be integers and k, l, p be nonnegative integers. Then
(a) C(n, k) = C(n− 1, k)+ C(n− 1, k − 1).
(b) C(n, n− k) = C(n, k) = n
k
C(n− 1, k − 1), k /= 0.
(c) C(n, k)C(k, l) = C(n, l)C(n− l, k − l).
(d) C(m+ n, k) =∑kj=0 C(m, j)C(n, k − j).
(e) ∑j0(−1)jC(p, j)C(l − j, k) = C(l − p, l − k).
(f) C(−l, k) = (−1)kC(l + k − 1, k).
First we give two lemmas with combinatorial formulas that we will need in the
proof of our main results.
Lemma 2.2. If C2k denotes the Catalan numbers C2k = 1k+1C(2k, k), then for all
k  1 we have
(a)
k∑
j=1
C2k−2jC2j−2 = C2k.
(b)
k∑
j=1
jC2k−2jC2j−2 = (k+1)2 C2k.
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Proof. The identity (a) can be found in [7]. We check here the identity (b):
k∑
j=1
jC2k−2jC2j−2 =
k∑
j=1
−(k+1−j)C2k−2jC2j−2+(k + 1)
k∑
j=1
C2k−2jC2j−2
= −
k∑
t=1
tC2t−2jC2k−2t + (k + 1)C2k,
where we have made the change t = k + 1 − j and applied identity (a). From this
the result follows. 
Lemma 2.3. Let r  2 be a positive integer and s(r) denotes the integer part of
r/2.
(a) For all integer k, 2  k  s(r + 1), we have
k−1∑
i=0
(−1)i
r + 1−i C(r + 1−i, i)C(2(k−i)−1, k − i) =
(−1)k−1
r + 1 C(r − k, k − 1).
(b) For all integer k, s(r + 1) < k  r, we have
s(r+1)∑
i=0
(−1)i
r + 1 − i C(r + 1 − i, i)C(2(k − i)− 1, k − i) = 0.
Proof. (a) Denote
 =
k−1∑
i=0
(−1)i
r + 1 − i C(r + 1 − i, i)C(2(k − i)− 1, k − i).
By applying Properties 2.1 as it is pointed out, we get the following identities:

(b),(d)=
k−1∑
i=0
{
(−1)i
r + 1 − i C(r + 1 − i, r + 1 − 2i)
×
k−i∑
j=0
C(r + 1 − 2i, k − i − j)C(−r − 2 + 2k, j)

(b),(c)=
k−1∑
i=0
k−i∑
j=0
{
(−1)i
r + 1 − i C(r + 1 − i, k − i − j)
× C(r + 1 − k + j, i)C(−r − 2 + 2k, j)}
(b)=
k∑
j=0
{
1
r + 1 − k + j C(−r − 2 + 2k, j)
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×
k−j∑
i=0
(−1)iC(r − i, r − k + j)C(r + 1 − k + j, i)

− (−1)
k
r + 1 − kC(r + 1 − k, k)
(e)=
k−1∑
j=0
1
r + 1 − k + j C(−r − 2 + 2k, j)C(k − j − 1, k − j)
+ 1
r + 1C(−r − 2 + 2k, k)C(−1, 0)−
(−1)k
r + 1 − kC(r + 1 − k, k)
(b),(f)= (−1)kC(r + 1 − k, k)
(
1
r + 1 −
1
r + 1 − k
)
= (−1)
k−1
r + 1 C(r − k, k − 1).
(b) It can be proved following similar steps. 
3. The Drazin inverse of the matrix F
We first examine the Drazin inverse of the block matrix F =
(
I I
N 0
)
, where N
is a r-nilpotent matrix, i.e., Nr = 0. In order to do this, we give the next result which
shows a representation for the powers of F .
Proposition 3.1. Let F =
(
I I
N 0
)
where N ∈ Cd×d is r-nilpotent, then for all
l = 2, 3, . . . , we have
F l =
(
U1(l) U2(l)
U2(l)N U1(l)− U2(l)
)
,

U1(l) =
s(l)∑
i=0
C(l − i, i)Ni,
U2(l) =
s(l)∑
i=0
C(l − 1 − i, i)Ni,
(3.1)
where s(l) is the integer part of l2 .
Remark that U2(l) = U1(l − 1) =∑s(l−1)i=0 C(l − 1 − i, i)Ni because if l is even
we have C(l − 1 − s(l), s(l)) = 0, otherwise s(l) = s(l − 1).
Proof. We prove it by induction. For l = 2 it can be easily checked. Assume that
(3.1) is satisfied for l and we will check it for l + 1. We have
F l+1 =
(
U1(l) U2(l)
U2(l)N U1(l)− U2(l)
)(
I I
N 0
)
=
(
U1(l)+ U2(l)N U1(l)
U1(l)N U2(l)N
)
.
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Now, we compute the (1, 1)-block of F l+1
U1(l)+ U2(l)N =
s(l)∑
i=0
C(l − i, i)Ni +
s(l)∑
i=0
C(l − 1 − i, i)Ni+1
= I +
s(l)+1∑
i=1
(C(l − i, i)+ C(l − i, i − 1))Ni
(∗)=
s(l)+1∑
i=0
C(l + 1 − i, i)Ni
=
s(l+1)∑
i=0
C(l + 1 − i, i)Ni = U1(l + 1).
In the equality (∗) we have applied Properties 2.1(a) of the binomial coefficients.
For the (1, 2)-block of F l+1, as we have remarked before, it is satisfied that
U1(l) = U2(l + 1). The identities for (2, 1)-block and (2, 2)-block are clear. So, the
formula (3.1) is proved. 
The next theorem provides expressions for FD and (FD)2.
Theorem 3.2. Let F =
(
I I
N 0
)
where N ∈ Cd×d is nilpotent of index r, then
FD =
(
X1 X2
X2N X1 −X2
)
,

X1 =
r−1∑
j=0
(−1)jC(2j, j)Nj ,
X2 =
r−1∑
j=0
(−1)jC(2j + 1, j)Nj
(3.2)
and
(FD)2 =
(
Z1 Z2
Z2N Z1 − Z2
)
,

Z1 =
r−1∑
j=0
(−1)jC(2j + 1, j)Nj ,
Z2 =
r−1∑
j=0
(−1)jC(2j + 2, j)Nj .
(3.3)
Proof. Let FD =
(
X1 X2
X2N X1 −X2
)
be defined as in (3.2). We will prove that the
above matrix verifies the conditions of the Drazin inverse given in (1.2).
We easily see that FDF = FFD.
In order to prove that FDFFD = FD, first we will verified the expression (3.3)
for (FD)2:
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(FD)2 =
(
X1 X2
X2N X1 −X2
)2
=
(
X21 +X22N 2X1X2 −X22
(2X1X2 −X22)N X21 +X22N − (2X1X2 −X22)
)
.
We denote Z1 = X21 +X22N and Z2 = 2X1X2 −X22. We observe that the (2, 1)-
block in the above matrix is Z2N and the (2, 2)-block is Z1 − Z2, so it is enough to
compute Z1 and Z2.
Z1 =
(
r−1∑
i=0
(−1)iC(2i, i)Ni
)r−1∑
j=0
(−1)jC(2j, j)Nj

+
(
r−1∑
i=0
(−1)iC(2i + 1, i)Ni
)r−1∑
j=0
(−1)jC(2j + 1, j)Nj+1

:=
r−1∑
i=0
(−1)iC(2i, i)Ni + ,
where  is as follows:

(1)=
(
r−1∑
i=0
(−1)i(2C(2i, i)− C(2i + 1, i))Ni
)
×
r−1∑
j=1
(−1)jC(2j − 1, j − 1)Nj

(2)=
r−1∑
k=1
(−1)k
 k∑
j=1
1
k − j + 1C(2k − 2j, k − j)C(2j − 1, j − 1)
Nk
(3)=
r−1∑
k=1
(−1)k
 k∑
j=1
(2j − 1)C2k−2jC2j−2
Nk
(4)=
r−1∑
k=1
(−1)k((k + 1)− 1)C2kNk.
We have applied the Properties 2.1(b) in the equality pointed out with (1). In (2) we
have rearranged terms to get the coefficient of Nk with k = i + j . After in (3) we
write the expression in terms of the Catalan numbers. Finally in (4) we have applied
Lemma 2.2, properties (a) and (b).
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Then the coefficient ck of Nk in Z1 is
ck = (−1)k(C(2k, k)+ kC2k) = (−1)kC(2k + 1, k), k = 0, 1, 2 . . .
Now, in a similar way, we compute the (1, 2)-block of (FD)2 as follows:
Z2 =
(
r−1∑
i=0
(−1)i(2C(2i, i)− C(2i + 1, i))Ni
)r−1∑
j=0
(−1)jC(2j + 1, j)Nj

=
(
r−1∑
i=0
(−1)i
i + 1 C(2i, i)N
i
)r−1∑
j=0
(−1)jC(2j + 1, j)Nj

=
r−1∑
k=0
(−1)k
 k∑
j=0
1
k − j + 1C(2k − 2j, k − j)C(2j + 1, j)
Nk
=
r−1∑
k=0
(−1)k
 k∑
j=0
(2(j + 1)− 1)C2(k+1)−2(j+1)C2j
Nk
=
r−1∑
k=0
(−1)k(k + 1)C2k+2Nk =
r−1∑
k=0
(−1)kC(2k + 2, k)Nk.
Thus, we have checked the formula (3.3) for (FD)2.
Now, using the above result, we can write
(FD)2F =
(
Z1 Z2
Z2N Z1 − Z2
)(
I I
N 0
)
=
(
Z1 + Z2N Z1
Z1N Z2N
)
.
Since
Z1 + Z2N =
r−1∑
k=0
(−1)kC(2k + 1, k)Nk +
r−1∑
k=0
(−1)kC(2k + 2, k)Nk+1
=
r−1∑
k=0
(−1)k(C(2k + 1, k)− C(2k, k − 1))Nk
=
r−1∑
k=0
(−1)kC(2k, k)Nk = X1,
Z1 =
r−1∑
k=0
(−1)kC(2k + 1, k)Nk = X2,
we conclude that (FD)2F = FD.
Finally, we prove that F r+1FD = F r . By Proposition 3.1 the matrix F r+1 can be
written as
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F r+1 =
(
U1(r + 1) U2(r + 1)
U2(r + 1)N U1(r + 1)− U2(r + 1)
)
,
where U1(r + 1) and U2(r + 1) are given by (3.1) and s(r + 1) is the integer part of
(r + 1)/2. Now, we compute
F r+1FD =
(
U1(r + 1) U2(r + 1)
U2(r + 1)N U1(r + 1)− U2(r + 1)
)(
X1 X2
X2N X1 −X2
)
:=
(
R T
TN R − T
)
,
where{
R = U1(r + 1)X1 + U2(r + 1)X2N,
T = U2(r + 1)X1 + (U1(r + 1)− U2(r + 1))X2.
Applying Properties 2.1, which we will specify over the sign of equal, we get the
following identities:
R =
s(r+1)∑
i=0
C(r + 1 − i, i)Ni
r−1∑
j=0
(−1)jC(2j, j)Nj

+
s(r+1)∑
i=0
C(r − i, i)Ni
r−1∑
j=0
(−1)jC(2j + 1, j)Nj+1

(a)=
s(r+1)∑
i=0
C(r − i, i)Ni
r−1∑
j=1
(−1)j (C(2j, j)− C(2j − 1, j − 1))Nj

+
s(r+1)∑
i=0
C(r − i, i)Ni
+
s(r+1)∑
i=1
C(r − i, i − 1)Ni
r−1∑
j=0
(−1)jC(2j, j)Nj

(a),(b)=
s(r+1)∑
i=0
r−1∑
j=1
(−1)j
(
r + 1 − 2i
r + 1 − i +
2i
r + 1 − i
)
×C(r + 1 − i, i)C(2j − 1, j)Ni+j
+
s(r+1)∑
i=1
C(r − i, i − 1)Ni +
s(r+1)∑
i=0
C(r − i, i)Ni.
Observe that if r is odd then C(r − s(r + 1), s(r + 1)) = 0 otherwise s(r) = s(r +
1). Then the last sum in the above equality is U1(r), the (1,1)-block of the matrix F r .
So we need to prove that the others terms are equal to zero. We analyze the coefficient
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ak of Nk (k = i + j ) in the expression for R − U1(r). Clearly a0 = a1 = 0. For
2  k  s(r + 1) we have
ak = (−1)k(r + 1)
(
k−1∑
i=0
(−1)i
r + 1 − i C(r + 1 − i, i)C(2k − 2i − 1, k − i)
)
+C(r − k, k − 1)
and for s(r + 1) < k  r − 1 we have
ak = (r + 1)(−1)k
s(r+1)∑
i=0
(−1)i
r + 1 − i C(r + 1 − i, i)C(2(k − i)− 1, k − i).
By applying Lemma 2.3(a) and (b), respectively, we conclude that ak = 0 for k  2.
Now, we compute the block T :
T =
s(r+1)∑
i=0
C(r − i, i)Ni
r−1∑
j=0
(−1)jC(2j, j)Nj

+
s(r+1)∑
i=0
(C(r+1−i, i)− C(r−i, i)) Ni
r−1∑
j=0
(−1)jC(2j+1, j)Nj

(a)=
s(r)∑
i=0
C(r − i, i)Ni +
s(r)∑
i=0
C(r − i, i)Ni
r−1∑
j=1
(−1)jC(2j, j)Nj

+
s(r+1)∑
i=1
C(r − i, i − 1)Ni
r−1∑
j=1
(−1)j−1C(2j − 1, j − 1))Nj−1

(b)=
s(r)∑
i=0
C(r − 1 − i, i)Ni +
s(r)∑
i=1
C(r − 1 − i, i − 1)Ni
+
s(r)∑
i=0
r−1∑
j=1
(−1)j (2C(r − i, i)− C(r − 1 − i, i))C(2j − 1, j − 1)Ni+j
=U2(r)+
s(r)∑
i=1
C(r − 1 − i, i − 1)Ni
+
s(r)∑
i=0
r−1∑
j=1
(−1)j r
r − i C(r − i, i)C(2j − 1, j − 1)N
i+j .
From the above expression we get the coefficients bk of Nk in T − U2(r). Clearly
b0 = b1 = 0.
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For 2  k  s(r),
bk =C(r − 1 − k, k − 1)
+ r(−1)k
(
k−1∑
i=0
(−1)i
r − i C(r − i, i)C(2k − 2i − 1, k − i)
)
and for s(r) < k  r − 1,
bk = r(−1)k
s(r)∑
i=0
(−1)i
r − i C(r − i, i)C(2k − 2i − 1, k − i)
 .
By applying Lemma 2.3(a) and (b) conveniently for the integer r − 1 it follows
that bk = 0 for k  2. Therefore we conclude that T = U2(r) and thus the theorem
is proved. 
Now, we consider the general case F =
(
I I
E 0
)
where E is any square matrix.
Throughout our development, we will be concerned with the above matrices. How-
ever, the results we obtain will have an analogue for matrices
(
0 E
I I
)
.
The core-nilpotent decomposition of E together with the Theorem 3.2 are the key
results which allow us to derive an expression for the Drazin inverse of F .
Theorem 3.3. Let F =
(
I I
E 0
)
where E ∈ Cd×d , ind(E) = r, then
(a) FD =
(
Y1Eπ ED + Y2Eπ
EDE + Y2EEπ −ED + (Y1 − Y2)Eπ
)
,
where
Y1 =
r−1∑
j=0
(−1)jC(2j, j)Ej ,
Y2 =
r−1∑
j=0
(−1)jC(2j + 1, j)Ej .
(3.4)
(b) (FD)2 =
(
ED +W1Eπ −(ED)2 +W2Eπ
−ED +W2EEπ ED + (ED)2 + (W1 −W2)Eπ
)
,
where
W1 =
r−1∑
j=0
(−1)jC(2j + 1, j)Ej ,
W2 =
r−1∑
j=0
(−1)jC(2j + 2, j)Ej .
(3.5)
264 N. Castro-Gonza´lez, E. Dopazo / Linear Algebra and its Applications 400 (2005) 253–269
Proof. By (1.3), E = P
(
E1 0
0 E2
)
P−1 where E1 ∈ Ct×t is nonsingular and E2
is nilpotent of index r . Define E˜ =
(
E1 0
0 E2
)
and F˜ =
(
Id Id
E˜ 0
)
. Then we can
write F˜ in the block form
F˜ =

It 0 It 0
0 Id−t 0 Id−t
E1 0 0 0
0 E2 0 0
 .
Now we rearrange the blocks to get
QF˜Q−1 =

It It 0 0
E1 0 0 0
0 0 Id−t Id−t
0 0 E2 0
 with Q =

It 0 0 0
0 0 It 0
0 Id−t 0 0
0 0 0 Id−t
.
In order to obtain the Drazin inverse of QF˜Q−1, we observe that the first 2 × 2
diagonal block is nonsingular and we apply Theorem 3.2(a) to compute the Drazin
inverse of the second 2 × 2 diagonal block,
(QF˜Q−1)D = QF˜DQ−1 =

0 E−11 0 0
It −E−11 0 0
0 0 X1 X2
0 0 X2E2 X1 −X2
 , (3.6)
where
X1 =
r−1∑
j=0
(−1)jC(2j, j)Ej2 and X2 =
r−1∑
j=0
(−1)jC(2j + 1, j)Ej2 .
Thus,
F˜D = Q−1(QF˜Q−1)DQ =

0 0 E−11 0
0 X1 0 X2
It 0 −E−11 0
0 X2E2 0 X1 −X2
 .
Clearly, the first 2 × 2 lower block matrix is the product of the matrix E˜ by the
second upper block matrix and the second 2 × 2 lower block matrix is the difference
of the two upper block matrices. Since FD =
(
P 0
0 P
)
F˜D
(
P−1 0
0 P−1
)
, we get
its representation given in (a) observing the following identities for the 2 × 2 upper
blocks:
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P
(
0 0
0 X1
)
P−1 =
r−1∑
j=0
(−1)jC(2j, j)P
(
0 0
0 Ej2
)
P−1
=
r−1∑
j=0
(−1)jC(2j, j)Ej (I − EED),
P
(
E−11 0
0 X2
)
P−1 = P
(
E−11 0
0 0
)
P−1
+
r−1∑
j=0
(−1)jC(2j + 1, j)P
(
0 0
0 Ej2
)
P−1
=ED +
r−1∑
j=0
(−1)jC(2j + 1, j)Ej (I − EED).
To prove (b), first we will obtain Q(F˜D)2Q−1 using the block form given in (3.6)
and applying Theorem 3.2(b) to compute the square of the Drazin inverse of the
second 2 × 2 diagonal block,
Q(F˜D)2Q−1 =

E−11 −E−21 0 0
−E−11 E−11 + E−21 0 0
0 0 Z1 Z2
0 0 Z2E2 Z1 − Z2

where
Z1 =
r−1∑
j=0
(−1)jC(2j + 1, j)Ej2 and Z2 =
r−1∑
j=0
(−1)jC(2j + 2, j)Ej2 .
Then
(F˜D)2 =

E−11 0 −E−21 0
0 Z1 0 Z2
−E−11 0 E−11 + E−21 0
0 Z2E2 0 Z1 − Z2
 .
Since (FD)2 =
(
P 0
0 P
)
(F˜D)2
(
P−1 0
0 P−1
)
, we get easily its representation
given in (b) rewriting the 2 × 2 blocks in terms of E. 
Here we specialize Theorem 3.3 for the case when the Drazin inverse reduces to
the group inverse.
Corollary 3.4. Let F =
(
I I
E 0
)
where E ∈ Cd×d verifies ind(E) = 1, then
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(a) F  =
(
Eπ E + Eπ
I − Eπ −E
)
.
(b) (F )2 =
(
E + Eπ −(E)2 + Eπ
−E E + (E)2
)
.
4. The Drazin inverse of the block matrixM
In this sectionM =
(
A B
C 0
)
whereA ∈ Cd×d ,B ∈ Cd×(n−d) andC ∈ C(n−d)×d .
Next, we will obtain the block expression of the Drazin inverse of M in terms of the
Drazin inverse of the square matrices A and BC, under some conditions.
Theorem 4.1. Let M =
(
A B
C 0
)
be such that CADA = C and ADBC = BCAD
then
MD =
(
(1 + ADBC2)(BC)πA ((BC)D + 1(BC)π)B
C
(
(BC)D + 1(BC)π
)
C
(−A((BC)D)2 + 2(BC)π )B
)
,
where
1 =
r−1∑
j=0
C(2j, j)(AD)2j+2(BC)j ,
2 =
r−1∑
j=0
C(2j + 1, j)(AD)2j+3(BC)j
with r = ind((AD)2BC).
Proof. Consider the matrices S =
(
I I
CAD 0
)
and T =
(
A 0
0 B
)
. SinceCADA =
C, we have M = ST . Thus, by formula (1.4),
MD = (ST )D = S((T S)D)2T .
Using ADBC = BCAD we can write
T S =
(
A 0
0 B
)(
I I
CAD 0
)
=
(
A A
BCAD 0
)
=
(
A 0
0 A
)(
I I
(AD)2BC 0
)
.
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We observe that the matrices involved in the last matrix product commute, then
((T S)D)2 =
(
(AD)2 0
0 (AD)2
)((
I I
(AD)2BC 0
)D)2
:=
(
1 2
(AD)2BC2 1 − 2
)
.
The above matrix structure is derived from Theorem 3.3(b), which also provides us
the expressions for the blocks 1 and 2. Since, ((AD)2BC)D = A3AD(BC)D =
A2(BC)D and ((AD)2BC)π = I − ADA(BC)DBC = (BC)π , we obtain
1 = (AD)2
(
A2(BC)D +W1(BC)π
)
= (BC)D + (AD)2W1(BC)π ,
2 = (AD)2
(
−A4((BC)D)2 +W2(BC)π
)
=−A2((BC)D)2 + (AD)2W2(BC)π),
where, W1, W2 are defined as in (3.3):
W1 =
r−1∑
j=0
(−1)jC(2j + 1, j)(AD)2j (BC)j ,
W2 =
r−1∑
j=0
(−1)jC(2j + 2, j)(AD)2j (BC)j
with r = ind((AD)2BC)  max{ind((AD)2), ind(BC)}  max{1, ind(BC)}. Now,
MD =
(
I I
CAD 0
)(
1 2
(AD)2BC2 1 − 2
)(
A 0
0 B
)
=
(
1A+ (AD)2BC2A 1B
CAD1A CAD2B
)
.
Finally,
1A+ (AD)2BC2A = (AD)2
(
W1 + (AD)2BCW2
)
(BC)πA,
1B =
(
(BC)D + (AD)2W1(BC)π
)
B,
CAD1A = C
(
(BC)D + (AD)2W1(BC)π
)
,
CAD2B = C
(
−A((BC)D)2 + (AD)3W2(BC)π
)
B.
This completes the proof. 
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Remark 4.2. From the formula given in Theorem 4.1, we can obtain the Drazin
inverse of M =
(
A B
C 0
)
replacing the condition CADA = C by the less restrictive
one BC(I − ADA) = 0.
In this case, we consider P =
(
A B
CADA 0
)
and Q =
(
0 0
C(I − ADA) 0
)
.
Then M = P +Q. Since BC(I − ADA) = 0 we have PQ = 0. We also observe
that Q2 = 0. Hence, applying [8, Corallary 2.1(ii)] we have MD = PD +Q(PD)2.
Finally, using our formula for PD and computing the above expression for MD the
result is obtained.
Corollary 4.3. Let M =
(
A B
C 0
)
be such that CADA = C then
(a) If A is nilpotent, then
MD =
(
0 (BC)DB
C(BC)D −CA((BC)D)2B
)
.
(b) If BC = 0 then
MD =
(
AD (AD)2B
C(AD)2 C(AD)3B
)
.
(c) If BC is nonsingular and ADBC = BCAD then
MD =
(
0 (BC)−1B
C(BC)−1 −CA(BC)−2B
)
.
(d) If ind(BC) = 1 and ADBC = BCAD then
MD =
(
AD(BC)π
(
(BC) + (AD)2(BC)π )B
C
(
(BC) + (AD)2(BC)π ) C (−A((BC))2 + (AD)3(BC)π )B
)
.
The particular case given in Corollary 4.3(b) can be also obtained from the for-
mula for M =
(
A B
C D
)
given in [5, Theorem 5.3], by considering D = 0. Therein
the assumptions BC = BD = DC = 0 were considered. Notice that applying Re-
mark 4.2, the hypothesis CADA = C can be removed in Corollary 4.3(b).
The following corollary gives an expression of the Drazin inverse of M when A,
B and C are square, in terms of the individual blocks under some conditions.
Corollary 4.4. LetM =
(
A B
C 0
)
withA,B,C ∈ Cd×d be such thatCADA = C,
ADBC = BCAD and BC = CB then
MD =
( (
˜1 + ˜2ADBC
)
A
(
CDBD + ˜1
)
B
C
(
CDBD + ˜1
)
C
(−A(CD)2(BD)2 + ˜2))B
)
,
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where
˜1 = (Cπ + (I − Cπ)Bπ)1 = 1(Bπ + Cπ(I − Bπ)),
˜2 = (Cπ + (I − Cπ)Bπ)2 = 2(Bπ + Cπ(I − Bπ))
with
1 =
r−1∑
j=0
C(2j, j)(AD)2j+2BjCj , 2 =
r−1∑
j=0
C(2j + 1, j)(AD)2j+3BjCj
and r = ind((AD)2BC)  max {1, ind(B), ind(C)} .
Moreover if ind(B) = ind(C) = 1 then
MD =
( (
(AD)2
)
(Bπ + Cπ(I − Bπ))A CD(I − Bπ)+ (AD)2CπB
(I − Cπ)BD + CBπ(AD)2 −CA(CD)2BD + CBπ(AD)3CπB
)
.
Proof. We apply Theorem 4.1 together with (BC)D = BDCD = CDBD and
(BC)π = Cπ(I − Bπ)+ Bπ = Bπ(I − Cπ)+ Cπ . 
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