Abstract-In this paper, a fast transient testing methodology for predicting the performance parameters of analog circuits is presented. A transient test signal is applied to the circuit under (cut) test and the transient response of the circuit is sampled and analyzed to predict the circuit's performance parameters. An algorithm for generating the optimum transient test signal is presented. The methodology is demonstrated in a production environment using a low-power opamp. Result from production test data showed: 1) a ten times speedup in production testing; 2) accurate prediction of the performance parameters; and (3) a simpler test configuration.
I. INTRODUCTION
T RADITIONALLY, the quality of an analog IC is evaluated by measuring its performance parameters. Slew rate, offset, gain bandwidth, etc. are examples of performance parameters of an opamp. The measured performance parameters are compared with the specification limits to decide if an IC is good or bad. A lower bound on the slew rate, upper bound on offset, etc., are examples of the specifications of an opamp. This testing methodology is referred to as functional testing or specification-based testing. During production, ICs are first subjected to wafer probing, wherein a set of low-frequency functional tests is performed. Good ICs are then packaged and subjected to a final test, comprised of a complete set of functional tests. A sample set of qualified packaged ICs is subjected to stress testing by operating the ICs in an oven at elevated temperatures for a long time. This is to eliminate any "weak" devices that are likely to fail during their early period of operation. Finally, a smaller sample of packaged ICs is retested prior to delivery for quality assurance (QA) purposes. Thus, functional tests are performed repeatedly during the wafer probe, final test, stress test, and quality assurance test. This repeated performance of costly functional tests increases the production test cost of analog and mixed-signal products [1] - [4] . This paper presents a low-cost testing methodology that can replace costly functional testing. These low-cost tests are referred to as alternate tests in this paper. Experiments performed on a low-power operational amplifier test vehicle in a production environment showed that up to an order of magnitude reduction in production test time can be achieved with the proposed testing methodology. In the recent past, there has been a lot of research work in low-cost alternate testing of analog and mixed-signal circuits. Below, a brief overview of the previous research is given.
A. Previous Research
In [5] - [8] , researchers proposed that the performance parameters have a high correlation between them and hence many functional tests can be eliminated from the test plan without affecting the overall test quality. During production testing, not only the number of functional tests, but also the order in which they are performed, affect the overall testing time. Hence, in [9] and [10] , a further reduction in the average production testing time is achieved by appropriately ordering the functional tests. Although these techniques [5] - [10] helped to reduce the production testing time by eliminating many functional tests and by ordering them in an appropriate manner, they used costly functional tests for fault detection.
Motivated by the popularity of fault-based testing in the production testing of digital circuits, many researchers tried replacing the functional tests with simple fault-based alternate tests in the analog and mixed-signal domain. In fault-based testing, a list of physically realistic faults are derived from process information, defect statistics, and circuit layout [11] . Tests are then developed to distinguish these faulty circuits from the fault-free circuit. Depending on the nature of the test signal and the way in which the circuit response is analyzed, fault-based testing can be classified into three categories.
1) Static DC Testing:
In the dc testing, a dc voltage or current is applied to the CUT and the dc response of the circuit is monitored to detect faults in the CUT [12] - [15] . Although dc tests can detect catastrophic faults effectively, they cannot detect parametric failures effectively.
2) Steady State Frequency Domain Testing: In the frequency domain testing, a sinusoidal signal of a certain frequency is applied to the CUT and the steady state response of the CUT is monitored for fault detection [16] - [24] . Although steady state ac tests can detect parametric faults effectively, applying many sinusoidal signals and studying the steady state response of the CUTs is time consuming.
3) Time Domain Transient Testing: In the time domain testing, a transient signal like a multitone signal or a piece-wise linear (PWL) is applied to the CUT using an arbitrary waveform generator (AWG) and the transient response of the CUT is sampled and analyzed for fault detection [25] - [30] .
In the fault-based test generation methods described above [12] - [30] , test generation problem is formulated as an optimization problem where the goal is to maximize the difference between fault-free and faulty circuit responses. The optimization problem is solved in a computer-aided framework to determine the best input stimulus. The CUT is excited with this input stimulus and its response is compared with a threshold for detecting faults. The chief drawback of these methods is that they do not correlate the alternate test measurements with the performance parameters. Hence it is not possible to compare and contrast the quality of these alternate tests with that of the functional tests.
In an attempt to overcome this drawback, many researchers linked the alternate test thresholds directly with the circuit specifications such that if a circuit passes the alternate tests it is guaranteed that it meets all the specifications. In [1] and [31] , a set of dc and low-frequency test measurements were used to check for circuit specifications. In [32] , white noise was used as an alternate test signal to test linear time invariant (LTI) analog circuits. In [33] , a test generation problem was formulated as a problem of deriving hyperplanes and the coefficients of the derived hyperplane were used as test patterns for LTI circuits. In [34] , sensitivity-based approximations were used to derive alternate tests for linear analog circuits. In all the methods described above [1] , [31] - [34] , test decisions were made by looking at a linear combination of the test measurements. A linear combination of test measurements define a hyperplane in an dimensional space. These hyperplanes are derived such that all the circuits satisfying a particular specification is on one side of the hyperplane and all the circuits that violate the specification is on the other side of the hyperplane in this space. A CUT is declared as faulty or fault-free depending on which side of the hyperplane the alternate test measurements lie.
B. Contributions of the Proposed Approach
Although the testing methods in [1] and [31] - [34] can check if a circuit satisfies the specifications or not, these tests cannot be used to get any information about the performance parameters of the circuit. The test engineer has to decide about the quality of the product by looking at an abstract quantity such as a linear combination of the test measurements [1] , [31] - [34] . In the proposed testing method, the performance parameters of the CUT is predicted from the transient response of the CUT. This is of great advantage during production as the performance parameter values provide physically interpretable information about the quality of the product. This helps in making a confident decision about the quality of the CUT by comparing the calculated performance parameters against the specification bounds. Moreover, all the performance parameters of the CUT are calculated from fast transient tests leading to a considerable reduction in production testing time. The testing methodology presented here is applicable to general nonlinear analog circuits and mixed-signal circuits. The proposed testing method consists of the following steps.
1) A PWL transient test stimulus is generated in a computer-aided framework such that the chances of misclassifying a circuit during testing are minimized. Many researchers have used PWL test stimulus for detecting faults in analog circuits [28] - [30] , [34] . However, the objective in all these methods was to maximize the difference between the response of the fault-free and faulty circuits in a fault list. The objective of the testing technique presented here is to detect circuits that fail the specifications without actually performing the specification tests. In such a scenario, circuits with performance parameters close to specification boundary are most prone to get misclassified. Hence, maximizing the difference between the response of the fault-free and faulty circuits in a arbitrary fault list does not help. Hence, the test generator presented in this paper specifically targets circuits close to the specification limits.
2) The mathematical relationships between the transient response of the circuit and the performance parameters are derived using statistical techniques and stored in the tester computer.
3) The alternate transient test is performed on the CUT and the performance parameters of the CUT are predicted from the transient test measurements using the relationships stored in the tester computer. 4) A pass/fail decision is made based on the predicted performance parameters of the CUT. The test generation algorithm given in this paper can generate PWL test waveforms to excite only one input of the CUT. To accurately predict the performance parameters of an IC it might be necessary to excite more than one input of the IC using PWL transient waveforms. For example, to predict the common mode rejection ratio (CMRR) of an opamp, it is necessary to excite both the positive and negative input terminals of the opamp. If a PWL waveform is applied at one terminal with the other terminal at a fixed potential, the transient response will not contain the information necessary to predict the CMRR. However, generating PWL test stimulus for all the inputs of a CUT can be computationally expensive. Hence, such performance parameters are predicted by exciting the IC using the PWL stimuli generated using designer input.
Five performance parameters of a low-power operational amplifier from National Semiconductor Corporation (NSC) were predicted accurately using the PWL waveform generated by the proposed test generation algorithm. To predict the remaining performance parameters, four PWL waveforms were designed using the designer's recommendations. The test stimuli were generated by the AWG of an Eagle mixed-signal tester, ETS-500D and applied to 587 ICs. The transient response of the circuits was sampled and analyzed for predicting the performance parameters. The key outcomes of this experiment were: 1) a ten times speed up in production testing; 2) simpler test configuration; 3) accurate prediction of the performance parameters; and 4) accurate classification of all the 587 ICs.
The remainder of this paper is organized as follows. In the next section, a multivariate parametric fault modeling methodology that forms the basis of the alternate testing technique, is discussed. In Section III a methodology for postprocessing the transient test measurements to extract the information about the performance parameters of the CUTs is discussed. In Section IV, the test generation method is discussed in detail. In Section V, the results from the experiments with the operational amplifier test vehicle are discussed. Finally, Section VI concludes the paper, with directions of future research.
II. MULTIVARIATE PARAMETRIC FAULT MODELING
In this section, a multivariate parametric fault modeling methodology is described. The alternate testing technique presented in this paper is developed from the theoretical framework of this fault modeling methodology.
The performance of an analog circuit is determined by a set of associated circuit parameters. Gate oxide thickness of transistors, threshold voltages of NMOS and PMOS transistors, value of a lumped resistance, etc., are examples of circuit parameters. These circuit parameters can be denoted as in (1) where is the total number of circuit parameters which affect the circuit performance. A circuit with circuit parameters can be represented by a point in the dimensional circuit parameter space
A two-dimensional (2-D) circuit parameter space with two circuits, C1 and C2, is shown in Fig. 1 . In the figure, C1 is the nominal fault free circuit and C2 is a circuit with parametric deviations in the circuit parameters and .
The quality of an analog circuit is evaluated by measuring various performance parameters which reflect its transient, frequency, and dc performance capabilities. Slew rate, gain bandwidth, etc. are examples of performance parameters of an opamp. These performance parameters are denoted as in (2) where is the total number of performance parameters (2) A circuit in the circuit parameter space can be mapped to a point in the performance parameter space using a set of mapping functions. These mapping functions are denoted as in (3) and are defined by the relation given in (4)
The performance parameters of a circuit have to satisfy certain specifications which are given by lower and/or upper bounds on the performance parameters. Specifications with a single bound are known as single-ended specifications and those with both upper and lower bounds are known as double-ended specifications.
Note that a double-ended specification can be decomposed to two single-ended specifications. Let denote the number of performance parameters with single-ended specifications and denote the number of performance parameters with double-ended specifications, such that . The total number of single-ended specifications after decomposing all the double-ended specifications is given by (5) (5) The lower or upper bound of the th single-ended specification is denoted as . Following the notation in [35] , the th single ended specification (on the performance parameter ) defines a region in the -dimensional performance parameter space containing all the performance parameter values satisfying (6) . In (6), different subscripts are used for performance parameter and specification bound , since a performance parameter can have more than one bound. Performance parameter sets satisfying all the single-ended specifications form the acceptance region in the performance parameter space defined by (7)
Circuits with performance parameters lying in are classified as fault-free or good circuits. Circuits with performance parameters lying outside are faulty or bad circuits. Since the circuit and performance parameter spaces are related by the mappings given in (4), the acceptance region in the performance parameter space is implicitly related to the acceptance region in the circuit parameter space as defined by (8) and (9) (8)
Fig. 2 shows 2-D circuit parameter and performance parameter spaces with a nominal fault-free circuit C1 and a circuit C2 with parametric fault. Functions map the two circuits from the circuit parameter space to the performance parameter space. Since these mappings are not generally available in closed form, they are evaluated using numerical circuit simulation. Performance parameters s1 and s2 have double-ended specifications on them (
) and these specifications can be decomposed into four ( ) single-ended specifications ( , , and ). Circuit C2 lies outside the acceptance region in the performance parameter space and is a faulty circuit. Boundaries of the acceptance region in the performance parameter space are mapped back into the circuit parameter space to get the acceptance region in the circuit parameter space . The two acceptance regions are shown as shaded areas in the figure.
Alternate test measurements are certain easy-to-perform (vis. a. vis. measuring the performance parameters) measurements by which the CUT can be classified as good or bad. Assuming there are alternate test measurements, they can be represented as in (10) (10) A circuit in the -dimensional circuit parameter space can be mapped to a point in the -dimensional measurement space using mapping functions denoted as in (11) and defined by the relation in (12) (11) (12) Every circuit within the acceptance region in the circuit parameter space can be mapped into the measurement space using the mappings given in 12 to give an acceptance region in the measurement space defined by (13) and (14) (13)
Fig . 3 shows a 2-D measurement space along with the circuit parameter space and the performance parameter space. The acceptance region in all three spaces is shown as shaded areas. Mapping from the circuit parameter space to the measurement space is usually done through numerical circuit simulation.
Test criteria are certain conditions on the alternate test measurements based on which a circuit is classified as faulty or fault-free during alternate testing. Assuming there are test criteria on the alternate test measurements , they can be represented as in (15), where are certain specified bounds or (15) Each of the test criterion defines a region in the measurement space defined by (16) .The region in the measurement space that satisfies all the test criteria is defined by (17) (16) (17) In [1] and [31] - [34] , a hyperplane was derived for each of the single-ended specifications ( ) as the test criterion. Four such hyperplanes are shown in Fig. 3 . It can be seen that the acceptance region in the measurements space cannot be accurately bounded with hyperplanes. This leads to a misclassification of circuits during alternate testing using the techniques described in [1] and [31] - [34] III. PREDICTING PERFORMANCE PARAMETERS FROM TRANSIENT RESPONSE Given a set of test measurements, determining the test criteria involves finding the boundaries of the acceptance region in the measurement space. Previous methods [1] , [31] - [34] approximated the boundaries of the acceptance region in the measurement space using hyperplanes. Their methodology is depicted in Fig. 4(a) . For general nonlinear analog circuits the boundaries of the acceptance region in the measurement space could be very complex and simple approximations using hyperplanes could lead to large misclassifications. Our methodology for determining test criteria is shown in Fig. 4(b) . We propose to calculate the performance parameters of the circuit from the transient test measurements. Circuits are then classified by comparing the calculated performance parameters with the specification bounds.
To predict performance parameters from the transient test measurement, it is necessary to determine mapping func-tions relating the measurements to the performance parameters.These mapping functions are denoted as in (18) (18) These functions are to be derived such that for (19) If the postprocessing function satisfies the relation given in (19) , then becomes equal to the performance parameters . As a consequence, the specification bound itself becomes the th test criteria. Using the notation presented in Section II, th test criteria can be defined as in (20) . Note that, in (20) 
Thus we have converted a problem of accurate boundary determination to one of function approximation. The key advantages of this technique are enumerated below. 1) Since tracks the performance parameter values, it is possible to determine directly from whether the CUT meets its specifications. Postprocessed measurements contain much more information about the performance parameters than the measurement themselves.
2) There are robust nonlinear function approximation techniques which can be used to derive mapping functions . These functions can capture highly nonlinear relations between measurements and performance parameters. Below we discuss a multivariate regression technique to derive the mapping functions.
A. Deriving the Functions
The functions and are very complex and are not available in closed form. So it is not possible to directly derive the functions using the condition in (19) . Hence, we resort to function approximation using regression which has a robust framework in the realm of statistics. The technique used for approximating the functional mapping between measurements and performance parameters needs to have the following desirable properties [36] , [37] .
1) It should be able to approximate highly nonlinear functions accurately. 2) It should be able to handle large dimensionality of dependent variables.
3) It should be immune to the problem of overfitting. Multivariate adaptive regression splines (MARS) [38] is a tool which has the above-mentioned desirable properties. Hence we use MARS to derive the postprocessing functions . One can also use neural networks or any other regression strategy to approximate the function . For a detailed description of MARS algorithm refer to [38] . Below we summarize the steps involved in deriving the mapping . 1) Perform both the conventional specification-based tests and the transient tests on an initial set of ICs coming out of the production line. These ICs constitute the training set for building the MARS models relating the transient test measurements and performance parameters. 2) Use the transient test measurement data (as the independent variables) and the performance parameters (as the dependent variables) of the circuits in the training set to find the mapping using the MARS procedure. 3) Store the regression splines in the tester computer for future use. The function derived using MARS will not be able to predict the performance parameters of the CUT accurately. The inaccurate prediction of the performance parameters will lead to misclassification of circuits. Two chief reasons for misclassification are: 1) transient test measurement errors and 2) errors in the approximation for . The chances of misclassification can be minimized by deriving an appropriate transient test stimulus to excite the circuit. In the following section a methodology for deriving PWL transient test stimulus is discussed.
IV. PWL TEST STIMULUS GENERATION FOR MINIMIZING THE CHANCES OF MISCLASSIFICATION
Generating the best PWL test stimulus is an optimization problem. Two components of this optimization problem are: 1) a fitness function for guiding the optimization and 2) an optimization procedure to find the PWL waveform with maximum fitness. In the following section, the fitness function for guiding the optimization is derived. Maximizing this fitness function guarantees that a minimum number of circuits gets misclassified during alternate testing. In Section IV-B, a genetic algorithm-based search procedure is described.
A. Deriving a Fitness Function
Circuits with performance parameters close to the specification boundary are affected severely by the nonidealities in the test procedure and are more prone to the problem of misclassification. This can be explained with the help of Fig. 5 . Fig. 5 shows a 2-D performance parameter space and two specification bounds and . Circuit C1 is a faulty circuit close to the specification boundary and C2 is well within the acceptance region. and represent the performance parameters predicted using . These do not coincide with the actual performance parameters represented by C1 and C2 due to an error in function approximation Also, the circles around and show the inaccuracy in the prediction of the performance parameters due to measurement errors. It can be seen that the circuit C1 has a high probability of getting misclassified while C2 is classified correctly even with an inaccurate and measurement errors. The circuits close to the boundary are henceforth referred to as critical circuits. The fitness function should focus on the critical circuits.
Let be a circuit within the acceptance region close to a circuit at the boundary and let be a circuit outside the acceptance region close to . Let measurements be made on the transient response of both and C . Also let be the th measurement made on and be the th measurement made on . If critical circuits are used, the fitness function driving the search for optimum PWL transient stimulus is given in (21) . Maximizing this fitness function guarantees that the change in the transient response of the circuit due to process variation is maximized for all the circuits close to acceptance boundary (21) To calculate the fitness function for a given PWL test stimulus, it is necessary to have the circuit parameters of a set of critical circuits. The problem of determining the circuit parameters of a set of critical circuits can be stated as follows: Given the circuit parameters, performance parameters, specifications, and the circuit netlist, find a set of circuits (critical-circuits) in the circuit parameter space whose performance parameters are close to the specification bounds. This problem is complicated because the acceptance boundaries are specified in the performance parameter space and the relations between circuit parameters and performance parameters are very complex even for simple analog circuits.
Critical circuits can be generated by randomly selecting circuits in the circuit parameter space and simulating these circuits to see if the performance parameters of these circuits are close to the specification bounds. This method is based on a random search and a set of critical circuits is obtained only after performing a large number of circuit simulations. We employ two techniques to cut down the simulation time for deriving the critical circuits: 1) An iterative directed search is used instead of random search and 2) The relations between the circuit parameters and performance parameters are modeled using MARS [38] to cut down the number of circuit simulations [36] , [37] .
The flow diagram for generating critical circuits using the iterative procedure is shown in Fig. 6 . A set of circuits is generated by uniformly sampling the circuit parameter space and the circuit parameters of these circuits are stored in an matrix . These circuits are then simulated and the performance parameters corresponding to the th single-ended specification are evaluated and stored in an matrix . A MARS model is built with the circuit parameters as the independent variable and the performance parameters as the dependent variable. Using this MARS model, a set of critical circuits corresponding to the th single-ended specification is generated by the procedure GetCircuitsAtBoundary() and these circuits are stored in an matrix . In the procedure GetCircuitsAtBoundary(), critical circuits are generated by binary search. Two circuit instances at either side of the specification bound are used as the initial points for the binary search. Note that during this binary search, performance parameters are evaluated using the MARS model to avoid costly circuit simulation. The newly generated circuits are used by procedure FindError() to calculate the average squared error between the performance parameters predicted by and those obtained through actual simulation. If this error is less than a threshold, is declared accurate near the specification bound and a desired number of critical circuits are generated using. If the error is more than the threshold, the set of circuits are added to the training set for the MARS routine and is rebuilt. Thus, the accuracy of the MARS model is improved by iterating through the inner loop of the procedure. MARS models corresponding to all the single-ended specifications are generated by iterating through the outer loop. The outputs of this procedure are the MARS models relating the circuit performance parameters to the process parameters and a set of critical circuits.
The quality of the fitness function defined in (21) depends on the number of critical circuits in the equation. It is better to use a maximum possible number of critical circuits while evaluating the fitness of a transient stimulus. However, having a greater number of critical circuits will increase the simulation time and the overall test generation time.
B. Genetic Algorithm for Test Generation
Since a large number of voltage levels can be generated by the AWG for each corner point of the PWL test stimulus, the search space for finding the optimum PWL test stimulus is very large. For such problems genetic algorithms have shown the ability to move toward better solutions by selecting possible solutions from a large search space [39] , [40] . Hence, genetic algorithms are used to search for the optimum PWL transient stimulus. An overview of the test generation procedure based on genetic algorithms is shown in Fig. 7 .
Unlike other search procedures where the search is done on the parameters themselves, the genetic algorithm works by coding the parameter set into genetic strings. The parameters of the desired PWL test stimulus, namely maximum voltage swing minimum voltage swing the time between the corner points of the PWL test signal and the maximum testing time , are taken as inputs to the test generation program. These parameters can be controlled appropriately to make sure that the PWL test signal can be accurately generated using the AWG. Each member (chromosome) of the population has genes in them. The th gene of the genetic chromosome is an integer representing the voltage at time point given by (22)
Let the maximum allowed integer value of a gene be and let the th gene have a value , then the PWL transient waveform that has a voltage at the corner point is given by (23) An example of the encoding is shown in Fig. 8 with , , ms, ms. There are ten corner points for this PWL waveform and hence there are ten genes in the genetic chromosomes. The values of the genes ( ) and the shape of the PWL waveform are shown in the figure.
Initially, a population of PWL test stimuli are generated at random and the fitness function of all the members of the population are evaluated through simulation. A set of critical circuits generated by the procedure GenerateCriticalCircuits(), (Fig. 6) is taken as input to the procedure for evaluating the fitness. From these circuits, a set of circuits at either side of the acceptance boundary is generated. These circuits are simulated with the PWL waveforms of the population and the fitness of each of the members is evaluated using (21) . A set of selected members of the population with high fitness values is taken and subjected to crossover. The selection of strings for crossover is biased toward strings having the highest fitness value so that the average fitness of successive populations tends to increase. We used tournament selection for selecting the parents for reproduction. Tournament selection involves picking two strings from the population and selecting the better for reproduction.
The crossover operator takes genes from each of the parent strings and combines them to create child strings. We used the uniform crossover scheme for creating child strings. Fig. 9 shows how uniform crossover is performed to produce the child strings. Each gene of the parent strings is chosen with certain probability and is swapped to yield the two child strings.
After the child strings are created, the genes of the child strings can undergo mutation. For mutation, a gene is selected with a certain probability (mutation probability) and is replaced with a random number within the allowed range. Thus, after selection, crossover, and mutation, the resulting new population undergoes the entire cycle of genetic evolution. With each of the iteration, the average fitness of the members increases and after a large number of iterations the fitness does not improve much. At that point the PWL waveform with highest fitness is selected as the optimum PWL test waveform.
V. EXPERIMENTS WITH A LOW-POWER OPAMP
The testing methodology presented in this paper was experimentally validated in a production environment using a low-power operational amplifier from National Semiconductor Corporation as the test vehicle. To validate the testing methodology, 587 packaged ICs were taken out from the production line. The list of targeted performance parameters and the specifications are listed in Table I . All the performance parameters were measured at 15 V power supply conditions. For sourcing tests (Isc_src) the CUT output was forced to source load current and for the sinking tests (Isc_snk), the CUT output was forced to sink the load current. The derived transient test was applied to all the 587 ICs using an Eagle mixed-signal tester, ETS-500D. The existing test program was using a Teradyne tester and hence conventional specification tests were performed using this Teradyne tester. Results of these experiments are summarized in this section.
A. PWL Test Stimulus Generation
With the help of circuit designers and test engineers, a PWL test stimulus was generated for the test vehicle in a computeraided environment. The following were the steps involved in the transient test generation.
1) The level-2 SPICE netlist of the circuit was obtained from the circuit designer. 2) A set of performance parameters, that are to be replaced with the alternate tests, were selected from the data sheet Table I shows the five performance parameters of the opamp targeted during the alternate testing process.
3) With the help of designers, a set of important circuit parameters for the test vehicle was identified from the circuit's level-2 SPICE netlist. A circuit parameter is said to be important if the selected performance parameters are highly sensitive to the circuit parameters of the CUT. There were 29 important circuit parameters for the test vehicle. 4) An appropriate test configuration for the CUT was decided with the help of circuit designers. Since open-loop configuration of the opamp is highly sensitive to the nonidealities of the test environment, it was decided that the opamp should be connected in a negative feedback configuration. When a unity feedback configuration was used, the circuit response was insensitive to the parametric deviations in the process parameters. Hence, it was decided that the CUT must be connected in a negative feedback configuration with a gain of 10 during transient testing. Fig. 10 shows the final test configuration of the opamp. 5) Since the maximum power supply swing for the test vehicle was 15 V and the feedback gain was 10, it was decided that and for the PWL test stimulus. 6) Using the data sheet of the Eagle tester, ETS-500D, it was decided that the time duration between the corner points of the PWL test stimulus ( ) must be at least 0.1 ms. When a shorter time duration was used, the tester was not able to reproduce the PWL test waveform accurately. Also, a maximum testing time of 4 ms was selected. 7) Circuit netlist, performance parameters, specifications, a list of important circuit parameters, and the parameters of the PWL test waveform were used to generate the optimum PWL test stimulus. The arbitrary waveform generator (AWG) of the Eagle tester ETS-500D was programmed to generated the PWL test stimulus. The PWL test stimulus generated by the tester and the CUT response are shown in Fig. 11 . The transient response of the CUT was sampled 400 times and these 400 transient test measurements were used for fault detection.
B. Deriving
Before using the transient test in production, it is necessary to derive the functions relating the transient test measurements to the five performance parameters. The accuracy of these functions depends on the size of the training set used for deriving them. Residuals of the prediction, , are defined in (24) . Assuming circuits are used for evaluating the accuracy of prediction, is an matrix
The effect of the size of the training set on the accuracy of performance parameter prediction and the CPU time for obtaining the function are summarized in Table II . Training sets of different sizes were used to derive and the residuals of the prediction was calculated for 80 ICs. These 80 ICs selected for validation were different from those in the training set. Table II gives the standard deviation of the residuals for all five performance parameters. It can be seen that the accuracy of prediction improves with the size of the training set. Also, the CPU time for building increases approximately linearly with the size of the training set. However, this is a one-time cost and does not affect the production test time. The best strategy here is to increase the size of the training set until the desired accuracy of prediction is achieved. 
C. Predicting the Performance Parameters
For all the ICs coming out of production line after deriving , conventional specification tests are not performed, only the transient tests are performed. In the experiments with the low-power opamp, a training set of 300 ICs was used to derive . For the remaining 287 ICs the five performance parameters were predicted from the transient test measurements using . Fig. 12 shows the scatter plot of the slew rate with the measured slew rate on the -axis and predicted slew rate on the -axis. A similar analysis for the other four performance parameters is depicted in Figs. 12-16 . From this analysis it can be seen that the performance parameters can be predicted very accurately from the transient test measurements. Thus conventional specification-based tests can be completely eliminated.
D. Predicting the Remaining Performance Parameters
When trying to predict the remaining [(6)- (8)] performance parameters given in Table III , it was found that all four nodes of the opamp should be excited using PWL waveforms to get accurate prediction. Generating the 4-PWL linear waveforms will be computationally very expensive. Hence, the input waveforms were selected based on designer's recommendations. The test configuration for this transient test is shown in Fig. 17 . The input transient test waveforms are shown in Fig. 18 . An AWG is connected to all four inputs of the opamp and PWL test stimuli are applied to all these inputs. The predicted performance parameters are compared with the measured performance parameters in Figs. 19-21 . It can be seen that the performance parameters can be accurately predicted from the transient test measurements. 
E. Test Time Considerations
The total test stimulus application time for the transient test is 13 ms. The average CPU time for predicting all eight performance parameters from the transient test measurement data is 0.4 ms. Thus the total test time without taking the instrument and DUT setup time into account is 13.4 ms. The conventional specification test time for these eight specifications is well above 100 ms. Thus approximately an order of magnitude speedup in production testing can be achieved by the proposed testing method.
VI. CONCLUSION
In digital circuits, customers are satisfied with a 97% fault coverage number. Customers of complex analog device ask for the specifications of the device and it is hard to satisfy them with a fault coverage number. With the increasing device complexity, testing for all these specifications is becoming a major bottleneck in reducing the production cost. This paper proposed fast transient testing as a viable alternative to the costly specification-based testing to bring down the production test cost.
The test methodology proposed in this paper was experimentally validated in a production environment. A low-power operational amplifier from National Semiconductor Corporation was used as the test vehicle. The postprocessed measurement obtained from the transient tests was able to track the performance parameters accurately. The total test time for the transient testing was 13.5 ms and all the ICs were classified correctly with the proposed test methodology. Using the conventional specification-based testing, the overall test time for this device is more than 100 ms. Thus the proposed method provides approximately an order of magnitude speed up in production testing over the existing method. 
