In this study, a classification algorithm based on complex number feature is proposed. Specifically, the SVM framework is reformulated, so each example would be classified in the unitary space. The cost function is redefined by considering the maximum margin of real and imaginary units of the complex number feature at the same time. The cost function is based on the expectation of the hinge loss, and its derivatives can be calculated in closed forms. Using a stochastic gradient descent (SGD) algorithm, this method allows for efficient implementation. For complex number feature, the example uncertainty is modeled by a sample preprocessing method based on within-class Euclidean distance Gaussian distribution sample (DGS). In addition, a complex number feature selection method based on improved hybrid discrimination analysis (HDA) is proposed by considering the correlation between real and imaginary units of complex number feature. The proposed classification algorithm is tested on synthetic data and three publicly available and popular datasets, namely, MNIST, WDBC, and Voc2012. Experimental results verify the effectiveness of the proposed method. The codes are available: https://github.com/luckysomebody/papercode INDEX TERMS Classification algorithm, complex number feature, feature fusion, feature selection, sample uncertainty.
I. INTRODUCTION
In comparison with deep learning methods [1] , [2] , SVM takes advantage of requiring a small amount of training samples [3] . Currently, many scholars continue to improve its baseline and classification accuracy, for example, X. Zhang proposed an improved multiple birth support vector machine [4] , F. Deng combined SVM and error-correcting output coding to create ECOC-SVM [5] , Y. Li proposed an improved SVM based binary tree [6] , Cuckoo search algorithm was used to optimize kernel function and penalty factor of SVM to improve its forecast accuracy [7] , and J. Xi introduced a Markov resampling based ISVM (MR-ISVM), to improve training time and accuracy [8] . The sample from real world exits uncertainty, which means the samples may not be equally important, to tackle this problem, Javad proposed fuzzy LST-SVM(FLST-SVM) [9] , Sun proposed Generalized Eigenvalue Proximal SVM (GEP-SVM) [10] . Chen, YT proposed the online incremental and decremented learning The associate editor coordinating the review of this manuscript and approving it for publication was Shuihua Wang . algorithm based on variable support vector machine (VSVM) to improve training efficiency [11] .
In addition to the classification model, data features affect accuracy as well [12] - [14] . In specific classification tasks, such as image object recognition, various features are extracted to obtain different classification results with the same classification model. For example, in vehicle object recognition, M. M. Moghimi used haar-like features for vehicle detection [15] , X. Hu proposed a scale-insensitive convolutional neural network that extracted features for vehicle detection [16] , and J. W. Hsieh proposed a vehicle detection method based on Speeded-Up Robust Feature (SURF) [17] . By combining different features, studies have been shown to improve the accuracy of classification [18] - [21] . The combined different features method can be divide into series fusion and parallel fusion [22] . Specially, Assuming A and B are two different feature spaces defined on sample space . For a training sample ξ ∈ , the corresponding two feature vectors are α ∈ A and β ∈ B. The series fusion feature of the training ξ is defined by γ = α β . If the dimensions of α and β are equal to n and m respectively, then the series fusion feature γ is (n + m)-dimensional. The parallel fusion feature of the training sample ξ is defined by a complex number vector ϕ = α + i β, where i denotes imaginary unit. The dimension of complex number vector is max (n, m). However, the combination of features in series disrupts the feature dimension, leading to a large increase in classifier training and detection time, which is not allowed in tasks with real-time [23] or high-effectiveness requirements [24] . To solve this problem, scholars have used dimensionality reduction techniques [13] , [25] - [27] to reduce feature dimension and differently weight the multi-features to obtain the attentional features [28] , but this may result in a ignorance of key information, affecting the classification effectiveness [29] .
To solve this problem, this study proposes a SVM algorithm based on complex number feature obtained by series fusion method. Compared with real number features, complex number features have more information [30] - [33] in the same dimension. Therefore, the baseline SVM algorithm is redefined to support complex feature classification. In addition to the classification model itself, the processing prior to feature input is also critical. To overcome these issues, this study utilizes two complex feature processing methods. The first method is the sample uncertainty modeling method of complex feature, which improves the classification effect of SVM [34] . Studies have illustrated the importance of sample uncertainty. Li and Sethi proposed an active learning approach based on the identification and annotation of uncertain samples, which estimates the uncertainty value for each input sample according to its output score from a classifier [35] . Sarafis and Loannis used weights from clicks to quantify the confident of automatic training label assignments to images, and they showed that using these weights with Fuzzy SVM and Power SVM can lead to important improvements in retrieval effectiveness compared to the standard SVM [36] , [37] . The second method utilized herein is the complex feature selection method. Common feature selection methods include the principal component analysis (PCA), linear discriminant analysis (LDA), and canonical correlation analysis (CCA) [38] - [40] . Arezoo proposed a noval feature method based on mathematical model of interaction between grasshoppers in finding food sources [41] . Hakan proposed multi-objective TLBO algorithms combined with supervised machine learning techniques for the solution of Feature Subset Selection [42] . However, these studies were all aiming at real number features, therefore, a complex feature uncertainty modeling method is proposed and a feature selection method which considers both real and imaginary complex features, such as within class scatter matrix, between class scatter matrix, covariance matrix, and cross-covariance matrix between real and imaginary units.
The main innovations of this paper are as follows: Firstly, the hinge cost function is redefined by considering the maximum margin of real and imaginary units of complex number feature. Secondly, the complex feature uncertainty modeling method is based on the within-class Euclidean distance of Gaussian distribution sample. Thirdly, a feature selection method that considers the correlation between real and imaginary units of complex feature.
The rest of this paper is organized as follows: In Section 2, the classification algorithm based on complex number feature is proposed. In Section 3, the proposed classification algorithm CSVM is verified on MNIST, WDBC, and Voc2012 dataset. Finally, the conclusion is given in Section 4.
Notations: Let X stands for train sample set, x i stands for i th sample of X, x ij represents for j th generated train sample of the sample x i , according to Gaussian distribution. x l ij stands for l th dimension of the generated train sample x ij . Real( ) represents getting real part operation, Image( ) represents getting imaginary part operation, where denotes complex number. Series (x 1 , x 2 ) stands for series fusion operation of real number feature x 1 and x 2 , the output real number feature dimensions of the operation equals to the sum of x 1 dimensions and x 2 dimensions. Parallel (x 1 , x 2 ) stands for parallel fusion operation of real number feature x 1 and x 2 , assuming x 1 dimensions equal to x 2 dimensions, the output complex number feature dimensions of the operation equals to x 1 dimensions.
II. PROPOSED METHOD
Classification includes three stages: feature preprocessing, feature selection and feature classification [43] . To improve the accuracy of a classification algorithm, we need start from these three aspects.
As shown in Figure 1 , in part one, feature preprocessing stage, the uncertainty of training samples leads to inconsistent distribution of training set and test set, which reduces the accuracy of classifier. In order to solve this problem, a sample preprocessing method based on within-class distance Gaussian distribution inverse function sample (DGS) is presented to consider the uncertainty of sample. Classification algorithm based on real number feature is in a dilemma, Single-feature will cause low accuracy, while multi-feature series fusion reduces the real-time performance because of high-dimension data. To solve this problem, we make full use of complex number feature characteristic that complex number feature contains more information than real number feature in the condition of the same dimension. Hence two different real number features are combined to obtain complex number feature. Feature selection and feature classification is based on these complex number feature.
In part two, feature selection stage, the redundancy features are removed and useful features are remained, but unfortunately, most feature selection methods are based on real number feature, which ignores the correlation between real unit and imaginary unit of complex number feature, hence a complex number feature selection method based on improved Hybrid discriminant analysis (HDA) is developed to consider the correlation between real unit and imaginary unit of complex number feature.
In part three, feature classification stage, most classification algorithms are based on real number feature, to handle these complex number feature, complex support vector machine (CSVM) algorithm is proposed to classify in the unitary space.
A. A METHOD BASED ON WITHIN-CLASS DISTANCE GAUSSIAN DISTRIBUTION INVERSE FUNCTION SAMPLE (DGS)
In consideration that sample noise influences the accuracy of classifiers, assuming that the training samples are multivariate Gaussian distributions with known mean and covariance matrices. The mean of the Gaussian distribution is the sample itself and the covariance matrices is calculated by the withinclass distances. For example, as shown in Figure 2 , the distance of positive sample is the same, therefore, the Gaussian distribution covariance matrices of the positive sample is the same as other positive samples'. However, the distance between negative sample and their center is different, and a larger distance between the samples and their center represents a larger Gaussian distribution range. The training set is denoted with
T is a training example with d-dimension and y i is the corresponding class label. The distribution of single sample x i is assumed as d-dimensional Gaussian distribution N(x i , i ). The considering Gaussian distribution training set can be expressed as
where x i is the i th training example's mean of its Gaussian distribution. i acts as the i th training example's covariance matrix of its Gaussian distribution, which is calculated by the within-class Euclidean distance :
where c y i denotes the center point of the y i class example. After confirming each training example's probability distribution N(x i , i ), k samples are generated according to the Gaussian distribution of N(x i , i ) by the following:
where x l ij is a scale, denoted as i th sample feature l th dimension generates j th sample according to Gaussian distribution,
T . If the classifier is trained with training sample set X s , the sample's uncertainty is modeled in the classifier.
B. HYBRID DISCRIMINANT ANALYSIS (HDA)
Two different features are combined into a complex number feature. The relationship between real and imaginary parts is significant to accuracy, however, it is ignored in the baseline HDA method. Hence, the baseline method is improved by considering the correlation between real and imaginary units of complex number feature. 
where W denotes transformation matrix, S w denotes withinclass scatter matrix, S b denotes between-class scatter matrix, S cov(x,x) denotes covariance matrix of x and x.
Yu et al. [44] proposed a method named Hybrid discriminant analysis (HDA) by combining equation (4) and (5) .
where α is the LDA coefficient, β is the PCA coefficient, I is the identity matrix. It is more effective to select features by equation (6) than equation (4) or (5) . However, equation (6) is limited to real number feature selection, in other words, traditional HDA ignores the relationship between real and imaginary unit in complex number feature. Therefore, an improved HDA method is proposed, which is applicable for complex number feature. More specifically, we add the covariance matrix term between real and imaginary units into the baseline HDA method's objective function to consider the correlation between real and imaginary parts, which is shown in equation (8). This method has two improvements. First, the objective function is solved in the unitary space. Second, the correlation of real part X s 1 and image part X s 2 are processed with Canonical Correlation Analysis (CCA), which considers the correlation between real feature set X s 1 and image feature set X s 2 . The objective function of CCA is shown as follow:
The objective function of improved HDA is denoted as
where α is the LDA coefficient, β is the PCA coefficient, γ is the CCA coefficient, W H denotes unitary transformation of matrix W , which is defined as complex number matrix. By adjusting the coefficients (α, β, γ ), we can balance the advantage problem among LDA, PCA, and CCA. According to the solution of generalized Rayleigh quotient [45] , the solution of equation (8) can be shown as follow:
where v i is the eigenvector of eigenvalues λ i , i = 1, 2, . . . , g,
The feature of training sample set X s Complex is selected from d-dimension to g-dimension by:
where
In summary, the real and the imaginary units of X * Complex are selected from raw complex number feature X s Complex by the unitary transformation matrix W H , which is calculated from the improved HDA proposed in this paper.
C. COMPLEX SUPPORT VECTOR MACHINE (CSVM)
Complex support vector machine (CSVM) is an improved classification algorithm based on SVM. The classification algorithm is applicable for complex numbers. All variables in this algorithm are complex numbers. The training sample set is X * Complex and the objective function of CSVM is shown as follow:
where λ denotes the step size, N denotes the number of training sample set, and k denotes the number of sampling example, Real( ) represents getting real part operation. Equation (11) is solved by stochastic sub-gradient descent (SGD) [46] . The objective function's partial derivatives with respect to w and b are shown as follow:
where Image ( ) represents getting imaginary part operation. The stochastic sub-gradient descent for solving CSVM algorithm has three input parameters: (i) step size λ, (ii) number of iterations T, and (iii) number of examples used for calculating sub-gradient number. Algorithm 1 describes the proposed method in pseudocode.
Algorithm 1
The Stochastic Sub-Gradient Descent for Solving CSVM Algorithm 1: Input: (1) such that w (1) In experiment 2, the improved HDA is verified with car and bus objects from Voc2012 datasets. In experiment 3, the proposed method CSVM is verified in MINST [48] and WDBC [49] . The Voc2012 datasets includes bus, car, train, cat, person, TV monitor, and sofa objects. In addition, the applicable condition of CSVM is discussed.
A. RESULT OF DGS
The Local Binary Pattern (LBP) feature and Speeded-Up Robust Feature (SURF) feature are extracted from object images. Then the proposed method is compared with three other sample uncertainty modeling methods, including uniform distribution [50] , same Gaussian distribution [34] , and features without considering the sample uncertainty with the same classifier SVM. The SVM hyper-parameters: penalty coefficient C=0.5, kernel function is radial basis function (RBF), the RBF coefficient gamma is 0.001. The evaluation index contains recall and precision. The results are shown in figure 3 .
To avoid contingency, the experiments are repeated for 100 times, represented by the abscissa. The results show that the proposed method's mean of recall and precision is the highest for both bus and car datasets. Compared with the same Gaussian distribution method, the proposed method is more stable.
B. RESULTS OF THE IMPROVED HYBRID DISCRIMINANT ANALYSIS
Here, the improved HDA feature selection method's effectiveness is verified by the classifier mentioned in section2 part C CSVM. The CSVM hyper-parameters: step size λ = 0.01, number of iterations T = 100, number of examples used for calculating sub-gradient number = 600, DGS sampling example number k = 5, The dimension of initial features is 1,000. The proposed method is compared with other feature selection methods, which selects 500-dimensions from 1,000-dimensions. Compared methods include PCA, LDA, CCA, HDA and untreated feature, as shown in Table 1 .
The coefficient of the proposed method is shown in Figure 4 , PCA coefficient α = 0.4, LDA coefficient β = 0.4, and CCA coefficient γ = 0.2. The results show that the performance of the proposed method is better than other feature selection method in recall, precision, and F1 index. Compared with untreated features, the proposed method's training time was reduced by 39.99% in the bus dataset and 44.61% in the car dataset.
The influence of CCA coefficient γ in bus and car dataset are shown in Figure 4 . Hypothesizing PCA coefficient α is equal to LDA coefficient β and α+β+γ = 1. When γ = 0.4, the performance of classifier in bus dataset is best in recall, precision, and F1 index. When γ = 0.3, the performance of classifier in car dataset is best in recall, precision, and F1 index.
As shown in above experiment, the effectiveness of improved HDA is depended on the coefficients α, β and γ value inwhich best value is different from different datasets. In order to ensure the effectiveness of improve HDA in part C, an experiment about how to select the coefficients α, β and γ among different datasets is given, including MNIST dataset, WDBC dataset, bus, car, train, cat, person, TV, sofa classes in VoC2012 dataset.
The traditional HDA method is improved by considering the correlation between features. γ is the weight of correlation in equation 8, so we focus on γ value under conditions of α = β, α + β + γ = 1. CSVM is used in this experiment. hyper-parameters: step size λ = 0.01, number of iterations T=100, number of examples used for calculating sub-gradient number=600, DGS sampling example number k=5.
In the MNIST dataset, each example's resolution is at 28 × 28, which means each example contains 784 pixels. In this experiment, each example feature vector is divided into two parts, first half vector v 1 contains pixel 1 to pixel 392 and second half vector v 2 contains pixel 392 to pixel 784. Each example feature vector in WDBC dataset consists of 9 elements and a label with form x = (x 1 , x 2 , · · · , x 9 ) T , according to William H. Wolberg [49] , x 7 breast is similar to x 8 breast-quad, therefore, in this experiment, the feature vector is translated to a 8-dimension feature with form of x = (x 1 , x 2 , · · · , x 6 , x 8 , x 9 ) T . The feature vector x can be equally divided into two part x f = (x 1 , x 2 , x 3 , x 4 ) T and x s = (x 5 , x 6 , x 8 , x 9 ) T . In VoC2012 dataset, LBP and SURF feature are extracted for object classification. Table 2 , the best γ value is bold. The best γ value between 0.2 and 0.4 among different datasets. The result shows the effectiveness of the improved HDA and the best γ value among different datasets, which is used in part C.
As shown in

C. RESULTS OF COMPLEX SUPPORT VECTOR MACHINE ALGORITHM (CSVM) 1) HAND-WRITTEN DIGIT CLASSIFICATION (MNIST DATASET)
The proposed method is verified on MNIST dataset, which provides a training set of 60,000 examples, including 6 ,000 examples for each digit. In addition, to make the task more challenging, the original MNIST dataset is polluted with random noise. Specifically, each image is translated by adding a random matrix, which is uniformly drawn from [−t p , +t p ], where t p is a positive integer expressing the noise level. Five polluted datasets, D 1 to D 5 , are generated within five different noise levels t p ∈ {40, 80, 120, 160, 200}, D 0 denotes the original MINST dataset. Examples of D 0 to D 5 are shown in Figure 5 . In the MNIST dataset, each example's resolution is at 28 × 28, which means each example contains 784 pixels. In this experiment, each example feature vector is divided into two parts, first half vector v 1 contains pixel 1 to pixel 392 and second half vector v 2 contains pixel 392 to pixel 784. The improved HDA parameters are: LDA coefficient α = 0.35, PCA coefficient β = 0.35, CCA coefficient γ = 0.3, whereas the CSVM hyper-parameters are: step size λ = 0.01, number of iterations T = 100, number of examples used for calculating sub-gradient number = 600, DGS sampling example number k = 5. The proposed method is compared with baseline SVM for v 1 , v 2 is compared with baseline SVM, and Series(v 1 , v 2 ) is compared with baseline SVM. SVM hyper-parameter: penalty coefficient C = 0.5, kernel function is radial basis function (RBF), the RBF coefficient gamma is 0.001.
Series(v 1 , v 2 ) and Parallel(v 1 , v 2 ) denote series fusion and parallel fusion respectively . More specially, v 1 and v 2 are two different feature vectors with the same dimensions 392,
with 392-dimensions, where i denotes imaginary unit. The results are listed in Table 3 . As shown in Table 3 , in the original MINST dataset D 0 , the first half feature vector v 1 , with classifier SVM, achieved 0.879 accuracy, while v 2 , with classifier SVM, achieved 0.855 accuracy. The effectiveness of traditional series fusion method is verified in this experiment, which achieved an accuracy of 0.944. Compared with traditional series fusion method, the proposed parallel fusion method achieved an accuracy of 0.952, which has an 0.008 improvement compared to traditional series fusion method, with the increase of noise level t p from 40 to 200, the improvement was 0.8%, 0.9%, 1.6%, 2.6%, 4.3%, respectively. In addition, according to the change of standard deviation, the CSVM classifier is more robust with the increase of noise level t p .
The experimental results verify the effectiveness of the proposed method and the improvement is more significant when the sample contains more random noise. In addition, with the increase of noise level t p , the improvement of the proposed method become better.
2) WISCONSIN DIAGNOSTIC BREAST CANCER CLASSIFICATION
The Wisconsin Diagnostic Breast Cancer (WDBC) dataset contains 569 examples, which can be divided into two classes: malignant (212 instances) and benign (357 instances). Each example feature vector consists of 9 elements and a label with form of x = (x 1 , x 2 , · · · , x 9 ) T , according to William H. Wolberg [49] , x 7 breast is similar to x 8 breast-quad, therefor, in this experiment, the feature vector is translated to a 8-dimension feature with form of x = (x 1 , x 2 , · · · , x 6 , x 8 , x 9 ) T . The feature vector x can be equally divided into two part x f = (x 1 , x 2 , x 3 , x 4 ) T and x s = (x 5 , x 6 , x 8 , x 9 ) T , which dimensions equals to four. Series(x f , x s ) and Parallel(x f , x s ) denote series fusion and parallel fusion respectively . More specially, x f and x s are two different feature vectors with the same 4-dimensions,
The proposed method is compared with baseline SVM, power SVM [37] , SVM-GSU [34] , GEP-SVM [10] and FLST-SVM [9] . Because WDBC data does not provide a division in training and testing subsets, the dataset is divided into training subset (90%) and testing subset (10%). The experiment is repeated 10 times by a 10-fold cross-validation procedure and the average results are reported in Table 4 . The improved HDA parameters are: LDA coefficient α = 0.4, PCA coefficient β = 0.4, CCA coefficient γ = 0.2, whereas the CSVM hyper-parameters are: step size λ = 0.01, number of iterations T = 100, number of examples used for calculating sub-gradient number = 600, DGS sampling example number k = 5. SVM hyper-parameter: penalty coefficient C=0.5, kernel function is radial basis function (RBF), the RBF coefficient gamma is 0.001. The hyperparameters of PSVM and SVM-GSU is same as those of reference [37] and [34] respectively. From the results, we observe that the proposed method exhibited better classification performance compared to the comparison SVMs. Specifically, the proposed method CSVM improve 2.04%, 0.81%, 0.55%, 1.58%, 0.19% accuracy with less 4.8%, 3.4%, 3.7%, 2.4%, 3.0% standard deviation, comparing baseline SVM, PSVM, GEP-SVM, FLST-SVM, and SVM-GSU respectively, which shows the classifier stability of CSVM.
3) VoC2012
In image object recognition task, the recognition accuracy is not only influenced by classification algorithm, but also by the feature type. For object recognition, the reason we choose LBP feature and SURF feature is that, as a global feature, LBP feature is invariant to rotation and gray level, but it has low recognition rates certain some situations, such as when key parts are absence or occluded [51] . Hence, we combine LBP feature and the local feature SURF to solve this problem and improve recognition accuracy. The improvement of combining LBP and SURF feature is verified in object recognition accuracy.
In this section, in addition to cars and buses, we also choose train, cat, person, TV monitor, and sofa objects from the VoC2012 dataset, which can be divided into three categories, including transportation, animal, and indoors [47] . In this experiment, to avoid sample imbalance, each type of objective training set is scaled dependent on the number of object pictures, and we kept the positive sample proportions equal to 50%. [52] and raw SURF features are counted to 1000-dimension feature vector by Bag of Words (BoW) [53] . The improved HDA parameters α, β, γ are different among different classes, which is shown in bold font in Table 2 , whereas the CSVM hyper-parameters are: step size λ = 0.01, number of iterations T = 100, number of examples used for calculating sub-gradient number = 600, DGS sampling example number k = 5. SVM hyper-parameter: penalty coefficient C = 0.5, kernel function is radial basis function (RBF), the RBF coefficient gamma is 0.001. The experimental results are shown in Table 5 .
The results show that the effectiveness of CSVM to different objects depends on SURF feature accuracy. More specially, with the bus, car, and train objects, the proposed method achieved 11.0%, 7.1%, 0.8% improvement in combination with the SURF feature. The results are better than LBP feature with SVM classifier, but the cat, person, TV monitor, and sofa objects achieved worse performance.
According to the results, in the improved cases, such as bus, car, and train, the SURF feature accuracy is higher than or similar to the LBP feature. However, in cases such as cat, person, TV monitor, and sofa, the SURF accuracy is lower than LBP accuracy, which may cause parallel fusion feature with lower CSVM results compared to LBP feature with SVM. In other words, SURF feature is not suited for every type of objects. To find the reason for SURF feature's suitability for bus, car, and train over cat, person, TV monitor, and sofa, we counted the SURF feature point number of each objective. The SURF feature threshold is set to 400 and the statistics is shown in Table 6 . The results show that the mean feature point number of the improved cases, such bus, car, and train, are more than the poor cases, such as cat, person, TV monitor, and sofa, the statistic results are clearly shown in Figure 6 . As SURF feature is based on points, which is invariant to rotation, scale, and luminance. Compared with animals, more SURF feature points can be extracted from artificial objective with complex regular structure, the number of SURF feature points would influence the raw feature processing method of Bag of Words (BoW) to search for a central point, which plays a significant role in SURF feature processing. Artificial objective with complex regular structure, such as bus, car, and train, achieved better performance in SURF feature, which would influence the effectiveness of the proposed method.
IV. CONCLUSION
In this paper, a classification algorithm based on parallel fusion is proposed. The main innovations of this paper are summarized as follows: First, the complex feature uncertainty modeling method is based on the within-class Euclidean distance of Gaussian distribution sample (DGS). Second, a feature selection method (improved HDA) that considers the correlation between real and imaginary units of complex feature. Third, the hinge cost function is redefined by considering the maximum margin of real and imaginary units of complex number feature.
The algorithm contains three parts: In the first part, a sample preprocessing method is proposed, based on within-class distance Gaussian distribution sample, to consider sample uncertainty. In the second part, an improved selected feature method is proposed. This selected feature method improved HDA has better performance than PCA, LDA, CCA, and HDA for complex features. In the last part, the complex support vector machine (CSVM) is proposed. However, the applicable conditions of CSVM could be summarized as ensuring different feature validity in classification.
In the future, firstly, we will focus on selecting improved HDA coefficient α, β, γ by the method in reference [54] rather than method of experiment results under conditions of α = β, α + β + γ = 1. Secondly, we will extend DGS and complex number feature to other models, such as deep learning model. Finally, DGS method in this paper is based on Gaussian distribution, we will extend DGS to mixed Gaussian distribution and other distribution as well.
