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Abstract
Discrete stochastic simulations, via techniques such as the Stochastic Simulation Algorithm (SSA) are a powerful tool for
understanding the dynamics of chemical kinetics when there are low numbers of certain molecular species. However, an important
constraint is the assumption of well-mixedness and homogeneity. In this paper, we show how to use Monte Carlo simulations
to estimate an anomalous diffusion parameter that encapsulates the crowdedness of the spatial environment. We then use this
parameter to replace the rate constants of bimolecular reactions by a time-dependent power law to produce an SSA valid in cases
where anomalous diffusion occurs or the system is not well-mixed (ASSA). Simulations then show that ASSA can successfully
predict the temporal dynamics of chemical kinetics in a spatially constrained environment.
c© 2007 Elsevier Ltd. All rights reserved.
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1. Introduction
There are two important issues when attempting to understand the nature of dynamic processes occurring within
or on the membrane of a cell. The first aspect is that some molecules may occur in very small numbers (this is
especially true of certain key proteins involved in genetic regulation); while the second issue is that of subdiffusion
associated with molecules diffusing in spatially constrained or crowded environments. If we are to develop realistic,
experimentally verified models and simulation techniques that address these issues, how should we proceed?
A very powerful technique is that of Monte Carlo simulation, in which a two- or three-dimensional computational
lattice is used to represent a membrane or the interior of some part of a cell [1–3]. This lattice can then be seeded with
different molecular species of differing numbers. These molecules can move (diffuse) on the lattice and if they interact
then the appropriate chemical reaction takes place with a certain probability. This is the basis of the StochSim package
developed by Morton-Firth and Bray [4]. A crowded environment can be simulated by placing inert molecules on a
lattice with which the seeded molecules cannot react [1,2]. Further extensions of this idea have led to simulation
environments that attempt to model the behaviour of lipid rafts in which both proteins and rafts can diffuse on the
lattice [3].
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The advantage of this approach is that very detailed, complex systems can be simulated; the disadvantages are the
large amounts of computational time and restrictions on the actual size of the domain that can be represented and
practically simulated. This comes about because if we assume that a voxel can be occupied by at most one molecule
at any given time and assuming an average molecular diameter of 4 nm, then even a lattice of size 500 × 750 voxels
corresponds to a physical size of 2 µm× 3 µm. Furthermore, since the Monte Carlo technique is a stochastic method,
a number of independent simulations need to be performed in order to be able to compute statistics about mean and
variance behaviour.
There are a number of ways to address these issues. The first approach is to remove the spatial component.
This we can do if we assume the chemical reacting system to be perfectly well-stirred and dilute. Of course, many
biological systems are characterised by complex spatial structure, low diffusion rates and low numbers of molecules.
For example, biomacromolecular diffusion coefficients in the cytoplasm are usually 5–20 times lower than their values
in saline [5] while the diffusion of lipids on cell membranes are estimated to be between 1 and 2 orders of magnitude
lower than predicted by theory [6]. However, if we make assumptions of well-stirredness and homogeneity, we are
faced with the issue of how chemical reacting systems evolve through time when there are low, medium or large
numbers of molecules present.
In the latter situation, chemical reactions are modelled with ordinary differential equations that are based on the
laws of Mass Action and that estimate reaction rates on the basis of average values of the reactant density. In the
case of small numbers of molecules, the de facto method is the Stochastic Simulation Algorithm (SSA) [7]. The
SSA is essentially an exact procedure that accounts for the inherent stochasticity (internal noise) of the m reacting
channels and only assigns integer numbers of molecules to the state vector. At each step, the SSA simulates two
random numbers from the uniform distribution U [0, 1] to evaluate a waiting time for the next reaction to occur and
an integer j between 1 and m that indicates which reaction occurs. The state vector is updated at the new time point
by the addition of the j th stoichiometric vector to the previous value of the state vector.
The main limiting feature of SSA is that the time step can become very small, especially if there are large numbers
of molecules or widely varying rate constants. In order to overcome these limitations, a number of different approaches
have been suggested. Gillespie [8] allows the reactions to take place in a given step with the number of times a reaction
can fire selected from a Poisson distribution. Tian and Burrage [9] replaced the Poisson distribution by a Binomial
distribution—this avoids the possibility of negative molecular numbers. A different approach is to note that there is
a regime intermediate to the discrete stochastic regime and the continuous deterministic ODE regime in which the
internal noise effects are still significant but continuity arguments can apply. This leads to the so-called Chemical
Langevin Equation that is an Itoˆ stochastic ordinary differential equation (SDE), driven by a set of Wiener processes
that describes the fluctuation in the concentrations of the molecular species. Effective numerical methods designed
for the numerical solution of SDEs [10–12] can be used to simulate the chemical kinetics in this intermediate regime.
Furthermore, adaptive multiscale methods have been developed which attempt to move back and forth between these
three regimes as the numbers of molecules change [13].
A different approach entirely is to note that the SSA only computes one possible sample path of the system, while
the Master Equation is a system of linear ordinary differential equations that describes the probability density function
of the underlying non-linear Markov process described by the SSA for each and every state configuration. The solution
of this system is of the form
X (t + τ) = eτ AX (t) (1)
and quasi-steady state assumptions and other techniques can be used to reduce the dimension of A [13–15].
However, as we will see later in this paper, even in a spatially homogenous environment, SSA and exact Monte
Carlo simulations do not give precisely the same behaviour. So it is obviously that in a spatially constrained
environment, this difference will become more accentuated. Kopelman [16,17] observed that for crystalline alloys
macromolecular crowding can affect the nature of chemical reactions and postulated a time-dependent behaviour for
k in the reaction A + A→ S of the form
k(t) = k0tα−1, α ∈ [0, 1]. (2)
Here h = 1−α is a measure of the dimensionality of the system and is sometimes called the fractal parameter. For the
Michaelis–Menten reactions with different obstacle densities, Berry [1], Schnell and Turner [18] and Turner et al. [2]
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used Monte Carlo simulations to estimate the rate constants. Berry varied a two-dimensional simulation medium
continuously from no obstacles to a percolation threshold (corresponding to an obstacle density of approximately
40%) and showed that α decreases from one to a value of approximately 0.69. He also showed that k behaved as in (2)
for the bimolecular reactions, but it was always constant for unimolecular reactions, even in crowded environments.
The simulations also show pronounced substrate-product segregation at obstacle densities comparable with in vivo
conditions. This suggests that complicated spatial kinetic effects can be captured by simple temporal models.
Following from the work of Kopelman, there is now very strong experimental evidence of anomalous diffusive
behaviour of proteins both on membranes and within the cytosol. This anomalous behaviour can arise in many
ways such as through macromolecular crowding and cytoskeletal corralling whereby proteins are corralled due to the
interaction with the cytoskeleton beneath the membrane [19]. Molecular crowding has been estimated to be anywhere
between 5% and 40% of the total volume. It has been postulated that anomalous diffusion may be a mechanism for
cells to localise receptors and control intramembrane signalling [20]. Shav-Tal et al. [21] have developed a system in
which coloured fluorescent proteins allow both mRNA and translate proteins to be tracked inside the nucleus of a living
mammalian cell. They observed purely diffusive behaviour approximately 58% of the time and corralled behaviour
approximately 42% of the time. In different settings, Wachsmuth et al. [22] measured the diffusion behaviour of
proteins and estimate a value for the anomalous parameter α = 0.87 (α = 1 is pure diffusion). In three dimensions,
the corresponding value for α at the percolation threshold is approximately α = 0.54, and this suggests that the
obstacle density in the nucleus is far from the threshold. On the other hand, Schwille et al. [23] showed that diffusion
on membranes is anomalous with α = 0.74 and that value is close to the percolation threshold in two dimensions.
It is possible to consider more sophisticated computational techniques than Monte Carlo simulations, if there
are relatively large numbers of molecules moving in a crowded environment. In this case, the subdiffusion can
be considered a stochastic process in which the waiting time for the next reaction is selected a heavy-tailed non-
exponential distribution. Hence, the probability density function of the interacting, subdiffusion molecules is the
solution of a fractional Fokker–Planck equation of the form
Dρ(X, t) = D1−αt ∇2ρ(X, t)+ f (X, t), (3)
where D1−αt y(t) is the fractional Riemann–Louiville derivative operator that reduces to the identity operator when
α = 1 (normal diffusion) [24]. A number of authors have studied (3) and in particular, reaction fronts for bimolecular
reactions [25]. However, currently there are only a few numerical methods for the solution of fractional differential
equations [26].
In this section, we have given a brief overview of some of the issues associated with simulating chemical kinetics in
a crowded environment. Our approach in this paper is to capture some of the spatial information through an appropriate
modification of the rate constants, and then to apply the Stochastic Simulation Algorithm directly in order to represent
some of the elements of the spatial kinetics. The outline of the paper is as follows. In Section 2, we outline our Monte
Carlo approach to exploring chemical kinetics in a spatially non-homogenous, two-dimensional lattice with the focus
on the Michaelis–Menten reactions. In Section 3, we attempt to quantify the nature of the waiting time distribution for
a reaction in a crowded spatial environment as a function of the density of obstacles and show the concentration profile
can be very different for increasing densities. We compute the “effective” rate constant for bimolecular reactions and
use this information in a so-called anomalous stochastic simulation algorithm.We show how this changes the chemical
kinetics in, for example, the Michaelis–Menten system. The paper concludes with some discussions and conclusions
in Sections 4 and 5, respectively.
2. Methods
In order to compare the predictions of a non-spatial SSA approach with a model that takes into account spatial
effects, Monte Carlo methods were used to simulate the spatial mobility of model proteins and the kinetics of chemical
reaction systems. In this investigation, we considered reactions on a two-dimensional membrane. Of course, this can
very easily be extended to a three-dimensional model but with considerable computational overload in terms of the
Monte Carlo simulations [2].
A two-dimensional lattice is used to represent the membrane. Each element of this lattice is a voxel, that can be
either occupied or unoccupied by a molecule at each time step; in the former case, a record is made of what molecule
occupies the voxel. For all simulations we used a lattice of dimensions 250×378 voxels, unless otherwise stated. Since
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a voxel can only be occupied by one molecule at one time (volume exclusion), if we assume an average molecular
diameter of around 4 nm (an average globular protein) then this corresponds to an area of 1 µm × 1.5 µm. This
computational membrane is large enough to obtain meaningful results.
The lattice is seeded with model molecules of different species (for each species i , let the number of molecules
present in the system initially be Ni (0)). Each molecule has two properties: position, specified in terms of its x and y
coordinates in the lattice and species. In addition, each species has an associated characteristic “diffusion coefficient”
representing the size of the random diffusive step taken by the molecule during any time step. At each such step, a
molecule M1 is chosen at random from the general population. Let the coordinates of this molecule be (x, y). One of
the voxels with coordinates (x + di , y), (x − di , y), (x, y + di ) or (x, y − di ) is also chosen at random, where di is
the step size of species i . This new voxel represents the location to which the molecule is moved during the current
time step by Brownian motion alone. Note that in the case di = 1, this corresponds to choosing one of the voxels
adjacent to the one in which the molecule resides as described by Berry [1]. Larger values of di correspond to higher
diffusion rates, i.e. a better-mixed system. If di = 0 then the species in question is immobile. If di is non-integral then
the interpretation of di is probabilistic and the size of the diffusive step is non-deterministic—for example, if di = 0.5
then a molecule of species i has, at each step, a probability of 0.5 of moving to one of its neighbouring voxels (if
unoccupied, see below) and an equal probability of not moving at all. Periodic boundary conditions are imposed on
the molecular positions in the lattice.
If the neighbouring voxel chosen is unoccupied, then the molecule is moved to its new location and the lattice is
updated to reflect this event. If the voxel is occupied by molecule M2, then if M1 and M2 are involved in a bimolecular
reaction, this reaction is allowed to take place, with a probability specified in the input and which is different for each
reaction (see below). The voxels are again updated to reflect the change. In the case of a unimolecular reaction, M1
is allowed to move to its new location if the latter is unoccupied and the reaction can then take place (again, with a
given probability). If M2 is not involved in a reaction with M1 then M1 does not move during this time step [1,27].
By using non-unitary and non-integral step sizes, the behaviour of systems with various degrees of stirring can be
investigated. For example, the dynamics of a system with high d (i.e. well-stirred) computed using this Monte Carlo
approach can be compared with the predictions made by the stochastic simulation algorithm (SSA) of Gillespie, which
assumes perfect stirring. In addition, by using values of di between 0 and 1, one can simulate the stochastic mobility
of species in non-homogenous and disordered media, or highly ordered media in which continuity assumptions are
invalid at any scale. For example, the cellular lipid bilayer, the lipid “mosaic” in which proteins are embedded, is
discrete, highly ordered and non-fluid [28]; lipid molecules can “swap places” probabilistically during any given
time interval, or a protein may move a discrete distance within the layer according to a probability distribution. These
processes cannot be approximated appropriately by a scheme in which a small diffusive step is taken by each molecule
at each time point, particularly as the granularity of the lattice decreases (and begins to approximate continuous space).
In such cases, which are highly biologically relevant, the stochastic movement of individual molecules in a semi-
fluidic environment is better approximated by a discrete Markov process, that in our approach can be implemented
by assigning to di a value equal to the probability of a discrete step of unit length being taken at each time step by a
molecule.
We considered two reaction systems to illustrate some of our ideas. The first of these is the elementary
unidirectional bimolecular reaction
A + B k→C, (4)
that is used to determine the variation of the reaction rate with time for a bimolecular reaction in a crowded
environment. In order to comparing our modification to the SSA with the predictions of classical kinetic theory,
we also used the Michaelis–Menten enzyme reaction scheme. In this system, four molecular species react according
to the equation:
E + S k1⇔
k−1
C
k2→ E + P, (5)
where E is the enzyme, S is the substrate, C is a complex and P is the product. In classical kinetic analysis, if the
system is well-mixed and a large number of molecules are involved, this results in a system of differential equations:
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dρC
dt
= −dρE
dt
− k1ρEρS − (k−1 + k2)ρC
dρS
dt
= −k1ρEρS + k−1ρC
dρP
dt
= k2ρC ,
(6)
where ρI (t) is the concentration of species i . An analytical solution valid over all time is not possible; in practice,
a quasi-steady state assumption is used in many analyses [1]. The reaction rates k1, k−1 and k2 are modelled using
reaction probabilities f , r and g, respectively, since we simulate spatial behaviour and hence do not assume the system
to be well-mixed, in general. At each Monte Carlo step, a molecule is chosen at random and its position is determined.
The evolution rules are as follows:
(1) If the molecule is of type S, a destination site is chosen at random, at a distance DS from the chosen molecule
and in a direction chosen randomly between the four cardinal directions. If this destination site is unoccupied,
the molecule moves to it directly, while, if the destination site is occupied by a molecule of type E , a random
number is chosen between 0 and 1 to determine if the first reaction will take place. If this number is lower than
the reaction probability f , the original S molecule and the destination site E molecule are destroyed and a C
molecule is placed on the new site. In all other cases, the S molecule remains at its initial position. Note that this
is also valid if the chosen destination site is an obstacle.
(2) If the chosen molecule is of type E , the process is analogous to the above, i.e. the result depends on the occupancy
status of the randomly chosen destination site. Movement takes place if the destination site is vacant and a reaction
takes place with a probability f if the destination site is occupied by a molecule of type S. In other cases, the E
molecule is not moved.
(3) If the chosen molecule is of type C , a random number RC is chosen between 0 and 1 from a uniform distribution.
If RC < r , and provided that at least one of its nearest neighbours is unoccupied, the C molecule dissociates into
two molecules (of types E and S, respectively). Berry suggests that a “more physically realistic way would be to
choose a site at random for the new S molecule, move it to this site if unoccupied, and abort the decomposition
process if occupied” and we have implemented this scheme in our algorithm. The E molecule is placed at the
original C site. The C molecule dissociates into E and P molecules in the same way, if r ≤ RC ≤ r + g. Finally,
if RC > r + g, the C molecule is allowed to move to a randomly chosen nearest-neighbour site, if the latter is
unoccupied (otherwise, it is immobile during this step).
(4) If the chosen molecule is of type P , it moves to a randomly chosen neighbour site if this site is not occupied.
First, the simpler reaction system (4) was simulated using these rules by setting r = 0 and g = 0 (it is a special
case of the Michaelis–Menten system). After each step, the simulation time is incremented by 1/N where N is the
total number of molecules present in the system (disregarding obstacles). Thus, one time unit represents, on average,
the time needed for each molecule to move once.
In this study, diffusion and chemistry are impeded by the presence of obstacles on the membrane. Obstacles are
represented as a separate chemical species that is inert with respect to all other species and has step size identically
0. We denote the density of random obstacles on the membrane as θ . In lattices with immobile obstacle densities
below the percolation threshold – θT ≈ 0.4073 for this case [29]—accessible sites form a percolation cluster [1,19].
Diffusion on percolation clusters is known to be anomalous [1] in the sense that the mean squared deviation (the mean
of the square of the Euclidean distance from a particle’s starting site) grows as fractional power α of time [24]:〈
X2
〉
= 2D
0(1+ α) t
α. (7)
Here 0(1+ α) is the gamma function given by
0(x) =
∫ ∞
0
t x−1e−tdt. (8)
Note that 0(1 + α) = α0(α) and 0(2) = 1. The parameter α is called the anomalous diffusion exponent. The case
of α = 1 corresponds to normal diffusion, as mentioned above. By measuring the anomalous diffusion exponent,
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calculated as the slope of the log–log plot of the mean squared deviation against time, we may obtain a measure of
the anomalous nature of the motion of a molecule in a crowded environment. Since it is known that the value of α
falls with increasing θ [1,19], we would expect the effects of obstacles to manifest themselves more strongly in the
chemical kinetics at larger values of θ .
Throughout the simulation course, the number of each species of molecule is recorded along with the times at
which reactions take place (and the type of reaction). In a given bimolecular reaction of the form (4), let the number of
A–B collisions giving rise to a reaction which generates a molecule of type C be γ . Then the rate K (t) of the reaction
can be estimated from
K (t) = dγ /dt[A(t)][B(t)] , (9)
where [A(t)] and [B(t)] are the numbers of A and B molecules, respectively, at time t . Both the ODE approach and
the SSA assume that the rate is a constant with respect to time.
We compared the results of the Monte Carlo simulations to those obtained with SSA at equivalent parameter values.
Briefly, the SSA method estimates at each time point t the total rate a0 of a reaction system with M reactions as
a0(t) =
M∑
ν=1
aν(t), (10)
where aν(t) = kν[A(t)][B(t)] for bimolecular reactions of type (1) and aν(t) = kν[A(t)] for unimolecular reactions
of the type A → ∅, where kν is the reaction constant for reaction ν. At each step, the SSA addresses two issues:
namely when will the next reaction happen and which reaction will it be. It first selects at each time point t a waiting
time τ chosen from a random number r1 sampled from the uniform distribution on [0, 1]:
τ = (1/a0(t)) log(1/r1). (11)
This result assumes that τ follows an exponential waiting time distribution given by
τa0(t)e−a0(t)τ , (12)
a result that in turn depends on the assumption of well-mixedness.
The SSA then decides which reaction will take place by the relative size of the propensity functions a1, . . . , aM
and then allows the µth reaction channel to fire, where r2 is a uniform U [0, 1] random variable and µ is the integer
satisfying
µ−1∑
ν=1
aν(t) < r2a0(t) ≤
µ∑
ν=1
aν(t). (13)
The time is then incremented to t + τ and the system state is updated to reflect the occurrence of the reaction chosen
by X (t + τ) = X (t) + νµ, where νµ is the stoichiometric vector for the µth reaction. In the limit, as the number
of molecules become very large, the SSA is equivalent to the standard ODE approach for Chemical Kinetics but has
the advantages of being exact in the sense that only integral numbers of molecules occur in the system state and,
moreover, it maintains this exactness property even as the numbers of molecules become very small [7].
For unimolecular reactions, the reaction constants kν used in the SSA and ODE approaches are equal to the reaction
probabilities in the Monte Carlo simulations [1]. However, for bimolecular reactions of the form (4), this is not the
case and we must convert between the two using the relation
kν,SSA = kν,MCV , (14)
where kν,SSA and kν,MC are the SSA rate constant and Monte Carlo probabilities, respectively and V is the volume of
the system (in this case, the total number of voxels).
We considered two cases in this work: a diffusion-limited system and a well-mixed system (corresponding to the
assumptions used in the SSA and differential equation approaches). The former case was simulated by setting d = 1
while the latter was simulated by setting d = 20.
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Fig. 1. Top: the amount of C produced over time by the bimolecular reaction (4). The SSA and Monte Carlo methods produce strikingly different
results at high obstacle concentrations. Bottom: Distributions of waiting times over a simulation for the obstacle densities and initial parameters
used in the top panel. Note comparison with SSA, especially at short times.
3. Results
We firstly simulated the evolution of system (4) with initial conditions [A(0)] = 2000, [B(0)] = 2000 and
[C(0)] = 0 and with d = 10 for all species. The reaction probability k was set to 1. Simulations were run at
obstacle concentrations of 0, 10%, 20%, 30% and 40% (close to the percolation threshold), respectively. The results
were compared with those of SSA (after appropriate conversion of k to a reaction constant as described above). The
resulting dynamics of [C] in each case (Fig. 1, top), clearly show a departure from the predictions of SSA. The rates
of production of C are equal at the beginning of the simulation in all cases but in the Monte Carlo simulations, these
rates fall considerably over the course of the simulation relative to the SSA rate. This effect is present (albeit to a small
degree) even if no obstacles are present. As θ increases, the departure becomes very large. Interestingly, this is not
only a long-time effect—the kinetics is different throughout the simulation. Thus after 100 steps, the number of [C]
molecules predicted by SSA is almost twice as large as that predicted by the MC simulations at θ = 0.4. In this case,
t1/2, the time required for the system to reach half of its equilibrium value ([C] = 1000) is around 162 time units in
the MC simulations but only around 40 equivalent time units in the SSA simulation, a 4-fold difference.
If the dynamics of the system is slower in the presence of obstacles, the underlying reason for this must lie in the
waiting times between reactions. As mentioned above, mass-action laws assume an exponential distribution of waiting
times. However, if the system is not well-stirred and/or considerable spatial structure is present, we would expect some
departure from this distribution. It has been suggested [24] that the resulting distribution would have a “heavy tail”
corresponding to the increased frequency of long waiting times. Of course, the value of the integral of the PDF over
time must equal unity. In order to conserve this property, the heavy tail must be compensated for at short times and
thus we expect lower probabilities of sampling short times. In order to confirm these hypotheses, we recorded the
waiting times for the simulations shown in the top graph of Fig. 1 and numerically estimated the distributions of
waiting times over 10 independent simulations. These are shown in the bottom panel of Fig. 1 on a semi-log plot.
We also generated waiting times for SSA runs (from the exponential distribution) at equivalent parameter values. The
differences are subtle but corroborate our intuition and this is especially so at short times (at long times the data is
too noisy to clearly differentiate between the tails because few long times are sampled). We stress that these are not
waiting time distributions because they are not independent of total elapsed time.
We next computed the reaction rates over time, as described in (9), for the Michaelis–Menten system in the two
cases, d = 1 and d = 20 (applied to all three species). On the basis of the values of [C] sampled at every time step
(i.e. every 1/N time units where N is the total number of molecules), the time derivative d[C(t)]/dt was estimated
numerically after interpolation of [C(t)] by third-order spline functions. Using sampled values of [A(t)] and [B(t)]
(also interpolated using splines), we estimated the rate K (t) using Eq. (9). Log–log plots of K (t) for the well-mixed
case are shown in Fig. 2. The most striking feature of this data is the noisy nature of the rates. Indeed, for the majority
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Fig. 2. Reaction rates computed using (9) for the initial conditions [A(0)] = 2000, [B(0)] = 2000 and [C(0)] = 0. Graphs are approximately
linear initially, indicating a power-law relationship between rate and time, but then become noisy.
Fig. 3. The dependence of h on obstacle density and step size. Note that even at θ = 0, h 6= 0 because diffusion is not completely classical due to
competition for voxels.
of the simulation time (roughly from t = 100 to t = 1000 time units), we cannot properly speak of a rate, and much
less so of a constant rate. Furthermore, this effect is observed at large numbers of molecules (thousands in this case).
If the initial conditions are changed to [A(0)] = [B(0)] = 200 so that the number of molecules is reduced by a factor
of 10, we were not able to compute a rate at all for most time values (data not shown).
Notwithstanding the noisy nature of the rates, the plots are roughly linear over most of the simulation course,
indicating the existence of a fixed power-law dependence of rate on time, of the form
K (t) = K (0)t−h (15)
with h > 0. This is in agreement with previous studies [1,16]. Surprisingly, the results are very similar for the case
d=1 (data not shown).
We attempted to fit (15) to the rate data for the two cases d = 1 and d = 20. The estimated initial rates were all
in the range 8.5 × 10−6 ± 1.0 × 10−6, corroborating the hypothesis that the initial rate is a constant (and thus that
mass-action laws are valid at very short times even in the presence of obstacles). The values of h were found to be
between 0 and 1 as expected and somewhat surprisingly are very similar for both the well-mixed and low diffusion
rate cases. The dependence of h on θ for both situations is shown in Fig. 3. We note that the curves do not go through
the origin due to the fact that we do not have a perfectly well-mixed system.
D.V. Nicolau Jr., K. Burrage / Computers and Mathematics with Applications 55 (2008) 1007–1018 1015
Fig. 4. Comparison of ASSA predictions (solid lines) with MC simulation predictions (dotted lines) for a bimolecular reaction. Note comparison
with standard SSA.
Replacing the rate constant kν in SSA or ODEs by the time-varying form (15), we get the following form for the
propensity function associated with a bimolecular reaction of type (4):
aν(t) = kν[A(t)][B(t)]t−h . (16)
In the simple case of an isolated unidirectional bimolecular reaction of this type, we can modify SSA so that (15) is
used to compute the rate (instead of assuming a constant rate). Instead of sampling the waiting time from (12), we
shall replace a0 (which is equal to a1 since there is only one reaction) by (16) and sample from the “anomalous”
waiting time exponential distribution:
τkν[A(t)][B(t)]t−he−(kν [A(t)][B(t)]t−h)τ . (17)
For unimolecular reactions of the type A → ∅, the rate can be evaluated in the usual way since spatial structure has
no impact, and together with (16) this can be used to simulate systems consisting of any combination of unimolecular
and bimolecular reactions, such as the Michaelis–Menten system (5). The general strategy is to replace all constant
rates by (16) in the case of bimolecular reactions while for unimolecular reactions no change is needed.
We validated our approach on system (4) by comparing the predictions of this modified SSA (which we call
“anomalous” SSA or ASSA) with the Monte Carlo simulation predictions shown in Fig. 1 (top panel). The values of
h used were obtained from the data shown in Fig. 3. The ASSA results compare very favourably with the MC results
(Fig. 4) and a clear departure of the former from standard SSA (also shown) is apparent. We also validated the ASSA
method by testing it on the more complex Michaelis–Menten system in (5), again with favourable results (Fig. 5).
4. Discussion
A striking feature of the results presented earlier is that even if the Brownian jumps are large and the number
of molecules is in the thousands, for the majority of the simulation course, the rate is not well-defined. This effect
is present at all obstacle densities but is more pronounced at larger θ . In Fig. 6 we show that the breakdown of
smoothness in the rate in Eq. (4) begins after only∼1% of the total simulation time and that after around∼10% of the
simulation time it is not possible to resolve the rate even after spline smoothing is applied (initial conditions are as in
Fig. 1, obstacle density is 40% and d = 1 for all three species). Of course, by running many simulations and averaging
the results we can eventually obtain a smooth curve [1]. This averaged data can be used for parameter determination
but the fact remains that over a single simulation course, the concept of a rate is not physically well-founded if the
system is not homogenous and perfectly stirred and the number of molecules is not very large. Remarkably, while the
rate is very noisy, the number of molecules of [C] grow smoothly with time.
Intuitively, we may imagine that in systems with h > 0, the progress of the reaction system is self-limiting to some
degree—the likelihood of a bimolecular reaction taking place in a given time interval falls with total time and this
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Fig. 5. Comparison of pure SSA (dashed line), ASSA (with h—solid line) and Monte Carlo simulation (dotted line) for the Michaelis–Menten
system with initial conditions [E(0)] = 500, [S(0)] = 500, [C(0)] = 0, [P(0)] = 0, and θ = 0.4. While SSA is inaccurate for this set-up, the
ASSA predictions are very close to the Michaelis–Menten results.
Fig. 6. Rate breakdown in a bimolecular reaction over the simulation course. Note that the trajectory is smooth while the rate is very noisy.
phenomenon is physically independent of the decreasing numbers of reactants. That is, the system begins with a fixed
rate capacity for reactions that falls with time due only to the physical structure of the medium. Physically, the reason
for this (for the spatial structures considered here) is that obstacles significantly impede motion over large spatial (and
temporal) scales but not over short scales. At short times, many reactions are possible and likely because, due purely
to the random distributions of reactants over the membrane, many molecules of A and B are in close proximity. As
these “easy opportunities” are extinguished, molecules of the two types are less and less likely to meet and thus react.
We may attempt to quantify as to what proportion of easy reaction opportunities have been taken advantage of at any
given time and relate this to the average waiting time until the next reaction. One simple measure of this (for a reaction
of type A + B → C), which we call here the reagent isolation function I is
I (t) = [C(t)]
2
[A(t)][B(t)] . (18)
Clearly as A–B collisions occur, [C(t)] will increase while [A(t)] and [B(t)] will decrease and so we expect I (t) to
grow with time.
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Fig. 7. Mean waiting time between reactions, scaled by the reagent concentrations, increases with time if obstacles are present, due to the reduced
mobility of species over long time and space scales (note different y-axis scales—the effect is more pronounced than would first appear).
Interestingly, the mean scaled waiting time
τ ′µ =
τµ(t)
[A(t)][B(t)] (19)
obtained by taking the average of scaled waiting times over several Monte Carlo simulations, appears to grow linearly
with I (t) if obstacles are present but remains constant if no obstacles are present. Due to the decreased number of
reactant molecules, its variability also increases with I (t), as shown in Fig. 7.
We have seen in Fig. 3 that there is a relatively simple relation between the obstacle density and the anomalous
diffusion parameter. This means that if, from experimentation, we have some idea of either the obstacle density of
a measure of the anomalous diffusion parameter itself, then it is a very simple task to modify the SSA to take into
account the crowdedness of the environment. Of course, there are still some important assumptions that underpin this
approach, the most important being that obstacles are assumed to be scattered at random and that they are rigid and do
not move. We know of course that lipid rafts do move and so our assumptions are at best a good approximation to what
is really happening on the membrane of a cell. We can never hope to capture all the complicated spatial effects within
a cell by a purely temporal process, but what we do see is that ASSA does provide good temporal approximations to
spatial kinetics in crowded environments.
5. Conclusions
It is clear that in order to accurately take into account the effects of complex spatial features on dynamic (including
chemical reacting) systems, spatially explicit methods such as molecular dynamics of Monte Carlo simulation are
necessary. However, since these methods are at present computationally prohibitive for studying realistic sized systems
over useful time scales (and are likely to remain so in the near future), we may attempt to capture some of the features
of such a system by applying “semi-empirical” modifications to the constitutive equations of classical non-spatial
models. This will be worthwhile if the new models retain the computational tractability of the classical ones but are
considerably more accurate than these. The new methods can then be used either on their own, in conjunction with
spatial methods to improve computation times, or in conjunction with non-spatial methods to improve accuracy of
prediction in cases, where the former are found wanting.
In this paper, we have shown how to modify the Stochastic Simulation Algorithm (SSA) to account for the effects
of fixed obstacles on a reaction system on a two-dimensional membrane. This algorithm, which we call the Anomalous
Stochastic Simulation Algorithm (ASSA) may thus be expected to be useful in the study of large scale biochemical
reacting systems on cell membranes, where molecular mobility is impeded by the presence of fixed proteins and
cytoskeletal structures.
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