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Abstract We study the initial trace problem for positive solutions of semilinear heat equations
with strong absorption. We show that in general this initial trace is an outer regular Borel measure.
We emphasize in particular the case where u satisfies (E) ∂tu − ∆u + t
α|u|q−1u = 0, with q > 1
and α > −1 and prove that in the subcritical case 1 < q < qα,N := 1 + 2(1 + α)/N the initial trace
establishes a one to one correspondence between the set of outer regular Borel in measures RN and
the set of positive solutions of (E) in RN × R+.
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1 Introduction
In this paper we study the initial trace problem for positive solutions of
∂tu−∆u+ g(x, t, u) = 0 dans QΩT := Ω× (0, T ) (1.1)
where Ω is an open domain in RN , g ∈ C(Ω× R+ × R) such that g(x, t, .) is nondecreasing
∀(x, t) ∈ Ω×R and rg(x, t, r) ≥ 0 for all (x, t, r) ∈ Ω× R+ × R. Our first result establishes
the existence of an initial trace.
Theorem A Assume g satisfies the above conditions and that equation (1.1) possesses a
barrier at any z ∈ Ω. If u ∈ C1(QΩT ) is a positive solution of (1.1), it admits an initial trace
which belongs to the class of outer regular positive Borel measure in Ω.
The barrier assumption will be made precise later on in full generality. It is fulfilled
if g(x, t, r) = h(x)tα |r|q−1 r with α > −1, q > 1 and h ∈ L∞loc(Ω) satisfies inf essh > 0
for any compact subset K ⊂ Ω, or if g satisfies the Keller-Osserman condition, that is
g(x, t, r) ≥ h(r) ≥ 0 where h is nondecreasing and there exists a such that∫ ∞
a
ds√
H(s)
where H(s) =
∫ s
0
h(t)dt. (1.2)
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The initial trace of positive solutions of (1.1) exists in the following sense: there exists a
relatively closed set S ⊂ Ω and a positive Radon measure µ on R := Ω\S with the following
properties:
(i) for any x0 ∈ S and any  > 0
lim
t→0
∫
B(x0)∩Ω
u(x, t)dx =∞, (1.3)
(ii) for any ζ ∈ Cc(R)
lim
t→0
∫
Ω
u(x, t)ζ(x)dx =
∫
Ω
ζdµ. (1.4)
The couple (S, µ) is unique and characterizes a unique positive outer regular Borel mea-
sure ν on Ω.
A similar notion of boundary trace has been introduced by Marcus and Ve´ron [10] in the
study of positive solutions of
−∆u+ g(x, u) = 0 in Ω. (1.5)
This notion in itself has turned out to be a very usefull tool for classifying the positive
solutions of (1.5).
In the second part we concentrate on the particular case of equation
∂tu−∆u+ tα |u|q−1 u = 0 dans QΩT (1.6)
where T > 0, α > −1 and q > 1. Among the most useful tools, we point out the description
of positive solutions with an isolated singularity at (a, 0) for a ∈ Ω, whenever they exist:
they are solutions u of (1.6) in QΩT , which belong to C
2,1
(
QΩT
)∩C (Ω× [0, T )\{(a, 0)}) and
satisfy
u(x, 0) = 0 in Ω\{a}. (1.7)
When α = 0, Brezis and Friedman prove in [2] that if B2R(a) ⊂ Ω, then any such solution
satisfies
u(x, t) ≤ C (N, q,R)(
|x− a|2 + t
) 1
q−1
∀(x, t) ∈ BR(a)\{0} × [0, T ]. (1.8)
They also prove that if 1 < q < qN := 1 +
2
N and k > 0 there exist singular solutions with
initial data u(., 0) = kδa, unique if u vanishes on ∂Ω × [0, T ]. In this range of exponents,
Brezis, Peletier, Terman obtain in [1] the existence and uniqueness of a very singular solution
of (1.6), always with α = 0: it is a positive solution in Q∞ := QR
N
∞ under the form
v0(x, t) = t
−1/(q−1)V0
(
x√
t
)
,
where V0 > 0 is C
2 and satisfies
−∆V0 − 12η.∇V0 − 1q−1V0 + V q0 = 0 in RN
lim|η|→∞ |η|
2
q−1 V0(η) = 0.
(1.9)
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Actually, Kamin and Peletier show that v0 is the limit of the solutions uk of (1.6) in Q∞
which satisfy u(., 0) = kδ0. The very singular singular solution plays a fundamental role in
Marcus and Ve´ron’s description [7] of the initial trace of positive solutions of (1.6) with α = 0.
In [9], Marcus et Ve´ron study this equation when α ≥ 0 and 1 < q < qα,N = 1 + 2(1+α)N .
They obtain the existence of a self-similar solution of (1.6) in Q∞ under the form
vα(x, t) = t
− 1+αq−1 Vα
(
x√
t
)
,
which satisfies
lim
t→0
vα(x, t) = 0 ∀x 6= 0
and
lim
t→0
∫
B
vα(x, t)dx =∞ ∀ > 0.
The function Vα is nonnegative and verifies
−∆Vα − 1
2
η.∇Vα − 1 + α
q − 1 Vα + V
q
α = 0 in R
N . (1.10)
Furthermore
Vα(η) = C|η|
2(1+α)
q−1 −Ne
−|η|2
4 (1 + o(1)) as |η| → ∞. (1.11)
If 1 < q < qα,N , they show that for every k > 0 there exists a unique solution ukδa of (1.6)
in Q∞ with initial data kδa. Furthermore limk→∞ ukδa = vα. Actually the limitation α ≥ 0
can be relaxed to α > −1 has we will see it later on. Furthermore Q∞ can be replaced by
QΩ∞ provided ∂Ω is compact and smooth enough and ukδa vanishes on ∂Ω× [0,∞).
In this article we extend Brezis-Friedman removability result to equation (1.6). We also
extend Oswald’s classification of positive isolated singularities [12]. The starting point of
our study is the following extension of estimate (1.8) valid for any α > −1 and q > 1.
u(x, t) ≤ C (N, q, α,R)(
|x− a|2 + t
) 1+α
q−1
∀(x, t) ∈ BR\{a} × [0, T ]. (1.12)
The obstacle for obtaining such an estimate arises when α > 0 and the absorption term
tαuq is degenerate near t = 0. We overcome this difficulty by a delicate construction of
1-dim self-similar supersolutions. Thanks to this estimate, we obtain that the following
classification result holds.
Theorem B Assume 1 < q < qα,N and u ∈ C1(QΩT ) ∩C(Ω× [0, T ]\{(a, 0))}) is a solution
of (1.6) which vanishes on Ω \ {a} at t = 0. Then
(i) either there exists k ≥ 0 such that u(., 0) = kδa and
u(x, t) ∼ kE(x− a, t) as (x, t)→ (a, 0), (1.13)
where E(x, t) = (4pit)−
N
2 e−
|x|2
4t ,
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(ii) or
u(x, t) ∼ vα(x− a, t) as (x, t)→ (a, 0). (1.14)
In the supercritical case the following removability statement holds.
Theorem C Assume q ≥ qα,N and u ∈ C1(QΩT ) ∩ C(Ω × [0, T ]\{(a, 0))}) is a solution of
(1.6) which vanishes on Ω\{a} at t = 0. Then u can be extended by continuity as a function
in C(Ω× [0, T ]).
We prove that equation (1.6) admits a barrier at any z ∈ Ω. More precisely we construct
a positive solution wBR of (1.6) in Q
BR∞ which tends to 0 locally uniformly in BR when
t → 0 and which blows-up uniformly on ∂BR × [τ,∞), for any τ > 0. Applying Theorem
A, we infer that any positive solution admits an initial trace which is an outer regular Borel
measure ν ≈ (S, µ). Using sharp parabolic Harnack inequality and a concentration principle,
we prove the following result which is the key-stone for analyzing the behaviour of u on the
set S.
Theorem D Assume 1 < q < qα,N and u ∈ C2,1(QΩT ) is a positive solution of (1.6) with
initial trace (S, µ). Then for any a ∈ S there holds
u(x, t) ≥ u∞,a(x, t) ∀(x, t) ∈ QΩT (1.15)
where u∞,a = limk→∞ ukδa , ukδabeing the solution of (1.6) in Q
Ω
T with initial trace kδa and
which vanishes on ∂Ω× [0, T ].
It is important to notice that the behaviour of u∞,a near (a, 0) is given by (1.14) and
(1.11). Using (1.15), (1.12) and sharp asymptotics of the function Vα, we are able to prove
the following result which extends Theorem A.
Theorem E Assume 1 < q < qα,N and Ω ⊂ RN is open with a C2 compact boundary,
eventually empty. Then for any couple (S, µ) where S ⊂ Ω is relatively closed and µ ∈
M+(Ω \ S), there exists a maximal positive solution u and a minimal positive solution u
of (1.6), which belong to C2,1(QΩT ) ∩ C(Ω × (0, T ]), satisfy (1.3) and (1.4) and vanish on
∂Ω× (0, T ]. If inf{|z − z′| : z ∈ S, z′ ∈ Ωc} > 0 and µ is bounded in a neighborhood of ∂Ω,
then u = u.
2 Initial trace
In this section Ω ⊂ RN is an open domain, QΩT = Ω× (0, T ), ∂`QΩT = Ω× {0} ∪ ∂Ω× [0, T )
and g ∈ C(Ω × R+ × R). If u is defined in Ω × R+, we denote by g ◦u the function
(x, t) 7→ g(x, t, u(x, t)). We say that g belongs to H (resp H0) if
g(x, t, r) ≥ 0 ∀(x, t, r) ∈ Ω× R+ × R+
(resp. g ∈ H and r 7→ g(x, t, r) is nondecreasing).
(2.1)
We denote by M(Ω) the set of Radon measures in Ω, and by Mb(Ω) (resp. Mb,ρ(Ω)) the
subset of Radon measures such that∫
Ω
d |µ| <∞
(
resp.
∫
Ω
ρd |µ| <∞
)
,
4
where ρ(x) := dist (x, ∂Ω). Their positive cones are respectively M+(Ω), M
b
+(Ω) and
M
b,ρ
+ (Ω).
Definition 2.1 Let S be a relatively closed subset of Ω and µ a Radon measure on R :=
Ω \ S. We say that a nonnegative function u ∈ C(QΩT ) admits the couple (S, µ) for initial
trace if
lim
t→0
∫
R
u(x, t)ζ(x)dx =
∫
R
ζdµ ∀ζ ∈ Cc(R),
and
lim
t→0
∫
U
u(x, t)dx =∞ ∀U ⊂ Ω, U open, U ∩ S 6= ∅
The set S is the set of singular initial points of u and its complement R the set of regular
initial points. We write trΩ(u) = (S, µ).
Let µ˜ be the extension of µ as a locally bounded Borel measure. To the couple (S, µ˜) we
can associate a unique outer regular Borel measure ν defined by
ν(E) =
{ ∞ ∀E ⊂ Ω : E Borel, E ∩ S 6= ∅
µ˜(E) ∀E ⊂ Ω : E Borel, E ⊂ R. (2.2)
Lemma 2.1 Assume Ω is a bounded open domain with a C2 boundary, T > 0, g ∈ H, and
let u ∈ C(Ω× (0, T ]) be a positive solution of
∂tu−∆u+ g◦u = 0 in QΩT . (2.3)
If g◦u ∈ L1ρ(QΩT ), then u ∈ L∞
(
0, T, L1ρ(Ω)
)
and there exists µ ∈Mρ+(Ω) such that
lim
t→0
∫
Ω
u(x, t)ζ(x)dx =
∫
Ω
ζdµ ∀ζ ∈ Cc(Ω). (2.4)
Proof. If φ1 > 0 is the first eigenfunction of −∆ in W 1,20 (Ω) and λ1 is the corresponding
eigenvalue, we have
d
dt
∫
Ω
uφ1dx+ λ1
∫
Ω
uφ1dx+
∫
Ω
g◦uφ1dx+
∫
∂Ω
u
∂φ1
∂ν
dS = 0,
where ν is the normal vector. Set X =
∫
Ω
uφ1dx, then by Hopf Lemma,
X ′ + λ1X +
∫
Ω
g◦uφ1dx ≥ 0
which yields to
d
dt
(
eλ1tX
)
+ eλ1t
∫
Ω
g◦uφ1dx ≥ 0.
For s ∈ (t, T )
d
dt
(
eλ1tX −
∫ T
t
eλ1s
∫
Ω
g◦uφ1dxds
)
≥ 0,
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which means that the mapping
t→ eλ1tX −
∫ T
t
eλ1s
∫
Ω
g◦uφ1dxds
is nondecreasing. Therefore
eλ1tX −
∫ T
t
eλ1s
∫
Ω
g◦uφ1dxds ≤ eλ1TX.
and finally
X ≤ eλ1(T−t)X + e−λ1t
∫ T
t
eλ1s
∫
Ω
g◦uφ1dxds.
Since ρ−1φ1 is positively bounded from above and from below, u ∈ L∞
(
0, T, L1ρ(Ω)
)
and
there exists a sequence {tn} decreasing to 0 and a measure µ ∈Mρ+(Ω) such that
lim
tn→0
∫
Ω
u(x, tn)ζdx =
∫
Ω
ζdµ ∀ζ ∈ Cc(Ω).
If ζ ∈ C2c (Ω) there holds∫
Ω
u(x, tn)ζdx =
∫ T
tn
∫
Ω
(g◦u ζ − u∆ζ) dxdt+
∫
Ω
u(x, T )ζdx,
thus ∫
Ω
ζdµ =
∫ ∫
QΩT
(g◦u ζ − u∆ζ) dxdt+
∫
Ω
u(x, T )ζdx.
This implies that µ is uniquely determined and u(., t) converges to µ in the weak sense of
measures. 
Corollary 2.1 Assume Ω is an open domain, g ∈ H and u ∈ C2,1(QΩT ) is a positive solution
of (2.4). Suppose that for any z ∈ Ω there exists an open neighborhood U ⊂ Ω such that
∫ T
0
∫
U
g◦udxdt <∞.
Then u(x, t) ∈ L∞ (0, T, L1loc(Ω)) and there exists a positive Radon measure µ on U such
that
lim
t→0
∫
R
u(x, t)f(x)dx =
∫
R
fdµ ∀f ∈ Cc(R).
Proof. We apply the previous lemma in replacing U by a ball B(z) and conclude by a
partition of unity. 
The following class of nonlinearity has been introduced by Marcus and Ve´ron [10] in
order to study the boundary trace of solutions of elliptic equations.
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Definition 2.2 A function g ∈ H is a coercive nonlinearity in QΩT if, for every subdomain
Ω′ of Ω and every  ∈ (0, T ), the set of positive solutions of (1.1) in QΩ′,T := Ω′ × (, T ) is
uniformly bounded in compact subsets of QΩ
′
,T .
Definition 2.3 Let z ∈ Ω. We say that equation (1.1) possesses a strong barrier at z if
there exists a number r0 ∈ (0, ρ(z)) such that, for every r ∈ (0, r0), there exists a positive
supersolution w = wr,z of (1.1) in Br(z)× (0, T ) such that
w ∈ C (Br(z)× [0, T )) , lim|x−z|→rw(x, t) =∞ locally uniformly if t ∈ (0, T ). (2.5)
Lemma 2.1 Assume g ∈ H is a coercive nonlinearity in QΩT , then the set of solutions of
(1.1) in QΩT is uniformly bounded from above in every compact subset of Q
Ω
T . Furthermore,
if g ∈ H0, A ⊂ Ω is open and (1.1) possesses a strong barrier at every point of z ∈ A, then
the set of solutions u of (1.1) such that u ∈ C (A× [0, T )) and u(x, 0) = 0 on A is uniformly
bounded from above in every compact subset of A× [0, T ).
Proof. Let K be a compact subset of QΩT and let Ω
′ be a smooth, bounded domain of Ω
and  > 0 such that K ⊂ QΩ′,T Let U = UQΩ′∞ be the minimal large solution of (1.1) in
QΩ
′
T , i.e. the limit, when k → ∞, of solutions with Cauchy-Dirichlet data k on ∂`QΩ
′
,T :=
Ω′ ×{}∪ ∂Ω′× [, T ). By the maximum principle, if u ∈ C(QΩT ) is a solution of (1.1), then
u ≤ U in Ω′.
For the second statement, let K be a compact subset of A. For any z ∈ K there exists rz > 0
such that for any r ∈ (0, rz) there exists a positive supersolution of (1.1) in QBr(z)T which
satisfies (2.5). Since K is compact, there exist z1, ..., zp such that K ⊂ ∪pj=1Brzj /2(zj).
For any j ∈ {1, ..., p} we denote by wj the supersolution in Q
B2rzj /3
(zj)
T . By comparison
principle, there holds
u(x, t) ≤ sup{wj(x, t) : (x, t) ∈ Brzj /2(zj)× (0, T )} :=Mj , (2.6)
for (x, t) ∈ QBrzj /2(zj)T . Therefore u ≤M = maxj=1,...,pMj in K × (0, T ). 
Lemma 2.2 Let g ∈ H and u ∈ C2,1(QΩT ) be a positive solution of (1.1) and suppose z ∈ Ω
is such that ∫ T
0
∫
B(z)∩Ω
g◦udxdt =∞ ∀ > 0. (2.7)
Suppose that at least one of the following sets (i) or (ii) of conditions holds:
(i) There exists an open neighborhood U ′ ⊂ Ω of z such that u ∈ L1(U ′ × (0, T )).
(ii) The following hold:
1- g ∈ H0,
2- (1.1) possesses a strong barrier at z.
Then,
lim
t→0
∫
B(z)∩Ω
u(x, t)dx =∞ ∀ > 0. (2.8)
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Proof. Assume that Ω is bounded. First consider the case when condition (i). holds. Let
φ ∈ C2,1 (U ′ × [0, T )) with compact support in U ′ × [0, T ) and such that φ(x, 0) = 1 in a
neighborhood of z. Then∫ T
t
∫
U ′
(u(−φt −∆φ) + g◦uφ)dxdt =
∫
U ′
u(t)φdx −
∫
U ′
u(T )φdx. (2.9)
By assumption
∫ T
t
∫
U ′
u(φt + ∆φ)dxdt is bounded. We let t tend to 0, the result follows
from (2.7).
Next we assume that condition (ii) holds, u /∈ L1(U ′ × (0, T )) for any neighborhood U ′
of z and that the conclusion is not valid. Thus there exist r∗ > 0, such that Br∗(z) ⊂ Uz
and a sequence {tn} decreasing to 0 such that∫
Br∗ (z)
u(x, tn)dx ≤M
for some M > 0. Furthermore g is coercive in Br∗(z) × (0, T ). Let {hn,k} ⊂ C∞(QΩT ) an
increasing sequence with respect to k and n of nonnegative functions such that hn,k = 0 on
Br∗(z) × {0}, 0 ≤ hn,k ≤ k and hn,k = k on (tn, T ) × ∂Br∗(z). Let whn,k be the solution
of (1.1) in Br∗(z)× (0, T ) such that whn,k = hn,k on ∂`QBr∗ (z)T . By the maximum principle
and condition (ii)-1, the sequence {whn,k} is monotone increasing with respect to k and
n. Condition (ii)-2 implies that, for every r < r∗ and β < T , the sequence is bounded in
Br(z)× [0, β], and since u is locally bounded in QΩT there exists k = k(n) such that k ≥ u on
(tn, T )×∂Br(z) and k(n)→∞ when n→∞. Then w = limn→∞ whn,k is a solution of (1.1)
which blows up on ∂Br∗(z)× (0, T ) and vanishes on Br∗(z)×{0}. Let vn be the solution of
the heat equation in Br∗(z)× (tn, T ) such that vn(., tn) = u(., tn) in Br∗(z) and vn = 0 on
∂Br∗(z) × (tn, T ). Then whn,k(n) + vn is a supersolution of (1.1) in Br∗(z) × (tn, T ) which
dominates u on ∂`Q
Br∗ (z)
tn,T
. By the maximum principle,
u ≤ whn,k(n) + vn in QBr∗ (z)tn,T .
And we have in particular∫
Br(z)
u(x, t)dx ≤
∫
Br(z)
(
whn,k(n) + vn
)
(x, t)dx ≤M +
∫
Br(z)
w(x, t)dx ∀t ∈ (tn, T ).
Since it holds for any n, it implies u ∈ L1(QBr(z)T ), which leads to a contradiction. 
Example 1. If g(x, t, r) = b(x, t)h(r) where b is a Borel function defined in QΩT which satisfies
inf ess {b(x)x ∈ K} = bK > 0, h is continuous, nondecreasing and h(0) ≥ 0, then
ut −∆u+ h(u) = 0 (2.10)
possesses a strong barrier at any z ∈ Ω if and only if h satisfies the Keller-Osserman condi-
tion, that is there exists some a ≥ 0 such that∫ ∞
a
ds√
H(s)
<∞ where H(s) =
∫ s
0
h(τ)dτ. (2.11)
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The supersolution can be chosen to be the maximal solution φr of the elliptic equation
−∆φ+ bBr(z)h(φ) = 0 in Br(z). (2.12)
If we assume moreover that h is super-additive, i.e. h(a+ b) ≥ h(a) + h(b) for all a, b ≥ 0,
then there holds ∫ ∞
a
ds
h(s)
<∞, (2.13)
and any solution u of (2.10) is dominated in Q
Br(z)
T by φr(x) + ψ(t) where ψ is defined by
inversion from ∫ ∞
ψ(t)
ds
h(s)
= bBr(z)t ∀t > 0.
Example 2. If g(x, t, r) = a(x)b(t)h(r) where a ∈ C(Ω), b ∈ C((0, T )), a, b > 0, then g is a
coercive nonlinearity if h is super-additive and satisfies the Keller-Osserman condition. This
is not sufficient for the existence of a barrier as it is shown in [9] with h(r) = rq (q > 1)
a ≡ 1 and b(t) = e− 1t .
Proposition 2.2 Let g ∈ H0 such that at any z ∈ Ω there exists a strong barrier. We
assume also
g(x, t, a) + g(x, t, b) ≤ g(x, t, a+ b) ∀(x, t, a, b) ∈ QΩT × R+ × R+. (2.14)
Let {un} be a sequence of positive solutions of (1.1) which converges to u locally uniformly
in QΩT . Denote by trΩ(un) = (Sn, µn) and trΩ(u) = (S, µ) their respective initial trace. If
A ⊂ ∩nRn is open and if µn(An) remains bounded independently of n ∈ N, then A ⊂ R :=
Ω \ S.
Proof. Let z ∈ A and r˜ ∈ (0, ρ(z)) such that for any r ∈ (0, r˜] there exists a positive
supersolution wr,z satisfying (2.5) and Br˜(z) ⊂ A. For any n ∈ N and τ ∈ (0, T ), we denote
by uτ,χ
Br˜(z)
µn the solution of
∂tu−∆u + g ◦ u = 0 in Br˜(z)× (τ, T )
u(., τ) = χ
Br˜(z)
un(., τ) in Br˜(z)
u = 0 in ∂Br˜(z)× (τ, T ).
(2.15)
By the maximum principle uτ,χ
Br˜(z)
µn ≤ un in Br˜(z) × (τ, T ), and g ◦ uτ,χBr˜(z)µn ≤ g ◦ un
Furthermore, if ζ ∈ C1,1;1(QBr˜(z)T ) vanishes on ∂Br˜(z)× [0, T ) and for t = T , there holds∫ ∫
Br˜(z)×(τ,T )
(
−uτ,χ
Br˜(z)
µn(∂tζ +∆ζ) + ζg ◦ uτ,χBr˜(z)µn
)
dxdt =
∫
Br˜(z)
un(x, τ)ζ(x, τ)dx.
(2.16)
Since uτ,χ
Br˜(z)
µn and g ◦ uτ,χBr˜(z)µn are bounded independently of τ , standard regularity
theory for parabolic equations implies that they converge a.e. in Br˜(z)× (0, T ) when τ → 0
to uχ
Br˜(z)
µn and g ◦ uχBr˜(z)µn . Furthermore
lim
τ→0
∫
Br˜(z)
un(x, τ)ζ(x, τ)dx =
∫
Br˜(z)
ζ(x, 0)dµn(x).
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Using the dominated convergence theorem, it follows from (2.15) that∫ ∫
Q
Br˜(z)
T
(
−uχ
Br˜(z)
µn(∂tζ +∆ζ) + ζg ◦ uχBr˜(z)µn
)
dxdt =
∫
Br˜(z)
ζ(x, 0)dµn(x), (2.17)
and uχ
Br˜(z)
µn is the (unique) solution of
∂tu−∆u+ g ◦ u = 0 in QBr˜(z)T
u(., 0) = χ
Br˜(z)
µn in Br˜(z)
u = 0 in ∂Br˜(z)× (0, T ).
(2.18)
Furthermore, if η is the solution of the backward problem
∂tη +∆η = −1 in QBr˜(z)T
η(., T ) = 0 in Br˜(z)
η = 0 in ∂Br˜(z)× (0, T ),
(2.19)
there holds∫ ∫
Q
Br˜(z)
T
(
uχ
Br˜(z)
µn + ηg ◦ uχBr˜(z)µn
)
dxdt =
∫
Br˜(z)
η(x, 0)dµn(x) ≤M, (2.20)
for someM > 0 independent of n. Next we set Zτ,n := uτχ
Br˜(z)
µn+wr˜,z. It is a supersolution
of (2.10) in (τ, T )×Br˜(z) which is infinite on ∂Br˜(z)× [τ, T ) and dominates un in Br˜(z) at
t = τ . Thus Zτ,n ≥ un in (τ, T )×Br˜(z). Letting τ → 0 we finally obtain
uχ
Br˜(z)
µn(x, t) ≤ un(x, t) ≤ uχBr˜(z)µn(x, t) + wr˜,z(x, t) ∀(x, t) ∈ Q
Br˜(z)
T . (2.21)
For any r < r˜ and T ′ < T , there exists δ, σ > 0 such that η(x, t) ≥ δ and wr˜,z(x, t) ≤ σ for
all (x, t) ∈ QBr(z)T ′ . It follows from (2.20), (2.21) and Fatou’s lemma that u and g ◦ u are
integrable in L1(Q
Br(z)
T ′ ). By Lemma 2.1, Br′(z) ⊂ R. Since it holds for any z ∈ A, the
result is proved. 
3 Construction of a barrier
In the next results we construct the barrier function
Lemma 3.1 Assume α > −1 and q > 1, then there exists a unique positive function Wα ∈
C2([0,∞)) satisfying
W ′′ +
r
2
W ′ +
1 + α
q − 1W −W
q = 0 in (0,∞)
limr→0W (r) =∞
lim
r→∞
r
2
q−1W (r) = 0.
(3.1)
Furthermore Wα is decreasing and
Wα(r) = Cr
2(1+α)
q−1 −1e−
r2
4 (1 + ◦(1)) as r →∞. (3.2)
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Proof. Consider the functional
J(φ) :=
1
2
∫ ∞
0
(
φ′2 − 1 + α
q − 1 φ
2 +
2
q + 1
|φ|q+1
)
e
r2
4 dr (3.3)
defined over the convex set
Hk := {φ ∈W 12 (0,∞; e
r2
4 dr) ∩ Lq+1(0,∞; e r
2
4 dr) : φ(0) = k}.
Note that if φ ∈ Hk,
e
r2
4 φ2(r) =
∫ ∞
r
(e
s2
4 φ2(s))′ds
= 2
∫ ∞
r
e
s2
4 φφ′(s)ds+
1
2
∫ ∞
r
se
s2
4 φ2(s)ds.
In this set J admits a positive minimizer wk which is the unique solution of
w′′ +
r
2
w +
1 + α
q − 1w
′ − wq = 0 in (0,∞)
w(0) = k.
(3.4)
Furthermore, wk = limn→∞ wk,n where wk,n is the unique positive solution of
w′′ +
r
2
w′ +
1 + α
q − 1w − w
q = 0 in (0, n)
w(0) = k
w(n) = 0.
(3.5)
and, by the maximum principle, (k, n) 7→ wk,n is increasing. If we consider the linear
equation
z′′ +
r
2
z′ +
1 + α
q − 1 z = 0 in (0,∞), (3.6)
it admits two linearly independent positive solutions z1 and z2 with the following asymptotic
behaviour as r →∞
z1(r) = r
− 2(1+α)q−1 (1 + ◦(1)) (3.7)
and
z2(r) = r
2(1+α)
q−1 −1e−
r2
4 (1 + ◦(1)) (3.8)
(see [8, Appendix]. Since any solution of 3.4, and 3.5 as well, satisfies an a priori estimate
of Keller-Osserman type (see [16])
w(r) ≤ Cr− 2q−1 for 0 < r < 1, (3.9)
there holds
wk,n ≤ Cz2(r) for k ≥ r ≥ 1.
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Letting n and k go to infinity successively, it follows that Wα = limk,n→∞ wk,n exists. It is
a positive solution of problem (3.1) and it satisfies
Wα(r) ≤ C
(
r−
2
q−1 + z2(r)
)
for r > 0.
The singular behaviour at r = 0 is standard (see e.g. [16]) and yields to
Wα(r) =
2(q + 1)
(q − 1)2 r
− 2q−1 (1 + ◦(1)) as r → 0. (3.10)
Thus uniqueness follows by the maximum principle and estimates (3.3) is obtained via
standard linearization, using the upper estimate at infinity. 
In the sequel we set
wα(s, t) = t
− 1+αq−1Wα
(
s√
t
)
∀s > 0, t > 0. (3.11)
Proposition 3.2 Assume α > −1 and q > 1. Then for any R > 0, there exists C =
C(q, α,R) > 0 such that any solution u of (1.6) in QBR∞ which vanishes on BR×{0}satisfies
u(x, t) ≤ 2Nt− 1+αq−1Wα
(
R−|x|√
t
)
∀(x, t) ∈ QBR∞ . (3.12)
Proof. For m > 0, set Sm = {x = (x1, ..., xN ) : |xj | < m, ∀j = 1, ..., N}. For R′ < R
w˜R′ (x, t) = t
− 1+αq−1
N∑
j=1
(
Wα
(
R′−xj√
t
)
+Wα
(
R′+xj√
t
))
∀(x, t) ∈ QSR′∞ . (3.13)
Then w˜R′ is a supersolution of (1.6) in Q
SR′∞ which is infinite on ∂SR′×(0,∞), thus u ≤ w˜R′ .
Letting R′ → R yields to u ≤ w˜R in QSR∞ . Since the equation is invariant by rotation, for
any x ∈ BR, there is a rotation R such that R(x) has only a positive x1- coordinate. Thus
u(x, t) ≤ w˜R(|x| , t)
≤ t− 1+αq−1
(
Wα
(
R−x1√
t
)
+ (2N − 1)Wα
(
R√
t
))
≤ 2Nt− 1+αq−1Wα
(
R−x1√
t
)
,
(3.14)
which is (3.12) since x1 = |x|. 
Proposition 3.3 Assume α > −1, q > 1 and R > 0. Then there exists a unique positive
solution wBR of (1.6) in Q
BR∞ , continuous in BR × [0,∞), which vanishes on BR × {0} and
satisfies lim|x|→R wBR(x, t) =∞, locally uniformly in (0,∞). In particular
t−
1+α
q−1Wα
(
R−|x|√
t
)
≤ wBR(x, t) ≤ 2Nt−
1+α
q−1Wα
(
R−|x|√
t
)
∀(x, t) ∈ QBR∞ . (3.15)
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Proof. For k > 0, let wkBR be the solution of
∂tu−∆u+ tαuq = 0 in QBR∞
u = k in ∂`Q
BR∞
u(., 0) = 0 in BR.
(3.16)
By (3.12), wkBR(x, t) ≤ 2Nt−
1+α
q−1Wα
(
R−|x|√
t
)
. There there exists wBR = limk→∞ w
k
BR
and
wBR is a solution of (1.6) in Q
BR∞ which vanishes on BR×{0} and is infinite on ∂BR×(0,∞).
Consider the similarity transformation Tm which leaves equation (1.6) invariant
Tm[u](x, t) = m
1+α
q−1 u(
√
mx,mt) ∀m > 0,
then Tm[w
k
BR
] = wm
1+α
q−1 k
B R√
m
which implies
Tm[wBR ] = wB R√
m
∀m > 0.
If u ∈ C(BR × [0,∞)) is any positive solution of problem
∂tu−∆u+ tαuq = 0 in QBR∞
lim
|x|→R
u(x, t) =∞ locally uniformly on (0,∞)
u(., 0) = 0 in BR,
(3.17)
then for anym > 1 and  > 0, there exists τ > 0 such that u(x, t) ≤  in B R√
m
for 0 ≤ t ≤ τ.
Therefore, for any T > 0,
u ≤ + wB R√
m
on ∂`Q
B R√
m
T ∪B R√
m
× {0}
Since  + wB R√
m
is a supersolution u ≤  + wB R√
m
in Q
B R√
m
T . Letting  → 0, m → 1 and
T →∞ yields to u ≤ wBR . In the same way, with 0 < m < 1, we obtain u ≥ wBR . 
The next estimate is an immediate consequence of Proposition 3.2.
Proposition 3.4 Assume α > −1, q > 1 and K ⊂ Ω is compact. Let u be any solution u
of (1.6) in QΩ∞ which vanishes on Ω \ {K} × {0} and on ∂Ω× [0,∞), then
u(x, t) ≤ 2Nt− 1+αq−1Wα
(
dist (x,K)√
t
)
. (3.18)
4 Upper estimates
We start with the following upper estimate already obtained by Shishkov and Ve´ron [13] in
the case α ≥ 0.
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Proposition 4.1 Let q > 1 and α > −1. If u is a solution of (1.6) vanishing on ∂Ω×[0, T ),
there holds
u(x, t) ≤ cαt−
α+1
q−1 for all (x, t) ∈ QΩT , (4.1)
with cα =
(
α+1
q−1
) 1
q−1
.
Proof. Let φ(t) = cαt
−α+1q−1 be the maximal solution of
φ′ + tαφq = 0
φ(0) =∞.
with cα =
(
α+1
q−1
) 1
q−1
.
Case α ≥ 0. For τ > 0, we denote by Φ1,τ the solution of
−∆Φ1,τ + ταΦq1,τ = 0 in B1
lim
|x|→1
Φ1,τ (x) =∞, (4.2)
and for R > 0
ΦR,τ (x) = R
−2
q−1Φ1,τ
( x
R
)
.
Note that ΦR,τ (x) is the solution of the problem (4.2) in the ball BR. The function ΦR,τ
tends to 0 uniformly on every compact set of RN when R→∞. Set
v˜(x, t) = φ (t− τ) + ΦR,τ (x) ,
thus v˜ is a supersolution of (1.6) in BR× [τ, T ) which is infinite on ∂BR× [τ, T )∪BR×{0}.
Then u(x, t) ≤ v˜(x, t). Letting R→∞ and τ → 0, we obtain
u(x, t) ≤ cαt−
α+1
q−1 for all (x, t) ∈ QT .
Case −1 < α < 0. Let τ > 0 and φτ (t) = cα
(
tα+1 − τα+1)− 1q−1 be the solution of
φ′τ + t
αφqτ = 0 on (τ,∞)
φτ (τ) =∞
If Φ1,T is the solution of (4.2) with τ = T , we set
ΦR,T (x) = R
−2
q−1Φ1,T
( x
R
)
.
Clearly ΦR,T tends to 0 uniformly on every compact of R
N when R→∞. Set
vˆ(x, t) = φτ (t) + ΦR,T (x),
vˆ is a supersolution of (1.6) in BR× (τ, T ), thus u(x, t) ≤ vˆ(x, t), as in the first case. Letting
R→∞ and τ → 0, we obtain the desired estimate. 
Combining Proposition 3.2 and Proposition 4.1 we obtain,
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Corollary 4.2 Assume q > 1, α > −1 and K ⊂ Ω is compact. If u ∈ C2,1(QΩT ) ∩ C(Q
Ω
T \
K ×{0}) is a solution of (1.6) which vanishes on ∂Ω× [0, T )∪ {(Ω \K)×{0}}, there holds
u(x, t) ≤ min
{
2NWα
(
dist (x,K)√
t
)
, cα
}
t−
α+1
q−1 for all (x, t) ∈ QΩT . (4.3)
In the particular case where K = {O}, (4.3) yields to
u(x, t) ≤ min
{
2NWα
( |x|√
t
)
, cα
}
t−
α+1
q−1 ≤ c1(
|x|2 + t
) 1+α
q−1
for all (x, t) ∈ QΩT , (4.4)
for some c1 = c1(α, q) > 0.
Remark. If Ω is replaced by RN , the previous estimates (4.1), (4.3) and (4.4) remain valid.
Furthermore, K needs only to be closed.
5 Isolated singularities
In this section we present the results of classification of isolated singularities of positive
solutions of (1.6), always in the range q > 1 and α > −1. Since some proofs are some-
what similar to the ones of [2] for the removability of isolated singularities, or [8] for the
classification of positive isolated boundary singularities of solutions of
∂tu−∆u+ |u|q−1 u = 0 in QΩT , (5.1)
we will essentially indicate their main ideas. If we look for solution of (1.6) in QT := Q
R
N
T
under the form
u(x, t) = tγV
(
x√
t
)
it is immediate that γ = − 1+αq−1 and V is a solution of
−∆V − η
2
.∇V − 1 + α
q − 1 V + V
q = 0 in RN . (5.2)
It is proved by Escobedo and Kavian [4] that if 1+αq−1 >
N
2 , or equivalently if
1 < q < qc,α := 1 +
2(1 + α)
N
, (5.3)
there exists a positive solution of (5.2) which minimizes of the functional
ω 7→ J(ω) := 1
2
∫
RN
(
|∇ω|2 − 1 + α
q − 1 ω
2 +
2
q + 1
|ω|q+1
)
e
|η|2
4 dη, (5.4)
over the space W 1,2(RN ;Qdη) where Q(η) = e
|η|2
4 . The minimizer Vα is unique, radial and
satisfies (5.2). Furthermore, by adapting the results of [1] , it is easy to show that Vα is the
unique positive C2 function which satisfies (5.2) and
lim|η|→∞ |η|
2(1+α)
q−1 V (η) = 0, (5.5)
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and that there holds (see [8, Th 2.1])
Vα(η) = C |η|2
1+α
q−1−N e−
|η|2
4 (1 + ◦(1)) as |η| → ∞. (5.6)
The function
vα(x, t) = t
− 1+αq−1 Vα
(
x√
t
)
(5.7)
is a positive solution of (1.6) in Q∞, continuous in Q∞ \ {(0, 0)}; it vanishes on RN × {0} \
{(0, 0)} and satisfies
lim
t→0
∫
B
vα(x, t)dx =∞ ∀ > 0. (5.8)
It is called the very singular solution of (1.6).
When RN is replaced by a a proper open domain Ω with a compact C2 boundary there
exists no self-similar solution to (1.6). For any k > 0 and a ∈ Ω there exists a unique
solution u := ukδa to the initial value problem
∂tu−∆u+ tαuq = 0 in QΩ∞
u = 0 on ∂Ω× [0,∞)
u(., 0) = kδa in Ω.
(5.9)
(see e.g. [9]). The function u belongs to Lq(QΩT ; t
αdxdt) ∩ L1(QΩT ), T > 0 arbitrary, and
satisfies ∫ ∫
QΩT
(−u (∂tζ +∆ζ) + tαuqζ) dxdt = kζ(a) (5.10)
for all ζ ∈ C1,1;1(QΩT ) which vanishes on ∂Ω× [0, T ] and on Ω×{T }. It is unique in the class
of of weak solutions, i.e. the functions belonging to Lq(QΩT ; t
αdxdt)∩L1(QΩT ) and satisfying
the above identity. When k →∞, ukδa ↑ u∞δa , where u∞δa := u∞,a is a solution of (1.6) in
QΩ∞ which vanishes on ∂Ω × [0,∞) and on Ω× {0} \ {(a, 0)} and satisfies (5.8). Finally, if
E(x, t) = (4pit)−
N
2 e−
|x|2
4t denotes the heat kernel in RN ,
ukδa ∼ kE(x− a, t) when (x, t)→ (a, 0) (5.11)
and
u∞,a ∼ vα(x− a, t) when (x, t)→ (a, 0). (5.12)
The following classification of isolated singularities holds.
Theorem 5.1 Assume α > −1, 1 < q < qc,α and a ∈ Ω. If u ∈ QΩT \ {(a, 0)} is a positive
solution of (1.6) which vanishes on Ω× {0} \ {(a, 0)}, then
(i) either there exists k ≥ 0 such that
u(x, t) ∼ kE(x− a, t) when (x, t)→ (a, 0), (5.13)
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and u is a solution of
∂tu−∆u+ tαuq = 0 in QΩT
u(., 0) = kδa in Ω,
(5.14)
(ii) or
u(x, t) ∼ vα(x− a, t) when (x, t)→ (a, 0), (5.15)
and u satisfies (5.8).
Proof. The initial trace trΩ(u) is a Borel measure concentrated at a and either it is of the
form ({∅}, kδa) for some k ≥ 0 or of the form ({a}, 0). In the first case tαuq ∈ L1(QBr(a)T )
for any 0 < r < ρ(a). For t > 0 we set mr(t) = max{u(x, τ) : (x, τ) ∈ ∂`QBr(a)t },
er(t) = max{E(x, τ) : (x, τ) ∈ ∂`QBr(a)t }. We denote by Θr the solution of
∂τΘr −∆Θr = 0 in QBr(a)∞
Θr(x, 0) = 0 in Br(a)
Θr(x, t) = 1 in ∂`Q
Br(a)∞
and
Ψ(x, t) =
∫ t
0
∫
Br(a)
E(x− y, t− s)sαuq(y, s)dyds.
Then
kE(x− a, t)−Ψ(x, t)− er(t)Θr(x, t) ≤ u(x, t) ≤ kE(x− a, t) +mr(t)Θr(x, t). (5.16)
Using the explicit expression of the Cauchy-Dirichlet heat kernel in Br, one can easily check
that limt→0Θr(x, t) = 0, uniformly on compact subsets of Br(a). Furthermore
Ψ(x, t) ≤ 2q−1
∫ t
0
∫
Br(a)
E(x− y, t− s)sα (kqEq(y − a, s) +mqr(s)Θqr(y, s)) dyds
≤ 2q−1kq
∫ t
0
∫
Br(a)
E(x − y, t− s)sαEq(y − a, s)dyds+ o(1),
(5.17)
since the second term in the integral is bounded. Furthermore the first term of the right-
hand side of (5.17) converges to 0 in L1(Br(a)) when t→ 0. Since y 7→ Eq(y−a, s) is radially
decreasing with respect to a, it implies that
∫ t
0
∫
Br(a)
E(x − y, t − s)sαEq(y − a, s)dyds is
maximal at x = 0 and therefore Ψ(x, t)→ 0, uniformly in Br(a). It follows from (5.16) that
|u(x, t)− kE(x− a, t)| → 0 when t→ 0, (5.18)
uniformly on compact subsets of Br(a), for any r < ρ(a).
Next we assume that trΩ(u) = ({a}, 0), and without loss of generality, we can suppose
that a = 0 and set Br = Br(0). Then
u∞,0 −mr(t)Θr(x, t) ≤ u(x, t) ∀(x, t) ∈ QBr∞ , (5.19)
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where u∞,0 = limk→∞ ukδ0 , and ukδ0 is the solution of (1.6) in Q∞ with initial data kδ0.
Although estimate (5.19) is proved in Theorem 6.2, in next section, its proof does not require
any element of the proof of the present theorem. Moreover, for any 0 <  < r,
u(x, t) ≤ V +mr(t)Θr(x, t) ∀(x, t) ∈ QBr∞ , (5.20)
where V is the limit, when ` → ∞ of the solutions V`, of (1.6) in Q∞ which has initial
data mχ
B
. Consider the similarity transformation Tm[φ](x, t) = m
− 1+αq−1 φ( x√
m
, tm ) (m > 0)
which leaves (1.6) and Q∞ invariant, then, by uniqueness
Tm[uk,0] = u
m
N
2
− 1+α
q−1 k,0
(5.21)
and
Tm[V`,] = V
m
N
2
− 1+α
q−1 `,
√
m
. (5.22)
Letting k, `→∞ and → 0, we obtain that, for any m > 0,
Tm[u∞,0] = u∞,0 (5.23)
and
Tm[V0] = V0. (5.24)
Therefore u∞,0 and V0 are positive self-similar solutions of (1.6) in Q∞ with initial trace
({0}, 0). Then they coincide with the function vα defined in (5.7). The result follows from
this equality since (5.19), jointly with (5.20), implies
vα(x, t) −mr(t)Θr(x, t) ≤ u(x, t) ≤ vα(x, t) +mr(t)Θr(x, t) ∀(x, t) ∈ QBr∞ . (5.25)

If q ≥ qc,α there holds the following result which extends Brezis and Friedman’s classical
one.
Theorem 5.2 Assume α > −1, q ≥ qc,α and a ∈ Ω. If u ∈ QΩT \ {(a, 0)} is a positive
solution of (1.6) which vanishes on Ω×{0}\{(a, 0)}, then it can be extended as a continuous
function u˜ which vanishes on Ω× {0}.
Proof. Up to modifying a few parameters the proof is similar to Brezis-Friedman’s construc-
tion. The first step is to prove that u ∈ Lq(QBRT ) for some R > 0. This is done by using
(4.4) and the same test function used in [2]. As a consequence we obtain that u satisfies
lim
t→0
∫
Ω
u(x, t)ζ(x)dx = 0 ∀ζ ∈ C∞0 (Ω).
Finally the extension of u by zero at t = 0 satisfies the equation in Ω× [0, T ). 
Remark. We recall that E(x, t) = (4pit)−
N
2 e−
|x|2
4t . Then if 1 ≤ r < qc,α, there holds∫ ∫
QT
Er(x, t)tαdxdt <∞, (5.26)
while if r ≥ qc,α ∫ ∫
QT
Er(x, t)tαdxdt =∞. (5.27)
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6 The trace theorem
In all this section we assume that Ω ⊂ RN is an open domain with a compact C2 boundary,
α > −1 and 1 < q < qc,α, and let u ∈ C(Ω × (0, T ]) be a positive solution of (1.6) in QΩT
which vanishes on ∂Ω × (0, T ]. By Section 2 u possesses an initial trace trΩ(u) = (S, µ)
where S is a relatively closed subset of Ω and µ is a Radon measure on R := Ω \ S. To this
couple we can associate a unique outer regular Borel measure ν defined by
ν(E) =
{
µ(E) if E ⊂ R
∞ if E ∩ S 6= ∅ (6.1)
for any Borel subset E of Ω. Conversely, to any outer Borel measure ν on Ω we can associate
the regular set R ⊂ Ω which is the set of points y ∈ Ω which possess an open neighborhood
Oy such that ν(Oy) < ∞. Clearly R is open and the restriction of ν to R is a positive
Radon measure. The set S = Ω\R is relatively closed and it is the singular part of ν. It has
the property that ν(E) = ∞ for any Borel set E such that E ∩ S 6= ∅. We shall denote by
B
reg(Ω) the set of outer regular Borel measures in Ω and by Bregc (Ω) the subset of B
reg(Ω)
for which S is a compact subset of Ω. Thus u is a solution of the following problem,
∂tu−∆u+ tαuq = 0 in QΩT
u ≥ 0, u = 0 on ∂Ω× [0, T )
trΩ(u) = ν ≈ (S, µ) ∈ Breg(Ω).
(6.2)
Definition 6.1 We denote by US,µ(Ω) the set of solutions of problem (6.2).
The first step in the characterization of the singular set is the following delicate lower
estimate.
Theorem 6.2 Let u ∈ US,µ(Ω) and a ∈ S, then
u(x, t) ≥ u∞,a(x, t). (6.3)
Furthermore, if S has a nonempty interior A, there holds
lim
t→0
t
1+α
q−1 u(x, t) = cα, (6.4)
uniformly on compact subsets of A.
We first give a proof of (6.3) in the case where either −1 < α ≤ 0, or α > 0 and
1 < q < qc,0.
Proposition 6.3 Assume either −1 < α ≤ 0 and 1 < q < qc,α, or α > 0 and 1 < q < qc,0,
then inequality (6.3) holds.
Proof. For any  > 0, there holds
lim
t→0
∫
B(a)
u(x, t)dx =∞. (6.5)
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If k > 0 is fixed, and {tn} is a sequence decreasing to 0. There exists tn1 such that∫
B2−1 (a)
u(x, tn1)dx > k,
and there exists m = m1(k) such that∫
B2−1 (a)
m1(k) ∧ u(x, tn1)dx = k,
where A ∧ B = inf{A,B}. Assume we have constructed tnj < tnj−1 and mj(k) > 0 such
that ∫
B2−j (a)
mj(k) ∧ u(x, tnj )dx = k.
Since (6.5) holds with  = 2−j−1, there exists tnj+1 < tnj such that∫
B
2−j−1 (a)
u(x, tnj )dx > k.
and thus mj+1(k) > 0 such that∫
B2−j−1 (a)
mj+1(k) ∧ u(x, tnj+1)dx = k.
Next we denote by uj the solution of
∂tu−∆u+ tαuq = 0 in Ω× (tnj , T )
u = 0 on ∂Ω× [tnj , T )
u(., tnj ) = mj+1(k) ∧ u(., tnj+1) in Ω.
(6.6)
By the maximum principle uj ≤ u in Ω× [tnj , T ), or equivalently uj(x, t+tnj ) ≤ u(x, t+tnj )
in QΩT−tnj . Clearly
uj,0 := u(., tnj )⇀ kδa as j →∞
in the weak sense of measures. In order to prove that uj converges to ukδa we notice that
uj(x, t+ tnj ) ≤ E ∗ uj,0(x, t) in QΩ∞. If −1 < α ≤ 0 and r ∈ (1, qc,α)∫ ∫
QΩT
urj(x, t+ tnj )(t+ tnj )
αdxdt ≤
∫ ∫
QT
(E ∗ uj,0)r(x, t)(t+ tnj )αdxdt
≤ ‖uj,0‖rL1
∫ ∫
QT
Er(x, t)tαdxdt,
using Young’s inequality and (5.26). If α ≥ 0 and r ∈ (1, qc,0)∫ ∫
QΩT
urj(x, t+ tnj )(t+ tnj )
αdxdt ≤ 2αTα
∫ ∫
QT
(E ∗ uj,0)r(x, t)dxdt
≤ 2αTα ‖uj,0‖rL1
∫ ∫
QT
Er(x, t)dxdt.
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Furthermore, for s ∈ (1, qc,0)∫ ∫
QΩT
usj(x, t+ tnj )dxdt ≤
∫ ∫
QT
(E ∗ uj,0)s(x, t)dxdt
≤ ‖vj,0‖sL1
∫ ∫
QT
Es(x, t)dxdt.
Thus the sets of functions {uqj(., .+tnj )(.+tnj )α} and {uj(., .+tnj )} are uniformly integrable
in L1(QΩT ). Since uj satisfies∫ ∫
QΩT
(−uj(x, t+ tnj ) (∂tζ +∆ζ) + (t+ tnj )αuqj(x, t+ tnj )ζ) dxdt =
∫
Ω
uj,0ζdx (6.7)
for any test function ζ ∈ C1,1;1(QΩT ) vanishing on ∂Ω× [0, T ] ∪ Ω× {T } and converges a.e.
in QΩT to some u
∗ when j →∞, it follows by Vitali’s theorem that∫ ∫
QΩT
(−v (∂tζ +∆ζ) + tαvqζ) dxdt = kζ(a) (6.8)
thus u∗ = ukδa by uniqueness, which implies the claim since u ≥ u∗. 
When α > 0 and qc,0 ≤ q < qc,α, this argument cannot work since the sequence uj,0
could concentrate too quickly with respect to t to a Dirac mass and isolated singularities
are removable for solutions of
∂tu−∆u+ cuq = 0.
We develop below a proof valid for any α > −1 and 1 < q < qc,α, which is based upon the
parabolic Harnack inequality and shows that such a fast concentration never occurs.
Lemma 6.4 Assume α > −1 and 1 < q < qc,α. Let {(xn, tn)} ⊂ QΩT be a sequence
converging to (a, 0) and ` > 0. Put Vn = B`
√
tn(xn) and suppose that there exist nonnegative
functions hn ∈ L∞(RN ) with support in Vn such that 0 ≤ hn ≤ c1t−
N
2
n and
hn ⇀ kδ0. (6.9)
Then the solutions un of
∂tu−∆u+ tαuq = 0 in Ω× (tn, T )
u = 0 on ∂Ω× [tn, T )
u(., tn) = hn in Ω,
(6.10)
satisfy un → ukδa when n→∞.
Proof. The estimate hn ≤ ct−
N
2
n χVn can be written under the form
hn(x) ≤ c2E(x − xn, tn)χVn
where c2 = (4pi)
N
2 e
`
4 c1. By the maximum principle
un(x, t) ≤ c2E(x− xn, t) in Ω× (tn,∞).
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By (5.26), (5.27), the sequences {Eq(.−xn, .)tα} and {E(.−xn, .)} are uniformly integrable in
QΩT , therefore, if we extend un by zero in Q
Ω
tn and denote by u˜n the extended function defined
in QΩT , we infer that the sequences {tαu˜qn} and {u˜n} are uniformly integrable in QΩT . Using
standard regularity estimates there exists a function u∗ defined in QΩT and a subsequence
unj such that u˜nj → u∗ locally uniformly in QΩT . It follows by uniform integrability and
Vitali’s convergence theorem that
u˜nj → u∗ in Lq(QΩT ; tαdxdt) ∩ L1(QΩT ).
Let ζ ∈ C1,1;1(QΩT ) vanishing on ∂Ω× [0, T ] ∪ Ω× {T }, then∫ ∫
QΩT
(
−u˜nj(∂tζ +∆ζ) + tαu˜qnjζ
)
dxdt =
∫
Ω
ζ(., tnj )hndx.
Using the previous convergence results and the assumption (6.9), we derive∫ ∫
QΩT
(−u∗(∂tζ +∆ζ) + tαu∗qζ) dxdt = kζ(a).
Thus u∗ = ukδa and u˜n → ukδa locally uniformly in QΩT . 
Lemma 6.5 Let u be a positive solution of (1.6) in QΩT vanishing on ∂Ω× [0, T ). Then for
any Ω′ ⊂ Ω ⊂ Ω there exists a constant C = C(N, q, α,Ω′) > 0 such that
u(y, s) ≤ u(x, t)eC
(
|x−y|2
t−s +
t
s+1
)
∀(x, t), (y, s) ∈ QΩ′T , s < t. (6.11)
Proof. By (4.1), V (x, t) := tαuq−1 ≤ cq−1α t−1. If we write (1.6) under the form
∂tu−∆u+ V (x, t)u = 0 in QΩT (6.12)
it follows (6.11) from parabolic Harnack inequality (see e.g. [5, Lemma 3.16] although the
result is much older). 
If G ⊂ RN is a bounded open subset, we denote by φG is the first eigenfunction of −∆
in W 1,20 (G) normalized by supφG = 1 with corresponding eigenvalue λG.
Lemma 6.6 Let G ⊂ RN be a bounded open subset with a smooth boundary ω ∈ C1(QGT ),
ω ≥ 0, such that ∫ T
0
‖ω(., t)‖L∞(G) dt <∞. (6.13)
If v ∈ C2;1(G× (0, T ]) is a positive solution of
∂tv −∆v + ωv = 0 in QGT , (6.14)
then vφG ∈ L1(QGT ), ωvφ3G ∈ L1(QGT ) and there exists µ ∈M+(G) such that
lim
t→0
∫
G
v(x, t)ζ(x)dx =
∫
G
ζdµ ∀ζ ∈ Cc(G). (6.15)
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Proof. Set γ(t) = ‖ω(., t)‖L∞(G). Denote X(t) =
∫
G v(x, t)φG(x)dx. Then, from (6.14),
X ′ + λGX + γ(t)X ≥ 0
This implies that the function
t 7→ etλG+
∫
t
0
γ(s)dsX(t)
(which exists thanks to (6.13)) is nondecreasing. Therefore there exists X(0) = limt→0X(t)
and vφG ∈ L1(QGT ). Furthermore, if we set Y (t) =
∫
G v(x, t)φ
3
G(x)dx
d
dt
(e3tλGX(t)) + e3tλ1
∫
Ω
(ωφ3G − 6φG |∇φG|2)vdx = 0.
Since ∇φG is bounded and vφG ∈ L1(QGT ), it implies
e3tλGY (T ) +
∫ T
0
e3tλG
∫
Ω
ω(x, t)v(x, t)φ2Gdxdt = Y (0) + 6
∫ T
0
e3tλG
∫
Ω
φG |∇φG|2)vdxdt,
which implies that ωvφ3G ∈ L1(QGT ). The argument given in the proof of Lemma 2.1 shows
that v admits an initial trace which belongs to M+(G). 
Proof of Theorem 6.2. We define the parabolic distance in RN × R by
dP ((x, t), (y, s)) =
√
|x− y|2 + |t− s|.
Step 1. We first prove that if u satisfies
lim sup
dP ((x,t))(a,0))→0
t
N
2 u(x, t) <∞, (6.16)
then a ∈ R(u). If (6.16) holds there exists , c > 0 such that
u(x, t) ≤ ct−N2 ∀(x, t) s.t.
√
|x− a|2 + t ≤ .
If we set ω(x, t) = tαuq−1(x, t), then
ω(x, t) ≤ cq−1t−(N(q−1)2 −α) ∀(x, t) ∈ B √
2
(a)× (0, 
2
2
].
Since q < qc,α, then
N(q−1)
2 ) − α < 1; thus the assumptions of Lemma 6.6 are fulfilled and
there exists a positive Radon measure µ in B √
2
(a) such that
∫
Ω
u(x, t)ζ(x)dx→
∫
Ω
ζdµ when t→ 0, ∀ζ ∈ C∞c (B √2 (a)).
Furthermore tαuq ∈ L1(B √
3
(a)× (0, T )), which is the claim.
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Step 2. Since a ∈ S(u), there holds
lim sup
dP ((x,t))(a,0))→0
t
N
2 u(x, t) =∞. (6.17)
Then there exists a sequence {(xn, sn)} converging to (a, 0) such that
u(xn, tn) ≥ nt−
N
2
n . (6.18)
We apply Lemma 6.5 with s = sn, t = 2sn := tn, y = xn |x− xn| ≤ √sn. Then
u(x, tn) ≥ Cnt−
N
2
n ∀x ∈ Vn := B√tn
2
(xn).
This implies ∫
Vn
u(x, tn)dx ≥ CNn.
For k < n fixed, we denote by v := vn,k the solution of
∂tv −∆v + tαvq = 0 in Ω× (tn,∞)
v = 0 in ∂Ω× (tn,∞)
v(., tn) = Ckt
−N2
n χVn in Ω.
(6.19)
By the maximum principle u ≥ vn,k in Ω× (tn,∞). Furthermore∫
Vn
v(., tn)dx = CNk.
Thus v(., tn) ⇀ CNkδa in the weak sense of measures. It follows from Lemma 6.4 that
vn,k → uCNkδa locally uniformly in QΩT . Therefore u ≥ uCNkδa in QΩT . Since k is arbitrary,
we obtain (6.3).
Step 3. Formula (6.4) holds. Denote by Sm(a) = {x ∈ RN : |xj | < m}. If SR(a) ⊂ S, the
function
(x, t) 7→ cα(t− τ)−
1+α
q−1 + wBR(x− a, t− τ)
is a supersolution of (1.6) in SR(a)×(τ,∞) which is infinite on SR(a)×{τ}∪∂SR(a)× [τ,∞)
by Proposition 3.3, while u is finite, thus it dominates u in SR(a) × (τ,∞). Letting τ → 0
yields to
u(x, t) ≤ cαt−
1+α
q−1 + wBR(x− a, t) ∀(x, t) ∈ QSR(a)T . (6.20)
Conversely, the function
(x, t) 7→ u(x, t− τ) + wBR(x− a, t− τ)
is a supersolution in SR(a) × (τ,∞) which dominates cαt−
1+α
q−1 on SR(a) × {τ} ∪ ∂SR(a) ×
[τ,∞), thus as above, we obtain (6.20). Since
lim
t→0
wBR(x− a, t) = 0
uniformly on BR′(a) for any R
′ < R, we derive (6.4). 
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Proposition 6.7 For any relatively closed S ∈ Ω, the set US,0(Ω) is not empty and it
admits a minimal element uS,0 and a maximal element uS,0.
Proof. Step 1: Existence of a maximal solution. The maximal solution is constructed by
thickening Ω and S in defining for 0 < σ
Ωσ = {x ∈ RN : dist (x,Ω) < σ}, Sσ = {x ∈ RN : dist (x,S) ≤ σ}
If z ∈ ∂Ω, we denote by nz the outward unit normal vector to Ω at z. Since ∂Ω is compact
and C2, there exists σ0 > 0 such that for any (z, σ) ∈ ∂Ω× [0σ0], the mapping Π : (z, σ) 7→
z+σnz is a C
2 diffeomorphism from ∂Ω× [0, σ0] to Θ′σ0 := Ωσ0 \Ω. The mapping Π defines
the flow coordinates near ∂Ω.
If 0 < δ < σ, there exists a unique solution u = un,σ,δ of
∂tu−∆u + tαuq = 0 in QΩσ∞
u = 0 in ∂Ωσ × (0,∞)
u(., 0) = nχSδ in Ωσ.
(6.21)
Notice that Sδ is closed in Ωσ and inf{|z − z′| : z ∈ Sδ, z′ ∈ Ωcδ} = δ − σ. Existence is
standard as well as uniqueness in the case where Ω is bounded. If Ωc is bounded the proof
goes as in the uniqueness proof in Proposition 6.10. When n → ∞, {un,σ,δ} ↑ uσ,δ which
is a solution of (1.6) in QΩσ∞ . Since un,σ,δ satisfies (4.1), for any r, τ > 0 and any a ∈
∂Ωσ, un,σ,δ remains uniformly continuous with respect to n in Q
Ωσ
∞ ∩
(
Br(a)× [2−2τ, 2τ ]
)
.
Consequently uσ,δ(x, t) = 0 on ∂Ωσ × (0,∞)∩
(
Br(a)× [2−2τ, 2τ ]
)
. Therefore uσ,δ vanishes
on ∂Ωσ × (0,∞). If a ∈ Ωσ and dist (a,Sδ) = r > 0, un,σ,δ(x, t) ≤ wBr (x − a, t) in Q∞Br(a).
This implies that un,σ,δ remains uniformly continuous with respect to n in Br′(a) × [0, T )
for any 0 < r′ < r and T > 0. Since un,σ,δ(x, t) → 0 in Br′(a), uσ,δ inherits the same
property. Consequently uσ,δ has initial trace (Sδ, 0) in Ωσ. By the maximum principle the
mapping (n, δ) 7→ un,σ,δ is increasing with respect to n and decreasing with respect to δ.
Furthermore, if 0 < δ′ < σ′ < σ and 0 < δ < σ, there holds un,σ′,δ′ < un,σ,δ in Q
Ωσ′∞ , which
implies uσ′,δ′ < uσ,δ. We define
uS,0 = lim
σ→0
lim
δ→0
lim
n→∞
un,σ,δ. (6.22)
Then uS,0 is a solution of (1.6) in QΩ∞. Since limt→0 uσ,δ(x, t) = 0 uniformly on any compact
subset K ⊂ R = Ω \ S, uS,0 has initial trace 0 on R. If a ∈ S, we denote by u˜∞,a the
function defined in QΩσ∞ by
u˜∞,a(x, t) =
{
u∞,a(x, t) if (x, t) ∈ QΩ∞
0 if (x, t) ∈ QΩσ∞ \QΩ∞
Then u˜∞,a is a subsolution of (1.6) in QΩσ∞ which is smaller than u∞,a,σ which is the limit,
when k →∞ of the solution ukδa,σ of
∂tu−∆u + tαuq = 0 in QΩσ∞
u = 0 in ∂Ωσ × (0,∞)
u(., 0) = kδa in Ωσ.
(6.23)
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There holds, by Theorem 6.2,
uσ,δ(x, t) ≥ u∞,a,σ ≥ u˜∞,a(x, t) ∀(x, t) ∈ QΩσ∞ .
Letting successively δ → 0 and σ → 0 yields to uS,0 ≥ u˜∞,a = u∞,a in QΩσ∞ . Therefore any
a ∈ S is a singular initial point of uS,0. Since S ∪ R = Ω, it follows that trΩ(u) = (S, 0).
Since uσ,δ satisfies (4.1) and ∂Ωσ has bounded curvature, independent of σ, there holds
classicaly
|∇uσ,δ(x, t)| ≤ ct−
q+α
q−1 ∀(x, t) ∈ ∂Ωσ × (0,∞). (6.24)
If z ∈ ∂Ω and then by the mean value theorem there exists θ ∈ (0, 1) such that,
0 ≤ uσ,δ(z, t) = uσ,δ(z + σnz , t)− σ∇uσ,δ(z + θσnz , t).nz ≤ cσt−
q+α
q−1 .
This implies that uS,0 vanishes on ∂Ωσ × (0,∞).
Let u be any positive solution of (1.6) in QΩ∞, vanishing on ∂Ω×(0,∞), with initial trace
(S, 0). For 0 < δ < σ fixed and for R,  > 0, there exists τ > 0 such that, for any τ ∈ (0, τ],
u(x, τ) ≤  ∀x ∈ BR ∩ Ω \ Sσ.
This is due to the fact that u(x, τ) → 0 when τ → 0, uniformly on compact subset of
BR ∩ R. Assume that Ω is unbounded (the case where Ω is bounded is simpler since it
does not require to introduce the barrier wBR) and let R > 0 large enough so Ω
c ⊂ BR. By
(4.1)-(4.3) there exists 0 < τ1 ≤ τ0 such that for any τ ∈ (0, τ1],
u(x, τ) ≤ wBR(x, τ) + uσ,δ(x, τ) ∀x ∈ BR ∩Ω ∩ Sσ.
Furthermore u(x, t) < wBR(x, t) for all t > 0 and x ∈ ∂BR ∩ Ω. Since  + wBR + uσ,δ is a
supersolution for (1.6) in BR ∩ Ω× (0,∞), it follows that
u(x, t) ≤ + wBR(x, t) + uσ,δ(x, t) ∀(x, t) ∈ BR ∩ Ω× (0,∞).
Letting successively δ → 0, σ → 0, R → ∞ (here we use the fact that wBR(x, t) → 0 when
R→∞ by Proposition 3.4) and → 0 yields to u ≤ uS,0.
Step 2: Existence of a minimal solution. The set US,0(Ω) is not empty since it contains uS,0
and we may define
u˜S,0 = sup{u∞,a : a ∈ S}, (6.25)
and
uˆS,0 = inf{u : u ∈ US,0(Ω)}. (6.26)
The functions u˜S,0 and uˆS,0 are respectively positive sub and supersolutions of (1.6) in QΩ∞.
They are bounded from above by uS,0 and from below by u∞,a for any a ∈ S. Since u∞,a ≤ u
for any a ∈ S and u ∈ US,0(Ω), it follows that u˜S,0 ≤ uˆS,0. Therefore there exists a solution
uS,0 of (1.6) in Q
Ω
∞ which satisfies and
u˜S,0 ≤ uS,0 ≤ uˆS,0. (6.27)
This implies that uS,0 has initial trace (S, 0), it vanishes on ∂Ω× (0,∞) and it is therefore
the minimal element of US,0(Ω). 
26
Remark. If dist (S,Ωc) > 0, it is not needed to replace Ω by a larger set Ωσ in order to
construct the maximal solution. The construction of uS,0 can be done in replacing un,σ,δ by
the solution u = un,σ of
∂tu−∆u+ tαuq = 0 in QΩ∞
u = 0 in ∂Ω× (0,∞)
u(., 0) = nχSδ in Ω,
(6.28)
with δ < δ0 := dist (S,Ωc).
The next result is an extension of Proposition 2.2.
Proposition 6.8 Assume α > −1 and 1 < q < qc,α. Let {un} be a sequence of positive
solutions of (1.6) which converges to u locally uniformly in QΩT , and denote by (Sn, µn) and
(S, µ) the respective initial trace of un and u. If A is an open subset of ∩nRn and µn(A)
remains bounded independently of n ∈ N (where Rn = Ω \ Sn and R = Ω \ S), then A ⊂ R
and χAµn ⇀ χAµ in the weak sense of measures. Conversely, if A ⊂ R , then for any
compact K ⊂ A, there exist CK > 0 and nK ∈ N such that µn(K) ≤ CK for any n ≥ nK.
Proof. Clearly (2.14) holds. We keep the notations of the proof of Proposition 2.2 where
the first statement has been proved in assuming Br˜(z) ⊂ A. Since µn(A) remains bounded,
there exists a subsequence {nj} and a positive measure µ′ on A such that µnj ⇀ µ′ in the
weak sense of measures in A. Then uχ
Br˜(z)
µnj
converges locally uniformly in Q
Br˜(z)∞ to the
solution uχ
Br˜(z)
µ′ of
∂tu−∆u+ tαuq = 0 in QBr˜(z)∞
u = 0 in ∂Br˜(z)× (0,∞)
u(., 0) = χ
Br˜(z)
µ′ in Br˜(z).
(6.29)
Since q < qc,α, the convergence of uχ
Br˜(z)
µnj
and tαuqχ
Br˜(z)
µnj
respectively to uχ
Br˜(z)
µnj
and
tαuqχ
Br˜(z)
µ′ holds in L
1(Q
Br˜(z)
T ) for any T > 0. Relation (2.21) reads
uχ
Br˜(z)
µn(x, t) ≤ un(x, t) ≤ uχBr˜(z)µn(x, t) + wBr˜(z)(x, t) in Q
Br˜(z)∞ . (6.30)
(see Proposition 3.3). Then unj and t
αuqnj converge to u and t
αuq respectively, in L1(Q
Br(z)
T )
for any r < r˜. From (2.17), we derive∫ ∫
Q
Br(z)∞
(−u(ζt +∆ζ) + ζtαuq) dxdt =
∫
Br(z)
ζ(x, 0)dµ′(x), (6.31)
for any ζ ∈ C1,1;1c (Q
Br(z)
∞ ) which vanishes for t large enough. This implies that µ
′ is the
initial trace of u in Br(z), i.e. χBr(z)µ
′ = χ
Br(z)
µ and χ
Br(z)
µn ⇀ χBr(z)µ. Using a partition
of unity, we conclude that χAµn ⇀ χAµ.
Conversely, we assume that there exist a compact set K ⊂ A and a subsequence µnj
such that µnj (K) → ∞. Thus, using the diagonal process, there exist z ∈ K and another
subsequence that we still denote µnj such that
lim
nj→∞
µnj (B(z)) =∞ ∀ > 0.
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Therefore, we can construct a subsequence {nj`} ⊂ {nj} such that
µnj` (B2−nj` (z)) = mnj` →∞
when nj` →∞. Since the solution uχB
2
−nj`
(z)
µnj`
of
∂tu−∆u+ tαuq = 0 in QBr˜(z)∞
u = 0 in ∂Br˜(z)× (0,∞)
u(., 0) = χ
B
2
−nj`
(z)
µnj` in Br˜(z).
(6.32)
converges to u
Br˜(z)
∞δz which is the limit of the solution ukδz of (6.32) with initial data u(., 0) =
kδz, and is dominated by unj` in Q
Br˜(z)
T we conclude that u ≥ uBr˜(z)∞δz in Q
Br˜(z)
T , which
implies that z ∈ S, contradiction. 
Proposition 6.9 Assume u1 and u2 are two positive solutions of (1.6) in Q
Ω
∞ with initial
trace (S, µ). Then for any a ∈ R and R > 0 such that BR(a) ⊂ R, there holds
|u1(x, t)− u2(x, t)| ≤ wBR(x− a, t) ∀(x, t) ∈ QBR(a)∞ (6.33)
In particular limt→0 |u1(x, t)− u2(x, t)| = 0 uniformly on any compact subset of R.
Proof. Since u and u′ are solution of (1.6) and BR(a) ∈ R, for any i = 1, 2, R′ < R and
T > 0, ∫ ∫
Q
B′
R
(a)
T
tαuqi (x, t)dxdt +
∫ ∫
Q
B′
R
(a)
T
ui(x, t)dxdt <∞,
furthermore
lim
t→0
∫
BR(a)
ui(x, t)ζ(x)dx =
∫
BR(a)
ζ(x)dµ(x) ∀ζ ∈ Cc(BR(a)).
This implies that ui has a Sobolev trace on ∂`Q
B′R(a)
T which belongs to L
1 and they are the
limit, when k →∞ of the solutions ui,k of
∂tu−∆u+ tα |u|q−1 u = 0 in QB
′
R(a)∞
u = min{k, uib
Q
B′
R
(a)
∞
} in ∂`QB
′
R(a)∞
u(., 0) = µ in B′R(a).
(6.34)
Since u2,k + wB′R(.− a) is a supersolution
u1,k ≤ u2,k + wB′R(.− a) =⇒ |u1,k − u2,k| ≤ wB′R(.− a) in Q
B′R(a)∞ .
Letting k → ∞, R′ to R, we derive (6.33). The second statement is a consequence of the
fact that limt→0 wBR(.− a) = 0, uniformly on B′R by Proposition 3.3. 
Remark. The previous estimate does not use the fact that ∂Ω is smooth and bounded. If
the ui belong to US,µ(Ω), estimate (6.33) can be improved since the ui vanish on ∂`QBR(a)∞ ,
and we obtain,
|u1(x, t)− u2(x, t)| ≤ min
{
wBR(x− a, t), cαt−
1+α
q−1
}
∀(x, t) ∈ QBR(a)∞ . (6.35)
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Proposition 6.10 Assume Ω ⊆ RN is either RN or an open domain with a C2 compact
boundary, α > −1 and 1 < q < qc,α. Then for any measure µ in Ω such that µbΩR∈
M
b,ρ
+ (ΩR) where ΩR = Ω ∩BR, there exists a unique solution uµ to
∂tu−∆u + tα |u|q−1 u = 0 in QΩ∞
u = 0 in ∂`Q
Ω
∞
u(., 0) = µ in Ω,
(6.36)
and the mapping µ 7→ uµ is increasing. Furthermore, if {µn} is a sequence of positive
measures such that µnbΩR∈ Mb,ρ+ (ΩR) which converges weakly to µbΩR∈ Mb,ρ+ (ΩR), then
{uµn} → uµ locally uniformly in QΩ∞.
Proof. We recall that u is a solution of (6.36) if u ∈ L1loc(QΩ∞), |u|q ∈ L1loc(QΩ∞; tαρdxdt)
satisfies ∫ ∫
QΩ∞
(
−u(∂tζ +∆ζ) + tα |u|q−1 uζ
)
dxdt =
∫
Ω
ζ(., 0)dµ (6.37)
for any test function ζ ∈ C2,1;10 (QΩ∞). When Ω is bounded, existence, uniqueness and
stability are proved in [9]. Thus we assume that Ω is unbounded and we assume R ≥ R0
such that Ωc ⊂ BR0 . There exists a unique solution uR of
∂tu−∆u+ tα |u|q−1 u = 0 in QΩR∞
u = 0 in ∂`Q
ΩR∞
u(., 0) = µbΩR in ΩR.
(6.38)
The function uR is nonnegative, R 7→ uR is increasing. For R > R1, uR admits a Sobolev
trace fR1 on ∂BR1 × (0, T ) which is an integrable function, and uR is the unique solution of
∂tu−∆u + tα |u|q−1 u = 0 in QΩR1∞
u = 0 in ∂Ω× (0,∞)
u = fR1 in ∂BR1 × (0,∞)
u(., 0) = µbΩR1 in ΩR1 .
(6.39)
Furthermore, uRb
Q
ΩR1∞
= limm→∞ vm, where vm is the unique solution of (6.36) where the
boundary data on ∂BR1 × (0,∞) is replaced by fR1,m = fR1 ∧m (m ∈ N∗). Let vR1 be the
unique solution of
∂tu−∆u + tα |u|q−1 u = 0 in QΩR1∞
u = 0 in ∂Ω× (0,∞)
u = 0 in ∂BR1 × (0,∞)
u(., 0) = µbΩR1 in ΩR1 ,
(6.40)
If wBR1 is the barrier function in Q
ΩR1∞ which has been constructed in Proposition 3.3,
vR1 + wBR1 is a supersolution for problem (6.39). Since it is larger than vm in Q
ΩR1∞ for
any m > 0, there holds uR ≤ vR1 + wBR1 , for any R > R1. Then uR ↑ uµ which is a
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solution of 1.6 in QΩR∞ . By Proposition 3.4, wBR1 remains uniformly bounded in Q
ΩR′∞ for
any R0 < R
′ < R1. Therefore uµ shares the same property. If ζ ∈ C1,1;1c (QΩ∞) vanishes on
Q∂Ω∞ ) and for |x| > R′ > R0, there holds for R > R′ > R0 and T > 0,∫ ∫
QΩ∞
(−uR(x, t)(∂tζ +∆ζ) + ζtαuqR) dxdt =
∫
Ω
ζ(x, 0)dµ(x) −
∫
Ω
ζ(x, T )uR(x, T )dx
(6.41)
If we let R→∞ we deduce by the monotone convergence theorem that uµ is a weak solution
of (6.36). This proves existence.
For uniqueness, we consider uµ and u
′
µ two solutions of (6.36). By the same argument
as in the existence part, for any R > 0, uµ is smaller than the supersolution u
′
µ + wBR1 in
QΩR∞ . Since limR→∞ wBR = 0 by Proposition 3.4 we obtain uµ ≤ u′µ. Similarly u′µ ≤ uµ.
Uniqueness implies the monotonicity of the mapping µ 7→ uµ.
For proving the stability, assume {µnbΩR} converges to µbΩR in the weak sense of mea-
sures in Mb,ρ+ (ΩR) for any R > R0. Then the sequence of solutions vn,R of
∂tu−∆u+ tα |u|q−1 u = 0 in QΩR∞
u = 0 in ∂Ω× (0,∞)
u = 0 in ∂BR × (0,∞)
u(., 0) = µnbΩR in ΩR,
(6.42)
converges to the solution vR of (6.40) with R1 = R. In particular vn,R → vR and tαvqn,R →
tαvqR in L
1(QΩRT ) and by standard regularity result the convergence of vn,R towards vR holds
uniformly on ΩR × [, T ] for any 0 <  < T . Furthermore uµn ≤ vn,R +WBR in QΩR∞ . This
jointly with standard local regularity results for heat equation, implies that {uµn} remains
uniformly bounded and hence relatively compact for the topology of uniform convergence on
any compact set of Ω× [,∞). Thus there exist a subsequence {uµnk} and a function u∗ ∈
C(Q
Ω
∞) such that uµnk → u∗ locally uniformly in Ω×(0,∞). Since tαuqµn ≤ tαv
q
n,R+t
αW qBR ,
there also holds by the dominated convergence theorem tαuqµnk
→ tαu∗q in L1loc(Ω× [0,∞)).
Henceforth letting nk →∞ in the expression∫ ∫
QΩ∞
(
−uµnk (x, t)(∂tζ +∆ζ) + ζtαuqµnk
)
dxdt
=
∫
Ω
ζ(x, 0)dµnk (x)−
∫
Ω
ζ(x, T )unk(x, T )dx,
(6.43)
where ζ ∈ C1,1;1c (QΩ∞), we conclude that u∗ = uµ and that uµn → uµ. 
Proposition 6.11 Assume F is a non-empty relatively closed subset of Ω, R = Ω \ F and
µ ∈M+(R). If we set
∂µF = {z ∈ F : µ(R∩Br(z)) =∞, ∀r > 0}, (6.44)
then ∂µF is relatively closed in Ω. If Rµ = Ω \ ∂µF , it contains R and if µ∗ is the measure
defined in Rµ by µ on R and 0 in Rµ ∩ Rc, then there exist a minimal positive solution
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uµ∗ and a maximal solution uµ∗ of (1.6) vanishing on ∂Ω × (0,∞) satisfying trΩ(u) =
(∂µF, µ
∗). Furthermore uµ∗ and uµ∗ are respectively the minimal and the maximal element
of U∂µF,µ∗(Ω).
Proof. The set ∂µF is the blow-up set of the measure µ. It is clearly a relatively closed
subset of Ω included into R \R.
Step 1: Existence of a minimal solution. For δ > 0, we denote (∂µF )δ := {x ∈ Ω :
dist (x, ∂µF ) ≤ δ} and Rµδ = Ω \ (∂µF )δ ⊂ Rµ. We define the Radon measure µδ on Ω by
µδ =
{
µ on Rµδ ∩R
0 on F ∪ (∂µF )δ
Then µδ is a positive Radon measure in Ω and by Proposition 6.10 problem (6.36) with
initial data µδ admits a unique positive solution uµδ . Furthermore the mapping δ 7→ uµδ is
nonincreasing, and we set uµ∗ = limδ→0 uµδ . Then uµ∗ is a positive solution of (1.6) in Q
Ω
∞
which vanishes on ∂Ω × (0,∞) and has initial trace (S ′, µ′). If a ∈ Rµ, there exists R > 0
such that BR(a) ⊂ Rµ and δa > 0 such that BR(a) ⊂ Rµδ for 0 < δ < δa, that we assume
below. By the maximum principle there holds
vµδ (x, t) ≤ uδ(x, t) ≤ vµδ (x, t) + wBR(x− a, t) in QBR(a)∞ ,
where vµδ is the solution of
∂tu−∆u+ tαuq = 0 in QBR(a)∞
u ≥ 0 in QBR(a)∞
u(x, t) = 0 in ∂BR(a)× (0,∞)
u(., 0) = µδχBR(a) in BR(a).
Letting δ → 0, then µδχBR(a) ↑ µ∗χBR(a), which yields to
vµ∗bBR(a)(x, t) ≤ uµ∗(x, t) ≤ vµ∗bBR(a)(x, t) + wBR(x− a, t) in Q
BR(a)∞ .
By a partition of unity, it implies that for any ζ ∈ Cc(Rµ), we have
lim
t→0
∫
Rµ
uµ∗(x, t)ζ(x)dx =
∫
Rµ
ζdµ∗(x).
Therefore Rµ ⊂ R′ and µ′bRµ= µ∗. If z ∈ R′ ∩ (Rµ)c = R′ ∩ ∂µF , µ∗(Br(z) ∩ Rµ) =
µ(Br(z) ∩ R) = ∞ for any r > 0 while there exists r0 > 0 such that µ′(Br0(z)) < ∞.
By Proposition 6.8, for any r′ < r0 there exists C > 0 such that µδ(Br(z)) ≤ C. By
the monotone convergence theorem, it implies µ(Br(z) ∩ R) ≤ C, which contradicts the
definition of ∂µF . Thus S ′ = ∂µF and trΩ(uµ∗) = (∂µF, µ∗).
Let us assume that Ω is unbounded, R0 is such that Ω
c ⊂ BR0 and ΩR = Ω ∩ BR for
R > R0. Let δ,  > 0, there exists τ such that
uµδ (x, τ) ≤  ∀(x, τ) ∈ ΩR ∩ (∂µF ) δ
2
× [0, τ] (6.45)
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Let u ∈ U∂µF,µ∗(Ω). In order to compare uµδ and v := u+wBR +  in ΩR \ (∂µF ) δ
2
× (0, τ]
we see that
uµδ(., 0) = χRµ
R
\(∂µF )δ
µ∗ ≤ u(., 0) = χRµ
R
\(∂µF ) δ
2
µ∗
and both are bounded Radon measures. Since uµδ (t, 0) ≤ v(x, t) in ∂(ΩR \ (∂µF ) δ
2
)× (0, τ]
and v is a supersolution, it follows that uµδ ≤ v in ΩR \ (∂µF ) δ
2
× (0, τ]. Using (6.45) we
conclude that
uµδ (x, τ) ≤ v(x, τ) ∀(x, τ) ∈ ΩR × [0, τ]. (6.46)
Next, applying the comparison principle in ΩR × [τ∗,∞) between the solution uµδ and the
supersolution u+ + wBR , we conclude that (6.46) holds in ΩR × [τ,∞) and thus in QBR∞ .
Letting successively R → ∞,  → 0 and δ → 0, we conclude that uµ∗ ≤ u, thus uµ∗ is the
minimal element of U∂µF,µ∗(Ω).
Step 2: Existence of a maximal solution. Let δ > 0 and u ∈ U∂µF,µ∗(Ω). By Proposition 6.9,
for any R > 0 and  > 0 there exists τ such that
u(x, t) ≤ uµ∗(x, t) +  ∀(x, t) ∈ ΩR \ (∂µF )δ × (0, τ], (6.47)
and by (4.1), u(x, t) ≤ cαt−
1+α
q−1 . Let τ ∈ (0, τ] and wδ,τ be the solution of (6.36) in QΩR∞
with initial data µ replaced by
hδ,τ =
{
uµ∗(x, τ) if x ∈ ΩR \ (∂µF )δ
cατ
− 1+αq−1 if x ∈ ΩR ∩ (∂µF )δ
(6.48)
By (6.47), (6.48) and the maximum principle,
u(x, t+ τ) ≤ wδ,τ (x, t) + + wBR(x, t+ τ) ∀(x, t) ∈ QΩR∞ . (6.49)
Let u(∂µF )δ be the maximal element of U(∂µF )δ,0(Ω), which exists by Proposition 6.7. Then,
by (4.3), for any δ′ > δ, there exists τδ′ ∈ (0, τ] such that for any τ ∈ (0, τδ′ ]
max{uµ∗(., .+τ), u(∂µF )δ(., .+τ)} ≤ wδ,τ ≤ uµ∗(., .+τ)+u(∂µF )δ′ (., .+τ) in QΩR∞ . (6.50)
Up to a sequence {τn} converging to 0, {wδ,τn} converges, locally uniformly in QΩ∞ to a
solution wδ of (1.6) in Q
Ω
∞ which satisfies
max{uµ∗ , u(∂µF )δ} ≤ wδ ≤ uµ∗ + u(∂µF )δ′ in QΩR∞ . (6.51)
We can replace δ′ by δ in this inequality, this proves that wδ vanishes on ∂`QΩR∞ has initial
trace (µδ, (∂µF )δ), therefore (6.49) becomes
u(x, t) ≤ wδ(x, t) + + wBR(x, t) ∀(x, t) ∈ QΩR∞ . (6.52)
Letting successively R→∞ and → 0 we deduce that wδ is larger that any u ∈ U∂µF,µ∗(Ω)
in QΩR∞ . Since hδ,τ decreases with δ, wδ shares this property and the limit, denoted by uµ∗
is a solution of (1.6) in QΩ∞ which vanishes on ∂`Q
ΩR∞ which is large than u, thus it is the
maximal element of U∂µF,µ∗(Ω). 
32
Proposition 6.12 Under the assumptions of Proposition 6.11, we set Fδ := {x ∈ Ω :
dist (x, F ) ≤ δ} and Rδ := Ω \ Fδ ⊂ R. If we define the measure µ˜δ in Ω by
µ˜δ =
{
µ on Rδ
0 on Fδ,
then uµ˜δ ↑ u∗ when δ ↓ 0.
Proof. There holds µ˜δ ≤ µδ which implies uµ˜δ ≤ uµδ . When δ → 0, uµ˜δ ↑ u∗ ≤ uµ∗ , thus
u∗ is a positive solution of (1.6) in QΩ∞ which vanishes on ∂`Q
Ω
∞. Then trΩ(u
∗) = (S ′′, µ′′)
and S ′′ ⊂ ∂µF and µ′′ ≤ µ∗ on Rµ. Furthermore µ′′ = µ = µ∗ on R, as in the proof of
Proposition 6.11. Since µ∗ = 0 on Rµ \R it follows that µ′′ = µ∗ on Rµ. Let a ∈ R′′ ∩ ∂µF
and R > 0 such that BR(a) ⊂ R′′. Then µ′′(BR(a)) <∞. Therefore
µ′′(BR(a) ∩R) = µ(BR(a) ∩R) <∞,
contradiction. Thus S ′′ = ∂µF and trΩ(u∗) = (∂µF, µ∗). Since u∗ ≤ uµ∗ and uµ∗ is minimal,
it follows that u∗ = uµ∗ . 
Proposition 6.13 Assume v ∈ C(Ω × (0,∞)) is a positive sub-solution (resp. supersolu-
tion) of (1.6) in QΩ∞ which vanishes on ∂`Q
Ω
∞. Then there exists a minimal solution pi+(v)
larger than v (resp. a maximal solution pi−(v) smaller than v and vanishing on ∂`QΩ∞).
Proof. Assume v is a subsolution. Let τ > 0 and let uτ be the solution of
∂tu−∆u+ tαuq = 0 in Ω× (τ,∞)
u ≥ 0, u = 0 in ∂Ω× (τ,∞)
u(., τ) = v(., τ) in Ω.
(6.53)
Existence and uniqueness follows from Proposition 6.10. Furthermore uτ ≥ v in Ω× (τ,∞).
This implies that for 0 < τ < τ ′, uτ ≥ uτ ′ . Since uτ (x, t) ≤ cα(t − τ)−
1+α
q−1 , there exists
pi+(v) = limτ→0 uτ , and pi+(v) is a positive solution of (1.6) in QΩ∞ and is larger than v. If u
is any positive solution of (1.6) in QΩ∞, vanishing on ∂`Q
Ω
∞ and larger than v, for any τ > 0
it is larger than u(., τ), thus it is larger than uτ on Ω× (τ,∞). Therefore u ≥ pi+(v).
Assume now that u is a supersolution. We define uτ by (6.53). Then uτ ≤ v and uτ ≤ uτ ′
for 0 < τ < τ ′. Then pi−(v) = limτ→0 uτ , and pi−(v) is a positive solution of (1.6) in QΩ∞
and is smaller than v, and thus vanishing on ∂`QΩ∞. Similarly as above pi−(v) is larger than
any positive solution smaller than v. 
Theorem 6.14 Assume Ω ⊆ RN is either RN or an open domain with a C2 compact
boundary, α > −1 and 1 < q < qc,α. Then for any ν ≈ (S, µ) ∈ Breg(Ω) there exist a
maximal positive solution uS,µ and a minimal positive solution uS,µ of (1.6) in Q
Ω
∞ vanishing
on ∂Ω× (0,∞) with initial trace ν. Furthermore, if inf{|z − z′| : z ∈ S, z′ ∈ Ωc} > 0, then
uS,µ − uS,µ ≤ uS,0 − uS,0. (6.54)
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Proof. Step 1: Construction of the maximal and minimal solutions. The functions uµ∗ , uS,0,
uµ∗ and uS,0 have been defined in Proposition 6.11 and Proposition 6.7. Since sup{uµ∗ , uS,0}
is a subsolution of (1.6) which is smaller than the supersolution uµ∗ + uS,0 we set
(i) uS,µ = pi+(sup{uµ∗ , uS,0}) and (ii) uS,µ = pi−(uµ∗ + uS,0). (6.55)
Then uS,µ and uS,µ are solutions which satisfy
sup{uµ∗ , uS,0} ≤ uS,µ ≤ uS,µ ≤ uµ∗ + uS,0. (6.56)
Therefore uS,µ and uS,µ vanish on ∂`Q
Ω
∞, they have initial trace µ on R and are larger
than any u∞,a for a ∈ S (notice that ∂µS ⊂ S). This implies that uS,µ and uS,µ belong to
US,µ(Ω).
Let u ∈ US,µ(Ω). Then for σ > δ > 0 and , R > 0, there exists τ1 > 0 such that
u(x, t) ≤ uσ,δ(x, t) for (x, t) ∈ (S δ
2
∩ ΩR)× (0, τ1].
There exists τ2 ∈ (0, τ1] such that
u(x, t) ≤ uµ∗(x, t) + + wBR(x, t) for (x, t) ∈ (ΩR \ S δ
2
)× (0, τ2].
Therefore
u(x, t) ≤ uσ,δ(x, t) + uµ∗(x, t) + + wBR(x, t) for (x, t) ∈ ΩR × (0, τ2].
Therefore
u ≤ uσ,δ + uµ∗ + + wBR in QΩR∞ (6.57)
Letting successively R → ∞,  → 0, δ → 0 and σ → 0 we obtain u ≤ uS,0 + uµ∗ , and
therefore u ≤ pi+(uS,0 + uµ∗) = uS,µ. Next, we also have
u ≥ u˜S,0 := sup{u∞,a : a ∈ S} =⇒ u ≥ uS,0 = pi+(u˜S,0),
by (6.25). With the notations of Proposition 6.12 with F = S, for any R > 0, δ > 0 and
 > 0, there exists τ such that
uµ˜δ (x, t) ≤ u(x, t) + wBR(x, t) +  in ΩR × (0, τ],
because the support of µ˜δ is included in Ω \ Sδ. Therefore this last inequality holds in QΩR∞
and consequently
sup{uµ˜δ , uS,0} ≤ u+ + wBR in QΩR∞ ,
and we can let R → ∞ and  → 0 to obtain sup{uµ˜δ , uS,0} ≤ u in QΩ∞. Letting δ → 0 and
using Proposition 6.12 we get sup{uµ∗ , uS,0} ≤ uS,µ ≤ u.
Step 2: Alternative construction. For 0 < δ < σ and n ∈ N∗ we denote by un,σ,δ,µ the
solution of
∂tu−∆u + tαuq = 0 in QΩσ∞
u ≥ 0 in QΩσ∞
u(x, t) = 0 in ∂`Q
Ωσ∞
u(., 0) = µδ + nχSδ in Ωσ.
(6.58)
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We denote here Ωσ = {x ∈ RN : dist (x,Ω) < σ}, Sδ = {x ∈ RN : dist (x,S) < δ} and
Rδ = Ω ∩ Scδ and µδ = χRδµ. The same arguments of monotonicity as in Proposition 6.7
and Proposition 6.11 show that
lim
σ→0
lim
δ→0
lim
n→∞ = un,σ,δ,µ = uS,µ. (6.59)
If τ > 0 we denote by uτ,δ,µ the solution of
∂tu−∆u+ tαuq = 0 in QΩ∞
u ≥ 0 in QΩ∞
u(x, t) = 0 in ∂`Q
Ω
∞
u(., 0) = µδ + χSδuS,0(., τ) in Ω,
(6.60)
Using estimate (6.3) and Proposition 6.9 is is easy to prove that uτ,δ,µ ≤ u for any u ∈
US,0(Ω). Furthermore
max{uµδ , uχSδ uS,0(.,τ)} ≤ uτ,δ,µ ≤ uµδ + uS,0(., .+ τ),
since have
uχSδ uS,0(.,τ)
≤ uS,0(., τ) ≤ uχSδ uS,0(.,τ) + C
(
δ2
τ
) 1+α
q−1− 12
e−
δ2
4τ
by (5.6) with N = 1. Set c(δ, τ) = C
(
δ2
τ
) 1+α
q−1− 12
e−
δ2
4τ , then
max{uµδ , uχSδ uS,0(.,τ)} ≥ max{uµδ , uS,0(., τ) − c(δ, τ)} ≥ max{uµδ , uS,0(., τ)} − c(δ, τ).
Therefore, if uτn,δ,µ → u0,δ,µ locally uniformly in QΩ∞, then u0,δ,µ is a solution of (1.6) in
QΩ∞ which satisfies
max{uµδ , uS,0} ≤ uδ,0,µ ≤ uµδ + uS,0, (6.61)
and is smaller than any u ∈ US,0(Ω). There exists δn → 0 such that u0,δn,µ → u0,0,µ. Then
max{uµ∗ , uS,0} ≤ u0,0,µ ≤ uµ∗ + uS,0, (6.62)
and u0,0,µ is an element of US,0(Ω) smaller than any u ∈ US,0(Ω). Thus u0,0,µ = uS,µ and
lim
δ→0
lim
τ→0
uτ,δ,µ = uS,µ. (6.63)
Step 3: Proof of (6.54). We assume inf{|z − z′| : z ∈ S, z′ ∈ Ωc} = δ0 > 0, so that we can
take σ = 0 in the construction of uS,µ. Put τ = ( cαn )
q−1
1+α and
Zn,δ,µ = un,δ,µ − un,δ,0 , Zτ,δ,µ = uτ,δ,µ − uτ,δ,0 and Wn,δ,µ = Zn,δ,µ − Zτ,δ,µ. (6.64)
Then w =Wn,δ,µ satisfies
∂tw −∆w + tα
(
uqn,δ,µ − uqn,δ,0 − uqτ,δ,µ + uqτ,δ,0
)
(6.65)
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in QΩ∞ and we can write
uqn,δ,µ − uqn,δ,0 − uqτ,δ,µ + uqτ,δ,0 = (uqn,δ,µ − uqτ,δ,µ)− (uqn,δ,0 − uqτ,δ,0)
= dµ(un,δ,µ − uτ,δ,µ)− d0(un,δ,0 − uτ,δ,0) (6.66)
where
dµ(x, t) =


uqn,δ,µ − uqτ,δ,µ
un,δ,µ − uτ,δ,µ
if un,δ,µ 6= uτ,δ,µ
0 if un,δ,µ = uτ,δ,µ
(6.67)
and d0 is defined accordingly. Since
un,δ,µ ≥ max{uτ,δ,µ, un,δ,0} and uτ,δ,0 ≤ min{uτ,δ,µ, un,δ,0},
there holds dµ ≥ d0 ≥ by convexity. Using the fact that un,δ,0 − uτ,δ,0 ≥ 0 is infers that
dµ(un,δ,µ − uτ,δ,µ)− d0(un,δ,0 − uτ,δ,0) ≥ dµ(un,δ,µ − uτ,δ,µ − un,δ,0 + uτ,δ,0)
Finally (6.65) becomes
∂tw −∆w + tαdµw ≤ 0 in QΩ∞. (6.68)
Furthermore, in the sense of measures,
w(., 0) = µδ + nχSδ − nχSδ − (µδ + χSδuS,0(., τ)) + χSδuS,0(., τ) = 0.
Because w = 0 in ∂`Q
Ω
∞ it follows w ≤ 0 by the maximum principe. Therefore
Zn,δ,µ ≤ Zτ,δ,µ =⇒ un,δ,µ − uτ,δ,µ ≤ un,δ,0 − uτ,δ,0. (6.69)
If we let successively n→∞ (and therefore τ → 0) and δ → 0, we obtain (6.54). 
Remark. We do not know if (6.54) holds if we do not assume inf{|z − z′| : z ∈ S, z′ ∈ Ωc} =
δ0 > 0. However, if for θ > 0 we set Sθ = S ∩ {x ∈ Ω : dist (x,Ωc) ≥ θ}, then we have
uSθ,µ − uSθ,µ ≤ uSθ,0 − uSθ,0. (6.70)
Furthermore all the four above functions increases when θ decreases to 0. If we set
(i) limθ→0 uSθ,µ = uS,µ
(ii) limθ→0 uSθ,0 = uS,0
(iii) limθ→0 uSθ,µ = uS,µ
(iv) limθ→0 uSθ,0 = uS,0,
(6.71)
then we infer that
uS,µ − uS,µ ≤ uS,0 − uS,0. (6.72)

Our final result is the following existence and uniqueness theorem the proof is close to
the one of [7, Th 3.5], therefore we present only the main ideas and the needed changes.
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Theorem 6.15 Assume Ω ⊆ RN is either RN or an open domain with a C2 compact
boundary, α > −1 and 1 < q < qc,α. Then for any ν ≈ (S, µ) ∈ Breg(Ω) such that ρµ is
bounded in any neighborhood of ∂Ω and inf{|z − z′| : z ∈ S, z′ ∈ Ωc} > 0, the set US,µ(Ω)
contains one and only one element.
Proof. We assume that S 6= {∅} otherwhile uniqueness is already known. Thanks to (6.54)
it is enough to prove that uS,0 = uS,0.
Case 1: Ω = RN . For σ > 0 and a ∈ S set Pσ(a) = {(x, t) ∈ Q∞ : |x− a| ≤ σ
√
t} and
Pσ = ∪a ∈ Pσ(a). Because of (4.1), (5.6), (6.3) and (5.12), for any σ > 0, there exists
Cσ > 1 such that
uS,0(x, t) ≤ CσuS,0(x, t) ∀(x, t) ∈ Pσ. (6.73)
Fix σ > 0. If y ∈ RN \ S, we set r(y) = dist (y,S). Using Proposition 3.2 and estimate
(3.12), we obtain that
uS,0(x, t) ≤ 2Nt−
1+α
q−1Wα
(
r(y) − |x− y|√
t
)
∀(x, t) ∈ QBr(y)(y)∞ . (6.74)
If we take x = y in the above estimate, we derive from (3.3),
uS,0(y, t) ≤ C1
(
r(y)√
t
)2 1+αq−1
e−
r2(y)
4t (1 + o(1)). (6.75)
Since there exists z ∈ S ∩ ∂Br(y)(y), we have also from (6.3) and (5.6)
uS,0(y, t) ≥ C2
(
r(y)√
t
)2 1+αq−1−N
e−
r2(y)
4t (1 + o(1)). (6.76)
Thus there exists C3 > 1 such that
uS,0(y, t) ≤ uS,0(y, C3t). (6.77)
For τ > 0, we denote by u1,τ and u2,τ the solutions of (1.6) in Qτ,∞ := RN × (τ,∞) with
respective initial data
u1(x, τ) = CσuS,0(x, τ)χPσ (x, τ)
u2(x, τ) = uS,0(x,C3τ)(1 − χPσ (x, τ)).
(6.78)
Then u1 + u2 is a supersolution of (1.6) in Qτ,∞. Therefore
(u1 + u2)(x, τ) ≥ uS,0(x, τ) ∀x ∈ RN =⇒ (u1 + u2)(x, t) ≥ uS,0(x, t) ∀(x, t) ∈ Qτ,∞. (6.79)
Since CσuS,0 is a supersolution of (1.6) which is larger than u1 at t = τ , then u1 ≤ CσuS,0
in Qτ,∞. Next the function (x, t) 7→ w(x, t) := uS,0(x, t+ (C3 − 1)τ) satisfies
∂tw −∆w + h(t, τ)tαwq = 0 in Qτ,∞
w(., τ) = uS,0(., C3τ) in R
N
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where
h(t, τ) =
(
t+ (C3 − 1)τ
t
)α
.
Then
h(t, τ) ≤ C4 := max{1, Cα3 } ∀t ≥ τ.
This implies that C
1/(q−1)
4 w is a supersolution of (1.6) in Qτ,∞ which is larger than u2 for
t = τ . Thus it dominates u2 in Qτ,∞. Combining the above estimates on u1 and u2 with
(6.79), we derive that for any τ > 0, there holds
uS,0(x, t) ≤ C5
(
uS,0(x, t+ (C3 − 1)τ) + uS,0(x, t)
) ∀(x, t) ∈ Qτ,∞. (6.80)
where C5 = max
{
C
1/(q−1)
4 , Cσ
}
. Letting τ → 0 we finally obtain the key estimate with
C = 2C5,
uS,0 ≤ CuS,0 in Q∞. (6.81)
Then end of the proof is the same as in [7, Th 3.5], but we recall it for the sake of com-
pleteness: If uS,0 6= uS,0, then strict inequality holds. For 0 < β < C−1 the function
u˜ = uS,0 − α(uS,0 − uS,0) is a supersolution of (1.6) in Q∞ (this due to the convexity of
r 7→ rq) which satisfies βuS,0 ≤ u˜ < uS,0. For 0 < γ < β, the function γuS,0 is a subsolution
smaller than u˜. Then there exists a solution u′ of (1.6) in Q∞ which satisfies
γuS,0 ≤ u′ ≤ u˜ < uS,0. (6.82)
This implies that trRN (u
′) = (S, 0), which contradicts the minimality of uS,0.
Case 2: ∂Ω is nonempty and compact. Again the proof is similar to the one of [7, Th 3.5].
We denote by uΩS,0 and u
Ω
S,0 the minimal and the maximal solutions of (1.6) in Q
Ω
∞ with
initial trace (S, 0) and we assume that dist (S,Ωc) = δ > 0. We also set uRNS,0 = uS,0 and
uR
N
S,0 = uS,0. Clearly u
Ω
S,0 ≤ uS,0 in QΩ∞. Furthermore, if we denote by k(t) the maximum
of uS,0(x, t) for x ∈ ∂Ω, then limt→0 k(t) = 0 (this is due to the fact that dist (S,Ωc) > 0).
Clearly, the construction of the minimal solutions shows that uS,0(x, t) ≤ uΩS,0(x, t) + k(t)
in QΩ∞. Therefore
uΩS,0(x, t) ≤ uΩS,0(x, t) + k(t) ∀(x, t) ∈ QΩ∞. (6.83)
If we fix τ > 0, t 7→ uΩS,0(x, t) + k(t) is a supersolution of (1.6) in QΩ∞ which is larger that
uΩS,0(x, t) at t = τ . This implies
uΩS,0(x, t) ≤ uΩS,0(x, t) + k(τ) ∀(x, t) ∈ QΩτ,∞. (6.84)
If we let τ → 0, we deduce that uΩS,0 = uΩS,0. 
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