This journal renders the random walk behaviour of the Malaysian daily share return, through tests of efficient market hypothesis (EMH) based on three different financial periods, namely growth, financial crisis, and recovery period. This review also covers the behaviour of extreme return for weekly and monthly series generated from Block maxima-minima method. Autocorrelation Function test (ACF) and Ljung-Box test had been employed to measure average correlation between observations, while Augmented Dickey-Fuller (ADF), Phillips-Perron (PP), Kwiatkowski Phillips Schmidt Shin (KPSS) test had been used to scan the unit root and the stationarity. Multiple variance ratio tests had also been conducted to examine the random walk behaviour. Serial correlation test indicated that the movement of daily return during the financial crisis period was weak-form efficiency. The unit root and stationary tests suggested that each daily series was stationary, but trend stationary for extreme cases. Variance ratio tests indicated that the return during the recovery period was weak-form inefficiency due to the short lag autocorrelation in series.
Introduction
The random walk theory is commonly used in defining the presence of erratic movements in series. A critical aspect of random walk in time series is the series are random and unpredictable. Examining stationarity and random walk behaviour in share returns is crucial for investors to gain precise calculation and establish proper risk management, since occurrence of random walk in time series analysis could lead to a spurious and unreliable result [1] , [2] . The random walk behaviour in share returns was pioneered by [1] , who then proposed the concept of the Efficient market hypothesis (EMH). This concept is essentially an investment idea in which share prices correspond to all available information. EMH suggests that the movement of the share price is of weak-form efficiency if the price demonstrates unpredictable action upon reflecting all appropriate information and random walk designating the return. On the contrary, the prices are of weak-form inefficiency when the series is likely to be projected by the past returns because of no randomness effect. The idea of random walks in share prices has significant consequences in finance and investment theories. Governing authorities have to ensure a share market function as a random walk so that equity is at balance level and properly valued at efficient capital allocation.
This research concerns with the random walk pattern in Malaysian share market. Previously, analyses on Malaysian stock market efficiency demonstrated mixed finding in rejecting the EMH (see [3] , [4] , [5] , [6] , [7] ). The rationale of the present study is to confirm the movement of the Malaysian financial markets by considering the economic circumstance in daily return. This research also covers inspection on the behaviour of random walk and stationary condition in extreme share return for the weekly and monthly intervals.
Methodology

Data
KLCI daily stock returns of the period from Jan 1994 to June 2008 (14 years) were taken from Yahoo Finance. For different economic circumstance analysis, data sample had been split into three economic environments, namely growth (Jan 1994-June 1997), crisis (July 1997-Dec 2001), and recovery (Jan 2002-June 2008) period. These partitions were set according to Malaysian quarterly gross domestic product growth report. Share return was computed using R t = ln(P t /P t−1 ), where R t is return index at t time, P t is share price index in terms of t, while P t−1 is share price index at time t − 1.
Extreme Value Theory and Extreme Risk Modelling
In extreme value theory, two primary methods are generally applied, namely the block maximaminima method (BMM), and the peaks over threshold (POT) method. In this paper, the focus is only on BMM because this approach is unrivaled in demonstrating extreme share price volatility for a given interval. Among researchers who also used this method in their analysis are [8] , [9] , [10] . In a study conducted by [11] , it was found that whenever the returns were independent and identically distributed (i.i.d), an extreme limiting distribution had to be the Generalized Extreme Value Distribution (GEV).
Block Maxima Method and Generalized Extreme Value Distribution (GEV)
Under the block maxima approach, the extremes are defined as the maximum data point in successive periods. [12] acknowledged that the limiting distribution of these extremes is the generalized extreme value (GEV) distribution.
The block maxima approach considers maximum variable takes in successive periods. For example, let X 1 , X 2 , . . . , X n be a sequence of independent, identically distributed (i.i.d) random variables with a standard distribution function F (x) = P (X i ≤ x), which does not have to be known. The block maxima approach requires grouping the series into non-overlapping successive blocks and identifying the maximum from each block, as M n = max(X 1 , . . . , X n ). The limit law of the block maxima is given by the Fisher-Tippett theorem, as: Let (X n ) be a sequence of (i.i.d) random variables. If there exist series of constants c n > 0, d n ∈ R and some non-degenerate distribution function, H such that
then, H belongs to one of the three standard extreme value distributions:
Collectively, these three families of distribution are termed as the extreme value distributions. Each family has location, d, and scale parameter, c. Additionally, the Fréchet and Weibull families have a shape parameter α. Parameter α is the tail index, and indicates the thickness of the tail of the distribution; thicker tail means smaller tail index. The beauty of this theorem is that these three distributions are the only possible limits of the distribution of the extremes M n , regardless of the distribution, F of the population. In this sense, this theorem provides an extreme value version of the central limit theorem.
[13] noted that extreme return could be the most minimum or the most maximum of a stock index, according to the given interval period; in our study, it refers to weekly and monthly periods. For weekly and monthly intervals, the maximum and minimum series can be set as chosen blocks of 5 and 20 trading days for weekly and monthly, respectively.This approach can be written in terms of mathematical equations as:
where R 1 , R 2 , ..., R n are daily share returns, n denotes total sample observation, and m is the size of the timespan block.
Random Walk Hypothesis
[1], [2] , [14] were one of the first to study the random walk, and who pointed out that the random walk model can be measured by using three successively restrictive hypotheses criteria: firstly(RW1), the return is serially uncorrelated but dependent; secondly(RW2), returns are serially uncorrelated, independent but not identically distributed; and thirdly (RW3), returns are serially uncorrelated and identically distributed. In this analysis, serial dependence was inspected using Ljung box and Autocorrelation Function (ACF) plot tests to answer RW1, while stationarity condition was observed using Augmented Dickey-Fuller (ADF), Phillips-Perron (PP), and Kwiatkowski Phillips Schmidt Shin (KPSS) tests to answer RW2. Lastly, distributional assumptions were checked using multiple variance ratio tests; specifically Lo-MacKilay test, to answer RW3.
Random walk is used to define the changes in the price index that are independent of each other. A random walk with drift process can be written as:
where X t is the log of the price at time t, δ is a drift constant, ε t is a random disturbance term with E(ε t ) = 0, σ 2 ε is constant, and E(ε t ε t−τ ) = 0 for τ = 0. Drift constant (δ) is a weighted average of the possibilities of the share price could move to the subsequent point.
Serial Correlation
Serial correlation, among other series, is observed to sense the existence of the random walk. A random walk is presumed when the returns are uncorrelated at all lags with no serial correlation in the series. The serial correlation coefficient (ρ) of share returns at lag k can be written as
where R t is the share return for a period, t, R t−k signifies returns over the period, and R µ as the mean return. Correlation coefficient,ρ k , may give negative or positive values, indicating negative or positive serial correlation, or even zero correlation which denotes random movement of the series. An autocorrelation function (ACF) is a graphical representation of serial correlation coefficient which displays correlation structure in different values of lag.
Ljung-Box Test
Ljung-Box test is conducted to examine autocorrelations when a group of a time series is nonzero. By this test, the randomness can be inspected for overall and each number of lags. The hypotheses for Ljung-Box testcan be expressed as:
H 0 : The data are independently distributed (randomness in the series) vs H 1 : The data are not independently distributed (serial correlation is present) where Ljung-Box statistic is given as
whereρ k denotes correlation coefficient at lag, k, h denotes the number of tested lags, and n denotes the sample size (refer to [15] for clearer view about this test).
Unit Root Test
Augmented Dickey-Fuller (ADF) test is applied for determining the existence of a unit root in a time series. Ordinary Least Squares regression (OLS) is then operated to estimate the unknown parameter, as in the following equation:
where R t denotes share return at time t, ∆R t denotes a difference in share return represented by R t − R t−1 , k denotes the number of lagged terms, α i denotes the trend coefficient, α 0 denotes a constant, t denotes the time,ρ i denotes the estimating coefficients, and ε denotes the white noise. Similar to the Augmented Dickey-Fuller test, The Phillips-Perron (PP) test consolidates as an alternative nonparametric technique in restraining the serial correlation. PP test checks a unit root by using non-augmented Dickey-Fuller equation and revising the test statistic to assure that the asymptotic distribution is unchanged by serial correlation.
The hypotheses for both of this test is, H 0 : unit root is present in the series vs H 1 : the series is either stationary or trend-stationary (stationary around a deterministic trend)
The time series has the possessions of a random walk if the test fails to reject H 0 (refer to [18] and [19] for more details about this test).
KPSS Test
In this study, to examine if the apparent sample was a non-stationary or deterministic trend, we employed Kwiatkowski Phillips Schmidt Shin (KPSS) tests. The model for random walk, stationary random error and sum of a deterministic trend can be written as
where d t = p i=0 β i t i , for p = 0, 1 comprises of the constant or deterministic trend, r t signifies a random walk with variance σ 2 u , u t distributed as IID N (0, σ 2 u ), while ε t is distributed as IID N (0, σ 2 ε ). The test statistic is given as:
in which the KPSS test hypothesis for a random walk with zero variance was based on LM test. The hypothesis for this test was expressed as H 0 : the series is stationary or trend-stationary(σ 2 u = 0) vs H 1 : the series has a unit root and non-stationary(σ 2 u > 0) If the test fails to reject H 0 , there is presence of randomness in the sample series (refer to [18] for clearer view about this test).
Lo-MacKilay Test
The purpose of Lo-MacKilay test is to explore whether or not a sample behaves like a random walk. The test statistic M 1 (k) is given by
where k is the period return, VR(x; k) is the asymptotic distribution by assuming that k is fixed when T → ∞, φ (k)is the asymptotic variance, which can be written as
The conditional heteroscedasticity in x t is adapted by the robust statistic for heteroscedasticity M 2 (k), given as
where the wild bootstrap is implemented to M 2 (k). The hypotheses for both Lo-MacKilay tests can be described as H 0 : the series follows the random walk vs H 1 : the series does not follow the random walk
The time series behaves as the random walk if the test fails to reject H 0 . More information regarding this test can be referred from [19] , [20] .
Results and Discussion
This section discusses the experimental results of this study. The first highlight is the KLCI daily price movement, followed by descriptive statistics and reflection on the effects on the stationarity and random walk. Figure 1 depicts three different movements in the KLCI daily share price from 1994 to 2008. Growth period (Jan 1994 to June 1997) is marked by a green line, while crisis period (July 1997 to Dec 2001) is characterised by a red line, and recovery period (Jan 2002 to June 2008) is marked by a blue line. Here, daily share price and economic transition shifted along with periodical arrangements.
Initialy, the price index continued to fluctuate around 1200 points before it reached a critical stage, when the index dipped to the lowest at 200. In the recovery phase, as expected, the price index steadily increased, reaching peak at 1600 before it reduced slightly to 1200. Figure  2 displays the daily KLCI price in terms of log returns. Generally, the value was between −0.1 and 0.1. The volatiles of the KLCI return were much more significant during the crisis time interval, and once the daily log returned, it fluctuated in range of −0.2 and 0.2. Table 1 displays the descriptive statistics for daily (overall, growth, crisis and recovery), extreme weekly, and extreme monthly returns. In this analysis, standard deviation was applied to measure the dispersion of the data series, while skewness was used to measure distribution asymmetries, and kurtosis was utilized to size the fat-tail of the probability distribution, besides In terms of extreme weekly and monthly returns, generally, the mean and skewness for the extreme maximum interval showed positive values, indicating that extreme maximum range had a positive performance, but otherwise for the extreme minimum. Each of the series did not show suitable approximate by normal distribution because of the large Jb statistics and significant p-value. Figure 3 presents the price return and ACF plot for KLCI daily share return, namely overall, growth, crisis, and recovery period. The trends in time series plot are shown as red lines. ACF plots of each of the periods exhibited relatively quick decay to zero, especially during crisis period, where the ACF plot was immediately cut off after the first lag, indicating lack of serial correlation among the observation. For the recovery period, the ACF plots were only cut off after the fourth lag, meaning there was slight autocorrelation in the series. Figure 4 depicts the price return and ACF plot for extreme (maximum and minimum) weekly and monthly intervals. The suggestive trends line in price return plot indicates the existence of serial correlation and nonstationary. ACF plot displayed slow decline, signifying that the series had a high level of autocorrelation, and the sequence was not random. Table 2 presents the serial correlation and unit root test. Box-Ljung (3) test showed that serial correlation existed in each of the intervals, except for daily crisis interval when the p-value failed to reject H0 of no serial correlation, indicating weak-form efficiency (unpredictable) during this period. In all cases for , the H0 was rejected, meaning that at higher lag, the series exhibited serial correlation. Meanwhile, for unit root test, Augmented Dickey-Fuller (ADF) and Phillips Perron (PP) tests had been used to check the existence of unit root, while Kwiatkowski-Phillips-Schmidt-Shin (KPSS) test had been used to inspect the stationarity. The results for unit root test using ADF and PP implied rejection of H0 in all intervals, suggesting there was no random movement in daily and extreme share return. Next, KPSS test was conducted to confirm the stationarity. In this test, H0 was rejected at all intervals, except in extreme cases, indicating that the series for extreme return is non-stationary.
Figure 2: KLCI Daily Price Log Return
Next, further investigation using random walk test had been conducted to confirm the series behaviour. Table 3 presents the result of Lo-MacKilay test, under random walk test. In this test, the focus was only on M2(k) as the aim was to examine for possible heteroscedasticity.
Note that, the holding periods (k) considered for Lo-MacKilay test were k = 2, 5, 10 and 30. The simulations had been carried out by setting up the number of bootstrap iterations m to 1000. The 2.5% and 97.50% represent the lower and upper limit of confidence intervals for Lo-Mackinlay tests from Bootstrap distribution. This test indicated insignificant p-value for all of the daily cases, except for recovery period, indicating that return during the recovery period did not follow a random walk. In summary, these results have shown that the daily returns of overall, growth, and crisis series were weak-form efficiency (unpredictable) and followed a random walk. This confirms that the daily recovery and extreme returns for the weekly and monthly intervals did not behave as a random walk and autocorrelation existed in the series.
Conclusion
This paper has reviewed investigation on stationarity behaviour and random walk process of daily and extreme return for weekly and monthly series generated from Block maxima-minima week -1.7815 1.7574 0.0000 -1.5787 2.0227 0.0000 -1.5485 2.2138 0.0000 -1.4247 2.3987 0.0000 extreme.max.month -1.8677 1.8492 0.0000 -1.5971 2.0540 0.0000 -1.4995 1.9689 0.0000 -1.2365 1.8841 0.0000 extreme.min.month -1.8061 1.7079 0.0010 -1.6764 1.9533 0.0000 -1.6628 1.8866 0.0000 -1.4005 1.5489 0.0000 method. Random walks in daily and extreme returns had been studied by investigating several different criteria, specifically the parametric serial correlation (RW1), stationarity condition (RW2), and distributional assumptions (RW3). Ljung-box test and ACF plot had been employed to examine RW1, while Augmented Dickey Fuller, Phillips Perron and Kwiatkowski Phillips Schmidt Shin tests had been applied to examine RW2, besides the use of Variance Ratio Tests to test RW3.
The first contribution of this study is we have inspected the existence of nonstationary in Malaysian extreme share return. The extreme series was predictable, with evidence of rejection of random walk hypotheses in weekly and monthly extreme intervals.The second contribution is the use of economic factor in the analysis, which is evident by overall daily (Jan 1994 to June 2008), growth (Jan 1994 to June 1997), and crisis (July 1997 to Dec 2001); indicating that the return period was weak-form efficiency and followed a random walk. Nevertheless, during recovery period (Jan 2002 to June 2008), the series does not weak-form efficiency due to the existence of autocorrelation in returns. Also, daily return during crisis period had higher loss risk possibility compared to others. Overall, this study strengthens the notion of the need for non-stationary method idea in extreme return analysis in future investigations.
