









































































Ishizaki et al. (2015)7ͻˋͻƎͻo]gm6΀ůƦ6ɊƜ26H3˗ɐ0ē
ơ1̫ĝ#KOȐ˪!)ͼƓI7ͻ΀ůƦ6ɊƜO 1 -4ʢĝ!)˗ɐ7ͅǼ4N
),/ʠͰ L3L8ÅIL3ͻͿůƦ6ɊƜOʡĝ!)˗ɐ͸ůƦŦ˗ɐ͹


















 ȓ˞ 3/4 
'0ͻǿɳʂ07ͻɉÃǆ-ˡˢɊƜ6 0E¿ʴ4ȭɦ!ͻŗʶ̲ɽͻŗʶ
ɧƕͻͅǼ̯Ɔƕ6΀-6˫ƳȢ͐4/ͻ¿ʴ1²6ůƦ6ʟBĝN%26H
3˗ɐ0ēơ1̫ĝ#KȐ˪!)ͼ3ͻǿɳʂ6Ļǿɣ3Ǣȫ˽7 Ishizaki et 
al.(2015)4Ļ.ͻ΀ůƦ6ɊƜ6ʟBĝN%0˗ɐ LKöȺ1[ǁ!ēơ6
n{^ŗʶ˺ͦ͸öȺēơn{^˺ͦ͹O˖ͻȐ˪O̭D)ͼ 
ǿ˽Ǟ7΂ʆIȔƵ LKͼʈ 1 ʆ07ͻɳʂ6ʼǰ1ɦɣͻR~mǢȫͻ
˽ǞȔƵ4͊!/̢>)ͼA$ͻɉÃ˳ɯ4͊NKˡˢƩļêɒ6Ļǿɣ3Ɲɒŗɣ
pO˷ǫ!ͻß˖ɳʂ0ǒȍ L)˫Ƴ4KˡˢɊƜ6ʢĝ˗ɐ4͊#K






















































 Abstract 1/4 
Psychological Study on the Integration of Visual Features 
in Stimulus–Response Association 
 
Abstract 
This thesis describes a psychological study of how visual features of an object are 
integrated, and how they are associated with a response. 
In everyday life, we give out an appropriate response to an object based on its 
visual information, which comprises a combination of several features. This unique 
combination of features elicits appropriate actions in virtue of memory creating an 
association between a stimulus and a response. 
Human beings can acquire memories for arbitrary stimulus–response 
associations through learning. Moreover, once acquired, the stimulus–response 
association can be maintained in memory for a long time, and it is possible to elicit 
a response based on these associations at any later time. 
This study elucidated the memory representation of the association of combined 
visual features to a response in stimulus–response mapping. In this thesis, 
stimulus–response mapping refers to a set of multiple stimulus–response 
associations. As mentioned above, stimulus–response associations comprise the 
basis of diverse behaviors. Therefore, clarifying the representation mechanism in 
memory of stimulus–response mapping is fundamental to understanding human 
cognitive behavior. 
The human visual system is understood to process visual features of an object 
separately within different modules for each basic feature dimension, such as color, 
shape, or texture. We call the basic feature dimension an attribute. According to 
feature integration theory, these features are integrated through attention 
directed toward the object’s location (Treisman & Gelade, 1980). In previous 
studies, two hypotheses concerning integrated representation of features have 
been proposed: all features are integrated into a unified representation 
(all-attribute model), or features are integrated as a set of multiple distributed 
binding representations. 
In regard to stimulus–response mapping, Ishizaki et al. (2015) refuted the 
all-attribute model and proposed a paired-attribute model in which only two 
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attributes are bound and the set of attribute pairs is associated with a response. 
They conducted a stimulus–response mapping task, in which participants were 
required to learn the mapping of eight stimuli consisting of a combination of color, 
shape, and texture to four key-pressing responses. Their results indicated that 
learning was more difficult when three stimulus attributes determined a correct 
response than when two attributes did so. Based on the paired-attribute model, the 
result can be explained as follows: while correspondence between two attributes 
and a response is stored as an association between one attribute pair and a 
response, correspondence between three attributes and a response is stored as an 
association between a set of attribute pairs and a response. However, according to 
the all-attribute model where all features are integrated into a unified 
representation and associated with a response regardless of the number of features 
related to the response, there should be no difference in learning difficulty. 
In order to prove the paired-attribute model to be valid generally, the following 
issues need to be tackled. First, it is unclear how a combination of visual features 
including spatial attributes is associated with a response. Spatial attributes, such 
as location and motion, are believed to be processed via a different pathway in the 
brain than attributes for object identification (Ungerleider & Haxby, 1994). 
Ishizaki et al. (2015) investigated the mapping of only attributes for object 
identification (i.e., shape, color, and texture). Second, it is not clear whether a 
location plays a special role not only in forming an integrated representation but 
also in stimulus–response mapping. Third, although previous studies have shown 
that the paired-attribute model works in the process of learning, no studies have 
investigated the model’s applicability to long-term retention. 
Therefore, this study examined how the combination of location and other 
attributes is associated with a response in three memory stages, namely, the 
learning stage, the retention stage immediately after learning, and the retention 
stage after a long delay. 
This thesis consists of five chapters. In Chapter 1, the background and purpose 
of this study and the approach were described, and an outline of the thesis was 
provided. 
Chapter 2 examined the stimulus–response mappings with not only the 
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identification attributes but also the location attribute. In Experiment 1A, the 
stimulus–response mapping task using stimuli consisting of a combination of color, 
shape, and location was conducted. As a result, equivalent results to Ishizaki et al. 
(2015) were obtained, and the paired-attribute model was supported in the 
mapping to a response of the combination of visual features, including location. 
However, among the three pairs of attributes, the mapping of the shape–location 
and color–location pairs to responses was more difficult to learn as compared to the 
mapping of the color–shape pair to a response. 
Experiment 1B examined whether the difference in learning difficulty depends 
on the difference in the processing pathway in the brain. A stimulus–response 
mapping task using stimuli consisting of a combination of color, location, and 
motion was conducted. As a result, the map to a response based on the combination 
of two features processed via the same pathway (e.g., location and motion) was no 
less difficult to learn than the combination of two features processed via different 
pathways. Therefore, there is no evidence that the learning of stimulus–response 
mapping becomes more difficult when the features are processed via different 
pathways from each other. 
Chapter 3 examined whether the location is involved in stimulus–response 
association in a different manner from color and shape are. In Experiment 2A, 
after learning the mapping to responses of stimuli consisting of a combination of 
color, shape, and location, the features of the stimuli were presented spatially 
separated in two stimuli for the test: two combinations of two features, or one 
combination of two features and one single feature. As a result, learning was not 
completely transferred when color and shape were presented separately; however, 
when color and location were presented separately, learning was almost completely 
transferred. This suggests that color and shape are bound to be associated with a 
response whereas location is associated with a response as a single representation. 
In Experiment 2B, after learning the mapping of stimuli consisting of color, 
shape, and location to the responses, the feature value of one attribute was 
exchanged and a re-learning task was conducted. As a result, re-learning was not 
so difficult when the location was exchanged as when the color or shape was 
exchanged. This suggested that exchanging location would require only minor 
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modification in the stimulus–response association, whereas exchanging color or 
shape requires fundamental modification. 
Chapter 4 examined memory representation of stimulus–response mapping after 
a long-term delay. In Experiment 3, one week after participants learned the 
mapping to the responses of the stimuli consisting of color, shape, and location, 
they learned the same mapping again. As a result, they could respond as 
accurately and quickly as they did immediately after learning. Moreover, they 
performed better when two features determined correct responses as compared to 
when three features determined correct responses. The results reveal long-term 
retention of mappings between the integration of features and responses, and 
suggest that the paired-attribute model is applicable to long-term retention of 
mappings. 
Chapter 5 reconfirmed the research purpose and discussed the outcome of this 
study. In this study, it was suggested that the paired-attribute model is more valid 
than the all-attribute model for stimulus–response mapping during learning, 
immediately after learning, and after a long delay. However, it was suggested that 
the paired-attribute model needs to be modified for the mapping of visual features 
including location attribute to responses. Thus, a location-singleton model was 
proposed in which two features of attributes for object identification are bound and 
associated with a response, whereas the location attribute is not bound with other 
attributes, and is added to this association individually. 
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J͸F(1.51, 39.29) = 33.48, p < .001, partial 2 = .56͹ͻ¿ʴůƦ1ˋůƦFƎůƦ
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ˮǄ7ƘIL3,)ͼ   
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'0ͻśͰ 1B 07ͻͿůƦ6ʟBĝN%1ēơ6n{^ŗʶ6İ͗ ͻ
'LI6ůƦˀ4KͿ-6êɒʠ̔6Ǣ0êɒ LKͻ'L(Lɞ3Kʠ
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Ç  2.13 Õƍ 1B oħ<MƕĴƌtij{  
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6ŽĶÖOȣ̚!)͸Ĳ 2.17͹ͼ  
śͰ 1A1Ğȕ6Ǣȫ0ͻA$ͻ3ůƦRTo1 2ůƦRTo6ŗʶ6İ͗ 4
ŷKȐ˪#KͼȜʋɏ4-/ͻRToȂ·͸΀ůƦRTo1ͿůƦRT
o6ŽĶÖ6Ϳȥȸ͹1ŗʶǼ͉͸ðǼͻ ǼͻƕǼ6΀ȥȸ͹O˞į1#KśͰ
ĐýʹæͿ˞į6íǚíȅO˖,)1MͻRToȂ·6¢ĀȆ͸F(1, 25) = 26.22, 
p < .001, partial 2 = .51͹1ŗʶǼ͉6¢ĀȆ͸F(2, 50) = 29.48, p < .001, partial 
2 = .54͹ã4Ǻƫ0Jͻ'LI6¬©ÅɕEǺƫ0,)͸F(1.32, 33.01) = 5.07, 
p < .05, partial 2 = .17͹ͼ¬©ÅɕǺƫ0,)60¿ȐŚO˖,)1Mͻ
΀-6ŗʶǼ͉6â/4/ͻRToȂ·6Ĉʘ¢ĀȆǺƫ0,)͸ðǼΆ
F(1, 25) = 7.05, p < .05, partial 2 = .22,  ǼΆF(1, 25) = 19.80, p < .001, partial 
2 = .44, ƕǼΆF(1, 25) = 46.68, p < .001, partial 2 = .65͹ͼ-AJͻâǼ͉0΀ů
ƦRTo6Ȝʋɏ7ͿůƦRToHJEÀ,)1˨KͼA)ͻͿůƦRTo
1΀ůƦRTo6Ǣ4/ͻŗʶǼ͉6Ĉʘ¢ĀȆǺƫ0,)͸ͿůƦ
RToΆF(2, 24) = 47.32, p < .001, partial 2 = .80, ΀ůƦRToΆF(2, 24) = 
6.35, p < .01, partial 2 =. 35͹ͼ'0ͻͿůƦRTo4KŗʶǼ͉6ņ̿ȣ
̚O˖1ͻðǼ1 Ǽ6 ͸͉p < .001, d = 1.56͹ͻðǼ1ƕǼ6 ͸͉p < .001, d = 1.90͹
4Ǻƫŷ˟IL)ͻ Ǽ1ƕǼ6͉47Ǻƫŷ7˟IL3,)͸p = 1.0 , d = 
0.14͹ͼ3ůƦRTo4/ŗʶǼ͉6ņ̿ȣ̚O˖,)1MͻĞ"H4 Ǽ
1ƕǼ6͉µŅ6R͉4Ǻƫŷ˟IL)͸ðǼ1 Ǽ6͉Άp < .01, d = 0.96, ð
Ǽ1ƕǼ6͉Άp < .05, d = 0.77,  Ǽ1ƕǼ6͉Άp = .22, d = 0.31͹ͼ-AJͻͿů
ƦRToE΀ůƦRToEȜʋɏ7ðǼI Ǽ4/ͱ3Kͻ ǼI





˖,)1MͻŗʶǼ͉6¢ĀȆ͸F(2, 50) = 51.55, p < .001, partial 2 = .67͹Ǻ
ƫ0,)ͻRToinq6¢ĀȆ͸F(2, 50) = 1.58, p = .22 , partial 2 = .06͹










͸Ϳȥȸ͹6͉0ʳJ̡!6K tȐŚO˖,)1Mͻ'6ŷ7Ǻƫ0J͸t(25) = 





͸F(2, 50) = 0.28, p = .75, partial 2 = .01͹ͻogq}n]0EͿůƦRTo6
RToinq͉0Ȝʋɏ4ŷ31NKͼ 
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Ç  2.17 Õƍ 1B ·ĝ−ÂêzpÓŌŨƋtÓŌzotĈƀµĕĻĢ  












˖,)1Mͻ¢ĀȆ7Ǻƫ073͸F(2,50) = 0.90, p = .41, partial 2 = .04͹ͻͿ
ůƦRTo6RToinq͉0ēơǯ͉4ŷ31NKͼ 
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΀ȥȸ6íǚíȅO˖,)1Mͻ¢ĀȆǺƫ0J͸F(2, 50) = 5.78, p < .01, 
partial 2 = .19͹ͻņ̿ȣ̚O˖1ͻĂůƦ1ˋůƦF¿ʴůƦ6͉4Ǻƫŷ
˟IL)͸Ă1ˋΆp < .05, d = .48, Ă1¿ʴΆp < .05, d = 0.59͹ͼ)*!ͻL
7ͻpk6íǚ3JŪ ,))D4͸ˋΆSD = 0.01, ¿ʴΆSD = 0.01, ĂΆ
SD = 0.02͹ͻƛŪ3ŷ0EǺƫÛĠ˟IL)1ʸILͻ26ůƦE 98%µ×6ͱ
Ȝʋɏ0,))Dͻ6ŷ7¯Į6̀˽×īͦ1#K?26ŷ0731ʸKͼ 
ț4ͻēơǯ͉4-/ůƦO˞į1#KśͰĐýʹæ;˞į΀ȥȸ6íǚíȅO
˖,)1Mͻ¢ĀȆǺƫ0J͸F(1.47, 36.68) = 66.13, p < .001, partial 2 
= .73͹ͻâ/6ůƦ͉4Ǻƫ3ŷ,)͸ˋ1¿ʴΆp < .01, d = 0.64, ˋ1ĂΆp 











































E 98%µ×6ͱȜʋɏ0Ƈò L/JͻA)ͻpk6íǚE3JŪ ,)







































2-3. Õƍ 1Ap 1Btxp^ 
śͰ 1A1śͰ 1B0ą̃!/ˬŚ L/)ˋ−¿ʴinqOĻȸ1!/Ϳ-6ś
Ͱ6ʡȆOA1DK1ͻöȺ−ēơn{^ŗʶ6͗ǬƂ7Ĳ 2.20 6H43K

































Ç  2.20 ÕƍŅċ@bîÔced·ĝ−ÂêzpÓŌtƇāÝ  
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ơ1ʡ:-1ǐȶ LKͼʈ¨4ͻHommel (1998, 2004)6Tq|QT
pKͼ6p07ͻǯɣ3˫Ƴ4/ɉÃ6˜ǜ6ˡˢɊƜ7â/
6ɊƜO91A1AJ4!)˗ɐ1!/073ͻͿɊƜ$-ʡĝ!)˗ɐ͸ůƦŦ


















Ç  3.1 ·ĝ -ÂêzpŢðs?ad¤ŋtƁýàsƁfd|  
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æ4ǒɶ LKůƦ6ʟBĝN%Oͻ7ʃ͉ɣ4í͖ LK1Oɶ#ͼ 
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IēơOƉ̎#Ǝˋ −¿ʴȂ·07̙ɼ6ɽƂː+K1¦ȶ LK͸Ĳ 3.3c͹ͼ 
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RToǒɶə͛6ÉOĲ 3.24ɶ#ͼ͵ˋ͸̛Ƃ 0.0 cd/m2͹0ľJ-< L)



































͜ͻõ͍ǯ͉æ4ēơ03L8 900Hz 6}d͜'L(L 150ms ͲJͻ








6^~7ͻ#>/śͰ 1Aͻ 1B 4/΀ůƦRTo1 L)E61!)ͼ
-AJͻ΀ůƦ#>/4/©4ɞ3KɊƜOǆ-E6ĞŃĞ"RToin
q43KH4í/K(Ĳ 3.4)ͼ 
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6RToǒɶ LKͼśͰĐýʹ47ͻk`nqǒɶ L)16Bͻ0
K*ǨȜɴ4ēơ[Oǁ#H˞ȧ!)ͼk`nq073öȺ4Ŧ!/ē
ơ[Oǁ!)Ľĝ7 400Hz6}d͜ͻk`nqǒɶ L/E 1000msµæ













)ͼ1}n]7ͻśͰ 1A, 1BĞȕͻ1RTo4- 10˯˖$-OȲĝ!) 80˯




]µ1!/Jͻʈ 9 }n]A04Ȝʋɏ 80ͷȌ3,)śͰĐýʹ7ͻ
ʳJ̡!ʮʶ|Vh6}n]ǜ 5}n]4ȷ)3,)ͼ 
ŗʶ}n]ʞ¥ƕ4˖̙ɼ}n]7ͻˋ−ƎƎ−¿ʴȂ·ͻˋ−Ǝ¿ʴȂ










n]14 5í͉6¹ƱOǉBͻʞ¥ƕ4 10í͉6¹ƱOˬͻ̙ɼ}n]07 2
}n]14 3í͉6¹ƱOǉBͻʞ¥ƕ4 10í͉6¹ƱOˬ)ͼk`nqȐ
ì˺ͦ4-/7 2}n]14 3í͉6¹ƱOǉP*ͼ 
 
Ř  3.1 Õƍ 2A tÕƍ|rj  
 
  






















,)͸F(1.38, 29.02) = 206.78, p < .001, partial 2 = .91͹ͼ'0ͻņ̿ȣ̚O˖
1ͻ#>/6ŗʶǼ͉6͉4Ǻƫŷ˟IL)͸ðǼ1 ǼΆp < .001, d = 2.27, ð
Ǽ1ƕǼΆp < .001, d = 3.68,  Ǽ1ƕǼΆp < .001, d = 1.13͹ͼ-AJͻðǼͻ Ǽͻ
ƕǼ1˯˖̭C4-L/ͻȜʋɏͱ3,)1NKͼ 
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Ç  3.7 Õƍ 2A ·ĝ−ÂêzpŨƋs?ad  












0͸F(2, 42) = 2.58, p = .09, partial 2 = .11͹ͻ}n]6¢ĀȆǺƫ0J͸F(1, 
21) = 6.21, p < .05, partial 2 = .23͹ͻ'LI6¬©ÅɕEǺƫÛĠ0,)͸F(1.48, 
31.10) = 3.22, p = .07, partial 2 = .13͹ͼ¬©ÅɕǺƫÛĠ0,))D¿ȐŚ
O˖1ͻˋ−Ǝˋ−¿ʴȂ·ͻˋ−Ǝ¿ʴȂ·4/7}n]6Ĉʘ¢ĀȆ
Ǻƫ073,)(ˋ−Ǝˋ−¿ʴȂ·ΆF(1, 21) = 1.35, p = .26, partial 2 = .06ͻ
ˋ−Ǝ¿ʴȂ·ΆF(1, 21) = 0.19, p = .67, partial 2 = .01)ͻƎˋ−¿ʴȂ·4
/7Ǻƫ0,)(F(1, 21) = 9.27, p < .01, partial 2 = .31)ͼ-AJͻƎˋ−¿
  74 
ʴȂ·6B̙ɼ}n]6Ϳ}n]͉0ŗʶ̭P*1NKͼA)ͻʈ;}
n]4/ǒɶȂ·6Ĉʘ¢ĀȆǺƫ0,)͸F(2, 20) = 5.42, p < .05, 
partial 2 = .35͹ͻʈ 2}n]4KǒɶȂ·6Ĉʘ¢ĀȆ7Ǻƫ073,)
(F(2, 20) = 0.28, p = .76, partial 2 = .027)ͼ'0ͻʈ;}n]4-/ǒɶȂ·
͉6ņ̿ȣ̚O#K1ͻˋ−Ǝ¿ʴȂ·1Ǝˋ−¿ʴȂ·6͉4Ǻƫŷ˟IL)













Ç  3.8 Õƍ 2A ·ĝ−ÂêzpŨƋt  
ÓŌćłzopűĳzotĕĻĢ  





͸ˋ−Ǝˋ−¿ʴȂ·Άt(21) = −0.8, p = .43, r = .17, ˋ−Ǝ¿ʴȂ·Άt(21) = 0.15, 
















  76 
O˞į1#K 1 ˞į6íǚíȅO˖,)ͼ'6ʡȆͻǒɶȂ·6¢ĀȆǺƫ0,
)(F(1.99, 41.94) = 10.69, p < .001, partial 2 = .34)ͼņ̿ȣ̚O#K1ͻʢĝȂ·
7'6²6ǒɶȂ·4ȣ>/Ȑìǯ͉Ǻƫ4ɰ,)(ʢĝȂ·1ˋ−Ǝˋ −¿ʴȂ
·Άp < .05, d = 0.74, ʢĝȂ·1ˋ−Ǝ¿ʴȂ·Άp < .05, d = 0.84, ʢĝȂ·1Ǝ




ǇȖ0K͸űǿ, 2014͹ͼíǚíȅ6ʡȆͻǒɶȂ·6¢ĀȆ7Ǻƫ073͸F(3, 63) 
= 0.32, p = .81, partial 2 = .02͹ͻ26ǒɶȂ·0EĞ"Ȝɴ 0k`nqöȺO
Ȑì#K10K1NKͼ 
 










  77 
ơ̸ǀǯ͉4-/ͻǒɶȂ·͸΀ȥȸ͹1}n]͸Ϳȥȸ͹O˞į1#KśͰĐ
ýʹæͿ˞į6íǚíȅO˖,)ͼ'6ʡȆͻ}n]6¢ĀȆǺƫ0,)(F(1, 
21) = 7.3, p < .05, partial 2 = .26)ͻǒɶȂ·6¢ĀȆ1'LI6¬©Åɕ7Ǻƫ0
3,) (ǒɶȂ·ΆF(2, 42) = 0.31, p = .73, partial 2 = .02ͻ¬©ÅɕΆF(2, 42) = 
0.36, p = .70, partial 2 = .02)ͼ!),/ͻ̙ɼ}n]07ͻ2}n]͉0ē
ơ̸ǀǯ͉ɰʰ!)ͻǒɶȂ·͉6ŷ731NKͼ 
 











)(ˋ−Ǝˋ −¿ʴȂ·Άt(21) = −0.55, p = .59, r = .12, ˋ−Ǝ¿ʴȂ·Άt(21) = −0.83, 





















$6  5 "
 5" 5 "
-
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Ç  3.13 ·ĝ−Âêzps?ad¤ŋtŢðŘģ|  
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ǓȂ·7 1828ȟ6 20ğͻƎ¬ǓȂ·7 1824ȟ6 20ğͻ¿ʴ¬ǓȂ·7 18






śͰ 1A, 1B, 2A1Ğȕ0Kͼ 
 
 




śͰ 2A6H3öȺǒɶʄ7ˬIL$ͻśͰ 1AF 1B1Ğȕ4ͻ͵ˋ6pSg













2A1Ğ" 2000ms0Kͻ'6ƕ 10˯˖16ŽĶȜʋɏ 70ͷȌKĽĝ
47õ͍ǯ͉O΀ͷʰDͻ70ͷǾȷ6Ľĝ7΀ͷƆͅ#KH4õƙ!)ͼ)*!ͻ






ǼˬŚ 2000ms I͈ő LKͼA)ͻöȺǒɶø4ə͛ ŋ4ȭˡȾ1!/~g




śͰ 2A 1ɞ3KȾ1!/ͻ61ͻȜ˦[6Tgq7 500ms ͉*ǒɶ!ͻ
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Oēơ1Ŧơ.K΀ůƦRTo͸΀ůƦinq͹Oˬ/KͼĲ 3.144ͻ6
Ŧơ͊Í6ÉOɶ#ͼ 















Ç  3.14 Õƍ 2B tÓŌzoot·ĝğèpĕşntØêƁ©t¨  
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Ř  3.2 Õƍ 2B tÕƍ|rj  




















,)ͼ'6ʡȆͻRToȂ·6¢ĀȆ͸F(1, 55) = 93.04, p < .001, partial 2 = .87͹
1ŗʶǼ͉6¢ĀȆ͸F(1.59, 87.51) = 379.66, p < .001, partial 2 = .63͹ã4Ǻ
ƫ0Jͻ'LI6¬©ÅɕEǺƫ0,)͸F(2, 110) = 3.57, p < .05, partial 2 
= .06͹ͼ¬©ÅɕǺƫ0,)60¿ȐŚO˖,)1Mͻ΀-6ŗʶǼ͉6â
/4/ͻRToȂ·6Ĉʘ¢ĀȆǺƫ0,)͸ðǼΆF(1, 55) = 42.07, p 
< .001, partial 2 = .43,  ǼΆF(1, 55) = 62.87, p < .001, partial 2 = .53, ƕǼΆ
F(1, 55) = 71.79, p < .001, partial 2 = .57͹ͼ#3N+ͻâ/6Ǽ͉0΀ůƦRTo
6Ȝʋɏ7ͿůƦRToHJEÀ,)1˨KͼA)ͻͿůƦRTo1΀ů
ƦRTo6Ǣ4/ͻŗʶǼ͉6Ĉʘ¢ĀȆǺƫ0,)͸ͿůƦRToΆ
F(2, 54) = 133.99, p < .001, partial 2 = .83, ΀ůƦRToΆF(2, 54) = 263.75, p 
< .001, partial 2 =. 91͹ͼ'0ͻͿůƦRTo4/ŗʶǼ͉6ņ̿ȣ̚O˖
1ͻâ/6ŗʶǼ͉6͉4Ǻƫŷ˟IL)͸ðǼ1 Ǽ6 Ά͉p < .001, d = 2.62, ð
Ǽ1ƕǼ6͉Άp < .001, d = 3.52,  Ǽ1ƕǼ6͉Άp < .001, d = 0.76͹ͼ΀ůƦRT
o4/ŗʶǼ͉6ņ̿ȣ̚O˖,)1MͻĞ"â/6ŗʶǼ͉6͉4Ǻƫ
  86 
ŷ˟IL)͸ðǼ1 Ǽ6 Ά͉p < .001, d = 2.03, ðǼ1ƕǼ6 Ά͉p < .001, d = 2.92, 






)1MͻRToinq6¢ĀȆ͸F(2, 110) = 14.32, p < .001, partial 2 = .21͹
1ŗʶǼ͉6¢ĀȆ͸F(1.77, 97.57) = 361.05, p < .001, partial 2 = .87͹ã4Ǻ
ƫ0,)ͻ'LI6¬©Åɕ7Ǻƫ073,)͸F(2.63, 144.55) = 1.55, p = .21, 
partial 2 = .03͹ͼRToinq4-/ņ̿ȣ̚O˖1ͻˋ−Ǝinq1Ǝ−¿









Ç  3.16 Õƍ 2B tÓŌzotĕĻĢt vincent ăŉ   













Ç  3.17 Õƍ 2B tÓŌćłzo@b²ÓŌzot  
ĕĻĢpÂêĂƀtöĳ  
  88 
A$ͻ΀ůƦRTo6Ȝʋɏ6À́4-/ͻ¬ǓȂ·͸ˋ¬ǓȂ·ͻƎ¬Ǔ
Ȃ·ͻ¿ʴ¬ǓȂ·6΀ȥȸ͹O˞į1#K;˞įśͰĐýʹ͉6íǚíȅO˖,)
1Mͻ¬ǓȂ·6¢ĀȆǺƫ0,)(F(2, 53) = 4.94, p < .05, partial 2 = .16)ͼ
ņ̿ȣ̚O#K1ͻ¿ʴ¬ǓȂ·1ˋ¬ǓȂ·6Ȝʋɏ6À́6͉4Ǻƫŷ˟I
L(p < .01, d = 1.05)ͻ¿ʴ¬ǓȂ·1Ǝ¬ǓȂ·6͉47ǺƫÛĠ˟IL)(p 






RToinq6¢ĀȆ7Ǻƫ073,)(F(2, 106) = 2.12, p = .13, partial 2 
= .04)ͻ¬ǓȂ·6¢ĀȆǺƫÛĠ0(F(2, 53) = 2.71, p = .08, partial 2 = .09)ͻ
'LI6¬©Åɕ7Ǻƫ0,)(F(4, 106) = 24.28, p < .001, partial 2 = .48)ͼ¬
©ÅɕBIL)60¿ȐŚO˖1ͻ26RToinq0E¬ǓȂ·6Ĉʘ¢
ĀȆǺƫ0,)(ˋ−ƎinqΆF(2, 53) = 16.38, p < .001, partial 2 = .38, Ǝ−
¿ʴinqΆF(2, 53) = 5.01, p < .05, partial 2 = .16, ˋ−¿ʴinqΆF(2, 53) = 











˟IL)͸ˋ¬ǓȂ·ΆF(2, 52) = 22.31, p < .001, partial 2 = .46, Ǝ¬ǓȂ·Ά
F(2,52) = 19.40, p < .001, partial 2 = .43, ¿ʴ¬ǓȂ·ΆF(2,52)=8.16, p < .01, 
partial 2 = .24͹ͼņ̿ȣ̚6ʡȆ4-/ͻ×˫6ɒɗIńinqO͏ͿÔ
6RToinq͉6ŷ6ȐŚʡȆ6BO˫̢#K1ͻƎ¬ǓȂ·4/ˋ−Ǝin
  89 














ȅO˖,)1MͻȂ·6¢ĀȆ7Ǻƫ073,)(F(2, 53) = 0.15, p = .86, partial 
2 = .01)ͼ 
ț4ͻͿůƦRTo6ēơǯ͉6ŀý́4-/ͻ¬ǓȂ·͸΀ȥȸ͹1RTo
inq͸΀ȥȸ͹O˞į1#KͿ˞įȲĝ˩ə6íǚíȅO˖,)1MͻRTo
inq6¢ĀȆ7Ǻƫ073,)͸F(2, 106) = 0.27, p = .77, partial 2 = .01͹ͻ
¬ǓȂ·6¢ĀȆF¬©Åɕ4-/7ǺƫÛĠ0,)(¬ǓȂ·ΆF(2, 53) = 2.92, 
p = .06, partial 2 = .10, ¬©ÅɕΆF(4, 106) = 2.37, p = .06, partial 2 = .08)ͼ¬
©ÅɕǺƫÛĠ13,)60ͻ¿ȐŚO˖,)1Mͻˋ−Ǝinq1Ǝ−¿ʴi
nq0¬ǓȂ·6Ĉʘ¢ĀȆǺƫ13,)͸ˋ−ƎinqΆF(2, 53) = 3.97, p < .05, 
  90 
partial 2 = .13, Ǝ−¿ʴinqΆF(2, 53) = 3.69, p < .05, partial 2 = .12͹ͼņ̿
ȣ̚O˖,)1MͻƎ−¿ʴinq4/ͻƎ¬ǓȂ·1¿ʴ¬ǓȂ·6͉4Ǻƫ
ŷ˟IL)(p < .05, d = 0.86)ͻˋ −Ǝinq4Kˋ¬ǓȂ·1Ǝ¬ǓȂ·6͉
47Ǻƫŷ˟IL3,)ͼA)ͻ¿ʴ¬ǓȂ·4͊!/RToinq6Ĉʘ¢
ĀȆǺƫÛĠ0,)(F(2, 52) = 2.56, p = .09, partial 2 = .09)ͻņ̿ȣ̚O#
K1Ǝ−¿ʴinq1ˋ−¿ʴinq6͉47Ǻƫŷ˟IL3,)ͼ 
 














¢ĀȆã4Ǻƫ0,)(¬ǓȂ·ΆF(2, 53) = 5.9, p < .01, partial 2 = .18, }
n]ΆF(1, 53) = 40.4, p < .001, partial 2 = .43)ͻ¬©Åɕ7Ǻƫ073,)͸F(1, 
  91 
53) = 0.528, p = .59, partial 2 = .02͹ͼ'0ͻ¬ǓȂ·6ņ̿ȣ̚O˖1ͻˋ¬
ǓȂ·1¿ʴ¬ǓȂ·6͉FƎ¬ǓȂ·1¿ʴ¬ǓȂ·6͉47ǺƫŷBIL)








ʡȆͻ}n]6¢ĀȆǺƫ0,)͸F(1, 36) = 54.04, p < .001, partial 2 
= .60͹ͻ¬ǓȂ·6¢ĀȆ1¬©Åɕ7Ǻƫ073,)(¬ǓȂ·ΆF(1, 36) = 1.34, p 






ə6íǚíȅO˖,)1Mͻ}n]6¢ĀȆǺƫ0J͸F(1, 35) = 30.79, p 
< .001, partial 2 = .47͹ͻ¬ǓȂ·6¢ĀȆ4ǺƫÛĠ˟IL)͸F(1, 35) = 4.09, 
p = .05, partial 2 = .11͹ͻ¬©Åɕ7Ǻƫ073,)(F(1, 35) = 1.91, p = .18, 





˩ə6íǚíȅO˖,)1Mͻ}n]6¢ĀȆǺƫ0J͸F(1, 35) = 40.57, p 
< .001, partial 2 = .54͹ͻ¬ǓȂ·6¢ĀȆF¬©Åɕ4ǺƫÛĠBIL)͸¬Ǔ
Ȃ·ΆF(1, 35) = 3.85, p = .06, partial 2 = .10, ¬©ÅɕΆF(1, 35) = 3.28, p = .08, 
partial 2 = .09͹ͼ¬©ÅɕǺƫÛĠ0,)60ͻ¿ȐŚO˖,)1Mͻʈ
;}n]4K¬ǓȂ·6Ĉʘ¢ĀȆǺƫ0,)͸F(1, 35) = 5.65, p = .02, 
partial 2 = .14͹ͻʈ΁}n]4K¬ǓȂ·6Ĉʘ¢ĀȆ7Ǻƫ03,)ͼ
  92 
61Iͻˋ −¿ʴinq4-/7ͻ¿ʴO¬Ǔ!)ĽĝHJEˋO¬Ǔ!)Ľ
ĝ6Ǣͻŗʶƀɥ6ȜʋɏÀ1NKͼA)ͻˋ¬ǓȂ·ͻ¿ʴ¬ǓȂ·
6Ǣ0}n]6Ĉʘ¢ĀȆǺƫ0,)͸ˋ¬ǓȂ·ΆF(1, 35) = 34.38, p 




















































































Ç  3.21 ·ĝ−Âêzps?ad¤ŋtƁ|  
 
  























Whidbee, Schirmer, Patel & Hobson, 2000͹ͼA)ͻIL)ǜŔïOa{
k6[°Iƻ+̟CkT{^˺ͦOɕ)̫ʥɣ̱ĂŗʶśͰ0Eͻ1 Ǯ
Ňƕ4Ȝʋɏ1ēơǯ͉6Ġ×˟IL)1ļģ L/K͸Walker, 
Brakefield, Morgan, Hobson, Stickgold, 2002͹ͼ6H3ͻɮɫOĢC̯ƆǼ͉ƕ
6˺ͦś˖Ƶʱ6Ġ×Oļģ!)ɳʂ07ͻ̯ƆǼ͉ƕ6˺ͦś˖Ƶʱ6Ġ×47ɮ
ɫȱ͊NK1ɶĩ L/K͸Stickgold, 2005͹ͼ 
µ×6H3ɯ˟O̕AK1ͻɊƜ6ʟBĝN%1ēơ6n{^˫Ƴ4-
/Eͻ̯ƆǼ͉6͉4ŌNLKęʾƦEʸILKͻēŦ4̯ƆǼ͉ 4˫ƳŚ

















Ç  4.1 œƐãƐ¤ŋtŃ\ÄfhpÂêtzptſĈŶÞæt  
ŢðŘģsƁfdŧ   
  98 
































śͰ 1A, 1B, 2A, 2B1Ğȕ0Kͼ 
























n]˖,)ͼ;}n]7ͻśͰ 1A, 1B, 2A, 2BĞȕͻ;RTo4- 10˯˖$
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Ç  4.2 ÕƍƓt (a)ƑþĭƐ (b)ƒþĭtĕĻĢp¶ƂĂƀtöĳ  
 
Ç  4.3 ÕƍƓtÓŌzotĈƀµĕĻĢ  
 





I6¬©ÅɕEǺƫ0,)͸RToȂ·ΆF(1, 20) = 26.68, p < .001, partial 2 
= .57, ŗʶǼ͉ΆF(1.52, 30.41) = 243.53, p < .001, partial 2 = .92, ¬©ÅɕΆF(2, 
40) = 4.25, p < .05, partial 2 = .18͹ͼ¬©ÅɕǺƫ0,))Dͻ¿ȐŚO˖
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,)1Mͻ΀-6ŗʶǼ͉â/4/RToȂ·6Ĉʘ¢ĀȆǺƫ0,)
͸ðǼΆF(1, 20) = 21.39,  p < .001, partial 2 = .52,  ǼΆF(1, 20) = 22.84,  p 
< .001, partial 2 = .53, ƕǼΆF(1, 20) = 13.35, p < .01, partial 2 = .40͹ͼ6
1Iͻâ/6ŗʶǼ͉0ͿůƦRToHJ΀ůƦRTo6ŗʶ͗!1
NKͼ'!/ͻͿ-6RToȂ·6Ǣ0ŗʶǼ͉6Ĉʘ¢ĀȆǺƫ0,)
͸ͿůƦRToΆF(2, 19) = 122.3, p < .001, partial 2 = .923, ΀ůƦRToΆ
F(2, 19) = 67.74, p < .001, partial 2 = .88͹ͼ'0ͻͿůƦRTo4/ŗʶ
Ǽ͉6ņ̿ȣ̚O!)1Mͻâ/6ŗʶǼ͉6͉4ǺƫŷBIL)͸ðǼ1 ǼΆ
p < .001, d = 2.12, ðǼ1ƕǼΆp < .001, d = 2.59,  Ǽ1ƕǼΆp < .05, d = 0.45͹ͼ
-AJͻͿůƦRTo6Ȝʋɏ7ðǼͻ ǼͻƕǼ4/×Jʥ)1N
Kͼ΀ůƦRTo4/ŗʶǼ͉6ņ̿ȣ̚O!)1MͻðǼ1 Ǽ͸p < .001, 








MͻRToinq6¢ĀȆ͸F(2, 40) = 6.05, p < .01, partial 2 = .23͹1ŗʶǼ͉
6¢ĀȆ͸F(1.52, 30.32) = 158.33, p < .001, partial 2 = .89͹ã4Ǻƫ*,)ͻ
'LI6¬©Åɕ7Ǻƫ073,)͸F(2.63, 52.60) = 1.14, p = .34, partial 2 
= .054͹ͼRToinq4-/ņ̿ȣ̚O˖1ͻˋ−Ǝinq1Ǝ−¿ʴinq1
6͉4ǺƫÛĠ˟IL͸p = .06, d = 0.5͹ͻˋ−Ǝinq1ˋ−¿ʴinq6͉47Ǻ






















ƎinqΆt(20) = 1.03, p = .31, r = .23, Ǝ−¿ʴinqΆt(20) = 1.22, p = .24, r = .26, 





Ç  4.4 ÕƍƓtƑþĭÓŌłĬ@bƒþĭÓŌzos@ant  
ĕĻĢtÐ¿ż  
 











)͸śͰǦΆF(1, 20) = 6.65, p < .05, partial 2 = .25, RToȂ·ΆF(1, 20) = 
25.56, p < .001, partial 2 = .56͹ͻ¬©Åɕ7Ǻƫ073,)͸F(1, 20) = 1.21, p 







,)͸śͰǦΆF(1, 20) = 8.50, p < .01, partial 2 = .30, RToinqΆF(2, 40) 
= 8.48, p < .01, partial 2 = .30͹ͻ¬©Åɕ7Ǻƫ073,)͸F(2, 40) = 0.27, p 
= .77, partial 2 = .01͹ͼRToinq4-/ņ̿ȣ̚O˖1ͻˋ−Ǝinq1
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į6íǚíȅO˖1ͻRToȂ·6¢ĀȆǺƫ0,)͸F(1, 20) = 17.44, p 
< .001, partial 2 = .47͹ͻśͰǦ6¢ĀȆF¬©Åɕ7Ǻƫ073,)͸śͰǦΆ
F(1, 20) = 0.004, p = .95, partial 2 = .00, ¬©ÅɕΆF(1, 20) = 0.008, p = .93, 
























   2
 2 -8
   
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į6íǚíȅO˖1ͻRToinq6¢ĀȆǺƫ0,)͸F(1.54, 30.70) = 
4.70, p < .05, partial 2 = .19͹ͻśͰǦ6¢ĀȆF¬©Åɕ7Ǻƫ073,)͸ś
ͰǦΆF(1, 20) = 0.02, p = .90, partial 2 = .001, ¬©ÅɕΆF(1.30, 26.01) = 2.72, p 
= .10, partial 2 = .12͹ͼRToinq4-/ņ̿ȣ̚O˖1ͻˋ−Ǝinq1
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ˋͻƎͻ¿ʴ6ʟBĝN%1ēơ6n{^4/ͻˋ1Ǝ7ůƦŦ˗ɐ0ēơ
16̫ĝ˫Ƴ LKͻ¿ʴ4͊!/7ˋFƎ17ʡĝ%$4ͻĈɌ6˗ɐ0ēơ






































Ishizaki et al. (2015)07ͻˋͻƎͻo]gm6ʟBĝN%1ēơ6n{^˫























ǒɶ L)ĽĝͻɊƜsnq C1ͻS1ͻL1ȮƦă!ͻC17 C1S11 C1S24ͻS1
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7 C1S11 C2S14ÑěO̤JͻʡȆ1!/ C1S1ȮƦă LKͼL1I7 C1S2I
RaͻC1S1I RbͻC2S1I RcͻC2S2I Rd 6̫ʡ4ƾõKͼȮƦă L
Kʡĝsnq C1S1Iēơsnq RbͻRd =6̫ʡ6+ Rb =6̫ʡ4 L1
IƾõK)D͸Ĳ 6Ƚˋ̻í͹ͻRb 073 Rd ̸ǀ L/ēơ3 L
Kͼ3ͻĲ 5.207ͻ61ȮƦă LKsnqF̫ʡOʹˋ0ɭˋ!/Kͼ 
 
Ç  5.1 Ishizaki et al.(2015)tØÙìŧsËmC~z}|  
ƎIshizaki et al.(2015)gùÐƏ  
 
Ç  5.2 œƐãƐ¤ŋtƓÙìtŃ\ÄfhpÂêtzpŢðtŧĀ|  
Ǝ¤ŋsp}ŧsËmC~z}|Ə  
C1S1 C1S2 C2S1 C2S2 C2L2 S2L2
1
S1L1C1L1 C2L1 S1L2C1L2 S2L1
2 S1 S2 L1 L2
Ra Rb Rc Rd






















1AJ4˫Ƴ!/K1ʸǢ0͸Luck & Vogel, 1997; Kahneman et al., 1992
32͹ͻŦůƦp7Ϳ-6ůƦ6ʡĝ˗ɐ͸ůƦŦ˗ɐ͹6͔ĝ1!/˫Ƴ!/
K1ʸǢ0K͸Morita et al., 2010; Hommel, 1998 32͹ͼA)ͻɊƜʢĝ
~ig4/ͻɉÃ6ʃ͉¿ʴɊȠ3ƒûOǃġ4͊!/ʀȒɣ4̀˽
 L/)ͼÉ8ͻɉÃ˳ɯ4͊#KĻǿɣ3˷ǫɒ˽0KY}fV]q|QT
ɒ˽OǒĪ!) Kahneman et al.͸1992͹7ͻɉÃ6¿ʴƩļOĻ4ǯɣ3˫Ƴ
˗̂͸Y}fV]q|QT͹ÅILͻ'4ˡˢɊƜ91A1AJ43,/˫
̈́ LK1!/Kͼ-AJͻƓI7ͻ¿ʴOˡˢɊƜ6ʢĝ˗̂OÅK~ig4
/˞13KůƦ*1ʸ/Kͼȣ̚ɣǸ̠6ɳʂ͸Kondo & Saiki, 2012; 
Treisman & Zhang, 2006͹0Eͻ¿ʴɯˢ6ðǼ~ig4/̿˞3ƒûOȆ
)#1ʸIL/Jͻ¿ʴ7˺ͦ˞ȧ4͊Í3ͻ˅Ăɣ4ʢĝ˗̂4Wa°
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śͰ 1B 07 60~80%ɽƂͻ'Lµ͌6śͰ07 8090%ɽƂ0,)ͼ˗ 5.1 4ɶ
#̨JͻśͰ 1AͻśͰ 1B 07ͻ²6śͰHJEĎ!õ͍ǯ͉O/Jͻ10




ńͻśͰ 2B1śͰ 307õ͍ǯ͉6ńĂ6ƂĝŪ ͻ1300msHJEɰ3I
31H4ͻśͰ 1Aͻ1B HJEʭõ͍ǯ͉IL/)ͼ'6)Dͻ
ŗʶȢ͐6Ǹʞɣ3Ȝʋɏ 8090%ɽƂ1ū!ͱ3,)1ʸILKͼ'!/ͻ
Ćí4ŗʶʞN,)ƕͻõ͍ǯ͉OŅ!)ogq}n]͸śͰ 1A, 1B, 30ˬI
L/K͹6RToinqò6ȜʋɏO˟K1ͻ90100%ɽƂ43,/Kͼ6





Ř  5.1 Õƍs?ad¶ƂĂƀt¶çýĘ  
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Ç  5.3 œp¤ŋtŃ\ÄfhpÂêtŵÄŘģs  
(a)ãAÆxedÍÄp (b)Æxer<ÍÄt|  
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