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Abstract. Let D = (V,E) be a strongly connected digraph and let
u, v ∈ V (D). The maximum distance md(u, v) is defined as
md(u, v)=max{
−→
d (u, v),
−→
d (v, u)} where
−→
d (u, v) denote the length of a
shortest directed u−v path inD. This is a metric. The boundary, contour,
eccentric and peripheral sets of a strong digraph D with respect to this
metric have been defined, and the above said metrically defined sets of
a large strong digraph D have been investigated in terms of the factors
in its prime factor decomposition with respect to Cartesian product. In
this paper we investigate about the above boundary-type sets of a strong
digraph D in terms of the factors in its prime factor decomposition with
respect to strong product.
Keywords: Boundary-type sets, Maximum distance, Strong product.
1 Introduction
Directed graphs or in short digraphs have immense applications in almost all
areas of science and even in sociology. Nowadays, one-way networks are intro-
duced almost everywhere with an objective of increasing the efficiency of the
network. A directed network is a network in which each edge has a direction,
pointing from one vertex to another. They can be represented as directed graphs.
Dealing with directed networks is more complicated than dealing with two-way
networks.
Road traffic networks are the most frequently met examples of one-way network
in day to day life. Almost all main road networks are now kept as one-way. The
reason for this is the decreased accident rate and the ease of driving in one-way
roads. But when one-way traffic is introduced in a two-way network, there arises
the difficulty of increased distance between places in one of the directions. So
here the problem of designing the network so as to minimize the distance be-
tween places as well as decreasing the cost of construction comes to play.
The one-way problem was first studied by Robbins [14]. They have applications
in a variety of fields like computer science and biolgy. In the case of internet, the
structure of the network will affect how efficiently it accomplishes its function
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of transmitting data. If we know the network structure we can address many
questions of practical relevance. For example, if we have the opportunity to add
new capacity to the network, then we can determine where should it be added.
Molecular biologists use networks to represent the patterns of chemical reactions
among chemicals in the cell, while neuroscientists use them to represent patterns
of connections between brain cells. The other networks that we come across in
our daily life are telephone networks, the power grid and email networks [13].
The boundary-type sets of a graph, the boundary, contour, eccentricity and pe-
riphery sets of a graph were studied in [4] and [6]. They constitute the borders
of a graph. All other vertices of the graph lie between them. The efficiency of a
network is defined in terms of how easy it is for pairs of nodes to communicate
with each other. So it is apt to say that the boundary-type vertices determine
the efficiency of a network.
It is very difficult to identify the various boundary-type sets in large networks. So
naturally we try to decompose the network into smaller networks and identify
the boundary-type sets. The four standard graph products are the Cartesian,
the direct, the strong and the lexicographic product. They can be extended to
digraphs as well. Thus our strategy is to apply the technique of Divide and Rule
in order to identify the boundary-type sets of large networks.
Feigenbaum showed that the Cartesian product of digraphs satisfies the unique
prime factorization property and provided a polynomial time algorithm for its
computation [9]. This was improved to a linear time approach by Crespelle et
al. [8]. Marc Hellmuth and Tilen Marc developed a polynomial time algorithm
for determining the prime factor decomposition of digraphs with respect to the
strong product [12].
The usual directed distance in digraphs is not a metric. For any two vertices u
and v in a strong digraph D, the directed distance
−→
d (u, v) is usually not the
same as the directed distance
−→
d (v, u). As we are concerned with the problem of
designing the network so as to minimize the distance between places at a min-
imum cost, we consider the distance maximum distance or in short m-distance
which is a metric that was introduced by Chartrand and Tian in [7]. It gives
the maximum of the directed distances in either direction and is denoted by
md(u, v). So minimizing md(u, v) actually results in minimizing the distance
between the nodes in both directions. We can see that the metric md is a gen-
eralisation of the usual distance metric in undirected graphs. The m-eccentricity
me(v) of a vertex v of D is defined as me(v) = maxu∈V (D){md(v, u)}, the m-
radius of digraph D is mrad(D) = minv∈V (D){me(v)}, and the m-diameter is
mdiam(D) = maxv∈V (D){me(v)}.
The results concerning the boundary-type sets of a digraph in terms of its fac-
tors in the prime factor decomposition with respect to Cartesian product was
presented in [5]. In this paper, a similar study is conducted for strong product.
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2 Preliminaries
A directed graph or a digraph D consists of a non-empty finite set V (D) of
elements called vertices and a finite set E(D) of ordered pairs of distinct vertices
called arcs or edges [1]. We call V (D) the vertex set and E(D) the edge set of
D. We write D = (V,E) to denote the digraph D with vertex set V and edge
set E. For an edge (u, v), the first vertex u of the ordered pair is the tail of the
edge and the second vertex v is the head; together they are the endpoints. This
definition of a digraph does not allow loops (edges whose head and tail coincide)
or parallel edges (pairs of edges with same tail and same head).
A directed path is a directed graph P 6= ∅ with distinct vertices u0, . . . , uk and
edges e0, . . . , ek−1 such that ei is an edge directed from ui to ui+1, for all i < k.
In this paper, a path will always mean a ‘directed path’. A digraph is strongly
connected or strong if, for each ordered pair (u, v) of vertices, there is a path
from u to v. A digraph is weakly connected if its underlying graph is connected.
The length of a path is the number of edges in the path. Let u and v be vertices
of a strongly connected digraph D. A shortest directed u−v path is also called a
directed u−v geodesic. The number of edges in a directed u−v geodesic is called
the directed distance
−→
d (u, v). But this distance is not a metric because
−→
d (u, v) 6=
−→
d (v, u). So in [7], Chartrand and Tian introduced two other distances in a strong
digraph, namely the maximum distance md(u, v) = max{
−→
d (u, v),
−→
d (v, u)} and
the sum distance sd(u, v) =
−→
d (u, v) +
−→
d (v, u), both of which are metrics. In
this paper, we deal with the first metric, the maximum distance, md.
Hereafter, we denote md(u, v) by d(u, v), me(v) by ecc(v), mrad(D) by rad(D)
and mdiam(D) by diam(D). Also we consider only strong digraphs so that the
distance between vertices and eccentricity of a vertex are always defined.
The concept of neighbourhood in a digraph D is as follows [1].
N+D (v) = {u ∈ V − v : vu ∈ E}, N
−
D (v) = {w ∈ V − v : wv ∈ E}. The sets
N+D (v), N
−
D (v) and ND(v) = N
+
D(v)
⋃
N−D (v) are called the out-neighbourhood,
in-neighbourhood and neighbourhood of v. The closed neighbourhood (neigh-
bours including v) of v is denoted by N [v].
2.1 Definitions of boundary-type sets
We define the boundary-type sets of a digraph D with respect to the metric
maximum distance. Most of the following definitions are analogous to the
definitions in [6]. Let D be a strong digraph and u, v ∈ V (D). The vertex v is
said to be a boundary vertex of u if no neighbour of v is further away from u
than v. A vertex v is called a boundary vertex of D if it is the boundary vertex
of some vertex u ∈ V (D).
Definition 1. The boundary ∂(D) of D is the set of all of its boundary vertices;
that is ∂(D) = {v ∈ V |∃u ∈ V, ∀w ∈ N(v) : d(u,w) ≤ d(u, v)}.
The eccentricity of a vertex u ∈ V (D) is defined as eccD(u) = max{d(u, v)|v ∈
V (D)}. If the digraph D is clear from the context, we denote it as ecc(u). Given
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u, v ∈ V (D), the vertex v is called an eccentric vertex of u if no vertex in V (D)
is further away from u than v. This means that d(u, v) = ecc(u). A vertex v is
called an eccentric vertex of digraph D if it is the eccentric vertex of some vertex
u ∈ V (D).
Definition 2. The eccentricity Ecc(D) of a digraph D is the set of all of its
eccentric vertices; Ecc(D) = {v ∈ V (D)|∃u ∈ V (D), ecc(u) = d(u, v)}.
A vertex v ∈ V (D) is called a peripheral vertex of digraph D if no vertex in
V (D) has an eccentricity greater than ecc(v), that is, if the eccentricity of v is
exactly equal to the diameter diam(D) of D.
Definition 3. The periphery Per(D) of a digraph D is the set of all of its
peripheral vertices; Per(D) = {v ∈ V (D)|ecc(u) ≤ ecc(v), ∀u ∈ V (D)}.
That is, Per(D) = {v ∈ V (D)|ecc(v) = diam(D)}.
A vertex v ∈ V (D) is called a contour vertex of digraph D if no neighbour vertex
of v has an eccentricity greater than ecc(v). The following definition is from [4].
Definition 4. The contour Ct(D) of a digraph D is the set of all of its contour
vertices; Ct(D) = {v ∈ V (D)|ecc(u) ≤ ecc(v), ∀u ∈ N(v)}.
Then it is obvious from the definitions that as in the case of undirected graphs
as in [2] we have,
1. Per(D) ⊆ Ct(D) ∩ Ecc(D).
2. Ecc(D) ∪ Ct(D) ⊆ ∂(D).
In the above definitions, N(v) can also be replaced by N [v].
3 Strong Product of Directed Graphs
The strong product D1 ⊠ D2 of digraphs D1 and D2 is the digraph having
vertex set V (D1)× V (D2) and with arc set defined as follows. A vertex (ui, vr)
is adjacent to (uj , vs) in D1 ⊠D2 if either
1. (ui, uj) ∈ E(D1), vr = vs, or
2. ui = uj , (vr , vs) ∈ E(D2), or
3. (ui, uj) ∈ E(D1), (vr, vs) ∈ E(D2).
The strong product of digraphs is commutative [11]. The distance between
two vertices (g, h) and (g′, h′) in the strong product G ⊠ H of two graphs
G and H is given in [10]. The relationship between distance in the strong
product and distances in its factor graphs is as follows: dG⊠H((g, h), g
′, h′)) =
max{dG(g, g′), dH(h, h′)}. So for the strong product D1⊠D2 of digraphs D1 and
D2, the directed distance
−→
d D1⊠D2((ui, vr), (uj , vs)) = max{
−→
d D1(ui, uj),
−→
d D2(vr, vs)}.
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Thus if d is the metric maximum distance, we get
dD1⊠D2((ui, vr), (uj , vs)) = max{
−→
d D1⊠D2((ui, vr), (uj , vs)),
−→
d D1⊠D2((uj , vs), (ui, vr))}
= max{max{
−→
d D1(ui, uj),
−→
d D2(vr, vs)},max{
−→
d D1(uj, ui),
−→
d D2(vs, vr)}}
= max{max{
−→
d D1(ui, uj),
−→
d D2(vr, vs),
−→
d D1(uj , ui),
−→
d D2(vs, vr)}
= max{max{
−→
d D1(ui, uj),
−→
d D1(uj , ui)},max{
−→
d D2(vr , vs),
−→
d D2(vs, vr)}}
= max{dD1(ui, uj), dD2(vr , vs)}
Hence it follows that
eccD1⊠D2(ui, vr) = max{dD1⊠D2((ui, vr), (uj , vs)) : (uj , vs) ∈ V (D1 ⊠D2)}
= max{max{dD1(ui, uj), dD2(vr , vs)} : uj ∈ V (D1), vs ∈ V (D2)}
= max{max{dD1(ui, uj) : uj ∈ V (D1)},max{dD2(vr, vs) : vs ∈ V (D2)}
= max{eccD1(ui), eccD2(vr)}.
Therefore
rad(D1 ⊠D2) = min
(ui,vr)∈V (D1⊠D2)
{ecc(ui, vr)}
= min
ui∈V (D1),
vr∈V (D2)
{max{eccD1(ui), eccD2(vr)}}
= max{ min
ui∈V (D1)
{ecc(ui)}, min
vr∈V (D2)
{ecc(vr)}}
= max{rad(D1), rad(D2)}.
Similarly
diam(D1 ⊠D2) = max
(ui,vr)∈V (D1⊠D2)
{ecc(ui, vr)}
= max
ui∈V (D1),
vr∈V (D2)
{max{eccD1(ui), eccD2(vr)}}
= max{ max
ui∈V (D1)
{ecc(ui)}, max
vr∈V (D2)
{ecc(vr)}}
= max{diam(D1), diam(D2)}.
The strong product of two directed graphs D1 and D2 is strongly connected if
and only if both D1 and D2 are strongly connected [10]. Also we can see that
ND1⊠D2 [(ui, vr)] = ND1 [ui]×ND2 [vr]. In [3], Ca´ceres et al. presented a descrip-
tion of the boundary type sets of undirected graphs.
The description is as follows. In the case of undirected graphs G and H with
diameters diam(G) and diam(H) and radii rad(G) and rad(H) respectively,
∂(G ⊠ H) = (∂(G) × V (H))
⋃
(V (G) × ∂(H)). But we can see that this is not
true in the case of digraphs. See example 1.
Here ∂(D1) = {u1, u3} and ∂(D2) = {v1, v4, v5}. Unlike undirected graphs,
∂(D1⊠D2) = {(u1, v1), (u1, v3), (u1, v4), (u1, v5), (u3, v1), (u3, v3), (u3, v4), (u3, v5),
(u2, v1), (u2, v3), (u2, v4), (u2, v5)}. That is (u1, v2), (u3, v2) /∈ ∂(D1 ⊠D2).
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u1 2
u2 1
u3 2
D1
v1
4
v2
3
v3
2
v4
3
v5
4
D2
D1 ⊠D2
(u1, v1)
4
(u2, v1)
4
(u3, v1)
4
(u1, v2)
3
(u2, v2)
3
(u3, v2)
3
(u1, v3)
2
(u2, v3)
2
(u3, v3)
2
(u1, v4)
4
(u2, v4)
4
(u3, v4)
4
(u1, v5)
4
(u2, v5)
4
(u3, v5)
4
Example 1.
Theorem 1. Let D1 and D2 be two strongly connected digraphs. Then ∂(D1 ⊠
D2) = A1
⋃
A2
⋃
A3, where A1 = ∂(D1)×∂(D2), A2 = {(ui, vr)|ui ∈ ∂(D1), vr /∈
∂(D2), d(vr , vs) ≤ ecc(ui), for all vs ∈ N(vr)} and
A3 = {(ui, vr)|ui /∈ ∂(D1), vr ∈ ∂(D2), d(ui, up) ≤ ecc(vr), for all up ∈ N(ui)}.
Proof. Suppose that (ui, vr) ∈ ∂(D1⊠D2). Then there exists a vertex (uj , vs) ∈
V (D1⊠D2) such that for all vertices (uk, vq) ∈ N [(ui, vr)], d((uj , vs), (ui, vr)) ≥
d((uj , vs), (uk, vq)). Since d((uj , vs), (ui, vr)) = max{d(uj, ui), d(vs, vr)}, there
are three possibilities.
1. d(uj , ui) ≥ d(uj , uk), for all uj ∈ N [ui] and d(vs, vr) ≥ d(vs, vq)), for all
vq ∈ N [vr].
2. Only d(uj , ui) ≥ d(uj , uk), for all uj ∈ N [ui] holds.
3. Only d(vs, vr) ≥ d(vs, vq), for all vq ∈ N [vr] holds.
In the first case, ui ∈ ∂(D1) and vr ∈ ∂(D2) and hence (ui, vr) ∈ A1 =
∂(D1)× ∂(D2).
In the second case, as vr /∈ ∂(D2), for all vs ∈ V (D2), there exists vq ∈ N(vr)
such that d(vs, vr) < d(vs, vq). Then d((uj , vs), (ui, vr)) = max{d(uj , ui), d(vs, vr)} =
d(uj , ui), and d(uj , ui) > d(vs, vr) for if d((uj , vs), (ui, vr)) = d(vs, vr), we get
a contradiction since then d((uj , vs), (uk, vq)) = d(vs, vq) > d(vs, vr) so that
(ui, vr) cannot be a boundary vertex of (uj , vs). Thus we have d((uj , vs), (ui, vr)) =
d((uj , vr), (ui, vr)) = d(uj , ui).
Now if d(vr , vq) > d(uj , ui), for some vq ∈ N(vr), then d((uj , vr), (ui, vq)) =
max{d(uj, ui), d(vr , vq)} = d(vr, vq), which is a contradiction since then (ui, vr)
could not be the boundary vertex of (uj , vr) and hence that of any (uj, vs). Thus
necessarily d(vr , vq) ≤ d(uj , ui) for all vq ∈ N(vr). Thus in this case, for (ui, vr)
to be a boundary vertex in D1 ⊠D2, it is necessary that d(vr , vq) ≤ ecc(ui) for
all vq ∈ N(vr) since then (ui, vr) will be a boundary vertex of (ub, vr) where
ub ∈ V (D1) is such that d(ub, ui) = ecc(ui). So in the second case, (ui, vr) ∈ A2.
Similarly in the third case, we can prove that if vr ∈ ∂(D2) and ui /∈ ∂(D1),
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then (ui, vr) ∈ ∂(D1 ⊠D2) implies that d(ui, up) ≤ ecc(vr), for all up ∈ N(ui).
So in the third case, (ui, vr) ∈ A3. Hence ∂(D1 ⊠D2) ⊆ A1
⋃
A2
⋃
A3.
Conversely, suppose that (ui, vr) ∈ A1
⋃
A2
⋃
A3. First let (ui, vr) ∈ A1.
Then ui ∈ ∂(D1) and vr ∈ ∂(D2). So there exists a vertex uj ∈ V (D1) such
that d(uj , ui) ≥ d(uj , uk) for every uk ∈ N [ui] and there exists a vertex vs ∈
V (D2) such that d(vs, vr) ≥ d(vs, vq) for every vq ∈ N [vr]. Hence in D1 ⊠
D2, d((uj , vs), (ui, vr)) = max{d(uj, ui), d(vs, vr)} ≥ max{d(uj , uk), d(vs, vq)} =
d((uj , vs), (uk, vq)) for all vertices (uk, vq) ∈ N [(ui, vr)]. Thus A1 ⊆ ∂(D1⊠D2).
Now let (ui, vr) ∈ A2. Then ui ∈ ∂(D1), vr /∈ ∂(D2) and d(vr , vq) ≤ ecc(ui), for all vq ∈
N [vr]. Since ui ∈ ∂(D1), there exists atleast one vertex uj ∈ V (D1) such
that d(uj , ui) ≥ d(uj , uk) for every uk ∈ N [ui]. Of these vertices, let ub a
vertex such that d(ub, ui) = ecc(ui). Hence in D1 ⊠ D2, d((ub, vr), (ui, vr)) =
d(ub, ui) = ecc(ui) ≥ d(vr, vq) for all vq ∈ N [vr]. Also d(ub, ui) ≥ d(ub, uk) for
all uk ∈ N [ui]. Hence d((ub, vr), (ui, vr)) ≥ d((ub, vr), (uk, vq)) for all vertices
(uk, vq) ∈ N [(ui, vr)]. Thus (ui, vr) is a boundary vertex of (ub, vr) in D1 ⊠D2
and hence A2 ⊆ ∂(D1 ⊠D2).
Similarly let (ui, vr) ∈ A3. Then ui /∈ ∂(D1), vr ∈ ∂(D2) and d(ui, up) ≤
ecc(vr), for all up ∈ N [ui]}. Since vr ∈ ∂(D2), there exists atleast one vertex vs ∈
V (D1) such that d(vs, vr) ≥ d(vs, vq) for all vq ∈ N [vr]. Of these vertices, let vc
be a vertex such that d(vc, vr) = ecc(vr). Hence in D1⊠D2, d((ui, vc), (ui, vr)) =
d(vc, vr) = ecc(vr) ≥ d(ui, uk) for all uk ∈ N [ui]. Also d(vc, vr) ≥ d(vc, vq) for
all vq ∈ N [vr]. Hence d((ui, vc), (ui, vr)) ≥ d((ui, vc), (uk, vq)) for all vertices
(uk, vq) ∈ N [(ui, vr)]. Thus (ui, vr) is a boundary vertex of (ui, vc) in D1 ⊠D2
and hence A3 ⊆ ∂(D1 ⊠D2).
Thus we get A1
⋃
A2
⋃
A3 ⊆ ∂(D1 ⊠D2). ⊓⊔
The results concerning the periphery, eccentricity and contour of the strong
product of two digraphs are the same as that of undirected graphs which are
described in [3]. Here we provide their proofs to cover the directed case.
Proposition 1. a) If diam(D1) < diam(D2), then Per(D1 ⊠D2) = V (D1) ×
Per(D2).
b) If diam(D1) = diam(D2), then Per(D1⊠D2) = Per(D1)×V (D2)
⋃
V (D1)×
Per(D2).
Proof. a) Let diam(D2) = n. Let vr ∈ Per(D2). Then for all ui ∈ V (D1),
ecc(ui, vr) = max{ecc(ui), ecc(vr)} = n. Hence (ui, vr) ∈ Per(D1 ⊠ D2). Also
if vr /∈ Per(D2), then since ecc(ui, vr) < n, (ui, vr) /∈ Per(D1 ⊠ D2). Thus
Per(D1 ⊠D2) = V (D1)× Per(D2).
b) Let diam(D1) = diam(D2) = n. Let ui ∈ Per(D1). Then for all vr ∈ V (D2),
(ui, vr) ∈ Per(D1 ⊠ D2), as ecc(ui, vr) = max{ecc(ui), ecc(vr)} = n. Hence
(ui, vr) ∈ Per(D1⊠D2). Also if vr ∈ Per(D2), then (ui, vr) ∈ Per(D1⊠D2) for
all ui ∈ V (D1). Thus Per(D1) × V (D2)
⋃
V (D1) × Per(D2) ⊆ Per(D1 ⊠D2).
Now if (ui, vr) ∈ Per(D1⊠D2), then ecc(ui, vr) = max{diam(D1), diam(D2)} =
n. Thus necessarily atleast one of ecc(ui) or ecc(vr) must be equal to n. Hence
either ui ∈ Per(D1) or vr ∈ Per(D2). So we get Per(D1 ⊠ D2) ⊆ Per(D1) ×
V (D2)
⋃
V (D1)× Per(D2).
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Proposition 2. Let D1 and D2 be two strongly connected digraphs. Then
1. If rad(D1) = rad(D2), then Ecc(D1⊠D2) = [Ecc(D1)×V (D2)]
⋃
[V (D1)×
Ecc(D2)].
2. If rad(D1) < rad(D2), then Ecc(D1⊠D2) = [
⋃
ui≥rD2
Ecc(ui)×V (D2)]
⋃
[V (D1)×
Ecc(D2)].
Proof. 1. First we will prove that Ecc(D1⊠D2) ⊆ [Ecc(D1)×V (D2)]
⋃
[V (D1)×
Ecc(D2)].
Let (ui, vr) ∈ Ecc(D1 ⊠ D2). Then there exists a vertex (uj, vs) such that
ecc(uj, vs) = d((uj , vs), (ui, vr)) = max{d(uj , ui), d(vs, vr)}. Since ecc(uj, vs) =
max{ecc(uj), ecc(vs)}, and ecc(uj) ≥ d(uj , ui) and ecc(vs) ≥ d(vs, vr), atleast
one of ecc(uj) = d(uj , ui) and ecc(vs) = d(vs, vr) must hold. So either
ui is an eccentric vertex of uj or vr is an eccentric vertex of vs. Hence
(ui, vr) ∈ [Ecc(D1)× V (D2)]
⋃
[V (D1)× Ecc(D2)].
Let rad(D1) = rad(D2) = n. Let ui ∈ Ecc(D1). So there exists a vertex
uj ∈ V (D1) such that ecc(uj) = d(uj , ui). Consider (ui, vr) ∈ V (D1 ⊠D2),
where vr is an arbitrary vertex in D2. Since rad(D2) = n, there exists a
vertex vs ∈ V (D1) such that ecc(vs) = n. Hence d(vs, vr) ≤ n and so
ecc(uj, vs) = max{ecc(uj), ecc(vs)} = max{ecc(uj), n} = ecc(uj). Thus we
have d((uj , vs), (ui, vr)) = max{d(uj , ui), (vs, vr)} = ecc(uj) = ecc(uj, vs).
So (ui, vr) is an eccentric vertex of (uj , vs). Thus if ui ∈ Ecc(D1), then
(ui, vr) ∈ Ecc(D1 ⊠ D2) for all vr ∈ V (D2). Similarly, we can prove that
if vq ∈ Ecc(D2), then (uk, vq) ∈ Ecc(D1 ⊠ D2) for all uk ∈ V (D1). Thus
[Ecc(D1) × V (D2)]
⋃
[V (D1)× Ecc(D2)] ⊆ Ecc(D1 ⊠D2) and so the result
holds.
2. rad(D1) < rad(D2) = n. Let ui ∈ V (D1). Here there arise two cases. Either
vr ∈ Ecc(D2) or vr /∈ Ecc(D2).
First suppose that vr ∈ Ecc(D2). Then there exists a vertex vs ∈ V (D2)
such that ecc(vs) = d(vs, vr). We have a vertex up ∈ V (D1) such that
ecc(up) = rad(D1). Then since rad(D2) > ecc(up), we get ecc(up, vs) =
max{ecc(up), ecc(vs)} = ecc(vs). Also, d((up, vs), (ui, vr)) = max{d(up, ui), d(vs, vr)} =
ecc(vs). Thus (ui, vr) is an eccentric vertex of (up, vs). So in this case, we
have V (D1)× Ecc(D2) ⊆ Ecc(D1 ⊠D2).
Now suppose that vr /∈ Ecc(D2). Let vq ∈ V (D2) be such that ecc(vq) =
rad(D2). Take
⋃
ui≥rD2
Ecc(ui) = A. Let uk ∈ A. Then there exists a vertex
up ∈ V (D1) such that ecc(up) ≥ rad(D2) and ecc(up) = d(up, uk). Then
d((up, vq), (uk, vr)) = max{d(up, uk), d(vq, vr)} = d(up, uk) = ecc(up) =
ecc(up, vq) and hence (uk, vr) is an eccentric vertex of (up, vq). So here we
get
⋃
ui≥rD2
Ecc(ui)× V (D2) ⊆ Ecc(D1 ⊠D2).
Thus [
⋃
ui≥rD2
Ecc(ui)× V (D2)]
⋃
[V (D1)× Ecc(D2)] ⊆ Ecc(D1 ⊠D2).
Conversely, let (uk, vr) ∈ Ecc(D1⊠D2). Then there exists a vertex (uj , vs) ∈
V (D1⊠D2) such that ecc(uj , vs) = d((uj , vs), (uk, vr)) = max{d(uj, uk), (vs, vr)} =
max{ecc(uj), ecc(vs)}. If vr ∈ Ecc(D2), we get (uk, vr) ∈ V (D1)×Ecc(D2).
So let (uk, vr) ∈ Ecc(D1 ⊠ D2) and vr /∈ Ecc(D2). Then for all vs ∈
V (D2), ecc(vs) > d(vs, vr). Hence ecc(uj, vs) = ecc(uj) = d(uj , uk). So
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if possible, suppose that uk /∈ A. Thus there is no vertex ui such that
ecc(ui) = d(ui, uk) and ecc(ui) ≥ rad(D2). Hence for all vertices ui such
that ecc(ui) = d(ui, uk), d(uk, ui) < rad(D2). Then for all (ui, vs) ∈ V (D1⊠
D2), d((ui, vs), (uk, vr)) = max{d(ui, uk), (vs, vr)} = d(vs, vr) < ecc(vs) ≤
ecc(ui, vs). This contradicts our assumption that (uk, vr) ∈ Ecc(D1 ⊠ D2).
Hence uk ∈ A. So in this case, we get (ui, vr) ∈
⋃
ui≥rD2
Ecc(ui) × V (D2).
Hence Ecc(D1⊠D2) ⊆ [
⋃
ui≥rD2
Ecc(ui)×V (D2)]
⋃
[V (D1)×Ecc(D2)] and
so the result holds.
Proposition 3. Let D1 and D2 be two strongly connected digraphs. Then Ct(D1⊠
D2) = {(ui, vr) ∈ V (D1 ⊠ D2) : ui ∈ Ct(D1), ecc(vr) < ecc(ui)}
⋃
{(ui, vr) ∈
V (D1 ⊠D2) : vr ∈ Ct(D2), ecc(ui) < ecc(vr)}
⋃
[Ct(D1)× Ct(D2)].
Proof. (ui, vr) ∈ Ct(D1 ⊠ D2) if and only if ecc(ui, vr) ≥ ecc(uk, vq) for all
(uk, vq) ∈ N [(ui, vr)]; if and only if max{ecc(ui), ecc(vr)} ≥ max{ecc(uk), ecc(vq)}
for all uk ∈ N [ui] and vq ∈ N [vr]; if and only if one of the following three cases
holds.
1. ecc(ui) ≥ ecc(uk) and ecc(vr) ≥ ecc(vq) for all uk ∈ N [ui] and vq ∈ N [vr].
2. ecc(vr) < ecc(ui) and ecc(ui) ≥ ecc(uk) for all uk ∈ N [ui].
3. ecc(ui) < ecc(vr) and ecc(vr) ≥ ecc(vq) for all vq ∈ N [vr].
Thus we get Ct(D1 ⊠ D2) = {(ui, vr) ∈ V (D1 ⊠ D2) : ui ∈ Ct(D1), ecc(vr) <
ecc(ui)}
⋃
{(ui, vr) ∈ V (D1 ⊠D2) : vr ∈ Ct(D2), ecc(ui) < ecc(vr)}
⋃
[Ct(D1)×
Ct(D2)].
4 Conclusion
In the study of large networks which can be represented by strongly connected
digraphs, the determination of boundary-type sets has important applications.
The boundary-type sets of almost all large directed networks can be determined
by combining the unique prime factor decomposition and the results obtained
relating to boundary-type sets of strong product of digraphs and that of its
factors. This information can be used to determine the efficiency of the network
in physical, biological and social set ups.
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