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Abstract 
There are a lot of researches and applications for the coverage problem of unknown fields by a robot, for example, planet 
exploration, mine-clearing operation. We can expect efficiency by using multiple robots for solving this problem. In order 
to control multi-robot system effectively, obtaining cooperative action among robots is essential. In the previous paper, we 
have proposed an algorithm for the cooperative multi-agent coverage simulation. If an agent has completed its assigned 
coverage area, the agent calculates the quasi-shortest path to the next point to restart the coverage so that the moving cost 
becomes minimal. When an agent has arrived at the target point to begin the coverage, the agent can take three coverage 
paths, zigzag, spiral and random path. In this paper, we compare the effectiveness of those three coverage paths and analyze 
their characteristics. 
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1. Introduction 
In the last decade, robot systems have made rapid progress not only in their behaviours but also in the way 
they are controlled. In particular, a control system based on multiple software agents can control robots 
efficiently1. Multi-agent systems introduced modularity, reconfigurability and extensibility to control systems, 
which had been traditionally monolithic. 
Multi-agent robotic systems are recently becoming popular. In traditional multi-agent systems, robots 
communicate with each other to achieve cooperative behaviours. There are three major advantages of multi-
robot systems over single robot systems2,3. The first is parallelism; a task can be achieved by autonomous and 
asynchronous robots in a system. The second is robustness; it is realized through redundancy. The system can 
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have more robots than required for a certain task. The third is scalability; a robot can be added to or removed 
from the system easily.  
There are certain needs for robotics applications for the coverage problem of unknown fields such as planet 
exploration, mine-clearing operation, and rescue operation in disaster areas, transportations or cleaning in 
factories or houses. Some researchers have begun to develop the methods for solving the coverage problem 
using multiple robots effectively4. In order to control multiple robots effectively, obtaining cooperative action 
among robots is essential.  
For the coverage problem of a continuous planar area, Gabriely et al. proposed Spanning Tree Coverage 
(STC)5 with one mobile robot. The robot is said to be on-line when the robot has a priori knowledge of the area, 
and off-line when the robot does not have. The robot occupies the square size of D and the area is divided into 
square cells of size 2D x 2D. With those cells, they construct the spanning tree and the robot does its coverage 
task along the right side of the spanning tree. Although this method completes coverage without any 
backtracking, cells partially occupied by some obstacles are left without coverage. In addition, the coverage 
cell size must be 2D x 2D or larger. 
By using STC, Hazon et al. proposed off-line coverage algorithm with multiple robots as Multi-robot STC 
(MSTC)6. They showed the coverage time of their MSTC algorithm deeply depends on the initial position of 
robots. They compared non-backtracking MSTC and backtracking MSTC, and showed backtracking MSTC 
was guaranteed to halve the coverage time of a single robot.  
Agmon et al. proposed off-line and on-line MSTC algorithms7. They conducted simulations for off-line 
MSTC and showed the coverage time depends on the spanning tree structure. For the on-line case, they 
proposed On-line Robust Multi-robot STC (ORMSTC). Although they showed the completeness and 
robustness of the algorithm, they did not mention about the dependency of the robots  initial positions. Without 
using STC, there are two kinds of coverage strategies, i.e. structural and non-structural trajectories.  Choset et 
al. has presented a parallel covering system to sweep simple regions by deterministic movements8.  They have 
divided exploration area into sub-areas as the sweeping robots find obstacles.  
Gonzalez et al. proposed Backtracking Spiral Algorithm (BSA) for the coverage problem with a single 
robot9. BSA uses spiral path to cover the area. The field to be covered consists of grids where cells are the same 
size of a robot. When an agent detects uncovered cells while it is in covering procedure, the agent stores the 
point as a backtracking point (BP). At the end of the spiral coverage procedure, the agent chooses the closest 
BP to begin the new procedure. 
Gerlein et al. extended BSA to a cooperative multi-agent system10. The multi-agent system involves 
resolution of conflicts among agents for reservation of BPs. An agent that is trying to reserve the next BP 
negotiates with other agents for the cost of travelling distance from the current cell to the cell where the spiral 
procedure finishes to the candidate BPs. Other agents calculate the cost to complete the spiral procedure and 
the cost of travelling distance from the last cell to the BPs. The agent that wins the negotiation selects the BP. 
For the calculation cost to BPs, they utilize Manhattan distance and simulate the shortest paths. However, the 
exact calculation algorithm is not clear. 
In references 9 and 10, there is no mention about zigzag procedure in comparison with the spiral procedure. 
The characteristics of each procedure need more investigations.  
In the coverage procedure, there might be many BPs shared by the agents. Obtaining shortest path to each 
Bps in order to select the best BP may require enormous computation time. In order to implement a cooperative 
multi-agent system for the coverage problem, we need to forge an efficient method for obtaining the shortest or 
quasi-shortest path. 
Ge et al. proposed a method that an agent covers one region while maintaining the path to the uncovered 
regions, and move to the other region through the path11. In the system, agents regard the covered area as 
obstacles so that they never pass the covered area. In their experiment, Ge et al. allocate agents  initial 
positions evenly distributed in the unknown area. Even though the authors insist that the agents never go 
through covered area, they did not mention about how they assigned agents initial positions. 
We have proposed a cooperative multi-agent system for the coverage problem of unknown field using zigzag 
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paths12. We have integrated our own quasi-shortest path calculation method in the system. Our approach to the 
coverage problem is that we assign a replaceable software agent to each robot and make them communicate 
each other to share information about the unknown field which is obtained from the sensor of each robot. The 
aim of the cooperative robots is to complete the coverage in the minimal time and movements.  
In the case of coverage of unknown field with unknown obstacles, each agent needs to inspect nearby field to 
construct the map of the field. All the software agents share the same map and add information to renew and 
extend the map. When a robot arrives at the point where it cannot find any uncovered area, the agent on the 
robot accesses the map to reserve a point to restart its coverage procedure for the uncovered area; we call this 
point the seed point. Then the agent drives the robot to the seed point from the current position. In order to 
suppress unnecessary movements, the agent needs to select the closest seed point. However, calculating the 
shortest path to each seed point to select the closest seed point takes too much computational time. Instead, we 
take the shortest Euclidean distance for selecting a seed point and calculate the quasi-shortest path to the seed 
point. 
We are not aware of any comparative study of effectiveness among the zigzag, spiral and random path for 
the multi-agent coverage procedure. In this paper we compare those three paths for the coverage problem and 
analyze the effectiveness with different numbers of the agents. 
The structure of the balance of this paper is as follows.  The second section describes the underlining concept 
of our algorithm.  The third and fourth sections describe the details of the algorithm our agents perform, and the 
fifth section compares the effectiveness among the zigzag, spiral and random path when they are included in 
our algorithm.  In the sixth section, we conclude our discussion and present future research directions. 
2. Basic concept of the algorithm 
We divide the field to be covered into square cells. Each cell size is the same as that of the robot. The 
unknown field consists of two kinds of cells, i.e. obstacle cells and target cells. Fig.1 shows an example of a 
field. The robots are expected to cover the target cells; we call them targets for short. Each agent is given only 
its initial position on a target. While avoiding obstacles, agents drive the robot and cover targets by detecting 
them with sensors of and they have to generate 
the map during their coverage job. Each agent makes a robot move from the current cell to one of the neighbor 
cell at each time unit, while recognizing the property of neighbor cells. 
Each agent records the covered cells and the statuses of cell around it on the map and shares the information 
each other. The kinds of statuses of cells are unknown, target, obstacle and covered. When an agent succeeds to 
cover a cell, it changes the status of the cell on the map from target to cover. At the same time, it inspects the 
cells around it, and records their statuses on the map. If there is no target cell in the neighbouring cells, the 
agent accesses the map and reserves the closest target cell as the seed point, and then it drives the robot to the 
seed point. If it finds target on the way to the seed point, it cancels the reservation and begins its coverage task 
from that target cell. In order to avoid making duplicate reservations of the seed point, the agent also records 
the seed point on the seed list that is also shared among the agents. When an agent arrives at the reserved seed 
point earlier than any other agents that reserved the seed point, the reservation is cancelled and the first arrived 
agent starts its coverage procedure from that point. 
In order to choose the closest target as the seed point in the field with many obstacles, the agents take 
advantage of the visibility of the seed point by using the field map they are sharing. If there is no visible seed 
point, it is necessary to calculate the shortest paths to each seed point with the shortest path search algorithm 
similar to the it may be possible to define the covered cells 
as internal nodes and target cells as leaf nodes. However, it is not practical because the calculation cost 
increases rapidly as the number of cells increases. Therefore we make the agents use the Euclidean distance 
ignoring obstacles to choose a seed point and calculate the shortest path that leads the robot to the seed point. 
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Fig. 1 An example of a field.
It is obvious that calculating the shortest path with all the known cells as nodes or leaves needs too much
calculation cost. In order to solve this problem, we integrate the known cells into rectangles as large as possible
and use the middle points of border lines of neighbouring rectangles for the nodes. With those nodes, we
exploit depth-first search for obtaining the quasi-shortest path. Since the map is kept renewing by the agents
every time step, the rectangle set has to be recalculated before obtaining the quasi-shortest path.
When there is no target cell around the agent, it chooses a seed point from the map and begins to move the
seed point. If there is no target in the map and no unknown cell that is not enclosed by obstacles, the coverage
is complete and agents go back to their initial positions. When all the agents reach to their initial position, the
system reports the coverage task has been completed. Once an agent begins its coverage job, it takes one of 
coverage paths, the zigzag, spiral and random path.
3. State transition of agents and the algorithm
In order to make the cooperative multi-agent system that performs the coverage task in the previous section,
agents need to go through several states. In each state, the agent acts a distinguished behaviour. Before
describe the details of the algorithm, we define the states the agents takes as follows:
SEED_RESERVE Choose the seed point to start the coverage and obtain the quasi-shortest path toward
the seed.
GOTO_SEED Go to the seed point according the path obtained in SEED_RESERVE.
DO_COVERAGE Cover the current cell on which the agent is and step to the left or the right.
BACK_TO_HOME Return to the initial cell where the agent was.
FINISH An agent finishes its movement.
Fig. 2 shows the agent's state transition. While the agents are doing their tasks, each agent has the following
information: Initial position, Current position, Seed point, Path to seed point, State and Direction to cover (left 
or right).
Obstacles Coverage Target
Initial Positions of agents
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The agents share following information to do their tasks cooperatively: Reserved seed point list, Agents 
current position list, Map of the field and Finish flag. Each agent judges whether the coverage has completed or 
not every time step. 
 
 
The coverage algorithm is described as follows: 
 
0. START_UP 
Set the initial position for each agent and save the position in the seed list. Set the state of the agent to 
SEED_RESERVE. 
1. SEED_RESERVE 
When the coverage of the current rectangle has been completed, set the state to BACK_TO_HOME and 
obtain the path to the initial point. Otherwise, choose a target on the current map for the seed point and 
obtain the path to the seed point, renew the state to GOTO_SEED. 
If there is no target on the current map, inspect the completion of coverage task. When the coverage has 
completed, turn the finish flag on, otherwise wait until any target is found. 
2. GOTO_SEED 
Step to the neighbour cell according to the path to the seed point. If other agent blocks the step, wait and 
try again at the next time step. 
If the robot arrives at the seed point, change the state to DO_COVERAGE.  
Otherwise inspect the current position and if the robot finds a target, cancel the seed point, change the 
state to DO_COVERAGE and makes the robot begin the coverage at the target. 
If another robot has already arrives at the seed point, change the state to SEED_RESERVE. 
3. DO_COVERAGE 
If the cell at the current position has not been covered, cover the cell and inspect the neighbouring cells to 
record the cell states on the map. Then step toward its direction to cover. The direction depends on the 
coverage method, that is zigzag, spiral or random. If there is an obstacle at the direction, step toward the 
target cell at up or down and reverse the direction to cover. If both cells are not target, the agent inspects 
target cells around the robot. If it does not find any target cell, set the state to SEED_RESERVE. 
Fig. 2 State transition of agents 
GOTO_SEED 
DO_COVERAGE 
SEED_RESERVE BACK_TO_HOME 
FINISH 
Job has done 
Seed has been taken 
No uncovered cells 
around the agent  
Not arrived at 
home position Not reserved 
Not arrived at seed point 
Not arrived at seed point 
Not all agents finished 
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4. BACK_TO_HOME
Step toward the initial point according to the path. If the robot arrives at the initial point, set the state to 
FINISH.
5. FINISH
Finish the movement.
In case of all the agents have been in the state FINISH, whole task has been completed. In the 
SEED_RESERVE state, agents calculate the quasi-shortest path to the seed point or the initial point on the 
current map. The calculation algorithm starts by dividing the field into rectangles. Fig.3 shows an example of 
the division of the field into rectangles and the quasi-shortest path obtained. After the division procedure is 
over, we use the border line segments between neighbour rectangles and obtain the middle points of the
segments. With these points as nodes, the agents calculate the quasi-shortest path from the agent position to the 
seed point by depth-first search. Since the map is being kept latest by all the agents, this division procedure
must be performed every time when the agents reserve seed points.
There are three possible paths of agents for their coverage job, zigzag, spiral and random. The zigzag path
means that the agent moves left and right to cover. The spiral path means that the agent moves along the 
uncovered region boundary to the center of the region. The random path means taking left and right or up and 
down path randomly when the agent arrived at the edge of the uncovered area. In this study, we compare those
three coverage paths by our simulation and clarify the effectiveness of them.
4. Experimental results
In order to compare the effectiveness of the zigzag, spiral and random path, we have conducted numerical
experiments. We use the field shown in Fig. 1 for the coverage that consists of 72x36 cells with obstacles as a
typical unknown field in real situation which has some narrow paths. Particularly, along narrow path at the
centre of the field characterizes the field. The numbers of agents we have tested are one to six. The 
Fig. 3 Division of the field into rectangles for obtaining quasi-shortest path.
Quasi-shortest Path
Agent to move toward the next Seed Point
Selected Seed Point
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experimental results of reference 12 showed that making the initial positions of agents be distributed evenly in 
the field reduces the conflicts among agents in the initial stage of the coverage task. However, allocating agents 
evenly in the unknown field is not easy. We choose a parallel alignment of agents in which agents form a line 
at the left side of the field as shown in Fig. 1.  
We have conducted experiments to obtain the total coverage times with the three paths to compare their 
effectiveness. The total coverage time means the time between the agents begin their coverage task and get 
back to their initial positions after the coverage is over.  
For the experiment of the coverage time with the random path, we have conducted ten trials. Fig.4 shows the 
results of the total times with the random path of the average, maximum and minimum time. The results of the 
percentages are showed in comparison with the average time for one agent case. In the one agent case, the 
difference of the maximum and minimum time is about twenty percent. In other cases, the differences are about 
ten percent or less. 
With the average time of the random path in Fig. 4, the total coverage time of the zigzag and spiral path are 
compared in Fig. 5. The result shows there is no significant difference among the zigzag, spiral and random 
path.  This means that taking which path does not largely affect the efficiency of the multi-agent coverage 
problem. In order to clarify the reason for this result, we investigate the number of coverage cells in a certain 
time interval. In this experiment, we count the number of coverage for each ten steps the zigzag path. We use 
ten agents so that the conflicts among agents would occur frequently. The result is shown in Fig. 6 with the 
some scenes of the field in which the number of covered cells noticeably change.  
In Fig. 6 (a), the coverage of the left side area is completed and the agents rush in to the narrow path while 
moving over the covered cells and only two agents is actively covering cells. This phenomenon occurs again in 
Fig. 6 (b). It is clear that the multi-agent coverage problem that includes narrow path like in this field would 
hold the same bottleneck problem. When all the agents pass through the narrow path to the wider area, almost 
all agents begin coverage and the number of covered cells increases noticeably (Fig. 6(c)).  
For the efficiency of the multi-agent coverage problem, distributing agents in the field evenly is extremely 
important. However, without a priori information about the field, it is impossible to deliberately distribute 
agents evenly in the field with narrow paths. 
The next experiment shows results of the case of using a field which has few narrow paths shown in Fig. 7. 
Experimental conditions are as same as those of the first experiment. Fig. 8 depicts coverage progress with 10 
robots, zigzag path and the field in Fig. 7. Obviously, the coverage progress in Fig. 8 is more stable and quickly 
converges to 0 than one of Fig. 6. This result means that narrow paths reduce the efficiency of the ability of the 
coverage method based on multi-robot. 
 
 
 
Fig. 4 Total coverage time of each agent numbers           Fig. 5 Total coverage time of each agent for each agent 
                     for one agent with random path.                                        numbers with zigzag, spiral and random path. 
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Fig. 6 Coverage progress graph with 10 agents and zigzag path.
Fig. 7 A field which with few narrow paths. Fig. 8 Coverage progress with 10 robots, zigzag path 
and the field in Fig. 7.
Table 1 compares the coverage efficiencies of one agent to six agents with zigzag, spiral and random path on 
the field in Fig.7. .From this table, basically the spiral path behavior has better ability of covering than the
others. In a real situation, we never know structure of the field to be covered, so the spiral path is better strategy 
for covering the unknown field with unknown obstacles using maloti-agent robots.
5. Conclusions
In this paper, we propose an algorithm for solving coverage problems of unknown field by cooperative
multiple agents, and evaluate the algorithm. There are three coverage paths, the zigzag, spiral and random path.
We have implemented these three paths in our algorithm and compare their effectiveness by covering the 
unknown field with some narrow paths (the first experiment). For the random path, we conducted ten trials and
(a) 70 steps (b) 180 steps (c) 330 steps
Covered area Uncovered area Quasi-shortest Path
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evaluate the coverage times. In the case of more than one agent with random path, the differences of maximum 
and minimum times are only 10 percent or less. We have taken the average of ten trials to obtain the 
comparison results for the zigzag, spiral and random paths. The results do not show the big difference of 
effectiveness. 
In order to clarify the reason for the conflicts of the agents, we investigate the coverage process by counting 
covered cells in each ten steps. The result shows that the agents rush into the narrow path when the coverage of 
a wide area completed. We need to consider this problem if the field has narrow paths. The deployment of 
agents evenly in the field is difficult for the unknown field coverage problems. 
On the other hand, in the case of covering the field with few narrow paths, the spiral path covering strategy 
dominates both the zigzag path and random path strategies (the second experiment). Thus, in real situation, the 
spiral path strategy should be used as the basic strategy. 
In order to improve the efficiency of the multi-agent coverage problem with unknown field, we need to 
examine the method of the hetero-functional agents in which some agents cover the area and other make 
reconnaissance of uncovered area. At the same time, we have to compare the coverage paths for the field 
without the narrow paths. 
 
Table 1 Comparison of the coverage efficiencies of one agent to six agents 
with zigzag, spiral and random path on the field in Fig.7. 
 
the number 
of robots behaviour 
average execution 
time (%)* 
1 
zigzag 100.00㻌
spiral 93.93㻌
random 101.10㻌
2 
zigzag 100.00㻌
spiral 91.20㻌
random 97.21㻌
3 
zigzag 100.00㻌
spiral 90.96㻌
random 97.30㻌
4 
zigzag 100.00㻌
spiral 99.21㻌
random 101.66㻌
5 
zigzag 100.00㻌
spiral 83.87㻌
random 91.82㻌
6 
zigzag 100.00㻌
spiral 96.43㻌
random 105.00㻌
 
 the average execution time of zigzag path. 
Acknowledgements 
This work is partially supported by Japan Society for Promotion of Science (JSPS), with the basic research 
program (C) (No. 23510178), Grant-in-Aid for Scientific Research. 
193 Hidemi Yamachi et al. /  Procedia Computer Science  24 ( 2013 )  184 – 193 
References 
1. M. Takimoto, M. Mizuno, M. Kurio, and Y. Kambayashi, Saving energy consumption of multi-robots using higher-order mobile 
agents.  First KES International Symposium on Agent and Multi-Agent Systems: Technologies and Applications, LNCS 4496, 
Springer-Verlag, pp. 549-558, 2007. 
2. P. Stone and M. Veloso, Multiagent systems: A survey from a machine learning perspective. Autonomous Robots, 8(3) pp. 345 383, 
2000. 
3. T. Yasuda and K. Ohkura, Autonomous role assignment in a homogeneous multi-robot systems, Journal of Robotics and Mechatronics, 
17(5) pp. 596 604, 2005. 
4. E. Gerlein, E. Gonzalez, Multirobot cooperative model applied to coverage of unknown regions, Multi-Robot Systems, Trends and 
Development, InTech, pp. 109-130, 2011. 
5. Y. Gabriely and E. Rimon. Spanning-tree based coverage of continuous areas by a mobile robot. Annals of Mathematics and Artificial 
Intelligence, 31(1-4):77 98, 2001. 
6. N. Hazon and G. A. Kaminka. Redundancy, efficiency and robustness in multi-robot coverage. In Proceedings of the IEEE 
International Conference on Robotics and Automation (ICRA), pp. 735  741, 2005. 
7. N. Agmon, N. Hazon, and G. A. Kaminka, The giving tree: constructing trees for efficient offline and online multi-robot coverage, 
Annals of Mathematics and Artificial Intelligence, vol. 52, pp. 143 168, 2008. 
8. H. Choset, et al., Principles of robot motion theory, algorithms, and implementation. MIT Press. 2004. 
9. E. Gonzalez, et al., BSA: A complete coverage algorithm, Proceedings of the 2005 IEEE International Conference on Robotics and 
Automation, pp. 2040-2044, 2005. 
10. E.Gerlein, E.Gonzalez, BSA-CM: A multi-robot coverage algorithm, IEEE/WIC/ACM International Conference on Intelligent Agent 
Technology, pp. 383  386, 2009. 
11. S. S. Ge, C. Fua, Complete Multi-Robot Coverage of Unknown Environments with Minimum Repeated Coverage, Proceedings of the 
2005 IEEE International Conference on Robotics and Automation, pp. 715  720, 2005.  
12. H. Yamachi, H. Tsujimura, Y. Kambayashi, T. Iida, Evaluation of multi-agent simulation for coverage algorithm on unknown field, 
Proceeding of The 16th Asia Pacific Symposium on Intelligent and Evolutionary Systems, pp. 141 146, 2012 
 
