The paper investigated the possible gains in using low density (average 1 pulse/m 2 ) full-waveform (FWF) airborne laser scanning (ALS) data for individual tree detection and tree species classification and compared the results to the ones obtained using discrete return laser scanning. The aim is to approach a low-cost, fully ALS-based operative forest inventory method that is capable of providing species-specific diameter distributions required for wood procurement. The point data derived from waveform data were used for individual tree detection (ITD). Features extracted from segmented tree objects were used in random forest classification by which both feature selection and classification were performed. Experiments were conducted with 5532 ground measured trees from 292 sample plots and using FWF data collected with Leica ALS60 scanner over a boreal forest, mainly consisting of pine, spruce and birch, in southern Finland. For the comparisons, system produced multi-echo discrete laser data (DSC) were also analyzed with the same procedures. The detection rate of individual trees was slightly higher using FWF point data than DSC point data. Overall detection accuracy, however, was similar because commission error was increased when omission error was decreasing. The best overall classification accuracy was 73.4% which contains an 11 percentage points increase when FWF features were included in the classification compared with DSC features alone. The results suggest that FWF ALS data contains more information about the structure and OPEN ACCESS Forests 2014, 5 1012 physical properties of the environment that can be used in tree species classification of pine, spruce and birch when comparing with DSC ALS data.
width, distance and cross-section, were then used for separating between vegetation and terrain, vegetation and non-vegetation. Thus, FWF data provide not only additional points but also additional information about reflecting objects compared to the conventional multi-echo ALS data. In addition, FWF-derived features have been demonstrated to be useful in tree species classification [29] [30] [31] , for segmenting ALS point clouds in city areas [32] and in estimation of 3D vegetation structure [28, 33] . A detailed state-of-the-art on FWF laser scanning can be found in [24] .
A common practice for individual tree detection (ITD) is to combine tree top finding and crown delineating. Normally, the local maximum techniques are used to locate tree tops and then segmentation techniques are used for crown delineation. Morsdorf et al. [34] demonstrated an ITD method using cluster analysis. Reitberger et al. [35] used the combination of the stem detection method and normalized cut segmentation in 3D has led to the improvement in segmentation results. Moreover, the experiments showed clearly that using FWF data is superior to using first/last pulse data.
Following the tree delineation, a tree species classification is in most applications required. Several researchers have proposed methods of using multi-return discrete (DSC) ALS data for tree species classification [36] [37] [38] [39] . Holmgren et al. [36] demonstrated an accuracy of 95% when classifying Scots pine and Norway spruce with the high density DSC data. In Brandtberg [37] , a digraph process was used for tree species classification of leaf-off deciduous (oaks, red maple, and yellow poplar) based on DSC data (12 first returns/m 2 ). The maximum total classification accuracy of 64% was achieved. Ørka et al. [38] reported an accuracy of 73% when classifying conifers and deciduous trees solely based on intensity measurements of DSC data (6.6 points/m 2 in average). Kim et al. [39] showed that coniferous and the deciduous trees can be classified with an accuracy of 83.4% for the leaf-off state and 73.1% for the leaf-on state. Combining both leaf-on and leaf-off datasets they reached an accuracy of 90.6%. The leaf-off data have a point density up to 20 points/m 2 and the leaf-on data up to 5 points/m 2 .
Most of the studies using DSC data for tree species classification were restricted to two or three species or species groups. To increase the probability for differentiating more species and/or improve the accuracy, features derived from FWF data have been used alone or in combination with features derived from DSC data. Vaughn et al. [40] reported an accuracy of 79.2% when classifying five species based solely on DSC data. Incorporating waveform information improved the overall accuracy to 85.4% using the FWF data of approximately 10 pulses/m 2 . Reitberger et al. [30] studied the use of intensity and pulse width for discriminating conifer and deciduous trees. With two data sets, both leaf-on and leaf-off conditions, they reached classification accuracies of 85% and 95%, respectively and mean pulse width of single reflections within a beam revealed to be the strongest discriminator. Höfle et al. [41] investigated mean echo width and backscatter cross section derived from FWF data to separate larch from deciduous trees using the FWF data of 16 points/m 2 in average. Hollaus et al. [42] performed tree species classification in mixed woodland area using echo width, backscatter cross section, as well as the distribution of the echoes in vertical direction. The achieved overall accuracy was 83% based on a dataset of density ranging from 2-50 points/m 2 . Furthermore, the standard deviation of the echo widths per crown segment was proven useful for a separation of spruce and larch. Heinzel and Koch [43] explored a large suite of features including various intensity-related features for tree species classification with FWF data of 16 points/m 2 and achieved an accuracy of 57% for six classes and 91% for two (conifers and broadleaved trees).
In practical forestry, costs of the inventory have to be minimized thus no one wants to pay for higher costs of ALS data acquisitions or several data sets. Therefore, the most desired solution for practical forestry is to use only slightly higher point density (e.g. 2 points/m 2 ) that is already used to enable individual tree techniques. On the other hand, it would be beneficial if the tree species classification could be performed with ALS data and there would not be need for optical images that are often acquired to improve estimation of tree-species specific attributes.
Most of the research on FWF analysis was based on high density data due to the ability of such data to derive individual tree structure. With such data, both good-quality individual tree recognition and tree species classification can be performed [30, [41] [42] [43] . On the other hand, in an international comparison study [44] , it was found that the impact of point density of ALS data on ITD was marginal when 2, 4 and 8 points/m 2 datasets were compared in boreal forest conditions. Thus, the use of a low density FWF data could be beneficial due to possible improvement in tree species classification and only a slight increase in costs. Therefore, the current study presents approaches to detect individual trees from relatively low density (1 pulse/m 2 ) FWF ALS data, and to classify tree species and explore the most significant features for tree species classification using random forest technique [45] . The analyses are performed with the aim to investigate whether the low density small footprint waveform data performs better than conventional multi-echo data obtained simultaneously in individual tree detection and tree species classification.
Study Area and Material

Study Area
The study area is located in Evo, southern Finland (61.19° N, 25.11° E). The 5 km × 5 km test area is part of the southern Boreal Forest Zone. It contains approximately 2000 ha of managed boreal forest, having an average stand size of slightly less than 1 ha. The elevation of the area varies from 125-185 m above sea level. Scots pine (Pinus sylvestris) and Norway spruce (Picea abies) are the dominant tree species in the area, and they contribute 40% and 35% of the total volume, respectively, whereas the share of deciduous trees, mainly birch (Betula sp.), is 24% of the total volume. Therefore, we concentrated our study on classification of these three tree species. Figure 1a shows a section of an orthophoto taken from the study area. Figure 1b 
Field Measurements
Field measurements were undertaken in summer 2009 on 292 circular plots (10-m fixed radius). Sampling of the field plots was based on pre-stratification of existing stand inventory data. The plots were selected so that they would represent different forest densities, ages, site types and tree species. The center of the plots was measured with a global positioning system (GPS) device and the locations were post-processed with local base station data. The resulting accuracy was expected to be 1-5 m. The positions of the trees were determined using the direction and distance of trees relative to the plot centre with an accuracy of 10-20 cm. Therefore, tree positions have a high precision, but low accuracy. In order to remove the bias in the measurements of the tree positions, each sample plot was visually examined against ALS data and possible errors in the measurements of plot center were corrected. Within the field plot, all trees with a diameter at breast height (DBH) of over 5 cm were tallied and tree species was recorded. Tree height was measured using Vertex clinometers and DBH with steel calipers. The descriptive statistics of the trees are summarized in Table 1 . 
ALS Data
Laser scanning data were collected in July 2010 when trees were in leaf-on conditions, using a Leica ALS60 system operating at a pulse rate of 117 kHz and a wavelength of 1064 nm. The system enables both FWF and DSC data collections that operates in parallel. The data were acquired at a flight altitude of 2000 m above ground level, resulting in an average density of 1 pulse/m 2 in non-overlapping areas and a footprint size of 44 cm in diameter. The system digitally sampled and stored the entire echo waveform of the reflected laser pulse at a sample interval of 2 ns resulting in maximum 128 samples. This is equivalent to a discrete vertical section of 38.4 m. Up to four returns were recorded for DSC data. A total area of 9 km 2 was covered with a scan angle of a total 30 degrees by 11 parallel flight tracks, which had a width of approximately 1100 m and an overlap of 50%. When plots are covered by more than one flight, data from the flight with a smaller scan angle were used in the analyses.
Methods
Full Waveform Decomposition and Features
The received waveform is generally decomposed by fitting Gaussians to the waveform [30, 33] . In this study, we use a simple algorithm to detect peaks and retrieve the FWF features. The waveform is basically a list of amplitudes taken in small time intervals. These amplitudes are called samples in the following. The first and last parts of the waveform recordings were used to determine a common noise level to be used for all waveform recordings in this data. We used the difference (discrete derivative) between samples above noise level to mark the different peaks. When the signal amplitude drops below noise level, the value of the discrete derivative is greater than one. To avoid noise induced small peaks, a minimum length was set and all peaks with smaller length were discarded. To find peaks that were not separated by a drop to the noise level, the above noise parts were cut into peaks by taking the sign of the discrete derivative and following the rise (positive difference) to descent (negative difference), the start of a new rise started a new peak. The peaks and their amplitudes for two waveforms are plotted in the top row of Figure 2 . Position of the detected peak echoes were calculated based on the range at maximum for each peak. The position of the waveform points is thus slightly different from the DSC points, because the trigger rule is different.
In addition to these extracted points from waveform data, the following FWF features were also computed.
 N: Number of peaks extracted from the waveform;  E: Sum of the waveform samples above the noise level;  A _ i: peak amplitude for the first four returns (peaks), i = 1, 2, 3, 4;  W_i: number of samples that constitute the peak for the first four returns (peaks), i = 1, 2, 3, 4;  R: waveform range calculated as the Euclidean distance between the first and the last peaks that was extracted from the waveform. This is shown as a blue line at the bottom of the top row waveform pictures in Figure 2 ;
 DB _ i: distance between first above noise point and the point at which 50%, 80% and 95% of the energy is received (cumulative sum of amplitudes), i = 50, 80, 95;  DA _ i: Above ground height for 50%, 80% and 95% of the total waveform (cumulative sum of amplitudes), i = 50, 80, 95.
DB _ i and DA _ i features were used to describe the distribution of the total received energy which was estimated by computing the cumulative sum of the waveform and dividing with the total sum of the waveform (noise excluded in both). The bottom row of Figure 2 illustrates the cumulative amplitude sum for two waveforms.
Figure 2.
Illustration of features computed from the waveforms; on the top row, the waveforms are divided into peaks; peak lengths are marked below the waveform with corresponding colors; the total waveform length is shown below the peak lengths; the minimum peak length is five samples; the noise threshold level used is 14; the cumulative amplitude sum is shown in the bottom row.
Individual Tree Detection
DSC data were first classified into ground or non-ground points using the standard approach of the TerraScan based on the method explained in [46] . A digital terrain model as a triangulated irregular network (TIN) was then created using classified ground points. The DSC points and FWF points were then normalized (normalized height or canopy height) by subtracting the ground elevations from both DSC points and FWF points at corresponding positions using DSC TIN model. Normalized points close to zero were considered as the returns from ground and those greater than 2 m from vegetation. The returns from vegetation were used for tree feature extraction.
A raster canopy height model (CHM) with a 0.5 m grid size was created from normalized data for all plots inside the coverage of ALS data for individual tree detection and crown segmentation. CHM was smoothed by applying a Gaussian filtering. Single-tree segmentations were then performed on smoothed CHM images using a minimum curvature-based region detector [47] . During the segmentation processes, the tree crown shape and location of individual trees were determined based on the segment outline and the location of maximum hit within the segment.
Detected trees were linked with the trees measured in the field by an automatic matching algorithm [48] . In the matching procedure, the distance between detected tree and the ground measured tree location was used as a matching criterion. If the ground-measured tree is the closest to one tree segments and vice versa and the distance between them is less than a threshold, then the tree is treated as correctly detected. Considering the possible difference in tree location measurements from ALS data (at tree top) and in the field (at tree root) and tree height underestimation by laser scanning, a 5 m threshold was used. The ground measured trees without any link to a tree segment are considered as non-detectable trees and a tree segment without a link to a reference tree results in a commission error.
ALS-Derived Features for Trees
For each detected tree, FWF data were extracted if it falls within the boundary of the detected tree and FWF descriptive statistical values (maximum, mean, and standard deviation) are derived from all FWF per tree segment for all FWF features, i.e., features described in Section 3.1. In addition, 27 DSC features were calculated from all normalized vegetation points of DSC data as some of them have been used in previous studies for individual tree attributes estimation [47] . Table 2 gives a list of the DSC and FWF features used in this study. FWF features were described in Section 3.1. Altogether, there are 78 features. 
Random Forest for Feature Selection and Classification
To classify tree species using the combination of DSC and FWF features, we are faced with a problem of high dimensional inputs (78 features). We need powerful algorithms for the classification and feature selection methods that can reduce input dimension.
Random forests (RF) technique is a type of ensemble classification that uses decision tree as the base classifier [45] . Given a set of class variables as responses and a list of potential features as predictors, the RF algorithm develops classifications by growing numerous decision trees. Each decision tree is constructed based on bootstrap samples selected randomly from a training dataset. The samples that are not used in the training are called "out-of-bag" (OOB) observations. RF computes the final class (prediction) by a majority vote over all constructed trees.
RF includes two important properties: random feature subspace and OOB estimates. The former enables a much faster construction of trees and the latter the possibility of evaluating the relative importance of each input feature [49] . One can use OOB data to estimate the feature importance by randomly permuting them across one feature at a time and estimating the increase in error due to this permutation; The larger the increase, the more important the feature. In addition, OOB estimates provide RF with a built-in cross-validation mechanism and therefore needs no separate validation dataset for evaluating the performance because the OOB data act in the same way as the validation dataset and give realistic prediction error estimates.
RF has been used in multisource and multivariate vegetation classification [50] . In Hudak et al. [51] , RF technique was applied for imputing plot-level basal area and tree density for managed mixed-conifer forests in USA, using ALS data and compared with several other nonparametric regression methods. They concluded that the RF technique was the most robust and flexible method among those tested. Ørka et al. [38] used the RF method to classify tree species based on laser-derived features or a subset of features in Norway and compared the results with those of support vector machines (SVMs) and linear discriminant analysis (LDA). They obtained fairly similar accuracies, using all features and RF or SVM methods, compared with LDA and a feature-selection strategy.
Since a large number of laser features were tested, a trial and error procedure was used to identify the features which would contribute most in the classification. We started the iteration with all features and discarded the least important features in each trial until only 10 features remained. Classification accuracy was also calculated for each trial and analyzed. Fifteen features were selected because inclusion of more features did not increase the classification accuracy significantly. After determining the most important features, RF was run with 100 decision trees, four variables at each split of decision trees and 15 most important features selected for the tree species classification.
Accuracy Assessment
The accuracy of individual tree detection was evaluated by comparing the segmented trees with the reference trees measured in the field. Three measures were calculated as follows [1, 52, 53] :
where r is the tree detection rate, p is precision which indicates the correctness of the detected trees and F is F-score which gives an overall accuracy taking both commission and omission errors into consideration. Nt is the number of the detected trees which correctly linked with field-measured trees, No is the number of the trees which were not detected by laser data (omission error), Nc is the number of detected trees which do not exist in the field (commission error).
The accuracy of tree species classification was evaluated by comparing the classified tree species with the reference tree species recorded in the field. The result of the comparison can be represented by an error matrix. Three widely used measures, i.e., producer's accuracy, user's accuracy and overall accuracy, were computed for evaluating the performance of the classification. The producer's accuracy refers to the probability that a certain tree species on the ground is classified as such, while the user's accuracy refers to the probability that a segmented tree labeled as a certain species is really this class [54] .
Results
FWF(Full-Waveform) Decomposition
Up to seven echoes could be detected by FWF decomposition, while up to four returns were detected by the system. However, most of the pulses (over 95%) only produced up to three echoes from FWF data and up to two returns from the system (Figure 3 ). On average, DSC has a density of 1.5 points/m 2 and FWF data a density of 2.4 points/m 2 . Figure 4 shows point clouds produced by the system and detected from FWF data for one sample plot. Figure 4 . Point clouds produced by the system and detected from FWF in one sample plot; three hundred and ninety-one points recorded by the system and 639 points detected from FWF.
Individual Tree Detection
Individual trees were segmented separately from both FWF-derived point and DSC data as described in Section 3.2 for comparisons. The segmented trees were then compared with the reference trees in 292 plots. More trees were detected from FWF data (54.8% detection rate which corresponds 78% of the total stem volume) compared to DSC data (52.3% detection rate which corresponds 76% of the total stem volume). Figure 5 shows the individual tree detections as a function of DBH classes. As can be seen, trees not detected from the DSC data were detectable by the FWF point data, especially for smaller trees. DBH class distribution of mature trees is rather well represented by both FWF and DSC data (over 90% mature trees are correctly detected). This trend can also be illustrated by Figure 6 which shows the DBH distribution of detected trees from both data sets. However, the improvement is marginal as shown in Table 3 for the accuracy assessment of individual tree detection from both data sets. In Figure 7 , detection rate is given by tree species. 
Feature Importance
Feature importance as a measure of prediction power is shown in Figure 8 where both DSC and FWF features were used as input in the tree species classification. Among 15 most significant features selected, four are DSC features (Figure 8 , first four) and 11 are FWF features (Figure 8, last 11) . As a comparison, 15 most significant features among FWF features and their importance are presented in Figure 9 . 
Tree Species Classification
Tree species classification was performed only for correctly detected trees based on DSC and FWF features combined as well as DSC features alone to investigate how FWF features improved the classification accuracy.
Classifications were performed based on 15 selected features for both cases and error matrix between reference and predicted classes is given in Table 4 . Table 5 shows accuracy assessment by three measures for the classifications. It can be seen that all the accuracies were improved with varying degree for different species when FWF features were included in the classification. The overall accuracy was 62.1% with DSC features alone and 73.4% with both DSC and FWF features. The producer's accuracies were improved by 5-30 percentage points and the user's accuracy by 8-23 percentage points. For individual species, 81.3% of pine, 47.1% of spruce and 30.8% of birch were correctly classified with DSC data. Incorporating the FWF features improved accuracy from 81.3% to 86.2% for pine, from 47.1% to 55.4% for spruce and from 30.8% to 60.5% for birch. The biggest improvement was for birch (nearly 30 percentage points). As a comparison, tree species classification was also carried out based on solely 15 most significant FWF features. The error matrix and accuracy measures of the classification are presented in Table 6 . Overall classification accuracy is decreased from 73.4% to 71.5% using solely FWF features compared with FWF and DSC features combined (Table 5 ). However, accuracy of 71.5% is much higher than 62.1% accuracy when solely DSC features were used in the classification. 
Discussion
Individual Tree Detection
In comparison to the use of DSC points, overall improvement for individual tree detection using FWF derived points are found to be marginal (from 52.3% to 54.8%) although FWF data is capable of detecting more smaller trees. There are several factors that can contribute to this. Firstly, Kaartinen et al. [55] found that detection method was a major factor of influencing the tree detection results. The marginal improvement in ITD could partially contribute to the method used which is based on CHM. Normally, CHM is created by taking the highest point value within a given area and the rest of the points in the area are ignored. Thus, the ability of producing more returns from FWF data is not fully utilized. In order to take full advantage of FWF data we recommend using the techniques based on point cloud clustering when FWF data is involved for ITD.
Secondly, leaf-on condition of trees during the laser data acquisition also prevented laser pulse from penetrating the canopy layers of deciduous trees. In closed canopy forests, there is also a significant reduction in the number of laser pulses that reach the forest understory. Reitberger et al. [35] demonstrated that a higher detection rate for the leaf-off data set mainly in the lower and intermediate layers because of the higher penetration of the deciduous trees in the leaf-off situation and higher density data.
Finally, the low density of laser data is another factor which may contribute the relatively low detection rate. Normally, data with the density of more than 5 points/m 2 have been used for ITD to achieve an acceptable degree of accuracy [34, 35] . In this study, data with an average of 1 pulse/m 2 were used, thus lower detection accuracy was expected. However, the obtained detection rates are comparable to the results obtained with denser ALS data [56, 57] and thus the use of low-density FWF could be beneficial for forest industry to get more detailed size information of the standing trees if detection rate can be improved as for example in [35] where a robust 3D clustering algorithm is used for ITD.
Tree Species Classification
Classification accuracy was improved in this study for all tree species with the use of full waveform data. The producer's accuracy of the birch is poor, which is only 30%, using DSC features alone in the classification. The reason for the low accuracy of this class with DSC data is probably related to the difficulties in accurate delineation of birch because of more complex crown shape and structure. ITD algorithm used tends to split large deciduous trees into multiple crown parts which results in one segment for each part. However, the classification accuracy is much higher (60.5%) when FWF were also used in the classification. This indicated that the vertical distribution of the FWF information yields specific characteristics for each tree species.
Errors in the classification can also be attributed to the data being acquired on leaf-on conditions. As previously noted, percent canopy cover strongly affects returns due to fractional interception of energy by scattered foliage within the laser footprint. Dense canopy (both conifer and deciduous trees) where the laser beam is fully intercepted in the crown will cause a low number of echo returns compared to leaf-off condition where otherwise will produce more intermediate returns which provide more information on the vertical structure of the trees.
Classification accuracy is not balanced between the tree species. Pine trees were classified with a relatively high accuracy. There is, however, a relatively high degree of confusion between pine and birch and between pine and spruce, i.e., the trend existed that more birch and spruce were misclassified as pine, regardless which feature group was used, resulting in a relatively low accuracy for spruce and birch. The higher classification accuracy for pine is probably due to the larger number of samples distributed across diverse stands.
In terms of feature importance, It can be seen that segment-based mean values have more predictive power than segment-based maximum and standard deviation values. Among the segment-based mean value, the sum of waveform samples are the most powerful features to separate the tree species, followed by above ground height of 95% FWF energy indicating that the structure difference between tree species contributed greatly to the reflectance difference. Regarding DSC features, standard deviation of the height, maximum height and canopy cover percentile at 60% of the tree height have almost equal power for classifying pine, spruce and birch. These DSC features can be replaced by FWF features without scarifying much classification accuracy ( Table 6 ). We found that overall classification accuracy based on FWF features alone is slightly decreased compared with the accuracy based on both FWF and DSC features. In this case, four selected DSC features are replaced by mean and standard deviation of the number of peaks and mean value of the waveform range ( Figure 9 ). The rest of the significant FWF features turned out to be almost the same as in the classification of combining DSC and FWF features.
It should be noted that species classification results are representative for trees that were detectable in dominant and co-dominant crown layers because suppressed trees are difficult to detect by the segmentation methods based on CHM. Further investigations are needed for studying the impact of ITD on species classification.
It would be interesting to know how well the low density data used in this study worked compared to other studies whereby higher density data were used. However, it should be noted that direct comparison is not possible because the results are highly data and site dependent. The accuracy achieved in this study is promising given that the density of data is much lower than the data used in other studies. For example, in Heinzel and Koch [43] , accuracy of 78% was achieved for four species (pinus, spruce, oak and beech) classification. In Hollaus et al, [42] , an accuracy of 75% for three tree species (red beech, larch and spruce) was reached. In both studies, the density of the data is higher than the one used in this study (16 points/m 2 in [43] and 2-5 points/m 2 in [42] ). Höfle et al. [58] investigated the effect of data densities on the classification of the city scene and found out that classification accuracy remained relatively stable for point densities higher than 5 points/m 2 and with point densities lower than 5 points/m 2 classification accuracy can drop dramatically.
Conclusions
In this study, we assess the utility of relatively low density FWF data for individual tree detection and species classification in mixed coniferous forests in boreal zone to meet the needs of future forest inventories: improvements to species-specific results. Data with an average of 1 pulse/m 2 resulted in comparable accuracies that have been obtained with higher point densities, for example 5 pulses/m 2 , at individual tree level. It should be noted that detection rate of individual trees is relatively low (54.8% and 52.3%) in this study. Further improvements are possible for individual tree detection by using 3D segmentation techniques which can take advantage of more spatial points that the full waveform data provided.
The results suggest that additional FWF features may be a valuable source of information for tree species classification of pine, spruce and birch which are the main tree species in boreal forest zone. The best overall classification accuracy was 73.4%. Exploration of other waveform features such as intensity features is recommended for future research related to tree species classification.
