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activities and other tasks that are potentially dangerous for
human presence while requiring the kinematic capabilities
of a human. Such a reliable and robust system could be the
first major boost in extending humanoid robots to a wider
audience. In this paper we address this need by presenting
a real-time algorithm that can control a humanoid with the
use of the standard motion capture technology.

I. INTRODUCTION
The advances in humanoid robot hardware in recent years
made them closer to being a part of everyday life in which
they can assist humans in many ways. As the hardware
emerged there has been a growing interest in creating better
algorithms for their efficient use. The inherent difficulty in
controlling humanoid robots limits the variety of motion
trajectories that can be realized on them. The ultimate goal
is to be able to control humanoid robots so that they can
achieve most of the tasks that humans can do, as the hardware
permits.
The control problem on humanoids is twofold. Firstly, the
humanoid must be able to keep its body upright on its feet
while being controlled. This is the low level control problem
that is tightly coupled with dynamics. The high level problem
is to be able to reason in the environment that the humanoid
is in and act according to a certain goal and react to the
changes in the environment. Since the high level control
depends on the low level control, it is crucial to solve the
latter to even start considering the former. If the low level
control is efficient and successful enough, humans can supply
the high level control. As an example, Robonaut by NASA
is an interesting humanoid with very sophisticated actuators
that closely resemble human hands [1]. Robonaut is designed
to be controlled by astronauts via teleoperation for extravehicular activities such as repair and maintenance. Since it
does not have legs, the control problem that it needs to solve
is rather easy, therefore the astronaut can use it in real-time.
One of the goals of humanoid robotics research is to have the
same teleoperation capabilities for bipedal humanoid robots
requiring balanced full-body motions. With the emergence
of such a robust system, bipedal humanoid robots can be
teleoperated just like NASA’s Robonaut to achieve many
tasks for humans, such as bomb detonation, hazardous area

A humanoid robot created and controlled using motion
capture data
Fig. 1.

In the next section, we present a summary of the related
work. In section III, we define the problem with its motivating goals and challenges. Section IV gives detailed information on the physical properties of the robot. In Section V, we
present the controller strategies that are composed of simple
controller modules. Section VI presents the implementation
and experimental results and section VII concludes our paper.
II. RELATED WORK
There have been a number of researchers that are interested in using motion capture data to control a biped
humanoid robot. [2] uses captured human dances to generate
whole body motions. [3] learns the motion capture data using
predictive control in order to apply it to a humanoid later.
[4] uses Gaussian processes to imitate motion capture data
with a robot. [5] uses an offline optimization algorithm to
modify motion capture data so that it is feasible to be played
on a humanoid robot. [6] solves the planning problem in a
low dimensional space using optimization and then modifies

the motion to obey physical constraints. While this is not
an exhaustive list, the algorithms published are not geared
towards real-time operation.
Some terms related to balancing biped robots, such as zero
moment point (ZMP) and center of pressure (CoP) have been
used loosely in the literature, often extending or limiting
their definitions. Publications like [7] and [8] corrected these
mistakes by defining and studying these terms carefully.
There have been many publications about creating balanced
motions for humanoids. [9] gives algorithms for creating
fine-tuned humanoid motions for humanoid robot operations.
[10] and [11] present algorithms for generating balanced
humanoid motions and [12] provides a posture modification
method for humanoids.
III. PROBLEM DEFINITION
We can define our problem as retargeting a dynamically
imperfect full-body input motion to a target biped humanoid
robot in real-time. There is strong motivation and major
challenges for this purpose, as detailed in the following
subsections.
A. Goals
Ultimately, we envision a system in which a human actor
performs a full body motion such as walking and a humanoid
robot follows that motion at the same time in parallel.
Since this needs to happen in real-time, the algorithms for
achieving this need to be very efficient so that the human that
is controlling the robot via teleoperation can have a natural
feeling of control.
We argue that it is possible for a system to have motion
captured from the human actor in real-time, transferred to the
robot and used to control the robot, which supplies feedback
to the actor via video cameras. For the purpose of capturing
the motion, existing motion capture systems can be sufficient.
Motion capture systems record the motion of the actor via
position markers attached to the body of the actor, and are
mostly used in the entertainment industry to supply natural
motion to artificial characters. The technology is mature and
is widely used by animators worldwide.
In this paper, we present a system that uses stored motion
capture data to control the robot in real-time, without doing
any preprocessing on the input motion. Once such a system
is mature enough for field use, a motion capture device can
supply motion data to it in real-time, enabling us to control
biped humanoid robots via teleoperation.
B. Challenges
In such a system since the human actor and the humanoid
robot performer have different physical properties. The input
motion is imperfect, i.e., it is not dynamically correct for the
target humanoid robot because of differences in fundamental
physical properties such as geometry and mass distribution.
In addition, the positioning of the motion capture markers
on the actor’s body is also very important, because most of
the time it does not represent the geometric properties of

the actor, which makes it even harder to be used in a robot
directly.
Simple attempts to play the motion in the robot fails
with the robot falling down. The robot may have a good
design, but making it follow dynamically incorrect motion
trajectories eventually results in the falling of the robot. In
fact, in our simulation experiments we create a humanoid
robot that resembles the motion capture data on the fly,
without taking into account engineering principles to make it
easy for the robot to stay in balance. Such a robot is seen on
Figure 1 and is usually harder to keep in balance compared
to most of the humanoids that were engineered with balance
in mind.
IV. PHYSICAL PROPERTIES
A. Dynamics of a Humanoid Robot
A humanoid robot is an articulated robot without a fixed
base. There are a large number of links on a humanoid robot,
most of which are connected using joints with more than one
degree of freedom. The number of DoF on a humanoid robot
is large for algorithms that do not scale well with increasing
DoF. This makes fast motion planning for humanoid robots
rather difficult.
The main factors defining the dynamic behavior of a
humanoid robot are gravity, contacts and inertia. On ideal
conditions, every link of the robot is subject to a constant
gravity force that pulls the robot close to the ground. Gravity
affects the robot in a number of ways. It can act for or against
the actuation of a joint, therefore the joint can underactuate
or overshoot depending on the configuration of the robot.
Gravity will make the robot tip and fall if it is not balanced
with contact forces or inertia.
The dynamics of a biped robot has been studied extensively [7], [8]. Since it can easily get confusing, there
have been a number of vague and incorrect publications on
this area. Recently, a number of publications addressed this
issue and cleared the analysis with detailed explanations [7],
[8]. Here is a simple and easy to understand breakdown of
important points when analyzing the dynamics of a biped
robot. This is by no means a complete analysis and is
presented here for clarity of discussion.
A biped robot in static equilibrium is hardly interesting,
so we analyze the robot in its non-equilibrium state. ”Dynamically stable” or ”dynamically balanced” have frequently
been descriptions of the state of a humanoid robot. Often
they were used without a very precise definition and analysis,
except for publications such as [7]. Dynamic balance refers
to the state of the robot where the only resultant torque
acting on the robot is around the ground perpendicular axis.
Since this is a special case of the non-equilibrium state, this
is irrelevant to the general dynamic analysis of the nonequilibrium state.
A system of rigid bodies in space may have many forces
and torques acting on different parts of it, which have
different linear and angular velocities. Nevertheless, such a
system can be simplified to a net force Fnet with a certain
application point and that is Fnet = manet , and a net torque

that is τnet = Inet αnet , where m is the mass, anet is the
acceleration, τnet is the torque, Inet is the inertia tensor and
αnet is the angular acceleration of the system as a whole.
Note that m is constant and Inet changes with the geometric
configuration of the system. The system also has a linear
velocity v and an angular velocity w. At any instant, any
two such systems with the same F , m, τ , I, v and w are
equivalent, regardless of the configuration of their bodies.
The force acting on a rigid body is equal to the rate of change
of the linear momentum of the body F = ṗ. Similarly the
torque acting on a body is equal to the rate of change of the
angular momentum of the body τ = Ḣ. Therefore, one can
find the forces and torques of the robot simply by observing
its state.
The forces and torques acting between the internal bodies
of the system are created as pairs that cancel out each other,
therefore to analyze the behavior of the system it is enough to
consider the external forces and torques. The external forces
acting on the robot are (1) gravity acting on the center of
mass (CoM) of the robot, (2) support forces from the ground
to the supporting feet. The external torques are created by
these two unless there is a special torque exerting contact.
The resultant of these two forces produces the acceleration
of CoM, which can be considered as an inertia force when
calculating the forces that the robot exerts the ground. When
the robot has any contact with the ground, the point where
gravity plus inertia forces act (ZMP) exactly where the
ground reaction force acts CoM [7].
B. Balance Maintenance
A common practice in literature is to consider a biped
robot balanced when the zero moment point (ZMP) is always
inside of the support polygon, as opposed to on the edges
or corners of the support polygon. The basic requirement of
this constraint is to have a support polygon composed of at
least three points. By definition, ZMP can never leave the
support polygon[7] and this constraint requires ZMP not to
be on the edges and corners of the support polygon. Since
ZMP is equivalent to center of pressure (CoP), it is the point
where the force exchange between the robot and ground is
done, assuming a flat ground surface. To create a tipping
moment, the gravity plus inertia forces have to act on the
edges of the support polygon, or become zero and not act at
all, which both violate the constraint of ZMP being inside
the support polygon, therefore, this constraint guarantees the
robot to stay balanced and not tip over.
On the other hand, it is rare for natural human motion to
have the whole foot as support at all times. When changing
support feet, it is common for a human wearing hard shoes
to have only the tip of the shoe on the ground for a short
period of time. Therefore even though it is a good measure,
ZMP inside support polygon constraint by itself is not the
best way to go for adapting human motions to biped robots.
In general, we consider balance as not tipping the robot over,
keeping the body upright and not letting any other link other
than the robot feet touch the ground. Given the nature of

biped robots, it is easy to lose balance while doing a full
body motion.
C. Control
Although the external forces play the main role in balance
and its loss, there is no direct control over them in a
biped robot. All one can control are the relative torques
between robot links connected with revolute joints. Therefore
controlling bipeds without losing balance is far from trivial.
Controlling torques on robot’s joints change inertial and
contact forces immediately. They also have long term effects
such as changing the projection of the CoM which changes
the net torque.
Since we are interested in using imperfect input motions,
balancing the robot gets more complex than simply making
sure ZMP is inside the support polygon. In this paper
we present a controller strategy similar to a combined PD
controller that aggregates a number of factors driving the
robot to a balanced motion in real-time.
A PD controller is a torque based feedback controller
that drives the output signal to the desired signal with its
proportional component, while making sure the output signal
converges fast enough to the desired signal with its derivative
component.
˙ q̃ = qd − q, q̃˙ = q˙d − q̇
τ = Kp q̃ + Kv q̃,
Here, τ is the torque output of the controller, qd is the
desired angle, q is the current angle, q˙d is the desired angle
rate and q̇ is the current angle rate. The parameters Kp and
Kv are the gain values for the proportional and the derivative
component respectively.
In a PD controller, the derivative component inhibits the
torque when the output signal is closing in too fast and
increases the torque when it is too slow, therefore is a good
fit for controlling a complex system in a simple and effective
way in real-time.
In our combined controller, we calculate the combined
qdc and q˙d c , and then use the PD control law to control the
joints. Note that some of the controllers we use do not have a
desired q, they only have a desired qd . This will be explained
in section V-F along with the combination method.
V. CONTROLLER STRATEGIES
This section presents the individual controller types that
are used to build the combined controller.
A. Input Motion Following Controller
This is the simplest of the controllers we use. It ignores the
motion of the robot in the world and only tries to control the
joint angles of the robot so that the values of the joint angles
are as close as possible to the ones in the input motion. It
calculates qd and q˙d to be used in a PD controller.
Figure 2 shows a sample case where this controller is
the only one acting on the robot. Because of the factors we
mentioned in section III-B, the input motion is not perfect
and the robot shortly falls down when being actuated only
by this controller. Had the input motion been perfect for the

direct the foot to desired positions in desired orientations so
that footplant constraints are satisfied. This controller works
as follows:
The time derivative of the position and orientation of an
end effector in a kinematic chain are linear with the time
derivative of the joint angle vector.
v = Jv θ̇, w = Jw θ̇


Fig. 2.

Input motion following controller failing when used by

itself

robot, this controller would likely control the robot close to
perfect.
B. Posture Correcting Controller
This controller is an extension to the input motion following controller based on a simple observation. Most of the
time when the input motion following controller fails, it fails
because of the feet. As discussed in section III-B, the feet
geometry of the robot is usually different than the actor of the
original motion. Since the feet are the closest thing to a fixed
base a biped robot has, they play a major role in the overall
pose of the robot. This is the main controller for playing the
input motion and the rest are corrective controllers.
If we were to suppress the ankle joint of the input motion
and control it so that the link above the ankle joint gets the
orientation that the input motion intended it to have, then
we would eliminate a major factor that diverges the body
posture from the original motion. With this idea in mind, we
created the posture correcting controller. As discussed above,
it suppresses the angle inputs for the ankle joint above the
support foot when necessary and instead finds the angles
that would correct the orientation of the link above, hence
the whole robot.
Note that this is not a definite solution since the effects of
the foot on the orientation of the body is severely limited.
C. Link Target Position and Orientation Controller
Since the robot is following the input motion data in realtime, it may miss important events that were supposed to
happen in the input motion. One such event is the timing of
the foot support. The leg motions of a walking input motion
data are very important as they are planted on the ground to
pull and push the whole body forwards. If the robot fails to
plant the foot on time, the leg motion that the input data has
can get wasted before the foot can be planted. This can either
results in under-motion of the whole body, or total balance
loss because of the whole body orientation not being adjusted
properly.
To overcome this behavior, we created the link target
position and orientation controller. We use this controller to

v
w
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Jv
Jw




θ̇, J =

Jv
Jw



Inverting the Jacobian we have,


v
θ̇ = J †
w
Note that J is usually not a square matrix, so we need
to use the pseudo inverse. To eliminate singular cases, we
use the reduced SVD decomposition to calculate the pseudo
inverse.
We calculate the Jacobian matrices for both feet with
respect to the hip of the robot. These Jacobians can be used
to move the feet with respect to the hip. We calculate the
desired position and orientations for the feet by assuming
the orientation of the hip to be equal to the one in the
input motion data. Then we can use J † to calculate the
angle velocities θ̇ necessary and use them in the combined
controller.
Note that despite we use this controller only for feet
placement, it can also be used for other body parts, such
as hands for pushing a button in the environment.
D. CoM Manipulating Controller
As described in challenges, the mass distribution of the
robot is most likely different than the actor of the input
motion. Also, the relative positions of the motion markers
can be misleading for the mass distribution of the robot.
Therefore, even though the robot perfectly executes the input
motion, it is likely to lose balance because of the differences
in total body mass, inertia matrix, and the most important of
all, CoG where the gravity forces are applied to the robot.
This is very important especially when the robot is acting
like an inverted pendulum on the corner of the foot, it relies
on the gravity forces to create the desired change in angular
momentum. When the CoG is misplaced, the robot fails its
motion.
To correct this behavior, we use a CoM manipulating
controller which adjusts joint angle rates to change the location of the CoM. We achieve this using the CoM Jacobian,
as described in [10]. Note that all the links of the robot
have a positional Jacobian Ji . Columns of Ji denote the
contribution of each angle to the displacement of the link.
The number of columns that Ji has is the number of joint
angles between the link and the base, in this case the hip
bone. We can align the columns on different Ji s and find
their mass weighted averages to find the JCoM as follows.

JCoM

P
mJi
= P
m

We use this to move the com so that it matches the input
data.
E. ZMP Manipulating Controller
Apart from CoM, we are also interested in the location of
ZMP. Not only because we would like to contain it within
the inside of the support polygon, but also it defines the
rotation of the body confirming to an inverted pendulum [10].
Therefore if the ZMP and CoM are not in the right places,
the desired rate of change in angular momentum cannot be
achieved.
The way we manipulate the ZMP is through manipulation of the second derivative of CoM position, similar to
the method in [10], but more generally the ZMP can be
computed as[7]:
pZM P =

n × MOgi
Rgi .n

where n is the ground plane normal vector, MOgi =
m(pCoM × g) − m(pCoM × aCoM ) − Ḣ is the moment
of the gravity plus inertia forces with respect to the origin,
Rgi = mg − maCoM is the resultant gravity plus inertia
forces that the robot exerts to the ground, pCoM is the
location of CoM, g is the gravitational acceleration and
aCoM is the acceleration of the CoM. When we assume
n and g to be strictly vertical, do the necessary substitutions
and solve for ax and ay we get

aCoMx =

−

H˙y
m

+ (gz − aCoMz )(pZM Px − pCoMx )
pCoMz

˙

aCoMy =

− Hmx + (gz − aCoMz )(pZM Py − pCoMy )
pCoMz

This means that to achieve the desired ZMP position, we
need to calculate the set the horizontal components of the
aCoM with respect to the vertical component aCoMz . There
are a number of ways that this can be achieved, such as using
the current aCoMz , a desired value for aCoMz or simply zero.
In this paper we use the latter, but this is a point that is open
to further research for creating interesting recovery motions
from falling.
Once we decide on aCoMx and aCoMy , we can use the
current velocity of the CoM to calculate the desired CoM
velocity, which in turn we use in the PD controller. We use
this technique to move the ZMP so that it does not fall back
when the robot is in full body displacement motion.
F. Combined Controller
With all these controllers addressed for different issues,
we have the necessary tools to imitate the input motion
in this biped robot. There could be a number of ways for
merging these controllers. For example, we could calculate

torques independently and create a weighted sum of them.
Instead, we chose to calculate the individual desired angles
and angle rates and make a weighted sum of them that
will determine the inputs to the combined PD controller.
The reason for choosing this approach becomes clear in the
following paragraphs.
Let us take a look at the proportional and derivative
components of a PD controller. Unless we constantly give
higher values to the derivative component, eventually the
proportional component is designed to win and take the
output signal to the desired signal. The derivative component, however, plays an important role on defining how the
trajectory will look like and has a major role on the speed
of the output signal. This resembles our goals as defined in
section III-A. We want the robot to move in such a way that
keeps it balanced, but ultimately we want the robot to be
where the input motion is, just like the output signal of a
PD controller. Therefore we let the proportional component
of the PD controller to be dominated by following the input
motion. The derivative component would then include the
derivative component of the PD controller following the
input motion, plus the derivative components of all the
other corrective controllers. The corrective controllers will
influence the motion trajectory, but the robot will end up in
the trace of the input motion.
To achieve this, we let only the input motion following
controller be a full fledged PD controller and we let all other
corrective controllers have only the derivative component of
a PD controller. Furthermore, we do not just find the torques
per controller and get their weighted sum, but we find the
desired angles and the sum of the desired angle rates and then
put them together as a PD controller. The reason behind this
is that in the former approach, the proportional component
of the input motion following controller gets weighted away
in the total sum of the controllers. We would need to change
its gain depending on how many other corrective controllers
we have. Instead, we keep it intact for the final PD controller.
Likewise, none of the corrective controllers lose significance
with respect to others. Since they only act when correction
is needed, they should not be tuned down when there are
other controllers working alongside them. Here is what our
combined controller looks like:
˙ q̃ = qd − q, q̃˙ = q˙d − q̇
τ = Kp q̃ + Kv q̃,
qd = wa qda
X
q˙d =
wi q˙di
Where qda is the desired angle vector of the only controller
with the desired angle vector, q˙di s are the desired angle rates
of all the controllers and wi s are the weights of different
controllers that are being combined.
Note that the weight parameters per controller play an
important role on the performance of this combined controller. In this study, we manually tuned the weights to create
good controllers. In the future we are planning to make
weight discovery automatically. A good future study can be

Fig. 3.

Experimental results: ZMP and CoM trajectories of the motion generated

to have the weights change adaptively in time depending on
the circumstances such as balance being lost, tilted or rough
terrain, etc.

algorithm gets a motion capture data as input and produces a
controller that controls the biped humanoid robot in real-time
to achieve a similar motion trajectory to the input motion
while keeping the robot in balance. Since it does not do
any preprocessing on the input data, such a system can be
used for realtime teleoperation of humanoid robots, which
can help humanoids become a part of everyday life.
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