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Drawing Phase Diagrams of Random Quantum Systems by Deep
Learning the Wave Functions
Tomi Ohtsuki∗ and Tomohiro Mano
Physics Division, Sophia University, Chiyoda-ku, Tokyo 102-8554, Japan
Applications of neural networks to condensed matter physics are becoming popular and be-
ginning to be well accepted. Obtaining and representing the ground and excited state wave
functions are examples of such applications. Another application is analyzing the wave func-
tions and determining their quantum phases. Here, we review the recent progress of using
the multilayer convolutional neural network, so-called deep learning, to determine the quan-
tum phases in random electron systems. After training the neural network by the supervised
learning of wave functions in restricted parameter regions in known phases, the neural net-
works can determine the phases of the wave functions in wide parameter regions in unknown
phases; hence, the phase diagrams are obtained. We demonstrate the validity and general-
ity of this method by drawing the phase diagrams of two- and higher dimensional Anderson
metal-insulator transitions and quantum percolations as well as disordered topological sys-
tems such as three-dimensional topological insulators and Weyl semimetals. Both real-space
and Fourier space wave functions are analyzed. The advantages and disadvantages over con-
ventional methods are discussed.
1. Introduction
More than seven decades have passed since McCulloch and Pitts studied artificial neu-
rons.1) Using artificial neurons, Rosenblatt proposed a layered neural network called the per-
ceptron,2) which consists of input and output layers together with intermediate layers. The
connections between layers, called weight parameters, can be changed to reproduce the cor-
rect input–output relations. This process of tuning the parameters is essentially “machine
learning.” The idea of the multilayer perceptron3) is simple and can be applied to solve many
problems, but it is only in the last decade that our computers have become powerful enough
to solve complicated problems via large-scale multilayer neural networks, called deep learn-
ing.4–7)
∗ohtsuki@sophia.ac.jp
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Computational physics has successfully solved many problems in solid-state physics, and
it is natural to use machine learning, including deep learning, to tackle complicated problems.
In fact, in the last few years, there has been growing interest in applying machine learning
to condensed matter physics.8) Machine learning is used to obtain and represent ground- and
excited-states wave functions,9–28) even the states in open systems,29–31) to improve Monte
Carlo simulations,32–44) to construct effective potential/Hamiltonian,45–75) and to accelerate
density functional calculation,76, 77) as well as to analyze experimental data such as X-ray
patterns,78–82) photoemission,83) microscope images84–90) and snapshots of momentum-space
density images of cold atom systems.91) It can be used to efficiently predict material properties
such as the energy landscape,92–95) crystal symmetry,96) lowest energy level,97) magnetic prop-
erties,98–106) and critical temperatures,107, 108) which can be used for material design87, 109–138)
in material informatics.139–151) The method is also used for predicting light propagation in
photonic crystals without solving the Maxwell equations,152, 153) which will lead to efficient
photonic device design.154, 155)
One of the important applications of machine learning is to extract features from data, and
in fact, unsupervised trainings of spin156–165) and hard sphere systems166, 167) have identified
different phases of matter.168) The features of states, however, are often very complicated in
the case of disordered and correlated electron systems. Applications of neural networks ob-
tained by supervised training, which has proved to be very powerful in image recognition, are
therefore expected to work well for this purpose. Thermal phase transitions of spin systems
such as Ising and XY models as well as quantum phase transitions of frustrated spin systems
have been detected successfully.161, 169–186) Critical exponents of the Ising model169, 170, 187, 188)
as well as the classical percolation transition189, 190) are also estimated by machine learn-
ing. Novel magnetic configurations such as the skyrmion are recognized using neural net-
works.191, 192) The thermal magnetic phase transition of interacting electron systems such as
three-dimensional (3D) Hubbard models is analyzed using neural networks,193, 194) and the
quantum phase transition of the Hubbard model is detected via the convolutional neural net-
work (CNN).195–199) Quantum loop topography200) is used for studying the quantum phase
transition of spin liquids as well as the superconductivity in the Hubbard model.201, 202)
Quantum phase transitions in random electron systems are also interesting to study.
Random electron systems show the Anderson-type metal–insulator transition,203–205) (so-
called Anderson transition, also called delocalization–localization transition), quantum
percolation transition,206) topological–nontopologogical transitions,207, 208) and semimetal–
insulator209, 210) and semimetal–metal transitions.211–214) The wave functions of the ran-
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dom/interacting quantum system are difficult to analyze owing to the large fluctuations of
the wave functions, but a trained CNN has been shown to detect quantum phase transitions. It
can detect topological states in one-dimensional (1D) systems,215, 216) two-dimensional (2D)
Anderson transition and topological transitions such as the band–to–Chern insulator transi-
tion,200, 217–219) 2D topological superconductor transition,220) higher order topological insula-
tors,221) 3D Anderson and quantum percolation transitions,222) as well as 3D topological phase
transitions223–226) such as topological insulators and Weyl semimetals. Quantum chaos227) is
related to a random electron system, which is also studied using neural networks.228, 229)
The interplay of randomness and interaction is attracting renewed interest from the view
point of many-body localization,230–233) where the hypothesis of “eigenstate thermalization”
no longer applies, and the neural network is again shown to be powerful in recognizing
whether the phase thermalizes.234–245)
In this paper, we review the application of the CNN to draw phase diagrams in random
quantum systems. In the next section, we explain the methods, followed by a section on
models and results, where the Anderson metal–insulator transitions and quantum percolation
transitions in various dimensions, as well as the 3D topological insulator and Weyl semimetal
transitions, are discussed. The last section is devoted to summary and concluding remarks.
Providing an exhaustive overview of the extensive literature on machine learning would
be an exacting task, so here we focus on drawing the phase diagrams of quantum phase tran-
sitions in random systems. We do not pretend to give an exhaustive overview, and apologize
that many aspects of the machine learning approaches in condensed matter physics will not
be covered.
2. Methods
To draw the phase diagrams, we use the CNN consisting of three types of layers: con-
volutional layers, pooling layers, and fully connected layers. The basic structure of the CNN
is illustrated in Fig. 1. This type of CNN has proved to be very powerful for image recogni-
tion. A famous example is LeNet.4) Given the input to the first layer, the output of one layer
propagates to the input of the next layer, and finally, the output of the last layer is obtained.
The CNN is therefore a type of feedforward network. The detailed process of the CNN is as
follows.
We consider the electron density |ψ(xi)|2 at xi (site index i) as input u(0)i . In the first con-
volutional layer, cells with a certain size are cut out from the input u(0) (see the small cube
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Fig. 1. (Color online) Schematic of the CNN structure given 3D input. Convolutional layers and pooling
layers are repeated, and finally, the material phase to which the eigenfunction belongs is output through a fully
connected layer. Here, the channel number of the first layer C1 is 5. Cases of the d-dimensional input, 2D,
four-dimensional (4D) and higher, are realized with a similar configuration.
inside “Input: Wave Function” in Fig. 1) and transformed by
u
(1)′
j,k
= W
(1)
k
· u(0)
j
+ b
(1)
k
, (1)
where u
(0)
j
denotes the component of u
(0)
i
in the jth cell, which is originally a tensor of rank-d
(d being the dimensionality of the system) but arranged one-dimensionally, and W
(1)
k
and b
(1)
k
are the weight parameter of channel k(1 ≤ k ≤ C1) and the bias parameter for channel k,
respectively. The weight parameter W
(1)
k
has the same dimension as u
(0)
j
and does not depend
on the position j at which the cell is cut out. During the training of the CNN, W and b
are optimized to reproduce the input (eigenfunction)–output (material phase) relations. The
convolution process corresponds to extracting the local features of the input data. We stride
the position to cut out the cell and obtain the output u(1)′ so that we obtain C1 images from an
input image. We then apply the rectified linear unit (ReLU) to the output,
u
(1)
j,k
= max(0, u
(1)′
j,k
) , (2)
to obtain u
(1)
j,k
, where max(0, x) acts as an activation function expressing the firing of neurons.
Note that the size of the cell, the stride value, and the numbers of channels are hyperpa-
rameters that cannot be optimized by training, and need to be chosen appropriately a priori.
In general, the selection of hyperparameters has an effect on learning accuracy in the training.
In the second and subsequent convolutional layers, the convolution process is performed
over all channels. Then the transformation from the (n − 1)-th layer to the n-th layer with
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channel k (1 ≤ k ≤ Cn) is described as
u
(n)′
j,k
=
Cn−1∑
m=1
W
(n)
m,k
· u(n−1)
j,m
+ b
(n)
k
, (3)
where Cn and Cn−1 denote the total number of channels in the nth and (n−1)th layers, respec-
tively. As with the first convolutional layer, we apply the ReLU to the output as an activation
function, u
(n)
j,k
= max(0, u
(n)′
j,k
).
In the pooling layer, located mainly after the convolutional layer, the maximum value in
the cell is chosen,
u
(n+1)
j,k
= max(u
(n)
i,k
| i ∈ j −th cell). (4)
The number of channels is the same before and after the layer, since the sum over channels is
not taken. The pooling process corresponds to removing noise and is useful for reducing the
dimension of the input data.
In the fully connected layer, located mainly before the final output of the CNN, the multi-
dimensional vector output from the convolutional layer or the pooling layer is flattened to the
1D vector u. Then, it is transformed by
u′q = max
(
0,Wq · u + bq
)
, (5)
u′′r =
∑
q
Wq,ru
′
q + b
′
r , (6)
where q denotes the component of the vector u′ and r denotes the index of each material
phase. (We consider the fully connected layer consisting of two layers such as LeNet, but in
a simple case, it is realized in one layer, u′′r = Wr ·u+ br.) In the case of the Anderson model,
r = 0 and 1 correspond to the localized and delocalized phases, respectively.
In the final stage, we apply the softmax function to the last output u′′r ,
u(out)r =
exp u′′r∑
r′ exp ur′
′′ , (7)
and obtain the final output u
(out)
r , which represents the “confidence” or “probability” Pr that
the eigenfunction belongs to the phase of index r.
To obtain a meaningful final output u
(out)
r , it is necessary to optimize W and b in each
layer. In classification problems such as quantum phase determination, it is appropriate to
update these parameters to minimize the cross entropy,
S = −
∑
r,i
P′r,i logPr,i, (8)
closely related to the maximum likelihood estimation,7) where P′
r,i
is a desired output value
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paired with the input data i, i.e., the correct phase to which the eigenfunction i belongs. Vari-
ous methods for efficiently minimizing S have been proposed7) such as AdaGrad, RMSProp,
AdaDelta, and Adam. The gradient calculation required for these methods is performed by
back propagation,246, 247) the application of the chain rule to the neural network, to avoid mas-
sive numerical differentiations that require high computational costs.
To train the neural network, we have to prepare the correctly labeled eigenfunctions (train-
ing set), so that W and b are optimized automatically, and the CNN captures the features of
the eigenfunctions. Once the CNN is trained, it is expected to determine the correct phase
to which the unlabeled eigenfunctions belong. To confirm the performance of the CNN, we
regard 10% of the training set as the validation test set and train the CNN with the remaining
90%. We feed the input from the validation test set to the CNN and see whether it correctly
reproduces the label of the input, i.e., the material phase. In the following results, we have
confirmed that the validation accuracy is over 97%. A high validation accuracy indicates that
the CNN sufficiently captures the features of the eigenfunctions from the training set and is
expected to correctly judge unknown inputs as well.
For the numerical simulation, we consider the lattice model and diagonalize the Hamilto-
nian with various parameters. Disorder in the Hamiltonian is generated from random numbers
by the Mersenne Twister algorithm.248) When a limited range of energy is needed, mainly for
the training set, we use the sparse matrix diagonalization algorithm Intel MKL/FEAST.249)
When all the eigenergies and eigenvectors are needed, we use the standard linear algebra
package LAPACK.250) In most of the cases, we use real-space wave functions as the input, but
in some cases, we use Fourier-transformed wave functions obtained through discrete Fourier
transformation from real-space ones.
Depending on the phases, the wave functions show specific features. Examples of wave
functions in various material phases are shown in Sect. A.1.
We construct 2D and 3D CNNs using Keras251) as the frontend and TensorFlow252) as the
backend, whereas only TensorFlow was used for a 4D CNN. To construct 4D convolutional
and pooling layers, which are not prepared as a function in TensorFlow, we simply repeat the
3D convolutional and pooling layers so that they are equivalent to 4D layers. The detailed
network hyperparameters of our CNN are shown in Sect. A.2.
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3. Models and Results
We train and use the CNN to analyze the eigenfunctions obtained by diagonalizing the
tight-binding Hamiltonian on a hypercubic lattice,
H =
∑
x
c†
x
vx cx −
∑
〈x,x′〉
c†
x
Vx,x′ cx′ , (9)
where x indicates the position in a d-dimensional space, c
†
x(cx) the creation (annihilation) op-
erator at site x, and Vx,x′ the transfer between sites x and x
′ with 〈x, x′〉 restricting the transfer
only between the nearest neighbors. vx is the random potential at site x. In the following, we
consider square (2D), cubic (3D) and four dimensional (4D) hypercubic lattices. When we
include spin and orbital degrees of freedom, cx becomes a vector and Vx,x′ a matrix. We take
vx to be proportional to the unit matrix.
The universality class of the random electron system253–259) is determined by the basic
symmetries of the Hamiltonian, such as time-reversal symmetry (TRS) and spin-rotation sym-
metry (SRS). Systems with broken TRS belong to the unitary class. Systems with both TRS
and SRS belong to the orthogonal class, whereas those with TRS but broken SRS belong to
the symplectic class. In our model, we change the universality class by modifying the transfer
Vx,x′ . In the absence of a magnetic field and spin–orbit interaction, we take Vx,x′ = 1, and the
system belongs to the orthogonal class. The choice Vx,x′ = exp(iθx,x′) describes the presence
of a magnetic field, which breaks TRS; hence, the systems belong to the unitary class. To
discuss the effect of spin-orbit interaction, Vx,x′ is set to SU(2) matrices
260–263) with the site
potential vx independent of spin. In this case, TRS is preserved but SRS is broken; hence, the
systems belong to the symplectic class.
Similar tight-binding models are used to discuss topological materials: in the case of the
3D topological insulator, Vx,x′ is set to be proportional to Dirac gamma matrices,
264) whereas
in the case of the 3D Weyl semimetal, Vx,x′ is set to be proportional to Pauli matrices.
214, 265)
See Eqs. (15) and (21).
In the case of quantum percolation, we set the nearest neighbors to be connected ran-
domly, i.e., Vx,x′ is finite or 0 randomly. In this paper, we consider the site percolation prob-
lem, where the sites are occupied randomly with probability p, and they are connected only
when both of the nearest-neighbor sites are occupied. The connected sites form clusters, and
when p ≥ pc, a cluster that connects one side of the system to the other appears. This pc is
called the classical percolation threshold. For p < pc, all the clusters are isolated, and the
wave functions on them cannot extend over the whole system. Thus, the system is always
7/47
J. Phys. Soc. Jpn. INVITED REVIEW PAPERS
an insulator. The metal phase, however, does not necessarily appear for p ≥ pc, because the
wave functions on a cluster may remain localized even if the cluster is extended all over the
system. The condition p > pc is, therefore, a necessary but not sufficient condition. Only
when p ≥ pq ≥ pc does the current flow, where pq is the quantum percolation threshold. See
Fig. 2, where cases of 2D site percolation, the percolation threshold pc of which is 0.5927 · · · ,
are shown. Note that all the states are localized in two dimensions266) except for the symplec-
tic class. We therefore assumed SU(2) transfer [see Eq. (13)] to observe the localization–
delocalization transition in the case of the quantum percolation problem [Figs. 2(d)–2(f)].
(a) (b) (c)
(d) (e) (f)
Fig. 2. (Color online) Schematic of 2D site percolation problem, where black cells indicate occupied sites. (a)
For the site occupation probability ps = 0.38 < pc = 0.5927 · · · , even the largest cluster does not extend over
the system. (b) Once the probability is above pc, for example, ps = 0.62 > pc, a cluster connecting one edge to
the opposite edge is formed. (c) Well above the percolation threshold, ps = 0.81 > pc, most of the sites belong
to the largest cluster. (d)–(f) Examples of the wave function formed on the cluster. Even if the cluster extends all
over the system, the wave functions remains localized (e). The wave functions begin to be extended only when
ps is well above pc (f).
In the following subsections, we draw various phase diagrams for many types of disor-
dered system using the CNN.
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3.1 3D Anderson model and quantum percolation
We first consider a 3D Anderson model of localization,203)
H =
∑
x
vxc
†
x
cx −
∑
〈x,x′〉
c†
x
cx′ , (10)
where vx is randomly and uniformly distributed in the range [−W/2,W/2], with W the dis-
order strength. Conventional notations use “W” for the weight parameters and the strength
of disorder. In this paper, we follow this convention, but to avoid confusion, the weight pa-
rameters are written as vectors or with indices such as in Eqs. (1), (3), and (6), whereas the
disorder strength is written as a scalar.
At energy E = 0, i.e., at the center of the band, the wave functions are delocalized when
W < Wc and the system is a metal. For W > Wc, the wave functions are exponentially local-
ized and the system is an Anderson insulator (AI). Here, the critical disorder Wc is estimated
to be 16.54 ± 0.01 by the finite size scaling analysis of the Lyapunov exponent calculated by
the transfer matrix method.267, 268)
3D quantum percolation model.– We next consider the 3D quantum site percolation
model described by the following Hamiltonian,269–272)
H =
∑
〈x,x′〉
c†
x
Vx,x′ cx′ , (11)
where the transfer Vx,x′ is defined as
Vx,x′ =

1 for connected bond,
0 for disconnected bond.
(12)
We take the energy unit to be the absolute value of the transfer energy between connected
bonds. In the present case of site percolation, each site is filled with a probability pS, and a
bond is connected only when both of the nearest-neighbor sites are filled. For each realization
of site percolations, we identify the maximally connected cluster and analyze the states on
this maximally connected cluster.
According to the study of quantum percolation,272, 273) the strongly localized states, so-
called molecular states, exist at some energies, such as E = 0,±1,±
√
2,±
√
3. These states
are peculiar to the quantum percolation model and are degenerate, resulting in the strong
peaks in the density of states. Owing to the degeneracy, any linear combination is possible,
which may result in a difficulty of judging the delocalized/localized phases. We therefore
assume a weak site random potential on the order of 10−3, namely, we add
∑
x vxc
†
xcx to the
Hamiltonian with vx ∈ [−10−3/2, 10−3/2] and lift the degeneracy.
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In both Anderson and quantum percolation models, we consider a 40 × 40 × 40 sim-
ple cubic lattice and impose a periodic boundary condition. The maximum modulus of the
eigenfunction is shifted to the center of the system to improve the accuracy of the machine
learning.
For training the neural network, we vary W in the Anderson model in the range W ∈
[14, 16], where W < Wc = 16.54 ± 0.01 (metal phase where the wave function is delocal-
ized), and for each W, we diagonalize the Hamiltonian via sparse matrix diagonalization and
obtain the eigenfunction closest to the band center, E = 0. We choose 4,000 different W to
prepare 4,000 eigenfunctions and label them “delocalized”. We then change the range of W
to W ∈ [17, 19] (insulating phase where the wave function is localized), prepare 4,000 eigen-
functions, and label them “localized.” We then set u
(0)
i
= |ψ(xi)|2 and feed these to the 3D
CNN and train the neural network so that it recognizes the localized and delocalized states
with high accuracy, typically > 99%.
Result for Anderson model.– In Fig. 3(a), we show the probability that the states are
localized at E = 0, E being the Fermi energy. The test data is 100 eigenfunctions with various
W, and the average over five samples is taken as in Fig. 1 of Ref.223) From this figure, the phase
transition from a delocalized to a localized phase has been confirmed around Wc, from which
we confirm that the CNN correctly detected the Anderson transition.
We then prepare eigenfunctions throughout the energy spectrum with varying W, and
let the machine (CNN) determine the phase. In Fig. 3(b), we plot 0 × Ploc + 1 × Pdeloc =
Pdeloc as a heat map. The sharp change in color from red to blue indicates that the CNN
correctly identified the metal–insulator transition. This rapid change in color indicates the
phase boundary, which is in good agreement with the previous results.274–276)
Near the band edges, even for small W ≈ 0.5Wc, the machine judged that the eigenstates
are localized. These states near the band edges are localized because of potential localiza-
tion with little quantum interference. We note that the CNN has been trained only with the
eigenfunctions around E = 0, where the localization is caused by quantum interference due
to multiple scatterings, not by potential localization.
Application to quantum percolation.– Now, we apply the CNN trained for the Anderson
model at the band center [green arrows in Fig. 3(b)] to obtain the phase diagrams of the
3D quantum percolation. Owing to the random connection between the sites, the transfer
matrix method is not applicable [see Eq. (A·2)]. In addition, the density of states is spiky for
quantum percolation. Drawing the phase diagram, therefore, is more difficult than in the case
of the Anderson model.
10/47
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(a) (b)
Fig. 3. (Color online) (a) Probability P that the eigenstates are localized/delocalized obtained by the trained
CNN at E = 0. (b) Color plot, a type of “heat map”, of Pdeloc in W vs E plane. In (a), the dotted line is P for
“localized” and the solid line P for “delocalized.” The two dashed lines are guides for the eyes and indicate
P = 0.5 and W = Wc. The eigenstates are prepared independently of the training set. The green arrows in (b)
indicate the regions where the CNN is trained, whereas the white dashed line and crosses indicate the phase
boundary estimated by other methods.275, 276) Note the appearance of the localized phase near the band edges
for small W, which is correctly captured by the CNN. Taken from Ref.222)
Figure 4 shows the phase diagrams of the 3D site-type quantum percolation model. The
horizontal axis is the eigenenergy, and the vertical axis is the probability of site occupation,
ps. The green dashed line indicates the classical percolation threshold, p
classical
s ≈ 0.312, above
which the sites percolate.277, 278) We see that the quantum percolation transition occurs well
above 0.312, which means that even if the sites percolate, the wave function on the sites
remains localized. The quantum percolation threshold pq depends on the energy nonmono-
tonically. We emphasize that the CNN used to draw this phase diagram is trained in a small
region of the phase diagram, indicated by the green arrows in Fig. 3(b), with no additional
training for quantum percolation.
3.2 Generalization capability
As we have seen above, once the CNN is trained in small regions of the phase diagram,
it can determine the phase outside the training region [Fig. 3(b)] as well as the phase of a
different model such as the quantum percolation model (Fig. 4). Thus, we have demonstrated
the generalization capability of the CNN.
We can further test the generalization capability by changing the site potential of the
Anderson model from the random box distribution, whose probability distribution is P(vx) =
1
W
Θ
(
W
2
− |vx|
)
, to Gaussian and Cauchy distributions, P(vx) =
1√
2πW2
exp
(
− v2x
2W2
)
and P(vx) =
11/47
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Fig. 4. (Color online) Phase diagrams for site-type quantum percolation drawn by CNN trained using the
Anderson model with box-type site random potential. The white dashed line is from the estimates by Ref.,272)
whereas the green horizontal dashed line indicates the classical percolation threshold. Taken from Ref.222)
W
π(v2x+W
2)
, respectively. See Fig. 5. From Figs. 3(b) and 5(a), we note that near the band edges,
if we fix E as, say, 6.5, and increase W, the insulator–metal–insulator transition occurs for
the cases of box and Gaussian distributions, which is known as reentrant behavior of the
Anderson transition.274) Such reentrant behavior does not show up in the case of the Cauchy
distribution [Fig. 5(b)].
(a) (b)
Fig. 5. (Color online) Same as Fig. 3(b), but with site potential distributions Gaussian (a) and Cauchy (b).
These phase diagrams are drawn using the CNN trained with the Anderson model with a box-type site potential
distribution. The vertical axes are scaled by (a) W
gauss
c ≈ 6.147 and (b) Wcauchyc ≈ 4.2707.267)
We can also break the TRS by adding random phases to the transfer, Vx,x′ = exp(iθx,x′),
with θx,x′ uniformly distributed in [0, 2π).
279) Figure 6 shows the phase diagram. The cross ×
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indicates the estimate by the transfer matrix method,280) which is consistent with the present
results. To compare the phase diagram of the orthogonal class, Fig. 3(b), we scale the disor-
der strength, W, by the critical disorder of the orthogonal class, Wc = 16.54. The states at
E = 0,W/Wc = 1.05 are localized in the orthogonal class [Fig. 3(b)], but are delocalized in
Fig. 6. This is contrary to the naive expectation that the addition of the random phases results
in stronger disorder; hence, the localization is enhanced, not suppressed. In fact, the effect of
breaking TRS, which causes delocalization, overcomes the effect of the addition of random-
ness, leading to random magnetic-field-induced delocalization. This nontrivial feature of the
phase diagram is correctly captured by the CNN.
Fig. 6. (Color online) Phase diagram of the Anderson transition with broken TRS. The cross × indicates the
critical point W ≈ 18.8 estimated by the transfer matrix method.279, 280) The disorder strength, W, is scaled by
the critical disorder of the orthogonal class, Wc = 16.54. The phase at (E,W) = (0, 1.05Wc) is an insulator in
Fig. 3(b), whereas it is a metal in the present case, indicating magnetic-field-induced delocalization.
3.3 2D SU(2) model and quantum percolation
In random non-interacting electron systems, all the states are localized in two dimensions
and there are no metal phases.266) In the presence of spin–orbit scattering, however, electrons
can be extended,256, 257, 281) and the system undergoes a metal–insulator transition with change
in the disorder strength and Fermi energy.
To incorporate the spin–orbit interaction in the tight-binding model, Eq. (9), we choose
the transfer Vx,x′ to be SU(2) matrices.
260–262) To analyze the localization–delocalization tran-
sition, which is characterized by the divergence of localization/correlation lengths ξ, other
length scales such as the spin–precession length should be much shorter than ξ. We therefore
13/47
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take Vx,x′ to be random.
261, 262) Of all the choices of the probability distribution of Vx,x′ , we
take the invariant Haar measure,
Vx,x′ =

eiαx,x′ cos βx,x′ e
iγx,x′ sin βx,x′
−e−iγx,x′ sin βx,x′ e−iαx,x′ cos βx,x′
 (13)
with α and γ uniformly distributed in the range [0, 2π). The probability density P(β) is
P(β) =

sin(2β) 0 ≤ β ≤ π/2 ,
0 otherwise.
(14)
The Anderson transition of this 2D system is well detected by the CNN. In Fig. 7, we plot
the probability Pdeloc. The sharp change in the color at the metal-insulator phase boundary
(dashed line263)) indicates that the CNN has correctly detected the Anderson transition.
Fig. 7. (Color online) Heat map plot of Pdeloc in W vs E plane for the 2D Anderson transition with TRS but
with broken SRS (symplectic universality class). The system size is 40× 40, where we prepared 4,000 2D wave
functions in the metal phase and 4,000 in the insulating phase. The arrows are the regions used for supervised
training. The dashed line is the estimate of the transfer matrix method.263)
As in the case of the 3D Anderson transition, once the CNN is trained for a regular square
lattice, we can apply this CNN to the quantum percolation model where the lattice is random.
Figure 8 shows the phase diagram for the 2D quantum percolation for the symplectic class. As
in the 3D quantum percolation, the 2D quantum percolation threshold is significantly higher
than the classical percolation threshold (dashed line) of pclassical
S
≈ 0.5927462.206)
Note that there is no Anderson transition for the orthogonal class. In the case of the unitary
class, the quantum Hall transition282–285) takes place in high magnetic fields or in a Chern in-
sulator. The supervised training approach is also valid for this quantum Hall transition,200, 217)
where the critical exponent is extracted.286)
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Fig. 8. (Color online) Phase diagrams for site-type 2D quantum percolation with random SU(2) transfer
drawn using the CNN trained with the 2D Anderson model with box-type site random potential. The dashed
lines indicate the classical percolation threshold.
3.4 Anderson transition and quantum percolation in higher dimensions
It is instructive to discuss the Anderson transition and quantum percolation in higher di-
mensions. The critical exponent ν is known to be 1/2 in the limit of infinite dimensions,287–289)
and the Borel-Pade´ approximation290) successfully interpolates the exponents in low to high
dimensions.291, 292) The Anderson transition in four dimensions can be studied, for exam-
ple, using the quantum kicked rotor with amplitude modulation realized in atomic matter
waves.293)
For human beings, the wave functions in 4D space are difficult to imagine and analyze,
since our eyes and brains are already trained to observe 2D and 3D images. For a machine,
it does not matter whether the images are 3D or 4D. As in the case of the 3D Anderson
transition and quantum percolation, we prepare 2,000 4D wave functions in the metal phase
(27 < W < 31 < W4Dc ≈ 34.62) and 2,000 in the insulating phase (W4Dc < 38 < W < 42)
by diagonalizing the 4D Anderson models [cf. Eq. (9)] of size 16 × 16 × 16 × 16. Once the
CNN is trained, we feed the wave functions of unknown phases and let the CNN determine
the phase. The results are shown in Fig. 9(a). The CNN trained for the 4D Anderson model
is then used to draw the phase diagram of 4D quantum site percolation, Fig. 9(b). Again, the
quantum percolation threshold, i.e., the localization–delocalization phase boundary, is well
above the classical percolation threshold pclassicals ≈ 0.197.294)
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(a) (b)
Fig. 9. (Color online) Phase diagrams for the 4D Anderson transition (a) and 4D quantum percolation (b).
The green arrows indicate the training region. In (a), the disorder strength W is scaled by W4Dc ≈ 34.62.291) In
the quantum percolation model, again the quantum percolation threshold is well above the classical percolation
threshold (dashed line).
3.5 3D topological matter
Some of the band insulators are now recognized as topological insulators,295–299) where
the bulk wave functions have nontrivial topology. As a consequence, the interface between the
bulk (nontrivial) and vacuum (trivial) shows edge/surface states. Another interesting topolog-
ical material is the 3D Weyl semimetal,300, 301) where the hybridization of surface states and
bulk Weyl nodes appears. See Figs. A·1 and A·2 in Appendix. Here, we use the CNN to de-
tect these novel surface states of 3D topological insulators and Weyl semimetals. One of the
advantages of detecting the surface states is that we can detect the topological phase even in
the presence of randomness, which breaks translational invariance.
3.5.1 3D topological insulators
We first consider the topological insulators using the Wilson–Dirac-type tight-binding
Hamiltonian,264, 302)
H =
∑
x
∑
µ=x,y,z
[
it
2
c
†
x+eµ
αµcx −
m2,µ
2
c
†
x+eµ
βcx + H.c.
]
+ (m0 +
∑
µ=x,y,z
m2,µ)
∑
x
c†
x
βcx +
∑
x
vxc
†
x
14cx, (15)
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where c†x (cx) is a four-component creation (annihilation) operator on a simple cubic lattice at
site x, and eµ is a unit vector in the µ-direction. αµ and β are gamma matrices defined by
αµ = τx ⊗ σµ =

0 σµ
σµ 0
 , β = τz ⊗ 12 =

12 0
0 −12
 , (16)
where σµ and τµ are Pauli matrices that act on the spin and orbital degrees of freedom, re-
spectively. m0 is the mass parameter, and m2,µ and t are transfer energies. In the absence of
randomness, the energy band reads
E(k) = ±
√
m(k)2 + t2(sin2 kx + sin
2 ky + sin
2 kz) , m(k) = m0 +
∑
µ=x,y,z
m2,µ(1 − cos kµ) . (17)
The random potential vx is uniformly and independently distributed between
[−W/2,W/2]. For simplicity, we set m2,x = m2,y = 1 as the energy unit. This Hamiltonian
belongs to the symplectic class for W > 0. We impose fixed boundary conditions in a di-
rection (in this case, x-direction), so the surface states, if any, appear on surfaces normal to
the x-direction. Strong topological insulators (STIs) show 2D Dirac cones on all their sur-
faces, one Dirac cone for each surface, whereas weak topological insulators (WTIs) show
even numbers of 2D Dirac cones for each surface. The WTI is further characterized by weak
index (i, j, k), which means that no surface states appear normal to the (i, j, k)-direction.
Systems of size 24×24×24 are diagonalized numerically, and the state whose eigenenergy
is closest to the band center E = 0 is taken. In the following, we set t = 2 and m2,z = 0.5. In
this case, the ordinary insulator (OI) phase appears in m0 > 0, the STI phase in 0 > m0 > −1,
the WTI phase with weak index (001) in −1 > m0 > −2, and the WTI phase with weak index
(111) in −2 > m0 > −3.303, 304)
The eigenfunctions for the state |ν〉 have four components due to spin and orbital degrees
of freedom, and are denoted as ψν(x, y, z, i) , (i = 1, 2, 3, 4). We define a 3D image by defining
|ψν(x, y, z)|2 =
∑4
i |ψν(x, y, z, i)|2. In Ref.,223) the 3D wave function is mapped to a 2D image
by integrating |ψ(x, y, z)|2 over one direction, for example, the z-direction,
F(x, y) =
∫
dz |ψ(x, y, z)|2 , (18)
and the surface states that extend parallel to the z-direction become edge states in the 2D
image. This method, however, has difficulty in distinguishing STI from WTI(111). In this
paper, we use 3D image recognition to distinguish these different topological phases.
To prepare the training data, we set W = 3.0 and varied m0 ∈ [−2.8,−2] to teach the
features of WTI(111), m0 ∈ [−1.8,−1] to teach the features of WTI(001), and m0 ∈ [−0.8, 0]
to teach those of STI. These training parameters are along lines in the W-m0 plane, which
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are shown as arrows in Fig. 10(a). To teach the features of a diffusive metal (DM), we set
W = 10.0 and varied m0 ∈ [−2.5, 0.5], whereas for OI, we set W = 3.0 and varied m0 ∈
[0.2, 0.7]. Since we do not know the phase diagram for the set of parameters we consider, we
choose the parameters according to the knowledge of the randomness-free case, m2,z = 0.5
and W = 0, together with information on the phase diagram for the isotropic but disordered
case, m2,z = 1 and W > 0.
208) We set r = 0, 1, 2, 3, 4 [see Eq. (6)] to indicate the labels OI,
WTI(001), WTI(111), STI, and DM, respectively.
(a) (b)
Fig. 10. (Color online) Color map of POI, PW001, PW111, PSTI, and PDM. (a) Results of training based on real-
space wave functions, and (b) those based on Fourier space wave functions [see Eq. (19)]. The intensity 0 ×
POI + 1 × PW001 + 2 × PW111 + 3 × PSTI + 4 × PDM is plotted. The vertical axis is the strength of disorder W,
whereas the horizontal axis is the mass parameterm0. The shifts of the phase boundaries OI/STI, STI/WTI(001),
and WTI(001)/WTI(111) by randomness are clearly seen. The arrows indicate the lines along which machine
learning for STI, WTI(001), and WTI(111) has been performed. Solid lines are results from the transfer matrix
estimate.305)
After teaching 2,000 eigenfunctions in each phase, we prepared 100×27 eigenfunctions
with different m0 (100 values) and W (27 values), and let the CNN determine which phase
each eigenfunction belongs to. We calculate the probabilities POI, PW001, PW111, PSTI, and
PDM(= 1 − POI − PW001 − PW111 − PSTI) that a given eigenfunction belongs to OI, WTI(001),
WTI(111), STI, and DM, respectively.
The probabilities of OI, WTI(001), WTI(111), STI, and DM are displayed as a color map
in the W-m0 plane [Fig. 10(a)]. We see that the phase boundaries between insulators with
different topologies shift as we increase W. For example, when we start with the OI phase,
say (m0,W) = (0.3, 1.5), and increase the disorder W, we enter into the STI phase at W ≈ 5.
This is called the topological Anderson insulator (TAI) transition.306–308) The present method
captures the TAI and gives a phase diagram quantitatively consistent with that obtained by
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the transfer matrix method.208, 305) It should be emphasized that training along a few finite 1D
lines in a 2D parameter space enables us to draw the phase diagram. We also note that the
phase boundary between OI and STI is colored red, which indicates that the phase on the
phase boundary is a metal phase. In fact, the Dirac semimetal continues to exist on the phase
boundary even in the presence of disorder.213, 309)
So far, we have considered 3D wave functions in real space, but with small additional
numerical costs, the wave functions in the Fourier space (k-space) are calculated,
ψ(kx, ky, kz, i) =
∫
dx dy dz ψ(x, y, z, i) exp[i(kyy + kzz)] sin(kx x) , (19)
where the fixed boundary condition in the x-direction is taken into account, and ky =
2πny/Ly, kz = 2πnz/Lz, and kx = πnx/(Lx+1), with integers n satisfying 0 ≤ nµ < Lµ (µ = y, z),
and 1 ≤ nx ≤ Lx. We can also work with the hybrid space, where we Fourier transform the
wave functions only in the y- and z-directions,
ψ(x, ky, kz, i) =
∫
dy dz ψ(x, y, z, i) exp[i(kyy + kzz)] . (20)
Now, we can train the CNN by using |ψ(kx, ky, kz)|2 =
∑4
i |ψ(kx, ky, kz, i)|2 or |ψ(x, ky, kz)|2 =∑4
i |ψ(x, ky, kz, i)|2 as 3D images, and draw the phase diagram in exactly the same way as in
the case of real-space analyses. The obtained phase diagram is shown in Fig. 10(b), where
the colors change more sharply and clearly when the phase changes between insulators with
different topologies.
Before concluding this subsection, we note that the standard method of using the transfer
matrix208) to determine the phase diagram in the presence of disorder breaks down for the
choice of parameters t = m2,µ, where µ is the direction along the transfer matrix multiplication
(see Sect. A.3). This is because the transfer matrix connecting a layer to the next layer is not
invertible for t2 − m22,µ = 0.302) The method presented in this subsection, therefore, has wider
applicability.223)
3.5.2 3D Weyl semimetal
We next consider the 3D Weyl semimetal (WSM).300, 301) One way of realizing the
3D WSM is to consider 2D Chern insulators (CIs)214, 310, 311) and stack them in the z-
direction.214, 312) We begin with a spinless two-orbital tight-binding model on a square lattice,
which consists of an s-orbital and a p ≡ px + ipy orbital,313) and stack them in the z-direction
to form a cubic lattice,
H =
∑
x
(
(ǫs + vs(x))c
†
x,scx,s + (ǫp + vp(x))c
†
x,pcx,p
)
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+
∑
x
(
−
∑
µ=x,y
(tsc
†
x+eµ ,s
cx,s − tpc†x+eµ ,pcx,p)
+tsp(c
†
x+ex ,p
− c†x−ex ,p)cx,s − itsp(c†x+ey,p − c†x−ey ,p)cx,s + H.c.
)
−
∑
x
(
t′sc
†
x+ez ,s
cx,s + t
′
pc
†
x+ez ,p
cx,p + H.c.
)
, (21)
where ǫs, vs(x), ǫp, and vp(x) denote the atomic energies and disorder potentials for the s- and
p-orbitals, respectively. Both vs(x) and vp(x) are uniformly distributed within [−W/2,W/2]
with an independent probability distribution. ts, tp, and tsp are transfer energies between
neighboring s-orbitals, p-orbitals, and that between s- and p-orbitals, respectively. t′s and
t′p are interlayer transfer energies, i.e., hopping elements in the z-direction.
In the absence of randomness, the Hamiltonian matrix is expressed in k-space as
H(k) = a0σ0 + a · σ (22)
with σ = (σx, σy, σz) Pauli matrices and
a0(k) =
ǫs + ǫp
2
+ (tp − ts)(cos kx + cos ky) − (t′s + t′p) cos kz,
a3(k) =
ǫs − ǫp
2
− (tp + ts)(cos kx + cos ky) − (t′s − t′p) cos kz,
a1(k) = −2tsp sin ky,
a2(k) = −2tsp sin kx.
As in Ref.,214) we set ǫs − ǫp = −2(ts + tp), t′s = −t′p > 0, ts = tp > 0, and tsp = 4ts/3, and
take 4ts as the energy unit. The dimensionless interlayer coupling is defined as
β ≡
t′p − t′s
2(ts + tp)
. (23)
In the absence of randomness, this choice of parameters realizes CI with a band gap in the 2D
limit, β = 0. As long as 1/2 > |β| ≥ 0, the energy band remains to be gapped, and the system
continues to be CI. The system enters into the 3D WSM phase for |β| > 1/2.214)
In the presence of randomness, four phases appear : CI, WSM, DM, and the Anderson
insulator. Here, we focus on the first three phases by considering W < 2.5 and 0.3 < β < 0.6.
(The Anderson insulator phase appears in the larger W region.) Actually, WSM can be further
classified according to the number of Weyl node pairs. For example, WSM(II) has two pairs
of Weyl nodes, k = ±k1 , ±k2, where the energy in a clean system is E(±ki) = 0 (i = 1, 2). In
our set of parameters, we expect two or three pairs of Weyl nodes, so we define here PWSMII
and PWSMIII instead of PWSM alone.
As in the previous subsection, let us first consider the features of states near E = 0 in
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the case of a small randomness with periodic boundary conditions imposed in the y- and z-
directions, whereas the fixed boundary condition is imposed in the x-direction. In the case of
a CI, at E ≈ 0, edge states run in the y-direction [Fig. A·1(f)]. On the other hand, in WSM, the
surface states corresponding to the Fermi arcs314) appear on surfaces normal to the x-direction
[Figs. A·2(g) and A·2(h)]. Owing to the presence of the bulk Weyl node near the same energy
E = 0, the left and right surface states are coupled, and the high-amplitude regions appear on
both surfaces normal to the x–direction [Figs. A·1(g) and A·1(h)].
We set W = 2.5 and varied β ∈ [0.3, 0.6] to teach the features of DM, and W = 1.0, β ∈
[0.3, 0.4] to teach those of CI. For WSM(II), we set β = 0.5,W ∈ [1.0, 1.7] and for WSM(III),
W = 1.0, β ∈ [0.55, 0.65]. For each phase, we have diagonalized 32 × 32 × 32 systems,
and prepared 1,000 samples for teaching the features of eigenfunctions. We then varied β
and W and let the trained CNN calculate the probabilities PCI, PWSMII, PWSMIII, and PDM(=
1 − PCI − PWSMII − PWSMIII) that a given eigenfunction belongs to CI, WSM(II), WSM(III),
and DM, respectively.We then draw a color map in the W-β plane, as shown in Fig. 11, which
quantitatively reproduces the phase diagram obtained by the transfer matrix method.214)
As in the case of the topological insulator, the phase diagram based on the supervised
training of real-space wave functions [Fig. 11(a)] is noisy. Again, the situation is improved if
we work in the k-space [Fig. 11(b)].
(a) (b)
Fig. 11. (Color online) Color map of PCI, PWSMII, PWSMIII, and PDM. (a) Results of training based on real
space wave functions, and (b) those based on Fourier space wave functions. The intensity 0×PCI+1×PWSMII+
2 × PWSMIII + 3 × PDM is plotted. The vertical axis is the strength of disorder W, whereas the horizontal axis is
the dimensionless interlayer coupling β. The black dotted lines are results from the transfer matrix estimate,214)
whereas the white dashed lines are the estimate by the self-consistent Born approximation.214, 315) The arrows
indicate the parameters along which the training data have been prepared.
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4. Summary and Concluding Remarks
In this study, we have shown how the neural network is used to draw various phase di-
agrams in the quantum phase transitions. We have used the wave function as an input and
determined the material phase in which the wave function is obtained. Both real-space and
k-space wave functions are used. Note that numerical diagonalization is carried out in the real
space where the Hamiltonian becomes sparse, and the k-space wave function can be calcu-
lated with small extra numerical costs, since we focus on the wave functions closest to the
band center for topological systems.
In the case of topological insulators, the phase transitions between different topological
phases are more clearly detected by the CNN if we work in the k-space. The phase boundary
between the metal phase and ordinary/topological insulators, however, does not agree well
with the transfer matrix calculation. The phase boundary between metal and insulators is more
accurate if we work in the real space. This is also the case for the Anderson metal–insulator
transition, where working in real space is better than that in k-space. Whether working in
k-space is better than that in real space, therefore, depends on the nature of the transition.
One of the advantages of this approach is the wider applicability; it can be applied to
the cases where the transfer matrix method breaks down (see Sect. A.3). One might think
of switching from the transfer matrix method to the iterative Green’s function method316) to
avoid the inversion of the matrix connecting one layer to the next [see Eq. (A·2)]. In the case
of quantum percolation, however, since we consider the bar geometry where the cross section
is finite, the largest cluster in the first layer is often truncated after a certain number of iterative
calculations, which leads to the breakdown of the Green’s function method. The downside of
the present method is that it requires diagonalizations of Hamiltonians, so the analyses of
higher dimensional systems become more difficult than the conventional methods.
We have used the supervised training, i.e., the critical point is known for certain regions
of a phase diagram, and the trained neural network is applied to other regions of the phase
diagram where the critical points are unknown. We have chosen the training regions close to
the critical point, but not too close. This is because training in regions far from the critical
point is trivial, and in regions too close to the critical point, the length scales are so large that
we cannot distinguish one phase from the other and the labeling of the phase is meaningless.
Another approach to determine the critical point is that we assume the critical point xc, vary xc
and observe how the training scores change.172, 286) Although the estimate of the critical point
is less precise than the conventional method, the idea may be applied to problems where the
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conventional method is difficult to apply.
The accurate estimate of the critical exponent for the quantum phase transition, such as
the quantum Hall effect transition,286) is still underway, but is an important problem left for
the future. One might think that the probability P, as in Fig. 3(a), around the critical point
changes more rapidly with the increase in the system size L, with the slope proportional to
L1/ν, ν being the critical exponent for the divergence of the length scale. We, however, do not
know how we should change hyperparameters such as convolution/pooling kernel sizes and
the depth of the network as we change L. Take the 3D Anderson transition as an example.
For L = 40, we used convolution kernel size 5 and pooling kernel size 2, and the network
consists of 6 convolutions, 3 pooling layers, and 2 fully connected layers (see Table A·1).
When we simulate larger systems, say, L = 80, should we use the same hyperparameters, or
should we increase the kernel sizes and network depth? In the case of the latter, how? Unless
we understand the effect of kernel sizes and network depth on finite size scaling, a reliable
estimate of ν and its error bar is difficult.
One of the important quantities that is often used in the context of the localization–
delocalization problem317, 318) is the inverse participation ratio (IPR),319)
IPR =
∫
ddx|ψ(x)|4 , (24)
which indicates the inverse of the “volume” of the wave function. For example, the IPR of
the localized wave function ψ ∼ exp(−|x − x0|/ξ) is size-independent and of the order 1/ξd,
whereas that of the plane wave ψ ∼ exp(ik · x)/
√
Ld is 1/Ld. At the Anderson transition, the
size dependence of the IPR is L−d2 , where d2 is the fractal dimension 0 < d2 < d.
We diagonalize the 3D Anderson model while changing the strength of disorder W, pick
up the eigenstate closest to the band center, E = 0, and calculate the IPRs and plot them in
Fig. 12. The same eigenfunction is input to the CNN to calculate the probability of localiza-
tion Ploc. As seen in the figure, IPRs are strongly fluctuating, whereas the CNN outputs are
less fluctuating and change sharply around Wc.
We now take the average of IPR, 〈IPRE〉, where IPRE is the average of IPR over a small
energy bin around the energy E, and 〈· · · 〉 is the sample average. The results are plotted in
Fig. 13(a), where the phase transition is still difficult to observe.
At E = 0,W = Wc, we can calculate the critical value of IPR, IPRc = 〈IPR〉c. Using
this value, we try to judge that the states are metal if IPRE < 〈IPR〉c and are insulators if
IPRE > 〈IPR〉c. In Fig. 13(b), we plot 〈Θ(IPRE − IPRc)〉 where the sample average is taken,
which resembles Fig. 3, but the phase boundary is not as sharp as in Fig. 3. Thus, the CNN
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Fig. 12. (Color online) Disorder dependence of IPR (green line) and the probability of localized phase (black
line) Ploc for 3D Anderson model. The horizontal axis W indicates the disorder strength. The dashed lines
indicate Ploc = 0.5 and W = Wc, whereas the green dashed line indicates the average of IPR at Wc.
has some advantage over IPR analysis. The biggest advantage, however, is that we do not
need to discover IPR to characterize the Anderson localization.
(a) (b)
Fig. 13. (Color online) (a) Similar to Fig. 3, but IPR averaged over five samples and small energy bins are
plotted. (b) Similar to (a) but 〈Θ(IPRE − IPRc)〉 is plotted.
So far, we have concentrated on the static properties of wave functions. Another quantity
that changes its behavior across the transition is the diffusion property, which is related to the
dynamics of wave packets. In the metal (delocalized) phase, initially localized wave packets
begin to be extended with time t, whereas in the insulator (localized) phase, initially localized
wave packets remain localized. This diffusion property is characterized by the time evolution
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of the diffusion length r of wave packets, which behaves as
〈r2(t)〉 ∼

Dt, metal,
tα, critical,
ξ2, insulator,
(25)
where D is the diffusion constant and α = 2/d for the Anderson transition.320) One way to
detect such changes in time-dependent behaviors is to use the CNN for analyzing r(t) vs t
images. Another way is to use a recurrent neural network, which is widely used for analyzing
time series.321)
The deep neural network used here is a tool for classifying the phase and is regarded as a
blackbox. The properties of the neural network themselves are also interesting to study from
the physics view point ,187, 322–353) especially in relation to the renormalization group354–362)
and tensor network.363–372) The vulnerability of phase determination against adversarial per-
turbation is also an interesting topic.373, 374) Whether the neural network can learn formula
such as the winding number is an interesting question, and in fact, it seems to be the
case.375, 376) It is natural to apply machine learning to quantum computers.377–383) as well to
apply quantum algorithms to machine learning.384–387)
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Appendix
A.1 Typical 3D wave functions
We show below the typical 3D wave functions for a diffusive metal, Anderson insulator,
weak and strong topological insulators as well as Weyl semimetals (Figs. A·1 and A·2). We
observe that for the case of the Anderson transition, distinguishing the metal wave function
(a) from the insulating one (b) is easier in real space, whereas in the topological systems
(c)–(h), Fourier-transformed wave functions are more informative in the sense that we can
distinguish surface states of different topological phases more easily.
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Fig. A·1. (Color online) Typical 3D wave functions in real space in various phases. (a) and (b) are wave
functions in the diffusive metal phase and the Anderson insulator phase, respectively. (c)–(e) are for WTI(111),
WTI(001), and STI phases in 3D topological insulators, whereas (f)–(h) are for the Chern insulator, WSM(II),
and WSM(III), respectively. Periodic boundary conditions are imposed in all the directions in (a) and (b),
whereas in (c)–(h), fixed boundary condition is imposed in a direction where edge/surface states are observed.
Fig. A·2. (Color online) As in Fig. A·1, but in Fourier space. Equation (19) is used for (c)–(e), and Eq. (20)
is used for (f)–(h). Fermi arcs are observed in (g) and (h).
A.2 CNN hyperparameters
As mentioned in Sect. 2, the CNN has parameters that are not optimized during the course
of supervised training. These parameters, so-called hyperparameters, must be selected in ad-
vance so that the CNN determines the quantum phases for the validation set with high accu-
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racy. Our selections of the parameters for Sect. 3 are shown Tables A·1 to A·4. In the tables,
the “kernel size” corresponds to the size of the cell cut out from the images in the previous
layer. When the “padding” is True, zero padding, namely, adding zeroes to the peripherals of
the input, is applied so that the output shape is the same as the input shape, whereas the output
shape decreases through the convolution layer when the “padding” is False. To be more spe-
cific, when the kernel size is m with the input linear dimension L, the output is L − m + 1 for
padding False, whereas the output size remains L for padding True. To avoid overfitting, the
dropout process, which randomly drops half of the inputs, has been implemented after each
pooling layer as well as the fully connected layer, except for the last layer. For the 4D CNN,
the Adam method was used to minimize the cross entropy, whereas the AdaDelta method was
used for the others.
Table A·1. Hyperparameters of the CNN used for 3D Anderson model and quantum percolation (Sect. 3.1).
No bias parameters are included in the weight parameters.
layer class channel number kernel size padding stride value output shape
input (1, 40, 40, 40)
convolutional-1 64 5 × 5 × 5 False 1 (64, 36, 36, 36)
convolutional-2 64 5 × 5 × 5 True 1 (64, 36, 36, 36)
pooling-1 - 2 × 2 × 2 - 2 (64, 18, 18, 18)
convolutional-3 96 3 × 3 × 3 False 1 (96, 16, 16, 16)
convolutional-4 96 3 × 3 × 3 True 1 (96, 16, 16, 16)
pooling-2 - 2 × 2 × 2 - 2 (96, 8, 8, 8)
convolutional-5 128 3 × 3 × 3 False 1 (128, 6, 6, 6)
convolutional-6 128 3 × 3 × 3 True 1 (128, 6, 6, 6)
pooling-3 - 2 × 2 × 2 - 2 (128, 3, 3, 3)
fully connected-1 (1024)
fully connected-2 (2)
A.3 Breakdown of transfer matrix method
In this subsection, we explain why the transfer matrix method, which is widely used
in the study of Anderson localization,204, 267, 388, 389) breaks down in certain lattices such as
quantum percolation, fractal lattices,390) and topological insulators302) as well as the Weyl
semimetal.214)
For simplicity, as in the main text, we consider the Hamiltonian where only the nearest-
neighbor couplings are allowed, and consider a long bar in the x-direction with cross section
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Table A·2. Hyperparameters for 2D CNN used for 2D SU(2) model (Sect. 3.3).
layer class channel number kernel size padding stride value output shape
input (1, 40, 40)
convolutional-1 16 5 × 5 False 1 (16, 36, 36)
convolutional-2 16 5 × 5 True 1 (16, 36, 36)
pooling-1 - 2 × 2 - 2 (16, 18, 18)
convolutional-3 32 3 × 3 False 1 (3216, 16)
convolutional-4 32 3 × 3 True 1 (32, 16, 16)
pooling-2 - 2 × 2 - 2 (32, 8, 8)
convolutional-5 64 3 × 3 False 1 (64, 6, 6)
convolutional-6 64 3 × 3 True 1 (64, 6, 6)
pooling-3 - 2 × 2 - 2 (64, 3, 3)
fully connected-1 (512)
fully connected-2 (2)
Table A·3. Hyperparameters for 4D CNN used for 4D Anderson model (Sect. 3.4).
layer class channel number kernel size padding stride value output shape
input (1, 16, 16, 16, 16)
convolutional-1 16 5 × 5 × 5 × 5 True 1 (16, 16, 16, 16, 16)
pooling-1 - 2 × 2 × 2 × 2 - 2 (16, 8, 8, 8, 8)
convolutional-2 16 3 × 3 × 3 × 3 True 1 (16, 8, 8, 8, 8)
pooling-2 - 2 × 2 × 2 × 2 - 2 (16, 4, 4, 4, 4)
fully connected-1 (256)
fully connected-2 (2)
Ly × Lz. We denote the values of the wave function on the nth cross section normal to the
x-direction as the M-dimensional vector Ψn, where M is the degree of freedom on the cross
section (Ly ×Lz× internal degrees of freedom such as spin and orbital). From the Schro¨dinger
equation, we relate Ψn+1 to Ψn and Ψn−1 as
EΨn = HnΨn + Vn,n+1Ψn+1 + Vn,n−1Ψn−1 , (A·1)
which is rewritten as
Ψn+1
Vn+1,nΨn
 =

V−1
n,n+1
0M
0M Vn+1,n


E IM − Hn −IM
IM 0M


Ψn
Vn,n−1Ψn−1
 , (A·2)
where Hn is the M × M Hamiltonian matrix on the n–th cross section, and IM and 0M are unit
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Table A·4. Hyperparameters for 3D CNN for topological materials (Sect. 3.5). L is the system size, and n
the number of material phases; L = 24, n = 5 for a topological insulator, whereas for the Weyl semimetal,
L = 32, n = 4.
layer class channel number kernel size padding stride value output shape
input (1, L, L, L)
convolutional-1 16 5 × 5 × 5 True 1 (16, L, L, L)
convolutional-2 16 5 × 5 × 5 True 1 (16, L, L, L)
pooling-1 - 2 × 2 × 2 - 2 (16, L
2
, L
2
, L
2
)
convolutional-3 32 3 × 3 × 3 True 1 (32, L
2
, L
2
, L
2
)
convolutional-4 32 3 × 3 × 3 True 1 (32, L
2
, L
2
, L
2
)
pooling-2 - 2 × 2 × 2 - 2 (32, L
4
, L
4
, L
4
)
fully connected-1 (1024)
fully connected-2 (n)
and zero matrices of dimension M, respectively. The transfer matrix,
Tn =

V−1
n,n+1 0M
0M Vn+1,n


E IM − Hn −IM
IM 0M
 , (A·3)
therefore requires the existence of the inverse matrix, V−1
n,n+1
.
In the quantum percolation, Vn,n+1 is a diagonal matrix, the elements of which are
zero when the nearest-neighboring sites in the x–direction are disconnected, leading to
det(Vn,n+1) = 0. In the case of a fractal lattice, Vn,n+1 can be nonsquare matrix. In the case
of topological insulators, det(Vn,n+1) = ((t
2 − m2,x)2/4)2LyLz , so even in the case of a simple
cubic lattice, the transfer matrix method does not apply for the choice of parameters, t = m2,x.
Similarly, in our model of the 3DWeyl semimetal, Eq. (21), the transfer matrix method breaks
down in the x- and y-directions when t2sp − tstp = 0.
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