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There are many links between Differential Geometry and Convexity Theory.
An example of such a link is the affine surface area which has attracted increased
attention in recent years.
Originally a concept of Affine Differential Geometry, it was introduced by
Blaschke [Bl] for convex bodies in R3 with sufficiently smooth boundary and
extended by Leichtweiss [L 1] to convex bodies in Rn with sufficiently smooth
boundary. Its definition involves the Gauss curvature of the boundary points of
a convex body.
This explains why it has become important in Convexity Theory: it provides
a tool to “measure” the boundary structure of a convex body. This is one of
the reasons for the renewed interest in the affine surface area in recent years.
In many applications, so for instance in the approximation of convex bodies by
polytopes, one needs to have information about the boundary structure of a
convex body. Therefore it is not surprising that the affine surface area occurs
naturally in many such approximation results -random as well as non-random-
of the last few years by e.g. Ba´ra´ny [Ba 1], [Ba 2], Gruber [G 1], [G 2], Gruber
and Glasauer [G-G], Ludwig [Lud], Schneider [Sch] and Schu¨tt [S 2], to name
only a few.
Another reason is that various isoperimetric inequalities involving the affine
surface area are very closely related to other important affine isoperimetric in-
equalities (e.g., the curvature image inequality, the Blaschke-Santalo´ inequality,
and Petty ’s geominimal surface area inequality) (see e.g., [Lu 1], [P 1], [P 2]).
As an application, it has been proved by Lutwak and Oliker [Lu-O] that some
of these inequalities lead to a priori estimates for a certain class of non-linear
PDE’s.
From the point of view of Convexity Theory as well as the applications it is
a drawback to have the affine surface area only defined for convex bodies with
sufficiently smooth boundary. To find extension of the affine surface area to
arbitrary convex bodies without any smoothness assumptions on the boundary
had been a problem that was open for a long time. Fortunately within the
last decade several such extensions to arbitrary convex bodies have been given,
namely by Leichtweiss [L 2], Lutwak [Lu 2], Schmuckenschla¨ger [Schm] (for
convex symmetric bodies), Schu¨tt & Werner [S-W] and Werner [W 1]. These
extensions all coincide as was shown by Dolzmann and Hug [D-H] (for the ones
given by Leichtweiss and Lutwak), Schmuckenschla¨ger (for the ones given by
Schmuckenschla¨ger and Schu¨tt & Werner), Schu¨tt [S 1] (for the ones given by
Leichtweiss and Schu¨tt & Werner) and Werner [W 1] (for the ones given by
Schu¨tt & Werner and Werner).
In [M-W] we investigated a new class of convex bodies which Lutwak called
the Santalo´-bodies because of their connection with the Blaschke-Santalo´ in-
equality. It came as a surprise to us that these bodies provide yet another
(completely different) extension of the affine surface area to arbitrary convex
bodies which also coincides with the existing ones. All these extensions have a
common feature which illustrates nicely the fact that the affine surface area is a
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link between Convexity Theory and Differential Geometry: geometric features
of the affine surface area are used to give the desired extensions. In this way we
also obtain a geometric characterisation of the affine surface area. From these
geometric characterisations we get further insight into the nature of the affine
surface area and thus the boundary structure of a convex body. In a recent
paper this idea has been used in [W 2] to give completely general geometric
constructions for the affine surface area for arbitrary convex bodies which as
special cases give all the (so far) known definitions.
Lutwak [Lu 3] introduced a generalization of the affine surface area, the
p-affine surface area. For p = 1, the p-affine surface area is just the affine
surface area. Lutwak also showed in [Lu 3] that the p-affine surface area satisfies
extensions of the known inequalities involving affine surface area. As one of
the big varieties of results the following p-extension of the affine isoperimetric
inequality may be stated:
among all convex bodies in Rn with fixed volume the affine surface area is
maximal if and only if the body is an ellipsoid.
Therefore we expect that the p-affine surface area will turn out to be an
equally useful tool as the affine surface area.
Hug [H 1] gave new definitions of the p-affine surface area. He also proved
that this new definitons give the same p-affine surface area as that defined by
Lutwak. (In particular, Hug generalized the work of Dolzman-Hug from the p=1
case to arbitrary p). Hug showed that for the case p=n, the p-affine surface area
is the well-known centro-affine surface area. Thus the notion of p-affine surface
area connects two important affine geometric functionals.
The purpose of this paper is to give a geometric interpretation of the p-affine
surface area comparable to the ones given for the affine surface area. This is
done in terms of the generalized Santalo´-bodies which are of interest in their own
right. In the first part of the paper we provide the necessary background and
definitions and introduce the generalized Santalo´-bodies and study some of their
properties. In the second part of the paper we give geometric interpretations of
the p-affine surface area.
The analytic expression of p-affine surface area in [Lu 3] for convex bodies
with positive continueous curvature function makes sense not only for positive
p, but also for −n < p ≤ 0 and our geometric interpretaion holds for those
p too. We also introduce a definiton of the p-affine surface area for p = −n
together with its geometric interpretation.
The authors wish to thank MSRI for the hospitality and the organizers of
the special semester in Convex Geometry and Geometric Functional Analysis at
MSRI for inviting them. It was during the stay there that part of the paper was
prepared. We also want to thank E. Lutwak for his many helpful comments.
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Let K be a convex body in Rn and t ∈ R, t > 0. In [M-W] the Santalo´-
bodies S(K, t) were defined as
S(K, t) = {x ∈ K : |K||K
x|
v2n
≤ t},
where |K| denotes the n-dimensional volume of the convex body K and vn is
the volume of the n-dimensional Euclidean unit ball B(0, 1).
For a convex body K with sufficiently smooth boundary the affine surface
area O1(K) is
O1(K) =
∫
Sn−1
fK(u)
n
n+1 dσ(u) =
∫
∂K
κ(x)
1
n+1 dµK(x),
where fK(u) is the Gauss curvature function, that is the reciprocal of the
Gauss curvature κ(x) at this point x ∈ ∂K that has u as outer normal. µK
is the usual surface measure on the boundary ∂K of K and σ is the spherical
Lebesgue measure.
The connection between O1(K) and the Santalo´-bodies is as follows
limt→∞t
2
n+1 (|K| − |S(K, t)|) = 1
2
(
|K|
vn
)
2
n+1 O1(K), (1)
and thus the left hand side provides an extension of the affine surface area to
arbitrary convex bodies without any smoothness assumptions on the boundary
of K. The one given by (1) coincides with the ones given earlier by [L 2], [Lu
2], [S-W] and [W 1].
In [Lu 3] Lutwak introduced the p-affine surface area Op(K). For a convex
body K in Rn with positive continuous curvature function it can be written as
Op(K) =
∫
Sn−1
fK(u)
n
n+p
hK(u)
n(p−1)
n+p
dσ(u) =
∫
∂K
κ(x)
p
n+p
< x,N(x) >
n(p−1)
n+p
dµK(x),
where hK is the support function of K and N(x) is the outer normal in x ∈ ∂K.
By ||.|| we denote the standard Euclidean norm on Rn, <.,.> is the usual
inner product on Rn. B(a, r) is the n-dimensional Euclidean ball with radius r
centered at a.
For two sets A and B in Rn, co[A,B] = {λa+ (1 − λ)b : a ∈ A, b ∈ B, 0 ≤
λ ≤ 1} is the convex hull of A and B.
Unless stated otherwise we will always assume that a convex body K in Rn
has its Santalo´-point at the origin. Then 0 is the center of mass of the polar
body K0 which may be written as∫
K0
< x, y > dy = 0 for every x ∈ Rn.
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Let int(K) be the interior of K and for x ∈ int(K), Kx = (K − x)0 = {y ∈
Rn :< y, z − x >≤ 1 for all z ∈ K} is the polar body of K with respect to
x; K0 denotes the polar body with respect to the Santalo´-point. Moreover for
u ∈ Sn−1 we will denote by gK,u(s) the (n − 1) - dimensional volume of the
sections of K orthogonal to u, that is
gK,u(s) = |{z ∈ K :< z, u >= s}|.
Let φ : (−1, 1)→ [0,∞) be a continuous function such that
lims→1φ(s) =∞.
For x ∈ int(K) we put
ΦK(x) =
∫
K0
φ(< x, y >)dy. (2)
If u ∈ Sn−1 and λ ∈ R are such that 0 ≤ λ < 1
hK0 (u)
, then x = λu ∈ int(K)
and (2) can be written as
ΦK(x) =
∫ hK0(u)
−hK0(−u)
gK0,u(s)φ(λs)ds. (3)
Remark 1
The motivation to introduce ΦK comes from [M-W] where it was observed
that for u ∈ Sn−1 and λ ∈ R such that 0 ≤ λ < 1
hK0 (u)
we have for x = λu
|Kx| =
∫
K0
dy
(1− < x, y >)n+1 =
∫ hK0 (u)
−hK0(−u)
gK0,u(s)
(1− λs)n+1 ds.
The above expressions (2) and (3) generalize this.
We will eventually be interested in more specific functions φ. But first let
us state some general Lemmas.
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Lemma 2
Let K be a convex body in Rn and φ and ΦK as above.
If φ is convex, then ΦK is a convex function on int(K).
If φ is strictly convex, then so is ΦK .
Proof
Let x1 and x2 be in int(K), 0 ≤ λ ≤ 1. Then
ΦK(λx1 + (1− λ) x2) =
∫
K0
φ(< λx1 + (1− λ) x2, y >) dy,
which, by convexity of φ is
≤
∫
K0
(
λφ(< x1, y >) + (1− λ)φ(< x2, y >)
)
dy
= λΦK(x1) + (1 − λ)ΦK(x2).
If φ is strictly convex, then ΦK is strictly convex, as for x1 and x2 in int(K),
x1 6= x2, the n-dimensional volume of the set
{y ∈ K0 :< x1, y >=< x2, y >}
is equal to 0.
We define now for a function φ with above properties and for t ∈ R, t > 0
Sφ(K, t) = {x ∈ K : ΦK(x) ≤ t}.
In the sequel we consider only those t for which the Sφ(K, t) are non-empty.
Then we have
Lemma 3
Let φ : (−1, 1)→ [0,∞) be a continuous convex function such that
lims→1φ(s) =∞. Then
(i) For all t > 0, Sφ(K, t) is a convex body.
If φ is strictly convex, then so is Sφ(K, t).
(ii) For every affine transformation A with det A 6= 0, for all t > 0
Sφ(A(K), t) = A(Sφ(K, |detA|t)).
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Proof
(i) follows immediately from Lemma 2.
(ii) Let A be a affine transformation with detA 6= 0. We can write A = L+a,
where L is a linear transformation with detL 6= 0 and a is a vector in Rn. Then,
as 0 is the Santalo´-point of K, a is the Santalo´-point of A(K) and thus
(A(K))a = {z ∈ Rn :< z,Ay − a >≤ 1 for all y ∈ K}
= {z ∈ Rn :< L∗z, y >≤ 1 for all y ∈ K}
= {(L∗)−1w :< w, y >≤ 1 for all y ∈ K}
= (L∗)−1(K0).
Hence
Sφ(A(K), t) = {z ∈ A(K) : ΦA(K)(z) ≤ t}
= {Ax : x ∈ K,
∫
(A(K))a
φ(< Ax − a, y >) dy ≤ t}
= {Ax : x ∈ K,
∫
(L∗)−1(K0)
φ(< Lx, y >) dy ≤ t}
= {Ax : x ∈ K, |det(L∗)−1|
∫
K0
φ(< Lx, (L∗)−1y >) dy ≤ t}
= A(Sφ(K, |detA|t)).
Now we consider special functions φ. In view of Remark 1 a natural class of
functions φ to consider are
φβ(s) =
1
(1− s)β ,
for n+12 ≤ β.
For such φβ we denote Sφβ (K, t) by Sβ(K, t), that is
Sβ(K, t) = {x ∈ K :
∫
K0
dy
(1− < x, y >)β ≤ t},
or with x = λu, u ∈ Sn−1, 0 ≤ λ < 1
hK0(u)
,
Sβ(K, t) = {x = λu ∈ K :
∫ hK0(u)
−hK0(−u)
gK0,u(s)
(1− λs)β ds ≤ t}.
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In particular for β = n+ 1 we get the Santalo´-bodies S(K, t) of [M-W].
In the same way for y ∈ ∂K0, y = λu, u ∈ Sn−1, 0 ≤ λ < 1
hK(u)
Sβ(K
0, t) = {y ∈ K0 :
∫
K
dx
(1− < x, y >)β ≤ t} =
{y = λu ∈ K0 :
∫ hK(u)
−hK(−u)
gK,u(s)
(1− λs)β ds ≤ t}.
Remark
Instead of the functions φβ, a slightly more general class of functions φ can
be considered for which the conclusions of Theorem 6 and Proposition 7 will still
hold; namely for functions φ : (−1, 1)→ [0,∞) that are convex, continuous and
such that
lims→1(1− s)βφ(s) = c,
where c is a constant. This is easy to see from Lemma 5 and the proofs of
Theorem 6 and Proposition 7.
As for the Santalo´-bodies S(K, t) one can give estimates on the “size” of
Sβ(K, t) in terms of ellipsoids. Recall that for a convex body K the Binet
ellipsoid E(K) is defined by (see for instance [Mi-P])
||u||2E(K) =
1
|K|
∫
K
< x, u >2 dx, for all u ∈ Rn.
Proposition 4
Let K be a convex body in Rn. Then for n+12 ≤ β ≤ n+ 1,
dn(t, β) E(K
0) ⊆ Sβ(K, t) ⊆ cn(t, β) E(K0),
where
dn(t, β) =
1√
3 n
(1− n|K
0|
t(β − 1))
1
2
and
cn(t, β) =
2
√
2
((e − 2)β(β + 1)) 12 (
t
|K0| )
1
2 (1− |K
0|
t
)
1
2 .
If K is in addition symmetric, then cn(t, β) can be chosen as follows:
cn(t, β) = min{ 2
√
2
((e− 2)β(β + 1)) 12 (
t
|K0| )
1
2 (1− |K
0|
t
)
1
2 ,
√
2(1 − ( |K
0|
t
)
1
β−1 )
1
2 }.
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Remark
Observe that for n+12 ≤ β ≤ n+1 cn(t,β)dn(t,β) is equal to a constant that depends
only on |K
0|
t
. This means that if t ≤ c|K0|, c a constant, then Sβ(K, t) has
bounded (in terms of c) Banach Mazur distance to the ellipsoid E(K0).
Proof of Proposition 4
To get the right hand side inclusions we proceed exactly as in [M-W], The-
orems 6 and 7. To get the left hand side inclusion, it is enough to consider the
symmetric case by [F]. Then, as in the proof of Theorem 6 of [M-W],
t ≤ gK0,u(0)
∫ a
0
(
(1 − s
a
)n−1
(1− λs)β +
(1− s
a
)n−1
(1 + λs)β
)ds,
where a = n|K
0|
2gK0,u(0)
and for u ∈ Sn−1, λu ∈ ∂Sβ(K, t).
In the case λa ≥ 1, we get immediately as in [M-W]
Sβ(K, t) ⊇ 1√
3 n
E(K0).
In the case λa < 1, we estimate
gK0,u(0)
∫ a
0
(
(1− s
a
)n−1
(1− λs)β +
(1− s
a
)n−1
(1 + λs)β
)ds ≤
gK0,u(0)
∫ a
0
(
(1 − s
a
)β−2
(1− λs)β +
(1− s
a
)β−2
(1 + λs)β
)ds =
gK0,u(0) a
β − 1
(
1
(1− λa) +
1
(1 + λa)
)
,
from which it follows, as in [M-W], that
Sβ(K, t) ⊇ 1√
3 n
(
1− n|K
0|
t(β − 1)
) 1
2
E(K0).
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To relate the convex bodies Sβ(K, t) and Sβ(K
0, t) to the p-affine surface
area we need the following Lemma.
Lemma 5
(i) Let γ > −1 and β > γ + 1. For α ∈ (0, 1) let
I(α) =
αγ+1(1− α)β−(γ+1)
2γB(γ + 1, β − (γ + 1))
∫ 1
0
(1 − x2)γdx
(1 − αx)β ,
where for x, y > 0, B(x, y) =
∫ 1
0
tx−1(1− t)y−1dt is the Betafunction.
Then
I(α) ≤ 1 and limα→1I(α) = 1.
(ii) Let γ > 0 and for α ∈ (0, 1) let
J(α) =
1
2γ ln 11−α
∫ 1
0
(1− x2)γdx
(1 − αx)γ+1 .
Then
J(α) ≤ 1 + 1
(γ + 1)ln 11−α
and limα→1J(α) = 1.
Proof
(i) Put x = 1− w 1−α
α
. Then
I(α) =
1
2γB(γ + 1, β − (γ + 1))
∫ α
1−α
0
wγ(2− 1−α
α
w)γdw
(1 + w)β
.
The upper estimate for (i) follows immediately from this last expression.
And by the Monotone Convergence Theorem this last expression tends to
1
B(γ + 1, β − (γ + 1))
∫ ∞
0
wγdw
(1 + w)β
,
which is equal to 1.
(ii) Put α = 1− e−q and x = 1− e−qs. Then
∫ 1
0
(1− x2)γdx
(1− αx)γ+1 = q
∫ ∞
0
(2− e−qs)γds
(1 + e−q(1−s) − e−q)γ+1 .
Hence
J(α) =
1
2γ
∫ ∞
0
(2− e−qs)γds
(1 + e−q(1−s) − e−q)γ+1
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≤
∫ 1
0
ds
(1 + e−q(1−s) − e−q)γ+1 +
∫ ∞
1
ds
eq(s−1)(γ+1)
≤ 1 + 1
q(γ + 1)
.
The Monotone Convergence Theorem again implies that limα→1J(α) = 1.
The following theorem gives a geometric interpretation of the p-affine surface
area for all p > −n.
Theorem 6
Let K be a convex body in Rn such that ∂K is C3 and has strictly positive
Gaussian curvature everywhere. Then for n+12 < β
limt→∞(
t
cn,β
)
1
β−
n+1
2 (|K| − |Sβ(K, t)|) =
∫
Sn−1
fK0(u)
1
2β−(n+1)
hK0(u)
n− n+1
2β−(n+1)
dσ(u),
where cn,β = 2
n−1
2 vn−1B(
n+1
2 , β − n+12 ).
Remarks
(i) Thus we have that
limt→∞(
t
cn,β
)
1
β−
n+1
2 (|K| − |Sβ(K, t)|) = On(2β−n−2)(K0).
Especially for β = n+ 1 we get
On2(K
0) = limt→∞(
t
cn,n+1
)
2
n+1 (|K| − |Sn+1(K, t)|).
Sn+1(K, t) however is the Santalo´-body S(K, t) introduced in [M-W] and it was
shown there that
limt→∞(
t
cn,n+1
)
2
n+1 (|K| − |S(K, t)|) = O1(K).
Thus we get again a special case of a general formula of Hug [H 2] who showed
that for p > 0
Op(K) = On2
p
(K0).
Therefore we also get by Hug’s formula and by Theorem 6 that for p > 0
limt→∞(
t
cn,β
)
1
β−
n+1
2 (|K| − |Sβ(K, t)|) = O n2β−n−2 (K).
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(ii) As (K0)0 = K, it follows immediately from Theorem 6 under the same
hypothesis on K that
limt→∞(
t
cn,β
)
1
β−
n+1
2 (|K0| − |Sβ(K0, t)|) =
∫
Sn−1
fK(u)
1
2β−(n+1)
hK(u)
n− n+1
2β−(n+1)
dσ(u)
= On(2β−n−2)(K).
(iii) Using a compactness argument , the method of our proof shows that the
statement of Theorem 6 holds if we only suppose that ∂K is C2 and has strictly
positive Gaussian curvature everywhere.
Proof of Theorem 6
Note first that if K is such that ∂K is C3 and has strictly positive Gaussian
curvature everywhere, then the same holds for K0.
For u ∈ Sn−1 let y ∈ ∂K0 be such that N(y) = u.
By assumption the indicatrix of Dupin at y exists and is an ellipsoid. We
can assume that it is a sphere (see for instance [S-W]). Let
√
ρ =
√
ρ(u) be the
radius of this sphere.
We introduce a coordinate system such that y = 0 and u = N(y) =
(0, . . . 0,−1). H0 is the tangent hyperplane to ∂K0 in y = 0 and {Hs : s ≥ 0} is
the family of hyperplanes parallel to H0 that have non-empty intersection with
K0 and are at distance s from H0. For s > 0, H
+
s is the halfspace generated by
Hs that contains y = 0. For a ∈ R, let za = (0, . . . 0, a) and Ba = B(za, a) be
the Euclidean ball with center za and radius a. As in [W], for ε > 0 there exists
sε = sε(u) so that for all s ≤ sε
Bρ−ε ∩H+s ⊆ K0 ∩H+s ⊆ Bρ+ε ∩H+s .
We choose s0 = min{sε, ρ−ε2 }.
Define C1 to be the cone tangent to Bρ+ε at Hs0 ∩Bρ+ε and choose the minimal
s1 so that
K0 ∩ {z : s0 ≤< z,−u >≤ s1} ⊆ D = C1 ∩ {z : s0 ≤< z,−u >≤ s1}.
Then K0 is contained in the union of the truncated cone D and the cap Bρ+ε ∩
H+s0 = {z ∈ Bρ+ε :< z,−u >≤ s0}
K0 ⊆ D ∪ (Bρ+ε ∩H+s0). (4)
Let P be the point of intersection of ∂K0 with the positive xn-axis. Let C2
be the spherical cone C2 = co[P,Bρ−ε ∩ Hs0 ] and let h be the height of this
cone. Then
K0 ⊇ C2 ∪ (Bρ−ε ∩H+s0). (5)
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Now we want to estimate gK0,u(s). To do so we switch the origin of the
coordinate system such that the u-coordinate of the centroid of K0 is at 0 and
the positive u-direction coincides with the positive s-direction (see figure below
for the body containing K0 ).
Thus, because of (4)
gK0,u(s) ≤ vn−1
[
(ρ+ ε)2 −
(
s− (hK0(u)− (ρ+ ε))
)2]n−12
,
if
hK0(u)− s0 ≤ s ≤ hK0(u),
and
gK0,u(s) ≤ vn−1
[
s0(ρ+ ε) + (ρ+ ε− s0)(hK0(u)− s)(
2(ρ+ ε)s0 − s20
) 1
2
]n−1
,
if
−hK0(−u) ≤ s ≤ hK0(u)− s0.
And because of (5)
gK0,u(s) ≥ vn−1
[
(ρ− ε)2 −
(
s− (hK0(u)− (ρ− ε))
)2]n−12
,
if
hK0(u)− s0 ≤ s ≤ hK0(u),
and
gK0,u(s) ≥
vn−1
hn−1
[
(2s0(ρ− ε)− s20)
1
2 (s− hK0(u) + s0 + h)
]n−1
,
if
hK0(u)− s0 − h ≤ s ≤ hK0(u)− s0.
Let λ ∈ R, 0 ≤ λ < 1
hK0 (u)
. Then we have for x = λu ∈ ∂Sβ(K, t)
t =
∫ hK0 (u)
−hK0 (−u)
gK0,u(s)ds
(1− λs)β
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≤ vn−1(I1 + I2), (6)
where
I1 =
∫ hK0(u)
hK0(u)−s0
(
(ρ+ ε)2 −
(
s− (hK0(u)− (ρ+ ε))
)2)n−12
ds
(1− λs)β
}
and
I2 =
∫ hK0 (u)−s0
−hK0 (−u)
(
s0(ρ+ ε) + (ρ+ ε− s0)(hK0(u)− s)
)n−1
ds
(
2(ρ+ ε)s0 − s20
)n−1
2
(1− λs)β
.
We consider first I1.
I1 = (ρ+ ε)
n−1
∫ hK0(u)
hK0(u)−s0
[
1−
(
1 + s
ρ+ε −
hK0 (u)
ρ+ε
)2]n−12
ds
(1− λs)β .
We put v = 1 + s
ρ+ε −
hK0(u)
ρ+ε and get
I1 ≤ (ρ+ ε)
n
(
1− λ(hK0(u)− (ρ+ ε))
)β
∫ 1
0
(1− v2)n−12 dv(
1− λ(ρ+ε)v1−λ(hK0 (u)−(ρ+ε))
)β ,
which, by Lemma 5 (i) is
≤ 2
n−1
2 (ρ+ ε)
n−1
2 B(n+12 , β − n+12 )
λ
n+1
2 (1− λhK0(u))β−n+12
.
Using ρ+ ε ≥ s0 and λ(s+ s0) ≤ λhK0(u) < 1, we have
I2 ≤(
s0(ρ+ ε) + (ρ+ ε− s0)(hK0(u) + hK0(−u))
)n
−
(
s0(ρ+ ε) + (ρ+ ε− s0)s0
)n
n(λs0)β(2(ρ+ ε)s0 − s20)
n−1
2 (ρ+ ε− s0)
≤
(ρ+ ε)
n+1
2
(
s0 + hK0(u) + hK0(−u)
)n
nλβ(ρ+ ε− s0)sβ+
n−1
2
0
.
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Thus, putting cn,β = 2
n−1
2 vn−1B(
n+1
2 , β − n+12 ), we get
t ≤
cn,β(ρ+ ε)
n−1
2
λ
n+1
2 (1− λhK0(u))β−n+12
{
1+
vn−1(ρ+ ε)(1− λhK0(u))β−
n−1
2 (s0 + hK0(u) + hK0(−u))n
ncn,β(ρ+ ε− s0)sβ+
n+1
2
0 λ
β−n+12
}
.
We choose λ so big that
λ ≥ 1−min{ε
β+1+
n+1
2
β−
n+1
2 , s
β+1+
n+1
2
β−
n+1
2
0 }
min{hK0(u), ρ− ε}
. (7)
Then
t ≤ cn,β(ρ+ ε)
n−1
2 hK0(u)
n+1
2
(1− λhK0(u))β−
n+1
2
(1 + c1ε), (8)
where c1 is a constant.
On the other hand
t ≥ vn−1
∫ hK0(u)
hK0(u)−s0
(
(ρ− ε)2 −
(
s− (hK0(u)− (ρ− ε))
)2)n−12
ds
(1 − λs)β ,
which with v = 1 + s
ρ−ε −
hK0(u)
ρ−ε is equal to
vn−1(ρ− ε)n(
1− λ(hK0(u)− (ρ− ε))
)β
{∫ 1
0
(1 − v2)n−12 dv(
1− λ(ρ−ε)v1−λ(hK0 (u)−(ρ−ε))
)β
−
∫ 1− s0
ρ−ε
0
(1− v2)n−12 dv(
1− λ(ρ−ε)v1−λ(hK0(u)−(ρ−ε))
)β
}
. (9)
As (7) holds we get with Lemma 5 (i)
t ≥
cn,β(ρ− ε)n−12 hK0(u)
n+1
2
(1− λhK0(u))β−n+12
(
1− ε− 2
n+3
2 vn−1(ρ− ε)n+12 (1 − λhK0(u))β−
n+1
2
(n+ 1)cn,βs
β
0λ
β−n+1
2
)
or, again using (7)
t ≥ cn,β(ρ− ε)
n−1
2 hK0(u)
n+1
2
(1− λhK0(u))β−
n+1
2
(1− c2ε), (10)
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where c2 is a constant.
Thus we get for x = λu ∈ ∂Sβ(K, t)
λ =
1
hSβ(K,t)0(u)
and from (8)
λ ≥ 1
hK0(u)
{
1−
(
cn,β(ρ+ ε)
n−1
2 hK0(u)
n+1
2 (1 + c1ε)
t
) 1
β−
n+1
2
}
respectively from (10)
λ ≤ 1
hK0(u)
{
1−
(
cn,β(ρ− ε)n−12 hK0(u)
n+1
2 (1− c2ε)
t
) 1
β−
n+1
2
}
.
Therefore for t big enough
(1− d1ε)
1
β−
n+1
2 (ρ(u)− ε) n−12β−(n+1) hK0(u)−n+
n+1
2β−(n+1) ≤
1
n
(
t
cn,β
)
1
β−
n+1
2
(
(
1
hK0(u)
)n − ( 1
hSβ(K,t)0(u)
)n
)
≤
(1 + d2ε)
1
β−
n+1
2 (ρ(u) + ε)
n−1
2β−(n+1)hK0(u)
−n+ n+1
2β−(n+1) ,
where d1 and d2 are constants. This means that for every u ∈ Sn−1
limt→∞
1
n
(
t
cn,β
)
1
β−
n+1
2
(
(
1
hK0(u)
)n − ( 1
hSβ(K,t)0(u)
)n
)
=
fK0(u)
1
2β−(n+1)
hK0(u)
n− n+1
2β−(n+1)
.
Hence
limt→∞(
t
cn,β
)
1
β−
n+1
2
(
|K| − |Sβ(K, t)|
)
=
limt→∞
∫
Sn−1
1
n
(
t
cn,β
)
1
β−
n+1
2
(
(
1
hK0(u)
)n − ( 1
hSβ(K,t)0(u)
)n
)
dσ(u) =
∫
Sn−1
limt→∞
1
n
(
t
cn,β
)
1
β−
n+1
2
(
(
1
hK0(u)
)n − ( 1
hSβ(K,t)0(u)
)n
)
dσ(u)
=
∫
Sn−1
fK0(u)
1
2β−(n+1)
hK0(u)
n− n+1
2β−(n+1)
dσ(u).
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We still have to justify that we can interchange integration and limit. This
follows from Lebesgue’s Theorem and the
Claim
for every u ∈ Sn−1
t
1
β−
n+1
2
(
(
1
hK0(u)
)n − ( 1
hSβ(K,t)0(u)
)n
)
≤ l(u),
where l is a function independent of t and integrable on Sn−1.
Proof of the Claim
For u ∈ Sn−1 let again y ∈ ∂K0 be such that N(y) = u. We assume again
that the indicatrix of Dupin at y is a Euclidean ball with radius
√
ρ =
√
ρ(u).
We choose t0 so big that Sβ(K, t0) is a convex body. Then Sβ(K, t0) has non-
empty interior and there is α > 0 such that
B(0, α) ⊆ Sβ(K, t0) ⊆ B(0, 1
α
).
and the same holds for all t ≥ t0. Thus for x = λu ∈ ∂Sβ(K, t)
α ≤ λ = 1
hSβ(K,t)0(u)
≤ 1
α
. (11)
As before, we estimate
t =
∫ hK0 (u)
−hK0 (−u)
gK0,u(s)ds
(1− λs)β ≤ vn−1(I1 + I2),
where I1 and I2 are as above. From above we get for all t
I1 ≤
2
n−1
2 (ρ+ ε)
n−1
2 B(n+12 , β − n+12 )
λ
n+1
2 (1− λhK0(u))β−n+12
,
which, using (11), can be estimated for all t ≥ t0 by
≤ k1 (ρ+ ε)
n−1
2
(1 − λhK0(u))β−
n+1
2
,
where k1 is a constant independent of t and u. Also from above we get for all t
I2 ≤
(ρ+ ε)
n+1
2
(
s0 + hK0(u) + hK0(−u)
)n
nλβ(ρ+ ε− s0)sβ+
n−1
2
0
.
As s0 = min{sε, ρ−ε2 } ≤ ρ−ε2 and as K0 is bounded, hence contained in some
ball, for t ≥ t0 the last expression can be estimated with (11) by
I2 ≤ k2 (ρ+ ε)
n−1
2
s
β+n−12
0
,
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where k2 is a constant. As ∂K
0 is C3and has strictly positive Gaussian curvature
everywhere, σε = minu∈Sn−1sε(u) > 0. Let R0 = minz∈∂K0,1≤i≤n−1Ri(z),
where Ri(z) is the i-th principal radius of curvature at z ∈ ∂K0. By the
assumptions on ∂K, R0 > 0 (see [L]) and ρ ≥ R0 for all ρ. Thus
s0 ≥ min{ρ− ε
2
, σε} ≥ min{R0 − ε
2
, σε},
which is a stictly positive number independent of u and t. Thus for t ≥ t0
t ≤ k ρ
n−1
2
(1− λhK0(u))β−n+12
,
where k is a (new) constant independent of t and u. Therefore
λ ≥ 1
hK0(u)
(
1− kρ
n−1
2β−n−1
t
1
β−
n+1
2
)
and thus for all t ≥ t0
t
1
β−
n+1
2
(
(
1
hK0(u)
)n − ( 1
hSβ(K,t)0(u)
)n
)
≤ c (ρ(u))
n−1
2β−n−1
(hK0(u))n
,
where c is a (new) constant independent of t and u.
And the function l(u) = (ρ(u))
n−1
2β−n−1
(hK0(u))
n is integrable on S
n−1.
This proves the Claim and thus the Theorem.
The next Proposition deals with the case β = n+12 . First we want to give a
definition for O−n(K) and the motivation for this definition. This definition is
probably well known though we did not find a reference.
For λ ∈ R, λ ≥ 0 ([Lu 3], [H 1])
Op(λK) = λ
n(n−p)
n+p Op(K).
Therefore O˜p(K) = Op(K)
n+p
n−p is homogeneous of degree n and affine invariant.
O˜p(K) =
(∫
Sn−1
(
fK(u)
n
hK(u)n(p−1)
)
1
n+p dσ(u)
) n+p
n−p
= || f
n
K
h
n(p−1)
K
|| 1
n+p
,
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where for a function g ∈ Lq(Sn−1), ||g||q = (
∫
Sn−1
g(u)qdσ(u))
1
q . Thus, if
p→ −n,
O˜p(K)→ maxu∈Sn−1fK(u)
1
2hK(u)
n+1
2 = ||f
1
2
Kh
n+1
2
K ||∞.
The latter is also an affine invariant and it is therefore natural to put
O˜−n(K) = maxu∈Sn−1fK(u)
1
2 hK(u)
n+1
2 .
Proposition 7 respectively Remark (ii) following Proposition 7 gives a geometric
interpretation of this affine invariant.
Proposition 7
Let K be a convex body in Rn such that ∂K is C3 and has strictly positive
Gaussian curvature everywhere. Then
nlimt→∞
|K| − |Sn+1
2
(K, t)|
∫
Sn−1
fK0 (u)
1
n−1
hK0(u)
n+1 exp
(
−t
2
n−1
2 hK0(u)
n+1
2 fK0 (u)
1
2
)
dσ(u)
= 1.
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Remarks
(i) As (K0)0 = K, it follows immediately from Proposition 7 that
nlimt→∞
|K0| − |Sn+1
2
(K0, t)|
∫
Sn−1
fK(u)
1
n−1
hK(u)n+1
exp
(
−t
2
n−1
2 hK(u)
n+1
2 fK(u)
1
2
)
dσ(u)
= 1.
(ii) It also follows from Proposition 7 that
limt→∞
1
t
ln
(
1
|K| − |Sn+1
2
(K, t)|
)
=
2−
n−1
2
maxu∈Sn−1(hK0(u)
n+1
2 fK0(u)
1
2 )
.
Indeed, if we put B(t) =
∫
Sn−1
g(u)
(
exp(− 1Φ(u) )
)t
dσ(u), where g(u) =
fK0 (u)
1
n−1
hK0(u)
n+1 and Φ(u) = 2
n−1
2 fK0(u)
1
2hK0(u)
n+1
2 andA(t) = n(|K|−|Sn+1
2
(K, t)|),
then by Proposition 7, A(t)
B(t) → 1, as t→∞. Hence
ln
(
A(t)
B(t)
)
= ln(A(t)) − ln(B(t)) = ln(A(t))
(
1− ln(B(t))
ln(A(t))
)
→ 0.
As A(t) → 0 and B(t) → 0 as t → ∞, it follows that ln(B(t))
ln(A(t))
→ 1 as t → ∞
and thus
ln(B(t))
1
t
t
ln(A(t))
=
ln(B(t))
t
t
ln(A(t))
→ 1.
But
(B(t))
1
t =
(∫
Sn−1
g(u)
(
exp(− 1
Φ(u)
)
)t
dσ(u)
) 1
t
= ||exp(− 1
Φ
)||Lt(Sn−1,gdσ) → ||exp(−
1
Φ
)||L∞(Sn−1),
as t→∞. From this (ii) follows.
Proof of Proposition 7
We use the same notations as in the proof of Theorem 6. In fact up to the
estimates (6) and (9) for t both proofs are identical. Then we apply Lemma 5
(ii) instead of Lemma 5 (i) to estimate I1 and get again with v = 1+
s
ρ+ε−
hK0(u)
ρ+ε
I1 ≤ (ρ+ ε)
n
(
1− λ(hK0(u)− (ρ+ ε))
)n+1
2
∫ 1
0
(1− v2)n−12 dv(
1− λ(ρ+ε)v1−λ(hK0 (u)−(ρ+ε))
)n+1
2
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≤ 2
n−1
2 (ρ+ ε)
n−1
2
λ
n+1
2
ln(1 +
λ(ρ+ ε)
1− λhK0(u)
)
(
1 +
2
(n+ 1)ln(1 + λ(ρ+ε)1−λhK0 (u)
)
)
.
We use the same estimate as in the proof of Theorem 6 for I2 and get with
β = n+12
I2 ≤ (ρ+ ε)
n+1
2 (s0 + hK0(u) + hK0(−u))n
n(ρ+ ε− s0)λn+12 sn0
.
Thus for
λ ≥ max{1−
ε
2 , 1− e
−1
εsn
0
2 }
min{hK0(u), ρ− ε}
t ≤ (1 + cε)vn−12
n−1
2 (ρ+ ε)
n−1
2 hK0(u)
n+1
2 ln(1 +
λ(ρ+ ε)
1− λhK0(u)
),
where c is a constant. This implies that
λ =
1
h(Sn+1
2
(K,t))0(u)
≥ 1
hK0(u)
[
1− ρ+ ε
hK0(u)
(
exp(
t
(1 + cε)vn−12
n−1
2 (ρ+ ε)
n−1
2 hK0(u)
n+1
2
)− 1
)−1]
.
Consequently
|K| − |Sn+1
2
(K, t)| = 1
n
∫
Sn−1
(
1
hK0(u)n
− 1
h(Sn+1
2
(K,t))0(u)n
)
dσ(u)
≤∫
Sn−1
{
ρ(u) + ε
hK0(u)n+1
exp
( −t
(1 + cε)vn−12
n−1
2 (ρ+ ε)
n−1
2 hK0(u)
n+1
2
)
(
1− 1
exp( t
(1+cε)vn−12
n−1
2 (ρ+ε)
n−1
2 hK0(u)
n+1
2
)
)−1}
dσ(u).
For t sufficiently big, this gives the estimate from above.
In the same way
t ≥ (1 − dε)vn−12
n−1
2 (ρ− ε)n−12 hK0(u)
n+1
2 ln(1 +
λ(ρ− ε)
1− λhK0(u)
),
where d is a constant. Therefore
λ =
1
h(Sn+1
2
(K,t))0(u)
≤
21
1hK0(u)
[
1− (1− ε)(ρ− ε)
hK0(u)
exp
( −t
(1− dε)vn−12n−12 (ρ− ε)n−12 hK0(u)
n+1
2
)]
and thus for t sufficiently big
|K| − |Sn+1
2
(K, t)| ≥
∫
Sn−1
(1 − ε)2(ρ(u)− ε)
hK0(u)n+1
exp
( −t
(1 − dε)vn−12n−12 (ρ− ε)n−12 hK0(u)n+12
)
dσ(u).
The floating body can also be used to give a geometric interpretation of the
p-affine surface area for certain p.
Recall that for δ > 0, δ small enough, Kδ is said to be a (convex) floating
body of K, if it is the intersection of all halfspaces whose defining hyperplanes
cut off a set of volume δ of K ([S-W]). More precisely, for u ∈ Sn−1 and for
0 < δ let auδ be defined by
|{x ∈ K :< x, u >≥ auδ }| = δ.
Then Kδ = ∩u∈Sn−1{x ∈ K :< x, u >≤ auδ }. Observe that one has always
hKδ(u) ≤ aδ(u), with generally strict inequality. There is equality for every u
and every δ ≤ |K|2 whenever K is centrally symmetric (see [M-R]).
Then we have
Theorem 8
Let K be a convex body in Rn such that ∂K is C2 and has strictly positive
Gaussian curvature everywhere. Then
limδ→0cn
|(Kδ|K|)0| − |K0|
(δ|K|) 2n+1
=
∫
Sn−1
dσ(u)
fK(u)
1
n+1hK(u)n+1
,
where cn =
2vn−1
n+1 .
Remark
Thus
limδ→0cn
|(Kδ|K|)0| − |K0|
(δ|K|) 2n+1
= O−n(n+2)(K).
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Proof of Theorem 8
For u ∈ Sn−1 let x ∈ ∂K be such that N(x) = u. By assumption the
indicatrix of Dupin at x exists and is an ellipsoid. We can again assume that
it is a Euclidean ball with radius
√
ρ =
√
ρ(u). With the notations and the
coordinate system introduced in the proof of Theorem 6 (with x instead of y),
for ε > 0 there exists s0 such that
Bρ−ε ∩H+s0 ⊆ K0 ∩H+s0 ⊆ Bρ+ε ∩H+s0 .
We choose δ so small that s0 > hKδ|K|(u). Now, as in the proof of Theorem 6,
we change the coordinate system so that the Santalo´-point of K is at the origin
and the positive u-direction is the positive s-direction. By construction of the
floating body
δ|K| ≤
∫ hK(u)
hKδ|K| (u)
gK,u(s)ds
≤ vn−1
∫ hK(u)
hKδ|K| (u)
(
(ρ+ ε)2 − (s+ ρ+ ε− hK(u))2
)n−1
2
ds
≤ 2
n+1
2 vn−1
n+ 1
(ρ+ ε)
n−1
2
(
hK(u)− hKδ|K|(u)
)n+1
2
.
Thus
1
hKδ|K|(u)
n
≥ 1
hK(u)n
(
1 +
n(δ|K|) 2n+1
cnhK(u)(ρ+ ε)
n−1
n+1
)
and hence
cn
n(δ|K|) 2n+1
[
1
hKδ|K|(u)
n
− 1
hK(u)n
]
≥ 1
hK(u)n+1(ρ+ ε)
n−1
n+1
. (12)
On the other hand by the fact that for each z ∈ ∂Kδ|K| there exists a tangent
hyperplane that cuts off exactly δ|K| of K and by [S-W], Lemma 11, for ε > 0
there exists δ0 such that for all δ ≤ δ0
δ|K| ≥ (1 − ε)vn−1
∫ hK(u)
hKδ|K| (u)+ε
(
(ρ− ε)2 − (s+ ρ− ε− hK(u))2
)n−1
2
ds
≥ (1 − ε)2
n+1
2 vn−1
n+ 1
(ρ− ε)n−12
(
hK(u)− hKδ|K|(u)− ε
)n+1
2
(
1− 1
ρ− ε (hK(u)− hKδ|K|(u)− ε)
)n−1
2
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≥ (1− cε)2
n+1
2 vn−1
n+ 1
(ρ− ε)n−12
(
hK(u)− hKδ|K|(u)
)n+1
2
,
for some constant c. Thus for δ small enough
1
hKδ|K|(u)
n
≤ 1
hK(u)n
{
1 +
n(δ|K|) 2n+1 (1 + dA(δ))
cn(1− cε) 2n+1hK(u)(ρ− ε)
n−1
n+1
(
1 +
1
n
(
n
2
)
A(δ)(1 + dA(δ)) +
1
n
(
n
3
)
(A(δ))2(1 + dA(δ))2 + · · ·
· · ·+ 1
n
(A(δ)n(1 + dA(δ))n
)}
,
where d is a constant and A(δ) = n(δ|K|)
2
n+1
cn(1−cε)
2
n+1 hK(u)(ρ−ε)
n−1
n+1
.
Thus
cn
n(δ|K|) 2n+1
[
1
hKδ|K|(u)
n
− 1
hK(u)n
]
≤ (1 + dA(δ))
(1 − cε) 2n−1hK(u)n+1(ρ− ε)
n−1
n+1
{
1 +
1
n
(
n
2
)
A(δ)(1 + dA(δ)) +
1
n
(
n
3
)
(A(δ))2(1 + dA(δ))2 + · · ·
· · ·+ 1
n
(A(δ)n(1 + dA(δ))n
}
. (13)
(12) and (13) show that for u ∈ Sn−1
limδ→0
cn
n(δ|K|) 2n+1
[
1
hKδ|K|(u)
n
− 1
hK(u)n
]
=
ρ(u)−
n−1
n+1
hK(u)n+1
.
Therefore
limδ→0cn
|(Kδ|K|)0| − |K0|
(δ|K|) 2n+1
=
limδ→0
∫
Sn−1
cn
n(δ|K|) 2n+1
[
1
hKδ|K|(u)
n
− 1
hK(u)n
]
dσ(u) =
∫
Sn−1
limδ→0
cn
n(δ|K|) 2n+1
[
1
hKδ|K|(u)
n
− 1
hK(u)n
]
dσ(u)
=
∫
Sn−1
dσ(u)
fK(u)
1
n+1hK(u)n+1
.
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We still have to justify that we can interchange integration and limit. This
follows from Lebesgue’s Theorem and the
Claim
for every u ∈ Sn−1
1
n(δ|K|) 2n+1
[
1
hKδ|K|(u)
n
− 1
hK(u)n
]
≤ g(u),
where g is a function independent of δ and integrable on Sn−1.
Proof of the Claim
For u ∈ Sn−1 let x ∈ ∂K be such that N(x) = u. Moreover we can suppose
that 0 ∈ int(K) and choose α > 0 such that
B(0, α) ⊆ K ⊆ B(0, 1
α
). (14)
Let again R0 = minx∈∂K,1≤i≤n−1Ri(x), where Ri(x) is the i-th principal radius
of curvature at x ∈ ∂K. R0 > 0 (see [L]).
By the Blaschke Rolling Theorem (see [L]), we have for all x ∈ ∂K
B(x −R0N(x), R0) ⊆ K. (15)
By [L] there exists δ0 such that for all δ < δ0 ∂Kδ|K| is C
2.
We put δ1 = min{δ0, (34α)
n+1
2
cnR
n−1
2
0
|K| }. Then we have for all δ < δ1 that ∂Kδ|K|
is C2. Consequently for u ∈ Sn−1 there is z ∈ ∂Kδ|K| such that N(z) = u and
the tangent-hyperplane to Kδ|K| in z orthogonal to u cuts off exactly δ|K| from
K.
Now we distinguish two cases.
a) ||x− z|| < x||x|| , u >≤ R0.
Because of (15), δ|K| can be estimated from below by the volume of the cap of
height ||x− z|| < x||x|| , u >= hK(u)− hKδ|K|(u) of a Euclidean ball with radius
R0. Thus
δ|K| ≥ 2vn−1
n+ 1
R
n−1
2
0
(
hK(u)− hKδ|K|(u)
)n+1
2
,
and hence with (14) and the choice of δ1
1
(hKδ|K|(u))
n
≤ 1 + cn(δ|K|)
2
n+1
(hK(u))n
,
where c is a constant independent of δ and u. Therefore we get in this case with
a constant d
1
n(δ|K|) 2n+1
[
1
hKδ|K|(u)
n
− 1
hK(u)n
]
≤ d
R
n−1
n+1
0 hK(u)
n+1
25
and the latter is an integrable function on Sn−1.
b) ||x− z|| < x||x|| , u >> R0.
Let Hx be the hyperplane through 0 orthogonal to the vector x and let C be the
cone C = co[x,Hx ∩B(0, α)]. Then the tangent-hyperplane to ∂Kδ|K| through
z cuts off more from K than it does from C and therefore
δ|K| ≥ vn−1α
n−1||x− z||n
n||x||n−1 ,
as the volume that a hyperplane cuts off the cone C is minimal if the hyperplane
is parallel to the base of the cone. Thus
δ|K| ≥ 1
n
vn−1α
2(n−1)
(
hK(u)− hKδ|K|(u)
)n
and hence with a constant k (independent of u and δ)
1
n(δ|K|) 2n+1
[
1
hKδ|K|(u)
n
− 1
hK(u)n
]
≤ k
(δ|K|) n−1n(n+1) (hK(u))n
.
By assumption b) δ|K| ≥ 12Rn0 vn and thus the latter can be estimated by
≤ k( 2
vn
)
n−1
n(n+1)
1
R
n−1
n+1
0
1
hK(u)n
,
which is integrable on Sn−1.
This finishes the proof of the Claim and thus of the Theorem.
26
References
[Ba 1] I. Ba´ra´ny: Random polytopes in smooth convex bodies, Mathematika
39 (1992), 81-92
[Ba 2] I. Ba´ra´ny: Affine perimeter and limit shape, Journal fu¨r Reine und
Angew. Math. (1997), 71-84
[Bl] W. Blaschke: Vorlesungen u¨ber Differentialgeometrie II, Affine Dif-
ferentialgeometrie, Springer Verlag Berlin 1923
[D-H] G. Dolzmann, D. Hug: Equality of two representations of extended
affine surface area, Archiv der Mathematik 65 no.4 (1995), 352-356
[F] M. Fradelizi: Hyperplane sections of convex bodies in isotropic posi-
tion, preprint (1997)
[G-G] S. Glasauer, P. M. Gruber: Asymptotic estimates for best and step-
wise approximation of convex bodis III, Forum Math.9 (1997), 383-
404
[G 1] P. Gruber: Aspects of approximation of convex bodies, Handbook of
Convex Geometry, vol.A (1993), 321-345, North Holland
[G 2] P. M. Gruber: Asymptotic estimates for best and stepwise approxi-
mation of convex bodies II, Forum Math. 5 (1993), 521-538
[H 1] D. Hug: Contributions to affine surface area, Manuscripta Math. 91
(1996), 283-301
[H 2] D. Hug: Curvature Relations and Affine Surface Area for a General
Convex Body and its Polar, Results in Mathem. 29 (1996), 233-248
[L 1] K. Leichtweiss: U¨ber ein Formel Blaschkes zur Affinoberfla¨che, Studia
Scient. Math. Hung. 21 (1986), 453-474
[L 2] K. Leichtweiss: Zur Affinoberfla¨che konvexer Ko¨rper, Manuscripta
Math. 56 (1986), 429-464
[Lud] M. Ludwig: Asymptotic approximation of smooth convex bodies by
general polytopes, to appear in Mathematika
[Lu 1] E. Lutwak: On some affine isoperimetric inequalities, J. Differential
Geom. 23 (1986), 1-13
[Lu 2] E. Lutwak: Extended affine surface area, Adv. in Math. 85 (1991),
39-68
[Lu 3] E. Lutwak: The Brunn-Minkowski-Fiery Theory II: Affine and Geo-
minimal Surface Areas, Adv. in Math. 118 (1996), 244-294
27
[Lu-O] E. Lutwak, V. Oliker: On the regularity of the solution of a general-
ization of the Minkowski problem, J. Differential Geom. 41, 227-246
[M-R] M. Meyer, S. Reisner: A geometric property of the boundary of sym-
metric convex bodies and convexity of flotation surfaces, Geom. Ded-
icata 37 (1991), 327-337
[M-W] M. Meyer, E. Werner: The Santalo´-regions of a convex body, to ap-
pear in Transactions of the AMS
[Mi-P] V. D. Milman, A. Pajor: Isotropic position and inertia ellipsoids and
zonoids of the unit ball of a normed n-dimensional space, GAFA
(eds. J. Lindenstrauss, V.D. Milman), Lecture Notes in Math.1376,
Springer, Berlin (1989), 64-104.
[P 1] C. M. Petty: Projection bodies, Proc. Coll. Convexity, Copenhagen
1965 Kobenhavns Univ.Mat.Inst. (1967), 234-241
[P 2] C. M. Petty: Isoperimetric Problems, Proc. Conf. Convexity and
Combinatorial Geometry (Univ. Oklahoma, 1971), University of Ok-
lahoma (1972), 26-41
[Schm] M. Schmuckenschla¨ger: The disrtibution function of the convolution
square of a convex symmetric body in Rn, Israel J. Math. 78 (1992),
309-334
[Sch] R. Schneider: Random approximation of convex sets, J. of Microscopy
151 (1988), 211-227
[S 1] C. Schu¨tt: On the affine surface area, Proc. Amer. Math. Soc. 118
(1993), 1213-1218.
[S 2] C. Schu¨tt: Random polytopes and affine surface area, Math. Nachr.
170 (1994), 227-249
[S-W] C. Schu¨tt, E. Werner: The convex floating body, Math. Scand. 66
(1990), 275-290.
[W 1] E. Werner: Illumination bodies and affine surface area, Studia
Math.110 (1994 ), 257-269 .
[W 2] E. Werner: A general geometric construction of affine surface area,
preprint (1997)
28
Mathieu Meyer
Universite´ de Marne-la-Valle´e
Equipe d’Analyse
93166 Noisy-le-Grand Cedex, France
e-mail:meyer@math.univ.mlv.fr
Elisabeth Werner
Department of Mathematics
Case Western Reserve University
Cleveland, Ohio 44106, U.S.A.
e-mail: emw2@po.cwru.edu
and
Universite´ de Lille 1
Ufr de Mathematique
59655 Villeneuve d’Ascq, France
29
