Abstract. We call non-pointed quantum group to the Drinfeld double of the bosonization of a finitedimensional Nichols algebra over a finite non-abelian group. We prove that a Verma module over a non-pointed quantum group has a unique simple quotient and simple socle. This gives us two bijective correspondences between the set of simple modules over a non-pointed quantum group and the set of simple modules over the Drinfeld double of the underlying non-abelian group. As an example, we describe the lattice of submodules of the Verma modules attached to the bosonization of the 12-dimensional Fomin-Kirillov algebra and the symmetric group S 3 .
Introduction
The Drinfeld doubles, and their quotients, of bosonizations of braided Hopf algebras over abelian groups are known in the folklore as quantum groups. Such is the case of the quantum enveloping algebra U q (g) or the small quantum group u q (g) [D, L] . These kind of quantum groups have been intensely studied, both its intrinsic structure and its representation theory. However, according to our best knowledge, there is not any research which contemplates non-abelian groups. The purpose of our work is to give a first step in this direction.
Let G be a finite non-abelian group and V a Yetter-Drinfeld module over kG with finite-dimensional Nichols algebra B(V ). We denote by D the Drinfeld double of the bosonization B(V )#kG. For shortness we say that D is a non-pointed quantum group because, unlike the abelian case, D is non-pointed as coalgebra. Indeed, we will see that its coradical is the Drinfeld double D(G) of kG. Moreover, D(G) is a Hopf subalgebra of D and thus we obtain a triangular decomposition
D = B(V )⊗D(G)⊗B(V )
where V denotes the dual object of V in the category of D(G)-modules and B(V ) is its Nichols algebra. Hence D is generated as an algebra by the elements of D (G) , V and V . We compute the commutation rules of these generators and deduce that D is a Z-graded algebra by defining
In this setting the Borel subalgebra, denoted by D ≥0 , is the bosonization of B(V ) over D (G) .
We introduce the Verma modules for a non-pointed quantum group as the modules induced by the simple modules of the Borel subalgebra. Up to isomorphism, the simple D ≥0 -modules are the simple D(G)-modules over which B(V ) acts by zero. Let M be a simple D ≥0 -module. Notice that M is not necessarily one-dimensional as G is non-abelian. This fact brings a significant difference with the abelian case: the Verma module attached to M is generated by a single element but as a module over the negative part D − = B(V ) is free of rank the dimension of M .
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However, we prove that a Verma module has a unique simple quotient as in the abelian case. Therefore we obtain a bijective correspondence
where L(M ) denotes the unique simple quotient of the Verma module attached to M . The module L(M ) is completely defined by the property of being the unique (up to isomorphisms) simple highest-weight module of weight M . We also show that the socle of a Verma module is simple what gives us another bijective correspondence between the set of simple D(G)-modules and the set of simple D-modules.
We finally develop a concrete example. We consider as B(V ) the smallest Nichols algebra over a non-abelian group. This is isomorphic to the 12-dimensional quadratic algebra E 3 introduced by Fomin and Kirillov in [FK] and belongs in the category of Yetter-Drinfeld modules over the symmetric group S 3 , see [MS] . Therefore the corresponding non-pointed quantum group D is generated as an algebra by −the generators of B(V ): x (12) , x (23) , x (13) ;
−the generators of D(S 3 ): g, δ g for all g ∈ S 3 ; −the generators of B(V ): y (12) , y (23) , y (13) .
These elements are subjected to the next relations:
(given by B(V ) ) y 2 (ij) = y (ij) y (ik) + y (jk) y (ij) + y (ik) y (jk) = 0, (given by B(V ) )
where {i, j, k} = {1, 2, 3}; δ h g =g δ g −1 hg , (given by D(S 3 ) ) gx (ij) = sgn(g) x g(ij)g −1 g, δ g y (ij) = y (ij) δ (ij)g , (given by the bosonizations)
δ h x (ij) = x (ij) δ (ij)h , y (ij) g = sgn(g) g y g −1 (ij)g , y (ij) x (ij) + x (ij) y (ij) = 1 + (ij)(δ (ij) − δ e ), (given by the definition of D)
for all transpositions (ij) and (ik) and g, h ∈ S 3 .
We compute the lattice of submodules of each Verma module of D and classify its simple modules. From this specific example we see that
• A Verma module could be simple.
• The simple quotient and the socle of a Verma module could be non isomorphic.
• A simple D(G)-module (these are the weights in our setting) could appear in the decomposition of two non-isomorphic simple D-modules.
Preliminaries
Through this work k denotes an algebraically closed field of characteristic zero. The dual of a vector space V will be denoted by V * . If v ∈ V and f ∈ V * , then f, v denotes the evaluation of f in v. Let S be a set. We write kS for the free vector space on S. Let A be an algebra and M an A-module. If B ⊆ A and S ⊆ M , then BS denotes the set of all bs with b ∈ B and s ∈ S.
Let H be a finite-dimensional Hopf algebra. We denote by ∆, S and ε the comultiplication, the antipode and the counit of H. We will use the Sweedler notation ∆(h) = h (1) ⊗h (2) for the comultiplication of any h ∈ H, and for the coaction δ(m) = m (−1) ⊗m (0) of an element m belonging in a H-comodule.
Recall that
H H YD denotes the category of Yetter-Drinfeld modules over H, whose objects are the H-modules and H-comodules M such that for every h ∈ H and m ∈ M it holds that (hm) (−1) ⊗(hm) (0) = h (1) m (−1) S(h (3) )⊗h (2) m (0) . [Mj2, Theorem 7.1 .1]. Namely, D(H) is H⊗H * as coalgebra. Meanwhile, the multiplication and the antipode are given by (h⊗f )(h ⊗f ) = f (1) , h (1) f (3) , S H (h (3) ) (hh (2) ⊗f f (2) ),
We consider the Drinfeld double D(H) of H according to

S(h⊗f ) =(1⊗S
−1 H * (f ))(S H (h)⊗ε), for every h, h ∈ H and f, f ∈ H * .
In consequence, we have that H and H * op are Hopf subalgebras of D(H).
Recall that the category
for every h ∈ H, f ∈ H * and m ∈ M .
The Nichols algebra of V ∈
H H YD is constructed as follows, see for instance [AS, §2.1] . First, we consider the tensor algebra T (V ) as a graded braided Hopf algebra in
for all v ∈ V . Let J (V ) be the maximal ideal and coideal of T (V ) generated by homogeneous elements of degree ≥ 2. Then the Nichols algebra of V is the quotient
which is a graded braided Hopf algebra in H H YD. Its homogeneous component of degree n ∈ N will be denoted B n (V ). Note that
its homogeneous component of maximum degree is one-dimensional and it is the space of left and right integrals, see for instance [AG, §2.3 and §3.2] . [R, Mj1] is the Hopf algebra structure defined on B(V )⊗H in such a way that H is a Hopf subalgebra, B(V ) is a subalgebra,
The bosonization B(V )#H
It is a graded Hopf algebra where its homogeneous component of degree n ∈ N is B n (V )#H.
2.4. Let G be a finite group. The unity element of G is denoted by e. We set k G = (kG) * , the dual Hopf algebra of the group algebra kG. Let {δ g } g∈G be the dual basis of the canonical basis {g} g∈G of kG. The comultiplication of an element δ g belonging in this basis is
Then M is G-graded with homogeneous component of degree g:
We denote by Supp M the subset of G formed by those elements whose homogeneous component in M is non-zero. The one-dimensional k G -module of degree g will be denoted k g . If k G is a subalgebra of A, then we will consider A as a k G -algebra with the adjoint action, that is f a = ad(f )a = f (1) aS(f (2) ).
2.5. The Drinfeld double of a group algebra. We denote by D(G) the Drinfeld Double of kG. Since k G is a commutative algebra, k G and kG are Hopf subalgebras of D (G) . Then the algebra structure of
We will define Verma modules in §3.1 by inducing from the simple D(G)-modules. These are wellknown because they are equivalent to the simple objects in kG kG YD and a description of these last can be found for instance in [AG, Subsection 3.1] . We recall this description but in the context of modules over D (G) .
Let O g be the conjugacy class of g ∈ G, C g the centralizer of g and (U, ) an irreducible representation of C g . The kG-module induced by (U, ),
is also a k G -module if we define the action by
is simple and any simple D(G)-module is of this form by [AG, Proposition 3.1.2] .
Let S 3 be the group of bijections on {1, 2, 3}. We set σ = (12) and τ = (123). These two cycles generate S 3 and satisfy the relations σ 2 = e = τ 3 and στ σ = τ −1 . The conjugacy classes of S 3 are O e = {e}, O σ = {(12), (13), (23)} and O τ = {(123), (132)} .
Next, we describe the simple D(S 3 )-modules which we will consider in §4.
2.5.1. Simple modules attached to σ. The centralizer C σ is just the cyclic subgroup generated by σ. Then C σ has only two irreducible representations: the trivial one and the induced by the sign map sgn : S 3 → {±1}. Therefore the simple D(S 3 )-modules attached to σ are
Let us consider the set of symbols |12 ± , |23 ± , |13 ± as a basis of M (σ, ±). Sometimes we write |στ t ± instead of |ij ± , if στ t = (ij), and omit the subscript if there is no place for confusion. Hence
is defined in such a way that |στ t ± has S 3 -degree στ t and
2.5.2. Simple modules attached to τ . From now on, we fix a root of the unit ζ of order 3. The centralizer C τ is the cyclic subgroup generated by τ . Then C τ has (up to isomorphisms) three irreducible representations. These are given by the group maps ρ :
Let us consider the set of symbols {|123 , |132 } as a basis of M (τ, ). Sometimes we write |τ t instead of |ijk , if τ t = (ijk), and omit the subscript if there is no place for confusion. Hence the
is defined in such a way that |τ
±1
is of S 3 -degree τ ±1 and
for t = 0, 1, 2. It is not difficult to check that
is an isomorphism of kS 3 -modules.
2.5.3. Simple modules attached to e. Let ρ : S 3 → GL 2 (k) be the map defining the two-dimensional Specht S 3 -module. Then (k, ε), (k, sgn) and (k 2 , ρ) is a complete list of non-isomorphic irreducible S 3 -modules. Therefore the simple D(S 3 )-modules attached to e are
and M (e, ρ).
These are concentrated in S 3 -degree e. The modules k ± are one-dimensional, we denote by |e ± its generators and omit the subscript if there is no place for confusion.
We can describe the kS 3 -action on M (e, ρ) using the canonical representation of kS 3 on the vector space spanned by {1, 2, 3}. In fact, k{1, 2, 3} decomposes into the direct sum (k, ε) ⊕ (k 2 , ρ) where the submodules of type (k, ε) and (k 2 , ρ) are spanned by {1 + 2 + 3} and {(1 − 2), (2 − 3)}, respectively.
Another special basis of M (e, ρ) is the set of symbol {|τ ρ , |τ
This basis is special because it gives the following isomorphisms of kS 3 -modules
We omit the subscript in |τ
ρ if there is no place for confusion.
2.5.4. Fusion rules. Let W and N be simple D(S 3 )-modules. We want to decompose the tensor products W ⊗N into a direct sum of simple D(S 3 )-modules. First, we have a decomposition into the direct sum of two submodules which are not necessarily simple:
Note that the first submodule is zero if Supp W = Supp N .
This decomposition is useful for us because each submodule has a basis which is a transitive S 3 -set in the sense of the next lemma. Let B W and B N be the bases of W and N given in §2.5.1, 2.5.2 and 2.5.3. Then the sets
are bases of the first submodule and the second one in (7), respectively.
Lemma 2. If α, β ∈ B , = 1, 2, then there is π ∈ S 3 such that π · α = λβ for some non-zero scalar λ. ρ }. In these bases, we see from the definition that π|g = µ|πgπ −1 for some non-zero scalar µ. We conclude by remarking that S 3 acts transitively by conjugation on the sets {g × g | g ∈ S 3 } and {g × h | g, h ∈ S 3 , g = h}.
As a consequence of the above lemma we have the next remark wich will be useful in §4 where the action of V , or V , on N will play the role of µ.
, is zero since S 3 acts transitively on the basis B 1 , respectively B 2 .
We next list the precise fusion rules only for those tensor products which will appear in §4. We give the assignments (or describe the submodules) which realize the listed isomorphisms but we leave to the reader the verification that these really are maps of D(S 3 )-modules (or D(S 3 )-submodules).
•
The isomorphisms are given by m⊗|e −→ m.
• M (e, ρ)⊗k − M (e, ρ) and
The assignments |τ ±1 ⊗|e −→ ± |τ ±1 give these isomorphisms.
In the sequel, by abuse of notation, i and + i denote the multiplication and sum module 3.
We obtain this isomorphism keeping in mind that
The isomorphism follows by considering the submodules
Here we use that
In the first isomorphism |στ i ± ∈ M (σ, ±) identifies with the element
meanwhile in the second isomorphism, |στ i ± identifies with
Here we take the assignments
For this isomorphism we use that k
is a one-dimensional submodule; the map
defines an inclusion of D(S 3 )-modules and M (τ, ) is included in the tensor product as D(S 3 )-module identifying the element |τ i of M (τ, ) with the element
for i = 1, 2 and = 0, 1, 2.
Here we have to identify |στ i ± ∈ M (σ, ±) with the element
3. A non-pointed quantum group
Through this section, we fix a finite non-abelian group G and a Yetter-Drinfeld module V ∈ kG kG YD such that its Nichols algebra B(V ) is finite-dimensional. We denote by D the Drinfeld double of the bosonization B(V )#kG. For shortness we say that D is a non-pointed quantum group.
In the first part of the section we describe the algebra structure of D. Then we introduce and study the Verma modules for D.
Definition 4. We set V to be V * endowed with the Yetter-Drinfeld module structure over k G defined by the following properties:
for every y ∈ V , x ∈ V , g ∈ G and f ∈ k G .
It is a straightforward computation to check that these structures satisfy the compatibility for YetterDrinfeld modules. Also, this is a consequence of the next lemma. Recall the Hopf algebra structure of a bosonization in §2.3.
, is an isomorphism of graded Hopf algebras.
In particular, the Hilbert series of the Nichols algebras B(V ) and B(V ) are equals.
Proof. We easily check from the definition of a dual Hopf algebra that
for all g ∈ G and y ∈ V . In fact, since B(V )#kG is a graded Hopf algebra it is enough to see that
Similarly, we prove that ϕ extends to an algebra map ϕ :
for all g, h ∈ G and y ∈ V , keeping in mind that we use the opposite multiplication. We leave to the reader the remaining details. Hence ϕ is a Hopf algebra map such that ϕ |k G is an injection.
We claim that {ϕ(δ g ), ϕ(y) | g ∈ G, y ∈ V } generates (B(V )#kG) * op as an algebra. In fact, let A be the subalgebra generated by this set and n ∈ N the maximum natural number satisfying A, B n (V )#kG = 0. By definition n > 1. Since B(V ) is a Nichols algebra, kG ⊕ V #kG is the first term of the coradical filtration of B(V )#kG. Then n has to be the maximum degree of B(V ) plus 1 because B(V )#kG is coradically graded. Therefore A = (B(V )#kG) * op .
Then we can define an epimorphism of Hopf algebras π : (B(V )#kG)
and πϕ(δ g ) = δ g for all g ∈ G and y ∈ V . Let R be the algebra of coinvariant of π which clearly is the subalgebra generated by {ϕ(y) | y ∈ V }. It is a braided graded Hopf algebra in
Since B(V )#kG is generated in degree one and ϕ(V )#k G identifies with the dual vector space of V #kG, we can deduce that the first term of the coradical filtration of (B(V )#kG)
This implies that R is the Nichols algebra of its space of primitive elements which is isomorphic to the Lemma 6. Let g, h ∈ G, x ∈ V and y ∈ V . Hence
Proof. The equations (17) correspond to the bosonization, see (3). Meanwhile (18), (19) and (20) follow from (1).
Lemma 7. The subalgebra of D generated by kG and k G is a Hopf subalgebra isomorphic to D (G) and it is the coradical of D.
Proof. It follows from Lemma 5 and (20).
Due to the above lemmata, a non-pointed quantum group has a triangular decomposition, that is
and it is a Z-graded algebra by setting
In the sequel, we consider
• V and V as Yetter-Drinfeld modules over D (G) with the adjoint action and the same coaction as kG-comodule and k G -comodule, respectively.
That is possible because the rules (17) and (18) guarantee that V and V are stable by the adjoint action, and D(G) = kG⊗k G as coalgebras.
We also extend these structures to B(V ) and B(V ). Thus the spaces of non-positive and non-negative degree are the bosonizations
Remark 8 We would like to remark other facts about V and V . We refer to [AG] for details about the item (iv) below.
Lemma 9.
(i) V is the dual object of V in the tensor category
(ii) B(V ) and B(V ) are the Nichols algebras of V and V in
is isomorphic to the opposite and copposite Hopf algebra
On the other hand, (16) and (17) imply that y, ad(g
In a similar way, we see that ad(δ g )y, x = y, ad S(δ g )x .
(ii) B(V ) and B(V ) are braided Hopf algebras in 
We fix a simple D(G)-module M and set M = M(M ). Immediately from the definition, we get that M is free as B(V )-module of rank the dimension of M . Moreover,
V ) and m ∈ M , and the last term is the definition of the action in the tensor product of two D(G)-modules.
Also M inherits the Z-graduation of D and its homogeneous spaces are D(G)-submodules. Namely, its homogeneous space of degree n ≤ 0 is
Thus M turns out to be an Z-graded D-module since
In fact, the equality holds as the action by an element of V is just the multiplication in the Nichols algebra and this is generated by V . We proceed by induction to prove the inclusion. If n = 0, then M 0 = k1⊗M on which V acts by zero. If n < 0, then
where the first inclusion follows from (19) and the second one by inductive hypothesis.
As D ≤0 -module, M is generated by any element of degree 0, that is
In fact,
However we have more
Proof. By (26) the lemma follows if n = 0. Otherwise, we write n = n 1 + n 2 with 0 = n 1 ∈ M n1 and n 2 ∈ ⊕ n<n1 M n . By (26) there is z ∈ D ≤0 such that zm = n 1 , moreover z ∈ B n1 (V )#D (G) . Then
and the maximum degree of (n 2 − zn 1 − zn 2 ) is smaller than n 1 . Hence the lemma follows by induction in the maximum degree of n since B(V ) is finite-dimensional and V M −ntop = 0 if n top is the maximum degree of B(V ).
Using the above lemma we prove one of the main properties of a Verma module.
Theorem 1. A Verma module has a unique maximal D-submodule and it is homogeneous.
Proof. If N is a strict D-submodule of M, then there exists a non-zero negative integer n N such that N ⊆ ⊕ n<n N M n by Lemma 11. Hence the sum X of all strict D-submodules is the unique maximal
Let n n n ∈ X with n n ∈ M n . If we see that n n ∈ X for all n, then X is homogeneous. Indeed, if n n / ∈ X, then Dn n = M. Thus there is z ∈ B n (V )#D (G) such that 0 = zn n = 1⊗m ∈ M 0 and hence z n n n = 1⊗m + n with n ∈ ⊕ n<0 M n . Then D n n n = M by Lemma 11 but this is not possible because n n n ∈ X M.
As it is common, we introduce the highest-weight modules in such a way that a Verma module is a highest-weight module. The weights in our case are the simple D(G)-modules which can have dimension greater than one.
We say that N is a highest-weight module (of weight M ) if V M = 0.
We say that N is a lowest-weight module (of weight M ) if V M = 0.
Hence we have that
if N is a highest-weight module, and
in case that N is a lowest-weight module. These follow from the decomposition (21) 
We set M soc = B ntop (V )#M where n top is the maximum degree of the Nichols algebra. Note that
Theorem 2. The socle of the Verma module M is simple as a D-module and equals B(V )M soc .
Proof. The socle is simple if we show that M soc ⊂ Dm for any homogeneous element m = 0 of degree −n in M. To show that, we write m = i z i ⊗m i with z i ∈ B n (V ) and {m i } ⊂ M linearly independent.
We pick z i . Since B ntop (V ) is the space of integrals of the Nichols algebra, there is x 1 ∈ V such that
is an homogeneous element of degree −n − 1. Hence
Finally, the socle is equal to B(V )M soc by (28) since V M soc = 0.
As a direct consequence we obtain a criterion for the simplicity of a Verma module. Recall that the Hilbert series of B(V ) and B(V ) are equal by Lemma 5. Proof. By (25), y top (x top ⊗m) ∈ M 0 and hence it generates M by (26). Then the socle, which is simple by the above theorem, is exactly M.
Assume now that M is a simple D-module. In particular, M is generated by x top ⊗m and thus there is an element z ∈ D such that 0 = z(
Since n top is the maximum degree of B(V ) and B(V ), we have that z ∈ D(G)B ntop (V ). Finally, we can
Due to the above theorems we can introduce the following D-modules.
The following theorem states that the correspondence M L(M ), between the sets of simple D(G)-modules and simple D-modules, is bijective.
is a highest-weight module. The uniqueness follows from the fact that a highest-
(ii) Any D-module L has a simple D ≥0 -module, say M . Then we have a morphism of D-modules
The correspondence M S(M ) also is bijective by the next theorem. We set M to be the simple
Proof. The socles of the Verma modules are lowest-weight modules by Theorem 2. Also, the socles of non-isomorphic Verma modules are non-isomorphic because their lowest-weight components are not. We will explain how we can compute the D-submodule generated by M under the hypothesis that it is either a lowest-weight or highest-weight module, as in the case of the socle of a Verma module.
We denote by µ, and call it action map, the restriction to V ⊗M of the action of D over N . By abuse of notation, we also denote by µ the restriction to V ⊗M . The key of our idea is the simple observation that the action map µ is a morphism in the category D(G) 
Indeed, we want to see that µ(h(z⊗m)) = hµ(z⊗m) for any z ∈ V ∪ V , h ∈ D(G) and m ∈ M . The action on the tensor product is h(z⊗m) = h (1) · z⊗h (2) m. Then we apply the action map and obtain
By (27) and (28), the D-submodule generated by M is either B(V )M or B(V )M . Hence we can compute DM following the algorithm described in the next remark. We have to repeat the process as many times as the maximum degree of B(V ) or B(V ).
(IV) The D-submodule generated by M is the sum of all D(G)-submodules obtained in the step (II).
4.
A non-pointed quantum group over the 12-dimensional Fomin-Kirillov algebra
Throughout this section V = k{x (12) , x (23) , x (13) } is the Yetter-Drinfeld module over kS 3 given by
for any transposition (ij) and g ∈ S 3 . Let V ∈ k S 3 k S 3 YD be the Yetter-Drinfeld module attached to V from Definition 4. From [MS] we know that B(V ) is isomorphic to the 12-dimensional Fomin-Kirillov algebra introduced in [FK] .
We denote by D the Drinfeld double of the bosonization B(V )#kS 3 . The aim of this section is to apply the results of the previous section in the specific example of this quantum group.
We start by analyzing thoroughly the structure of D. As a vector space
We have to consider V and V as D(S 3 )-modules with the adjoint action in D. Using Remark 8, we see that V M (σ, −) via the assignment
for any transposition (ij).
In relation with V , it is the dual object of V in the category D(S3) M by Lemma 9. We denote by {y (12) , y (23) , y (13) } the basis of V dual to {x (12) , x (23) , x (13) }, that is y (ij) , x (lk) = δ (ij),(lk) . Then it is not difficult to check that V M (σ, −) via the assignment
The defining relations of the Nichols algebra B(V ) are
We denote by B the basis of B(V ) which is obtained by choosing one element per row of the next list and multiply them from top to bottom, see e. g. [G] :
We set B n = B ∩ B n (V ), n ≥ 0. The element of maximum degree in B is
Lemma 17. We have the following isomorphisms of D(S 3 )-modules. −) ; the last isomorphism is given by the assignment
, the isomorphism is given by
Proof. (i) For B 0 (V ) the isomorphism is clear. For B 4 (V ) it is enough to see that
To prove (ii) we note that σ · x (13) x (12) x (23) = −x (13) x (12) x (23) and
(iii) follows from (14) and using (30).
Description of the action on a Verma module.
We fix a simple D-module M and take the basis B M of M which consists of elements of the form |g , g ∈ S 3 , recall §2.5.1, §2.5.2 and §2.5.3.
Let M be the Verma module of M . A basis of M is the set of elements
Then the action of B(V ) on M is given just by the multiplication:
The action of D(S 3 ) is the diagonal action by (24):
Compute the action of B(V ) is more laborious. We have to use the commutation rules between the generators of B(V ) and B(V ) given by (19). In our case (19) is rewritten as follow
for all distinct transpositions (ij) and (ik). However, if we know the action of y (12) on M, then we can deduce the action of the remainder generators of B(V ). In fact, let (ij) = (12) and t ∈ S 3 such that t(ij)t −1 = (12). Hence
In the Appendix we give explicitly the action of y (12) on each element x|g in the basis of M. We leave this for the Appendix because it is a very long list and we don't want to bore the reader now.
We are ready to compute in the next subsections the lattice of D-submodules of each Verma module. We start by showing which are D-simple using Corollary 13. Otherwise, we first calculate the socle of the Verma module and then we describe the D-submodules generated by a simple D(S 3 )-submodule. For that, we will use the algorithm described in Remark 16. But in order to avoid extra computations, we approximate the kernel of the action map before to apply this algorithm using Remark 3.
In the next subsections, we denote by M(g, ) the Verma module corresponding to the simple D(S 3 )-module M (g, ). Also, X(g, ), L(g, ) and S(g, ) denote the D-modules attached to M (g, ) according to Definition 14.
4.2. The simple Verma modules. In Appendix, we calculate the action of y (12) ∈ D on any element belonging in a Verma module. We will use these computations here and in the next subsections without previous mention.
Lemma 18. The Verma modules M(e, −), M(σ, +), M(τ, 1) and M(τ, 2) are D-simple.
Proof. By Corollary 13, it is enough to check that y top (x top v) = 0 for some v ∈ M (g, ). In the case M(e, −), using the calculations done in the appendix we have that y top (x top |e ) = −12|e = 0. For M(σ, +), in the same way we obtain y top (x top |στ ) = 2|στ = 0. Finally, in both cases M(τ, 1) and M(τ, 2) we have that y top (x top |τ −1 ) = −3|τ −1 = 0.
The Verma module M(e, +). Notice that M(e, +) B(V ) as D(S
(e, +)
Figure 1. Decomposition of M(e, +)
In the Figure 1 , we have schemed the decomposition of the Verma module M(e, +). The big dot in the bottom row represents the socle S(e, +), the dotted part represents the maximal D-submodule X(e, +) and in the top row we represent the simple D-module L(e, +).
Proof. First, M
− is a D-submodule since y (ij) (x (lk) |e ) = 0 for all (ij), (lk) ∈ X. Also, M soc is the socle since y (ij) (x top |e ) = 0 for all (ij) ∈ X.
Let now N be a proper D-submodule of M(e, +) such that N = M − . Since D(S 3 ) is semisimple, we can decompose N = ⊕ t S t , where S t is D(S 3 )-simple. Let m ∈ S t , for some t. We shall prove that for some (ij) we have x (ij) |e ∈ Dm and therefore
By Lemma 17 and since M(e, +) B(V ) as D(S 3 )-module, we have that the next possible cases.
(Case 1) If S t M (e, +), then m = (a + x top )|e with a ∈ k * and hence
. Then m = (bx (23) + cx (12) x (13) x (12) )|e for some b, c ∈ k. We have two possibilities:
(2) For b = 0 and c = 0, we have that y (12) y (13) m = x (13) |e ∈ N .
(Case 3) If S t M (τ, 1) or S t M (τ, 2), then x (12) x (13) x (12) |e ∈ N or x (12) x (13) x (23) |e ∈ N because the form of the basis given in Lemma 17 (iii). Moreover, x (12) x (13) x (23) |e = σ(x (12) x (13) x (12) |e ). Therefore we can proceed as in (Case 2).
The Verma module M(τ, 0). Here, we set
where F ± is a submodule of type (σ, ±) generated by the element
We denote by G the D(S 3 )-submodules of M −2 (τ, 0) generated by
and G is of type (e, ρ).
Proof. Using Theorem 2, we have to calculate B(V )M soc . Again we apply the strategy described in Remark 16.
Now we notice that
, where the submodule of type (σ, ±) is generated by (1 ± στ )(y (12) ⊗x top |τ ) by (12). Applying the action map to these elements we obtain
(1 ± 1)(
Next, we calculate V F + . From (12) we know that
, where the generators of these modules are
and (ζ + ζ − τ −1 + τ )(|σ ⊗|στ i , respectively. Again we have to compute the action map in these elements.
In the first module, using the formulas in the appendix,
For the second module we have
In the third case for i = 1 and = 0, 1, 2 we have
.
Now we only have to prove that
where (1 ± σ)(y (12) ⊗g) generates the submodule of type (σ, ±) by (15). Using the action map, we get that
what proves the lemma.
Using the isomorphism in (12), M −1 (τ, 0) = M (σ, −)⊗M (τ, 0) = J + ⊕ J − where J ± is a submodule of type (σ, ±). We set
In the same way, by (10) and Lemma 17 (3), M −2 (τ, 0) has unique submodules of type (τ, ) for = 1, 2.
We denote them by H and set
Proof. We will prove (2) and then (1) follows from (2). We start by proving that FHJ = DJ − . Since y (12) j − = 0 we have that V J − = 0 and it is enough to compute B(V )J − .
First we see that
. By (13), k + is generated by 2 i=0 |στ i ⊗|στ i and M (e, ρ) is generated by
Using the action map we obtain x (12) (13)j − + x (13) (12)j − + x (23) (23)j − = 0 in the first case and x (12) (13)j − + ζx (13) (12)j − + ζ 2 x (23) (23)j − = 1 1 + 2ζ g in the second case. By (14), M (τ, ) is generated by (ζ + ζ − τ −1 + τ )(|σ ⊗|στ i ) for = 0, 1, 2.
Applying the action map on (ζ + ζ − τ −1 + τ )(x (12) ⊗(13)e − ) of type (τ, ) we obtain:
which is zero if and only if = 0. Hence V J − = G ⊕ H 1 ⊕ H 2 since H 1 and H 2 are the unique submodules of M(τ, 0) of type (τ, 1) and (τ, 2), respectively. Now we only have to compute V H for = 0, as G is contained in the socle. By (12), we have to calculate
Hence V H = F + ⊕ F − = M −3 (e, ρ) for = 0. Clearly V A ± = M soc and therefore DJ − = FHJ.
To prove that FHJ = DF − we note that 
In the Figure 2 , we have schemed the decomposition of the module M(τ, 0). The components connected by a line represent the socle S(τ, 0), the dotted part represents the maximal D-submodule X(τ, 0) and on the left hand side we represent the simple D-module L(τ, 0).
Proof. By §2.5.4 and Lemma 17, we have that
and
Let N ⊂ M(τ, 0) be a D-submodule. By restriction N is also a D(S 3 )-module and then N decomposes into a direct sum ⊕ t S t of simple D(S 3 )-submodules. By (34), we have 5 possibilities:
(Case 1) If S t is of type (τ, 0), then S t generates either the socle or M(τ, 0), by Lemma 11 and (34).
(Case 2) If S t is either of type (τ, 1) or (τ, 2), then S t is either H 1 or H 2 by (34) and hence DS t = FHJ by Lemma 20.
(Case 3) If S t is of type (σ, −), then S t ⊂ F − ⊕ J − . We saw in the proof of the previous lemma that
(Case 4) If S t is of type (σ, +), then S t ⊂ F + ⊕ J + . In the case that S t = F + , it generates FHJ by Lemma 20. Otherwise, S t generates M(τ, 0) by Lemma 11. In fact, V J + = M 0 (e, ρ) since y (12) j + = 2|τ .
(Case 5) If S t is of type (e, ρ),
by Lemma 17, (10) and (34). Noting that y (12) y (13) (23)t = −3ζ|τ −1 ∈ M 0 (e, ρ), we conclude that S t generates M(τ, 0) by Lemma 11.
Since N = ⊕ t DS t , the theorem is proved.
4.5. The Verma module M(e, ρ). This case is very similar to the previous one. Here, we set
submodule of type (σ, ±) generated by the element
. We denote by C 0 the D(S 3 )-submodules of M −2 (e, ρ) generated by
Lemma 21. The socle of M(e, ρ) is
and C 0 is of type (τ, 0).
Proof. By Theorem 2, we have to compute B(V )M soc . Then we apply the strategy described in Remark 16 as in the above subsections.
where the submodule of type (σ, ±) is generated by (1 ± σ)(y (12) ⊗x top |τ ρ ) by (15). The action map applied to these elements is equal to
Clearly, y (12) a + = 0 and then the first and second summands are annulled by Remark 3. On the other hand the elements (ζ + ζ − τ −1 + τ )(y (12) ⊗(13)a + ), = 0, 1, 2, generate the submodules of type (τ, ) of V ⊗A + by (14).
If we apply the action map to them, we obtain
This element is non-zero iff = 0, and in this case it is equal to 3c 0 . Hence
Finally, we see that
where ζ(1 ± (23))(y (12) ⊗c 0 ) generates the submodule of type (σ, ±) by (15) and it is annihilated by the action map. By (15), M −1 (e, ρ) = E + ⊕ E − where E ± is a submodule of type (σ, ±). We set (9) and Lemma 17 (3), M −2 (e, ρ) has unique submodules of type (τ, ) for = 1, 2. We denote them by C and set
Proof. Clearly, (1) follows from (2). We start by proving that ACE = DE − . Since V E − = 0, it is enough to compute B(V )E − .
We claim that
) and the submodules of type k + and (e, ρ) of V ⊗E − are annihilated by the action map since x (12) e − = 0.
On the other hand, we apply the action map to the element (ζ + ζ − τ −1 + τ )(x (12) ⊗(13)e − ) which generates the submodules of type (τ, ) by (14) and obtain a non-zero element. Namely,
and C 2 are the unique submodules of M(e, ρ) of type (τ, 1) and (τ, 2), respectively.
Since C 0 is contained in the socle, we have to compute V C for = 0. By (12), we have to calculate
To finish the prove of (2), it is enough to see that y (13) y (12) (13)a − = 2e
Therefore X(e, ρ) = ACE and as In the Figure 3 , we have schemed the decomposition of the module M(e, ρ). The components connected by a line represent the socle S(e, ρ), the dotted part represents the maximal D-submodule X(e, ρ) and on the right hand side we represent the simple D-module L(e, ρ).
Let N ⊂ M(e, ρ) be a D-submodule. By restriction N is a D(S 3 )-module, then N decomposes into the direct sum ⊕ t S t of simple D(S 3 )-submodules. By (35), we have 5 possibilities:
(Case 1) If S t is of type (e, ρ), then S t generates either the socle or M(e, ρ) by Lemma 11 and (35).
(Case 2) If S t is either of type (τ, 1) or (τ, 2) , then S t is either C 1 or C 2 by (35) and hence DS t = ACE by Lemma 22.
(Case 3) If S t is of type (σ, −), then S t ⊂ A − ⊕ E − . We see in the above proof that V A − ⊇ C 1 ⊕ C 2 and V E − = 0. Thus DS t = ACE.
ρ . Hence, S t generates ACE in the case that S t = A + , by Lemma 22, and generates M(e, ρ) otherwise, by Lemma 11.
ρ by (10) and (35). Since y (12) y (23) (13)t = 3ζ
, we conclude that S t generates M(e, ρ) by Lemma 11.
4.6. The Verma module M(σ, −). Let N and R be the D(S 3 )-submodules of M(σ, −) generated by
, for = 0, 1, 2, and
respectively. By (14), n identifies with the element |τ and belongs in the submodule of type (τ, ).
Hence N M (τ, ) for = 0, 1, 2.
Lemma 23. Let S(σ, −) be the socle of M(σ, −). Then
Proof. We use the algorithm proposed in Remark 16 to compute the socle. Recall that S(σ, −) = B(V )M soc by Theorem 2.
As D(S 3 )-module, we have that
by (7). Since y (12) (x top |12 ) = 0, the action map is zero in the first submodule by Remark 3. The second submodule decomposes into the direct sum M (τ, 0) ⊕ M (τ, 1) ⊕ M (τ, 2), cf. §2.5.4, where (ζ + ζ − τ −1 + τ )(y (12) ⊗ x top |23 ) generates the submodule of type (τ, ).
The action map applied to this element is
which is zero iff = 0. Otherwise, we obtain 1 1−ζ − n and hence N is the isomorphic image of the submodule of type (τ, ) by the action map, cf. Remark 16. Therefore
Then we apply the action map to the element ζ (1 ± (23))y (12) ⊗n belongs in the submodule of V ⊗ M soc of type (σ, ±), recall equation (12). Thus
Hence r + = 0 and 0 =
Finally, we consider y (12) ⊗ (13) (23)]. Since y (12) (13)r = 0 = y (12) r, we see that V R = 0 by Remark 3. Therefore
In the following lemmata, we compute the D-submodules which generate the lattice of submodules of M(σ, −). We need to introduce some notation. We set
The respective D(S 3 )-submodules generated by these elements are denoted by U, P and O . Using Lemma 17, we see that U is of type (e, ρ) by (13) and O is of type (τ, ) by (14).
(2) UPO = DU = DP = DO 0 .
(3) P is of type (σ, +).
Proof. We start by showing that the D-submodule generated by U is UPO. In particular, we will show (1) and part of (2). For that, we will compute B(V )U using the algorithm proposed in Remark 16.
. Then, we apply the action map to ζ(1 ± σ)y (12) ⊗u + which is an element in the D(S 3 )-submodule of type (σ, ±) by (15). First, we compute
and thus ±σy (12) 
Note that (−1 − ζ 2 )r = (13)ζ(1 − σ)y (12) and p = ζ(1 + σ)y (12) u + ∈ P[σ]. Hence V U = R ⊕ P and P M (σ, +); this proves (3).
Now we compute
The action map applied to the components of type k + and M (e, ρ) is zero because
cf. Remark 3. Next, we apply the action to the element (ζ + ζ − τ −1 + τ )(y (12) ⊗(13)p) which belongs in the component of type (τ, ) by (14). First, we compute
Since ζ is a 3-root of unity,
Following Remark 3, we see that
In fact, UPO is contained in DU, because S(σ, −) is the socle, and stable by the action of B(V ) and D(S 3 ) by the above computation. Then, we have to prove that it is stable by the action of V . First, V U = M soc as x (12) u ± = 0. By the relations (31) and (32),
We finish the proof of (2) by noting that U ⊂ DP and U ⊂ DO 0 because
Let V and Q be the D(S 3 )-submodules of M(σ, −) generated by
respectively. Note that V is of type (e, ρ) by (13).
(2) VQN = DV = DQ = DN 0 .
(3) Q is of type (σ, +).
Proof. We start by computing the D-submodule generated by V. Since y (12) v + = 0, V V = 0 by Remark 3 and thus DV is a highest-weight module. Hence we will use Remark 16 to compute DV = B(V )V.
and this element belongs in the submodule of type (σ, ±) of V ⊗V by (15). Moreover, q = ζ(1+σ)
Now, we compute V Q by applying the action map to the element (ζ + ζ
which belongs in the submodule of type (τ, ) of V ⊗Q by (14). Thus
and hence
we conclude that DV = VQN and (1) follows.
Finally, we complete the proof of (2) by noting that V ⊂ DQ and V ⊂ DN 0 since
The component of type k + of M(σ, −) is k|e 1 ⊕ k|e 3 where
Proof. Using the computation in Appendix, we see that y (12) |e 1 = 0 and y (12) |e 3 = −(13)r ∈ R.
Meanwhile, x (12) |e 1 = −(13)r and clearly, x (12) |e 3 ∈ M soc . Then V T λ,µ , V T λ,µ ⊂ S(σ, −) and the lemma follows. Therefore X(σ, −) = UPO + VQN + T 1,0 + T 0,1 and as
In the Figure 4 we have schemed the decomposition of the module M(σ, −). The components connected by a thick line represent the socle S(σ, −) and those enclosed by circles represent a submodule T λ,µ . The submodules VQN and UPO are distinguished by the northwest and northeast lines. Meanwhile, the simple quotient L(σ, −) is represented by the isolated components on the right hand side.
Proof. Let N be a D-submodule of M(σ, −). Then N = ⊕ t S t where S t is D(S 3 )-simple. Since N = t DS t , it is enough to compute the D-submodule generated by S t case-by-case according to the type of S t . Note that
as D(S 3 )-modules, cf. §2.5.4. Then S t can be any simple D(S 3 )-module except k − . We have 5 possible cases:
(Case 1) If S t is of type k + , then S t = kt λ,µ for some λ, µ ∈ k and hence DS t = T λ,µ .
(Case 2) If S t is of type (e, ρ). As D(S 3 )-module, S t is generated by a + b for some a ∈ U and b ∈ V by (36). Assume a = 0 = b, otherwise DS t is either UPO or VQN. Then V S t = V U = R ⊕ P because V V = 0, and hence DP = UPO ⊂ DS t . Thus (a + b) − a = b ∈ DS t and therefore DS t = UPO + VQN.
(Case 3) If S t is of type (τ, 0) or (σ, +). Proceeding as above, we can see that DS t ⊆ UPO + VQN (Case 4) If S t is of type (τ, ) with = 0. In the case S t = N , we have DS t = S(σ, −). Otherwise, S t is generated by c + d where c ∈ N and
(Case 5) If S t is of type (σ, −), we claim that
In fact, let s ∈ S t . By (36) s = y + t + z with y ∈ M 0 (σ, −), t ∈ M −2 (σ, −) and z ∈ M −4 (σ, −). As z belongs in the socle, z ∈ DS t and hence we can assume z = 0. If y = 0, then DS t = M by Lemma 11.
Finally, we consider the case S t ⊂ M −2 (σ, −). There are two copies of M (σ, −) in M −2 (σ, −) by (36),
. By assumption S t = R. Then DS t contains all submodules of type
because R is contained in the socle. In particular, the element
because s belongs in a submodule of type (σ, −) by Lemma 17 (iii) and (11). Then 2|23 = y (12) y (13) s ∈ DS t and therefore M 0 (σ, −) ⊂ Ds = DS t .
4.7. Conclusion. The non-pointed quantum group attached to the 12-dimensional Fomin-Kirillov algebra has eight Verma modules of which four are simple. The last ones are the simple highest-weight and lowest-weight modules
of weight (e, −), (τ, 1), (τ, 2) and (σ, +). Their dimensions are 12, 24, 24 and 36, respectively. As D(S 3 )-modules they are the tensor product of B(V ) with the corresponding simple module.
The simple highest-weight D-modules
corresponding to the remainder Verma modules are of dimension 1, 7, 7 and 10 by Theorems 5, 6, 7 and 8; see also there their structures of D(S 3 )-modules.
By Theorem 3, (37) and (38) together form a complete list of non-isomorphic simple D-modules. By Theorem 4, we know that the same property has the list S(e, −), S(τ, 1), S(τ, 2), S(σ, +), S(e, +), S(τ, 0), S(e, ρ) and S(σ, −).
We just said that the four first simple modules of both lists are equal because they are the Verma modules. The other ones satisfy the next isomorphisms L(e, +) S(e, +), L(σ, −) S(σ, −), L(τ, 0) S(e, ρ) and L(e, ρ) S(τ, 0).
These isomorphisms follow from Lemmas 19, 21 and 23 where we calculate the highest-weight components of the socles and hence we can apply Theorem 3.
Appendix
Here we compute the action of y (12) ∈ D on the Verma Modules. We noticed in (33) that it suffices to calculate the action of y (12) to know the action of the generators y (23) and y (13) .
For the modules M(e, ±) and M(e, ρ) we have only one list since all elements have weight e. For the module M(σ, ±) we have three lists (as the elements may have weight (12), (13) or (23)) and for the module M(τ, ) we have two lists (for the possible weights (123) and (132)).
List 1: Action on M(e, ±) y (12) · (x (12) |e ± ) = (1 ∓ 1)|e ± y (12) · (x (13) |e ± ) = 0 y (12) · (x (23) |e ± ) = 0 y (12) · (x (12) x (13) |e ± ) = x (13) |e ± y (12) · (x (12) x (23) |e ± ) = x (23) |e ± ) y (12) · (x (13) x (12) |e ± ) = ∓x (23) |e ± y (12) · (x (13) x (23) |e ± ) = −x (13) (1 ∓ 1)|e ± y (12) · (x (12) x (13) x (12) |e ± ) = x (13) x (12) |e ± ± x (12) x (23) |e ± y (12) · (x (12) x (13) x (23) |e ± ) = x (12) x (13) (1 ∓ 1))|e ± + x (13) x (23) |e ± y (12) · (x (13) x (12) x (23) |e ± ) = 0 y (12) · (x (12) x (13) x (12) x (23) |e ± ) = x (13) x (12) x (23) (1 ∓ 1)|e ± List 2: Action on M(e, ρ) y (12) · (x (12) |τ y (12) · (x (12) x (13) |23 ± ) = x (13) |23 ± y (12) · (x (12) x (23) |23 ± ) = x (23) |23 ± ± x (13) |13 ± y (12) · (x (13) x (12) |23 ± ) = ∓x (13) |13 ± y (12) · (x (13) x (23) |23 ± ) = −x (13) (1 ± 1)|23 ± y (12) · (x (12) x (13) x (12) |23 ± ) = x (13) x (12) |23 ± ∓ x (13) x (23) |13 ± y (12) · (x (12) x (13) x (23) |23 ± ) = x (13) x (23) |23 ± − x (12) x (13) (1 ± 1)|23 ± y (12) · (x (13) x (12) x (23) |23 ± ) = ∓x (12) x (13) |12 ± ∓ x (13) x (23) |12 ± y (12) · (x (12) x (13) x (12) x (23) |23 ± ) = ±x (12) x (13) x (23) |12 ± − x (13) x ( 
