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Abstract
Generalized estimating equation (GEE) is widely adopted for regression modeling
for longitudinal data, taking account of potential correlations within the same sub-
jects. Although the standard GEE assumes common regression coefficients among all
the subjects, such assumption is not realistic when there are potential heterogeneity
in regression coefficients among subjects. In this paper, we develop a flexible and
interpretable approach, called grouped GEE analysis, to modeling longitudinal data
with allowing heterogeneity in regression coefficients. The proposed method assumes
that the subjects are divided into a finite number of groups and subjects within the
same group share the same regression coefficient. We provide a simple algorithm
for grouping subjects and estimating the regression coefficients simultaneously, and
show asymptotic properties of the proposed estimator. The number of groups can
be determined by an information criteria using quasi-likelihood. We demonstrate the
proposed method through simulation studies and an application to a real dataset.
Key words: Estimating equation; Grouping; Information criterion; k-means algo-
rithm; Unobserved heterogeneity
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1 Introduction
Longitudinal data in which responses (repeated measurements) within the same sub-
ject are correlated is appeared in many scientific applications such as biomedical
statistics and social science. For analyzing longitudinal data, it is typically difficult
to correctly specify the underlying correlation structures among response variables
within the same subject, and one of the standard approaches is the generalized esti-
mating equations (GEE) developed by Liang and Zeger (1986), which uses “working”
correlation structures specified by users. The advantage of the GEE approach is that
the estimator is still consistent even when the working correlation is misspecified.
However, the existing GEE methods assumes homogeneous regression coefficients
that are common to all the subject, which could be restrictive in practical appli-
cations since there might be potential heterogeneity among subjects or clusters as
confirmed in several applications (e.g. Barban and Billari, 2012; Lin and Ng, 2012;
Nagin et al., 2018).
In this work, we extend the standard GEE analysis to take account of potential
heterogeneity in longitudinal data. Specifically, we develop grouped GEE analysis by
adopting the grouping approach that is widely adopted in literatures for panel data
analysis (e.g. Bonhomme and Manresa, 2015; Zhang et al., 2019; Liu et al., 2020).
We assume that subjects in longitudinal data can be classified to a finite number of
groups, and subjects within the same group share the same regression coefficients,
that is, the regression coefficients are homogeneous over subjects in the same groups.
Since the grouping assignment of subjects are unknown, we treat it as unknown
parameters and estimate them and group-wise regression coefficient simultaneously.
Given the grouping parameters, the standard GEE can be performed to obtain group-
wise estimators of regression coefficients. On the other hand, given the group-wise
regression coefficients, we consider estimating the grouping parameters using a kind of
Mahalanobis distance between response variables and predictors with taking account
of potential correlations via working correlation matrix. In other words, we employ
the working correlation not only in performing GEE analysis in each group but also
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estimating the grouping assignment. We will show that the grouped GEE method
can be easily carried out by a simple iterative algorithm similar to k-means algorithm
that combines the existing algorithm for the standard GEE and simple optimization
steps for grouping assignment. Moreover, we suggest an information criteria using
the quasi-likelihood (Wedderburn, 1974) to carry out data-dependent selection of the
number of groups.
We derive the statistical properties of the grouped GEE estimator in an asymp-
totic framework where both n (the number of subjects) and T (the number of repeated
measurements) tend to infinity, but we here allow T to grow considerably slower than
n, namely, n/T ν → 0 for some large ν. Hence, our method can be applicable when T
is much smaller n as observed in many applications using longitudinal data. As the-
oretical difficulties of the grouped estimation in longitudinal data analysis, the true
correlations within the same subject can be considerably high, so the existing theo-
retical argument assuming negligibly small correlations imposed typically by mixing
conditions (e.g. Bonhomme and Manresa, 2015; Zhang et al., 2019; Gu and Volgu-
shev, 2019) for the underlying true correlations is no more applicable. To overcome
the limitation of the existing theoretical argument, we consider grouping assignment
using using a kind of Mahalanobis distance with working correlation, and we will show
that such grouping strategy leads to consistent estimation of the grouping parame-
ters as long as the working correlation is relatively close to the true one. Therefore,
even when the underlying correlations within the same subject is not weak, we can
successfully estimate the grouping parameters using a reasonable working correlation
matrix. Then, we will also establish consistency and asymptotic normality of the
grouped GEE estimator of the regression coefficients, and also provide a consistent
estimator of asymptotic variances.
In the context of longitudinal data or clustered data analysis, several methods
to take account of the potential heterogeneity among subjects have been proposed.
Rubin and Wu (1997), Sun et al. (2007), Ng and McLachlan (2014) and Sugasawa
et al. (2019) proposed a mixture modeling based on random effects, but the estima-
tion algorithms can be computationally very intensive since the algorithms include
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iteration steps that entail numerical integration. On the other hand, Rosen et al.
(2000) and Tang and Qu (2016) proposed a mixture modeling based on the GEE,
but the primary interest in these works is estimation of the component distributions
in the mixture rather than grouping subjects. Hajjem et al. (2011) and Fokkema
et al. (2018) employed regression tree techniques for grouping observations, but the
tree-based methods can handle grouping based on covariate information rather than
regression coefficients. Moreover, Coffey et al. (2014), Vogt and Linton (2017) and
Zhu and Qu (2018) are concerned with grouping longitudinal curves based on ran-
dom effects models, so the modeling framework is different than ours. Therefore, this
paper is the first one to consider grouped estimation in the GEE analysis with valid
theoretical argument.
This paper is organized as follows. In Section 2, we illustrate the proposed GEE
analysis, and provide an iterative estimation algorithm. We also propose an informa-
tion criterion for selecting the number of groups. In Section 3, we give the asymptotic
properties of the grouped GEE estimator. In Section 4, we demonstrate the grouped
GEE analysis through simulation studies and an application to a real longitudinal
dataset. We give some discussions in Section 5. All the technical details and the
proofs of the theorems are given in the Supplementary Materials.
2 Grouped GEE Analysis
2.1 Grouped models for longitudinal data
For longitudinal data, let yit be the response of interest and xit be a p-dimensional
vector of covariate information of subject i at time t, where i = 1, . . . , n and t =
1, . . . , Ti. For ease of notation, we set Ti = T for all i, representing balanced data case,
but the extension to unbalanced case is straightforward. We consider a generalized
linear model for yit, given by
f(yit|xit;βi, φ) = exp
(
{yitθit − a(θit) + b(yit)}/φ
)
, (1)
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where a(·) and b(·) are known functions, and θit = u(xtitβi) for a known monotone
function u(·). For simplicity, we use u(x) = x throughout the paper. Here βi is the
regression parameters of interest which can be heterogeneous among subjects, and φ
is a known scale parameter that is common to all the subjects. Under the model (1),
the first two moments of yit are given by m(x
t
itβi) = a
′(θit) and σ2(xtitβi) = a
′′(θit)φ,
respectively. For example, under binary response, it follows that a(x) = log{1 +
exp(x)}, leading to the logistic model given by m(xtitβi) = {1 + exp(−xtitβi)}−1.
In the standard GEE analysis, the regression parameters are homogeneous, that
is, βi = β, but we allow potential heterogeneity among the subjects. However, the
number of βi increases as the number of subjects, so βi cannot be estimated with
reasonable accuracy as long as T is not large, which is the standard situation in lon-
gitudinal data analysis. Hence, we consider a grouped structure for the subjects, that
is, the n subjects are divided into G groups and subjects within the same group share
the same regression coefficients. Specifically, we introduce an unknown grouping vari-
able gi ∈ {1, . . . , G} which determines the group that ith subject belongs to. Then,
we define βi = βgi under which the unknown regression parameters are β1, . . . , βG.
Therefore, if G is not large compared with n and T , then β1, . . . , βG can be accurately
estimated. Moreover, due to the grouping nature, the estimation results of gi gives
grouping of subjects in terms of regression coefficients, so the estimation results is
easily interpretable for users. We treat G as unknown parameter as well, but we
assume that G is known for a while. The estimation will be discussed in Section 2.3.
2.2 Estimation algorithm
Define yi = (yi1, . . . , yiT )
t as a T × 1 response vector and Xi = (xi1, . . . , xiT )t as
a T × p covariate matrix. We also define m(Xiβgi) = (m(xti1βgi), . . . ,m(xtiTβgi))t,
Ai(β) = diag(σ
2(xti1β), . . . , σ
2(xtiTβ)) and Di(β) = Ai(β)Xi. In what follows, we
might abbreviate the explicit dependence on the parameters for notational simplicity
when there seems no confusion. We here introduce “working” correlation matrix R(α)
to approximate the true underlying correlation matrix of yi, which one can be chosen
freely, where it might include the nuisance unknown parameter α. Then, we define
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working covariance matrix Vi(β) as Vi(β) = A
1/2
i (β)R̂A
1/2
i (β) with R̂ = R(α̂). If R̂
is consistent to the true correlation matrix R0, Vi(β
0) with the true parameter β0 is
also consistent to the true covariance matrix of yi.
Given the grouping parameter g = (g1, . . . , gn), we can estimate βg by performing
the standard GEE estimation (Liang and Zeger, 1986) for each group, namely, solving
the following estimating equation:
Sg(βg) ≡
n∑
i=1
I(gi = g)Si(βg) = 0, Si(βg) ≡ Dti(βg)V −1i (βg){yi −m(Xiβg)}, (2)
which is the GEE based on the subjects classified to the gth group. We can employ
existing numerical algorithm for the standard GEE to obtain the solution of (2). On
the other hand, given β = (βt1, . . . , β
t
G)
t, it is quite reasonable to classify the subjects
to groups having the most preferable regression structures to explain the variation of
yi. Thus, we propose estimating the unknown g based on the following minimization
problem:
ĝi(β) = argmin
g=1,...,G
{yi −m(Xiβg)}tR̂−1(β, g){yi −m(Xiβg)}, (3)
where R̂(β, g) = R(α̂, β, g) is an estimator of a working correlation matrix given
β and g. The objective function in (3) can be seen as a kind of the Mahalanobis
with taking the working correlation structure into account. Such estimation strategy
for the grouping variable has not been paid attention very much, but the use of the
working correlation in the grouping step is shown to be quite important to expand our
theoretical argument given in Section 3. Note that the above minimization problem
can be carried out separately for each subject, thus (3) can be easily solved by simply
evaluating all the values of the objective function over g ∈ {1, . . . , G}.
Regarding the estimation of the nuisance parameter α in the working correlation,
we suggest using a moment-based method. Given β and g, one can estimate α by
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solving the following minimization problem:
α̂(β, g) = argmin
α
∥∥∥R(α)− 1
n
n∑
i=1
A
−1/2
i {yi−m(Xiβgi)}{yi−m(Xiβgi)}tA−1/2i
∥∥∥
F
, (4)
where ‖ · ‖F is the Frobenius norm. This method can be easily extended to the het-
erogeneous correlation structures among different groups. Let α1, . . . , αG be different
correlation parameters. Then, αg can be estimated by minimizing
∥∥∥R(αg)− n−1g n∑
i=1
I(gi = g)A
−1/2
i {yi −m(Xiβgi)}{yi −m(Xiβgi)}tA−1/2i
∥∥∥
F
,
where ng is the number of subjected classified to the gth group.
The estimating equation (2) and two optimization problems (3) and (4) defines
the grouped GEE estimator of β and g, and the estimator can be easily computed by
the following iterative algorithm:
Algorithm 1 (grouped GEE estimation).
Starting from some initial values β(0), g(0) and α(0), we repeat the following procedure
until algorithm converges:
- Update g(r) to get g(r+1) by solving (3) with β = β(r) and α = α(r).
- Update β(r) to get βr+1 by solving (2) with g = g
(r+1) and α = α(r).
- Update α(r) to get α(r+1) by solving (4) with β = β(r+1) and g = g(r+1).
Since there might be multiple solutions for the grouped GEE estimator, the above
algorithm might be sensitive to the setting of initial values. A reasonable starting
value for α would be one that induces independent correlation matrix of R, for ex-
ample α = 0 in the exchangeable working correlation. Regarding β and g, we suggest
two simple methods to determine their initial values. First method is to apply the
finite mixture models with G components of the form: yit|(zit = k) ∼ hk(yit;xtitβk)
and P (zit = k) = pik, for k = 1, . . . , G, where hk is the distribution having mean
m(xtitβ). Then, we set the initial values of βk and gi to the estimates of βk and the
maximizer of
∑T
t=1 P∗(zit = k) over k ∈ {1, . . . , G}, respectively, where P∗(zit = k) is
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the conditional probability that yit belongs to the kth group. The second approach is
separately fitting the regression model with mean structure m(xtitβi) for each subject.
Based on the estimates β̂i of βi, we apply the k-means clustering algorithm with G
clusters to the n-points {β̂1, . . . , β̂n}, and set the initial values of βk and gi to the
center of the resulting clusters and clustering assignment, respectively. Note that the
second method is only applicable when T is sufficiently larger than p to get stable
estimates of βi.
2.3 Estimating the number of groups
Since the number of groups is typically unknown in practice, we need to estimate
it based on some appropriate criterion. Among several options, we here consider
a criterion using quasi-likelihood (Wedderburn, 1974), known as quasi-information
criteria (e.g. Pan, 2001; Imori, 2015). We here propose using the following quasi-
likelihood information criterion (QC):
QC(G) = −2
n∑
i=1
T∑
t=1
∫ m−1(xtitβ̂ĝi )
yit
yit − u
φAit(u)
du+ dGηnT (5)
where φ is the dispersion parameter fixed to 1 for simplicity, Ait is the tth element of
Ai, dG is the effective degree of freedom of the model parameters, and ηnT controls the
strength of the penalty. The first term in (5) corresponds to the quasi-likelihood under
the independent working correlation whereas the estimator β̂ is the grouped GEE
estimator as the solution of (2) under general working correlation specified by the user.
We adopt the form of dG given in other literatures (e.g. Pan, 2001; Varin and Vidoni,
2005), namely, dG =
∑G
g=1 tr
{
Mg(βg)Hg(βg)
−1}, where Mg(βg) = Cov(Sg(βg)) and
Hg(βg) = −E[∂Sg(βg)/∂βg]. If G is larger than the true number of component G0,
the expressions are simplified to Mg(βg) =
∑n
i=1 I{gi = g}DtiV −1i Σi(βg)V −1i Di and
Hg(βg) =
∑n
i=1 I{gi = g}DtiV −1i Di. Then, the estimator of G is defined as the
minimizer of QC(G) over some feasible set of candidates of G. In view of Bayesian-
type information criterion in GEE analysis (e.g. Wang and Qu, 2009), it would be
natural to set ηnT = log(nT ), but we found that a more strong penalty ηnT = (nT )
3/5
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performs quite well in our numerical studies in Section 4.
3 Asymptotic Properties
We here provide the asymptotic properties of the grouped GEE estimators, that is, the
grouping parameter g can be consistently estimated, and β̂g admits both consistency
and asymptotic normality. Our asymptotic framework is that both n and T tends to
infinity, but we allow T to grow considerably slower than n as discussed in later.
We first prepare some notations before assumptions. Let R(β, g) = R(α, β, g)
be a constant positive definite matrix and α be a nonrandom constant to which α̂
converges. We do not require R(β, g) to be the true correlation matrix R0. Next, we
denote V i(βg) by replacing R̂(β, g) with R(β, g) in Vi(βg). Si(βg), Sg(βg), Mg(βg)
and Hg(βg) are defined similarly, where Mg(βg) and Hg(βg) are defined in Section
2.3. To facilitate the Taylor expansion of the estimating function of GEE, we de-
note the negative gradient function of Si(βg) as Di(βg) = −∂Si(βg)/∂βtg. D i(βg)
is defined as V i(βg). We also define the oracle score function for βg under given
the true grouping assignment as S∗g (βg) =
∑n
i=1 I{g0i = g}Si(βg). S
∗
g(βg), M
∗
g(βg)
and H
∗
g(βg) are similarly defined. As discussed in Xie and Yang (2003), to prove
the existence and weak consistency of the clustered GEE estimators, we need as-
sumptions given later in Assumption (A2), that is, for all g = 1, . . . , G, H
∗
g(β
0
g )’s
or λmin(H
∗
) ≡ min1≤g≤G λmin(H∗g(β0g )) are divergent at a rate faster than τ ≡
supβ∈B,g λmax({R(β, g)}−1R0). In order to make further assumptions, we need to
introduce some notations similar to those in Xie and Yang (2003) and Wang (2011),
The following notations are similar to those in Xie and Yang (2003) and are needed
to provide assumptions assuring a sufficient conditions for the conditions (I*), (L*)
and (CC) in Xie and Yang (2003), under which the existence, weak consistency and
asymptotic normality of the GEE estimator hold:
κ = max
1≤i≤n,1≤t≤T
{u′(xtitβ0g0i )}
2, pi = sup
β∈B,g
λmax(R
−1
(β, g))/λmin(R
−1
(β, g))
γ = τ max
1≤i≤n,1≤t≤T
max
1≤g≤G
xtit{H∗g(β0g )}−1xit.
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We denote a local neighborhood of β0 as BnT = {β : maxg=1,...,G ||{H∗g(β0g )}1/2(βg −
β0g )|| = Cτ1/2}. Lastly, we denote εit = A−1/2it (β0g0i ){yit − m(x
t
itβ
0
g0i
)} and εi =
(εi1, . . . , εiT )
t for all i = 1, . . . , n and t = 1, . . . , T .
There are many assumptions for the clustered GEE. Then, we here give some key
assumptions and the other regularity assumptions are given in the Supplementary
Material.
Assumption
(A1) (i) For all g = 1, . . . , G, limn→∞(1/n)
∑n
i=1 I{g0i = g} = pig > 0 and (ii) for all
g, g′ = 1, . . . , G such that g 6= g′ and c > 0, min1≤g,g′≤G ||β0g − β0g′ || > c.
(A2) T 6τλ−1min(H
∗
)→ 0 and n/T ν → 0 for some large ν > 0.
(A3) (i) pi2κγ → 0 and (ii) vpiκγ → 0 for v = (√nT∧Tpi/min1≤i≤n,1≤t≤T {σ2(xtitβ0g0i )}).
(A4) For all i = 1, . . . , n and t = 1, . . . , T , E[ε
2+2/ζ
it ] ≤M for some 0 < ζ ≤ 1.
(A5) (i) the eigenvalues of the true correlation matrix R0 are bounded away from 0
and the eigenvalues of R(β, g) are bounded away from 0 uniformly for any β
and g, and (ii) for any g, the eigenvalues of R
−2
(β0, g)R0 are bounded away
from ∞.
(A6) (i) supβ∈BnT max1≤k,l≤T |{R(α, β, g)−R(α, β0, g)}k.l| = Op(λ
−1/2
min (H
∗
)τ1/2) for
any α and g, (ii) for any g, supβ∈BnT max1≤k,l≤T |{R̂(β, g) − R(β, g)}k.l| =
Op(n
−1/2∨λ−1/2min (H
∗
)τ1/2) and max1≤k,l≤T |{R̂(β0, g)−R(β0, g)}k.l| = Op(n−1/2),
and (iii) for any α, β and gi∗ whose only ith component differs from that of g,
max1≤k,l≤T |{R(α, β, gi∗)−R(α, β, g)}kl| = Op(1/n).
Assumption (A1) is typically imposed in the literatures on the grouping approach
in panel data models (e.g. Bonhomme and Manresa, 2015), which ensures that the G
subgroups are well separated so that the parameters βg’s and g can be identifiable.
Assumption (A2) is apparently much stronger than the condition (L*) in Xie and Yang
(2003), which says τnTλ
−1
min(H
∗
) → 0. This difference comes from the fact that we
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estimate g taking into account the worst case when the correlations of {εit}t=1,...,T do
not decay at all. Then, in most cases, such a large T is not required when estimating
βs’s and g. Assumption (A3) is the technical assumption similar to the assumptions
in Lemma A.2 (ii) and A.3 (ii) of Xie and Yang (2003), which ensure the sufficient
conditions for the conditions (I*) and (CC) in Xie and Yang (2003). Assumption
(A4) is slightly stronger than the condition in Lemma 2 of Xie and Yang (2003) since
we require the fourth moment of error terms to be finite. Assumption (A5)-(i) is
the same assumption imposed well in the literatures of GEE with large cluster sizes.
Assumption (A5)-(i) is a much weaker assumption than one typically adopted in
existing literatures on the grouped estimation (e.g. Bonhomme and Manresa, 2015;
Zhang et al., 2019; Gu and Volgushev, 2019) in which {εit}t=1,...,T is assumed to
satisfy some strong mixing conditions with a faster-than-polynomial decay rate. Such
assumptions are quite unrealistic in longitudinal data analysis, so we do not impose
no restriction for the correlation strength of {εit}t=1,...,T , which is essentially related
to the use of a kind of Mahalanobis distance for grouping assignment given in (3).
On the other hand, Assumption (A5)-(ii) is slightly strict and important to ensure
the classification consistency of the clustering method given in (3). This assumption
requires that the eigenvalues of R
−2
(β0, g)R0 are not divergent, which is satisfied if the
working correlation matrix reasonably approximate the true correlation matrix. The
idea behind Assumption (A6) is similar to that of the condition (A4) in Wang (2011),
that is, it is essential to approximate Sg(βg) by S
∗
g(βg) via Sg(βg) whose moments
are easier to evaluate. For this, Assumption (A6)-(i) and -(ii) say that the estimated
working correlation matrix can be approximated by R(β0, g) in a local neighborhood
of β0g ’s and α. Assumption (A6)-(iii) says that each cluster has the same impact for the
estimation of the working correlation matrix. Then, this is an intuitively reasonable
assumption which most of estimators of the working correlation matrix satisfies. In
the Supplementary Materials, we provide the accuracy of the approximation under
the unstructured working correlation matrix.
We now give our main theorems. We first establish the existence and weak con-
sistency of the clustered GEE estimators and the classification consistency of the
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grouping variables.
Theorem 1. Suppose the Assumptions (A1)-(A6) and the Assumptions in the Sup-
plementary Materials hold. For all g = 1, . . . , G, Sg(βg) = 0 has a root β̂g such that
β̂g → β0g in probability for ĝ = (ĝ1, . . . , ĝn) obtained by (3). Moreover, as n and T
tend to infinity, it holds that P (max1≤i≤n |ĝi(β̂)− g0i | > 0) = o(1) +O(nT−δ) for all
δ > 0 for ĝi(β̂)’s are obtained by (3).
We next establish the asymptotic normality of β̂g for g = 1, . . . , G. We denote
c∗ = max1≤g≤G λmax(M
∗
g(β
0
g )
−1H∗g(β0g )) and
γ∗ = max
1≤g≤G
max
i:g0i =g
λmax(H
∗
g(β
0
g )
−1/2Dti(β
0
g )V
−1
i (β
0
g )Di(β
0
g )H
∗
g(β
0
g )
−1/2).
The following result is a direct consequence of Theorem 4 in Xie and Yang (2003)
combined with Lemma S9 in the Supplementary Materials.
Theorem 2. Suppose the Assumptions (A1)-(A6) and the Assumptions in the Sup-
plementary Materials hold. Moreover, suppose that, for all g = 1, . . . , G, there exists
a constant ζ such that (c∗T )1+ζγ∗ → 0 as n → ∞. Moreover, suppose the marginal
distribution of each individual observation has a density of the form from (1). Then,
as n→∞, we have M∗g(β0g )−1/2H∗g(β0g )(β̂g − β0g )→ N(0, Ip) in distribution.
From Theorem 2, the asymptotic variance of β̂g is given byH
∗
g(β
0
g )M
∗
g(β
0
g )
−1H∗g(β0g ),
which involves M
∗
g(β
0
g ) depending on the unknown covariance matrix Σi. Following
Liang and Zeger (1986), we suggest estimating M
∗
g(β
0
g ) by
n∑
i=1
I(ĝi = g)D
t
i(βg)V
−1
i (βg){yi −m(Xiβg)}{yi −m(Xiβg)}tV −1i (βg)Di(βg)
∣∣∣
βg=β̂g
,
which is consistent as n→∞.
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4 Numerical studies
4.1 Simulation studies
We investigate the finite sample performance of the proposed grouped GEE method
based on simulation studies. We first consider estimation and classification accuracy
of the grouped GEE estimator To this end, we generated two dimensional covariate
vector (x1it, x2it) form a two-dimensional normal distribution with mean 0, marginal
variance 1 and correlation 0.4, for i = 1, . . . , n and t = 1, . . . , T . We considered
the logistic model for the marginal expectation of Yit, namely, Yit ∼ Ber(piit) and
logit(piit) = X
t
itβgi , where Xit = (1, x1it, x2it)
t, gi ∈ {1, . . . , G} and βg = (βg0, βg1, βg2)
is a vector of unknown regression coefficients. Here we set G = 3 and β1 = (0,−2, 0),
β2 = (0, 1, 2) and β3 = (0, 1,−2). For the true grouping assignment, we set gi = 1 for
i = 1, . . . , n/3, g2 = 2 for i = n/3 + 1, . . . , 2n/3 and gi = 3 for i = 2n/3 + 1, . . . , n.
Based the probability piit, we generated (Yi1, . . . , YiT ) from a correlated binary vec-
tor using R package “bindata” with two scenarios of correlation matrix, exchangeable
correlation matrix with 0.5 correlation parameter, and AR(1) correlation matrix with
0.7 correlation parameter. We then applied the proposed grouped GEE method with
G = 3 and four options of correlation matrices, independent, exchangeable correla-
tion, AR(1) and unstructured correlation matrices, and unknown parameters in these
correlation matrices were also estimated. We evaluated the performance of the esti-
mation of βg by using the squared error loss defined as SELg =
∑2
k=1(β̂gk − βgk)2,
and assessed the classification accuracy via the classification error given by CE =
n−1
∑n
i=1 I(ĝi 6= gi). In Tables 5 and 2, we reported the average values of SEL and
CE using 5000 Monte Carlo replications, respectively, under four combinations of
(n, T ). From Table 5, we can see that the correct specification of working correlation
matrices induces most efficient estimation of the regression coefficient while the use
of the other working correlations that are not necessarily equal to the true corre-
lation structures can still provide more efficient estimation than the independence
working structure. We also note that the US working correlation includes both EX
and AR although the number of unknown parameters is much lager than these struc-
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tures. Hence, the estimation performance under the moderate sample size such as
(n, T ) = (180, 10) is not very satisfactory, but the performance is getting improved as
the sample size increases. From Table 2, it is observed that introducing working cor-
relation structures in the classification step (3) achieves more accurate classification
than the common classification strategy using the standard sum of squared residu-
als as adopted in existing literatures, when observations within the same subject are
correlated. Moreover, the results reveals that the correct specification of the working
correlation leads to the most accurate classification.
We next investigate the performance of the information criteria given in (5) by
adopting the same data generating process with exchangeable correlation correlation
structure. For the simulated dataset, we selected the number of component G using
the criteria (5) from the candidate G ∈ {2, 3, . . . , 7}, noting that the true number
of component is 3. We employed three working correlations, EC, AR and UN, to
carry out the grouped GEE analysis for each G. Based on Monte Carlo replications,
we obtained selection probabilities of each G, which are reported in Table 3. It is
observed that the selection probabilities of the true number of components based on
EX and US working correlations are larger than these of using AR working correlation
structure since the true correlation is EC. However, the probability selecting G = 3
or 4 under AR working correlation are about 90% in both cases, so our selection
strategy seems to work reasonably well even when the working correlation is slightly
misspecified.
Finally, we compare the proposed grouped GEE method with the standard ran-
dom effete models under situations where the subjects do not necessarily admit per-
fect grouping. To this end, we considered the following underlying scenarios for the
subject-specific regression coefficients:
(S1) βi = (0,−2, 0)I(gi = 1) + (0, 1, 2)I(gi = 2) + (0, 1,−2)I(gi = 3)
(S2) βi = (0,−2, 0)I(gi = 1) + (0, 1, 2)I(gi = 2) + (0, 1,−2)I(gi = 3) + U([−0.5, 0.5]3)
(S3) βi0 ∼ U([−0.2, 0.2]), βi1 ∼ U([−2, 2]), βi2 ∼ U([0, 2]),
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where U(A) denotes the uniform distribution on the region A, and gi is the grouping
variable defined as gi = 1 for i = 1, . . . , n/3, g2 = 2 for i = n/3 + 1, . . . , 2n/3 and
gi = 3 for i = 2n/3 + 1, . . . , n. Hence, the scenario (S1) is the same as one used
in the previous simulation study, in which the subjects can be completely clarified
into three groups. On the other hand, in scenarios (S2) and (S3), the subjects does
not admit complete classification since the regression coefficients are different among
subjects. We also note that in scenario (S2), the subjects may admit approximate
classification based on gi, but there seems no trivial classification in scenario (S3) as
the regression coefficients are completely random. We generated the binary response
variable Yit in the same way as the previous study with the exchangeable correlation
structure with 0.5 correlation parameter. For the simulated dataset, we applied the
proposed grouped GEE method with the estimated number of groups to estimate βi
by β̂ĝi . For comparison, we also applied the logistic random coefficient (RC) models
by using R package “lme4” (Bates et al., 2016) to estimate βi via random effects.
We evaluate the estimation performance via the average squared error loss given by
ASL = n−1
∑n
i=1
∑2
k=1(β̂ik−βik)2, where β̂ik is the estimator obtained from grouped
GEE or RC methods. In Table 4, we report the average values of ASL based on
5000 Monte Carlo replications. In scenario (S1), since the subject-specific regression
coefficients can be perfectly grouped, the proposed methods provide much better esti-
mation accuracy than the RC model. Moreover, in scenario (S2), the subjects does not
hold exact groping structures but can be approximately grouped, and the proposed
method still works better than the RC method. On the other hand, the regression
coefficients are completely random in scenario (S3), so it is quite natural that the
RC method performs better than the proposed method. However, it should be noted
that the difference between the GGEE and RC methods are relatively comparable,
which would indicate that the proposed GGEE method can reasonably approximate
the subject-specific random coefficients by grouping subjects having similar regression
coefficients. Finally, comparing the two working correlations, the EX correlation pro-
vides better performance than the US correlation since the EX is the true underlying
correlation structure within the same subject, whereas the US correlation is quite
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comparable with EX.
Table 1: Average values of squared error loss of the regression coefficients in three
groups based on the grouped GEE method with independent (ID), exchangeable cor-
relation (EX), first-order autoregressive (AR) and unstructured (US) working correla-
tion matrices, averaged over 5000 Monte Carlo replications. All values are multiplied
by 100.
true correlation: EC true correlation: AR
(n, T ) Group ID EX AR US ID EX AR US
1 23.5 10.2 17.0 13.1 12.3 10.2 9.3 10.8
(180, 10) 2 23.9 10.9 17.3 13.0 13.3 10.0 8.6 11.6
3 24.4 10.8 17.4 12.8 13.8 10.4 9.0 11.9
1 13.0 6.3 8.8 7.6 6.2 5.3 5.2 5.9
(180, 20) 2 13.1 6.3 8.6 7.2 5.5 5.6 5.2 5.9
3 13.4 6.5 8.5 7.4 5.7 6.1 5.6 5.6
1 18.9 8.1 12.5 9.4 9.1 7.3 6.8 6.8
(270, 10) 2 19.1 7.0 12.2 9.6 10.0 7.3 6.7 7.5
3 19.1 7.5 12.6 8.9 9.8 7.3 6.5 7.2
1 8.9 5.2 6.7 4.7 4.7 4.4 4.4 5.6
(270, 20) 2 10.4 6.0 6.6 4.9 5.4 5.0 5.9 4.3
3 9.9 5.0 6.5 4.7 5.5 4.4 5.1 4.8
Table 2: Average values of classification error (%) of the grouping parameters in
the grouped GEE analysis with independent (ID), exchangeable correlation (EX),
first-order autoregressive (AR) and unstructured (US) working correlation matrices,
averaged over 5000 Monte Carlo replications.
true correlation: EC true correlation: AR
(n, T ) ID EX AR US ID EX AR US
(180, 10) 9.6 4.4 6.6 5.3 6.5 4.8 4.0 4.8
(180, 20) 4.3 1.5 2.3 1.8 1.9 1.6 1.2 1.5
(270, 10) 8.5 4.3 6.0 4.9 6.1 4.6 4.0 4.4
(270, 20) 3.7 1.5 2.1 1.4 1.8 1.4 1.3 1.4
4.2 Application to election panel study
We apply the proposed method to the 2007-2008 AP YAHOO NEWS election panel
study (http://www.knowledgenetworks.com/GANP/election2008/index.html). The
study intends to measure opinion changes starting with the primary elections through
the presidential election in November 2008. The data consist of 4965 participants over
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Table 3: Selection probabilities (%) of the number of groups (G) obtained from the
quasi-information criteria (5) with exchangeable correlation (EX), first-order autore-
gressive (AR) and unstructured (US) working correlation matrices, based on 500
Monte Carlo replications.
working G
(n, T ) correlation 2 3 4 5 6 7
EX 0.2 87.8 10.6 1.2 0.0 0.2
(180, 10) AR 0.4 58.0 31.4 6.2 2.6 1.4
US 0.0 85.8 12.6 1.6 0.0 0.0
EX 0.0 85.8 13.4 0.4 0.4 0.0
(270, 10) AR 0.0 56.6 32.8 5.2 4.6 0.8
US 0.0 87.2 11.8 0.8 0.2 0.0
Table 4: Average values of average square error loss of estimators of subject-specific
regression coefficients based on the grouped GEE (GGEE) with the estimated number
of groups and exchangeable (EX) and unstructured (US) working correlation matrices
and logistic random coefficients (RC) methods under three scenarios with n = 180.
The number of Monte Carlo replications is 5000.
(S1) (S2) (S3)
Method T = 10 T = 20 T = 10 T = 20 T = 10 T = 20
GGEE-EX 34.7 12.2 46.0 18.9 56.3 45.5
GGEE-US 39.0 17.7 50.7 23.7 58.2 48.4
RC 72.5 70.7 74.4 69.9 49.0 38.1
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11 waves from November 2007 to December 2008, with nine waves before the election.
The main goal of the study is investigating the change of participants’ interest in the
election over time and relevant factors associated with their interest. Since interest
in election news would be an reasonable proxy variable to represent the interest in
election, we chose “Question LV3” that among the survey questions, in which five
categories of opinions are recorded as an ordinal response variable from 1 to 5, not-
ing that a smaller value corresponds to a high level of interest in the election news.
We then dichtomized the response by setting values of 1 or 2 to “much interest” (1)
and the other values to “little interest” (0). In this analysis, we only used subjects
without no responses in the 9 waves, which results in 1169 subjects. As auxiliary
information, we adopted indicator variables of gender (1:male, 0:female), indicators
of black and others, respectively, time from 1 to 9, and the interaction term between
the gender and time. Among the individuals, it would be reasonable to assume that
different types of individuals exist, that is, some individuals are always interested in
the election whereas some individuals are not or their interest changes during the
term. Therefore, we applied the proposed grouped GEE approach to take account of
such heterogeneity.
Let yit be the binary response variable, and xit be the vector of five covariates and
an intercept, for i = 1, . . . , n(= 1169) and t = 1, . . . , T (= 9). We consider the mean
structure E[yit|xit] = m(xtitβgi) with m(x) = exp(x)/{1+exp(x)} and gi ∈ {1, . . . , G}.
We first selected the number of groups, G, from candidates {2, 3, . . . , 7} using the
information criteria (5) under unstructured working correlation, and G = 3 was
selected. Then, we carried out the grouped GEE analysis with G = 3 and using the
three working correlations, exchangeable (EX), the first-order autoregressive (AR)
and unstructured (US) correlations. The estimated regression coefficients and their
standard errors in the three groups are shown in Table 5. The results show that the
EX and US correlation structures provide a quite similar results whereas the use of
AR working correlation produces slightly different estimates than the others. It is also
observed that regression coefficients of the three groups are very different each other.
For example, the effect of the indicators of others (OT) is significantly positive in the
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first group, but they are significantly negative in the other groups. In order to see the
groping performance, we divided the individuals into three groups according to the
estimated grouping assignment based on the unstructured working correlation. We
further divided each group into two groups according to gender to check the potential
effects of the interaction term, which results in 6 groups in total. In each group, we
computed average values of yit for t = 1, . . . , T , where the results are presented in
Figure 1. From the result, we can easily understand the characteristics of the three
groups; interest of individuals in the first and third groups does not change over time
and keeps at the initial interest while those in the second group gradually increases.
Moreover, Figure 1 clearly shows the potential heterogeneity of individuals and the
usefulness of the grouped GEE techniques.
Table 5: Estimates and standard errors of the regression coefficients of gender (G),
indicators of black (BL) and others (OT), time and the interaction term of gender
and time in three groups.
Group 1 Group 2 Group 3
EX AR US EX AR US EX AR US
Int -2.23 -2.47 -2.62 -1.66 -1.52 -1.44 3.09 2.23 3.15
(0.21) (0.26) (0.24) (0.14) (0.15) (0.13) (0.19) (0.19) (0.20)
G -0.41 -0.23 -0.20 0.09 0.06 0.08 0.20 0.12 0.37
(0.31) (0.35) (0.31) (0.19) (0.21) (0.18) (0.27) (0.27) (0.29)
BL 0.71 2.70 0.34 -0.37 -2.43 -0.45 -0.31 0.02 -0.52
(0.21) (0.13) (0.24) (0.19) (0.24) (0.17) (0.28) (0.26) (0.26)
OT 4.99 5.48 5.24 -0.69 -0.35 -0.63 -5.29 -6.01 -6.01
(0.29) (0.29) (0.28) (0.21) (0.15) (0.16) (0.35) (0.44) (0.45)
TM 0.03 0.02 0.05 0.54 0.41 0.45 0.02 0.19 0.01
(0.03) (0.04) (0.04) (0.03) (0.03) (0.03) (0.03) (0.04) (0.04)
TM × G 0.06 0.08 0.10 0.00 0.01 0.05 -0.10 -0.06 -0.11
(0.05) (0.06) (0.05) (0.04) (0.04) (0.04) (0.05) (0.06) (0.05)
5 Concluding Remarks
This paper developed a new statistical approach to analyzing longitudinal data. The
proposed method, called grouped GEE analysis, carries out grouping subjects and
estimating the regression coefficients simultaneously to take account of potential het-
erogeneity. We employ working correlations both in estimation and grouping steps,
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Figure 1: Estimated probabilities of being interested in the election changing over
time in the three groups identified by the proposed grouped GEE analysis.
and provided a simple iterative algorithm to obtain grouped GEE estimator. We also
developed asymptotic properties of the proposed method. The simulation studies
and an application to the election panel study suggest the usefulness of the proposed
approach.
The proposed method has useful extensions. First, we can introduce a penalty
term in the grouping step as considered in Sugasawa (2020), which can makes subjects
having similar characteristics or covariates tend to be classified to the same group.
This might make the estimation results more interpretable. Moreover, when the di-
mension of the regression coefficients is large, it would be better to conduct variable
selection, which can be done by introducing penalty function in the estimating equa-
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tion as considered in Wang et al. (2012). Finally, instead of using working correlation
matrices, it would be beneficial to consider quadratic inference functions (Qu et al.,
2000), and develop the grouped GEE method with theoretical justifications. We leave
the detailed investigation of these issues for interesting future works.
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Supplementary Materials for “Grouped GEE
Analysis for Longitudinal Data”
This Supplementary Materials gives the proofs omitted from the main text. In
Section S1, we show Theorem 1, that is, the existence and the weak consistency of the
grouped GEE estimator and the classification consistency of the clustering method in
(3). At first, we will show that all the clusters are consistently classified to their true
groups on average in Lemma S1. Lemma S2-S8 including the reproduction of lemmas
in Xie and Yang (2003) are provided to evaluate the errors from the approximation
of the generalized estimating equation by the estimating equation whose moments
are easier to evaluate. In Section S2, we show Theorem 2, that is, the asymptotic
normality of the grouped GEE estimator. In Lemma S9, we will show the asymptotic
equivalence of the proposed estimator and the infeasible estimator obtained by the
estimating equation composed of the clusters belonging to their true groups. Lemma
S10 and the proof of Theorem 2 are almost the same with those of Xie and Yang
(2003). In Section S3, we show that the proposed estimated working correlation
matrix satisfy the Assumptions (A5) (ii), (A6) in the main text and (A11) below.
In addition to the Assumption (A1)-(A6), we assume the following regularity as-
sumptions for the grouped GEE:
Assumption
(A7) For all g = 1, . . . , G, the unknown parameter βg belongs to a compact subset
B ∈ Rp, the true parameter value β0g lies in the interior of B.
(A8) The covariates {xit, i = 1, . . . , n, t = 1, . . . , T} are in a compact set X .
(A9) For all i = 1, . . . , n and t = 1, . . . , T , a′(θit) is uniformly three times continuously
differentiable, a′′(θit) is uniformly bounded away from 0, and u(ηit) is uniformly
four times continuously differentiable and u′(ηit) is uniformly bounded away
from 0.
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(A10) For all i = 1, . . . , n, there exist positive constants, b1, b2, b3 and b4, such that for
any β ∈ B and g, b1 ≤ λmin((nT )−1
∑n
i=1X
t
iXi) ≤ λmax((nT )−1
∑n
i=1X
t
iXi) ≤
b2 and b3 ≤ λmin(T−1XtiXi) ≤ λmax(T−1XtiXi) ≤ b4.
(A11) For any β ∈ B and all δ > 0, max1≤k,l≤T |{R̂(β, g) − R̂(β, g0)}kl| = op(T−δ)
for g ∈ Γ, where Γ = {g = (g1, . . . , gn) : supβ∈BnT n−1
∑n
i=1 I{gi 6= g0i } =
op(T
−δ) for all δ > 0}.
Xie and Yang (2003) does not restrict the parameter space of β and the set of
all possible covariate variables to be compact. However, we need Assumptions (A7)
and (A8) because in the proof of the consistency of our grouped GEE estimators,
we need to bound a′′(θit) and u′it(ηit) uniformly on the whole parameter space for all
i = 1, . . . , n and t = 1, . . . , T . Assumption (A9) requires that the marginal variance
of yit is uniformly larger than 0 for any β ∈ B and xit ∈ X for all i = 1, . . . , n
and t = 1, . . . , T . The boundedness of a(k)(θit) and u
(k)(ηit) for βg’s in a local
neighborhood around β0g is also required to ensure the asymptotic properties of GEE
estimators, which is satisfied from Assumptions (A7) and (A8). Assumption (A10)
is also imposed well and ensures combined with Assumptions (A1) (i) that Hg(βg),
Mg(βg) and so on are invertible when n or T is sufficiently large. Assumption (A11)
says that the estimated working correlation matrix can be approximated by R(β, g0)
if groups are consistently classified to their true groups on average.
Throughout this Supplementary Materials, we use the following notations. The
notation anT . bnT means that anT ≤ CbnT for all n and T , for some constant C that
does not depends on n and T . For a column vector a, we use at to denote the transpose
of a and ||a|| to denote the Euclidean norm of a. For a matrix A, {A}kl denotes the
(k, l)-element of A, λmin(A) (λmax(A)) denotes the smallest (largest) eigenvalue of A,
At denotes the transpose of A and ||A||F = {tr(AtA)}1/2 is the Frobenius norm of A.
We use the notation a ∨ b = max(a, b) and a ∧ b = min(a, b).
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S1 Proof of Theorem 1
First of all, we need to show the next lemma.
Lemma S1. Under the Assumptions (A1)-(A11), it holds that for all δ > 0,
sup
β∈BnT
1
n
n∑
i=1
I{ĝi(β) 6= g0i } = op(T−δ),
where ĝi(β) is obtained by (3).
Proof. For any g, gi0 is defined to be obtained by replacing only its ith element with
g0i , that is gi0 = (g1, . . . , gi−1, g
0
i , gi+1, . . . , gn). Note that, from the definition of ĝi(β),
we have, for all g = 1, . . . , G,
I{ĝi(β) = g} ≤I
{
{yi −m(Xiβg)}tR̂−1(β, g){yi −m(Xiβg)}
≤ {yi −m(Xiβg0i )}
tR̂−1(β, gi0){yi −m(Xiβg0i )}
}
.
Then, we can write
1
n
n∑
i=1
I{ĝi(β) 6= g0i } =
G∑
g=1
1
n
n∑
i=1
I{g0i 6= g}I{ĝi(β) = g} ≤
G∑
g=1
1
n
n∑
i=1
Zig(βg),
where
Zig(βg) =I{g0i 6= g}I
{
{yi −m(Xiβg)}tR̂−1(β, g){yi −m(Xiβg)}
≤ {yi −m(Xiβg0i )}
tR̂−1(β, gi0){yi −m(Xiβg0i )}
}
.
Similar to the proof of Lemma B.4 in Bonhomme and Manresa (2015), we start by
bounding Zig(βg) on β ∈ BnT by a quantity that does not depend on β. Denote
Wig(β) ={yi −m(Xiβg)}tR̂−1(β, g){yi −m(Xiβg)}
− {yi −m(Xiβg0i )}
tR̂−1(β, gi0){yi −m(Xiβg0i )},
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then we have
Zig(βg) = I{g0i 6= g}I{Wig(β) ≤ 0} ≤ I{g0i 6= g}I{Wig(β0) ≤ |Wig(β0)−Wig(β)|}.
We have
|Wig(β0)−Wig(β)| ≤
∣∣∣{yi −m(Xiβ0g0i )}tR̂−1(β0, gi0){yi −m(Xiβ0g0i )}
− {yi −m(Xiβg0i )}
tR̂−1(β, gi0){yi −m(Xiβg0i )}
∣∣∣
+
∣∣∣{yi −m(Xiβ0g )}tR̂−1(β0, g){yi −m(Xiβ0g )}
− {yi −m(Xiβg)}tR̂−1(β, g){yi −m(Xiβg)}
∣∣∣
≡K(1)ig (β) +K(2)ig (β).
Denote ε˜i = Σ
−1/2
i {yi −m(Xiβ0g0i )}, then we can write
K
(1)
ig (β) ≤|ε˜tiΣ1/2i {R̂−1(β0, gi0)− R̂−1(β, gi0)}Σ1/2i ε˜i|
+ 2|{m(Xiβ0g0i )−m(Xiβg0i )}
tR̂−1(β, gi0)Σ
1/2
i ε˜i|
+ {m(Xiβ0g0i )−m(Xiβg0i )}
tR̂−1(β, gi0){m(Xiβ0g0i )−m(Xiβg0i )}
≡
3∑
j=1
Ij .
For I1, we can write
I1
=|ε˜tiΣ1/2i R̂−1(β0, gi0){R̂(β, gi0)− R̂(β0, gi0)}R̂−1(β, gi0)Σ1/2i ε˜i|
≤|ε˜tiΣ1/2i R̂−1(β0, gi0){R̂(β, gi0)− R̂(β0, gi0)}R̂−1(β0, gi0)Σ1/2i ε˜i|
+ |ε˜tiΣ1/2i R̂−1(β0, gi0){R̂(β, gi0)− R̂(β0, gi0)}{R̂−1(β, gi0)− R̂−1(β0, gi0)}Σ1/2i ε˜i|
≡I11 + I12.
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For I11, we have
I11
=|ε˜tiΣ1/2i R
−1
(β0, gi0){R̂(β, gi0)− R̂(β0, gi0)}R−1(β0, gi0)Σ1/2i ε˜i|
+ 2|ε˜tiΣ1/2i {R̂−1(β0, gi0)−R
−1
(β0, gi0)}{R̂(β, gi0)− R̂(β0, gi0)}R−1(β0, gi0)Σ1/2i ε˜i|
+ |ε˜tiΣ1/2i {R̂−1(β0, gi0)−R
−1
(β0, gi0)}{R̂(β, gi0)− R̂(β0, gi0)}
× {R̂−1(β0, gi0)−R−1(β0, gi0)}Σ1/2i ε˜i|
≡
3∑
j=1
I11j .
Since we have λmax(R
−2
(β0, gi0)Σi) ≤ λmax(R−2(β0, gi0)R0)λmax(Ai(β0g0i )) for all i =
1, . . . , n and max1≤i≤n max1≤t≤T Ait(βg) <∞ for any β ∈ B from Assumptions (A7),
(A8) and (A9), we have
I111 . ||R̂(β, gi0)− R̂(β0, gi0)||Fλmax(R−2(β0, gi0)R0)ε˜tiε˜i.
Then, from Assumptions (A6) (i) and (A11), there is a constant C111, independent
of n and T such that
sup
β∈BnT
I111 = C111CT
2λ
−1/2
min (H
∗
)τ1/2
( 1
T
T∑
t=1
ε˜2it
)
.
For I112, we have
I112/2 ≤|ε˜tiΣ1/2i R
−1
(β0, gi0){R̂(β0, gi0)−R(β0, gi0)}
×R−1(β0, gi0){R̂(β, gi0)− R̂(β0, gi0)}R−1(β0, gi0)Σ1/2i ε˜i|
+ |ε˜tiΣ1/2i {R̂−1(β0, gi0)−R
−1
(β0, gi0)}{R̂(β0, gi0)−R(β0, gi0)}
×R−1(β0, gi0){R̂(β, gi0)− R̂(β0, gi0)}R−1(β0, gi0)Σ1/2i ε˜i|
≡I1121 + I1122.
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For I1121, we have from Cauchy-Schwarz inequality
I1121 .||R̂(β0, gi0)−R(β0, gi0)||F ||R̂(β, gi0)− R̂(β0, gi0)||F
× λ−1min(R(β0, gi0))λmax(R
−2
(β0, gi0)R
0)ε˜tiε˜i.
From Assumptions (A5), (A6) (i), (ii) and (A11), there is a constant C1121, indepen-
dent of n and T such that
sup
β∈BnT
I1121 = C1121CT
2
√
T 2
n
λ
−1/2
min (H
∗
)τ1/2
( 1
T
T∑
t=1
ε˜2it
)
,
which is dominated by I111 since T
2/n→ 0 from Assumption (A2). Similarly, I1122,
I113 and I12 are dominated by I111. Then, there is a constant C1, independent of n
and T such that
sup
β∈BnT
I1 = C1CT
2λ
−1/2
min (H
∗
)τ1/2
( 1
T
T∑
j=1
ε˜2it
)
.
For I2, we have
I2/2 ≤|{m(Xiβ0g0i )−m(Xiβg0i )}
tR
−1
(β0, gi0)Σ
1/2
i ε˜i|
+ |{m(Xiβ0g0i )−m(Xiβg0i )}
t{R̂−1(β, gi0)−R−1(β0, gi0)}Σ1/2i ε˜i|
≡I21 + I22.
From Taylor expansion, for β∗
g0i
between β0
g0i
and βg0i
, we have
m(Xiβ
0
g0i
)−m(Xiβg0i ) = φAi(β
∗
g0i
)∆(β∗g0i )Xi(β
0
g0i
− βg0i ). (S1)
Since max1≤i≤n max1≤t≤T u′(xitβg) <∞ from Assumptions (A7), (A8) and (A9), we
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have
I21
≤||Σ1/2i R
−1
(β0, gi0){m(Xiβ0g0i )−m(Xiβg0i )}|| · ||ε˜i||
.λ1/2max(R
−2
(β0, gi0)R
0){(β0g0i − βg0i )X
t
i∆(β
∗
g0i
)A2i (β
∗
g0i
)∆(β∗g0i )Xi(β
0
g0i
− βg0i )}
1/2||ε˜i||
.λ1/2max(R
−2
(β0, gi0)R
0)λ1/2max(X
t
iXi)||βg0i − β
0
g0i
||(ε˜tiε˜i)1/2.
Then, from Assumptions (A5), (A10) there is a constant C21, independent of n and
T such that
sup
β∈BnT
I21 ≤ C21CTλ−1/2min (H
∗
)τ1/2
( 1
T
T∑
t=1
ε˜2it
)1/2
.
For I22, we have
I22
≤|{m(Xiβ0g0i )−m(Xiβg0i )}
tR
−1
(β0, gi0){R(β0, gi0)− R̂(β, gi0)}R−1(β0, gi0)Σ1/2i ε˜i|
+ |{m(Xiβ0g0i )−m(Xiβg0i )}
t{R̂−1(β, gi0)−R−1(β0, gi0)}
× {R(β0, gi0)− R̂(β, gi0)}R−1(β0, gi0)Σ1/2i ε˜i|
≡I221 + I222.
As is the same with I21 and from Assumption (A6) (i) and (ii), there is a constant
C221, independent of n and T such that
sup
β∈BnT
I221 ≤ C221CT
{
Tλ
−1/2
min (H
∗
)τ1/2 ∨
√
T 2
n
}( 1
T
T∑
t=1
ε˜2it
)1/2
,
which dominats I21. Since I222 is dominated by I221 from Assumption (A6) (i) and
(ii), there is a constant C2, independent of n and T such that
sup
β∈BnT
I2 ≤ C2CT
{
Tλ
−1/2
min (H
∗
)τ1/2 ∨
√
T 2
n
}( 1
T
T∑
t=1
ε˜2it
)1/2
.
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For I3, we have
I3 ≤{m(Xiβ0g0i )−m(Xiβg0i )}
tR
−1
(β0, gi0){m(Xiβ0g0i )−m(Xiβg0i )}
+ {m(Xiβ0g0i )−m(Xiβg0i )}
t{R̂−1(β, gi0)−R−1(β0, gi0)}{m(Xiβ0g0i )−m(Xiβg0i )}
≡I31 + I32.
As is the case in I21 and from Assumption (A5), there is a constant C31, independent
of n and T such that supβ∈BnT I31 ≤ C31C2Tλ−1min(H
∗
)τ . From Assumption (A6) (i)
and (ii), there is a constant C32, independent of n and T such that
sup
β∈BnT
I32 ≤ C32C2T
{
Tλ
−1/2
min (H
∗
)τ1/2 ∨
√
T 2
n
}
λ−1min(H
∗
)τ,
which is dominated by I31 from Assumption (A2). then, there is a constant C3,
independent of n and T such that supβ∈BnT I3 ≤ C3C2Tλ−1min(H
∗
)τ . For K
(2)
ig (β), we
can write
K
(2)
ig (β) ≤|{yi −m(Xiβ0g )}tR̂−1(β0, g){yi −m(Xiβ0g )}|
+ |{yi −m(Xiβg)}tR̂−1(β, g){yi −m(Xiβg)}|
≡I4 + I5.
For I4, we can write
I4 ≤|{yi −m(Xiβ0g )}tR−1(β0, g){yi −m(Xiβ0g )}|
+ |{yi −m(Xiβ0g )}t{R̂−1(β0, g)−R−1(β0, g)}{yi −m(Xiβ0g )}|
≡I41 + I42.
Since it is obvious that J41 = Op(T ) and I42 is dominated by I41 from Assumption
(A6) (i) and (ii), we have I4 = Op(T ). Since we can also show that I5 = Op(T ), there
is a constant C4, independent of n and T such that supβ∈BnT K
(2)
ig (β) ≤ C4T . Next,
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we will bound Wig(β
0, g) from below. It can be written as
Wig(β
0, g) ={yi −m(Xiβ0g0i )}
t{R̂−1(β0, g)− R̂−1(β0, gi0)}{yi −m(Xiβ0g0i )}
+ {m(Xiβ0g0i )−m(Xiβ
0
g )}tR̂−1(β0, g){m(Xiβ0g0i )−m(Xiβ
0
g )}
+ 2{m(Xiβ0g0i )−m(Xiβ
0
g )}tR̂−1(β0, g)Σ1/2i ε˜i
≡
3∑
j=1
Jj .
For J1, we have
J1 ={yi −m(Xiβ0g0i )}
tR̂−1(β0, g){R̂(β0, gi0)− R̂(β0, g)}R̂−1(β0, gi0){yi −m(Xiβ0g0i )}
=ε˜tiΣ
1/2
i R
−1
(β0, g){R̂(β0, gi0)− R̂(β0, g)}R−1(β0, gi0)Σ1/2i ε˜i
+ ε˜tiΣ
1/2
i {R̂−1(β0, g)−R
−1
(β0, g)}{R̂(β0, gi0)− R̂(β0, g)}R−1(β0, gi0)Σ1/2i ε˜i
+ ε˜tiΣ
1/2
i R
−1
(β0, g){R̂(β0, gi0)− R̂(β0, g)}{R̂−1(β0, gi0)−R−1(β0, gi0)}Σ1/2i ε˜i
+ ε˜tiΣ
1/2
i {R̂−1(β0, g)−R
−1
(β0, g)}{R̂(β0, gi0)− R̂(β0, g)}
× {R̂−1(β0, gi0)−R−1(β0, gi0)}Σ1/2i ε˜i
=
4∑
j=1
J1j .
For J11, we have
J11 =ε˜
t
iΣ
1/2
i R
−1
(β0, g){R̂(β0, gi0)− R̂(β0, g)}R−1(β0, g)Σ1/2i ε˜i
+ ε˜tiΣ
1/2
i R
−1
(β0, g){R̂(β0, gi0)− R̂(β0, g)}{R−1(β0, gi0)−R−1(β0, g)}Σ1/2i ε˜i
≡J111 + J112.
For J111, we have J111 & −λmax(R−2(β0, g)R0)||R̂(β0, gi0) − R̂(β0, g)||F ε˜tiε˜i. From
Assumptions (A6) (iii) and (A11), there is a constant C511, independent of C and T ,
such that J111 ≥ −C511(T/n)ε˜tiε˜i. From Assumptions (A2), (A6) (i) and (ii), it can
be shown that J112, J12, J13 and J14 are dominated by J111, then there is a constant
C5, independent of C and T , such that J1 ≥ −C5(T 2/n)(
∑T
t=1 ε˜
2
it/T ). For J2, we
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have
J2 ={m(Xiβ0g0i )−m(Xiβ
0
g )}tR−1(β0, g){m(Xiβ0g0i )−m(Xiβ
0
g )}
+ {m(Xiβ0g0i )−m(Xiβ
0
g )}t{R̂−1(β0, g)−R−1(β0, g)}{m(Xiβ0g0i )−m(Xiβ
0
g )}
≡J21 + J22.
For J21, by using (S1), we have for β
∗
gi between β
0
g0i
and β0g
J21 = (β
0
g0i
− β0g )Xti∆(β∗gi)Ai(β∗gi)R
−1
(β0, g)Ai(β
∗
gi)∆(β
∗
gi)Xi(β
0
g0i
− β0g ).
Since λmax(X
t
iR
−1
(β0, g)Xi) is at least of order Op(T ) from Assumption (A10). Then,
from Assumption (A1) (ii) there is a constant C∗6 , independent of C and T , such that
J21 ≥ C∗6T . From Assumptions (A5) and (A6) (ii), it can be shown that J22 is
dominated by J21, then there is a constant C6, independent of C and T , such that
J2 ≥ C6T . For J3, we have
J3 ={m(Xiβ0g0i )−m(Xiβ
0
g )}tR−1(β0, g)Σ1/2i ε˜i
+ {m(Xiβ0g0i )−m(Xiβ
0
g )}t{R̂−1(β0, g)−R−1(β0, g)}Σ1/2i ε˜i
≡J31 + J32.
From Assumption (A6) (i) and (ii), J32 is dominated by J31. Let UΛU
t be the
eigendecomposition of R
−1
(β0, g)Σ
1/2
i , where Λ = diag(λ1, . . . , λT ) for λ1 ≥, . . . , λT is
a diagonal matrix formed from the eigenvalues and U is the corresponding eigenvectors
of R
−1
(β0, g)Σ
1/2
i . Then there is a constant C7, independent of C and T , such that
J3 = C7{m∗(Xiβ0g0i )−m
∗(Xiβ0g )}tΛε˜∗i = C7
T∑
t=1
λt{m∗(xtitβ0g0i )−m
∗(xtitβ
0
g )}ε˜∗it,
for m∗(Xiβg) = Um(Xiβg) and ε˜∗i = Uε˜i. Combined with the above results, we thus
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obtain
sup
β∈BnT
Zig(βg)
≤I{g0i 6= g}
× I
{
− C5T
2
n
( 1
T
T∑
t=1
ε˜2it
)
+ C6T + C7
T∑
t=1
λt{m∗(xtitβ0g0i )−m
∗(xtitβ
0
g )}ε˜∗it
≤ C1CT 2λ−1/2min (H
∗
)τ1/2
( 1
T
T∑
t=1
ε˜2it
)
+ C2CT
{
Tλ
−1/2
min (H
∗
)τ1/2 ∨
√
T 2
n
}( 1
T
T∑
t=1
ε˜2it
)1/2
+ C3C
2Tλ−1min(H
∗
)τ
}
.
Since the right-hand side of the above inequality does not depend on βg for g =
1, . . . , G, we can denote it as Z˜ig. As a result, we have
sup
β∈BnT
1
n
n∑
i=1
I{ĝi(β) 6= g0i } ≤
1
n
n∑
i=1
G∑
g=1
Z˜ig.
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Using standard probability algebra, we have for all g and M in Assumption (A4),
P (Z˜ig = 1)
≤P
(
− C5T
2
n
( 1
T
T∑
t=1
ε˜2it
)
+ C6T + C7
T∑
t=1
λt{m∗(xtitβ0g0i )−m
∗(xtitβ
0
g )}ε˜∗it
≤ C1CT 2λ−1/2min (H
∗
)τ1/2
( 1
T
T∑
t=1
ε˜2it
)
+ C2CT
{
Tλ
−1/2
min (H
∗
)τ1/2 ∨
√
T 2
n
}( 1
T
T∑
t=1
ε˜2it
)1/2
+ C3C
2Tλ−1min(H
∗
)τ
)
≤P
( 1
T
T∑
t=1
ε˜2it ≥
n
T 2
M
)
+ P
( 1
T
T∑
t=1
ε˜2it ≥ T−2λ1/2min(H
∗
)τ−1/2M
)
+ P
( 1
T
T∑
t=1
ε˜2it ≥ T−2
{
T−2λmin(H
∗
)τ−1 ∧ n/T 2
}
M
)
+ P
(
C7
T∑
t=1
λt{m∗(xtitβ0g0i )−m
∗(xtitβ
0
g )}ε˜∗it
≤ C5M − C6T + C1CMT + C2C
√
MT + C3C
2Tλ−1min(H
∗
)τ
)
.
From Markov’s inequality, we have for any δ > 0,
P
( 1
T
T∑
t=1
ε˜2it ≥
n
T 2
M
)
≤ exp
(
− n
T 2
M
)
E
[
exp
( 1
T
T∑
t=1
ε˜2it
)]
= op(T
−δ),
Since the order of T−1
∑T
t=1 ε˜
2
it is at mostOp(T ), we have P (T
−1∑T
t=1 ε˜
2
it ≥ (n/T 2)M) =
op(T
−δ) for any δ > 0 from Assumption (A2). Similarly, we have
P
( 1
T
T∑
t=1
ε˜2it ≥ T−2λ1/2min(H
∗
)τ−1/2M
)
≤ exp
(
− T−2λ1/2min(H
∗
)τ−1/2M
)
E
[
exp
( 1
T
T∑
t=1
ε˜2it
)]
= op(T
−δ),
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where the sencond inequality follows from Assumption (A2). Similarly, we have
P
( 1
T
T∑
t=1
ε˜2it ≥ T−2
{
T−2λmin(H
∗
)τ−1 ∧ n/T 2
}
M
)
= op(T
−δ).
For the last probability, we can write
P
(
(1/T )C7
T∑
t=1
λt{m∗(xtitβ0g0i )−m
∗(xtitβ
0
g )}ε˜∗it
≤ (1/T )C5M − C6 + C1CM + C2C
√
M + C3C
2λ−1min(H
∗
)τ
)
.
For the right-hand side of the inequality in the above probability, both of the first
and last terms are asymptotically dominated by oteher terms. Then, by takig C <
C6/(C1M+C2
√
M), the right-hand side of the inequality can be negative. Moreover,
it is noted that λ1 = Op(1). Then, the left-hand side of the inequality is a linear
combination of ε˜∗it, and its expectation is 0 and the order of its variance is at most
O(T−1). Since ε˜∗it for t = 1, . . . , T are uncorrelated, we can use Theorem 6.2 in Rio
(2000), in which the second term of the right-hand side of the equation (6.5) vanishes
in this case due to the uncorrelatedness of ε˜it’s. Thus, by using the consequence of
Theorem 6.2 in Rio (2000) for λ = T , r = T 1/2 and s2n = T , the probability above is
bounded above by 4(1+T 1/2)−T 1/2 = op(T−δ) for any δ > 0. This ends the proof.
Similar to Wang (2011), in order to prove the consistency it is essential to approx-
imate Sg(βg), Hg(βg) and so on by S
∗
g(βg) and H
∗
g(βg) whose moments are easier to
evaluate. The following lemmas S2-S8 establish the accuracy of these approximations,
which play important roles in deriving the asymptotic normality.
Lemma S2. Under Assumptions (A1)-(A11), it holds that, for all g = 1, . . . , G and
all δ > 0,
sup
β∈BnT ,g∈Γ
||{H∗g(β0g )}−1/2{Sg(βg)− S∗g (βg)}|| = Op(λ−1/2min (H
∗
)nT )op(T
−δ),
sup
β∈BnT ,g∈Γ
||{H∗g(β0g )}−1/2{Sg(βg)− S∗g(βg)}|| = Op(λ−1/2min (H
∗
)nT )op(T
−δ).
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Proof. We will show the second part of the lemma. Form Assumption (A6) (ii), the
first part of the lemma can be shown similarly by replacing R(β, g) and R(β, g0) with
R̂(β, g) and R̂(β, g0) respectively. It can be written as
Sg(βg)− S∗g(βg)
=
n∑
i=1
I{gi = g}Xti∆i(βg)A1/2i (βg)R
−1
(β, g)A
−1/2
i (βg){yi −m(Xiβg)}
−
n∑
i=1
I{g0i = g}Xti∆i(βg)A1/2i (βg)R
−1
(β, g0)A
−1/2
i (βg){yi −m(Xiβg)}
=
n∑
i=1
I{g0i = g}Xti∆i(βg)A1/2i (βg){R
−1
(β, g)−R−1(β, g0)}A−1/2i (βg){yi −m(Xiβg)}
+
n∑
i=1
(I{gi = g} − I{g0i = g})Xti∆i(βg)A1/2i (βg)R
−1
(β, g)A
−1/2
i (βg){yi −m(Xiβg)}
≡I1 + I2.
For I1, we have
I1 =
∑
i:g0i =g
T∑
t1,t2=1
{R−1(β, g)−R−1(β, g0)}t1,t2A1/2it1 (βg)A
−1/2
it2
(βg){yit2 −m(xtit2βg)}xit1
=
T∑
t1=1
T∑
t2=1
{R−1(β, g)−R−1(β, g0)}t1,t2
×
[ ∑
i:g0i =g
A
1/2
it1
(βg)A
−1/2
it2
(βg){A1/2it2 (β0g )εit2 +m(xtit2β0g )−m(xtit2βg)}xit1
]
.
It is noted that we have
E
[∣∣∣∣∣∣ ∑
i:g0i =g
A
1/2
it1
(βg)A
−1/2
it2
(βg)A
1/2
it2
(β0g )εit2xit1
∣∣∣∣∣∣2] . ∑
i:g0i =g
xtit1xit1 = O(n),
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and
sup
β∈BnT
∣∣∣∣∣∣ ∑
i:g0i =g
A
1/2
it1
(βg)A
−1/2
it2
(βg){m(xtit2β0g )−m(xtit2βg)}xit1
∣∣∣∣∣∣2
≤ sup
β∈BnT
∑
i:g0i =g
∣∣∣∣∣∣A1/2it1 (βg)A−1/2it2 (βg)m˙({xtit2βg}∗)xtit2(β0g − βg)xit1∣∣∣∣∣∣2
. sup
β∈BnT
∑
i:g0i =g
(β0g − βg)xit2xtit2(β0g − βg)xtit1xit1
=Op(nλ
−1
min(H
∗
)τ).
Since it can be written as
{R̂(β, g)− R̂(β, g0)}t1.t2
=
T∑
k=1
T∑
l=1
{R̂(β, g)}t1,k{R̂−1(β, g0)− R̂−1(β, g)}kl{R̂(β, g0)}l,t2 ,
we have
max
1≤,k,l≤T
{R̂−1(β, g0)− R̂−1(β, g)}kl
= {R̂(β, g)− R̂(β, g0)}t1.t2
/ T∑
k=1
T∑
l=1
{R̂(β, g)}t1,k{R̂(β, g0)}l,t2 ,
which implies that max1≤,k,l≤T {R̂−1(β, g0) − R̂−1(β, g)}kl = op(T−δ) for g ∈ Γ
from Assumption (A12) and the fact that the denominator in the right hand side
of the above equality is at most of order Op(1). Then, we have supβ∈BnT ||I1|| =
Op(n
1/2T 2)op(T
−δ). For I2, we have from the triangle inequality
||I2||2 ≤
n∑
i=1
I{gi 6= g0i }
n∑
i=1
||Xti∆i(βg)A1/2i (βg)R
−1
(β, g)A
−1/2
i (βg){yi −m(Xiβg)}||2
Since we have
||Xti∆i(βg)A1/2i (βg)R
−1
(β, g)A
−1/2
i (βg){yi −m(Xiβg)}||2
.λmax(XtiXi)||yi −m(Xiβg)||2 = Op(T 2),
39
we have supg∈Γ ||I2|| = Op(nT )op(T−δ), which ends the proof.
Lemma S3. Under Assumptions (A1)-(A11), it holds that, for all g = 1, . . . , G,
sup
β∈BnT
‖|{H∗g(β0g )}−1/2{Sg(βg)− Sg(βg)}|| = Op(λ−1/2min (H
∗
)T 2).
Proof. From Lemma S2, it is enough to show that
||{H∗g(β0g )}−1/2{S∗g (β0g )− S∗g(β0g )}|| = Op(λ−1/2min (H
∗
)T 2).
The proof is almost the same with that of Lemma 3.1 in Wang (2011). Let Q =
{qj1,j2}1≤j1,j2≤T denote the matrix R̂−1(β, g0)−R−1(β, g0). Then,
S∗g (βg)− S∗g(βg)
=
n∑
i=1
T∑
t1=1
T∑
t2=1
{R̂−1(β, g0)−R−1(β, g0)}t1,t2A1/2it1 (βg)A
−1/2
it2
(βg){yit2 −m(xtit2βg)}xit1
=
T∑
t1=1
T∑
t2=1
{R̂−1(β, g0)−R−1(β, g0)}t1,t2
×
[ n∑
i=1
A
1/2
it1
(βg)A
−1/2
it2
(βg){A1/2it2 (β0g )εit2 +m(xtit2β0g )−m(xtit2βg)}xit1
]
Note that
E
[∣∣∣∣∣∣ n∑
i=1
A
1/2
it1
(βg)A
−1/2
it2
(βg)A
1/2
it2
(β0g )εit2xit1
∣∣∣∣∣∣2] . n∑
i=1
xtit1xit1 = O(n),
and
sup
β∈BnT
∣∣∣∣∣∣ n∑
i=1
A
1/2
it1
(βg)A
−1/2
it2
(βg){m(xtit2β0g )−m(xtit2βg)}xit1
∣∣∣∣∣∣2
= sup
β∈BnT
n∑
i=1
∣∣∣∣∣∣A1/2it1 (βg)A−1/2it2 (βg)m˙({xtit2βg}∗)xtit2(β0g − βg)xit1∣∣∣∣∣∣2
. sup
β∈BnT
n∑
i=1
(β0g − βg)txit2xtit2(β0g − βg)xtit1xit1
=C2λ−1min(H
∗
)τOp(n).
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Similar to the proof of Lemma S2, we have max1≤k,l≤T {R̂−1(β, g0)−R−1(β, g0)}kl =
Op(n
−1/2) from Assumption (A6) (ii). Then, we have supβ∈BnT ||S∗g (βg)− S
∗
g(βg)|| =
Op(T
2), which proves the lemma.
The following Lemma is from Remark 1 in Xie and Yang (2003).
Lemma S4. It holds that, for all i = 1, . . . , n,
D i(βg) = H i(βg) +Bi(βg) + E i(βg),
for Bi(βg) = B
[1]
i (βg) +B
[2]
i (βg) and E i(βg) = E [1]i (βg) + E [2]i (βg), where
B
[1]
i (βg) = X
t
idiag[R
−1
A
−1/2
i (βg){m(Xiβ0g0i )−m(Xiβg)}]G
[1]
i (βg)Xi,
B
[2]
i (βgi) = X
t
i∆i(βg)A
1/2
i (βg)R
−1
diag[m(Xiβ
0
g0i
)−m(Xiβg)]G[2]i (βg)Xi,
E [1]i (βg) = Xtidiag[R−1A−1/2i (βg)A1/2i (β0g0i )εi]G
[1]
i (βg)Xi,
and
E [2]i (βgi) = Xti∆i(βg)A1/2i (βg)R
−1
diag[A
1/2
i (β
0
g0i
)εi]G
[2]
i (βg)Xi.
Here, G
[`]
i (βg) = diag(q
′[`]
it (βg), . . . , q
′[`]
it (βg), for ` = 1, 2, where
q
[1]
it (βg) = [a
′′(θit]−1/2m′(ηit), q
[2]
it (βg) = [a
′′(θit)]−1/2,
and
q′[1]it (βg) = −
1
2
a(3)(θit)
[a′′(θit)]5/2
{m′(ηit)}2 + m
′′(ηit)
[a′′(θit)]1/2
, q′[2]it (βgi) = −
1
2
a(3)(θit)
[a′′(θit)]5/2
m′(ηit).
Lemma S5. Under Assumptions (A1)-(A11), it holds that, for any λ ∈ Rp and
g = 1, . . . , G,
sup
β∈BnT
sup
||λ||=1
|λt[D∗g (βg)−D∗g(βg)]λ| = Op({λ−1/2min (H
∗
)τ1/2 ∨ n−1/2}T 2n).
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Proof. By Lemma S4, it is sufficient to prove the following three results:
sup
β∈BnT
sup
||λ||=1
|λt[H∗g (βg)−H∗g(βg)]λ| = Op({λ−1/2min (H
∗
)τ1/2 ∨ n−1/2}T 2n),
sup
β∈BnT
sup
||λ||=1
|λt[B∗g(βg)−B∗g(βg)]λ| = Op({λ−1/2min (H
∗
)τ1/2 ∨ n−1/2}T 2n),
and
sup
β∈BnT
sup
||λ||=1
|λt[E∗g (βg)− E∗g(βg)]λ| = Op({λ−1/2min (H
∗
)τ1/2 ∨ n−1/2}T 2n).
We have
|λt[H∗g (βg)−H∗g(βg)]λ| =
∣∣∣ ∑
i:g0i =g
λtXti∆i(β
0
g )A
1/2
i (β
0
g )R̂
−1(β, g){R̂(β, g)−R(β, g)}
×R−1(β, g)A1/2i (β0g )∆i(β0g )Xiλ
∣∣∣
.||R̂(β, g)−R(β, g)||Fλmax
( ∑
i:g0i =g
XtiXi
)
,
which implies that supβ∈BnT sup||λ||=1 |λt[H∗g (βg)−H
∗
g(βg)]λ| = Op({λ−1/2min (H
∗
)τ1/2∨
n−1/2}T 2n) from Assumptions (A1) (i), (A10) and (A6) (ii). Next, we will verify
sup
β∈BnT
sup
||λ||=1
|λt[B[1]∗g (βg)−B[1]∗g (βg)]λ| = Op({λ−1/2min (H
∗
)τ1/2 ∨ n−1/2}T 2n),
and
sup
β∈BnT
sup
||λ||=1
|λt[B[2]∗g (βg)−B[2]∗g (βg)]λ| = Op({λ−1/2min (H
∗
)τ1/2 ∨ n−1/2}T 2n).
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We have from Cauchy-Schwarz inequality
|λt[B[1]∗g (βg)−B[1]∗g (βg)]λ|
=
∣∣∣ ∑
i:g0i =g
λtXtidiag[{R̂−1(β, g)−R−1(β, g)}A−1/2i (βg)
× {m(Xiβ0g )−m(Xiβg)}]G[1]i (βg)Xiλ
∣∣∣
=
∣∣∣ ∑
i:g0i =k
λtXtiG
[1]
i (βg)diag[Xiλ]{R̂−1(β, g)−R
−1
(β, g)}A−1/2i (βg)
× {m(Xiβ0g )−m(Xiβg)}
∣∣∣
≤
∑
i:g0i =g
||diag[Xiλ]G[1]i (βg)Xiλ||
× ||{R̂−1(β, g)−R−1(β, g)}A−1/2i (βg){m(Xiβ0g )−m(Xiβg)}||.
We have
λtXtiG
[1]
i (βg)diag
2[Xiλ]G
[1]
i (βg)Xiλ ≤ max
1≤t≤T
|xtitλ|2 max
1≤t≤T
|q′[1]it (βg)|2λmax(XtiXi),
and, by using (S1), we have for β∗g between β0g and βg,
{m(Xiβ0g )−m(Xiβg)}tA−1/2i (βg){R̂−1(β, g)−R
−1
(β, g)}2
×A−1/2i (βg){m(Xiβ0g )−m(Xiβg)}
=(β0g − βg)tXti∆(β∗g )Ai(β∗g )A−1/2i (βg)[R̂−1(β, g){R
−1
(β, g)− R̂−1(β, g)}
×R−1(β, g)]2A−1/2i (βg)Ai(β∗g )∆(β∗g )Xi(β0g − βg)
.||R̂(β, g)−R(β, g)||2Fλmax(XtiXi)λ−1min(H
∗
)||{H∗g(β0g )}1/2(βg − β0g )||.
Then, from Assumptions (A13) (ii) and (A10) we have
sup
βk∈BnT
sup
||λ||=1
|λt[B[1]∗nk (βk)−B
[1]∗
nk (βk)]λ|
=nOp(T
1/2)Op({Tλ−1/2min (H
∗
)τ1/2 ∨ Tn−1/2})Op(T 1/2)λ−1/2min (H
∗
)τ1/2
=Op({λ−1/2min (H
∗
)τ1/2 ∨ n−1/2}T 2n)λ−1/2min (H
∗
)τ1/2,
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which proves supβ∈BnT sup||λ||=1 |λt[B
[1]∗
g (βg) − B[1]∗g (βg)]λ| = Op({λ−1/2min (H
∗
)τ1/2 ∨
n−1/2}T 2n) since λ−1min(H
∗
)τ → 0. Moreover, we have from Cauchy-Schwarz inequal-
ity
|λt[B[2]∗g (βg)−B[2]∗g (βg)]λ|
=
∣∣∣ ∑
i:g0i =g
λtXti∆i(βg)A
1/2
i (βg){R̂−1(β, g)−R
−1
(β, g)}
× diag[m(Xiβ0g )−m(Xiβg)]G[2]i (βg)Xiλ
∣∣∣
=
∣∣∣ ∑
i:g0i =g
λtXti∆i(βg)A
1/2
i (βg){R̂−1(β, g)−R
−1
(β, g)}G[2]i (βg)
× diag[Xiλ]{m(Xiβ0g )−m(Xiβg)}
∣∣∣
≤
∑
i:g0i =g
||diag[Xiλ]G[2]i (βg){R̂(β, g)−R(β, g)}A1/2i (βg)∆i(βg)Xiλ||
× ||m(Xiβ0g )−m(Xiβg)||.
We have
λtXti∆i(βg)A
1/2
i (βg){R̂−1(β, g)−R
−1
(β, g)}G[2]i (βg)diag2[Xiλ]G[2]i (βg)
× {R̂−1(β, g)−R−1(β, g)}A1/2i (βg)∆i(βg)Xiλ
. max
1≤t≤T
|xtitλ|2 max
1≤t≤T
|q′[2]it (βg)|2||R̂−1(β, g)−R
−1
(β, g)||2Fλmax(XtiXi),
and for β∗g between βg and β0g , we have
||m(Xiβ0g )−m(Xiβg)||2 =(β0g − βg)tXtiAi(β∗g )∆2(β∗g )Ai(β∗g )Xi(β0g − βg)
.λmax(XtiXi)λ−1min(H
∗
)||{H∗g(β0g )}1/2(βg − β0g )||.
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Then, from Assumption (A6) (ii) and (A10) we have
sup
β∈BnT
sup
||λ||=1
|λt[B[2]∗g (βg)−B[2]∗g (βg)]λ|
=nOp({Tλ−1/2min (H
∗
)τ1/2 ∨ Tn−1/2})Op(T 1/2)Op(T 1/2)λ−1/2min (H
∗
)τ1/2
=Op({λ−1/2min (H
∗
)τ1/2 ∨ n−1/2}T 2n)λ−1/2max (H∗)τ1/2,
which proves supβ∈BnT sup||λ||=1 |λt[B
[2]∗
g (βg) − B[2]∗g (βg)]λ| = Op({λ−1/2min (H
∗
)τ1/2 ∨
n−1/2}T 2n) since λ−1min(H
∗
)τ → 0. Lastly, we will verify
sup
β∈BnT
sup
||λ||=1
|λt[E [1]∗g (βg)− E [1]∗g (βg)]λ| = Op({λ−1/2min (H
∗
)τ1/2 ∨ n−1/2}T 2n),
and
sup
β∈BnT
sup
||λ||=1
|λt[E [2]∗g (βg)− E [2]∗g (βg)]λ| = Op({λ−1/2min (H
∗
)τ1/2 ∨ n−1/2}T 2n).
We have from Cauchy-Schwarz inequality
|λt[E [1]∗g (βg)− E [1]∗g (βg)]λ|
=
∣∣∣ ∑
i:g0i =g
λtXtiG
[1]
i (βg)diag[Xiλ]{R̂−1(β, g)−R
−1
(β, g)}A−1/2i (βg)A1/2i (β0g )εi
∣∣∣
≤
∑
i:g0i =g
||G[1]i (βg)diag[Xiλ]Xiλ|| · ||{R̂−1(β, g)−R
−1
(β, g)}A−1/2i (βg)A1/2i (β0g )εi||
.
∑
i:g0i =g
max
1≤j≤T
{||xtitλ||}λ1/2max(XtiXi)||R̂(β, g)−R(β, g)||F ||εi||.
Then, from Assumption (A6) (ii) and (A10) we have we have
sup
β∈BnT
sup
||λ||=1
|λt[E [1]nk(βk)− E
[1]∗
nk (βk)]λ|
=nOp(T
1/2)Op({Tλ−1/2min (H
∗
)τ1/2 ∨ Tn−1/2})Op(T 1/2)
=Op({λ−1/2min (H
∗
)τ1/2 ∨ n−1/2}T 2n),
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which proves supβ∈BnT sup||λ||=1 |λt[E
[1]∗
g (βg) − E [1]∗g (βg)]λ| = Op({λ−1/2min (H
∗
)τ1/2 ∨
n−1/2}T 2n). Moreover, we have from Cauchy-Schwarz inequality
|λt[E [2]∗g (βg)− E [2]∗g (βg)]λ|
=
∣∣∣ ∑
i:g0i =g
λtXti∆i(βg)A
1/2
i (βg){R̂−1(β, g)−R
−1
(β, g)}diag[A1/2i (β0g0i )εi]G
[2]
i (βg)Xiλ
∣∣∣
≤
( ∑
i:g0i =g
||{R̂−1(β, g)−R−1(β, g)}A1/2i (βg)∆i(βg)Xiλ||2
)1/2
×
( ∑
i:g0i =g
||diag[A1/2i (β0g0i )εi]G
[2]
i (βg)Xiλ||2
)1/2
.||R̂(β, g)−R(β, g)||F max
1≤j≤T
{|A1/2it (β0g0i )εit|}λmax
( ∑
i:g0i =g
XtiXi
)
.
Then, from Assumption (A6) (ii) and (A10) we have
sup
β∈BnT
sup
||λ||=1
|λt[E [2]∗g (βg)− E [2]∗g (βg)]λ|
=Op({Tλ−1/2min (H
∗
)τ1/2 ∨ Tn−1/2})Op(nT )
=Op({λ−1/2min (H
∗
)τ1/2 ∨ n−1/2}T 2n),
which proves supβ∈BnT sup||λ||=1 |λt[E
[2]∗
g (βg) − E [2]∗g (βg)]λ| = Op({λ−1/2min (H
∗
)τ1/2 ∨
n−1/2}T 2n).
The following three lemmas are from Lemma A.1. (ii), Lemma A.2. (ii), Lemma
A.3. (ii) in Xie and Yang (2003), respectively. These three lemmas are hold under
the assumption (AH) in Xie and Yang (2003), which is satisfied in our problem from
Assumptions (A7) and (A8).
Lemma S6. Suppose Assumption (A3) (i), (A7) and (A8) hold. It holds that, for
any λ ∈ Rp and g = 1, . . . , G,
sup
β∈BnT
sup
||λ||=1
|λt{H∗g(β0g )}−1/2H∗g(βg){H∗g(β0g )}−1/2λ− 1| = op(1).
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Lemma S7. Suppose Assumptions (A3) (i), (A7) and (A8) hold. It holds that, for
any λ ∈ Rp and g = 1, . . . , G,
sup
β∈BnT
sup
||λ||=1
|λt{H∗g(β0g )}−1/2B∗g(βg){H∗g(β0g )}−1/2λ| = op(1).
Lemma S8. Suppose Assumptions (A3) (ii), (A7) and (A8) hold. It holds that, for
any λ ∈ Rp and g = 1, . . . , G,
sup
βg∈BnT
sup
||λ||=1
|λt{H∗g(β0g )}−1/2E∗g(βg){H∗g(β0g )}−1/2λ| = op(1).
The proof is based on that of Theorem 3.6 in Wang (2011). We will verify the
following condition: for any  > 0, there exists a constant C > 0 such that for all n
and T sufficiently large,
P
(
sup
β∈BnT ,g∈Γ
(βg − β0g )tSg(βg) < 0
)
≥ 1− ,
where BnT = {β : maxg=1,...,G ||{H∗g(β0g )}1/2(βg − β0g )|| = Cτ1/2} and Γ = {g =
(g1, . . . , gn) : supβ∈BnT n
−1∑n
i=1 I{gi 6= g0i } = op(T−δ) for all δ > 0}. This is a
sufficient condition to ensure the existence of a sequence of roots β̂g of the equation
Sg(βg) = 0 for g = 1, . . . , G such that β̂ ∈ BnT for g ∈ Γ. Then, Theorem follows
from Lemma S1.
From Taylor expansion, we can write
(βg − β0g )tSg(βg) =(βg − β0g )tSg(β0g )− (βg − β0g )t
n∑
i=1
I{gi = g}Di(β∗gi)(βgi − β0g )
≡I1 + I2,
where β∗gi lies between βgi and β
0
g for i = 1, . . . , n. Next, we write
I1 = (βg − β0g )tS∗g(β0g ) + (βg − β0g )t{Sg(β0g )− S∗g(β0g )} ≡ I11 + I12.
For ` = 1, . . . , p, denote e` ∈ Rp with `th element equal to 1 and the others equal to
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0. Then, we have
E[{et`{H∗g(β0g )}−1/2S∗g(β0g )}2]
=et`{H∗g(β0g )}−1/2
n∑
i=1
I{g0i = g}Xti∆i(β0g )A1/2i (β0g )R
−1
(β0, g0)R0R
−1
(β0, g0)
×A1/2i (β0g )∆i(β0g )Xi{H
∗
g(β
0
g )}−1/2e`
≤λmax(R0R−1(β0, g0)).
Thus, we can bound |I11| by
sup
β∈BnT
|I11| ≤ ||{H∗g(β0g )}1/2(βg − β0g )|| · ||{H∗g(β0g )}−1/2S∗g(β0g )|| ≤ Cτ.
From the Lemma S2 and S3, we have
sup
β∈BnT
|I12| ≤||{H∗g(β0g )}1/2(βg − β0g )|| · ||{H∗g(β0g )}−1/2{Sg(β0g )− S∗g(β0g )}||
≤τ1/2Op(λ−1/2min (H
∗
)T 2).
Since τ−1/2λ−1/2min (H
∗
)T 2 → 0 from Assumption (A2), supβ∈BnT |I12| = op(τ). Hence,
we have supβ∈BnT |I1| ≤ Cτ . In what follows, we will evaluate I2. It can be written
as
I2 =− (βg − β0g )t
n∑
i=1
I{gi = g}D i(β∗gi)(βgi − β0g )
− (βg − β0g )t
n∑
i=1
I{gi = g}{Di(β∗gi)−D i(β∗gi)}(βgi − β0g )
≡I21 + I22.
For g0i = gi = g, β
∗
gi lies between βg and β
0
g , and then we write β
∗
gi ≡ β∗g for such i.
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Hence, we can write
I21 =− (βg − β0g )tD∗g(β∗g )(βg − β0g )
− (βg − β0g )t
n∑
i=1
(I{gi = g} − I{g0i = g})D i(β∗gi)(βgi − β0g )
≡I211 + I212.
For I211, we write
I211 =− (βg − β0g )tH∗g(β∗g )(βg − β0g )− (βg − β0g )t{D∗g(β∗g )−H∗g(β∗g )}(βg − β0g )
≡I2111 + I2112.
For I2111, we can write
I2111 =− (βg − β0g )tH∗g(β0g )(βg − β0g )
− (βg − β0g )t{H∗g(β0g )}1/2
[
{H∗g(β0g )}−1/2H∗g(β∗g ){H∗g(β0g )}−1/2 − Ip
]
× {H∗g(β0g )}1/2(βg − β0g )
≡I21111 + I21112.
For β ∈ BnT , we have I21111 = −C2τ . Moreover, for g0i = gi = g, β∗gi ≡ β∗g is
contained in a local neighborhood of β0g . Then, for I21112, we have from Lemma S6,
|I21112| ≤ sup
β∈BnT
max
{∣∣∣λmin([{H∗g(β0g )}−1/2H∗g(β∗g ){H∗g(β0g )}−1/2 − Ip])∣∣∣,∣∣∣λmax([{H∗g(β0g )}−1/2H∗g(β∗g ){H∗g(β0g )}−1/2 − Ip])∣∣∣}
× ||{H∗g(β0g )}1/2(βg − β0g )||2
=o(1)C2τ,
which is dominated by I21111. Hence, for β ∈ BnT we have I2111 = −C2τ . Next, we
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verify I2112. For g
0
i = gi = g, we have from Lemma S4, S7 and S8
|I2112| =|(βg − β0g )t{B∗g(β∗g ) + E∗g(β∗g )}(βg − β0g )|
≤ sup
β∈BnT
{λmax({H∗g(β0g )}−1/2B∗g(β∗g ){H∗g(β0g )}−1/2)
+ λmax({H∗g(β0g )}−1/2E∗g(β∗g ){H∗g(β0g )}−1/2)}||{H∗g(β0g )}1/2(βg − β0g )||2
=o(1)C2τ,
which is dominated by I2111. Hence, for β ∈ BnT we have I211 = −C2τ . Next, we
verify I212.
|I212| ≤
∣∣∣(βg − β0g )t n∑
i=1
(I{gi = g} − I{g0i = g})H i(β∗gi)(βgi − β0g0i )
∣∣∣
+
∣∣∣(βg − β0g )t n∑
i=1
(I{gi = g} − I{g0i = g})Bi(β∗gi)(βgi − β0g0i )
∣∣∣
+
∣∣∣(βg − β0g )t n∑
i=1
(I{gi = g} − I{g0i = g})E i(β∗gi)(βgi − β0g0i )
∣∣∣
≡I2121 + I2122 + I2123.
From Cauchy-Schwarz inequality, β ∈ BnT we have
|I2121| .λ−1/2min (H
∗
)||{H∗g(β0g )}1/2(βg − β0g )||
n∑
i=1
I{gi 6= g0i }n{max
1≤i≤n
sup
β∈B
λmax(H i(βgi))}
.Cλ−1/2min (H
∗
)τ1/2n
( 1
n
n∑
i=1
I{gi 6= g0i }
)
n{max
1≤i≤n
sup
β∈B
λmax(H i(βgi))}.
From Assupmtions (A7), (A8) and (A9), for i = 1, . . . , n we have
max
β∈B
{λmax(H i(βgi))} . max
β∈B
max
t=1,...,T
[a′′(θit(βgi)){u′(xtitβgi)}2]λmax(XtiXi) = Op(T ),
for β∗gi between β
0
g0i
and βgi , which implies that
sup
β∈BnT ,g∈Γ
|I2121| = Cλ−1/2min (H
∗
)τ1/2n2Top(T
−δ) = op(τ).
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Similarly, Cauchy-Schwarz inequality we have
sup
β∈BnT ,g∈Γ
|I2122| .Cλ−1/2min (H
∗
)τ1/2n
( 1
n
n∑
i=1
I{gi 6= g0i }
)
× n[{max
1≤i≤n
sup
β∈B
||B[1]i (βgi)||F }+ {max
1≤i≤n
sup
β∈B
||B[2]i (βgi)||F }].
It is noted that we have from Cauchy-Schwarz inequality
{B[1]i (βgi)}jk
=etjX
t
idiag[R
−1
(β, g)A
−1/2
i (βgi){m(Xiβ0g0i )−m(Xiβgi)}]G
[1]
i (βgi)Xiek
≤λmax(XtiXi)λmax(diag[R−1(β, g)A−1/2i (βgi){m(Xiβ0g0i )−m(Xiβgi)}])λmax(G
[1]
i (βgi))
=λmax(X
t
iXi) max
1≤k≤T
{ T∑
t=1
{R−1(β, g)}kjA−1/2it (βgi){m(xtitβ0g0i )−m(x
t
itβgi)}
}
× λmax(G[1]i (βgi))
=Op(T
2).
Similarly {B[2]i (βgi)}jk = Op(T 2), then we have
sup
β∈BnT ,g∈Γ
|I2122| = λ−1/2min (H
∗
)τ1/2nop(T
−δ)nT 5/2 = op(τ).
Similarly, we have
sup
β∈BnT
|I2123| .Cλ−1/2min (H
∗
)τ1/2n
( 1
n
n∑
i=1
I{gi 6= g0i }
)
× n[{max
1≤i≤n
sup
β∈B
||E [1]i (βgi)||F }+ {max
1≤i≤n
sup
β∈B
||E [2]i (βgi)||F }].
51
It is noted that we have
E[||E [1]i (βgi)||2F ]
=
T∑
`=1
E[et`E [1]i (βgi)tE [1]i (βgi)e`]
=
T∑
`=1
E
[
εtiA
1/2
i (β
0
g0i
)A
−1/2
i (βgi)R
−1
(β, g)diag[Xie`]G
[1]
i (βgi)Xi
×XtiG[1]i (β)diag[Xie`]R
−1
(β, g)A
−1/2
i (βgi)A
1/2
i (β
0
g0i
)εi
]
≤
T∑
`=1
λmax(X
t
iXi) max
1≤i≤n,1≤t≤T
max
β∈B
|q′[1]it (βgi)| max
1≤i≤n,1≤t≤T
|xtite`|2
×max
β∈B
{ max
1≤i≤n,1≤t≤T
A−1it (βgi)Ait(β
0
g0i
)}E[εtiεi]
=O(T 3),
which implies that ||E [1]i (βgi)||F = Op(T 3/2). Similarly ||E [2]i (βgi)||F = Op(T 3/2), then
we have
sup
β∈BnT ,g∈Γ
|I2123| = λ−1/2min (H
∗
)τ1/2nop(T
−δ)nT 3/2 = op(τ).
Thus, I2121, I2122 and I2123 are dominated by I211 for β ∈ BnT and g ∈ Γ. Hence
I21 = −C2τ for β ∈ BnT and g ∈ Γ. Lastly, we verify I22. We can write
I22 =− (βg − β0g )t
n∑
i=1
I{gi = g}I{gi = g0i }{Di(β∗gi)−D i(β∗gi)}(βgi − β0g )
− (βg − β0g )t
n∑
i=1
I{gi = g}I{gi 6= g0i }{Di(β∗gi)−D i(β∗gi)}(βgi − β0g )
≡I221 + I222.
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For I221, we can write, from Lemma S5,
|I221| ≤ sup
β∈BnT
max{|λmax(DS˜g(βg)−D∗g(βg))|, |λmin(DS˜g(βg)−D∗g(βg))|}
× λ−1min(H
∗
)||{H∗g(β0g )}1/2(βg − β0g )||2
=Op({λ−1/2min (H
∗
)τ1/2 ∨ n−1/2}T 2n)C2λ−1min(H
∗
g)τ.
Since λmin(H
∗
) is at least of order larger than Op(nT ), and from definition, we have
τ = supβ∈B,g λmax({R(β, g)}−1R0) ≤ supβ∈B,g λmax({R(β, g)}−1)λmax(R0) ≤ Op(T )
form Assumption (A5), the order of τλ−2min(H
oracl
)n2 is at most Op(T
−1). Then, from
Assumption (A2) we have supβ∈BnT |I221| = τop(1). As for I222, we have
|I222| ≤λ−1/2min (H
∗
)||{H∗g(β0g )}1/2(βg − β0g )||
×
n∑
i=1
I{gi = g}I{gi 6= g0i } · ||Di(β∗gi)−D i(β∗gi)||F · ||βgi − β0g ||
≤λ−1/2min (H
∗
)τn
( n∑
i=1
I{gi 6= g0i }
) n∑
i=1
||Di(β∗gi)−D i(β∗gi)||F · ||βgi − β0g ||.
It is noted that he order of ||Di(βgi)−D i(βgi)||F is at most Op(T ). Then, form Lemma
S1, supβ∈BnT ,g∈Γ |I222| = op(T−δ), which implies that I22 is dominated by I21. Thus,
(βg − β0g )tSg(βg) on β ∈ BnT and g ∈ Γ is asymptotically dominated in probability
by I11 + I21 = Cτ −C2τ , which is negative for C large enough, which proves the first
part of the Theorem.
Next, we show the second part of the Theorem. We have
P
(
max
1≤i≤n
|ĝi(β̂)− g0i | > 0
)
≤G max
1≤g≤G
P (β̂g /∈ BnT ) + n max
1≤i≤n
P
(
β̂g ∈ BnT , ĝi(β̂) 6= g0i
)
.
The order of the first term is o(1) from the first part of the Theorem. We have
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supβ∈BnT I{ĝi(β) 6= g0i } ≤
∑G
g=1 Z˜ig. Then,
max
1≤i≤n
P
(
β̂g ∈ BnT , ĝi(β̂) 6= g0i
)
= max
1≤i≤n
E[I{β̂g ∈ BnT }I{ĝi 6= g0i }]
≤ max
1≤i≤n
E
[
I{β̂g ∈ BnT }
G∑
g=1
Z˜ig
]
≤ max
1≤i≤n
G∑
g=1
P (Z˜ig = 1) = o(T
−δ),
which proves the Theorem.
S2 Proof of Theorem 2
In order to show Theorem 2, we need to show the next lemmas.
Let β˜g denote a root of S
∗
g(βg) = 0. The next result shows that the groupd GEE
estimator and the infeasible estimator with known population groups are asymptoti-
cally equivalent.
Lemma S9. Suppose the Assumptions (A1)-(A11) hold. As n and T tend to infinity,
we have β̂g = β˜g + op(1) for g = 1, . . . , G.
Proof. We have
sup
β∈BnT ,g∈Γ
||Sg(βg)− S∗g(βg)||
≤ sup
β∈BnT
||Sg(βg)− Sg(βg)||+ sup
β∈BnT ,g∈Γ
||Sg(βg)− S∗g(βg)||.
Then, we have supβ∈BnT ,g∈Γ ||Sg(βg) − S
∗
g(βg)|| = Op(T 2) from Lemmas S2 and S3.
Since β̂g ∈ BnT for g ∈ Γ from Theorem 1 and β˜g ∈ BnT from Theorem 2 in Xie and
Yang (2003), this implies
sup
g∈Γ
|(β̂g − β˜g)t{Sg(β̂g)− S∗g(β̂g)}| = |(β̂g − β˜g)tS∗g(β̂g)| = Op(T 2).
54
From Taylor expansion, for β∗g between β̂g and β˜g we have
S
∗
g(β̂g) =S
∗
g(β˜g)−D∗g(β∗g )(β̂g − β˜g)
=−H∗g(β∗g )(β̂g − β˜g)− {D∗g(β∗g )−H∗g(β∗g )}(β̂g − β˜g).
Then, we have, from Lemmas S6 - S8,
|(β̂g − β˜g)t{Sg(β̂g)− S∗g(β̂g)}| =(β̂g − β˜g)tH∗g(β∗g ))(β̂g − β˜g) + op(1).
Hence, we have
sup
g∈Γ
inf
β∈BnT
λmin(H
∗
g(β))||β̂g − β˜g||2 ≤ Op(T 2) + op(1),
which implies ||β̂g − β˜g|| = op(1), since the order of λmin(H∗g(β)) is at least Op(nT ).
The Lemma follows from Lemma S1.
Next lemma is almost the same with Lemma 2 in Xie and Yang (2003).
Lemma S10. Suppose the Assumptions (A11)-(A11) hold. Moreover, suppose that,
for all g = 1, . . . , G, there exists a constant ζ such that (c∗T )1+ζγ∗ → 0 as n →
∞. Moreover, suppose the marginal distribution of each individual observation has a
density of the form from (1). Then, when n→∞, we have
{M∗g(β0g )}−1/2S∗g(β0g )→ N(0, Ip) in distribution.
Proof. Let λt{M∗g(β0g )}−1/2S∗g(β0g ) =
∑
i:g0i =g
ZnTi, where , for any p×1 vector λ such
that ||λ|| = 1, ZnTi = λt{M∗g(β0g )}−1/2Xti∆i(β0g )A1/2i (β0g )R
−1
i (β
0, g0)εi. To establish
the asymptotic normality, it suffices to check the Lindeberg condition, that is, for any
 > 0,
∑
i:g0i =g
E[Z2nTiI{|ZnTi| > }]→ 0,
which is shown in the proof of Lemma 2 in Xie and Yang (2003).
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We will show
{M∗g(β0g )}−1/2H∗g(β0g )(β˜g − β0g )→ N(0, Ip) in distribution.
The theorem follows from Lemma S9.
For β∗g ∈ BnT between β˜g and β0g , we have
{H∗g(β0g )}−1/2S∗g(β0g )
=− {H∗g(β0g )}1/2(β˜g − β0g )
−
[
{H∗g(β0g )}−1/2D∗g(β∗g ){H∗g(β0g )}−1/2 − Ip
]
{H∗g(β0g )}1/2(β˜g − β0g ).
From Lemmas S4 and S6 - S8, the second term in the right hand side of the above equa-
tion is op(1), which implies that {M∗g(β0g )}−1/2S∗g(β0g ) and {M∗g(β0g )}−1/2H∗g(β0g )(β˜g−
β0g ) are asymptotically identically distributed. Hence, the theorem follows from
Lemma S10.
S3 Property of R
∗
(β, g)
In this section, we denote the estimated unstructured working correlation matrix as
R̂∗(β, g) = R∗(α̂(β, g), β, g) for α̂(β, g) given in (4). Then, it follows that
R
∗
(β, g) =
1
n
n∑
i=1
A
−1/2
i (βgi)A
1/2
i (β
0
g0i
)R0A
1/2
i (β
0
g0i
)A
−1/2
i (βgi)
+
1
n
n∑
i=1
A
−1/2
i (βgi){m(Xiβ0g0i )−m(Xiβgi)}{m(Xiβ
0
g0i
)−m(Xiβgi)}tA−1/2i (βgi).
The next lemma shows that R
∗
(β, g) satisfies Assumption (A5) (ii).
Lemma S11. Under Assumptions (A1)-(A5) (i) and (A7)-(A10), it holds that for
any g, λmax({Rmo(β0, g)}−2R0) = Op(1).
Proof. Since the eigenvalues of R
∗
(β0, g)(R0)−1/2 and (R0)−1/4R∗(β0, g)(R0)−1/4 are
the same, we will show that λmin((R
0)−1/4R∗(β0, g)(R0)−1/4) is bounded away from
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zero. It can be written as
λmin((R
0)−1/4R∗(β0, g)(R0)−1/4)
≥λmin
(
(R0)−1/4
1
n
n∑
i=1
A
−1/2
i (β
0
gi)A
1/2
i (β
0
g0i
)R0A
1/2
i (β
0
g0i
)A
−1/2
i (β
0
gi)(R
0)−1/4
)
+ λmin
(
(R0)−1/2
1
n
n∑
i=1
A
−1/2
i (β
0
gi){m(Xiβ0g0i )−m(Xiβ
0
gi)}
× {m(Xiβ0g0i )−m(Xiβ
0
gi)}tA
−1/2
i (β
0
gi)(R
0)−1/2
)
.
Since the smallest eigenvalue does not diverge to infinity, it is enough to show that
the first term of the right hand side of the above inequality is bounded away from
zero. Then, we have
λmin
(
(R0)−1/4
1
n
n∑
i=1
A
−1/2
i (β
0
gi)A
1/2
i (β
0
g0i
)R0A
1/2
i (β
0
g0i
)A
−1/2
i (β
0
gi)(R
0)−1/2
)
≥ 1
n
n∑
i=1
λmin
(
(R0)−1/4A−1/2i (β
0
gi)A
1/2
i (β
0
g0i
)R0A
1/2
i (β
0
g0i
)A
−1/2
i (β
0
gi)(R
0)−1/4
)
≥ 1
n
n∑
i=1
λ2min
(
(R0)−1/4A−1/2i (β
0
gi)A
1/2
i (β
0
g0i
)(R0)1/2
)
≥ 1
n
n∑
i=1
min
1≤t≤T
{A−1it (β0gi)Ait(β0g0i )}λ
1/4
min(R
0) > 0,
where the last inequality follows from Assumption (A5) (i).
The next lemma shows that R̂∗(β, g) satisfies Assumption (A6) (i).
Lemma S12. Under Assumptions (A1)-(A5) (i) and (A7)-(A10), it holds that for
any g,
sup
β∈BnT
max
1≤k,l≤T
{R̂∗(β, g)− R̂∗(β0, g)}kl = Op(λ−1/2min (H
∗
)τ1/2).
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Proof. For any g, we can write
R̂∗(β, g)− R̂∗(β0, g)
=
1
n
n∑
i=1
A
−1/2
i (βgi){yi −m(Xiβgi)}{yi −m(Xiβgi)}tA−1/2i (βgi)
−
n∑
i=1
A
−1/2
i (β
0
gi){yi −m(Xiβ0gi)}{yi −m(Xiβ0gi)}tA
−1/2
i (β
0
gi)
=
1
n
n∑
i=1
{A−1/2i (βgi)−A−1/2i (β0gi)}{yi −m(Xiβgi)}
× {yi −m(Xiβgi)}t{A−1/2i (βgi)−A−1/2i (β0gi)}
+
1
n
n∑
i=1
{A−1/2i (βgi)−A−1/2i (β0gi)}{yi −m(Xiβgi)}{yi −m(Xiβgi)}tA
−1/2
i (β
0
gi)
+
1
n
n∑
i=1
A
−1/2
i (β
0
gi){yi −m(Xiβgi)}{yi −m(Xiβgi)}t{A
−1/2
i (βgi)−A−1/2i (β0gi)}
+
1
n
n∑
i=1
A
−1/2
i (β
0
gi)
[
{yi −m(Xiβgi)}{yi −m(Xiβgi)}t
− {yi −m(Xiβ0gi)}{yi −m(Xiβ0gi)}t
]
A
−1/2
i (β
0
gi)
≡
4∑
j=1
Ij .
From Taylor expansion, for β∗gi between βgi and β
0
gi , we have
1−A1/2it (βgi)A−1/2it (β0gi) =1−
√
a′′(xtitβgi)
a′′(xtitβ0gi)
=− 1
2
{a′′(xtitβ∗gi)a′′(xtitβ0gi)}−1/2u′(xtitβ∗gi)xtit(βgi − β0gi).
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Then, the (k, l)-element of I1 can be written as
1
n
n∑
i=1
{A−1/2ik (βgi)−A−1/2ik (β0gi)}{A
−1/2
il (βgi)−A−1/2il (β0gi)}
× {yik −m(xtikβgi)}{yil −m(xtilβgi)}
=
1
4n
n∑
i=1
{a′′(xtikβ∗gi)a′′(xtikβ0gi)}−1/2u′(xtikβ∗gi)xtik(βgi − β0gi)
× {a′′(xtilβ∗gi)a′′(xtilβ0gi)}−1/2u′(xtilβ∗gi)xtil(βgi − β0gi)
×A−1/2ik (βgi){yik −m(xtikβgi)}{yil −m(xilβgi)}A−1/2il (βgi)
.
( 1
n
n∑
i=1
(βgi − β0gi)txikxtik(βgi − β0gi){yik −m(xtikβgi)}2
)1/2
×
( 1
n
n∑
i=1
(βgi − β0gi)txilxtil(βgi − β0gi){yil −m(xtilβgi)}2
)1/2
≤{ max
1≤t≤T
λmax(xitx
t
it)}
1
n
n∑
i=1
||βgi − β0gi ||2{yik −m(xtikβgi)}2,
where the second last inequality follows from Cauchy-Schwarz inequality. Since we
have for all t = 1, . . . , T , λmax(xitx
t
it) = Op(1) and
1
n
∑n
i=1{yit−m(xtitβgi)}2 = Op(1),
this implies that the order of {I1}k.l is Op(λ−1min(H
∗
)τ) for β ∈ BnT . Similarly, the
order of {I2}kl and {I3}kl are Op(λ−1/2min (H
∗
)τ1/2) for β ∈ BnT . For I4, we can write
I4 =
1
n
n∑
i=1
A
−1/2
i (β
0
gi){m(Xiβ0gi)−m(Xiβgi)}{yi −m(Xiβ0gi)}tA
−1/2
i (β
0
gi)
+
1
n
n∑
i=1
A
−1/2
i (β
0
gi){yi −m(Xiβ0gi)}{m(Xiβ0gi)−m(Xiβgi)}tA
−1/2
i (β
0
gi)
+
1
n
n∑
i=1
A
−1/2
i (β
0
gi){m(Xiβ0gi)−m(Xiβgi)}{m(Xiβ0gi)−m(Xiβgi)}tA
−1/2
i (β
0
gi)
≡
3∑
j=1
I4j .
By using (S1) for β∗gi between βgi and β
0
gi , the (k, l)-element of I41 can be written as
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from Cauchy-Schwarz inequality,
1
n
n∑
i=1
A
−1/2
ik (β
0
gi)A
−1/2
il (β
0
gi){m(xtikβ0gi)−m(xtikβgi)}{yil −m(xtilβ0gi)}
=
1
n
n∑
i=1
A
−1/2
ik (β
0
gi)A
−1/2
il (β
0
gi)φAik(β
∗
gi)u
′(xtikβ
∗
gi)x
t
ik(β
0
gi − βgi){yil −m(xtilβ0gi)}
.
( 1
n
n∑
i=1
(β0gi − βgi)txikxtik(β0gi − βgi)
)1/2
×
( 1
n
n∑
i=1
A−1ik (β
0
gi)A
−1
il (β
0
gi)A
2
ik(β
∗
gi){u′(xtikβ∗gi)}2{yil −m(xtilβ0gi)}t{yil −m(xtilβ0gi)}
)1/2
,
which implies that the order of {I41}kl is Op(λ−1/2min (H
∗
)τ1/2) for β ∈ BnT . Similarly,
the order of {I42}kl and {I43}kl are Op(λ−1/2min (H
∗
)τ1/2) and Op(λ
−1
min(H
∗
)τ), respec-
tively for β ∈ BnT , which proves the lemma.
The next lemma shows that R̂∗(β, g) satisfies Assumption (A6) (ii).
Lemma S13. Under Assumptions (A1)-(A5) (i) and (A7)-(A10), it holds that for
any g,
sup
β∈BnT
max
1≤k,l≤T
|{R̂∗(β, g)−R∗(β, g)}k.l| = Op(n−1/2 ∨ λ−1/2min (H
∗
(β0))τ1/2),
Proof. From Lemma S12, it is enough to show that
max
1≤k,l≤T
{R̂∗(β0, g)−R∗(β0, g)}kl = Op(n−1/2).
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We can write
R̂∗(β0, g)−R∗(β0, g)
=
1
n
n∑
i=1
A
−1/2
i (β
0
gi)
{
{yi −m(Xiβ0g0i )}{yi −m(Xiβ
0
g0i
)}t − Σi
}
A
−1/2
i (β
0
gi)
+
1
n
n∑
i=1
A
−1/2
i (β
0
gi){m(Xiβ0g0i )−m(Xiβ
0
gi)}{yi −m(Xiβ0gi)}tA
−1/2
i (β
0
gi)
+
1
n
n∑
i=1
A
−1/2
i (β
0
gi){yi −m(Xiβ0gi)}{m(Xiβ0g0i )−m(Xiβ
0
gi)}tA
−1/2
i (β
0
gi)
=I1 + I2 + I3.
For σikl = {Σi}kl, the (k, l)-element of I1 can be written as
{I1}kl = 1
n
n∑
i=1
A
−1/2
ik (β
0
gi)A
−1/2
il (β
0
gi)[{yik −m(xtikβ0g0i )}{yil −m(x
t
ilβ
0
g0i
)} − σikl].
Then, it is obvious E[{I1}kl] = 0 and
Var({I1}kl) = 1
n2
n∑
i=1
A−1ik (β
0
gi)A
−1
il (β
0
gi)Aik(β
0
g0i
)Ail(β
0
g0i
)Var(εikεil)
≤ 1
n2
n∑
i=1
A−1ik (β
0
gi)A
−1
il (β
0
gi)Aik(β
0
g0i
)Ail(β
0
g0i
)(E[ε4ik]E[ε
4
il])
1/2 = Op(1/n),
where the last equality follows from Assumptions (A4), (A7) and (A8). Then, this
implies that the order of the (k, l)-element of I1 is Op(n
−1/2). Similarly, both of the
(k, l)-elements of I2 and I3 are Op(n
−1/2), which implies the lemma.
The next lemma shows that R̂∗(β, g) satisfies Assumption (A6) (iii).
Lemma S14. Under Assumptions (A1)-(A5) (i) and (A7)-(A10), it holds that for
any β ∈ B, g and gi∗ whose only ith component differs from that of g,
max
1≤k,l≤T
|{R̂∗(β, gi∗)− R̂∗(β, g)}kl| = Op(1/n).
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Proof. The lemma immediately holds since we can write
{R̂∗(β, gi∗)− R̂∗(β, g)}kl
=
1
n
{
A
−1/2
ik (βg∗i )A
−1/2
il (βg∗i ){yik −m(xtikβg∗i )}{yil −m(xtilβg∗i )}
−A−1/2ik (βg∗i )A
−1/2
il (βg∗i ){yik −m(xtikβg∗i )}{yil −m(xtilβg∗i )},
which is of order Op(1/n).
The next lemma shows that R̂∗(β, g) satisfies Assumption (A11).
Lemma S15. Under Assumptions (A1)-(A5) (i) and (A7)-(A10), it holds that for
any β ∈ B, any g satisfying supβ∈BnT n−1
∑n
i=1 I{gi 6= g0i } = op(T−δ) and all δ > 0,
max
1≤k,l≤T
|{R̂∗(β, g)− R̂∗(β, g0)}kl| = op(T−δ).
Proof. From Cauchy-Schwarz inequality, we can write
{R̂∗(β, g)− R̂∗(β, g0)}kl
=
1
n
n∑
i=1
I{gi 6= g0i }
{
A
−1/2
ik (βgi)A
−1/2
il (βgi){yik −m(xtikβgi)}{yil −m(xtilβgi)}
−A−1/2ik (βg0i )A
−1/2
il (βg0i
){yik −m(xtikβg0i )}{yil −m(x
t
ilβg0i
)}
}
≤
( 1
n
n∑
i=1
I{gi 6= g0i }
)1/2
×
( 1
n
n∑
i=1
{
A
−1/2
ik (βgi)A
−1/2
il (βgi){yik −m(xtikβgi)}{yil −m(xtilβgi)}
−A−1/2ik (βg0i )A
−1/2
il (βg0i
){yik −m(xtikβg0i )}{yil −m(x
t
ilβg0i
)}
}2)1/2
.
Since we have
1
n
n∑
i=1
{
A
−1/2
ik (βgi)A
−1/2
il (βgi){yik −m(xtikβgi)}{yil −m(xtilβgi)}
−A−1/2ik (βg0i )A
−1/2
il (βg0i
){yik −m(xtikβg0i )}{yil −m(x
t
ilβg0i
)}
}2
= Op(1),
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the lemma follows from Lemma S1.
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