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Abstract
The network design problem for railway infrastructure NDRI aims to find a network
of railway infrastructure which meets given traffic demands at the lowest possible de-
sign costs. This problem, for example, comes up in long-term infrastructure planning
processes.
Railway infrastructure is represented by a network consisting of nodes and arcs. Nodes
represent large stations, arcs lines connecting the stations. Traffic demand is represented
by traffic flows consisting of train counts, source and sink nodes. Stations are assumed
to be equipped with unbounded capacity to reduce complexity, so design issues are the
network topology and the capacity of lines.
Using macroscopic models for infrastructure and operation and a timetable indepen-
dent model for the capacity consumption of traffic flows, NDRI is modeled as a non-linear
multicommodity flow problem on a complete multi-graph. The model is transformed to
a mixed integer linear programming problem, called NDRI-MIP, using configurations
similar to cutting patterns used in the widely known cutting stock problem.
Besides NDRI-MIP, another optimization model based on worst-case timetables, called
NDRI-MIPWC, is introduced. A network designed by these means provides an upper
bound on the infrastructure needed to satisfy the given traffic demand.
Both models use path flows instead of arc flows. This provides the opportunity to
restrict the sets of routes, which are available to traffic flows, to sets which are reasonable
in relation to practice. To improve the performance of the solution process some valid
inequalities are presented and a branch-and-price approach for NDRI-MIP is introduced.
Largest instance which can be solved to optimality within a time frame of 24 hours
consists of 25 nodes. The corresponding model is composed of 65,480 binary variables,
868 continuous variables, and 3,427 constraints. For optimality gaps up to 5% largest
solvable instance consists of 40 nodes. It is composed of 182,130 binary variables, 4,976
continuous variables, and 9,071 constraints.
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1 Introduction
The introductory chapter starts with a motivation followed by an initial description of
the network design problem for railway infrastructure. The chapter ends with a survey
on related work and an introduction into the structure of this work.
1.1 Motivation
The problem to design a network of railway infrastructure is, for example, present in
the strategic long-term infrastructure planning process done by railway infrastructure
managers. In this regard, long-term means planning horizons of 10 up to 20 years.
Objective of this planning process is the adaptation of railway infrastructure to future
requirements and infrastructure manager’s objectives, respectively. Since railway infras-
tructure managers offer available railway capacity to train operating companies, one of
such future requirements could be to manage a higher number of train paths1.
Ross [Ros01] divides the planning process into five phases. Essential aim of the first
phase is the determination of criteria to be able to evaluate different infrastructure
measures. These criteria can be derived from corporate goals like pushing up profits.
This could be achieved, for example, by upgrading the infrastructure to sell more train
paths or by dismantling of infrastructure capacity surpluses which reduces maintenance
cost. Phases three, four, and five are dealing with the determination of implications of
the planning process, the (monetary) evaluation of action alternatives, and the decision
process. These phases are not discussed further here. Missing second phase is the design
phase which is the focus of this work.
Input of this phase are the objectives of the precedent phase, output are new infras-
tructure designs fulfilling those objectives. The phase consists of two steps: step one is
to route estimated future traffic flows (e.g. derived from forecasts for train path requests)
1A train path is that part of the capacity of the railway infrastructure which is necessary to schedule
or run a train with a requested speed profile [HP08].
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on the existing infrastructure and to identify bottlenecks or capacity surpluses. In step
two the infrastructure has to be redesigned to meet those future traffic demands.
Network redesign is mainly based upon infrastructure manager’s experience and is, as
stated by Ross [Ros01], a creative process. Furthermore, the redesign is often restricted
to local areas of the infrastructure network. This might lead to solutions which are not
optimal with respect to the entire network. It is desirable to improve such a design
practice and to achieve provable optimal design decisions. Why?
In general, railway infrastructure and transport infrastructure, respectively, have got
following special characteristics [Abe72]. Due to its network structure, investments in
transport infrastructure are indivisible2 which implies high level capital intensity for such
investments. In addition to that, railway infrastructure is, to a large degree, immovable
and very long lasting. This is why provable optimal design decisions are desirable when
investing in railway infrastructure as consequence of a long-term planning process.
This work presents an approach how to optimally solve such network design problem
for railway infrastructure by considering it as a linear optimization problem.
1.2 Problem Description
The network design problem for railway infrastructure (NDRI) deals with the question:
what is the design of a cost-optimal network of railway infrastructure, which has to fulfill
a given traffic demand and certain capacity constraints?
Railway infrastructure is represented by a network consisting of large stations and
lines connecting those stations. An input instance of NDRI consists of a traffic demand
given by a set of estimated future traffic flows. Each traffic flow is defined by a pair
of start and destination station and an amount of trains which has to be routed from
the start to the destination station. The set of all start and destination stations defines
exactly the set of all stations of the target network. So the stations of the network are
implicitly given in advance.
The design process then deals with the determination of the network’s topology and
capacity to meet the given traffic demands at the lowest possible cost. Design decisions
concerning the topology are only made with respect to lines, since the stations are
given in advance as terminal points of traffic flows and, therefore, cannot be removed or
2A commodity or factor of production is called indivisible, if its use is forced to be above a minimum
level, which usually results in a high share of fixed costs.
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supplemented. So, the determination of the topology of the network is reduced to the
question: which stations have to be connected to each other?
Design decisions concerning the capacity are affecting stations as well as lines. Dealing
with both would lead to a problem with very high complexity. This is avoided here by
just focussing on lines when dealing with questions concerning network capacity. Design
of stations may be done in a subsequent step, which could be in the focus of future
research. This approach is reasonable in relation to practice, too, where it is quite
usual to dimension lines before stations. The reason lies in the fact that dimensioning
of stations is in need of information, like traffic inflows and outflows, regarding lines
converging at stations. As a consequence, here, stations are assumed to be equipped
with unbounded capacity, which means that there is no restriction in the number of
trains using a station at a time. So, the determination of network’s capacity is reduced
to the question: how much line capacity is required to route the traffic flows from their
start to their destination station? In this regard, line capacity is expressed by different
stages of extension of a line.
In order to prevent networks with oversized line capacities, a NDRI solution consists
of a network which fulfills the traffic demand at lowest possible building costs. Since
the stations are implicitly given in advance and, as mentioned before, are not involved
in any design decisions, they are not included into cost calculations. So, building costs
only arise if a line is included into the network during the design process.
1.3 Related Work
Network design problems are embedded in a wide range of practical problems and ap-
plications, especially in telecommunications and transportation planning. This results
in many different models and solution approaches. Surveys are provided, for example,
by Minoux [Min89], Pio´ro & Mehdi [PM04], and Magnanti & Wong [MW84].
In general network planning/design problems may combine tasks concerning dimen-
sioning (capacity), routing of demands, and topology. Regarding communication net-
works, the compendium of Koster & Mun˜oz [KM10a] is dealing with all of such tasks
separately as well as combined. On the one hand, there is, for example, the design of net-
work topologies described by Koster & Mun˜oz [KM10b] in the first chapter of [KM10a].
The problem is just dealing with questions of network connectivity. Costs are associated
with costs for establishing links between nodes. Since the focus is on the possibility to
3
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communicate, neither routing costs nor the capacity of links are considered. On the other
hand,
”
classical“ network design problems like the Optical Network Design [KM10b] and
the more complex Two-layer Network Design Problem [ORK+10] are presented. They
combine the determination of topology, capacity, and demand routing.
Multicommodity Capacitated Network Design Problems especially fixed-charge ones are
closely related to NDRI. They deal with routing of multicommodity flows and determi-
nation of arc capacity. Objective is to minimize routing and design costs. Routing costs
are incurred whenever flow is routed through an arc. In addition to that, design costs,
which may be fixed-charges, are being charged depending on the capacity which has to
be installed on that arc. Gendron et al. [GCF98], on the one hand, give a survey of mod-
els for multicommodity capacitated network design problems and, on the other, present
and compare several relaxation methods for efficient solution approaches of fixed-charge
problems.
Apart from research on mathematical models for network design problems, there is
some literature in the field of railway operations research which is dealing with the
design/planning of railway infrastructure, too. Ross [Ros01] presents a detailed overview
on a Strategic Long-term Infrastructure Planning Process. It covers different aspects from
identification of capacity bottlenecks through to economical evaluation of infrastructure
operations. Bendfeldt [Ben05] focusses on standardization of the design of railway station
layouts. Stange [Sta08] introduces a method for optimized positioning of infrastructure
elements on railway lines. Wieczorek [Wie06] describes a Reverse Capacity Engineering
process. Thereby, stations and lines are dimensioned on the basis of a real timetable
which is derived from detailed traffic demands.
1.4 Structure of this Work
The structure of the following chapters is three-part. First part consists of the next three
chapters and deals with modeling issues. At first models for infrastructure, operation,
and capacity are introduced (Chapter 2). After that mathematical models for NDRI
using the models described before are presented (Chapter 3). Last chapter (Chapter 4)
of this part shows some model refinements obtained by valid inequalities.
Second part focusses on solving, implementation and evaluation of mathematical mod-
els introduced before. This part encompasses Chapters 5 and 6. They deal with the setup
of the branch-and-price framework, the implementation environment and two improve-
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ments of the solution process: the fixing of variables and determination of optimal Big-M
values (Chapter 5). In addition to that Chapter 6 describes the evaluation framework
and presents evaluation results.
Finally, last part which is equal to the last chapter (Chapter 7) summarizes key facts
of this work and ends with concluding remarks.
5
1 Introduction
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Designing networks of railway infrastructure is in need of a model for railway infrastruc-
ture and operation. Basically three modeling approaches can be distinguished: micro-
scopic, macroscopic, and mesoscopic approaches. Sewcyk [Sew04] discerns the first two
approaches as follows. In microscopic models infrastructure and operation is modeled in
a fine-grained way which provides the opportunity of an accurate simulation of an indi-
vidual operational event. This is necessary, for example, for a precise capacity analysis.
These models can, for example, be applied in short-term and middle-term infrastructure
planning processes where traffic demands may be available in a very detailed represen-
tations like timetables or sets of requested train paths. The granularity of microscopic
models results in large volumes of data which limit the size of manageable study areas.
Macroscopic models do not provide the opportunity to focus on traffic as a set of
single operational events. They are dealing with aggregated operational events like traffic
flows which could be expressed as a number of trains using sections of the infrastructure
within a certain time-frame. This representation of traffic makes a fine-grained model
for the infrastructure dispensable. Infrastructure can be modeled in a more abstract
and aggregated way, too. The level of abstraction ensures smaller volumes of data (in
comparison to microscopic models) which allows an enlargement of the study area. Such
macroscopic models, for example, fit well for long-term infrastructure planning processes,
since they deal with forecasts of future traffic demands which could be far away from
being as precise as a timetable and aim to examine entire networks.
There are models which are hybrids of microscopic and macroscopic models. Fellendorf
et al. [FFV01] (road traffic), Kettner et al. [KSH04], and Sewcyk et al. [SRW07] (rail
traffic) give examples of such hybrid approaches. These models are sometimes also
referred to as mesoscopic models [Rad08].
The model used here is a macroscopic one and is defined regarding to Nießen &
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Wendler [NW05] who give an example of a macroscopic model for the strategic long-
term infrastructure planning. The question that needs to be answered first is: what needs
to be modeled and what are the demands NDRI places on the model, respectively?
Central task in the network design process is the determination of line capacity which
is required to route the given traffic flows to their destination stations. So, the choice
of a method for the capacity assessment of lines considerably determines the choice of a
model for infrastructure and operation.
2.1 Capacity
Besides the infrastructure elements itself, capacity of a railway line always depends on the
operating programs executed on that line. A value for capacity by means of train counts
separate from any kind of operation is not quantifiable1. This is because of the fact that
the capacity consumption of single train depends on the preceding train using the same
line. So for the determination of the capacity consumption of a mix of trains using a line
one needs information about the succession of trains, i.e. the operating program. The
fact that capacity consumption of one train depends on the preceding train is based on
the concept of minimum headway times. Before this is shifted into focus, a fundamental
principle of train movements has to be introduced: train separation.
2.1.1 Train Separation
In road traffic, separation of vehicles is based on the concept of relative braking distances.
Vehicles follow each other in braking distance, which is enlarged by the distance a driver
needs to react on the braking of the preceding vehicle. Such relative braking distance
is, in general, shorter than the watching distance of the driver. If the preceding vehicle
brakes, the succeeding driver can notice that by observing the flashing of the braking
lights and, as a result, starts braking, too. In railway traffic that is not possible. Here,
the relative braking distance, in most cases, exceeds the watching distance due to a
steel wheel on steel rail system, which has, in comparison to road traffic, a significantly
smaller coefficient of adhesion. This leads to the necessity of train protection systems
which transmit movement authorities from the track to the trains. There are different
1This holds for any entity of railway infrastructure, like sectional route nodes, too. Sectional route
nodes are the largest connected sub-networks of switching zones, in which usage of each route is
mutual exclusive.
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ways to implement such a system. An overview is given in [TV09]. In the current work,
a train protection system which transmits the movement authority at discrete points (=
fixed signals) is assumed, cf. Appendix A. Lines, which are of special interest here, are
segmented by signals into block sections which have to be cleared by a train before the
corresponding block signal in the beginning of the block section transmits the moving
authority to a succeeding train. The segmentation of lines into block sections is of
vital importance for the concept of minimum headway times. This is explained in the
following.
2.1.2 Minimum Headway Time
A slight digression into the field of queuing theory is helpful to get an intuition of
minimum headway times. A single track railway line can be modeled as a queuing
system with a single service channel. A single supermarket checkout is a good example
of such queuing system. The system simply spoken functions as follows: customers
are arriving at the checkout, possibly have to wait in front of the checkout, and will
be served after the preceding customer is served by the cashier. It is assumed, that
the cashier not starts serving the next customer until the current customer has left the
whole checkout area, which means that he has stowed away his purchase. Analogously,
trains are arriving at the railway line, possibly have to wait in the upstream station and
enter the track after the preceding train has left the track. That is, in both cases, an
inaccurate model of the real-world. In fact, the cashier starts serving the next customer
when the preceding one is still in the checkout area and is stowing away his purchase
but will have finished doing that until the next customer is ready to stow away his
own purchase. Regarding railway lines, it is the same situation. A train can enter the
line before the preceding one has cleared all sections of the line, which is illustrated
in the following sections. So the capacity consumption of a train or the service time,
respectively, is not the total amount of time the train operationally uses the line, but
that amount of time none other following train is allowed to start occupying sections of
the line. In other words, the quantity which has to be determined to obtain the capacity
consumption of a train using a certain line is the amount of time it takes at least before
another train can follow. This quantity is called minimum headway time introduced by
Happel in 1959 [Hap59].
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t
d
train i
Figure 2.1: Time-distance diagram with a blocking time stairway for train i.
Blocking Time
To understand how the minimum headway time can be determined one has to understand
how to express an operational use of a line. The operational use can be delineated by a
so-called blocking time defined by Pachl [Pac08] in the following way:
The blocking time is the total elapsed time a section of track (e.g. a block
section, an interlocked route) is allocated exclusively to a train movement
and therefore blocked for other trains.
The occupation of a line, which is partitioned into block sections, is modeled by a so-
called blocking time stairway with blocking times for each block section, as pictured in
Figure 2.1. A deeper insight into blocking time theory is given in Appendix A.1.
Determining the Minimum Headway Time
As already mentioned, the minimum headway time, denoted by zij , is the amount of
time a train j has to wait at least when it wants to enter a track section of a line
which is currently occupied by another train i. So, zij describes the occupation time or
rephrasing the capacity consumption of train i in relation to successive train j. Using
10
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zij
train i
train j
Figure 2.2: Minimum headway time zij .
the corresponding blocking time stairways of i and j, the minimum headway time of the
ordered pair ij can be very clearly visualized, as shown in Figure 2.2. If train j wants
to follow train i within the shortest time distance possible, the blocking time stairway
of train j has to be shifted in time until there is no overlapping and there is at least one
section with touching blocking times. The minimum headway time then can be read out
from the first section. Furthermore, it is now clearly recognizable that train j is allowed
to occupy the first block section before train i has left the last one.
The calculation of zij depends on properties of the type of trains i and j as well as on
some properties of the line infrastructure itself.
2.1.3 Capacity Assessment of Lines
Minimum headway times have the advantage to combine properties of the trains running
on the line and properties of the line’s infrastructure. Therefore, they are used in this
work to specify the capacity profile of a line.
A compact representation of that profile is a matrix of minimum headway times. Since
minimum headway times have to be calculated pairwise, n train types, distinguished by
parameters described later on, lead to a n× n-matrix of minimum headway times (2.1).
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The value at the ith row and jth column of that matrix represents the minimum headway
time between a train of type i or a train of the ith type, respectively, and a following
train of type j. In this work, train types are indicated by the use of identifiers t and u.
Since minimum headway times are train type dependent values, they are indexed using
such train type identifiers.
Ztu =
(
ztu
)
=


z11 z12 · · · z1n
z21 z22 · · · z2n
...
...
. . .
...
zn1 zn2 · · · znn

 (2.1)
The matrix of minimum headway times or service times, respectively, then is used
to determine the capacity consumption of a mix of trains. For a given succession, the
capacity consumption is calculated by summing up the service times of each pair of trains
succeeding each other. Two approaches to model successions of trains are introduced in
Section 2.3.3.
To calculate the matrix of minimum headway times of a line, some parameters concern-
ing the infrastructure and the trains using the line must be provided by corresponding
models. The granularity of the infrastructure model as well as of the operation model
must be chosen in a way such that the provided parameters yield adequate estimates
of minimum headway times. Models and corresponding parameters are introduced in
Section 2.2 and Section 2.3. A detailed insight into the calculation of minimum headway
times using those parameters is given in Appendix A.2.
2.1.4 Alternative Capacity Assessment
A wide range of analytical methods for the capacity assessment of elements of infras-
tructure is based on the calculation of waiting times. In this regard, Gast [Gas87]
introduces methods for the capacity assessment of lines, Wakob [Wak85] focuses on sec-
tional route nodes, and Wendler [Wen02] on large stations and nodes, respectively. So-
called scheduled waiting times arise during timetable construction, see Wendler [Wen99]
and [Wen08]. They have to be distinguished from unscheduled waiting times, which arise
during operation. Minimum headway times are of vital importance for the calculation of
waiting times as well as for the capacity assessment used for NDRI. Chosen NDRI mod-
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els for infrastructure and operation even enable the usage of waiting time for capacity
assessment. Nevertheless, it is not the method of choice to simplify capacity calculations.
Scheduled Waiting Times
For a given set of requested train paths the timetable construction process aims to find
a conflict-free positioning of these train paths. A conflict arises if at least two train
paths compete for the same infrastructure elements at the same time. The conflict is
resolved by the repositioning of the conflicting train paths. The scheduled waiting time
is a measure for the repositioning effort which has to be made to construct a conflict-
free timetable. There is a correlation between the utilization of infrastructure elements
and scheduled waiting times, cf. Wendler [Wen08]. So, for a given admissible value of
scheduled waiting times the capacity in terms of train counts can be specified.
Unscheduled Waiting Times
It is not uncommon that train operation suffers from (initial) delays. Such delays may
trigger knock-on delays. Unscheduled waiting times result from knock-on delays and
thus are a measure for the robustness of a timetable on a given infrastructure.
2.2 Infrastructure Model
In general, railway infrastructure encompasses the collectivity of hardware which is re-
quired to run trains. This contains rails, signals, switches, stations, balises, axle counters,
and so on. In this work, as already mentioned, railway infrastructure is considered in a
macroscopic way, focussing on parameters needed for reasonable estimations of capacity
and cost.
Definition 2.1 (Network of Railway Infrastructure). A network of railway infrastructure
is represented by a directed graph G := (N,A) with a set of nodes N and a set of arcs
A ⊆ N × N . Each node i ∈ N represents a station and each arc (i, j) ∈ A a line
connecting two stations i, j ∈ N .
Important properties of the network are specified by attributes assigned to each node
and arc. These properties are capacity and cost. They are used by optimization mod-
els based on the infrastructure model. So, attributes serve as interface between the
13
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infrastructure model and optimization models and algorithms. Besides these attributes
certain properties of the network of railway infrastructure are defined by parameters.
They serve as input for the determination of cost and capacity, e.g., for reasonable es-
timations of minimum headway times. So, parameters can be considered as internal or
private attributes.
2.2.1 Stations and Nodes
Following the definition taken out of UIC Code 4062 [UIC04], stations are nodes of a
network where at least two lines converge and where overtaking, crossing or direction
reversals are possible, including marshalling yards. The macroscopic model used here
uses a simplified definition, which distinguishes between two kinds stations: terminal
stations and overtaking stations.
Terminal Station The terms terminal station and station describe the same entity of
the infrastructure model and are therefore used synonymously. So terminal stations are
the nodes N of a network of railway infrastructure G = (N,A), as defined in Defini-
tion 2.1. They serve as start (source), destination (sink), and transshipment nodes of
traffic flows. Overtaking, crossing and direction reversals are possible.
Overtaking Station In contrast to terminal stations, overtaking stations are not repre-
sented by nodes, because they do not serve as start or destination node of traffic flows.
In an overtaking station a fast train is given the opportunity to pass a preceding slower
train. These changes of successions of trains have an impact on the capacity of a line
and the corresponding arc, respectively, cf. Section 2.2.2.
As mentioned before, station’s properties are defined by a set of attributes assigned
to the corresponding nodes. Explanatory notes regarding each attribute are given sub-
sequent to the following definition.
Definition 2.2 (Attributes of a Node). For a network of railway infrastructure G =
(N,A) and a node i ∈ N the set of attributes Attri of i is defined as follows: Attri :=
{capi, costi}, where
2Leaflet of the International Union of Railways which standardizes railway capacity analysis.
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i) capi ∈ R
>0 ∪ {∞} specifies the capacity of node and
ii) costi ∈ R
>0 defines the cost of a node.
Capacity of a Node The capacity of a node capi specifies the operational capability
of the corresponding station, which simply can be regarded as amount of trains, which
is allowed to use a station at a time. Common approaches for the capacity assessment
of a station use waiting times. This is a complex matter because a station has to be
divided into switching zones (route nodes) and the station track group, which connects
the route nodes. Waiting times then have to be separately calculated for both parts
using different methods. Nießen [Nie08] and Nießen & Wendler [NW07] present methods
focussing on route nodes. Potthoff [Pot70] and Fischer & Hertel [FH90] have worked on
approaches usable in connection with station track groups. Even though such methods
are applicable to NDRI they are, for reasons of complexity, not applied here. Instead,
nodes are equipped with unbounded capacity (cf. Section 1.2):
∀i ∈ N : capi :=∞. (2.2)
Cost of a Node The cost of a node i represents construction costs which arise when
building and running the corresponding station. Since the set of nodes is given in advance
and remains unchanged (cf. Section 1.2), this value is set to zero for all nodes of the
network:
∀i ∈ N : costi := 0. (2.3)
Definition 2.3 now defines parameters of a node, which are required for the calculation
of minimum headway times.
Definition 2.3 (Parameter of a Node). For a network of railway infrastructure G =
(N,A) and a node i ∈ N the set of parameters of i is defined as follows: Parami := {lst,i,
posi}, where
i) lst,i ∈ N is the length of a station block [m] and
ii) posi ⊆ R
>0 ×R>0 determines the position of a node.
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Station Block A station block is referred to as section between entry signal and depart
signal of a station. For the sake of simplicity this value is assumed to be the same for all
nodes in the network and it is fixed to a value which is reasonable in relation to practice.
∀i ∈ N : lst,i := 1,500 m. (2.4)
This value holds for overtaking stations of lines, too. Since the length of a station block
is a constant for all stations, it is also referred to as just lst.
Position of a Node The position posi of a node i is present as pair of coordinates and
is used to derive the length of an arc, which is linking two nodes, see Section 2.2.2.
2.2.2 Lines and Arcs
Starting again with the UIC definition, a line is a link between two large nodes and
usually consists of more than one line section. A line section is a part of a line, in which:
the traffic mix and/or the number of trains, the infrastructure and signalling conditions
do not change fundamentally. This description holds for this model too. Here, line
sections are referred to as overtaking sections, which on the other hand are divided into
block sections. The two kinds of segmentation are specified by line parameters. They
are elements of the set of parameters needed, inter alia, for the estimation of minimum
headway times.
Definition 2.4 (Parameter of an Arc). For a network of railway infrastructure G =
(N,A) and an arc (i, j) ∈ A the set of parameters of (i, j), is defined as follows:
Paramij := {ll,ij, lbk,ij,lps,ij,lso,ij, los,ij,Sij , nos,ij,ntk,ij, tt,ij}, where
i) ll,ij ∈ R is the length of an arc [m],
ii) lbk,ij ∈ N is the length of a block section [m],
iii) lps,ij ∈ N is the presignalling distance [m],
iv) lso,ij ∈ N is the length of the safety overlap [m],
v) los,ij ∈ R is the average length of an overtaking section [km],
vi) Sij is the set of available stages of extension,
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vii) nos,ij ∈ R is the average number of overtaking stations,
viii) ntk,ij ∈ N is the number of tracks of the open line, and
ix) tt,ij ⊆ T is a set different train types.
Length of an Arc The length ll,ij of an arc (i, j) ∈ A is defined as the distance between
nodes i, j ∈ N , which represent the terminal stations of the corresponding line. It
essentially depends on positions posi and posj of the corresponding nodes i and j (see
Definition 2.3). Other parameters like topographic ones can also be included into the
calculation. For the sake of simplicity, an Euclidean distance function is chosen here.
Block Section, Presignalling Distance & Safety Overlap A block section is a section
of a track which usage is mutual exclusive, cf. Section 2.1.2. Figure 2.3 shows a line
divided by block signal into block sections. The length of a block section lbk,ij is an
important value for the calculation of minimum headway times and so an important
parameter for the capacity of a line.
In the considered train protection system, the signal aspect of main signals, which may
be block signals, is signalled in advance by so-called presignals. The distance between
presignal and main signal is called presignalling distance, lps,ij, see Figure A.1.
The safety overlap is a feature of the train protection system. The safety overlap of the
current block section is located in the beginning of the next block section. It has to be
cleared by the current train movement before a succeeding train gets the permission to
enter the block section. The safety overlap protects the current train movement against
succeeding trains which may overrun a stop signal. In most cases, such
”
overrunning
trains“ can be stopped within the safety overlap by automatic emergency brakings.
For the sake of simplicity the values of lbk,ij, lps,ij, and lso,ij are assumed to be the
same for all lines in the network and are fixed to an average values which are reasonable
in relation to practice. So following equations hold:
∀(i, j) ∈ A : lbk,ij := 2,000 m, (2.5)
∀(i, j) ∈ A : lps,ij := 1,000 m, (2.6)
∀(i, j) ∈ A : lso,ij := 200 m. (2.7)
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l l,ij
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lbk,ij
Figure 2.3: Parameters of an arc (i, j) ∈ A.
Since those values are constant for all lines they are also referred to as just lbk, lps, and
lso.
Overtaking Sections and Stations To quantify minimum headway times of successive
trains the line has to be divided into common track sections, which do not provide
the opportunity to change the succession of trains. The perpetuation of the succession
in such a section enforces the headway time to be at least the minimum headway time.
This common track section is called overtaking section. Overtaking stations and terminal
stations establish the possibility to change the succession of trains, so the length of an
overtaking section corresponds to the distance between two stations adjacent to that
section. The minimum headway time of a line as a whole then is the largest minimum
headway time among all minimum headway times determined for each overtaking section.
In the macroscopic model used here, this approach is replaced by the use of an average
length of overtaking sections specified by the value of los,ij, see Figure 2.3. Here, the
variable domain of los,ij is restricted to up to five different values. This holds for each
(i, j) ∈ A.
los,ij ∈ {i | i ∈ {5, 10, 20, 50, 100} :
ll,ij
i
≥ 2} (2.8)
Lines without any overtaking station, i.e. los,ij = ll,ij, are not considered here. This
results in significant simplifications when it comes to capacity profiles of lines where los,ij
is of vital importance, cf. Appendix A.2. Due to the restriction to the five uniform stages
of extension, only five capacity profiles have to be considered. Lifting the restriction
would lead to up to |A|(|A|−1)2 additional capacity profiles, i.e. matrices of minimum
headway times.
18
2.2 Infrastructure Model
Lines are classified by their average length of an overtaking section into so-called stages
of extension. The pair (los,ij, ntk,ij) uniquely defines the current stage of extension of
arc (i, j). Sij denotes the set of all stages of extension, which are considered here:
Sij := {i | i ∈ {5, 10, 20, 50, 100} :
ll,ij
i
≥ 2} × {1, 2}. (2.9)
The average length of an overtaking station implicitly determines the average number
of overtaking stations nos,ij a line is equipped with:
nos,ij :=
ll,ij
los,ij
− 1. (2.10)
Correction term −1 must be added because adding k overtaking stations in distances of
los,ij results in k + 1 sections of length los,ij.
Regarding line/arc capacity one can keep in mind: the greater the number of overtak-
ing stations, the shorter the average distances between them, the shorter the minimum
headway times and the greater the number of trains which can use the line during a cer-
tain time frame. This holds only for operating programs with different types of trains,
since otherwise overtaking stations are useless.
Number of Tracks Here, a line can only be present as single-tracked or double-tracked
line, which has an impact on the domain of the corresponding arc parameter:
∀(i, j) ∈ A : ntk,ij ∈ {1, 2}. (2.11)
In the usual terminology a single track railway line is used in both directions, whereas
a double-tracked one consists of one track for each direction. In this model, which uses
directed arcs as representation of lines (cf. Definition 2.1), the use of single track lines
as well as the use of double track lines is restricted to one direction. So if a double
track line in the common sense has to be established within the current model, one
single track line for each direction has to be included into the network. Neglecting single
track lines which can be used in both directions significantly simplifies the model. It
is also appropriate in relation to practice, since single track lines in the classical sense
are used for branch lines with low density of traffic. Such lines play a minor role in
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the considered long-term infrastructure planning process which focusses on main lines
between large stations.
Train Types The set of train types tt,ij ∈ T defines which train types are allowed to
access the line, where T is the set of train types considered here. The value of tt,ij may
differ from line to line. Train types are introduced in Section 2.3.1.
Line’s capacity and cost are defined by a set of attributes assigned to the correspond-
ing arcs. These attributes are introduced in Definition 2.5. Again, explanatory notes
regarding each attribute are given subsequent to the definition.
Definition 2.5 (Attributes of an Arc). For a network of railway infrastructure G =
(N,A) and arc (i, j) ∈ A the set of attributes Attrij of (i, j) is defined as follows:
Attrij := {capij , costi,j}, where
i) capij defines the capacity of (i, j). It consists of parts: a capacity profile Ztu,ij
∈ R|tt,ij |×|tt,ij | and the number of tracks ntk,ij.
ii) costij : R×N×N×R→ R defines the cost of the arc.
Capacity of an Arc The capacity of an arc is expressed by the corresponding capacity
profile which is the matrix of minimum headway times, as introduced in Section 2.1.
Thereby, minimum headway times are calculated pairwise for all train types t, u ∈ tt,ij.
The initial notation used for matrices of minimum headway times Ztu is extended by
arc indices ij. Besides fixed lengths for block sections and station blocks, the average
length of an overtaking section los,ij is of vital importance, cf. Appendix A.2. In addition
to that, the number of tracks has a decisive influence on the capacity of an arc. The
capacity profile remains unchanged regardless of the value of ntk,ij , but the maximal
capacity maxcc,ij , which is consumable by a mix of trains using the line, is doubled in
case of a double track line (ntk,ij = 2), cf. Section 2.3.3 and Equation (2.15).
Cost of an Arc The costs of an arc are defined as the costs to build and maintain
the associated line. This is modeled by the use of life-cycle costs which are calculated
according to the general formula:
LCC =
AC
L
+MC [/a] , (2.12)
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where AC are acquisition costs in euro, L is the operational lifespan in years and MC
are the maintenance costs in euro per year.
Arc’s costs are assumed to be load-independent since line’s construction costs arise
regardless of the number trains which use the line. A shortened life-span of infrastructure
elements induced by heavy load is not taken into consideration here. Maintenance costs
of railway infrastructure, which usually are load-dependent, are estimated by average
values gained from experience.
To model load-dependent life-cycle costs of infrastructure elements, load-dependent arc
costs have to be introduced and included into the mathematical optimization models,
which are presented later on. This would significantly increase the complexity and in
turn decrease the solvability of such models. This is not desirable. So, particularly
with regard to the macroscopic model for infrastructure, it is reasonable to lower the
level of precision to benefit from significant simplifications induced by load-independent
life-cycle costs.
Life-cycle cost analysis of a line is focussing on three infrastructure elements: tracks,
(main) signals and switches. The minimum costs of each arc (i, j) are its default costs,
which denote the life-cycle costs of the corresponding line without any overtaking station.
It is defined by the following function
LCCdef,ij : R×N→ R (2.13)
which depends on length of the line (relevant to track costs) and the average length
of a block section (relevant to signal costs). Each additional overtaking station creates
additional (constant) costs LCCpt for the passing track. So life-cycle costs of arc (i, j) ∈
A are defined as follows:
costij(ll,ij, lbk, ntk,ij, nos,ij) := ntk,ij (LCCdef,ij(ll,ij, lbk) + nos,ij · LCCpt) . (2.14)
Appendix B provides detailed information of the life-cycle cost analysis as well as a
sample calculation.
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2.3 Operation Model
This section describes which types of trains are considered in this work, which train
type parameters are needed to estimate minimum headway times, how traffic demand
is defined, and how to determine capacity consumption of successions of trains by using
such estimated capacity profiles.
2.3.1 Train Types
To model operation on lines, properties of trains have to be taken into account. Due
to the granularity of the macroscopic model, it suffices to classify trains with similar
properties into so-called train types.
Definition 2.6 (Parameters of a Train Type). For all train types t ∈ T the set of
parameters Paramt—needed for the estimation of minimum headway times—is defined
as follows: Paramt := {vt, dt, ltr,t}, where
i) vt ∈ N is the operating speed [km/h],
ii) dt ∈ R the averaged deceleration rate [m/s
2], and
iii) ltr,t ∈ N the length of train type t [m].
Here, the acceleration rate of a train type is not relevant to calculations of minimum
headway times, cf. Appendix A.2.
2.3.2 Traffic Demand
The traffic load a network has to take is represented by a future traffic demand derived
from forecasts. Such traffic demand consists of traffic flows. A traffic flow is simply
represented by a number of trains which have to be routed directly or indirectly from a
start to a destination station within an observation period top. It is not mandatory for
all the trains of a single traffic flow to be routed via the same route, so flow splitting is
possible. Of course each fraction retains its start and destination station.
Definition 2.7 (Traffic Flow). For a network of railway infrastructure G = (N,A) and
a set of train types T the traffic flow τ is defined as τ := (stτ , deτ , trτ ), where
i) stτ ∈ N is the start station,
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ii) deτ ∈ N is the destination stations, and
iii) trτ := {nt,τ ∈ N | t ∈ T} is set of trains which have to be routed from stτ to deτ .
nt,τ is the number of trains of train type t ∈ T .
The set of all traffic flows of network G forms the traffic demand, which is denoted by
TD.
2.3.3 Successions of Trains & Capacity Consumption
When routing a mix of trains via a line, a certain quality of service regarding the op-
eration of the trains has to be ensured. This can be done by restricting the capacity
consumption of the mix of trains to a threshold value. To do so, following question has
to be answered first: how much capacity does a mix of trains consume when using a
line?
As explained in Section 2.1, the capacity of an arc is defined by the capacity profile
of the corresponding line. Such profile only specifies the capacity consumption of single
train depending on the preceding train. To answer the question, which was asked in the
beginning, one has to know in which succession trains enter the line. Basically, two cases
must be differentiated in this context: the order of trains is fixed by a timetable or there
exists no timetable or fixed succession, respectively. In both cases, it is assumed that
trains succeed each other in a minimum time distance which is the minimum headway
time. This is done following UIC Code 406 [UIC04]. It says regarding determination of
consumption of line capacity that timetables have to be compressed . . .
. . . up to the minimum theoretical headway according to their timetable or-
der, without recommending any buffer time.
Whenever the term timetable is mentioned here in connection with capacity consumption
it refers to such compressed successions of trains, as shown in Figures 2.4 and 2.5.
On the basis of current practice, UIC Code 406 provides a guideline regarding the
level of line capacity consumption, i.e. the occupation time, which ensures a satisfying
quality of service. For mixed-traffic lines, on which this work is focussing, 60% of a
daily period, respectively the observation period top, is specified to be an appropriate
value. Calculated capacity consumptions are tested against this value which describes
the maximum available time for operation of trains. It is denoted by maxcc,ij. It should
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be noted, that maxcc,ij depends on the number of tracks of the considered line, cf.
Section 2.2.2.
maxcc,ij := 0.6 · top · ntk,ij (2.15)
If the maximum available time for operation of trains shall be addressed independent of
a specific arc, it is denoted by maxcc. For the calculation ofmaxcc the maximum number
of tracks for one direction, ntk,ij = 2, is used, cf. explanatory notes of Equation (2.11).
maxcc := 0.6 · top · 2 (2.16)
Coming back to the fixed or unfixed orders of trains, at first, a timetable indepen-
dent method for the determination of capacity consumption is introduced followed by
a timetable dependent one. At the end, the special case of homogeneous operation is
described.
A Timetable Independent Estimation
When designing a new network of railway infrastructure, intuitively, there does not exist
a timetable for the trains. This is obvious because the routing of the trains is not
precisely known in advance. In long-term infrastructure planning processes usually a
random succession of trains is assumed to overcome this difficulty. Thereby, the service
time of a train, i.e. the capacity consumption or minimum headway time, is modeled as
stochastic process, see Wendler [Wen07]. To derive the mean capacity consumption of all
trains the expected service time (= mean minimum headway time) has to be determined.
For a network of railway infrastructure G = (N,A), let ptu,ij be the probability of the
occurrence of a succession of trains of type t and u competing for the capacity of line
(i, j) ∈ A, Ts the random variable modeling the service time, and minimum headway
times ztu,ij the random variates of Ts. Then the following holds:
P[Ts = ztu,ij ] = ptu,ij. (2.17)
To derive ptu,ij , as shown in (2.18), let Xk be the random variable modeling the type of
the kth train in the random succession of trains.
ptu,ij = P[Xk+1 = u ∧Xk = t] = P[Xk+1 = u | Xk = t] ·P[Xk = t]. (2.18)
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Since the events Xk+1 and Xk are not necessarily statistically independent, the condi-
tional probability P[Xk+1 = u | Xk = t] is required for the derivation. For the sake
of simplicity during the solution process of the NDRI, it is assumed that there exists
statistical independence between the mentioned events. Such a statistical independence
is often assumed in practical applications. Thereby, it is assumed that the mix of trains
does not change during the observation period, i.e. the arrival (at a service channel) of
a train of a certain type does not change the share of that train type in the given mix
ratio. This is equivalent to drawing with replacement in the urn model known from prob-
ability theory. Statistical independence of events Xk+1 and Xk leads to the following
representation of ptu,ij in (2.19).
ptu,ij = P[Xk+1 = u ∧Xk = t] = P[Xk+1 = u] ·P[Xk = t]
=
nt,ij
ntij
·
nu,ij
ntij
=
nt,ij · nu,ij
nt2ij
, (2.19)
where nt,ij is the number of trains of type t on arc (i, j) and ntij the total number of
trains on arc (i, j). Equation (2.20) then shows the desired expected service time E[Ts]
respectively the mean minimum headway time z¯tu,ij.
z¯tu,ij = E[Ts] =
∑
t
∑
u
ptu,ij · ztu,ij =
∑
t
∑
u
nt,ij · nu,ij
nt2ij
· ztu,ij . (2.20)
MultiplyingE[Ts] with the total number of trains results in the expected total (timetable
independent) capacity consumption ccti,ij of all trains routed via the line (i, j):
ccti,ij = ntij ·E[Ts] = ntij ·
∑
t
∑
u
nt,ij · nu,ij
nt2ij
· ztu,ij . (2.21)
Using the matrix of minimum headway times, which can be calculated in advance,
as already mentioned, the expected minimum headway time can be derived. This is
equal to the expected service time, which corresponds to mean capacity consumption of
a train. Multiplying this value with the total number of trains results in the expected
capacity consumption of all trains routed via the line concerned.
25
2 Modeling Railway Infrastructure, Operation & Capacity
A Timetable Dependent Derivation
As already mentioned, in long-term infrastructure planning processes capacity analysis
usually is done using timetable independent approaches. In spite of that, a timetable
dependent derivation of capacity consumption is presented here. This approach is used
later on to derive a mathematical optimization model for NDRI with simplified capacity
constraints.
The idea is to construct an artificial worst-case timetable, which induces a worst-case
capacity consumption of trains. The network designed by this means can be considered
as upper bound for the infrastructure needed. This upper bound property holds for any
timetable dependent capacity consumption, which in turn creates timetable indepen-
dence, too.
In the case of two different train types (a fast and a slow one), the worst-case timetable
is constructed as follows: as far as possible a slow train should be followed by a fast
train. Pairs of trains ordered in this way are resulting in largest minimum headway
times and so are leading to worst-case capacity consumptions. Let n1,ij be the number
of trains of type 1, a fast train type, n2,ij the number of slow trains of type 2. For the
calculation of the total (timetable dependent) capacity consumption cctd,ij , two cases
must be distinguished:
n1,ij > n2,ij > 0 :
cctd,ij := n2,ij · z21,ij + (n2,ij − 1) · z12,ij + (n1,ij − n2,ij) · z11,ij + z12,ij
= (z21,ij + z12,ij − z11,ij) · n2,ij + z11,ij · n1,ij. (2.22)
n2,ij > n1,ij > 0 :
cctd,ij := n1,ij · z21,ij + n1,ij · z12,ij + (n2,ij − n1,ij − 1) · z22,ij + z22,ij
= (z21,ij + z12,ij − z22,ij) · n1,ij + z22,ij · n2,ij. (2.23)
where ztu,ij with t, u ∈ {1, 2} are corresponding minimum headway times on arc (i, j).
The derivation of these equations is illustrated by examples depicted in Figure 2.4 and
Figure 2.5. In both cases last added minimum headway time (last addend in the first
equation of (2.22) and (2.23), respectively) is that one between last and first train which
arises from the assumption that the timetable repeats itself.
For |T | > 2 different train types it is nontrivial to derive the worst-case capacity
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consumption of a mix of trains. The problem seems to be a variant of the well-known
Traveling Salesman Problem (TSP), which is NP-hard3. This would imply that there
exists no way to efficiently calculate the worst-case capacity consumption, which in turn
would lead to a rise in complexity of NDRI models using this worst-case approach.
To figure out, whether there is a way to efficiently calculate the worst-case capacity
consumption or if TSP is in fact polynomially reducible to this problem, is beyond the
focus of this work. So, worst-case capacity consumption is considered only for |T | 6 2.
Homogeneous Operation
If only trains of one single train type operate on a line, operation is referred to as
homogeneous operation. This type of operation allows high frequencies of trains. This
is, for example, observable in subway systems.
Derivation of the capacity consumption ccho,ij becomes very easy since there is only
one minimum headway time. For an arc (i, j) ∈ A and tt,ij = t introduced types of
capacity consumption coincide:
ccho,ij = ccti,ij = cctd,ij = nt,ij · ztt,ij . (2.24)
Let maxt,ij be the maximum train count of trains of type t, which can operate on the
corresponding line with respect to the capacity available for consumption maxcc,ij. This
maximum train count can only achieved by homogeneous operation, so it is derived as
follows:
maxt,ij :=
⌊
maxcc,ij
ztt,ij
⌋
(2.25)
If the maximum train count is addressed independent of a specific arc, maxcc,ij instead
of maxcc,ij is used for the derivation.
maxt :=
⌊
maxcc
ztt,ij
⌋
(2.26)
It should be noted, that the value of ztt,ij stays the same for every arc (i, j), since
changeable parameters of an arc like ntk,ij or los,ij do not have an impact on minimum
headway times of homogeneous train successions.
3The term NP-hard is explained in Section 3.1.1.
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Figure 2.4: Capacity consumption cctd,ij in case of 3 = n1,ij > n2,ij = 2:
cctd,ij = n2,ij · z21,ij + (n2,ij − 1) · z12,ij + (n1,ij − n2,ij) · z11,ij + z12,ij
= 2 · z21,ij + 2 · z12,ij + 1 · z11,ij .
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Figure 2.5: Capacity consumption cctd,ij in case of 4 = n2,ij > n1,ij = 2:
cctd,ij = n1,ij · z21,ij + n1,ij · z12,ij + (n2,ij − n1,ij − 1) · z22,ij + z22,ij
= 2 · z21,ij + 2 · z12,ij + 2 · z22,ij .
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3 Optimization Models for NDRI
This chapter introduces mathematical optimization models used to model and solve the
network design problem for railway infrastructure. Before those models are described
in detail, the problem description is recapitulated, cf. Section 1.2. This shall clarify
which specific demands of the formulated problem are put on the structure of suitable
mathematical models. Following this clarification, applied mathematical models are then
introduced.
But first of all a short introduction into linear optimization problems is given.
3.1 Linear Programming
A linear programming problem (LP) is a mathematical optimization problem which con-
sists, on the one hand, of a linear function which has to be maximized or minimized. It
is usually denoted as objective function. On the other hand, there is a system of linear
equations or linear inequalities which have to be fulfilled. Linear equations and inequal-
ities are referred to as linear constraints. Equations (3.1)–(3.3) show a LP in standard
form, cf. Chva´tal [Chv83]. This form is also referred to as canonical or symmetric form.
Maximize
n∑
i=1
cixi (3.1)
subject to
n∑
j=1
aijxj 6 bi ∀i ∈ 1, . . . ,m, (3.2)
xj > 0 ∀j ∈ 1, . . . , n, (3.3)
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The system of m constraints (3.2) often is stated using a vector-matrix notation:
Ax 6 b, (3.4)
where A = (aij) is a m × n – (coefficient) matrix, vector x consists of variables xj and
b of corresponding right-hand side values bi. In style of that, constraints are referred to
as rows, variables as columns.
If the domain of all variables xj is integer, the problem is called integer programming
problem (IP). If this applies only to some variables, it is called mixed integer programming
problem (MIP).
3.1.1 Solving
Linear programming problems can be solved very efficiently, even in the case of very large
problem instances. Algorithms with provable polynomial runtimes are, e.g., introduced
by Khachiyan [Kha79] (Ellipsoid Method) and by Karmarkar [Kar84] (Interior-Point
Method). A very efficient method is the Simplex Algorithm developed by Dantzig [Dan63].
Even though its exponential complexity in the worst-case, in relation to practice it turned
out to be a very efficient algorithm.
Whereas an LP is efficiently solvable, this does not hold for (mixed) integer program-
ming problems. They belong in general to the class of NP-hard problems. The term
NP-hard is taken from computational complexity theory. A problem is NP-hard, if every
problem which is in NP is polynomial-time reducible to it. That means, a NP-hard prob-
lem is at least as hard to solve as every problem which is element of complexity class NP.
Since NP includes all NP-complete problems, which are supposedly not efficient solvable,
an efficient algorithm to solve NP-hard problems is unknown. Best known deterministic
algorithms for such problems have an exponential time complexity. For more informa-
tion about hard problems and complexity theory see Hromkovicˇ [Hro01] who provides
an overview of algorithms for hard problems.
Methods to solve (M)IPs try to find an assignment of values of the integer variables
which forms an optimal solution. One way to achieve that is to enumerate all possible
assignments of values by a so-called explicit enumeration tree. This results even in the
binary case even for a small set variables in a huge number of tree nodes. For n binary
variables the enumeration tree consists of 2n leaf nodes and in total of 2n+1 − 1 nodes.
Thereby, each leaf node corresponds to one value assignment of the n binary variables.
32
3.1 Linear Programming
So, it is desirable not to explore the whole tree. This can be avoided by the calculation
of bounds during tree building. With the help of these bounds it is possible to prune
branches of the tree, so that they must not be explored. This describes a branch-and-
bound (B&B) strategy, first introduced by Lang and Doig [LD60]. The most common
bound is the linear programming relaxation of the (M)IP at the current node of the
B&B-tree. Such relaxation can be obtained by dropping all integrality constraints. In
the case of a maximization, problem the optimal solution of the relaxation provides an
upper bound on every solution of the (M)IP. The B&B-tree is spanned by branching.
Thereby, a variable which has a fractional value in the solution of the relaxation has
to be selected. Using the fractional value, the domain of the variable is split into two
parts each of them forming a subproblem of the current problem. Both subproblems are
assigned to new nodes and are linked into the B&B-tree as child nodes of the current
node.
3.1.2 Optimality Gap
The integer solution which is currently the best during B&B process is called incumbent.
Its objective value serves as primal bound on the optimal solution. In case of a minimiza-
tion problem it is an upper bound. The currently best lower bound which is obtained
from relaxations is called dual bound. If both quantities, primal and dual bound, have
the same value, an optimal solution is found and B&B terminates. In order to determine
the quality of the current solution during the B&B and to determine the progress of the
solution process, the so-called optimality gap can be consulted. The (absolute) optimal-
ity gap denotes the difference between primal and dual bound. If this difference is put in
relation to the primal or the dual bound, one receives the relative optimality gap, which
is a unit-free measure used to assess the current status of the solution process. In this
work, the relative optimality gap is calculated according to the following formula:
relative optimality gap :=
|primal bound− dual bound|
primal bound
(3.5)
The relative optimality gap thus constitutes an upper bound on the relative error, which
is a measure to assess the quality of the current solution in relation to the optimal
solution.
For more information about integer programming and B&B see Wolsey [Wol98].
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3.2 NDRI Problem Description
The problem description starts with the objective of NDRI. After that, characteristics
are described by listing key parameters defining an input instance and by defining output
information a solution of NDRI has to provide. This is done in an abstract way—using
terms introduced in the last chapter—to reveal the structure of the problem.
Objective Objective of the network design problem for railway infrastructure is the
determination of a cost-optimal network of railway infrastructure, which has to fulfill a
given traffic demand and certain capacity constraints.
Input An input instance of NDRI consists of the following information:
• An empty network of railway infrastructure G = (N, ∅) containing nodes n ∈ N
representing stations with unbounded capacity and zero life-cycle cost.
• A set of directed arcs A ⊆ N×N , which represents constructible lines between the
stations. Each arc a ∈ A can be in one of up to ten stages of extension, defined by
different values of the attributes capacity profile capij and costs costij of including
the corresponding line into the network.
• A traffic demand TD, defined as a set of traffic flows. Each flow consists of trains
of different types t ∈ T . Train types are distinguished by a set parameters Paramt
which have an impact on their capacity consumption.
• A method to determine the capacity consumption of a mix of trains using a line
and a quality parameter maxcc,ij, which limits the amount of capacity which is
consumable. This includes a definition of how trains succeed one another.
Output The solution of NDRI is a graph Gopt= (N, Aopt) with Aopt ⊆ A and should
cover following aspects:
• Topology: which stations have to be connected directly to each other? → Deter-
mination of a set of arcs Aopt ⊆ A.
• Capacity: which stage of extension is associated to each arc (i, j) ∈ Aopt? →
Determination of capij for each (i, j) ∈ A
opt.
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• Routing: which route is used by which train to reach its destination station?
• LCC: what are the optimal life-cycle costs of Gopt? → Summing up costij for all
(i, j) ∈ Aopt.
As described, requirements for a solution of NDRI reveal the two-part structure of the
problem. On the one hand, there is the network design problem which determines the
topology of the network and the amount of capacity arcs have to be equipped with. On
the other hand, there is the routing of traffic demands which determines the route of
each train and which has to fulfill arc-induced capacity constraints. Let us first consider
how the routing problem for traffic demands can be modeled and after that how the
network design problem can be solved.
3.3 The Routing Problem
In contrast to NDRI, the routing (sub-)problem NDRI-R deals with a network graph
which is given in advance, e.g., as output of a network design operation. The objective
of NDRI-R is to find the best routing of each traffic flow from its start to its destination
station. Thereby it has to be ensured that line capacity limitations of the given network
graph are not exceeded. The quality of a routing is assessed by a function which assigns
costs to the routing whenever trains are routed via a line.
To start with a simple model of NDRI-R, at first three restrictions are imposed:
R1: Only one traffic flow, |TD| = 1.
R2: Only one train type T = {t}.
R3: Only one stage of extension.
These restrictions will be lifted in the course of the modeling process. In addition to
that, a timetable independent capacity consumption ccti,ij of lines (i, j) is assumed, cf.
Equation (2.21). Due to restriction R2, which is tantamount to homogeneous operation,
ccti,ij simplifies to:
ccti,ij = ccho,ij = nt,ij · ztt,ij . (3.6)
NDRI-R defined by this means is equivalent to the well-known minimum cost flow
problem. NDRI-R can be stated as optimization problem analogous to the definition of
the min-cost flow problem by Ahuja, Magnanti and Orlin [AMO93].
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Minimize
∑
(i,j)∈A
cijxij (3.7)
subject to
∑
j:(i,j)∈A
xij −
∑
j:(j,i)∈A
xji = bi ∀i ∈ N, (3.8)
xij 6 maxt,ij ∀(i, j) ∈ A, (3.9)
xij > 0 ∀(i, j) ∈ A, (3.10)
where G = (N,A) is the given network of railway infrastructure and τ = (stτ , deτ , {nt,τ})
the only traffic flow. xij is the number of trains using arc (i, j) ∈ A, cij denotes the cost
per train using the corresponding arc, and for each node i ∈ N the value of bi is defined
in the following way:
bi :=


nt,τ if i = stτ ,
−nt,τ if i = deτ ,
0 else.
(3.11)
In connection with flow problems, the constraint in equation (3.8) is called flow con-
servation. It ensures that the net flow of trains is zero for all nodes except for nodes
representing start and destination station which work as source and sink nodes of the
traffic flow. Routing costs cij per line and train are assumed to be constant values which
are not further specified at this point. Equation (3.9) is called capacity constraint. For
each line the capacity consumption of trains using a line ccti,ij = xijztt,ij is forced to be
less or equal than the maximum capacity consumption maxcc,ij, cf. Section 2.3.3.
Minimum cost flow problems with bounded integer capacities, like (3.7)–(3.10), al-
ways have totally unimodular1 coefficient matrices. This results in the following nice
property: such problems always have integral optimal solutions even if the integrality
constraints are skipped or ignored, respectively. So, these problems can be solved as
linear programming problems, which requires only polynomial time, cf. Section 3.1.1.
1A matrix is totally unimodular if each square submatrix has determinant 0 or ±1, cf. [AMO93].
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3.3.1 Multicommodity Flow
To get rid of the artificial restriction R1, the NDRI-R model presented so far has to be
extended to be able to deal with multiple traffic flows. Each traffic flow, also referred to
as commodity, is then defined by its own start and destination station as well as by an
amount of trains, cf. Definition 2.7. Restriction R2 and R3 remain in force. This leads
to a special kind of network flow: the multicommodity flow (MCF). Following the MCF
definition of Ahuja, Magnanti and Orlin [AMO93] a refined NDRI-R model is obtained:
Minimize
∑
(i,j)∈A
∑
τ∈TD
cijx
τ
ij (3.12)
subject to
∑
τ∈TD
xτij 6 maxt,ij ∀(i, j) ∈ A, (3.13)∑
j:(i,j)∈A
xτij −
∑
j:(j,i)∈A
xτji = b
τ
i ∀i ∈ N and ∀τ ∈ TD, (3.14)
xτij > 0 ∀(i, j) ∈ A and τ ∈ TD, (3.15)
where G = (N,A) is the network graph, TD is the set of traffic flows, xτij the number of
trains of flow τ ∈ TD on arc (i, j) and cij the corresponding cost. General definitions
for MCF are using commodity-specific costs cτij . That is dispensable for the current
purpose. Since only one train type is used here (cf. R2), routing costs are assumed to be
the same for all flows. Flow conservation constraint (3.14) and its right-hand side value
bτi (3.16) are defined analogous to (3.8) and (3.11) extended to fit for multiple traffic
flows. For each node i ∈ N and each traffic flow τ ∈ TD the value of bi is defined in the
following way:
bτi :=


nt,τ if i = stτ ,
−nt,τ if i = deτ ,
0 else.
(3.16)
In contrast to minimum cost flow problems, the coefficient matrices of multicommodity
flow problems are in general not totally unimodular. This holds for problem formula-
tion (3.12)–(3.15), too. So, to preserve the integrality of flow variables xτij, integrality
constraints have to be added.
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Nevertheless, such integrality constraints are not included into the problem formula-
tion because integral flows would render the problem to be NP-complete. In relation
to practice, fractional trains obviously do not exist but with regard to the macroscopic
model for infrastructure and operation, it is reasonable to lower the level of precision to
benefit from the significant simplification induced by the use of non-integer variables.
3.3.2 Path Variables
Up to now network flows are defined on arcs. In the following, flows are defined on paths2.
Path flows establish a direct connection to practice, since railway undertakings order
railway infrastructure capacity in form of train paths, too. With the use of path flows it
is easy to force the routing to use or avoid certain intermediate stations. Furthermore, it
is easy to control, for example, journey times of traffic relations by neglecting paths which
do not fit in this regard. In practice, similar restrictions lead to the sets of train paths
which are of interest for infrastructure managers or railway undertakings, respectively.
In general, the transformation from arc flows to path flows suffers from an exponential
number of available paths and in turn from an exponential number of path flow variables.
This issue will be tackled later on in Section 6.1.6.
Switching from arc flows to path flows requires a function indicating whether a path
contains a specific arc. For each arc (i, j) such function δij is defined as follows:
δij(p) :=

1, if path p contains arc (i, j),0, else. (3.17)
This definition now permits to reformulate the model stated in (3.12)-(3.15) using path
flows. For each traffic flow τ = (stτ , deτ , trτ ) let Pτ denote the set of all (desired)
directed st-de-paths, P :=
⋃
τ∈TD
Pτ the set of all paths, and f(p) the flow on path p ∈ P.
Arc flow xτij is transformed to path flow f(p) as follows:
xτij =
∑
p∈Pτ
δij(p)f(p) (3.18)
2A path in a directed network graph is a sequence of nodes and arcs without any repetition of nodes.
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Equations (3.19)–(3.22) show the transformed optimization model.
Minimize
∑
(i,j)∈A
∑
p∈P
cijδij(p)f(p) (3.19)
subject to
∑
p∈P
δij(p)f(p) 6 maxt,ij ∀(i, j) ∈ A, (3.20)
∑
p∈Pτ
f(p) = nt,τ ∀τ = (stτ , deτ , {nt,τ}) ∈ TD, (3.21)
f(p) > 0 ∀τ ∈ TD and p ∈ Pτ . (3.22)
Now, the former flow conservation constraint (3.14) is transformed to a node independent
representation of the traffic demand (3.21).
Before the routing model will be further developed, the idea behind the solution
approach for the design problem is introduced.
3.4 The Design Problem
The design part NDRI-D of the network design problem for railway infrastructure deals
with the questions which stations have to be connected directly to each other and which
stage of extension fits best in terms of capacity and cost. Due to restriction R3, there is
only one selectable type of arc with a fixed capacity profile and cost. So, at first, network
design is only dealing with the determination of the minimum cost network topology.
The idea is to solve a routing problem on a complete network graph. Such complete
network graph contains an arc for each pair of nodes. The best routing over such network
graph then determines the design of the target network by including exactly those arcs
into the network which are needed to route the given traffic demand and thus provide
the necessary capacity.
Summed-up line life-cycle costs of included lines are interpreted as routing costs. Such
new routing costs are load-independent, because a line is included into the network and
built, respectively, regardless of the number of trains routed via the line. This type of
routing cost definition ensures that the cost-optimal routing results in a cost-optimal
network graph.
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In the following the multicommodity flow model introduced in (3.19)–(3.22) is ex-
tended to fit for the design tasks described above.
3.5 Simple Model
To specify whether an arc is included into the network, used-variables xusedij ∈ {0, 1} (3.27)
are introduced for each (i, j) ∈ A, where G = (N,A) is the given complete network
graph. Routing costs are replaced by life-cycle cost which arise if an arc is included
into the network (3.23). Line life-cycle costs costij are defined regarding Definition 2.5
and Equation (2.14). Equation (3.24) is the new capacity constraint which limits the
capacity consumption of trains on line (i, j) to the maximum value permitted or zero,
respectively, depending on the decision to include or not to include the corresponding
arc into the network graph (i.e. assigning the value 1 or 0 to xusedij ).
Minimize
∑
(i,j)∈A
costijx
used
ij (3.23)
subject to
∑
p∈P
δij(p)f(p) 6 maxt,ijx
used
ij ∀(i, j) ∈ A, (3.24)
∑
p∈Pτ
f(p) = nt,τ ∀τ = (stτ , deτ , {nt,τ}) ∈ TD, (3.25)
f(p) > 0 ∀τ ∈ TD and p ∈ Pτ . (3.26)
xusedij ∈ {0, 1} ∀(i, j) ∈ A, (3.27)
where G = (N,A) is a network of railway infrastructure and t is a train type.
3.6 NDRI-NLP
Lifting restrictions R2 and R3 now requires subsequent refinements of the model. At
first, R3 is lifted. Different stages of extension of a line, which are characterized by
different capacity profiles, are represented by parallel arcs. This leads to a complete
multi-arc network graph.
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Definition 3.1 (Complete Multi-Arc Network Graph). For a given set of nodes N let
A ⊆ N ×N be the set of all directed lines or station-to-station connections, respectively,
whose potential construction is reasonable to the network designer3. The complete
multi-arc network graph Gc is then defined as
Gc := (N,Am),
where Am is a set of multi-arcs. Since a line can be available in up to ten different
stages of extension (cf. Equation 2.9), Am contains up to ten parallel multi-arcs, each of
them with a different combination of capacity profile and number of tracks, for each arc
(i, j) ∈ A.
Am := {(i, j, s) | (i, j) ∈ A, s ∈ Sij}.
The triple (i, j, s) ∈ Am is called multi-arc. If a line needs to be addressed regardless of
its stage of extension, the line is simply referred to as arc (i, j) ∈ A.
The routing-driven arc selection applied to multi-arcs now determines not only the
network topology, but also the capacity of the lines. To achieve that, only one of the par-
allel multi-arcs may be selected. Its unique pair of capacity profile and number of tracks
then determines the stage of extension of the corresponding line. The use of multi-arcs
requires the introduction of new design decision variables xusedijs for each (i, j, s) ∈ A
m.
Decision variables xusedij are still in use. For each arc (i, j) ∈ A these variables indicate
whether node i has to be linked to node j independent of the implementation of that
linkage, i.e. independent of the multi-arc selection. Furthermore, these variables are used
to model minimum or basic costs costij,min of an arc, defined in Equation (3.37). Mini-
mum costs are used to improve the solution process or branch-and-bound, respectively.
Once the decision is made to connect two nodes i and j variable xusedij is set to one. This
induces minimum costs costij,min, see Equation (3.29). So independent of the selection
of a corresponding multi-arc (i, j, s), one obtains a lower bound for the final costs of that
connection.
Lifting restriction R2 results in a more sophisticated calculation of the capacity con-
3Reasonability may, for example, depend on geographical constraints.
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sumption of a mix of trains using a line. Here, the timetable independent capacity
consumption introduced in Equation (2.21) is used:
ccti,ijs = ntij
∑
t∈T
∑
u∈T
nt,ij · nu,ij
nt2ij
ztu,ijs. (3.28)
Furthermore, different types of trains within a traffic flow require an extension of path
flows. Now, ft(p) denotes the number of trains of type t on path p. The variable
indicating the demand of trains is adapted, similarly. bτt denotes the amount of trains
of type t which have to be routed regarding traffic flow τ .
For complete multi-arc network graph G = (N,Am), a set of train types T , and a set
of traffic flows TD, Equations (3.29)–(3.34) show the optimization model which results
from lifting restriction R2 and R3.
Minimize
∑
(i,j)∈A
costij,min · x
used
ij +
∑
(i,j,s)∈Am
(costijs − costij,min) · x
used
ijs (3.29)
subject to
ntij
∑
t∈T
∑
u∈T
Ft,ij · Fu,ij
nt2ij
ztu,ijs 6 maxcc,ijsx
used
ijs +M
∑
r 6=s
xusedijr ∀(i, j, s) ∈ A
m, (3.30)
∑
s:(i,j,s)∈Am
xusedijs = x
used
ij ∀(i, j) ∈ A, (3.31)
∑
p∈Pτ
ft(p) = nt,τ ∀τ ∈ TD, ∀t ∈ T (3.32)
xusedij ∈ {0, 1} ∀(i, j) ∈ A, (3.33)
xusedijs ∈ {0, 1} ∀(i, j, s) ∈ A
m, (3.34)
where
Ft,ij :=
∑
p∈P
δij(p)ft(p), (3.35)
ntij :=
∑
t∈T
Ft,ij . (3.36)
For each arc (i, j) ∈ A variable costij,min is defined as follows:
costij,min := min{costijs | ∀s : (i, j, s) ∈ A
m}. (3.37)
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For each arc (i, j) ∈ A there is a capacity constraint for each of the corresponding
multi-arcs (i, j, s) ∈ Am. Since at most one multi-arc is selectable, only the capacity
constraint which corresponds to the selected multi-arc should be in force (activated)
whereas the remaining constraints should be idle (deactivated). As already introduced
for the problem formulation (3.23)–(3.27), the activation of capacity constraints can be
implemented using binary used-variables. A simple transfer of this concept to multi-arc
network graphs would lead to infeasible models. Why?
Assuming that capacity constraints for each multi-arc (i, j, s) are, analogous to (3.24),
defined in the following way:
ccti,ijs 6 maxcc,ijsx
used
ijs (3.38)
Furthermore, assuming that some traffic flow is routed via an arc (i, j), then the capacity
consumption ccti,ijs of all corresponding multi-arcs is a positive value (ccti,ijs > 0). Let
xusedijs0 = 1 and x
used
ijs1
= 0 with s1 6= s0. Corresponding capacity constraints then have the
following form:
ccti,ijs0 6 maxcc,ijs0 , (3.39)
ccti,ijs1 6 0, (3.40)
which is in conflict with ccti,ijs1 > 0. To overcome this, used-variables are used within a
so-called big-M approach. The idea is that constraints are deactivated by making them
redundant or dispensable for the problem formulation. This is achieved by adding a
constant value M to the right-hand side of that constraint. M has to be chosen in a way
that it serves as trivial upper bound for the capacity consumption. So, the activated
constraint provides the desired upper bound whereas deactivated constraints just provide
trivial upper bounds. To achieve that, M is linked to the decision variables in a way
which ensures that M is activated if the constraint is deactivated and vice versa. The
resulting set of capacity constraint is shown in (3.30). The following example shows,
how this mechanism works:
Example 3.1 (Big M). Let (i, j, s0) and (i, j, s1) the only two parallel multi-arcs of arc
(i, j) and 6 the maximal value of capacity, which is consumable. Values 7 and 5 are
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assumed to be the capacity consumption of a given mix of trains if using (i, j, s0) and
(i, j, s1), respectively. The crucial constraints can be stated as follows:
7 6 6 · xusedijs0 +M · x
used
ijs1 , (3.41)
5 6 6 · xusedijs1 +M · x
used
ijs0 , (3.42)
xusedijs + x
used
ijs1 = x
used
ij , (3.43)
xusedij , x
used
ijs0 , x
used
ijs1 ∈ {0, 1}. (3.44)
It is easy to see, that xusedij = x
used
ijs1
= 1 and xusedijs0 = 0 is the only valid assignment of
values and that the system on inequalities is infeasible without the usage of M -terms.
Here, the value of M has to be 7 or greater. The way how to determine suitable values
for M is presented later on.
Because of the non-linear capacity constraint (3.30), Equations (3.29)–(3.34) consti-
tute a non-linear optimization model of NDRI. Therefore, this model is denoted by
NDRI-NLP. To benefit from powerful solvers for linear optimization problems, NDRI-
NLP is transformed to a mixed-integer program NDRI-MIP.
3.7 NDRI-MIP
The idea behind the transformation from NDRI-NLP to NDRI-MIP is based on the
well-known cutting-stock problem, which is described by Chva´tal [Chv83] as follows.
Materials such as papers, textiles, cellophane, and metallic foil are manufac-
tured in rolls of large widths. These rolls, referred to as rows, are later cut
into rolls of small widths, called finals. Each manufacturer produces raws
of a few standard widths; the widths of the finals are specified by different
customers and may vary widely. The cutting is done on machines by knives
that slice through the rolls in much the same way as a knife slices bread. For
example, a raw that is 100 inch wide may be cut into two finals with 31-inch
widths and one final with a 36-inch width, with 2 inch left over going into
waste. When a complicated summary of orders has to be filled, the most eco-
nomical way of cutting the existing raws into desired finals is rarely obvious.
The problem of finding such a way is known as the cutting-stock problem.
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In this context, the concept of a cutting pattern is of importance. For a given width of
raws and a given set of widths of finals, a cutting pattern describes one way to cut a
raw into finals. Referring to the example given in the problem description by Chva´tal,
one cutting pattern of the 100-inch raw consists of two 31-inch finals and one 36-inch
final. Another one would, for example, consist just of three 31-inch finals. An easy
but extensive way to solve the cutting-stock problem is to list all cutting patterns and
determine the number of raws which has to be cut according each cutting pattern to
fulfill the given order of finals. The concept of cutting patterns shall now be transferred
to NDRI with the objective to get rid of the non-linear capacity constraints. A cutting
pattern in the context of NDRI is referred to as configuration.
Definition 3.2 (Configuration). Given a complete multi-arc network graphGc = (N,Am)
and a set of train types T . For an arc (i, j, s) ∈ Am
i) a configuration cijs:= (c1,ijs, c2,ijs, . . . , c|T |,ijs) ∈ N
|T | is a |T |-tuple, which compo-
nents fulfill the following property:
∑
t∈T
∑
u∈T
ct,ijs · cu,ijs∑
t∈T ct,ijs
ztu,ijs 6 maxcc,ijs,
ii) Cijs,all is the set of all configurations, and
iii) Cijs:= {cijs ∈ Cijs,all | ∄dijs ∈ Cijs,all(dijs 6= cijs) ∧ (∀t ∈ T (ct,ijs 6 dt,ijs))} is the
set of all maximal configurations. Maximal configurations describe the train/flow
type mix ratios which fully utilize the capacity of the corresponding multi-arc.
The maximal configurations now are used to get rid of non-linear capacity con-
straints (3.30). If a multi-arc is included into the network, the corresponding design-
variable xusedijs is set to one. In addition to that, a maximal configuration has to be
selected. The components of the configuration bound the current traffic flow on the
corresponding arcs separately for each train type. To identify whether a configuration
is selected, binary config-variables yusedcijs are introduced for each maximal configuration
cijs = (c1,ijs, c2,ijs, . . . , c|T |,ijs) ∈ Cijs of each arc (i, j, s) ∈ A
m. Equation (3.46) shows
the new capacity constraint, maxt,ijs is the maximum train count of trains of type t
routable via arc (i, j, s), cf. maxt,ij in (2.25). Equation (3.48) ensures that only one con-
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figuration can be selected and that a selection is enabled if and only if the corresponding
multi-arc is included into the network.
Minimize
∑
(i,j)∈A
costij,min · x
used
ij +
∑
(i,j,s)∈Am
(costijs − costij,min) · x
used
ijs (3.45)
subject to
∑
p∈P
δij(p)ft(p) 6
∑
s:(i,j,s)∈Am
∑
cijs∈Cijs
ct,ijsy
used
cijs ∀(i, j) ∈ A,∀t ∈ T, (3.46)
∑
s:(i,j,s)∈Am
xusedijs = x
used
ij ∀(i, j) ∈ A, (3.47)
∑
cijs∈Cijs
yusedcijs = x
used
ijs ∀(i, j, s) ∈ A
m, (3.48)
∑
p∈Pτ
ft(p) = nt,τ ∀τ ∈ TD,∀t ∈ T, (3.49)
xusedij ∈ {0, 1} ∀(i, j) ∈ A, (3.50)
xusedijs ∈ {0, 1} ∀(i, j, s) ∈ A
m, (3.51)
yusedcijs ∈ {0, 1} ∀cijs ∈ Cijs. (3.52)
The usage of maximal configurations to linearize the capacity constraint of NDRI-NLP
creates two problems concerning an efficient solution process of the resulting mixed
integer programming problem NDRI-MIP.
i) A large number of maximal configurations results in a high number of binary
config-variables yusedcijs . This results in large branch-and-bound trees, which in turn
could result in high runtime complexities.
ii) Configuration variables induce a symmetry in the problem.
First problem is handled by a solution technique called column generation, presented
in Chapter 5. Second problem is discussed in the following section. Last section of this
chapter introduces a new linear model which avoids problems caused by the linearization
of NDRI-NLP using configurations.
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3.8 Symmetry
Besides their numerousness, configuration variables create another problem. They in-
duce a symmetry in the problem in sense that for feasible solutions it is often possible to
vary in the assignment of values to config-variables without changing feasibility or cost.
Such solutions are known as isomorphic solutions. Especially in cases of small traffic
flows, many maximal configurations can serve as upper bound of the current train type
mix ratios. The consequence of this is an inefficiency of the branch-and-price algorithm,
because many isomorphic solutions repeatedly appear while traversing the B&P-tree.
A very nice overview about symmetry in integer linear programming, including among
other topics symmetry detecting and symmetry breaking techniques, is given by Mar-
got [Mar10]. One approach to get rid of the symmetry presented in the paper is the
generation of symmetry breaking inequalities which are added to the problem formula-
tion. In this regard, dynamic and static symmetry breaking inequalities are distinguished
by Margot. Static symmetry breaking inequalities are added to the initial problem for-
mulation to cut symmetric solutions. Dynamic symmetry breaking inequalities seek the
same objective but are added during the solution process and may be not valid for the
initial formulation. It is important to mention that symmetry breaking inequalities do
affect the feasible region of the problem by cutting off symmetric feasible solutions.
The symmetry problem of NDRI-MIP has not been solved within this work, but seems
to be a promising field of future research.
3.9 NDRI-MIPWC
Up to this point, capacity consumption of trains operating on a line is modeled under
the assumption of a timetable independent succession of trains. The linear program
NDRI-MIPWC, defined by Equations (3.53)–(3.62), is based on a timetable dependent
derivation of line capacity consumption. The underlying succession of trains follows the
principle of a worst-case timetable, cf. Section 2.3.3. So the network designed by means of
worst-case capacity consumptions provides an upper bound on the infrastructure needed
to satisfy the given traffic demand.
Minimize
∑
(i,j)∈A
costij,min · x
used
ij +
∑
(i,j,s)∈Am
(costijs − costij,min) · x
used
ijs (3.53)
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subject to
α0ijsFt0,ij + α
1
ijsFt1,ij 6 maxcc,ijsx
used
ijs +Mwij +M
′
∑
r 6=s
xusedijr ∀(i, j, s) ∈ A
m, (3.54)
α2ijsFt0,ij + α
3
ijsFt1,ij 6 maxcc,ijsx
used
ijs +M
′′(1− wij) +M
′′′
∑
r 6=s
xusedijr ∀(i, j, s) ∈ A
m, (3.55)
Ft1,ij 6 Ft0,ij +Mt1wij ∀(i, j) ∈ A, (3.56)
Ft0,ij 6 Ft1,ij +Mt0(1− wij) ∀(i, j) ∈ A, (3.57)∑
s:(i,j,s)∈Am
xusedijs = x
used
ij ∀(i, j) ∈ A, (3.58)
∑
p∈Pτ
ft0(p) = nt0,τ ∀τ ∈ TD, (3.59)
∑
p∈Pτ
ft1(p) = nt1,τ ∀τ ∈ TD, (3.60)
xusedijs ∈ {0, 1} ∀(i, j, s) ∈ A
m, (3.61)
xusedij , wij ∈ {0, 1} ∀(i, j) ∈ A, (3.62)
where
α0ijs := zt0t0,ijs (3.63)
α1ijs := zt1t0,ijs + zt0t1,ijs − zt0t0,ijs (3.64)
α2ijs := zt1t0,ijs + zt0t1,ijs − zt1t1,ijs (3.65)
α3ijs := zt1t1,ijs (3.66)
For NDRI-MIPWC, the number of train types is restricted to two different types t0 and
t1 (w. l. o. g vt0 > vt1), cf. Section 2.3.3. This results in two different instances of a worst-
case timetable and two different calculation rules for the capacity consumption, see (2.22)
and (2.23), respectively. For each arc, the choice of a calculation rule depends on the ratio
of proportion of train types in current traffic flow. If Ft0,ij > Ft1,ij, capacity consumption
is calculated on the basis of (2.22). Equation (2.23) is used if Ft1,ij > Ft0,ij. To model
such decision process, decision variables wij are introduced in (3.62). In combination
with a big M , those variables are used as
”
switches“ to enable and disable constraints
which are involved in the current decision. If wij = 0, constraint (3.56) is enabled and
forces the amount of trains of type t1 to be less or equal than the amount of trains of
type t0 (Ft0,ij > Ft1,ij). On the other hand, inequality (3.57) is disabled, because it just
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provides a trivial upper bound on Ft0,ij. Mt0 and Mt1 have to be sufficiently large to
serve this purpose. In the same way capacity constraints (3.54) and (3.54) are enabled
and disabled, respectively.
The derivation of suitable values for Mt0 ,Mt1 ,M,M
′,M ′′, and M ′′′ is addressed in
Section 5.3.
3.10 Conclusions & Next Steps
After the introduction of models for railway infrastructure, operation, and capacity
the network design problem for railway infrastructure is modeled as non-linear multi-
commodity flow problem on a complete multi-graph using timetable independent ca-
pacity consumption. To linearize the model, configurations are introduced. Despite
the difficulties concerning symmetries and the problem size, which are induced by the
config-variables, NDRI-MIP has the advantage to be a very flexible model. On the one
hand, the capacity function which models the capacity consumption is interchangeable.
NDRI-MIP only deals with configurations independent of the way they are created. So
instead of expected service times, every other measure may be used, e.g., scheduled and
unscheduled waiting times, which are state of the art of analytic models of railway op-
erations research in Germany. On the other hand, the number of different train types
can be increased without fundamentally changing the model. However, the number of
config-variables will increase significantly.
NDRI-MIPWC represents a different approach to obtain a linear model for NDRI:
worst-case timetables. Problems caused by configurations are avoided. A disadvantage
lies in the problem formulation since worst-case timetables are hard coded into the
capacity constraints. Changes of timetables implicate changes of the constraints. Here,
two different train types are used, which leads to two different worst-case timetables and
in turn to two capacity constraints for each arc. Worst-case timetables for |T | > 2 are
not considered here, cf. Section 2.3.3.
Advantages and disadvantages of both models are evaluated in detail later on in Chap-
ter 6. Besides results of the evaluation, this chapter encompasses a description of the
evaluation framework and a problem size analysis, too. Beforehand, Chapters 4 and
5 cover different aspects concerning model refinements, implementation, and solving of
NDRI models NDRI-MIP and NDRI-MIPWC. In order to solve problem instances of
these models, state-of-the-art solvers for mixed integer programming problems are used.
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They are shortly introduced in Section 5.4. Such solvers are very powerful since they are
well developed over decades. Nevertheless, for large numbers of variables, especially for
integer ones, solvers are pushed to their limits. As already addressed in Section 3.7, the
NDRI-MIP model is faced with the problem to be composed of a large number of binary
config-variables. The problem is handled by column generation, which is introduced in
Section 5.1.1 of Chapter 5. Besides MIP solution techniques that chapter is focussing on
fixing of variables and the derivation of suitable big-M values. Another more fundamen-
tal problem for MIP solvers, even for small problem instances, is the so-called integrality
gap, which denotes the ratio between the optimal solution of an integer problem and the
optimal solution of the relaxation of that problem. Large gaps imply bad bounds during
branch-and-bound, which in turn do imply an inefficient search for integer solutions. To
reduce that gap, valid inequalities are added to the problem formulations of NDRI-MIP
and NDRI-MIPWC. Chapter 4 covers that topic.
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In (mixed) integer linear programming a valid inequality or (valid) cut is a constraint,
which tightens the feasible region of the LP relaxation to achieve a better approxima-
tion of the (M)IP feasible region, which itself remains unaffected by the cut. Mostly,
cuts are generated using so-called cutting plane algorithms. Input is the linear relax-
ation of an integer program which is at first solved to optimality. If the solution is
integer, the algorithm terminates. Otherwise a separation problem has to be solved,
i.e. finding an inequality which separates the optimal LP solution from the IP feasible
region. Whereas the embedding of a cutting plane algorithm requires elaborate modifi-
cations of the branch-and-bound algorithm, i.e. developing a branch-and-cut algorithm,
valid inequalities can be added a priori or oﬄine to the problem formulation, too, cf.
Wolsey [Wol98]. Such an oﬄine approach is used in this work. A branch-and-cut algo-
rithm or, to be more precisely, a branch-and-price-and-cut algorithm could be topic of
future research. In contrast to the online cut generation of cutting plane algorithms, the
usage of an oﬄine approach provides the possibility to tighten the problem formulation
before branch-and-bound is applied. This allows the use of high-end solver software,
which usually does not provide an interface to modify the embedded branch-and-bound
algorithms. The oﬄine method has the disadvantage that cuts are not added on de-
mand. So to achieve the tightening effect of the online method, probably a huge number
of valid inequalities have to be added, which in turn could lead to a significant blow-up
of solving times. The next sections are dealing with cuts, which are added to the NDRI
models.
4.1 Single Node Cuts
Single node cuts which are added to both models NDRI-MIP and NDRI-MIPWC are used
to describe the following finding.
Without knowing their routing, the set of given traffic flows implicitly contains some
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information about the number of arcs which at least have to be included into the network.
This comes from the fact that nodes need a minimum number of adjacent arcs to be
able to accomplish their tasks as sources and sinks of traffic flows.
The goal of these cuts is to improve bounds on the objective value of the MIP, i.e. the
design costs, which are gained by LP relaxations during branch-and-bound. The way in
which this is achieved by single node cuts is very intuitive. The number of arcs which
is required at least is expressed by the minimum number used-variables which have to
take the value one. This in turn determines minimum design costs, since the objective
function only consists of used-variables and corresponding cost coefficients are positive.
Let Gc = (N,Am) be a complete network graph and n ∈ N a single node. A single
node cut specifies either the minimum number of ingoing arcs ain,n or outgoing arcs
aout,n of n, which are required to route ingoing and outgoing sets of traffic flows fin,n
and fout,n.
Depending on the determination of fin,n and fout,n, two types of single node cuts are
distinguished here.
i) Numbers of ingoing and outgoing arcs ain,deτ and aout,stτ are determined separately
for each traffic flow τ = (stτ , deτ , trτ ) ∈ TD, which means that
fin,deτ := {τ} and fout,stτ := {τ}.
Corresponding cuts are denoted by MIS (minimum ingoing arcs required for a
single flow) and MOS (minimum outgoing arcs required for a single flow).
ii) Numbers of ingoing and outgoing arcs ain,n and aout,n are determined separately
for each node n. Traffic flows with de = n and st = n, respectively, are aggregated
to sets of in-flows and out-flows:
fin,n := {(stτ , deτ , trτ ) ∈ TD | deτ = n} and fout,n := {(stτ , deτ , trτ ) ∈ TD | stτ = n}.
Corresponding cuts are denoted by MIM (minimum ingoing arcs required for
multiple flows) and MOM (minimum outgoing arcs required for multiple flows).
Before MIS & MOS and MIM & MOM are introduced in detail, an important quantity
is introduced. Let Amin,n,A
m
out,n ⊆ A
m be the sets of ingoing and outgoing multi-arcs of
node n ∈ N . The sets of ingoing and outgoing arcs, which are available to sets of traffic
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flows fin,n and fout,n are then defined by (4.1) and (4.2). An arc is available to a set of
ingoing or outgoing traffic flows of a node if it is element of the ingoing or outgoing arcs
and element of some path of at least one traffic flow.
Amfin,n :=
⋃
τ∈fin,n
{(i, j, s) ∈ Amin,n | ∃p ∈ P
τ : δij(p) = 1} (4.1)
Amfout,n :=
⋃
τ∈fout,n
{(i, j, s) ∈ Amout,n | ∃p ∈ P
τ : δij(p) = 1} (4.2)
4.1.1 MIS & MOS
In the following, the derivation of the MIS cut is described in detail. The derivation of
the MOS cut is handled in line with that and cause of that is not described here.
For each traffic flow of the traffic demand MIS specifies the number of multi-arcs which
have to be included into the network, i.e. their corresponding used-variables have to be
set to 1, to be able to route at least the current flow into the sink node.
MIS: ∀(stτ , deτ , trτ ) ∈ TD :
∑
(i,j,s)∈Am
fin,deτ
ntk,ijs · x
used
ijs > ain,deτ (4.3)
The reason why the used-variables are multiplied by the number of tracks is explained
later on. To determine the value of ain,n an integer optimization problem has to be
solved. This is described in following for both models NDRI-MIP and NDRI-MIPWC.
For NDRI-MIP the minimum number of ingoing arcs ain,deτ which have to be included
into the network for each traffic flow τ = (stτ , deτ , trτ ) is derived by solving (3.45)–
(3.52) with the difference that the underlying complete network graph is restricted to
arcs Amfin,deτ
and the corresponding set of nodes. The traffic demand is restricted to the
given traffic flow τ .
Let xusedijs
∗
be the used variables of an optimal solution of the restricted problem, then
ain,n is defined by
ain,n :=
∑
(i,j,s)∈Am
fin,n
ntk,ijs · x
used
ijs
∗
(4.4)
Factor ntk,ijs is added to handle effects which occur from the fact that a multi-arc (i, j, s)
either represents a single or double tracked line. For the same reason each addend of the
MIS cut is multiplied with such a factor, too. Assuming that ain,n is calculated without
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the use of ntk,ijs and the optimal solution consists of only one double tracked line. This
would lead to ain,n = 1. Which in turn implies that the MIS inequality is satisfied for
a single tracked line, even if it is to small to route the current in-flow. That would not
change the feasibility of the problem formulation but the MIS cut would be less tight.
For NDRI-MIPWC the value of ain,deτ is determined by solving (3.53)–(3.62) with same
restrictions described before in case of NDRI-MIP.
4.1.2 MIM & MOM
The derivation of MIM and MOM cuts is explained using the MOM cut as an example.
The derivation of MIM cuts is handled in line with that, but is not presented here.
The MOM cut specifies the minimum number of required outgoing arcs of a node with
respect to all out-flows. MOM cuts have the same shape as MOS cuts. They differ in
the value of fout,n, cf. enumeration in the beginning of Section 4.1, and, as a result of
that, they differ in the fact that they are included into the problem formulation just
once for each node.
MOM: ∀n ∈ N :
∑
(i,j,s)∈Am
fout,n
ntk,ijs · x
used
ijs > aout,n (4.5)
The derivation of aout,n follows the same principles used for MIS and MOS introduced
in Section 4.1.1.
4.1.3 MIS & MOS versus MIM & MOM
The question may be raised why both kinds of single node cuts are used here, because
there seems to be redundancy in the information they provide. Generally, that is not
the case.
MIS and MOS or MIM and MOM cuts both improve the feasible region of the LP
relaxation, but depending on the very own structure of a problem instance either MIS
and MOS or MIM and MOM cuts lead to better improvements, cf. Figures 4.1 and 4.2.
Before the solving starts, it is not decidable which type of cut fits better for the current
problem instance. So, it is reasonable to add both cut types to the problem formulation.
Figure 4.1 shows an example in which the MOS cuts provide a better approximation
of the IP feasible region than the MOM cut. Figure 4.2 shows the opposite case. Except
of the demand structure, both cases are based on the same problem instance which
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Figure 4.1: The MOS cuts (medium grey) better approximate the IP feasible region, lo-
cated in the upper right corner, than the MOM cut (dark grey).
Figure 4.2: The MOM cut (dark grey) better approximates the IP feasible region, located
in the upper right corner, than the MOS cuts (medium grey).
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is reduced to three design decisions concerning arcs. There are three binary decisions
variables x, y, and z, each of them indicates whether or not the corresponding arc has
to be included into the network. Depending on the demand structure, four (Figure 4.2)
or five (Figure 4.1) value assignments, respectively, form the set of (integer) feasible
solutions. They are located at the cube corners and highlighted by black squares. In
both figures, the feasible region of the LP relaxation is bounded by the faces of cube and
three additional faces. These three faces are displayed as planes in bottom left corner
shaded in light grey. The feasible region of the LP relaxation is located right above
these planes. The two MOS cuts are shaded in medium grey, the MOM cut in dark grey.
It is easy to see, that the MOM cut in Figure 4.2 provides a better approximation of
the IP feasible region, which is located in the upper right corner, than the MOS cuts.
Figure 4.1 shows the other way round.
4.2 Connected-Cut
Besides single node cuts, there is another type of valid inequality which can be stated
by exploiting the structure of the traffic demand. If the structure of the traffic demand
implies that each node of the final network graph is reachable from every other node,
i.e. the graph is strongly connected, then the network consists of at least as many arcs as
nodes. This comes from the fact that the most economical way (which means minimizing
the number of arcs required) to achieve strong connectivity is a cyclic path visiting each
node once. For n nodes such cycle, called Hamiltonian cycle, consists of n arcs. So if one
has figured out that the final network graph will consist of only one strongly connected
component, the following valid inequality can be added to both problem formulation
NDRI-MIP and NDRI-MIPWC.
∑
(i,j)∈A
xusedij > |N | (4.6)
The question remains, how to figure out whether the final network graph will consist
of only one strongly connected component without knowing the final design. The idea
is to create a network graph out of the given nodes and the traffic demand. After that,
strongly connected components are identified using Tarjan’s Algorithm [Tar71] which is
based on a depth-first search. Its running time complexity is linear in the number of
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nodes and arcs. If it turns out that there is only one strongly connected component, valid
inequality (4.6) is added to the problem formulation. The input graph GTar = (N,ATar)
for Tarjan’s Algorithm is created as follows. For each traffic flow a directed arc is included
into GTar:
ATar := {(i, j) ∈ N ×N | (i, j, trτ ) ∈ TD}. (4.7)
Each traffic flow (stτ , deτ , trτ ) ∈ TD implies the existence of at least one stτ , deτ -path
in the final optimal graph Gopt, which is unknown. Such existence is represented by an
arc (stτ , deτ ) in G
Tar. Paths in GTar correspond to sequences of paths which have to
exist in Gopt. Reachability therefore can be transferred from GTar to Gopt, independent
of the final design. So if GTar consist of only one strongly connected component, Gopt
consist of only one strongly connected component, too.
The question may be raised why strong connectivity is not included as a requirement
into the problem formulation. In relation to practice, this would be reasonable, because
infrastructure managers would like to keep a certain amount of flexibility regarding their
managed networks to be able to offer (at least in theory) each possible station-to-station
connection to railway undertakings. Nevertheless, the requirement that each station is
reachable from every other station is not included into the problem formulation because
the number of constraints would significantly increase, which in turn would limit the
solvability and increase the solving times.
4.3 Flow Bounds
This section presents valid inequalities for NDRI-MIPWC, which serve as upper bounds
for Ft,ij ,i.e. the flow of trains of type t ∈ {t0, t1}
1, which is routed via arc (i, j):
Ft,ij :=
∑
p∈P
δij(p)ft(p) (4.8)
4.3.1 Simple Upper Bounds
Simple upper bounds independent of any binary decision variables are introduced in this
section. The idea is to assign to each train its minimum capacity consumption, which
is the minimum headway time of the corresponding train type during homogeneous
1As already introduced in Section 3.9, NDRI-MIPWC is restricted to two train types.
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operation. So for a train of type t the minimum capacity consumption is ztt,ij . In this
way the minimum capacity consumption of flow Ft,ij is Ft,ij · ztt,ij . Together with the
maximum of consumable capacity maxcc following bound is derived and added to the
problem formulation of NDRI-MIPWC for each arc (i, j) and train type t:
Ft,ijztt,ij 6 maxcc ⇔ Ft,ij 6
maxcc
ztt,ij
= maxt. (4.9)
Analogous to that an additional valid inequality for the total flow on arc (i, j) is added
to the model: ∑
t∈T
Ft,ijztt,ij 6 maxcc. (4.10)
Since these bounds are calculated under the assumptions of homogeneous operation and
maximum available arc capacity (cf. definition of maxcc in (2.16)), the bound is not
very tight. But it has the advantage to provide information independent of the value
assignment of problem variables xusedij , x
used
ijs , and wij , which in turn ensures that its
expressiveness is not affected by relaxations of that variables.
4.3.2 γ Bound
Valid inequalities (4.11) and (4.12), which are included into the problem formulation for
each arc (i, j, s) ∈ Am, are calculated depending on problem variables xusedijs and wij .
Ft0,ij 6 γijs + (1− wij)(maxt0,ijs − γijs) + (1− x
used
ijs )(maxt0 − γijs) (4.11)
Ft1,ij 6 γijs + wij(maxt1,ijs − γijs) + (1− x
used
ijs )(maxt1 − γijs) (4.12)
The basic idea behind these bounds is that the information provided by these variables
leads to tighter upper bounds of the traffic flow routed via an arc (i, j, s). Table 4.1 shows
which bounds are enabled by different value assignments of the corresponding decision
variables.
If the current arc is included into the network (cases iii) and iv) of Table 4.1), the
upper bound of Ft,ij is at most maxt,ijs. This is a tighter bound in comparison to (4.9),
since maxt is calculated under the assumption that capacity of a double track line is
available, which means maxt,ijs 6 maxt. The bound maxz,ijs is further refined by the
value assignment of wij . If wij = 0 (case iii) of Table 4.1), inequality Ft1,ij 6 Ft0,ij
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case xusedijs wij rhs (4.11) rhs (4.12)
i) 0 0 maxt0,ijs +maxt0 − γij maxt1
ii) 0 1 maxt0 maxt1,ijs +maxt1 − γijs
iii) 1 0 maxt0,ijs γijs
iv) 1 1 γijs maxt1,ijs
Table 4.1: Right-hand side values for Equations (4.11) and (4.12).
is brought into force, cf. Equation (3.56). As a result, the maximal value of Ft1,ij is
obtained if Ft1,ij = Ft0,ij. This value is represented by γijs, which is defined in (4.3.2).
γijs :=
maxcc,ijs
zt1t0,ijs + zt0t0,ijs
(4.13)
Several evaluations revealed a speed-up of the solution process if the presented flow
bounds were added, which supports the decision to include them into the problem formu-
lation. A separate and comprehensive evaluation of the flow bounds is not done within
this work.
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This chapter covers different aspects concerning solving and implementation of the NDRI
models NDRI-MIP and NDRI-MIPWC. At the beginning, column generation is intro-
duced, a solution technique which is used to solve NDRI-MIP instances without the
need to deal with their whole bunches of variables. Second section deals with the fix-
ing of variables to values which can be determined in a pre-processing step before the
actual solving process starts. This reduces the number of variables the solver has to
explore. Third section is focussing on the determination of suitable big-M values for the
NDRI-MIPWC model. Such values have to be chosen with care since they have to be
sufficiently large but not arbitrary large to avoid extended LP feasible regions, which
may slow down the solution process. Last section shortly presents the environment used
to implement NDRI models and to solve NDRI instances. This encompasses a brief in-
troduction of the used solver software and the computer systems the solvers are executed
on.
5.1 Solving NDRI-MIP
NDRI-MIP instances come along with a high number of binary config-variables. A
problem instance with a 40 nodes network graph, for example, consists of 182,130 binary
config-variables. To cope with the high number of binary variables a technique known as
column generation or pricing, respectively, is applied. General information concerning
these techniques and its combination with branch-and-bound approaches, called branch-
and-price, is provided by the following section. After that, details of the corresponding
implementation are introduced. The last two subsections of this section deal with farkas
pricing and its implementation. Farkas pricing is used to deal with infeasible linear
programming problems which could arise during branch-and-price.
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5.1.1 Column Generation & Branch-and-Price
The column generation technique is used to solve linear programs which have to cope
with a large number of variables and columns, respectively1. The aim is to find optimal
solutions without explicitly examining the whole set of variables. Starting point of the
iterative process is the so-called master problem (MP) which is transformed to a restricted
master problem (RMP), i. e the master problem where the set of considered variables is
restricted to a meaningful subset of the original variables. The RMP then is solved to
optimality. In a second step remaining variables are checked regarding their potential to
improve the optimal solution. The problem of finding such candidate variables is called
subproblem or pricing problem. Found variables are added to the restricted master
problem, which, again, has to be solved to optimality. Both steps have to be repeated
until there is no variable which is worth adding to the RMP. At that stage, the optimal
solution of the RMP is an optimal solution of the MP.
Example 5.1. Let the master problem be a linear program defined by (5.1)–(5.3), where
constraint matrix A is represented by a set of columns: A := {aj | j ∈ J}. The restricted
master problem is obtained by using just a subset of columns A′ := {aj | j ∈ J
′ ⊆ J}.
Minimize
∑
j∈J
cjxj (5.1)
subject to
Ax > b, (5.2)
xj > 0 ∀j ∈ J, (5.3)
Let pi be the optimal dual solution of the RMP. The pricing problem (5.4) aims to
find a column which improves the optimal solution of the RMP, i.e. the column aj with
least negative reduced cost2: cj −pi
taj. This leads to the following optimization problem
which is the subproblem or pricing problem, respectively.
z∗ := min{cj − pi
taj | j ∈ J, aj ∈ A} (5.4)
1In linear programs variables usually are represented by corresponding columns of the constraint matrix.
2Further information about dual variables, reduced cost, and Duality Theory in general can be obtained
from Bazaraa et al. [BJS10].
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If z∗ < 0, the corresponding column is added to the RMP, which then has to be solved to
optimality, again. Otherwise, the current optimal primal solution of the RMP optimally
solves the MP, too.
In case of (mixed) integer linear programs, the column generation approach has to be
combined with branch-and-bound techniques (cf. Section 3.1.1) where column generation
is applied to the problem relaxations arising at each B&B-node. Such combined approach
is known as branch-and-price (B&P). Further information about column generation, es-
pecially for the case of integer programming, can be obtained from a compendium by
Desaulniers et al. [DDS05]. It includes a nice didactic introduction to the use of the col-
umn generation technique written by Desrosiers and Lu¨bbecke [DL05]. The description
of the column generation technique given above is based on that introduction.
5.1.2 Implementation of B&P
In order to solve NDRI-MIP instances using a branch-and-price approach, SCIP3 is used
as solver. Within SCIP a so-called variable pricer has to be implemented. For this pur-
pose, SCIP provides a callback mechanism. The callback method PRICERREDCOST is
of central importance. It is called whenever the LP relaxation of the current B&B–node
is feasible. Inside this method one can implement how to solve the pricing problem
to find variables which improve the objective value. Before the implementation of the
pricing problem is presented in detail, first it is explained how the RMP is created.
Let Gc = (N,Am) the complete network graph of an instance of NDRI-MIP and C
the set of all config-variables of that instance. The RMP is created in the following way.
For each multi-arc (i, j, s) ∈ Am the set of corresponding configurations Cijs and config-
variables, respectively, is restricted to a set Cstartijs of so-called start-configurations. C
start
ijs
consists of one start-configuration for each train type. A start-configuration of train
type t is referred to as that configuration with the maximal value in the t-th component.
So start-configurations of a multi-arc represent maximal train counts of each train type
during homogenous operation.
Cstartijs :=
⋃
t∈T
{cijs ∈ Cijs | ct,ijs is maximal}. (5.5)
3SCIP is part of the open source optimization suite which is used here to solve NDRI-MIP problem
instances using branch-and-price. An introduction is given in Section 5.4.
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For |T | = 2, which is chosen for the evaluation of the NDRI models, the cardinality of
Cstartijs is 2, too. That is easy to see when looking at the construction rule of Cijs which
ensures the uniqueness each component of every configuration.
Let Cstart be the set of all start-configurations:
Cstart :=
⋃
(i,j,s)∈Am
Cstartijs . (5.6)
The pool of variables C′, which is available during pricing, is then defined as:
C′ := C \ {yusedcijs | cijs ∈ C
start}. (5.7)
Following Equation (5.4), the pricing problem for NDRI-MIP LP relaxations is outlined
in (5.8). Since config-variables are not directly linked to costs, cf. Equation (3.45), the
cost coefficient is represented by the value zero. Each variable yusedcijs has only |T | + 1
nonzero values in the coefficient matrix. One for each capacity constraint (3.46) of the
current arc. The remaining one for the
”
only one configuration per multi-arc“ con-
straint (3.48). For the derivation of the reduced cost, a column composed in the de-
scribed way has to be multiplied with the dual multipliers pi1, . . . , pi|T | and pi0 which
are associated to the constraints mentioned before and which can be retrieved by the
function SCIPgetDualsolLinear. The negative algebraic sign of the coefficients ck,ijs has
its roots in the logical representation of the model used by SCIP and the LP file format,
respectively. Thereby the left-hand side of constraints contains every term associated to
problem variables, whereas the right-hand side consists of a scalar.
z∗ := min{0−
(
pi1 pi2 . . . pi|T | pi0
)
·


−c1,ijs
−c2,ijs
...
−c|T |,ijs
1


| ∀cijs : y
used
cijs ∈ C
′} (5.8)
If z∗ < 0 the corresponding variable yusedcijs is included into the RMP and removed
from the pool of variables C′. The solving loop is continued until PRICERREDCOST is
called again. Since C′ is completely known in advance and its cardinality is a manage-
64
5.1 Solving NDRI-MIP
able number, the subproblem is solved by the explicit performance of |C′| reduced cost
calculations.
For a 20-node example the number of config-variables reduces from 35,612 for the MP
to 2,232 for the RMP. The optimal solution of the corresponding MIP requires another
5,188 variables which are added by (farkas) pricing. More evaluation data is presented
in Section 6.3.
5.1.3 Infeasibility Handling
During branch-and-price the situation may arise that the current RMP is infeasible. This
does not necessarily mean that the MP is infeasible too, since RMP just uses a subset
of the variables. If the RMP is infeasible, one needs a mechanism to render the problem
feasible again. The method used here is called Farkas Pricing, cf. Lu¨bbecke [Lu¨b10],
and is introduced within the SCIP framework [Ach09], which provides a callback and
methods to implement it.
The idea of Farkas Pricing is based on Farkas’ Lemma, see Bazaraa et al. [BJS10].
The lemma can be used to proof a fundamental theorem within the Theory of Duality.
Bazaraa et al. [BJS10] denote the theorem Fundamental Theorem of Duality :
Theorem 5.1 (Fundamental Theorem of Duality). For a primal and corresponding dual
linear programming problem, exactly one of the following statements is true:
i) Both problems have an optimal solution.
ii) One problem has an unbounded optimal objective value, in which case the other
problem must be infeasible.
iii) Both problems are infeasible.
So if the RMP of current node in the branch-and-price tree is infeasible, the dual
problem is unbounded (if it is not infeasible). In such case, there exists a dual ray pi∗
which is a vector that indicates the direction of the unboundedness.
If a constraint which removes the unboundedness of the dual RMP in direction of
the dual ray can be found, the feasibility of the primal RMP is restored. Potential
coefficients of such a constraint correspond to the columns of the (primal) MP. Their
inner products with the dual ray have to be positive to fit for the described purpose.
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Using the notation introduced in the previous section this leads to an optimization
problem which is similar to the pricing problem stated in Equation (5.4).
max{pi∗aj | j ∈ J, aj ∈ A} (5.9)
5.1.4 Implementation of Farkas Pricing
For the implementation of farkas pricing SCIP provides the callback PRICERFARKAS
which is executed if the current LP turns out to be infeasible. The values of the dual
ray, if it exists, are accessible by the method SCIPgetDualfarkasLinear. Since (5.9) is
equivalent to
min{−pi∗aj | j ∈ J, aj ∈ A} (5.10)
farkas pricing is analogous to the reduced cost pricing described before. Using a generic
pricing approach one can use the same pricing routine with the same problem (5.8).
The difference is in the values assigned to pi1, . . . , pi|T | and pi0, which are in the case of
reduced cost pricing values of the dual solution and in the case of farkas pricing values
of the dual ray.
5.2 Fixing of Variables
Depending on the given traffic demand and the set of nodes it may be possible to simplify
the NDRI model by fixing some problem variables to certain values before the actual
solving process starts. In this way, the degrees of freedom of the model would be reduced,
which implies a simplification for the solver.
5.2.1 Variables xusedij
If an arc (i, j) is element of each path of a traffic flow τ , i.e.
∀p ∈ Pτ : δij(p) = 1, (5.11)
then the trains inevitably have to be routed via this arc. This in turn means that this
arc has to be included into the network, so the corresponding used-variable xusedij takes
the value one. Design decisions regarding the stage of extension still have to be made,
66
5.3 Derivation of Big-M values
but constraints (3.47) and (3.58) ensure that exactly one of the corresponding variables
xusedijs takes the value one in each feasible solution.
If an additional condition is satisfied, decision variables wij of the NDRI-MIP
WC model
can be fixed, too.
5.2.2 Variables wij
Variables wij indirectly determine the mix ratio of train types using an arc, cf. Sec-
tion 3.9. So, if that mix ratio is determinable independent of the final routing, such
variables can be fixed to corresponding values. Assuming that xusedij is fixed for an arc
(i, j). Then variable wij can be fixed, too if each traffic flow τ ∈ TD satisfies one the
following formulas:
i) ∀p ∈ Pτ : δij(p) 6= 1 or ii) ∀p ∈ P
τ : δij(p) = 1 (5.12)
This ensures that each traffic flow either always or never uses arc (i, j). This in turn
ensures that the mix ratio of train types on that arc is constant and independent of
the routing. So train counts nt0,τ , nt1,τ of traffic flows τ inevitably using arc (i, j),
i.e. fulfilling condition ii), can be summed up and used to determine the value of wij.
Let σt0,ij and σt1,ij be the corresponding sums with σt,ij :=
∑
τ satisfying ii)
nt,τ , then the
following holds:
wij =

1 if σt0,ij 6 σt1,ij,0 else. (5.13)
5.3 Derivation of Big-M values
As described in Section 3.9, a big-M approach is used to model the decision process
induced by decision variables xusedijs and wij . Depending on the values which are assigned
to those variables, such big-M constraints are either trivially satisfied in order to preserve
feasibility or they provide the desired restriction of the solution space. It is important
to choose big-M values which are, on the one hand, sufficiently large to satisfy the de-
scribed property and, on the other, as small as possible to preserve tight LP relaxations,
see [CRT90].
At first, suitable values forMt0 andMt1 which are used in inequalities (3.56) and (3.57)
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of the NDRI-MIPWC model are presented. After that, the derivation of values for
M,M ′,M ′′, and M ′′′ used in the capacity constraints (3.54) and (3.55) of the same
model are shifted into focus.
5.3.1 Mix Ratio Constraints
The constraints (3.56) and (3.57) quantities Mt0 and Mt1 are used in are:
Ft1,ij 6 Ft0,ij +Mt1wij ∀(i, j) ∈ A,
Ft0,ij 6 Ft1,ij +Mt0(1−wij) ∀(i, j) ∈ A.
The big-M approach is used to model the ratio of proportion of train types using an
arc (i, j). If wij = 0, inequality (3.56) is enabled and flow Ft1,ij is bounded from above
by Ft0,ij. Flow Ft0,ij in turn is bounded by Ft1,ij +Mt0 . Since no information about
the multi-arc selection is available at this point, Ft0,ij has to be bound from above by
maxt0 the maximum number of trains of type t0 which are allowed to operate on the
corresponding line. Since, in present case, Ft1,ij may take the value zero, maxt0 is
assigned to Mt0 :
Mt0 := maxt0 . (5.14)
Following this reasoning in the case of wij = 1, too, it is easy to see that maxt1 is
assigned to Mt1 :
Mt1 := maxt1 . (5.15)
5.3.2 Capacity Constraints
In this section the determination of suitable values M , M ′, M ′′, and M ′′′ used in the
capacity constraints (3.54) and (3.55) of the NDRI-MIPWC model is considered. Those
capacity constraints, listed again by following equations, provide upper bounds (right-
hand side) on the capacity consumption of trains using an arc (left-hand side):
α0ijsFt0,ij + α
1
ijsFt1,ij 6 maxcc,ijsx
used
ijs +Mwij +M
′
∑
r 6=s
xusedijr ∀(i, j, s) ∈ A
m,
α2ijsFt0,ij + α
3
ijsFt1,ij 6 maxcc,ijsx
used
ijs +M
′′(1− wij) +M
′′′
∑
r 6=s
xusedijr ∀(i, j, s) ∈ A
m.
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case xusedijs
∑
r 6=s x
used
ijr wij rhs (3.54) rhs (3.55)
i) 0 0 0 0 M ′′
ii) 0 0 1 M 0
iii) 0 1 0 M ′ M ′′ +M ′′′
iv) 0 1 1 M +M ′ M ′′′
v) 1 0 0 maxcc,ijs maxcc,ijs +M
′′
vi) 1 0 1 maxcc,ijs +M maxcc,ijs
Table 5.1: Right-hand side values for capacity constraints.
For an arc (i, j) ∈ A there is a pair of constraints for each multi-arc (i, j, s) ∈ Am in
the model. Exactly one constraint or none at all is enabled by decision variables xusedijs
and wij and corresponding big-M values M & M
′ and M ′′ & M ′′′, respectively. One
pair of constraints is enabled if the corresponding multi-arc is included into the network
(xusedijs = 1). One constraint of that pair of constraints is further brought into force
by the decision induced by the mix ratio of train types which are routed via (i, j) and
(i, j, s), respectively (wij = 0 ⇔ Ft1,ij 6 Ft0,ij). So for the determination of suitable
values M , M ′, M ′′, andM ′′′ six different cases of value assignments of decision variables
have to be distinguished. Table 5.1 shows the values of the right-hand sides (rhs) of that
constraints which result from six possible value assignments.
i),ii) If no multi-arc (i, j, s) of the current arc (i, j) is used at all, the capacity
consumption is bound to zero. In that regard, it is not necessary to force both
right-hand sides to be zero. Since coefficients αkijs are positive and flows Ft0,ij
and Ft1,ij are the same for both constraints, either both left-hand sides take a
positive value or both are zero.
v),vi) If multi-arc (i, j, s) is included into the network and wij = 0, capacity con-
straint (3.54) is enabled and provides maxcc,ijs as upper bound on the capacity
consumption. Capacity constraint (3.55) provides only the trivial upper bound
maxcc,ijs+M
′′ (case v)). If wij = 1, while x
used
ijs = 1 still holds, the correspond-
ing right-hand side values are shown in case vi). Since (i, j, s) is included into
the network remaining used-variables of multi-arcs of arc (i, j) take the value
zero.
iii),iv) If multi-arc (i, j, s) is not included into the network but some multi-arc (i, j, r)
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with r 6= s, trivial upper bounds which only depend on big-M values are pro-
vided.
To ensure that big-M terms of cases iii)–vi) serve as trivial upper bounds, values for
M,M ′,M ′′, and M ′′′ have to be chosen sufficiently large. The decisive factors, in this
regard, are the maximal values corresponding left-hand sides can take. So, for the
determination of suitable big-M values following system of inequalities is derived from
cases iii)–vi)4:
maxlhs (3.54),iii) 6 M
′ maxlhs (3.55),iii) 6 M
′′ +M ′′′ (5.16)
maxlhs (3.54),iv) 6 M +M
′ maxlhs (3.55),iv) 6 M
′′′ (5.17)
maxlhs (3.54),vi) 6 maxcc,ijs +M maxlhs (3.55),v) 6 maxcc,ijs +M
′′ (5.18)
Values maxlhs (3.54),k) and maxlhs (3.55),k) denote the maximal values of left-hand side
of the capacity constraints for case k). They are determined using linear optimization
problems, shown in Table 5.2. Intuitively, the left-hand side serves as objective function.
The second constraint is directly derived from the value assignment of wij. The idea
behind the first constraint is to choose exactly that constraint which is enabled in the
current set of multi-arc constraints. This is reasonable since all value assignments of
Ft0,ij and Ft1,ij have to fulfill this constraint. For cases v) and vi) this constraint is
known, since xusedijs = 1. For the cases iii) and iv) the enabled constraint is not known.
Due to the fact that maximal left-hand sides have to be determined, it is assumed that a
constraint with minimal coefficients αkmin and maximal right-hand side maxcc is enabled.
This represents the activation of a double track line with the highest density of overtaking
stations available. This assumption guarantees that all constraints are satisfiable even
for the largest possible value assignments of Ft0,ij and Ft1,ij . Irrelevant cases in Table 5.2
correspond to cases with right-hand sides without big-M values, cf. Table 5.1.
5.4 Implementation Environment
This section is a short introduction into the environment used to implement NDRI
models and to solve NDRI instances. This encompasses a brief presentation of the used
solver software and the computer systems the solvers are executed on.
4Cases i) and ii) are dropped, since the corresponding left-hand sides simply have to be zero.
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case maxlhs (3.54) maxlhs (3.55)
iii) Maximize α0ijsFt0,ij + α
1
ijsFt1,ij Maximize α
2
ijsFt0,ij + α
3
ijsFt1,ij
s. t. α0minFt0,ij + α
1
minFt1,ij 6 maxcc s. t. α
0
minFt0,ij + α
1
minFt1,ij 6 maxcc
Ft1,ij 6 Ft0,ij Ft1,ij 6 Ft0,ij
iv) Maximize α0ijsFt0,ij + α
1
ijsFt1,ij Maximize α
2
ijsFt0,ij + α
3
ijsFt1,ij
s. t. α2minFt0,ij + α
3
minFt1,ij 6 maxcc s. t. α
2
minFt0,ij + α
3
minFt1,ij 6 maxcc
Ft0,ij 6 Ft1,ij Ft0,ij 6 Ft1,ij
v) irrelevant Maximize α2ijsFt0,ij + α
3
ijsFt1,ij
s. t. α0ijsFt0,ij + α
1
ijsFt1,ij 6 maxcc,ijs
Ft1,ij 6 Ft0,ij
vi) Maximize α0ijsFt0,ij + α
1
ijsFt1,ij irrelevant
s. t. α2ijsFt0,ij + α
3
ijsFt1,ij 6 maxcc,ijs
Ft0,ij 6 Ft1,ij
Table 5.2: Determination maximal left-hand side values.
5.4.1 Solvers
Two different optimization suites are used to set up the models and to solve correspond-
ing problem instances. Both suites are described in the following sections.
Gurobi
The Gurobi Optimizer is a linear programming and mixed integer programming solver
which exploits modern multi-core processors. Gurobi is currently performance bench-
mark winner, so it provides the fastest solving times. Although Gurobi offers free aca-
demic licenses, the access is limited by an interface. It allows only the usage of restricted
sets of functions, parameters and attributes, which can be accessed via library interfaces
for C, C++, Java, .NET, MATLAB, R or Python. Despite the restricted interface, it
is a powerful solver which additionally supports some modeling systems like MPL and
AMPL and is able to read and write LP and MPS files. For further information see
Gurobi homepage [Gur12]. Here, Gurobi version 4.5 is used to solve NDRI-MIPWC in-
stances and NDRI-MIP instances without using column generation, i.e. with the whole
set of variables. The implementation of the models is done using Java.
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SCIP
SCIP stands for Solving Constraint Integer Programs and was developed at the Zuse
Institute for Information Technology in Berlin (ZIB). It is part of the open source ZIB
optimization suite. Besides SCIP, it encompasses the modeling language ZIMPL and an
LP solver SoPlex. Since SCIP provides the opportunity to embed different LP solvers
and Gurobi performs much better than SoPlex5, Gurobi 4.5 instead of SoPlex 1.6 is used
within this work. Since the complete source code of SCIP is available, it allows total
control of the solution process and unrestricted access to any information at any stage of
the solution process. The user can define write and include own pricers, branching rules,
presolvers, heuristics and so on. This is the reason why SCIP is used to implement
branch-and-price and to solve NDRI-MIP. The implementation of the model is done
using programming languages C and C++. Here SCIP version 2.0.1 is used. Further
information about the concept of constraint integer programming and SCIP are provided
by Achterberg [Ach09] and the SCIP homepage [SCI12].
5.4.2 Computer Systems
Two different computer systems are used to evaluate NDRI instances. On the one hand,
there is a desktop computer with Windows 7 64-bit operating system, a dual core pro-
cessor which provides four parallel threads, and four gigabyte of memory. On the other
hand, single nodes of the cluster computer Bull MPI-L are used. This cluster computer,
which consists of 252 nodes, is part of the High Performance Computing service offered
by the Center of Computing and Communication of RWTH Aachen University. Each
node uses Scientific Linux 64-bit as operating system and is equipped with 12 cores
providing 24 parallel threads. Up to 96 gigabyte of memory are accessible. Table 5.3
summarizes the performance indicators of both systems. The desktop system provides
inferior computational power in comparison to the cluster node. This is not disadvan-
tageous when using SCIP, since SCIP does not support multi-core processors anyway.
The advantage of the desktop system lies in its accessibility which does not depend on
the load factor of a waiting queue, which is used to control the access to the cluster.
5Current SCIP MIP solver benchmarks for different LP solver embeddings can be obtained from the
SCIP homepage [SCI12].
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indicator desktop computer cluster node
operating system Windows 7 64-bit Scientific Linux 64-bit
cpu cores/threads 2/4 12/24
cpu clock rate 2.40 GHz 3.06 GHz
memory 4 GB 96 GB
Table 5.3: Performance indicators of computer systems used to evaluate NDRI models.
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This chapter deals with the evaluation of NDRI models NDRI-MIP and NDRI-MIPWC.
To evaluate NDRI-MIP two approaches are differentiated. NDRI-MIPCG denotes NDRI-
MIP instances which are solved using column generation. Such instances start with a
restricted set of configurations and corresponding config-variables. Additional variables
are added during the solution process, cf. Section 5.1.1. NDRI-MIPnoCG denotes NDRI-
MIP instances which are solved without using column generation. So, the whole set of
config-variables is included right from the beginning. Objective values of NDRI-MIP
instances stay the same independent of the particular solution approach.
At first the evaluation framework is introduced. This encompasses the setup of a
network as well as the derivation of reasonable traffic flows. Furthermore, the occupation
time available to trains operationally using a line and the set of paths which is available to
traffic flows are specified. Second section deals with the size of NDRI problem instances
in terms of number of variables and constraints. Finally, computational results are
presented and discussed.
6.1 Evaluation Framework
To evaluate the optimization models for NDRI a test scenario/framework has to be
created. This framework primarily serves as test bench to analyze quantities like solving
time, scalability, and speed-up by column generation, and to figure out which size of
a problem instance pushes solvers to their limits. Due to the lack of real data, it is
an artificial scenario which does not raise the claim to precisely model network design
scenarios with relevance to practice. Following input is required to setup the evaluation
framework:
i) a set of nodes N and
ii) a traffic demand TD as a set of traffic flows between elements of N .
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Aachen Aschaffenburg Augsburg Baden-Baden Berlin
Bielefeld Bonn Braunschweig Bremen Chemnitz
Dresden Erfurt Essen Frankfurt (M) Frankfurt (O)
Freiburg Fulda Go¨ttingen Hagen Halle (Saale)
Hamburg Hamm Hannover Heidelberg Karlsruhe
Kassel Kiel Koblenz Ko¨ln Leipzig
Lu¨beck Magdeburg Mainz Mannheim Mu¨nchen
Mu¨nster Nu¨rnberg Oberhausen Offenburg Osnabru¨ck
Regensburg Riesa Rosenheim Rostock Saarbru¨cken
Solingen Stuttgart Trier Ulm Weimar
Wiesbaden Wolfsburg Wuppertal Wu¨rzburg
Table 6.1: Set of input nodes.
This is subject of next four subsections. Last two subsections deal with the available
occupation time and the set of paths which is available to each traffic flow.
6.1.1 Network
The set of 54 nodes shown in Table 6.1 is chosen out of 63 large nodes of the current
network of railway infrastructure in Germany. Such large nodes are, for example, charac-
terized by high volumes of traffic or their operational significance in the network. This
could be, for example, scheduled stops of trains with high priority. Such nodes were
identified within unpublished work done at the Institute of Transport Science RWTH
Aachen University [NW03]. The set of nodes is reduced to 54 nodes by dropping those
nodes which induce degenerate behavior of the model used to generate traffic flows. This
is case if corresponding cities are located close to each other and have many inhabitants
like Essen, Duisburg, and Dortmund. Sizes of traffic flows then are overestimated, cf.
Section 6.1.3, so, for example, Duisburg and Dortmund are dropped. Another reason to
minimize the number of nodes which are located close to each other lies in the fact that
long-distance and freight traffic usually operate on long distances.
Using the set of nodes a complete multi-arc network graph Gc = (N,Am) is created,
cf. Definition 3.1.
Remark. For the evaluation of smaller problem instances only a subset of N is taken
into consideration.
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Train type vt dt ltr,t
IC (Intercity, long distance) 200 0.5 400
RE (Regio Train, short distance) 140 0.5 400
IRC (Cargo Train, freight) 80 0.3 750
Table 6.2: Train type parameters.
6.1.2 Traffic Demand
For the current purpose three types of traffic are distinguished: long distance traffic,
short distance traffic, and freight traffic.
The traffic types are represented by train types which are characterized by three
parameters introduced in Definition 2.6. The corresponding parameters of each train
type considered are listed in Table 6.2.
Traffic demand TD consists of traffic flows τ = (stτ , deτ , trτ ) for each pair of nodes
s, d ∈ N , cf. Section 2.3.2. This results in |N |(|N | − 1) traffic flows. Each traffic flow τ
between nodes s, d ∈ N is just composed of trains of type IC and IRC.
τ = (stτ , deτ , {nic, nirc}) (6.1)
The restriction to two train types is motivated by the fact that the NDRI-MIPWC model
is just defined for two different train types. The NDRI-MIP model is able to deal with
arbitrary number of train types but in terms of complexity the restriction is, nevertheless,
reasonable. Missing short distance traffic is included into the evaluation framework as a
basic traffic load. This reduces available line capacity, cf. Section 6.1.4.
The reason to choose train types IC/IRC instead of IC/RE or RE/IRC, respectively,
lies in the fact that especially large differences between maximum speeds have significant
influence on the determination of capacity consumption of a mix of trains. Furthermore,
large nodes, which are considered here, are representing those stations which in general
serve as start and end station for long distance and freight traffic.
The next section describes how to determine tangible train numbers nic and nirc for
each traffic flow. This section is followed by a treatise on the basic traffic load on arcs
(i, j) ∈ A which is induced by short distance traffic.
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Business unit Volume sold Load factor Train type
DB Bahn Long-Distance 34,708 · 106 pkm 45.1 % IC
DB Schenker Rail 93,948 · 106 tkm 484.0 t IRC
Table 6.3: Annual Report DB Mobility Logistics 20092.
6.1.3 Estimated Traffic Flows
Usually, long-term infrastructure planning processes make use of traffic forecasts to esti-
mate future traffic flows. Such traffic forecasts utilize socio-economic measures like the
number of households and their available income or transportation costs to determine
origin/destination traffic matrices which geographically link generation of traffic to its
destinations. Unfortunately, data like those traffic matrices is not available for this the-
sis. Similarly, there is no data available to aggregate traffic flows from current timetables
or operating programs. So, fairly reasonable estimations of traffic flows or train numbers
nic and nirc, respectively, are made by the use of total traffic volumes of DB Mobility
Logistics AG1 which is responsible for the majority of railway traffic load in Germany.
Using a gravity model, introduced later on, a share of that total traffic volume is assigned
to each traffic flow. This share then is transformed into train counts and in turn into
traffic flows τ .
Since traffic flows consist of train types IC and IRC, see before, total traffic volumes
used here are sold traffic services of corresponding business units of DBMobility Logistics
AG: long distance traffic (DB Bahn Long-Distance) and freight traffic (DB Schenker
Rail). Table 6.3 shows the traffic volumes derived from the Annual Report 2009 [AG09]
and links it to the corresponding train type t. Additionally, load factors of trains of the
corresponding business units are listed. They are needed later on, when shares of traffic
volumes are transformed into train counts of traffic flows. Traffic volume and load factor
assigned to train type t are in the following denoted tvt and lft, respectively.
1DB Mobility Logistics AG is the biggest railway undertaking in Germany.
2Transport volumes are specified in passenger-kilometers (pkm) per annum and tonne-kilometers (tkm)
per annum, respectively. The load factor is expressed as average share of occupied seats per train
and average weight of goods transported in tons per train, respectively.
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Gravity Model
Gravity models which are used to determine traffic volumes between two locations have
their roots in The law of travel and its application to rail traffic published by Lill [Lil91]
and translated by Hoppner [Hop69]. Lill’s law of travel links a traffic volume vij to the
number of inhabitants and the distance between the two considered cities i and j:
vij = k ·
Pi · Pj
Dxij
, (6.2)
where Pi is the population of city i, Dij is the distance between i and j. Parameter k
and x may vary from case to case. For k = 1 and x = 2 Equation (6.2) is similar to
Newton’s law of gravitation. This is why such models are denoted as gravity models.
The gravity model considered here is used to determine a weighting for traffic flows. The
weighting then is used to distribute the total traffic volume by type among the traffic
flows. Let τ = (stτ , deτ , trτ ) be a traffic flow with uninstantiated set tr and train type
t. Then traffic volume vst,de,t of train type t between stations st and de is defined as
follows:
vst,de,t =
Pst · Pde
(
ll,stde
vt
+ 1)2
, (6.3)
The spatial distance of the stations is replaced by the journey time in hours. The offset
of one hour is added to model the journey time of the final mile, i.e. that amount of time
passengers or goods, respectively, need to get to the station and need to reach their final
destination. Furthermore, the offset prevents traffic flows with relatively small distances
between start and destination station from being overweighted. Despite the offset, cities
which are close to each other and, additionally, have many inhabitants were dropped
from the list of large nodes, as mentioned in Section 6.1.1. Equation (6.3) clearly shows
that pairs of those cities lead to very large (overestimated) traffic volumes.
The share svτ,t of the total traffic volume tvt which is assigned to a traffic flow τ =
(stτ , deτ , trτ ) and the corresponding train type t is calculated as follows:
svτ,t =
vst,de,t∑
st∈N
∑
de∈N
vst,de,t
· tvt. (6.4)
Gravity models tend to be too optimistic, see Leibbrand [Lei84]. There are two reasons
why this is not of consequence for current test purpose. On the one hand, the gravity
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model is not used to determine the traffic volume, since it is known in advance, see
Table 6.3. The model is just used as weighting tool. On the other hand, the traffic
demand calculated here is only used for model test purposes and does not raise the
claim to model real network design scenarios precisely.
Transformation
Let τ = (stτ , deτ , trτ ) be a traffic flow and svτ,t the share of the total traffic volume of
type t which is assigned to τ .
i) Let sic = 440 be the average number of seats provided by a long distance train
and lfic = 45.1% the corresponding load factor of such trains, see Table 6.3. The
number of trains of type IC which have to be routed from s to d per day is then
defined as:
nic :=
svτ,ic/365
ll,sd
sIC · lfic/100
=
svτ,ic/365
ll,sd
440 · 0.451
(6.5)
ii) For load factor lfirc = 484 tons, see Table 6.3, the number of trains of type IRC
which have to be routed from s to d per day is then defined as:
nirc :=
svτ,irc/365
ll,sd
lfirc
=
svτ,irc/365
ll,sd
484
(6.6)
6.1.4 Basic Traffic Load
The basic traffic load on lines of the network is expressed as share of the total available
line capacity which is consumed by short distance traffic. The total line capacity, which
is reduced by this share, constitutes that amount of line capacity which is available for
the traffic flows which consist of long distance traffic and freight traffic. To determine
that share of line capacity which is used by short distance traffic, two representative (but
confidential) lines in Germany with mixed traffic, i.e. a mix of long distance passenger
traffic, short distance passenger traffic, and freight traffic, are examined. It is assumed,
for the sake of simplicity, that the share of consumed capacity is equal to the share in the
number of trains which operate on those lines. Averaged over both lines, the following
mix ratio is found, see Table 6.4.
Next subsection introduces the available occupation time of lines which is used for
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Type of traffic Share
Long distance 24.5 %
Short distance 33.6 %
Freight 41.9 %
Table 6.4: Assumed average mix ratio by traffic types on railway lines with mixed traffic.
the evaluation of NDRI instances. For the derivation of that time the basic traffic load,
induced by short distance traffic, is taken into account, too.
6.1.5 Available Occupation Time
The available occupation time of a line, i.e. the maximum consumable arc capacity is
defined by Equation (2.15):
maxcc,ij := 0.6 · top · ntk,ij.
It is defined as 60 % of the total time available and is doubled if the current arc rep-
resents a double-tracked line3. The value for observation period top has to be chosen
in a reasonable way. For the dimensioning of railway infrastructure in long-term plan-
ning processes usually a time slice representing peak hours of operation is taken into
consideration. Practical experience in railway operations research has shown that such
time slices have to cover at least 240 minutes to be meaningful. Here a time slice of 360
minutes is selected. According to the share of short distance traffic, which is modeled
as basic traffic load, nearly one third of it is subtracted. So a time slice of about 240
minutes remains to the routing of long distance and cargo traffic within NDRI.
The occupation time, which is available to trains operationally using a line, is then
calculated as follows:
maxcc,ij = ⌈0.6 · (360 · (1− 0.336))︸ ︷︷ ︸
top
·ntk,ij⌉ = 144 · ntk,ij [min]. (6.7)
3Reminder: here, a double-tracked line consists of two tracks which are exclusively used in the same
direction
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6.1.6 Paths
For each traffic flow τ = (stτ , deτ , trτ ) the number of possible st-de-paths can take a
maximum value4 of
⌊(|N | − 2)!e⌋ . (6.8)
For |N | = 15 and even only one single traffic flow this results in a maximum of 1.69 · 1010
paths, which in turn implies the same count of flow variables. Such magnitude of vari-
ables is not manageable for state of the art solvers but, as already mentioned in Sec-
tion 3.3.2, the set (train) paths for a traffic flow usually is restricted to a meaningful
(smaller) subset.
For the evaluation of the NDRI models several different sets of paths Pτk for each
traffic flow τ are used. Each set only contains paths up to a certain length. The
restriction to paths of certain lengths is reasonable in relation to practice since journey
times are of significant importance to infrastructures managers and have to be minimized
to maximize profits. The lengths which are associated to such sets correspond to the
lengths of direct links between stτ and deτ plus a certain offset value. The offset values
are expressed as a percentage of the length of the direct link. So Pτ10 is the set of paths
of traffic flow τ whose lengths are smaller than 1.1 times ll,stτdeτ :
Pτk := {p ∈ P
τ |
∑
(i,j)∈A
δij(p)ll,ij 6 (1 +
k
100
) · ll,stτdeτ } (6.9)
Obviously, for each k and l with k 6 l following equation is true:
Pτk ⊆ P
τ
l . (6.10)
For the evaluation only values k ∈ {10, 25, 50, 75, 100} are used and are referred to as
path percentages.
Further reductions in the number of paths, can be achieved by the use of column
generation. New paths can be priced in by solving a shortest path problem. If that would
be a simple shortest path problem, the pricing problem could be solved efficiently. But
since there are restrictions on the paths which are considered here, the pricing problem
is a constrained shortest path problem. Such problems might be very time-consuming to
4Formula (6.8) is taken from van Hoesel et al. [vHKvdLS03].
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solve, cf. [ID05]. Because of that, column generation for flow variables is not applied
here.
6.2 Problem Size
This section presents instance-independent numbers of variables, constraints, and ad-
ditional constraints induced by valid inequalities for both models: NDRI-MIP and
NDRI-MIPWC .
6.2.1 Variables
Table 6.5 shows the number of variables the MIP models consist of. As mentioned
in the beginning of this chapter, NDRI-MIP is solved using two different approaches
NDRI-MIPnoCG and NDRI-MIPCG . They differ in their number of binary config variables
which are included into the model right from the beginning. This difference is reflected
by the corresponding table entries for yusedcijs . The number of variables which are added
during column generation cannot be specified, since they vary from case to case. Flow
variables f τt,p model flow of traffic flow τ and type t on path p ∈ P
τ . In the problem
formulations flow is expressed using flow function ft. But the implementation of those
models requires the use of variables. Flow variables have to be included for each train
type, traffic flow and corresponding paths. This results in a large number of variables.
This problem alleviated in two ways. On the one hand, the set of paths considered
is restricted to paths of a certain length, as described in Section 6.1.6. On the other
hand, flow variables are chosen to be continuous, which makes them easier to handle for
the solver in comparison to integer variables. As a consequence, fractional trains may
occur in solutions of NDRI instances. Because of the underlying macroscopic modeling
approach this inaccuracy is of little significance, in comparison to the benefits obtained
for the solution process. The value |A| stated as number of decision variables wij is only
true for two train types and two different worst-case timetables.
6.2.2 Constraints
In considering the number of constraints, two types of constraints are differentiated.
Constraints necessarily needed to model the problem (Table 6.7) are analyzed separate
from constraints induced by valid inequalities (Table 6.8), which are used to refine the
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variable type NDRI-MIPnoCG NDRI-MIPCG NDRI-MIPWC
xusedij binary |A| |A| |A|
xusedijs binary |A
m| |Am| |Am|
f τt,p continuous |T | · |P| |T | · |P| |T | · |P|
yusedcijs binary
∑
(i,j,s)|Cijs| |T | · |A
m| -
wij binary - - |A|
Table 6.5: Number of variables used in problem formulations NDRI-MIP and
NDRI-MIPWC .
constraint type NDRI-MIP NDRI-MIPWC
capacity (3.46) (3.54) and (3.55)
demand (3.49) (3.59) and (3.60)
arc used (3.47) (3.58)
config used (3.48) -
mix ratio - (3.56) and (3.57)
Table 6.6: Constraint types for models NDRI-MIP and NDRI-MIPWC .
model towards a more efficient solution process. NDRI-MIPnoCG and NDRI-MIPCG do
not have to be differentiated since both approaches use the same set of model constraints
and additional valid inequalities. Table 6.6 shows the terms which are used to address
the different types of constraints. They are derived from roles corresponding constraints
take within model. Analogous the number of variables wij , the number of mix ratio and
capacity constraints of NDRI-MIPWC is only true for two train types and two different
worst-case timetables. The labeling of valid inequalities is generated in the same way.
Terms MIS & MOS, MIM & MOM, and γ bound used for single node cuts and the γ
type of constraint NDRI-MIP NDRI-MIPWC
capacity |T | · |A| 2 · |Am|
demand |T | · |TD| |T | · |TD|
arc used |A| |A|
config used |Am| -
mix ratio - 2 · |A|
Table 6.7: Number of constraints problem formulations NDRI-MIP and NDRI-MIPWC
consist of.
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valid inequality NDRI-MIP NDRI-MIPWC
MIS & MOS 2 · |TD| 2 · |TD|
MIM & MOM 2 · |N | 2 · |N |
connected 1 1
simple ub 1 - |T | · |A|
simple ub 2 - |A|
γ bound - |T | · |Am|
Table 6.8: Number of additional constraints which have to be added to the problem for-
mulation of NDRI-MIP and NDRI-MIPWC, respectively, if the corresponding
type of valid inequality is included.
bound are already introduced in Sections 4.1 and 4.3.2, respectively. The label connected
denotes the connected-cut introduced in Section 4.2. Simple upper bounds for the traffic
flow routed via an arc, which are described in Section 4.3.1, are labeled with simple ub
1 (see (4.9)) and simple ub 2 (see (4.10)).
6.3 Results
In this section computational result of some selected NDRI instances are presented.
Problem instances are evaluated within 24 hours of solving time. Different NDRI in-
stances are distinguished by
i) the model which is used: NDRI-MIP or NDRI-MIPWC (abbreviated as WC), NDRI-
MIP instances are further distinguished regarding the chosen solution approach:
NDRI-MIPnoCG (NoCG) or NDRI-MIPCG (CG),
ii) the path percentage which limits the maximum length of paths, cf. Section 6.1.6,
five different values are used: {10, 25, 50, 75, 100}, and
iii) the number of nodes, smallest instances consist of 10 nodes; this number in-
crease in steps of 5 nodes up to 40 nodes which results in this set of nodes:
{10, 15, 20, 25, 30, 35, 40}.
At first benefits of column generation are evaluated.
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6.3.1 Column Generation
To evaluate the benefits of column generation several NDRI-MIP instances are solved
with and without column generation. In both cases, SCIP with Gurobi as LP solver is
used. Since SCIP does not support multi-core processors only one single thread is used
for the solving process. Results are compared using two benchmarks: solvability and
speed-up. Further analysis regarding the solution process is done using bound evolution
charts.
Figures 6.1 and 6.2 show which instances could be solved to optimality within the given
time frame of 24 hours. Additionally, instances which reached a relative optimality gap5
of at most five percent are listed. The speed-up in terms of the solving time is shown in
Figure 6.3. Values displayed in the chart are speed-up factors. A factor of 2, for example,
indicates that column generation solves the corresponding problem instance twice as fast
as the solution approach without column generation. It turns out that the bigger the
problem instance the higher the benefits gained from column generation. Speed-up
factors up to 25 are achieved. Whereas Figure 6.3 presents a relative measurement of
solving speeds, Figure 6.4 shows the absolute solving time values of problems instances
solved with column generation. Longest solving time corresponds to the largest problem
instance in terms of variables and constraints. The problem instance with 20 nodes and
a path percentage of 10 consists of 3478 binary variables, 328 continuous variables and
2303 constraints. During column generation 5188 variables are added.
Detailed information about the solving process is visualized using bound evolution
charts. They show how primal (incumbent) and dual (best bound) bounds evolve during
the solution process. The primal bound improves whenever a new feasible solution
with smaller objective value is found. Each of such events is separately marked in the
chart. Dual bound improvements are mainly obtained by solved problem relaxations.
In comparison to primal bound improvements such events do occur relatively numerous.
Because of that, only start and end dual bound are marked.
Figures 6.5 and 6.6 show bound evolutions which are characteristic for NDRI instances
solved using column generation. In this regard, the major part of the solving time is
needed find the optimal solution and once it is found the optimality proof is obtained
5The relative optimality gap is used to determine the quality of the current solution and how far the
solution process is progressed. It is an upper bound on the relative error made so far, cf. 3.1.2
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Figure 6.1: Solvability of NDRI-MIPCG instances within 24 hours using SCIP.
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Figure 6.2: Solvability of NDRI-MIPnoCG instances within 24 hours using SCIP.
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Figure 6.3: Speed-up factors achieved by column generation using SCIP.
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Figure 6.4: Solving times of NDRI-MIPCG instances using SCIP.
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Figure 6.5: Bound evolutions. Characteristic for NDRI-MIPCG instances: once the opti-
mal solution is found, optimality is proven comparatively quick.
comparatively quick. It turns out that NDRI-MIPCG instances need an average of close
to 90% of the total solving time to find the optimal solution.
6.3.2 Without Column Generation
Whereas custom designed column generation requires the use of SCIP, solving with-
out column generation permits the use of Gurobi as MIP solver. This has the benefit
that multi-core (multi-thread) architectures can be exploited. Therefore, instances are
evaluated on a cluster computer using 24 threads, cf. Section 5.4.2. Unfortunately, it
turns out that solvability and solving times do not scale with the number of threads in
a well-defined or predictable way. Section 6.3.4 briefly covers this topic. Nevertheless,
solvability and solving times significantly improve even by the use of Gurobi as MIP
solver. This is shown in Figures 6.7 and 6.8 which present, on the one hand, the con-
siderably faster solving times and, on the other, the widened range of solvable problem
instances. Largest problem instance solved to optimality is that one with 25 nodes and a
path percentage of 10. It comes up with 65,480 binary variables, 868 continuous variables
and 3,427 constraints. Largest problem instance which is solved up to an optimality gap
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Figure 6.6: Bound evolutions. Characteristic for NDRI-MIPCG instances: once the opti-
mal solution is found, optimality is proven comparatively quick.
of 5% consists of 40 nodes and a path percentage of 10. It is composed of 182,130 binary
variables, 4,976 continuous variables and 9,071 constraints.
To analyze how primal and dual bound evolve, instances which are solved to optimality
are examined separate from instances which are solved up to an optimality gap of at
most 5%. For the latter class of instances it turns out that the five percent threshold is
reached very early in the solving process. So a solution, which could be useful in relation
to practice, is obtained comparatively quick. The corresponding share of total solving
time ranges from 0.01% to 8%, i.e. from 11 to 6,652 seconds. In this regard, another
interesting quantity is the solving time spent until the best incumbent (within the time
frame) is found. If, for example, the best incumbent is found very early and the current
gap is very small, the current incumbent potentially is the optimal solution and the
solver just fails to effectively proof optimality. This may indicate that the solver suffers
from symmetries induced by config-variables, cf. Section 3.8, and cause of this seems to
enumerate the whole B&B tree. An example is given in Figure 6.9. The five percent
threshold is passed after 11 seconds and the best incumbent is found after 2,323 seconds,
at this point the gap is 0.34%. During remaining 84,077 seconds (= 23.35 hours) only
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Figure 6.7: Solvability of NDRI-MIPnoCG instances within 24 hours using Gurobi.
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Figure 6.8: Solving times of NDRI-MIPnoCG instances using Gurobi.
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Figure 6.9: Bound evolutions. 5% gap is reached very early. Best incumbent within 24
hours of solving is found very early, too. No significant improvement during
remaining 23 hours.
very small improvements of the dual bound can be observed and the gap reduces only to
0.18%. But such behavior cannot be generalized. The time share needed to find the best
incumbent within the time frame varies from 2.7%, as mentioned above, up to 98.8%
(Figure 6.10).
Bound evolutions of instances which are solved to optimality mainly reveal same char-
acteristics described for NDRI-MIPCG instances. Over 90% of the total solving time is
spent to find the optimal solution. Once it is found, optimality is proven comparatively
quick. Figure 6.11 shows an example of that behavior.
The solution of the largest problem instance which is solved to optimality is visualized
in Figure 6.13, the corresponding traffic demand in Figure 6.12. Each undirected arc in
the demand graph represents the number of trains which have to be routed from one
incident node to the other and vice versa. Between Bonn and Frankfurt am Main, e.g.,
24 trains each have to be routed from Bonn to Frankfurt and from Frankfurt to Bonn.
This symmetric demand structure is created by the gravity model used for the traffic
flow generation. To simplify the visualization, trains of both types are summed up to one
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Figure 6.10: Bound evolutions. 5% gap is reached very early. In contrast to Figure 6.9,
the best incumbent is found shortly before the end of the 24 hour time frame.
900
950
1000
1050
1100
1150
1200
1250
1300
1350
1400
0 20 40 60 80 100 120 140 160
o
bje
cti
ve
va
lue
solving time [s]
model: NoCG, nodes: 15, pathpercentage: 75
o
pt
im
al
so
lu
tio
n
fo
un
d
175
optim
alityproven
185
best bound
incumbent
Figure 6.11: Bound evolutions. Characteristic for NDRI-MIPnoCG instances: once the
optimal solution is found, optimality is proven comparatively quick.
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train count. The optimal network design, calculated by Gurobi, is shown in Figure 6.13.
Each undirected arc represents the line in its specific stage of extension which has to be
built for both directions.
For this problem instance it has to pointed out that the length of a path is restricted
to 1.1 times the length of a direct connection, i.e. a path percentage of 10. This may lead
to design decisions which seem to be unusual. The following example illustrates that.
With regard to the design costs, it is better to build a line between Berlin and Frankfurt
a. d.O. and to route the traffic flow from Dresden to Frankfurt a. d.O. via Berlin. But
due to the restriction in the length of a path, such routing is not available. To avoid these
solutions (without a link between Berlin and Frankfurt a. d.O.), the number of available
paths or the path percentage, respectively, has to be increased. If the alteration is done
globally, like for the evaluation in this work, the solvability of the problem instance is
affected, because the total number of path variables may increase very fast. In relation
to practice, this problem does not occur to this extent. Instead of global fixings of path
lengths, the network designer usually creates individual sets of paths for each traffic flow.
So reasonable6 sets of train paths for each traffic flow are derivable without the negative
effects of the global path percentage alteration. Nevertheless, global path percentages
are used here for the evaluation, because the information how to derive reasonable sets
of trains paths for given traffic flows was not available for this work.
6.3.3 Worst-case Capacity consumption
To overcome problems arising from config-variables (number of binary variables and
symmetry) at model level, NDRI-MIPWC is introduced in Section 3.9. Instead of using
config-variables, the linearization of the capacity constraint is based on a timetable which
models the worst-case capacity consumption of a line. This reduces the number of binary
variables and avoids symmetry problems.
Design costs7 of NDRI-MIPWC optimized networks are, in comparison to NDRI-MIP
networks, on average only 5% higher. This keeps NDRI-MIPWC attractive in relation
to practice. Design costs for both cases are visualized in Figures 6.14 and 6.15. In
this regard, NDRI-MIPCG and NDRI-MIPnoCG clearly do not have to be differentiated
6In particular cases, longer paths or longer journey times, respectively, may be accepted if significantly
savings regarding the design costs are possible.
7Design costs are optimal objective values of NDRI instances, i.e. the life-cycle costs of corresponding
optimal networks of railway infrastructure.
94
6.3 Results
Hamm
Bielefeld
Hagen
Hannover
Braunschweig
Göttingen
Erfurt
Fulda
Frankfurta.M. Aschaffenburg
Heidelberg
Karlsruhe
Baden-Baden
Augsburg
Freiburg
Halle
Dresden
Frankfurt a.d.O.
Berlin
Chemnitz
Hamburg
Bremen
Essen
Aachen
Bonn
number of trains: 1...5
number of trains: 5...10
Number of trains (both train types):
number of trains: 10...20
number of trains: 20...30
number of trains: 30...40
number of trains: 40...50
number of trains: 50...60
Figure 6.12: The Traffic demand for a problem instance with 25 nodes and a path per-
centage of 10. The train counts for both train types are summed up. The
traffic flows for each relation are the same for both directions.
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Figure 6.14: Design costs of NDRI-MIP instances.
since design costs do not depend on the solution approach. As one would expect, in
both cases design costs increase with the number of nodes. Furthermore, design costs
decrease with rising path percentages. This is caused by bundling effects: increasing
sets of available paths lead to an increasing number of arcs which are common element
of paths of different traffic flows. So flows can be bundled on that arcs which in turn
permits higher degrees of utilization of such arcs. This results in fewer arcs needed to
route all traffic flows and as a consequence in lower design costs.
Despite mentioned advantages of NDRI-MIPWC, the solver, which is again Gurobi on a
cluster computer, is not able to perform better on NDRI-MIPWC instances in comparison
to NDRI-MIPnoCG . Figures 6.16 and 6.17 ground this observation. In this regard, largest
problem instance solved to optimality consist of 25 nodes and a path percentage of 10. It
is composed of 6,352 binary variables, 868 continuous variables and 10,445 constraints.
Largest problem instance which is solved up to an optimality gap of 5% is that on
with 30 nodes and a path percentage of 10. It consists of 9,868 binary variables, 1,684
continuous variables and 15,303 constraints.
Analysis of the primal and dual bound evolution again is two-part. Both, 5% gap
instances and instances which are solved to optimality, do not reveal a characteristic or
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Figure 6.15: Design costs of NDRI-MIPWC instances.
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Figure 6.16: Solvability of NDRI-MIPWC instances within 24 hours using Gurobi.
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Figure 6.17: Solving times of NDRI-MIPWC instances using Gurobi.
predictable course of the solving process. The optimal solution, for example, is found
in the beginning (Figure 6.18), at the end (Figure 6.20), or somewhere in between (Fig-
ure 6.19).
6.3.4 Scalability
As already mentioned, solvability and solving times do not scale with the number of
threads in a well-defined or predictable way. This may be caused by some different
factors. Besides the problem formulations itself, there are many other technical and
hardware dependent reasons why efficiency drops as the number of threads is increased.
A very good treatise on this topic is the tech report [KRS11] written by Koch, Ralphs,
and Shinano. Since this topic goes beyond the scope this work, it is not discussed in
detail. Nevertheless, two benchmarks are defined following [KRS11]. They are evaluated
for two problem instances to give examples of the scaling behavior.
The efficiency En of a program exploiting n threads is defined as
En :=
(T1/Tn)
n
, (6.11)
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Figure 6.18: Bound evolutions. No characteristic behavior, cf. instances shown in Fig-
ures 6.19 and 6.20.
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Figure 6.19: Bound evolutions. No characteristic behavior, cf. instances shown in Fig-
ures 6.18 and 6.20.
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Figure 6.20: Bound evolutions. No characteristic behavior, cf. instances shown in Fig-
ures 6.18 and 6.19.
where T1 is the running time using 1 thread and Tn the running time using n threads.
Efficiency represents the rate of utilization of the threads. Perfect scaling behavior is
achieved if En = 1 for all n. The speed-up Sn then is defined as follows:
Sn := nEn =
T1
Tn
. (6.12)
Speed-up and efficiency are both determined for one NDRI-MIPnoCG and one NDRI-MIPWC
instance with 25 nodes and a path percentage value of 10. Results shown in Figures 6.21
and 6.22 do not reveal a well-defined scalability of NDRI instances on multi-core architec-
tures regardless of the modeling approach used. This is not a NDRI specific phenomenon
or problem, since Koch et al. obtained similar results for some of the problems analyzed
in [KRS11], e.g., the Cyclic Railway Timetabling Problem.
6.3.5 Conclusions
In the following main results are summarized, possible implications examined, and per-
formance improvements discussed.
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i) In terms of solvability and solving times NDRI-MIP using config-variables to model
capacity consumption performs best. NDRI-MIPnoCG instances with up to 25 nodes
can be solved to optimality and instances up to 40 nodes reach and optimality gap
less than 5% within the time frame of 24 hours. These instances consist of 65,480
(182,130) binary variables, 868 (4,976) continuous variables and 3,427 (9,071) con-
straints. Column generation in comparison to no column generation relatively
performs even better (speed-up factors up to 25 are achieved) but the SCIP frame-
work impedes a better absolute performance. A user defined column generation
having the opportunity to exploit Gurobi would probably solve significantly larger
NDRI-MIP instances, but up to now the Gurobi interface does not provide this
functionality.
ii) Analyzes of bound evolutions for both models do not reveal a characteristic be-
havior of the solving processes, but hints regarding solving problems are provided.
Some evaluations of NDRI-MIPnoCG instances show that after a relatively small
amount of time the solver has serious difficulties to find better primal solutions
or significant improvements of the dual bound. In such cases, an extension of
the time frame from 24 hours to 48 or 96 hours is not very promising, since the
branch-and-bound process in such case seems to degenerate to a full enumeration
of the branch-and-bound tree which may consume an arbitrarily large amount of
time. The degeneration suggests that the solver suffers from symmetries induced
by config-variables and so, smart designed symmetry breaking inequalities may
produce relief, cf. Section 3.8.
iii) For both models, solvability and solving times do not scale with the number of
threads in a well-defined or predictable way. So increasing the number of threads
(CPUs) beyond 24 threads (12 CPUs) to achieve a better performance seems to
be not very promising.
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7 Summary, Conclusions & Outlook
This chapter at first summarizes key facts of the research which is presented in this work.
After that, concluding remarks are drawn and an outlook shows improvement potential
which can be explored by future research.
7.1 Summary
The network design problem for railway infrastructure aims to find a network of rail-
way infrastructure which meets given traffic demands at lowest possible design costs.
This problem, for example, comes up in long-term infrastructure planning processes.
Objective of this planning process is the adaptation of railway infrastructure to future
requirements and infrastructure manager’s objectives, respectively. In this context, the
development of network variants is mainly based upon infrastructure manager’s experi-
ence. Since infrastructure investments are highly capital-intensive, it is desirable to de-
termine provable optimal design decisions. This work presents an approach to optimally
solve the network design problem for railway infrastructure using linear programming.
Railway infrastructure is modeled macroscopically, which is a reasonable level of pre-
cision for long-term planning processes, using nodes (stations) and arcs (lines). Stations
are assumed to be equipped with unbounded capacity to reduce complexity, so design
issues are the network topology and the capacity of lines. Capacity of a line depends
on the stage of extension which in turn mainly depends on the number of tracks and
the average length of overtaking sections. Different stages of extension of the same line
are modeled as parallel arcs between the corresponding nodes. In this way a complete
multi-arc network is created.
Traffic demand consists of traffic flows which in turn consist of sink node, source node
and a number of trains of different train types. These multicommodity flows have to be
routed through the complete network graph to meet their demands.
Resulting multicommodity flow problem on a complete multi-graph is stated as a
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non-linear optimization problem in a way such that for an optimal solution those arcs
which are necessary to route the different flows determine the network with minimum
design cost. This clearly determines the topology of the network. Line capacities are
determined by forcing the routing to use at most one of the parallel arcs of one node-
to-node relation. To decrease the number of possible routes for each traffic flow, sets of
paths are introduced. They limit the length of a route to the length of a direct connection
between corresponding source and sink nodes plus a surcharge given as percentage of
the length of the direct connection. During evaluation different (path) percentages are
used. This restriction to paths of certain lengths is reasonable in relation to practice
since journey times are of significant importance to infrastructure managers and have to
be minimized to maximize profits.
Mentioned non-linearity is brought into the model by capacity constraints which have
to be satisfied by each feasible routing. Capacity constraints limit the usability of each
arc by restricting the capacity consumption of a mix of trains to 60 percent of the
observation time, which models the satisfying quality of service of mixed traffic lines
regarding UIC Code 406. The capacity consumption itself is determined using timetable
independent expected service times. Timetable independence is motivated by the fact
that future timetables are not known during design time. The model then is transformed
into a linear one, which is highly desirable since very powerful algorithms and solvers
become applicable. The transformation is done using configurations similar to cutting
patterns used in the well-known cutting stock problem. Each configuration consists of a
tuple of train counts of different train types which represent one way how to fully exploit
the capacity of the corresponding arc. The resulting (linear) mixed integer programming
problem NDRI-MIP is then further refined by valid inequalities. They tighten the feasible
region of the LP relaxation to achieve better approximations of the MIP feasible region
which improves the solving process.
But configuration variables raise two problems. On the one hand, they induce symme-
try in the problem, in sense that for feasible solutions it is often possible to vary in the
assignment of values to config-variables without changing feasibility or cost. Primal and
dual bound evolution seems to give the indication that the solver suffers from such sym-
metries. A suggestion how this problem may be overcome is given in the outlook. On the
other hand, NDRI-MIP instances consist of a huge number of binary config-variables,
which is crucial for MIP solvers, too. This problem is handled by column generation.
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Thereby the solution process starts with a small subset of config-variables. Additional
variables are added to the problem only if they improve the solution, which is currently
the best during the solution process. The implementation of column generation requires
a solver interface which provides deep control of the solving process. SCIP 2.0.1, which
is used with Gurobi 4.5 as embedded LP solver, offers such an interface. Within this
framework, significant speed-ups of the solving time up to a factor of 25 are achieved by
column generation.
Nevertheless, best results in terms of the size of solvable problem instances are obtained
without column generation but the use of Gurobi as stand-alone MIP solver. Gurobi
does not offer the opportunity to embed customized column generation but it is a more
powerful solver than SCIP and, furthermore, is able to exploit multi-core processors.
Largest instances, which can be solved to optimality within a time frame of 24 hours
consist of 25 nodes and a path percentage of 10, composed of 65,480 binary variables,
868 continuous variables, and 3,427 constraints. In relation practice instances which
can be solved within the time frame of 24 hours up to a relative error, i.e. the so-called
optimality gap, of 5% are of interest, too. In this regard, a problem instance with 40
nodes and a path percentage of 10 can be solved. It is composed of 182,130 binary
variables, 4,976 continuous variables, and 9,071 constraints.
Besides the use of config-variables another approach to handle the non-linearity, which
is induced by timetable independent derivation of line capacity consumption, is intro-
duced in this work. The corresponding model is called NDRI-MIPWC. Instead of a
timetable independent derivation, the capacity consumption is determined using worst-
case timetables. A network designed by this means provides an upper bound on the
infrastructure needed to satisfy the given traffic demand, which creates timetable in-
dependence too. NDRI-MIPWC is defined for two different train types, which produces
two worst-case timetables. Depending on which train type outnumbers the other in the
traffic flow of the current line one of the two timetables is used to determine the capacity
consumption. The corresponding decision process is modeled using a big-M approach.
To preserve tight LP relaxations big-M values, which are used for capacity constraints,
too, are chosen as small as possible. This is achieved by the solution of small mixed
integer programs.
As one would expect, design costs increase using NDRI-MIPWC in comparison to
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NDRI-MIP but they are on average only 5% higher, which keeps this approach attractive
in relation to practice.
Despite the advantages of a model without config-variables, evaluation reveals a better
performance of NDRI-MIP in comparison to NDRI-MIPWC. So, NDRI-MIP is the model
of choice to solve the network design problem for railway infrastructure and because of
that conclusions and outlook are focussing on it.
7.2 Conclusions & Outlook
NDRI-MIP proves to be a good and promising model for the network design problem
for railway infrastructure. In the following, at first concluding remarks on strengths of
the model are made then improvement potential is discussed.
7.2.1 Conclusions
The big strength of NDRI-MIP lies in its flexibility, which is mainly created by the use
of configuration variables. The special characteristic of capacity of railway lines is its de-
pendency on infrastructural and operational properties. Configuration variables not only
combine these properties in one quantity, but also provide a kind of interface between the
mathematical model and the models for infrastructure, operation, and capacity. This
enables changes of these models without changing the mathematical model. So, on the
one hand, instead of expected service times, every other measure may be used, e.g.,
scheduled and unscheduled waiting times which are state of the art of analytic models
of railway operations research in Germany. On the other hand, infrastructural measures
for capacity can be modeled more fine-grained or microscopic, respectively. In addition,
the number of different train types can be increased without fundamentally changing
the model. However, the number of config-variables will increase significantly.
Another strength of the model lies in the use of paths to restrict the routing of traffic
flows. A set of paths can be assigned separately to each traffic flow. This is not only
reasonable in relation to practice, e.g., if some station necessarily have to be on each
available route of a traffic flow, but also very beneficial to the performance of solvers
which only have to cope with a restricted set of routings.
Besides the design of network graphs from scratch, NDRI-MIP can be used to support
design decisions concerning large existing networks of railway infrastructure. Infrastruc-
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ture managers may be faced with problems like the linking of new stations to existing
networks or the removal of bottlenecks by infrastructure upgrades. In such cases, parts
of the network and the current routing can be fixed by fixing the corresponding variables
to the desired values. For new lines or parts of the network which have to be revised,
every possible embedding into the existing network has to be included into the prob-
lem formulation. The solving of such instances then results in the optimal embedding
of these new or revised parts of the network. In this manner, very large networks are
manageable as long as the size of the subnetwork, whose embedding is subject to design
decisions, has a manageable size.
7.2.2 Outlook
Evaluation reveals available opportunities to improve the performance of the solutions
process in terms of solvability and solving times of large problem instances.
Only limited improvements can be expected by an increasement in the number of
CPUs or threads, respectively, because solvability and solving times do not scale with the
number of threads in a well-defined or predictable way. But further research in this field
may uncover whether there exists an optimal number of threads. Generally extending
the time frame from 24 hours to larger time frames to solve large problem instances
is not very promising, too. On the one hand, long solving times are not desirable in
relation to practice and, on the other, some evaluations suggests that the time frame
is not the limiting factor. So, limiting factors are to be sought in the structure of the
model and the solution process.
In this regard, the determination of symmetry breaking inequalities seems to be a
very promising option, since isomorphic solutions then will be prevented, which supports
pruning in the branch-and-price tree and in turn will provide faster convergence of the
branch-and-price.
Another option is an extension of the branch-and-price algorithm to a branch-and-
price-and-cut algorithm. Additional cutting planes which then will added during the
solution process will tighten the LP feasible region, which leads to improved bounds,
better pruning, and again faster convergence of the solution process.
Finally, column generation, which is already applied here, bears great potential for
further performance improvements. Gurobi currently performs better without column
generation than SCIP with column generation, so if future versions of Gurobi will al-
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low customized column generation, significant improvements in terms of solvability and
solving times can be expected.
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A Blocking Time Theory
A.1 Blocking Time
Using the example of a block section, the blocking time denotes that amount of time
during which a train which uses the block section for operational purposes exclusively
occupies the block section. Due to the railway safety system and operational purposes,
the blocking time consists of several elements besides the pure running time in the block
section. This is shown in Figure A.1. A list of variables used in Figure A.1 is given
below. Detailed explanations concerning each element are given by Pachl [Pac08].
lps presignalling distance [m]
lbk length of a block section [m]
lso length of safety overlap [m]
ltr,t length of a train of type t [m]
lcl length of clearing section [m]
(A.1)
A.2 Minimum Headway Time
The minimum headway time of two trains—competing for the same infrastructure—is
that amount of time it takes before the succeeding train is allowed to start occupying the
infrastructure. If the corresponding blocking time stairways of such trains, are shifted in
time such that there is, on the hand, no overlapping of blocking times and, on the other,
at least one block with touching blocking times; the minimum headway time can be read
out as distance between the start of each blocking time in the block section. The block
section with touching blocking times is referred to as relevant block section. Whereas
117
A Blocking Time Theory
t
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Approachingtime
Signal watching time
Route setting time
Running time in block
Route release time
Clearing time
l ps lbk l tlso
lcl
Figure A.1: Blocking time elements.
calculation of headway times requires consideration of pairs of trains, two cases must
be differentiated. The distinction (and later on the estimation of minimum headway
times) is made according to Ross [Ros01]. He distinguishes three cases. For the current
purpose it suffices to consider two cases which differ from each other by the position of
the relevant block section. Let t, u two different train types and w. l. o. g. vt > vu. For
train j following train i this yields to following two cases:
i) Train i is of type t and train j is of type u or type t. In this case the
minimum headway time simply is determined by the blocking time of train i in
the first section, which is the relevant block section. This is shown in Figure A.2.
The corresponding minimum headway time is calculated as follows:
ztu = trs + ts + 0.06
lps
vt︸ ︷︷ ︸
tap,i
+0.06
lbk
vt︸ ︷︷ ︸
tr,i
+0.06
lso + ltr,t
vt︸ ︷︷ ︸
tcl
+trr [min] (A.2)
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trs route setting time tr,i runtime of train i in the first block section
ts signal watching time tcl clearing time
tap,i approaching time of train i trr route release time
ii) Train i is of type u and train j is of type t. Here, the relevant block section
is the last block section, see Figure A.3. The last block section is not inevitable
the relevant one but it holds for this work since block sections’ length and trains’
speed are assumed to be constant.
zut = trs + 0.06
lps
vu︸ ︷︷ ︸
tap,i
+ts + 0.06
los − lst
vu︸ ︷︷ ︸
tr,i
+tcl − 0.06
los − lst − lbk
vt︸ ︷︷ ︸
tr,j
+trr (A.3)
tr,i runtime of train i in the common track sections
tr,j runtime of train j in common track sections, except of the last block section
The clearing time tcl reflects the fact that the slower train, which is passed by the
faster train, starts breaking in the last part of their common track sections to stop
at the stopping place of the passing track. The last (and relevant) common element
of infrastructure in this context is the first switch of the (overtaking) station. It
has to be cleared before the succeeding train is allowed to occupy the last block
section before the station block. Calculation of tcl, which is shown in the following
equation, requires a case distinction to distinguish between different speeds and
deceleration rates of the preceding train, which influence the position of the brake
application point. This is expressed by the value x which is the length of that part
of the station block which is used with constant/linear speed. A value smaller than
zero indicates that the train has to start braking before it reaches the entry signal.
Besides that, it may happen that the train has to reduce its speed not only to stop
at the stopping place of passing track but also because of the speed limit of the
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switch which has to be used to enter the passing track. For the sake of simplicity
this is not considered here.
tcl :=


vu
216du
−
√
v2u
2162d2u
− 2(lso,st+ltr,u)
602du
, x < 0
0.06
x
vu︸ ︷︷ ︸
constant speed
+
vu
216du
−
√
v2u
2162d2u
−
2(lso,st + ltr,u − x)
602du︸ ︷︷ ︸
braking
, 0 6 x 6 lso,st + ltr,u
0.06
lso,st+ltr,u
vu
, x > lso,st + ltr,u
x := lst −
v2u
3.62 · 2 · du
Variables vt, dt, and ltr,t model speed, deceleration rate and length of a train of type
t, as defined in Definition 2.6. Conversion factor 0.06 is needed to convert from unit[
m
km/h
]
to unit [min], 1216 converts
[
km/h
m/s2
]
to [min].
The following values are assumed to be constant. This sufficient for a reasonable
estimation of the minimum headway times.
length of a station block lst = 1,500 m (cf. (2.4))
length of block section lbk = 2,000 m (cf. (2.5))
length of safety overlap lso = 200 m
length of safety overlap in stations lso,st = 250 m
presignalling distance lps = 1,000 m
Furthermore, following assumptions are made:
• Presence of a train control system1 with intermittent data transmission, e.g., the
German system PZB90 which includes a braking supervision. In this regard, the
signal watching time is set to the following value which is reasonable in relation to
practice.
signal watching time ts = 0.2 min
• Presence of electronic interlockings. This has an influence on route setting and
1For information about train control systems and railway signalling and interlocking see [TV09].
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t
d
ztu
train i
train j
Figure A.2: Minimum headway time ztu. Train i is of type t, train j of type u, with
vt > vu. First block section is the relevant block section.
route release times. Mechanical interlockings would lead to a prolongation of such
times. The values given below are reasonable in relation to practice.
route setting time trs = 0.15 min
route release time trr = 0.05 min
Example
The example deals with case ii) pictured in Figure A.3. Let t and u be two train types
with Paramt := {200, 0.5, 400} and Paramu := {80, 0.3, 750}, los := 10,000 m, train i
of type u, and train j of type t. Then the minimum headway time zij is calculated as
follows:
lso,st + ltr,u = 250 + 750 = 1,000 m
x = lst −
v2u
3.62 · 2 · du
= 1,500 −
802
3.62 · 2 · 0.3
= 676.955 m
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t
d
zut
train i
train j
Figure A.3: Minimum headway time zut. Train i is of type u, train j of type t, with
vt > vu. Last block section is the relevant block section.
06x61,000
⇒ tcl = 0.06
x
vu
+
vu
216du
−
√
v2u
2162d2u
−
2(lso,st + ltr,u − x)
602du
= 0.06
676.955
80
+
80
216 · 0.3
−
√
802
2162 · 0.32
−
2(250 + 750 − 676.955)
602 · 0.3
= 0.780 min
zij = trs + 0.06
lps
vu
+ ts + 0.06
los − lst
vu
+ tcl − 0.06
los − lst − lbk
vt
+ trr
= 0.15 + 0.06
1,000
80
+ 0.2 + 0.06
10,000− 1,500
80
+ 0.78 − 0.06
10,000− 1,500− 2,000
200
+ 0.05
= 0.15 + 0.75 + 0.2 + 6.375 + 0.78 − 1.95 + 0.05
= 6.355 min
Fast train j has to wait 6.355 min to enter the first block section of the track sections
slow train i occupied before.
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As described in Section 2.2.2 costs costij of an arc (i, j) ∈ A (of a network of railway
infrastructure G = (N,A)) are defined by life-cycle costs of the corresponding railway
line, cf. (2.14):
costij(ll,ij, lbk, ntk,ij, nos,ij) := ntk,ij (LCCdef,ij(ll,ij, lbk) + nos,ij · LCCpt) .
Whereas Section 2.2.2 is dealing with general information and points out which param-
eters of the infrastructure model are used to reasonably estimate line life-cycle cost,
the following sections are focussing on the derivation of function LCCdef,ij and constant
LCCpt as well as on a detailed sample calculation.
B.1 Line and Passing Track
Let G = (N,A) be a network of railway infrastructure and (i, j) ∈ A an arc. Minimum
life-cycle costs of the railway line without overtaking stations, i.e. ll,ij = los,ij, corre-
sponding to (i, j) consist of two components: the life-cycle costs of the track, depending
on its length, and the signalling needed to obtain block sections, see Figure B.1.
LCCdef,ij(ll,ij, lbk) := ll,ij · LCCtrack +
ll,ij
lbk
· LCCsignal, (B.1)
where LCCtrack denotes the life-cycle costs per meter track and LCCsignal the life-cycle
costs of a signalling unit a block section has to be equipped with. Both constants are
defined later on. The number of required signalling units is, like lbk, an average value
which may be a fractional number.
Each new overtaking station adds 1,000 meters of track for the passing track. This
length of the passing track is selected in such a way that cargo trains with length of 750
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+ , , ,
Figure B.1: Line with and without overtaking station. Colored black: elements which are
relevant to life-cycle cost calculation.
meters1 fit in the passing track and so can be passed by other trains. In addition to
the track, two switches connecting passing track and main track and a depart signal at
the end of the passing track are added. Entry and depart signal of the main track in
the overtaking station are assumed to be re-used block signals. Additional infrastruc-
ture elements of one newly added overtaking station are displayed in Figure B.1. The
corresponding constant life-cycle costs can determined according to (B.2).
LCCpt := 1,000 · LCCtrack + 2 · LCCswitch + 1 · LCCsignal, (B.2)
B.2 Track, Signalling & Switches
A track consists of the elements rail, concrete sleeper and ballast. The only type of switch
chosen here is a widely built in one with a radius of 760 meters: UIC 60-760 on concrete
sleepers. For the sake of simplicity, signalling is simply modeled by main signals where
block signals, depart signals or entry signals are not differentiated. Distant signals and
other interlocking equipment are not taken into account. Equations (B.3)–(B.5) show
the calculation of elements LCCtrack, LCCsignal, and LCCswitch of line life-cycle cost.
Required input data, displayed in Table B.1, is taken from Sauss [Sau10].
1750 meters are the upper bound on the length of cargo trains operating in Germany. However, the use
of trains with lengths up to 1,000 meters have been tested and may become a standard on selected
routes.
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element unit acquisition [] lifespan [a] maintenance [/a]
UIC60 rail m 190.71 25 2.24
concrete sleeper m 190.81 50 1.19
ballast m 108.22 50 0.49
main signal piece 105,732.8 37.5 528.66
single UIC60-760 piece 246,166.03 35 5,527.56
Table B.1: LCC properties of infrastructure elements.
LCCtrack :=
ACrail
Lrail
+MCrail︸ ︷︷ ︸
LCCrail
+
ACsleeper
Lsleeper
+MCsleeper︸ ︷︷ ︸
LCCsleeper
+
ACballast
Lballast
+MCballast︸ ︷︷ ︸
LCCballast
(B.3)
=
190.71
25
+ 2.2 +
190.81
50
+ 1.19 +
108.22
50
+ 0.49
= 9.8684 + 5.0062 + 2.6544
= 17.529

m · a
,
LCCsignal :=
ACsignal
Lsignal
+MCsignal (B.4)
=
105,732.8
37.5
+ 528.66
= 3,348.201

a
,
LCCswitch :=
ACswitch
Lswitch
+MCswitch (B.5)
=
246,166.03
35
+ 5,527.56
= 12,560.875

a
.
125
B Life-Cycle Cost
B.3 Sample Calculation
Let G = (N,A) a network of railway infrastructure and (i, j) ∈ A an arc with ll,ij =
20,000 m, los,ij = 5,000 m ⇒ nos,ij =
20,000
5,000 − 1 = 3, ntk,ij = 1 and lbk = 2,000 m.
costij(20,000, 2,000, 1, 3) = 1 (LCCdef,ij(20,000, 2,000) + 3 · LCCpt)
= 20,000 · LCCtrack + 10 · LCCsignal
+ 3 · (1,000 · LCCtrack + 2 · LCCswitch + 1 · LCCsignal)
= 522,058.863 /a
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