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A B S T R A C T
It has long been recognised that neuronal networks are complex sys-
tems, whose dynamics depend on the properties of the individual
synapses and neurons and the way in which they are interconnec-
ted. However, establishing clear links between network structure and
function has proven difficult.
To address this question I applied tools and techniques from com-
putational neuroscience, neuroinformatics, information theory, ma-
chine learning, spatial point process theory and network theory, de-
ploying them on a suitable HPC infrastructure where appropriate.
Moreover, access to electrophysiological and anatomical data enabled
me to develop biologically accurate models and to compare my the-
oretical predictions with analyses of raw data.
In this work, I focused on the granule cell layer (GCL), the input
stage of the cerebellar cortex. The GCL is particularly well suited to
this type of analysis, as its structural characteristics are comparatively
regular, well known and conserved across animal species, and several
of its basic functions are relatively well understood.
I showed that the synaptic connectivity in simple feed forward net-
works like the GCL governs the trade-off between information trans-
mission and sparsification of incoming signals. This suggests a link
between the functional requirements for the network and the strong
evolutionary conservation of the anatomy of the cerebellar GCL. Fur-
thermore, I investigated how the geometry of the GCL interacts with
the spatial constraints of synaptic connectivity and gives rise to the
statistical features of the chemically and electrically coupled networks
formed by mossy fibres, granule cells and Golgi cells. Finally, I stud-
ied the influence of the spatial structure of the Golgi cell network on
the robustness of the synchronous activity state it can support.
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1
I N T R O D U C T I O N
1.1 structure and dynamics in complex systems
The interplay between the structure and the collective behaviour of
complex systems is a central theme in neuroscience and in many re-
lated fields. In the following I will give a brief overview of some in-
fluential ideas, originated at the interface between physics, mathem-
atics and computer science, that constitute the broader context within
which this work has developed.
1.1.1 Artificial neural networks
Historically, research on distributed information processing systems
has progressed along two main directions: the quest to prove, in prin-
ciple, universality (for example, in the sense of Turing [1936]) of spe-
cific approaches to computation, and the practical task of finding vi-
able methods for configuring the structure of a given system to make
its dynamics conform to a specific functional requirement. In partic-
ular, the first proof that an ensemble of “elementary” binary units
can function as a universal computer if equipped with an appropri-
ate connectivity structure dates back to McCulloch and Pitts [1943].
This fundamental insight gave birth to the field of artificial neural net- artificial neural
networksworks (ANNs), whose popularity rose and fell several times in the
following decades as new network architectures and techniques for
employing them were introduced (see Hertz et al. [1991] and Cowan
and Sharp [1988] for an overview of the “classic period” of ANNs,
and Lukoševicˇius and Jaeger [2009] and Schmidhuber [2015] for more
recent developments).
One of the most important early contributions is due to Frank
Rosenblatt and his group, who introduced the perceptron [Rosenblatt, perceptron
1962], modelled after an idealised mathematical representation of a
neural system. The perceptron is a linear classifier equipped with an
algorithm that can adjust its internal (“network”) structure to config-
ure it for the execution of a specific classification task. The config-
uration process is called learning or training of the neural network. learning
Unfortunately, despite the initial enthusiasm for its potential applic-
ations in artificial intelligence, it soon turned out that the practical
usefulness of the perceptron was severely limited by the fact that it
could only learn to solve linear classification problems. This limita-
16
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tion was shared by adalines, a similar ANN introduced in the same
period by Widrow and Hoff [1960].
In the following years, the attention shifted to content-addressable
and associative memories, built around the idea of partitioning the associative memories
phase space of a dynamical system in a finite number of attractor
basins corresponding to the patterns to be stored. The most success-
ful ANN designs from this period are Hopfield networks [Hopfield, Hopfield networks
1982] and Boltzmann machines [Hinton and Sejnowski, 1983], in which Boltzmann machines
deterministic or stochastic units are arranged in a recurrent network
that can be trained — again, by adjusting the strenghts of the con-
nections constituting the network structure — to produce the desired
partitioning of the phase space. Of particular interest to neuroscience
is a series of works by David Marr, in which the concept of associat-
ive memory was used to formulate functional models for cerebellum,
neocortex and hippocampus [Marr, 1969, 1970, 1971]. Marr’s model
of the cerebellum, in particular, is still one of the most influential the-
ories of cerebellar function to date, and will be discussed in detail in
section 1.3.
Another important development came in the 80s, when Rumelhart
and Zipser [1985] and Parker [1985] independently re-discovered the
backpropagation algorithm, first proposed in the previous decade by backpropagation
algorithmWerbos [1974], that makes it feasible to train a multilayer perceptron
(MLP). An MLP is a network composed by many perceptrons con-
nected in series. The main functional advantage it derives from the
increased structural complexity with respect to a single-layer per-
ceptron is being capable of performing nonlinear classification tasks.
Training an MLP is a nonconvex optimization problem, and the back-
propagation algorithm allows to compute the gradient of a loss func-
tion for the network, thus enabling gradient descent-like methods
to be applied for the optimisation. The discovery of a viable train-
ing algorithm for this architecture immediately put ANNs back in
the spotlight as a feasible approach to artificial intelligence. Since
then, numerous variants and improvements to backpropagation (like,
notably, the natural gradient method [Amari, 1998]) have been pro- natural gradient
posed, and MLPs have been successfully employed for real-world ap-
plications; unfortunately though, again, their practical usefulness has
proven to be limited by the tendency of the training procedures to get
trapped in local optima [Bengio, 2009; Glorot and Bengio, 2010]. Sig-
nificant advances on the issue of training multilayer ANNs have been
achieved recently with the introduction of deep belief networks [Hinton
and Salakhutdinov, 2006], and, more generally, with the emergence
of a series of techniques known under the collective name of deep deep learning
learning [Schmidhuber, 2015].
In the previous paragraphs, we have seen how the ANN com-
munity has found ways of harnessing the high-dimensional dynamics
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of recurrent networks and the relative ease of training multilayer net-
works to design powerful computational devices by adapting the net-
work structure to the desired function. Another technique emerged
in the last decade combining these different aspects into a novel ar-
chitecture: reservoir computing [Lukoševicˇius and Jaeger, 2009], inde- reservoir computing
pendently proposed as liquid state machines by Maass et al. [2002]
and echo state networks by Jaeger [2001]. As the name implies, this
type of ANN relies on a randomly generated reservoir, typically com-
posed of recurrently connected units, together with a simple linear (or
MLP-like) readout that can be trained by linear regression (or, respect-
ively, backpropagation). This type of system is proven to be universal
for continuous-time, continuous-value computing, and has already
found real-world application in fields such as speech recognition and
time series forecasting [Lukoševicˇius and Jaeger, 2009].
1.1.2 Dynamical systems and complex networks
In the dynamical systems literature, great attention has traditionally
been devoted to studying synchronisation phenomena [Pikovsky et al., synchronisation
2003]. The pioneering work by Winfree [1967] and Kuramoto [1975] Kuramoto model
showed that the dynamics of an unstructured collection of diffusively
coupled periodic units can be studied with a mean-field approach,
solving for the order parameter related to synchrony as a function
of connection strength and heterogeneity in the intrinsic frequencies
of the units. Later on, seminal structure-function studies — like that
of Watts and Strogatz [1998] on synchronisation of cricket chirping —
inaugurated the modern theory of complex networks by popularising
concepts such as that of small world connectivity (Strogatz [2001]; New- small world
connectivityman [2010]; but see Bullmore and Sporns [2009] for a neuroscience-
centred review). Following this, a lot of effort has gone towards ana-
lysing synchronisation in structured networks [Arenas et al., 2008] for
diffusive and pulsed coupling, identical or nonidentical periodic or
chaotic elements [Strogatz, 2000; Lago-Fernández et al., 2000; Barahona
and Pecora, 2002; Wu, 2003; Pereira et al., 2013].
As will be discussed later (chapter 4), these methods have since
found their way to many applications in neuroscience, some of which
are very relevant to the topics discussed in this thesis. More generally,
the complex systems literature abounds with analyses of structured
systems or media in many and diverse contexts such as percolation
phenomena, traffic networks, random walks, epidemic spreading, in-
formation spreading in social networks, and metabolic networks [Bar-
rat et al., 2008].
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1.2 network structure and function in neuronal sys-
tems
1.2.1 Cell morphology
From the biophysical standpoint, neurons themselves can be mod-
elled as electrical circuits, or networks. In particular, the effect of
dendritic and axonal morphology on current flow in neurons has
been extensively studied since the seminal work by Rall and col-
leagues [Rall, 1962; Goldstein and Rall, 1974]. Early approaches re-
lied on finding analytical solutions for the cable equation on some
classes of branching domains, or on performing numerical analyses
of simplified models of membrane excitability. In the following years,
increased access to computational resources and the advent of mul-
ticompartmental modelling enabled detailed studies of realistic neur-
onal morphologies (see Stuart et al. [2008] and Segev and Schneidman
[1999] for reviews), including investigations into the effect of the geo-
metrical structure of a cell on its firing patterns [Mainen and Se-
jnowski, 1996] and action potential propagation [Vetter et al., 2001].
Poirazi et al. [2003] studied how spatial effects combine with nonlin-
ear electrical properties in dendrites, and showed that a single pyram-
idal neuron can indeed be modelled as an abstract multilayer neural
network. In some classes of neurons, a more explicit link between
structure and function has been established [Agmon-Snir et al., 1998;
Gabbiani et al., 2002]. More recently, Torben-Nielsen and Stiefel [2010]
proposed a systematic approach to structure-function relationships in
dendrites relying on nonlinear optimisation techniques and de Sousa
et al. [2014] have investigated how dendritic morphology affects pat-
tern recognition in single neurons. These latter works exemplify the
continuing effort of the research community in trying to achieve a
principled understanding of the morphological determinants of dend-
ritic and axonal dynamics and, perhaps more importantly, a global
picture of which dynamical aspects are relevant for the different func-
tional roles that neurons play in their respective networks.
1.2.2 Neuronal circuits
Detailed theories on the interplay between network structure and
function have been formulated for several brain regions. Among the
most elegant are those on the emergence of orientation selectivity in
the visual system [Hubel and Wiesel, 1962; Sompolinsky and Shapley,
1997], the dynamical basis of oscillatory activity in the olfactory bulb
[Li and Hopfield, 1989], the coordinate transformation involved in the
conversion from sensory to motor signals in parietal cortex [Salinas
and Abbott, 1995], and the generation of persistent activity under-
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Figure 1: The cerebellum in the human brain. Figure reproduced from Lewis
[1918] (public domain).
lying the storage of eye position memory [Seung, 1996] and spatial
working memory [Compte et al., 2000].
The cerebellar cortex, the system under study in this thesis, merits
a separate mention and will be presented in the next section. In fact, it
is particularly well suited to network structure-function analysis due
to its regular and relatively simple three layer structure, few neuronal
cell types, and its well-established role in motor control (Eccles et al.
[1967], and see below).
1.3 the cerebellum
In this section, I briefly present the salient anatomical and physiolo-
gical characteristics of the cerebellum, together with an historical
overview of some of the most popular theories of cerebellar function.
I also provide some additional detail on the aspects that are closer
to the focus of this study, such as the physiology of Golgi cells and
granule cells, their synaptic inputs, the Marr-Albus functional theor-
ies and the issue of synchronisation and oscillatory activity in the
granule cell layer.
1.3.1 Anatomy and physiology
In humans, cerebellum is located in the posterior cranial fossa; it is
separated from the cerebrum by the tentorium cerebelli, and it is at-
tached to the brainstem through the superior, inferior and intermedi-
ate peduncles (Figure 1).
Longitudinally, the cerebellum can be divided into a medial (ver-
mis), an intermediate (paravermis) and a lateral section (hemispheres).
On the exterior of the organ is a layer of grey matter (the cerebellar cor-
tex) folded in three lobes (anterior, posterior and flocculonodular) along
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Figure 2: Dorsal view of rat and human cerebellum (resp. left and right), with
commonly-used anatomical nomenclature schemes. The primary fissure (pf),
dividing the anterior and posterior lobes, is shown in bold. AL: anterior lobe;
COP: copula pyramidis; Crus I and Crus II: ansiform lobule; FL: flocculus;
LS: lobulus simplex ; PF: paraflocculus; PL: posterior lobe; PML: paramedian
lobule; psf: posterior superior fissure. Figure reproduced with permission from
Apps and Hawkes [2009].
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Figure 3: Schematic representation of cerebellar circuitry. Image courtesy of
Matteo Farinella.
the anteroposterior axis; each lobe is itself folded in several lobules. In
total, there are 10 lobules, each of which is further divided in a num-
ber of folia depending on the species. Different nomenclature schemes
exist for indicating lobules and groups of lobules. Figure 2 shows the
most commonly used in human and rat. Internally to the cerebellum
is a region of white matter, within which four pairs of nuclei called
deep cerebellar nuclei (DCN) are embedded. The nuclei are called dent- deep cerebellar
nucleiate, emboliform, globose and fastigial; emboliform and globose nuclei
are fused in some animals and termed interposed.
1.3.2 The cerebellar cortex
The cerebellar cortex is organised in three layers, populated by a small
number of cell types. It receives two main types of input, and projects
only one output. Its most striking characteristic is the particular sym-
metry of its network arrangement: in the words of Braitenberg and
Atwood [1958],
Among the well known grey sheets (including retina, tel-
encephalic cortex, cerebellar cortex, tectum of lower ver-
tebrates, inferior olive and certain invertebrate ganglia)
the cerebellar cortex deserves a special place because of
its particular order of symmetry. The other sheets can be
essentially described by giving the organization as it ap-
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pears in a thin slice of tissue cut in a plane perpendicular
to the plane of the sheet, the rotation of which, around
a vertical axis, will produce the whole spatial organiza-
tion of the sheet. The cerebellar cortex, on the other hand,
can only be represented in two planes perpendicular to
each other and having definite relations to the longitud-
inal and transversal axes of the animal. The whole three
dimensional structure, therefore, cannot be obtained by ro-
tation but by translation in two directions, thus producing
a lattice.
Importantly, such a regular network organisation is strongly conserved
across all vertebrates, and “virtually identical” [Sultan and Glickstein,
2007] in mammals and birds.
1.3.2.1 The granule cell layer
The input stage of the cortex is the granule cell layer (GCL, or gran-
ular layer). This layer contains granule cells (GrC) — after which it is granule cells
named —, Golgi cells (GoC), Lugaro cells (LC) and unipolar brush cells Golgi cells
(UBC) (Figure 3). Granule cells are inhibited by Golgi cells, which
form a gap junction-mediated recurrent network and are themselves
inhibited by Lugaro cells and possibly other cell types (see below).
Mossy fibres carry the principal input to the cerebellar cortex from mossy fibres
different sources including the spinal cord, the cortex via the pons
and the vestibular nerve (see below). MFs branch extensively within
the GCL [Wu et al., 1999; Sultan, 2001], forming en-passant presyn-
aptic enlargements known as rosettes. They innervate GrCs, GoCs and rosettes
UBCs. UBCs are excitatory interneurons innervating GoCs and GrCs
through mossy fibre-like dendrites called intrinsic mossy fibres [Diño
et al., 2000]. MF rosettes, GoC axonal terminations and GrC dend-
rites converge within glomeruli, tight synaptic structures where they glomeruli
are enclosed in a glial coat. Glomeruli facilitate spillover of neuro-
transmitters between neighboring release sites [Rossi and Hamann,
1998; DiGregorio et al., 2002]. Each glomerulus receives dendritic ter-
minals from 15-20 GrCs [Eccles et al., 1967], with each GrC contacting
2 to 7 glomeruli. This, combined with the branching of MFs, ensures
that each MFs contacts hundreds of GrCs [Fox et al., 1967], leading to
a highly divergent network organisation between MFs and GrCs.
granule cells Granule cells (GrCs) are the most abundant cell
in the vertebrate brain, their number being estimated to be ~1011 in
humans [Braitenberg and Atwood, 1958]. They are characterised by a
small cell body (5–6µm diameter in rat [Palay and Chan-Palay, 1974]).
Dendritic morphology of GrCs is remarkably well conserved across
animal species [Wittenberg and Wang, 2008]. They have a small num-
ber of short dendrites: in cats, Palkovits et al. [1972] reports 2 to 7
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dendrites, 4 on average, with more than 60% of cells having exactly 4.
Dendrites extend on average 13.59µm from the cell body, but seldom
(< 5%) more than 30µm and never more than 40µm. Each dendrite
receives synaptic input from a single mossy fibre [Eccles et al., 1967];
only 60% of dendrites form direct synaptic connections with Golgi
cell axon terminals [Jakab and Hámori, 1988]. Granule cells are elec-
trotonically compact [Silver et al., 1992, 1996]; their soma and dend-
rites are often modelled — as I do in subsection 2.2.1 — as a single
electrical compartment.
golgi cells Golgi cells (GoCs) are inhibitory GABAergic/glycin-
ergic interneurons. Their neurochemical properties have been linked
to the existence of distinct genetic subtypes, with mGluR2-positive
cells being almost exclusively dual (GABAergic and glycinergic) and
neurogranine-positive cells being either dual or exclusively GABAer-
gic [Simat et al., 2007]. They present a dendritic arborisation divided
in an apical part, ascending to the molecular layer, and a basolateral
part, confined to the granular layer. Their axonal plexus extends in the
granular layer, where it innervates numerous glomeruli (estimated to
be around 145, for a total of ~1500 contacted GrCs [Kanichay, 2008]).
GoCs receive excitatory input from mossy fibres onto their basolat-
eral dendrites [Kanichay and Silver, 2008] and from parallel fibres
onto their apical dendrites [Dieudonné, 1998; Palay and Chan-Palay,
1974]. Lugaro cells have been identified as a source of inhibitory in-
put for Golgi cells [Dieudonné and Dumoulin, 2000], together with
other populations (including molecular layer interneurons, Purkinje
cells via axon collaterals and Golgi cells themselves) where the ex-
perimental evidence is less clear [Larramendi and Lemkey-Johnston,
1970; Palay and Chan-Palay, 1974; Dumoulin et al., 2001; Hull and
Regehr, 2012]. Golgi cells are autorhythmic, and fire at about 8Hz in
anaesthetised rats [Vos et al., 1999] and in the 2–8Hz range in slices
in absence of excitatory inputs [Dieudonné, 1998; Forti et al., 2006],
going up to 50Hz following sensory stimulation during in vivo exper-
iments [Vos et al., 1999; Van Kan et al., 1993]. Golgi cells are inter-
connected through electrical synapses or gap junctions [Dugué et al.,
2009].
excitatory synaptic inputs to the granule cells Excit-
atory input to granule cells is mediated by activation of AMPARs
and NMDARs following glutamate release at intrinsic or extrinsic
mossy fibre terminals within the glomerulus [Silver et al., 1992, 1996].
The amplitude and time course of MF→GrC synaptic conductances
exhibit wide trial-to-trial variability and heterogeneity across indi-
vidual connections [Sargent et al., 2005]. In vivo recordings show that
MF activity presents diverse temporal activity modes, with MFs sig-
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nalling rapid discrete sensory events exhibiting high-frequency bursts
and relatively quiescent periods [Jörntell and Ekerot, 2006; Rancz
et al., 2007], while those that convey slower continuous sensory vari-
ables, such as joint angle and head velocity, typically fire continu-
ously at 10–100Hz [Van Kan et al., 1993; Arenz et al., 2008]. During
rate-coded input, the excitatory input is dominated by the buildup
of slow spillover-mediated AMPAR and NMDAR conductances [Di-
Gregorio et al., 2002; Nielsen et al., 2004; Schwartz et al., 2012]. The
spatial patterns of MF activation are also likely to be highly diverse.
Although, as discussed below, MF innervations of the GCL exhibit
a large-scale fractured map topology [Shambes et al., 1978], the MFs
that innervate an individual GC typically arise from different precere-
bellar nuclei [Huang et al., 2013]. This suggests that MF activity can
be spatially independent at the local scale, and that a key function of
the GCL is to combine information from different modalities. How-
ever, MF inputs onto individual GCs in vermal areas that encode limb
movement carry highly correlated signals [Jörntell and Ekerot, 2006].
inhibitory synaptic inputs to the granule cells Gran-
ule cells receive two types of inhibition: a tonic inhibitory component,
mediated by persistent activation of extrasynaptic GABAARs caused
by GABA released by glial cells [Farrant and Nusser, 2005; Lee et al.,
2010; Duguid et al., 2012], and a phasic component, mediated by syn-
aptic release of GABA from Golgi cells [Eccles et al., 1967] through
direct [Jakab and Hámori, 1988] or spillover-only [Rossi and Hamann,
1998] connections. Because Golgi cells are innervated through excit-
atory synapses by both mossy fibres and granule cells, the phasic
component provides feedforward [Kanichay and Silver, 2008] and
feedback [Cesana et al., 2013] inhibition. In the rate-coding regime,
neurotransmitter concentration dynamics at the Golgi to granule cell
synapse are dominated by slow buildup of GABA spillover [Rossi and
Hamann, 1998; Crowley et al., 2009; Ward, 2012]. On average, 3 dir-
ect GoC→GrC synaptic connections and 1 purely spillover-mediated
connection contribute to the inhibitory input of a granule cell [Ward,
2012].
1.3.2.2 The molecular layer
The molecular layer (ML) is located on top of the GCL, and contains
two types of interneurons, stellate cells (SC) and basket cells (BC). ML
and BC somata are interspersed between the dendritic trees of Purk- Purkinje cells
inje cells (PC), neatly organised in the sagittal plane, and the axonal
projections of GrCs, termed parallel fibres (PF), running along the
cerebellar folia orthogonally to the PC dendrites (Figure 3). Parallel
fibres form excitatory connections with PCs, BCs and SCs and the
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apical dendrites of GoCs extending in this layer, while BCs and SCs
inhibit PCs.
1.3.2.3 The Purkinje cell layer
Purkinje cell somata compose the output layer of the cortex. This layer
is the thinnest of the three, being only one cell body thick, and is
located between the other two (Figure 3). Purkinje cell axons consti-
tute the sole output of the cerebellar cortex. They project to the DCN
(where they form inhibitory synapses), except for those originating in
the flocculonodular lobe, that can also project to the vestibular nuc-
lei in the brain stem [FitzGerald and Folan-Curran, 2002]. Each PC
receives extensive synaptic contacts on its soma and proximal dend-
rites from a single climbing fibre (CF), the axonal projection of a neuron climbing fibres
in the inferior olive (IO).
1.3.2.4 Afferent and efferent connections
Even though the synaptic organisation detailed above is homogen-
eous throughout the cortex (with the variable spatial density of UBCs
[Mugnaini et al., 2011] being a notable exception), the cerebellum
is traditionally divided in three functional regions named after the
areas that most contribute to their inputs (see for example Kandel
et al. [2012], though this classification is disputed [Apps and Hawkes,
2009]):
• the vestibulocerebellum or archicerebellum, receiving inputs from
the vestibular nerve and projecting directly to the lateral vestibu-
lar nuclei, consists in the flocculonodular lobe, and is the most
primitive part of the cerebellum. Functionally, it is involved in
balance and eye movement control.
• The spinocerebellum or paleocerebellum consists of the vermis and
the paravermis. The former receives visual, auditory and ves-
tibular inputs as well as somatosensory inputs related to the
head and other proximal areas; it controls gaze, posture and
locomotion, projecting through the fastigial nucleus to cortical
and brain stem areas that govern proximal muscles. In an ana-
logous way, the latter is involved in limb control, receiving from
and projecting to related areas through the interposed nuclei.
• The cerebrocerebellum or neocerebellum consists of the lateral part
of the hemispheres. It receives inputs from cortical areas of
the cerebrum — mostly through the pontine nucleus — and
projects to the dentate nucleus. From here, the projections are
routed either to motor cortical areas through the thalamus or to
the red nucleus. These connections imply involvement in motor
planning, motor learning and eye movement; furthermore, the
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cerebrocerebellum is thought to be involved in higher cognitive
functions.
On a smaller scale, the cerebellar cortex is organised in a fractured
somatotopic map [Shambes et al., 1978; Voogd and Glickstein, 1998;
Apps and Garwicz, 2005] whereby each local area of the cortex is con-
nected in a loop with areas related to the same body region through
both its cortical or sensory afferents and its projections [Bostan et al.,
2013; Proville et al., 2014]. Beside this, cerebellar circuits also particip-
ate in an olivo-cortico-nuclear loop where Purkinje cells innervated
by CF originating in a specific region of the IO can inhibit a DCN
area innervating that same IO region [Chaumont et al., 2013].
1.3.3 Functional theories of the cerebellum
Since the first detailed and extensive anatomical accounts, the struc-
ture of the cerebellar cortex has been recognised as being remark-
ably regular, distinctively symmetrical and well conserved across an-
imal species [Golgi, 1885; Ramón y Cajal, 1889a,b; Ramón y Cajal,
1909]. This provided early inspiration for theories postulating the ex-
istence of a general “cerebellar algorithm” implemented consistently
throughout the organ to process incoming signals. The detailed elec-
trophysiological description of the cerebellar circuitry given by Ec-
cles et al. [1967], in conjunction with the knowledge accumulated in
decades of lesion experiments and observations [Dow and Moruzzi,
1958], spurred a wave of classic papers that built on top of the ori-
ginal idea of the cerebellum as a neuronal machine for motor control.
Marr [1969] and Albus [1971] proposed two similar schemes for mo-
tor learning centered around the idea of climbing fibres providing
teaching (error) signals to Purkinje cells. Ito [1970] analysed the cere-
bellum as a forward model from a control-theoretical standpoint. On
an independent track, Braitenberg [1961] popularised the idea of the
cerebellum as a timing device by considering the possible role of par-
allel fibres as delay lines. In the following decades, several schools of
thought formed around these proposals, evolving to accommodate an
ever-increasing body of experimental evidence including the discov-
ery of long-term synaptic plasticity in the cerebellum [Ito and Kano,
1982; Armano et al., 2000; Jörntell and Ekerot, 2002; Ruediger et al.,
2011; Gao et al., 2012] and encoding of motor error signals in CFs
[Kitazawa et al., 1998]. The internal model idea grew into a rich the-
oretical framework encompassing motor control as well as certain as-
pects of cognition [Wolpert et al., 1998; Ito, 2008]; at the same time, the
key role of cerebellar-like structures in reafferent sensory input can-
cellation in fish was demonstrated [Bell, 1981; Bastian, 1995; Sawtell,
2010; Kennedy et al., 2014]. Other features of the Marr-Albus theory
were developed to describe the cerebellum as an adaptive filter [Fujita,
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1982; Dean et al., 2010] or a bayesian state estimator [Paulin, 2005].
On a somewhat different direction, Kanerva [1988] recognised in the
cerebellar cortical circuitry a possible biological implementation of a
distributed random-access memory, while Braitenberg and colleagues
[Braitenberg et al., 1997] kept on incorporating new anatomical data
into the delay line theory. The timing idea, as a whole, was general-
ised into a more abstract “space-timing” version in the work by Pel-
lionisz and Llinas [1982], where the cerebellum was seen as providing
a metric tensor for a proposed representation, internal to the CNS, of
external space-time events. A role for the olivo-cerebellar system as a
temporal pattern generator was hypothesised and received some sup-
port on theoretical, experimental and modelling grounds [De Zeeuw
et al., 2011].
Following the conceptual distinction between computational and math-
ematical modelling proposed by Dayan [1994], the models described
above can be juxtaposed to the outcomes of a series of efforts en-
abled, since the end of the nineties, by the increased availability of
computing power [Maex and De Schutter, 1998; Medina and Mauk,
2000; Santamaria et al., 2007; Solinas et al., 2010; Vervaeke et al., 2010,
2012; Rössert et al., 2014]. In these “bottom-up” attempts at replicat-
ing specific functional properties of the cerebellar circuitry, numerical
simulations of detailed biophysical models were performed by incor-
porating selected structural elements in perfectly controlled (virtual)
experimental environments. While very useful, these efforts focused
mainly on reproducing low-level signal processing features of the net-
work, and had, at best, only weak links to the theoretical level. As of
today, despite the abundance of models — at all levels of abstraction
and biological detail — and the wealth of information, the research
community is still far from producing a unified vision of the connec-
tion between cerebellar anatomy and function.
1.3.4 Network structure and function in the granule cell layer
There are two aspects to the structural organisation of the granule
cell layer that make it particularly well suited for a study on network
determinants of function and dynamics. These are the peculiar, highly
divergent, organisation of the MF→GrC synapse at the glomerulus,
and the recurrent gap junction-mediated connectivity between Golgi
cells.
1.3.4.1 Expansion recoding in Marr-Albus theories
In the influential theory first formulated by Marr [1969], the cerebel-
lum is proposed to function as a hetero-associative memory, and in
particular as an exhaustive library of motor commands addressable
through representations of sensory and proprioceptive contexts (or
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situations in Marr’s terminology). This is proposed to enable efficient
motor learning and control.
More specifically, in this theory MFs are thought to provide PCs
with representations of sensory information through the highly di-
vergent MF→GrC→PC pathway. PCs integrate this information with
a teaching, or error, signal from the CFs. Hebbian learning at the
GrC→PC synapse — implemented through long term potentiation
(LTP) — enables PCs to conform with their firing to the content of
the teaching signal, memorising the desired response to each sens-
ory context they are presented with. Specific patterns of PC firing are
then supposed to have a direct effect in eliciting determinate motor
responses, and every movement is postulated to be representable as
a unique sequence of PC activation patterns. Once a particular move-
ment is memorised, whenever the sensory/proprioceptive situation
associated with it is recognised (following for example a conscious
command from the cerebral cortex), the cerebellum can autonom-
ously implement the precise sequence of movements needed to com-
plete it successfully, as long as at every instant the organism remains
in a recognisable sensory situation.
In Marr’s theory, the role of the granule cell layer is to pre-process
input patterns to increase their separation and sparseness. This pro-
cedure, termed expansion recoding in later literature, has the effect of expansion recoding
increasing the capacity of the associative memory implemented by
the cerebellum (see Albus [1971]; Tyrrell and Willshaw [1992]; but
also, more generally, Engel and Van den Broeck [2001] for the math-
ematical techniques used to derive results on the capacity of abstract
neural networks). It is made possible by the highly divergent syn-
aptic organisation of the MF→GrC synapse, providing expansion of
the incoming signals into a higher-dimensional code, and by the feed-
forward and feed-back inhibition provided by Golgi cells, whose role
is to act as dynamic gain modulators keeping the overall activity in
the GrC population more sparse than that in the afferent mossy fibres.
Furthermore, molecular layer interneurons set a dynamic activation
threshold on Purkinje cells to prevent them from being activated by
subsets of the patterns they’re intended to respond to [Marr, 1969;
Tyrrell and Willshaw, 1992].
As mentioned in subsection 1.1.1, Albus [1971] better formalised
the theory within the mathematical framework of abstract neural net-
works by modeling the cerebellum as a perceptron. Importantly, he
suggested learning to be mainly based on LTD instead of LTP, and
to exists at the synapses that parallel fibres form with molecular
layer interneurons as well as at those they form with Purkinje cells.
Experimental confirmation of the former prediction [Ito and Kano,
1982] was fundamental in establishing the “Marr-Albus” (or “Marr-
Albus-Ito”) theory as one of the most popular within the research
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community (the latter prediction, too, received experimental support,
but only 30 years later by Jörntell and Ekerot [2002]). Even though
other aspects of cerebellar physiology or function were studied in
depth that do not fit in the Marr-Albus picture (see, for example,
Schonewille et al. [2011] and De Zeeuw et al. [2011]), further exper-
imental evidence and theoretical work have kept it relevant in the
following decades [Tyrrell and Willshaw, 1992; Kitazawa et al., 1998;
Schweighofer et al., 2001; Brunel et al., 2004; Ito, 2006].
1.3.4.2 Oscillatory activity in the GCL, GoC synchrony and desynchron-
isation
In vivo experiments have provided evidence of local field potential
oscillation in the granule cell layer in the theta band (8Hz, in rodents)
[Hartmann and Bower, 1998; O’Connor et al., 2002; Roš et al., 2009;
Dugué et al., 2009] and beta (13–18Hz, in monkeys) band [Pellerin
and Lamarre, 1997]. No consensus has been reached yet on the func-
tional relevance of the oscillations; however, the presence of an os-
cillatory rhythm has been proposed to play a role in gating the in-
formation flow within the granule cell layer and the olivo-cerebellar
loop [D’Angelo et al., 2009] and in establishing communication links
with other brain areas, preparing the system for the execution of
movements [Hartmann and Bower, 1998; Courtemanche and Lamarre,
2005]. Indeed, GCL oscillations have been shown to be phase locked
with LFPs in somatosensory and motor cortices; behaviourally, they
are associated with a “quiet wakefulness” state, rapidly disappear-
ing upon initiation of a movement [Pellerin and Lamarre, 1997; Hart-
mann and Bower, 1998; Courtemanche et al., 2002].
Golgi cells are known to fire in phase with GCL oscillations [Dugué
et al., 2009]. In fact, synchrony of GoC activity is thought to be the
main dynamical substrate of the oscillations [Dugué et al., 2009; Ver-
vaeke et al., 2010]. Synchronous GoC activity, itself, is thought to
be enabled by electrical coupling between GoCs, although oscillat-
ory synaptic input may play a role [Hartmann and Bower, 1998; Vos
et al., 1999] and the MF→GrC→GoC feedback loop has been shown
to give rise to synchrony in large scale models of the granule cell
layer [Maex and De Schutter, 1998]. Indeed, electrical coupling en-
hances synchrony within neuronal populations by exerting an equal-
ising influence on the membrane potentials of coupled cells, and gap
junctions are known to play an important role in establishing syn-
chronous activity in several brain areas (see for example Galarreta
and Hestrin [1999]; Beierlein et al. [2000]; Deans et al. [2001]; Traub
et al. [2001]). On the other hand, in vivo experiments have shown
that gap junctions can also enable rapid desynchronisation follow-
ing a temporally precise mossy fibre input [Vervaeke et al., 2010];
simulations of a biologically detailed network model have suggested
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this phenomenon to rely upon features of the network connectivity
structure such as the heterogeneity of synaptic strengths [Vervaeke
et al., 2010]. Indeed, the interplay between electrical connectivity, cell
heterogeneity and the stability of the synchronous activity state has
been investigated with analytical methods in a fully connected net-
work model [Ostojic et al., 2009], but a mechanistic explanation of the
network determinants of Golgi cell synchrony and desynchronisation
in a realistic network model is still lacking.
1.4 aims and outline of this study
In this study, I investigated the relationship between network struc-
ture and function in the granule cell layer by focusing on the two
themes presented above.
In chapter 3, I discuss an analysis of how spatial constraints —
such as the extent of GrCs and GoC dendrites, the geometry of the
GCL and the rules governing the spatial distribution of Golgi cells —
affect network statistics within the GCL. Furthermore, I use this ana-
lysis to make a prediction — later verified by experiments — on the
individual nature of electrical contacts between Golgi cells. chapter 5
shows, using an experimentally constrained spiking GCL network
model I built, that the organisation of synaptic connectivity at the
glomerulus governs the trade-off between information transmission
and sparsification of incoming signals in the GCL. In the light of
the Marr-Albus theories of cerebellar function, this suggests a link
between the functional role of the network and the strong evolution-
ary conservation of the anatomy of the cerebellar GCL. Finally, in
chapter 4 I investigate the robustness of the synchronous activity state
of the gap junction-mediated Golgi cell network. Using simulations of
a biophysically detailed model of the network, I dissected the contri-
butions of different network-structural aspects to synchrony robust-
ness; in particular, I showed that a local organisation of connectiv-
ity — an element omitted from earlier systematic investigations —
is the key to enabling desynchronisation of network activity. Details
about the methods and the tools I used and developed to carry out
the present study are given in chapter 2, while chapter 6 contains
a general discussion of its significance in the context of the existing
research literature.
2
M E T H O D S
2.1 statistical modelling of the golgi cell gap-junction
network
2.1.1 Exploratory second-order analysis of the spatial distribution of cere-
bellar Golgi cells
Raw experimental data consisted in pictures, like the one in Figure 4,
taken in immunostaining experiments from thin (30µm) transverse
sections of the cerebellum in 5 adult (P45) mice. Sections were about
5µm thick. Each section was imaged separately; the resulting pic-
tures were divided in groups of 5, which were then superimposed
to give images like that in Figure 4. This procedure yielded about 30
sequential pictures for each animal. Golgi cells were immunolabelled
for GlyT2 (green) and neurogranin (blue), and Purkinje cells were
labelled with aldolase C (red) to mark the position of zebrin bands
[Brochu et al., 1990]. The position and the subtype (GlyT2-positive,
neurogranin-positive, or mixed) of all identifiable Golgi cells was
manually recorded for each slice by Jean-Luc Dupont (INCI-CNRS,
Strasbourg, France). The boundary of the granule cell layer in each
cerebellar lobule was defined using the Purkinje cell line and the bot-
tom of the granule cell layer itself as anatomical landmarks. In the fol-
lowing, I assume that the “stacked slices” represented in each picture
are thin enough to be considered two-dimensional for the purpose of
computing inter-cell distances. In other words, I will study the distri-
bution of inter-cell distances as a purely two-dimensional problem in
the transverse plane.
To analyse the correlations between the positions of individual
Golgi cells I resorted to the statistical theory of spatial point patterns spatial point
patterns[Illian et al., 2008; Diggle, 2013]. I treated every section of the GCL vis-
ible in each slice (one for each cerebellar lobule in the picture) as an
instance of a second-order intensity-reweighted stationary process [Bad-
deley et al., 2000]. This means that I allowed for the mean density
of the cells to vary in space, while expecting the second-order struc-
ture to be isotropic and homogeneous after accounting for the spatial
variations in intensity (see below).
In the following subsection, I recall briefly a few basic definitions
from the theory of spatial point processes; for a detailed explanation,
see for example Illian et al. [2008] and Møller and Waagepetersen
[2007].
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Figure 4: Immunostaining of cerebellar Golgi and Purkinje cells. Green: GlyT2.
Blue: neurogranin. Red: aldolase C. Data kindly provided by Jean-Luc Dupont
(INCI-CNRS, Strasbourg, France).
2.1.1.1 Second-order intensity-reweighted stationary spatial point processes
For a spatial point pattern defined in an unbounded d-dimensional
volume, let p1(x) = λ(x)dx be the probability that there is a point
in the infinitesimal disc (d-dimensional sphere) centred around x. We
call λ(x) the intensity function or point density function of the process. In
the same way, let p2(x,y) = ρ(x,y)dxdy be the probability of finding
one point in the infinitesimal volume centred at x and one point in
the infinitesimal volume centred at y. Note that this implies that the
conditional probability of finding a point in y given that there is a
point in x is
p(y|x) = p2(x,y)/p1(x) = λ(x)−1ρ(x,y)dy (2.1)
Consider now the function
g(x,y) :=
ρ(x,y)
λ(x)λ(y)
(2.2)
(with g(x,y) = 0 if λ(x)λ(y) = 0). If g(x,y) depends only on the dis-
tance between x and y, that is g(x,y) = g(|x−y|) =: g(r), then we call
g the (inhomogeneous) pair correlation function of the process and we
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say that the process is second-order intensity-reweighted stationary [Bad-
deley et al., 2000]. For this type of process, we can write Equation 2.1
as
p(y|x) = λ(y)g(|x− y|)dy (2.3)
where the dependence on the position now only appears through
λ(y). Intuitively, we can interpret this by saying that the spatial in-
homogeneities in a second-order intensity-reweighted stationary pro-
cess are entirely “explained” by the spatial dependency of the intens-
ity function λ(x).
To get a better understanding of the meaning of g, let’s consider
a stationary process, where λ(x) ≡ λ for all x. In this case, for any y stationary process
Equation 2.3 becomes
p(y|x) = λg(|x− y|)dy (2.4)
which means that λg(|x − y|)dy is the probability of finding a further
point in an infinitesimally small disc of area dy at a distance |x− y| from
any point x. In the literature, λg(r) is also called Palm intensity function Palm intensity
function[Illian et al., 2008] or o-ring statistic [Wiegand and A. Moloney, 2004].
o-ring statisticIn the case where the positions of the points are independent,
ρ(x,y) = λ(x)λ(y)
and
g(r) = 1 ∀r > 0
It is then clear why the pair correlation function is very useful in
statistical testing of interactions between the points of an observed
process.
2.1.1.2 Details of statistical analysis
Estimating g(r) requires knowing or estimating λ(x) for the process
being analysed. Estimating both functions from a single instance of an
inhomogeneous point pattern is problematic [Baddeley et al., 2000].
For each data sample, I therefore computed λ(x) with the “leave-one-
out” kernel smoother described in Baddeley et al. [2000] to control
unwanted biases (but see subsubsection 2.1.1.3 for a discussion of re-
maining issues and of possible strategies to deal with them). As we
assume isotropy, as an estimator for g we use that given in Illian et al.
[2008] and implemented in the R package spatstat1 [Baddeley and
Turner, 2005] with the isotropic edge correction by Ripley [1979] (in-
cidentally, this means applying methods for the analysis of stationary
1 http://www.spatstat.org/
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(“infinite”) point patterns to a series of finite point patterns, as if the
Golgi cell population extended indefinitely beyond the lobule bound-
aries). This yields an estimate gˆi(r) for each lobule slice i. Following
Illian et al. [2008], for each value of r we can then aggregate these es-
timates by taking the average of the gˆi(r), weighted by the isotropised isotropised set
covarianceset covariance γ(Wi) (or rotation average of the set covariance; see Ohser
and Mücklich [2000]) of the observation window Wi defined by the
anatomical boundaries of the ith lobule:
gˆ(r) =
∑
i γ(Wi)gi(r)∑
i γ(Wi)
(2.5)
computation of confidence bands for g(r) Following Dig-
gle [2013] and Webster et al. [2006], I estimated the sampling variance
of g by the bootstrap method [Efron and Tibshirani, 1994] using the boot bootstrap method
R package. For the bootstrap procedure, I performed sampling with
replacement from the pool of estimated values for g, and constructed
a confidence interval for gˆ with the BCa method [Efron, 1987].
2.1.1.3 Future extensions and refinements of the approach
Even when using the leave-one-out kernel estimator mentioned above,
estimating both λ(r) and g(r) for each data sample can lead to un-
desirable statistical biases, especially in the case of a process exhib-
iting spatial regularity [Baddeley et al., 2000; Illian et al., 2008]. This
is a similar problem to that tackled by Webster et al. [2006], one of
the few examples in the literature of a second-order analysis of rep-
licated spatial patterns. In that work, a solution was found by re-
gistering all data in a common frame of reference through a rigid
transformation and estimating λ on the pooled data, using this com-
mon global estimate in the calculation of the second order statistics
for each data set. In our case, unfortunately, the variability of the
shape of the GCL across slices, cerebellar lobules and animals pre-
vents us from following the same approach. On the other hand, the
large-scale organisation of the spatial density of Golgi cells is thought
to be very consistent throughout the cerebellar cortex if described in
the frame of reference provided by zebrin bands [Valera et al., 2012].
This suggests one way of improving the statistical soundness of the
analysis above: define a set of “zebrin coordinates”, giving the posi-
tion of each cell as its location relative to the zebrin band it is located
in, pool all data in this common coordinate system, perform the es-
timation for λ on the pooled data and then pull this estimate back
into the original coordinate system associated to each data set with
the appropriate geometrical transformation. We note that this “ana-
tomical atlas” approach [Wager et al., 2004] can be more technically
challenging than the rigid registration procedure used by Webster
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et al., as the transformation to be operated between the original and
the zebrin coordinates is in general nonlinear [Dupont et al., 2015].
The increased accuracy afforded by such an improved statistical ana-
lysis, tough, would allow for a meaningful comparison with a better
null model than a completely random spatial process, taking for ex-
ample into account the finite size of Golgi cell somata [Geurts et al.,
2001].
2.1.2 Estimation of network-structural characteristics from paired record-
ing data
I detail here the structural Golgi network model used in section 3.2.
In an effort to simplify as much as possible what we know from ana-
tomical and functional measurements while still capturing the sali-
ent traits of the network, I will initially disregard the effect of the
spatial correlations discussed in subsection 2.1.1, considering them
separately only at the end of this Subsection.
2.1.2.1 Connection probability model
In Vervaeke et al. [2010], the spatial dependence of the cell connection
probability is modelled in the following way: if two cells n and m
are located at an intersomatic distance r from each other, then the
probability that they are connected is
pVc (r) =
−17.45+ 18.36
exp
(
r−267µm
39µm
)
+ 1
 · θ(r˜− r) (2.6)
where
r˜ = 39µm · ln
(
18.36
17.45
− 1
)
+ 267µm (2.7)
and θ(x) is the Heaviside step function. Unfortunately, this functional
form is not very amenable to analytical manipulation, so I fitted the
data published in the paper with a better behaved Fermi function-like
expression:
pc(r)
.
= p
(
n and m connected
∣∣‖rn − rm‖ = r)
=
a
e(r−r0)/∆ + 1
(2.8)
The results of the fit are illustrated in Figure 5, and the corresponding
values for the parameters are given in Table 1.
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Figure 5: Spatial dependence of pairwise connection probability in Golgi cells.
Blue: experimental data from Vervaeke et al. [2010]. Green: pVC(r), Equa-
tion 2.6. Red: pc(r), Equation 2.8. Note that no experimental data is avail-
able for cell pairs located at a distance smaller than 20 µm.
Parameter Value
a 0.8223
r0 125.5 µm
∆ 19.78 µm
L 80 µm
λ 4607mm−3
Table 1: Parameter values for the the structural Golgi cell network model.
See main text, Equation 2.8 and Equation 2.9.
2.1.2.2 Derivation of the degree distribution for the structural Golgi net-
work model.
Consider a population of cells within an infinitely extended layer of
thickness L (the granule cell layer). To a first approximation, assume
that the cell positions are independently distributed with constant
spatial density λ. This can be seen as the limit forN,V →∞ of a finite
population of N cells uniformly distributed in a cylindrical region of
volume V with radius R and height L, taken in such a way that the
spatial cell density λ remains constant:
N
V
=
N
piR2L
≡ λ (2.9)
Experimental estimates for L and λ are given in Vervaeke et al. [2010],
and are reported in Table 1.
Let R(N,V ; r) be the function that, for the finite-size network, gives
the number of cells at a distance r from a given point in space, aver-
aged over all possible points taken with uniform probability within
the cylindrical volume V. R(N,V ; r) is a radial distribution function radial distribution
function
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(RDF), as defined in the cristallography literature [Kodama et al.,
2006]. As we assume that the cell positions are independent of each
other, though, averaging over all possible points within the cylinder
is equivalent to averaging over all possible cell positions. The number
of cells at a distance r from a given cell - be it cell number n - is then
on average
N− 1
N
R(N,V ; r)
and the probability of having a specific cell - be it cell number m - at
a distance r from cell n is
p
(‖rn − rm‖ = r) = 1
N− 1
N− 1
N
R(N,V ; r) =
R(N,V ; r)
N
We can then use Equation 2.8 to work out the probability that cell n
and cell m are connected, averaged over their positions:
p(n↔ m) =
∫
r
p
(
n↔ m ∣∣‖rn − rm‖ = r)p (‖rn − rm‖ = r)dr
=
1
N
∫
r
pc(r)R(N,V ; r)dr
.
=
β
N
But this doesn’t depend on our choice of n and m, so we can say
that β/N is the probability for any given pair of cells to be connected. Con-
sequently, the probability for any given cell to be connected to k other
cells and not to the remaining N− 1− k is(
β
N
)k(
1−
β
N
)N−1−k
.
But since there are
(
N−1
k
)
ways of choosing those k cells, the probabil-
ity for any cell to be connected to k other cells (or, in graph-theoretical
terminology, the probability for any cell to have degree k in the GJ-
mediated network) is
p(deg = k) =
(
N− 1
k
)(
β
N
)k(
1−
β
N
)N−1−k
(2.10)
Now, we don’t attempt to explicitly solve β as a function of our
model’s parameters, but if we define
α
.
= lim
N,V→∞β = limN,V→∞
∫
r
pc(r)R(N,V ; r)dr
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Figure 6: Density of neighbours in the structural Golgi cell network model,
i.e. pc(r)Rsheet(λ,L; r) for the experimentally constrained values of the para-
meters given in Table 1.
where the limit is taken at constant λ, then
α =
∫
r
pc(r)Rsheet(λ,L; r)dr
where Rsheet(λ,L; r)
.
= limN,V→∞ R(N,V ; r) is the RDF of an infinite
sheet of thickness L and density λ. We can also say that, for the typ-
ical cell of the network, pc(r)Rsheet(λ,L; r) is the density of connected
neighbours located at a distance r (Figure 6). Under some relatively
mild assumptions, α can be calculated analytically (see below, sub-
subsection 2.1.2.3) to give
α = aλ(Lpir20)
[
1+
pi2
3
(
∆
r0
)2
−
1
6
(
L
r0
)2]
(2.11)
and in our case, for the estimates given above for a, r0 and ∆ we have
α ' 15 (2.12)
We can then calculate the degree distribution for an infinite net-
work by noting that (2.10) is a binomial distribution with β/N as the
probability of success parameter and N− 1 as the repetitions parameter.
It follows that, in the infinite limit, α = limN,V→∞ β is the mean degree
and the degree distribution is Poisson:
p(deg = k) =
e−ααk
k!
(As a general remark, any spatial network with a connection probab-
ility that falls off sufficiently fast with distance and with uncorrelated
edges is going to have a Poisson degree distribution in the infinite
limit.)
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It’s worth noting that, apart from the change in the definition of
pc from Equation 2.6 to Equation 2.8, these results follow directly
from the same assumptions that have been made for the connectivity
model in Vervaeke et al. [2010].
Interestingly, all the parameters in my approach have a natural in-
terpretation in terms of the model: r0 is a “base” connection radius,
a is the pairwise connection probability between cells that are within
a distance of r0, ∆ is the width of the region where the connection
probability trails off from a to 0, and the two squared factors in Equa-
tion 2.11 tell us how much the “softness” of the connection radius and
the finite thickness of the layer, respectively, modify the total number
of connections from the case where pc(r) is a step function and the
layer is two-dimensional.
2.1.2.3 Calculation of the average degree α
As shown above, the average degree for an infinite network can be
expressed as
α =
∫
r
pc(r)Rsheet(λ,L; r)dr
=
∫+∞
0
aRsheet(λ,L; r)
1
e(r−r0)/∆ + 1
dr
(2.13)
where Rsheet(λ,L; r) is the radial distribution function of an infinite
sheet of density λ and thickness L. The last integral in Equation 2.13
is — unsurprisingly — reminiscent of some expressions found in the
Fermi gas theory, and we are going to borrow from there the follow-
ing integration technique.
Consider, first of all, the functional form of f(r) .= 1/(e(r−r0)/∆+ 1).
For ∆ → 0, f tends to a step function, and if ∆  r0 (which would
correspond, in the Fermi gas theory, to the “low temperature” T  TF
condition) we know that f ′(r) 6= 0 only where r ' r0.
Now, for any integrable function g = g(r), if we define
G(r)
.
=
∫r
0
g(r ′)dr ′
we have, keeping in mind that G(0) = 0 and f(+∞) = 0,
I
.
=
∫+∞
0
g(r)f(r)dr
=
[
G(r)f(r)
]+∞
0
−
∫+∞
0
G(r)
df
dr
dr
= −
∫+∞
0
G(r)
df
dr
dr
(2.14)
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We now expand G(r) in Taylor series around r0:
G(r) = G(r0) + (r− r0)G
′(r0) +
1
2
(r− r0)
2G ′′(r0) + . . . (2.15)
Since f ′(r) ' 0 only for r ' r0, only the first terms of this expansion
contribute to the integral in (2.14), but for the time being we keep the
full expression. Substituting (2.15) into (2.14) we get
I =
∞∑
n=0
∆nIn
d(n)G
dr(n)
∣∣∣∣∣
r0
(2.16)
where
In =
1
n!
∫+∞
0
(
r− r0
∆
)n
f ′(r)dr
=
1
n!
∫+∞
0
(
r− r0
∆
)n
e
r−r0
∆(
e
r−r0
∆ + 1
)2 dr∆
=
1
n!
∫+∞
−r0/∆
xn
ex
(ex + 1)2
dx
=
1
n!
∫+∞
−r0/∆
xn
4 cosh2(x/2)
dx
' 1
n!
∫+∞
−∞
xn
4 cosh2(x/2)
dx
(2.17)
where we have performed the change of variables x .= (r− r0)/∆, and
extended the lower limit of integration to −∞ by using the fact that,
if ∆  r0, only the region where x ' 0 contributes to the integral.
The integrand in (2.17) is even when n is even and odd when n is
odd, so we can immediately see that In = 0 when n is odd. On the
other hand, when n is even, observing that∫
1
4 cosh2(x/2)
dx = −
1
1+ ex
+C
where C is an arbitrary constant, and integrating by parts, we get
In ' 1
n!
∫+∞
−∞
xn
4 cosh2(x/2)
dx
=
2
n!
∫+∞
0
xn
4 cosh2(x/2)
dx
= −
2
n!
[
xn
1+ ex
]+∞
0
+
2
(n− 1)!
∫+∞
0
xn−1
1+ ex
dx
=
2
(n− 1)!
∫+∞
0
xn−1
1+ ex
dx
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but remembering the following integral representation of the Riemann
Zeta function (see the DLMF at http://dlmf.nist.gov/25.5.3)
ζ(s) =
1(
1− 21−s
)
Γ(s)
∫+∞
0
xs−1
1+ ex
dx
and substituting Γ(n) = (n− 1)! as n is an integer, we get
In '
2
(
1− 21−n
)
ζ(n) n even
0 n odd
In particular, I0 = 1 and I2 = pi2/6. As we stated above, it’s now
possible (again by using ∆  r0) to approximate the Taylor series in
Equation 2.16 by arresting it at order n = 2. We then get
I =
∫+∞
0
g(r)f(r)dr ' G(r0) +∆2pi
2
6
G ′′(r0) (2.18)
Finally, to perform the integral in Equation 2.13 we set
g(r) = aRsheet(λ,L; r)
An expression for Rsheet(λ,L; r) is given in Kodama et al. [2006], and
we report it here:
Rsheet(λ,L; r) =
λ ·
(
4pir2 − 2piL r
3
)
r 6 L
λ · 2piLr r > L
This implies that
G(r) =
∫r
0
aRsheet(λ,L; r ′)dr ′
=

aλ
(
4
3pir
3 − pi2Lr
4
)
r 6 L
aλ
[(
4
3pi−
pi
2
)
L3 + piLr2 − piL3
]
r > L
=
aλ
(
4
3pir
3 − pi2Lr
4
)
r 6 L
aλ
(
piLr2 − pi6L
3
)
r > L
so that
G(r0) =
aλ
(
4
3pir
3
0 −
pi
2Lr
4
0
)
r0 6 L
aλ
(
piLr20 −
pi
6L
3
)
r0 > L
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and
G ′′(r0) =
aλ
(
8pir0 −
6pi
L r
2
0
)
r0 6 L
aλ2piL r0 > L
Note that G(r) is smooth up to the second derivative, but d
3G
dr3 is dis-
continuous in L. This, strictly speaking, means that we don’t expect
the Taylor expansion to hold for all r, but we are still fine as long
as the region that dominates the integral in Equation 2.14 does not
contain L.
By plugging the values for G(r0) and G ′′(r0) in Equation 2.18, we
get for r0 > L
α = aλ
[
piLr20 −
pi
6
L3 +∆2
pi3
3
L
]
= aλ(Lpir20)
[
1+
pi2
3
(
∆
r0
)2
−
1
6
(
L
r0
)2] (2.19)
a note on the approximations . For the sake of clarity, we
sum up the approximations and assumptions we had to made to
reach an analytical result for the average degree α:
• we used Equation 2.8 instead of Equation 2.6;
• we assumed that the shoulder of the Fermi function was steep
enough to put us in the “low temperature” regime;
• we assumed that the Taylor expansion (2.15) is valid for all r in
the region that contributes to the integral in Equation 2.14.
The first assumption means approximating the existing model for
pc(r) with a more convenient one, while the second and the third
are choices we had to make to perform analytically the integral in
Equation 2.14. Overall, they seem like reasonable things to do, as
confirmed by the fact that we can get very similar results (less than
0.3% difference on the estimate for α) by numerical integration, which
sidesteps the formal difficulties.
2.1.3 Effect of small scale regularity of cell positions on average degree
In subsection 2.1.1 and subsection 3.2.1 I discuss how the spatial or-
ganisation of Golgi cells shows regularity below the 30µm scale when
analysed in two dimensions in the transverse plane. In three dimen-
sions, if we assume the positions of the cells to follow an intensity-
reweighted stationary process, we can expect the same regularity to
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Figure 7: Density of neighbours in the structural Golgi cell network model,
modified to take into account small scale spatial regularity below a “hard-core
distance” r1 = 25 µm. The average degree corresponds to the area under the
curve. Compare with Figure 6.
hold. The simplest possible way of modelling its effect on the con-
nectivity statistics of the 3D network is to approximate the spatial
process describing Golgi cell positioning as a three-dimensional hard- hard-core process
core process, that is to consider the cells to be placed completely at
random as long as their reciprocal distances are always greater than
the hard-core distance r1, which we set at 25µm. For simplicity, we
imagine the process to extend in the whole three-dimensional space,
but we still consider the infinite layer of thickness L as the volume
of interest within which we compute the connectivity properties of
the network. Under these assumptions, we can make a back-of-the-
envelope estimation of the effect of the small-scale regularity in Golgi
cell positions by modifying the RDF defined above as follows:
Rsheet(λ,L; r) −→ Rsheet(λ,L; r)θ(r− r1)
where θ(r) is the Heaviside step function.
The effect of this modification on the average degree of the network
can be computed analytically, and turns out to be very small (< 2%).
The reason for this is illustrated in Figure 7: for the typical cell, most
neighbours are located at distances much larger than 25µm, so ex-
cluding the r < 25µm region doesn’t significantly alter their number.
2.2 mathematical modelling of cells and synaptic mech-
anisms in the gcl
To investigate the MF→GrC and GoC→GoC networks in the granule
cell layer I have relied upon numerical simulation of neuronal activity.
In this section I will discuss in detail the mathematical models of cell
and synaptic dynamics I built and used. All single cell or synaptic
models were developed in LEMS/NeuroML [Cannon et al., 2014],
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and are available on the Open Source Brain [www.opensourcebrain.
org; Gleeson et al., 2012]. Some of the descriptions in this section are
adapted from those I wrote for Billings et al. [2014].
2.2.1 Granule cell
I built a simple conductance-based integrate-and-fire model of the
cerebellar granule cell, based on data published in Rothman et al.
[2009], Seja et al. [2012] and Schwartz et al. [2012] and conforming to
the IafRefCell2 component type definition in the NeuroML2 schema
[Cannon et al., 2014]. During a simulation, the membrane voltage
evolves according to
−Cm
dV
dt
= Gm · (V − Em) +GGABAR · (V − EGABAR)+
+
d∑
i=1
GAMPAR(i; t) · (V−EAMPAR)+b(V) ·
d∑
i=1
GNMDAR(i; t) · (V−ENMDAR)
(2.20)
where Cm is the membrane capacitance, Em the reversal potential of
the membrane leak conductance Gm, GGABAR and EGABAR the GABAR-
mediated conductance and reversal potential,GAMPAR(i; t) andGNMDAR(i; t)
the AMPAR and NMDAR-mediated conductances induced by syn-
aptic stimulation from the mossy fibre innervating the ith dendrite,
EAMPAR and ENMDAR the AMPAR and NMDAR reversal potentials, and
b(V) the NMDAR Mg2+ unblock function defined above. Upon V
reaching the threshold value Vt a spike is emitted, and V is then
clamped to the reset potential Vr for a refractory interval τr. All syn-
aptic conductances are discussed in detail below, while values and
experimental provenance for all parameters in the model are repor-
ted in Table 2.
To give an idea of the input-output transformation properties of
the GrC model when coupled to the synaptic conductance models de-
cribed below, Figure 8 reports its rate-coded input-output curve and
output autocorrelation as computed from simulations with a varying
number of Poisson synaptic inputs.
2.2.2 Golgi cell
Some of the analyses I did required simulating the gap junction net-
work formed by cerebellar Golgi cells [Dugué et al., 2009; Vervaeke
et al., 2010]. To achieve this, it is important to model cell morphology
to a sufficient level of detail to allow for realistic filtering of synaptic
2 http://www.neuroml.org/NeuroML2CoreTypes/Cells.html#iafRefCell
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Figure 8: (Adapted from Billings et al. [2014]) Input-output properties of
an integrate-and-fire GrC model. A: rate-coded input-output curve for the
granule cell (GrC) model with a variable number of mossy fibre (MF) synaptic
inputs per GrC. B: autocorrelation of the spiking GC model output (with 4
synaptic inputs) for 2, 3 or 4 active inputs (the case of 1 active input is not
shown as the resulting firing rate is very low). Active inputs have a mean
rate of 80Hz, inactive inputs have a mean rate of 10Hz. Red line: constant
value of the autocorrelation of a Poisson point process with the same mean
rate. Green area: 30ms time window.
currents by the dendritic tree and spatial distribution of gap junc-
tions on the cell [Vervaeke et al., 2012]. This is precisely what the
models published in Vervaeke et al. [2012] have been designed for,
building upon previous work on modelling the properties of Golgi
cell electrophysiology [Solinas et al., 2007] by including highly de-
tailed morphological information obtained through immunofluores-
cence and standard light microscopy. Unfortunately, the thousands of
compartments that make up these models (up from 5 compartments
in Solinas et al. [2007]) also make them very demanding from a com-
putational standpoint, and impractical for running large numbers of
network simulations. To alleviate this issue, I built and published3 a
reduced-morphology version of one of them (called 210710_C1 in the
codebase associated with Vervaeke et al. [2012]), using the very min-
imum number of segments that allowed for realistic dendritic filtering
and gap junction placement. Remarkably, the model affords all this in
just 10 compartments - the same order of complexity as the original
model in Solinas et al. [2007].
The behaviour of the reduced morphology model matches well that
of 210710_C1 under several metrics (Figures 9 and 10). In particular,
the effect of dendritic filtering is well approximated for subthreshold
activity (Figure 9b) as well as for spiking properties (Figures 9d, 10).
3 http://opensourcebrain.org/projects/golgi-cell-reduced-morphology-eugenio-piasini
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Figure 9: Comparison between the reduced morphology Golgi cell model I
realised, the 210710_C1 model in Vervaeke et al. [2012] and the original
five-compartment model in Solinas et al. [2007]. a: Model morphologies visu-
alised on the Open Source Brain. b: Dendritic attenuation of synaptic inputs,
measured by simulating a synaptic input on a dendrite at 200 µm from the
soma and taking the ratio of the peak current response at the soma and at
various points located at different distances along the dendrite. Circles: sim-
ulation results. Solid lines: exponential fits for the space dependency of the
attenuation, giving space constants λ. Note that the fits are almost identical.
c : Voltage response to current injection, after blocking Na channels, for cell
models embedded in a network with connectivity given by the rules in Ver-
vaeke et al. [2012] (solid lines) or Vervaeke et al. [2010] (dashed lines). d :
F-I relationships. Inset: detail of the transition from quiescence to firing. e:
input-output relationships for apical (ap) or basolateral (bl) Poisson synaptic
stimulation.
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Figure 10: Rate-based input-output comparison of Golgi cell models embed-
ded in a network. Following the analysis presented in figure 3E in Vervaeke
et al. [2012], I simulated a network of 45 cells, 15 of which are stimulated
with 30 independent Poisson synaptic inputs each, randomly distributed on
the apical (left panel) or basolateral (right panel) dendrites. Solid lines: cells
undergoing direct stimulation. Dashed lines: all other cells. The connectivity
rules for the network were the same as in Vervaeke et al. [2012]. Shadowed
region indicates variability within the network (± one standard deviation).
2.2.3 Mossy fibre to granule cell synapse
The mossy fibre to granule cell synaptic model was built from pub-
lished experimental data Sargent et al. [2005]; Rothman et al. [2009];
Schwartz et al. [2012]. The total synaptic conductance G, as a function
of time and of the history of synaptic events, is defined as the sum
of an AMPAR-mediated component GAMPA and an NMDAR-mediated
component GNMDA, defined below.
derivation of synaptic model parameters from experi-
mental data Estimates for the parameters for the synaptic wave-
form shape and plasticity mechanisms were recomputed from the
experimental data published in Rothman et al. [2009] with a particle
swarm optimization algorithm [Deb and Padhye, 2010] implemented
using the inspyred framework4. Parameters for the Mg2+ block mech-
anism were set to the values published in Schwartz et al. [2012]. An
example of the fit of the model to the data is shown in Figure 11.
4 https://pypi.python.org/pypi/inspyred
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Figure 11: (Adapted from Billings et al. [2014]) Models of the AMPAR- and
NMDAR- mediated components of the MF to GrC synapse. A: Fit of the
short-term plasticity model (red) of the AMPAR component to a 100 Hz
synaptic conductance train obtained from experiments (gray). B: Same as
for A but for the NMDAR component and an 80 Hz synaptic conductance
train. Inset: voltage dependence of NMDAR conductance.
2.2.3.1 AMPAR-mediated synaptic waveform
The total AMPAR conductance component arising from a single MF
spike through direct quantal release and glutamate spillover is given
by
GAMPA = pAMPA,d · gAMPA,d + pAMPA,s · gAMPA,s
where
gAMPA,d =
2∑
i=1
a
(AMPA,d)
i
(
e−t/ρ
(AMPA,d)
− e−t/δ
(AMPA,d)
i
)
gAMPA,s =
3∑
i=1
a
(AMPA,s)
i
(
e−t/ρ
(AMPA,s)
− e−t/δ
(AMPA,s)
i
)
and a(AMPA,d)i , ρ
(AMPA,d), δ(AMPA,d)i and a
(AMPA,s)
i ,ρ
(AMPA,s),δ(AMPA,s)i indicate amp-
litudes, rise times and decay times for the direct and glutamate spillover-
only components of the AMPAR synaptic waveform, respectively. pAMPA,d
and pAMPA,s are the independent short-term depression scaling factors
for the direct and spillover components, respectively, and are both
defined as per the standard NeuroML2 TsodyksMarkramDepMechan-
ism component type, as described below.
2.2.3.2 NMDAR-mediated synaptic waveform
The total NMDAR conductance component arising from a single MF
spike in absence of Mg2+ block is given by
GNMDA = pNMDA ·
2∑
i=1
a
(NMDA)
i
(
e−t/ρ
(NMDA)
− e−t/δ
(NMDA)
i
)
where a(NMDA)i , ρ
(NMDA) and δ(NMDA)i indicate conductance amplitudes,
rise time and decay times for the two components of the waveform.
The pNMDA scaling factor implements short term depression and facil-
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itation of the NMDAR component and is defined as per the standard
NeuroML2 TsodyksMarkramDepFacMechanism component type, as de-
scribed below.
2.2.3.3 Mg2+ block mechanism
A Mg2+ block mechanism for the NMDAR-mediated synaptic con-
ductance component was modeled as a custom LEMS component
type by defining an unblock function b(V) with the Woodhull form-
alism [Rothman and Silver, 2014]:
b(V) =
C1e
δbindθV +C2e
−δpermθV
C1eδbindθV +C2e
−δpermθV + [Mg2+]oute−δbindθV
where V is the postsynaptic membrane potential, and θ = zF/RT ,
with z as the Mg2+ ionic charge, F the Faraday constant, R the ideal
gas constant, and T the absolute temperature.
2.2.3.4 Synaptic plasticity mechanisms
The short term plasticity models in the simulations make use of Neur-
oML2’s standard TsodyksMarkramDepMechanism5 and TsodyksMarkram-
DepFacMechanism6 component types [Cannon et al., 2014]. These, in
turn, are defined as the models formulated in, respectively, Tsodyks
and Markram [1997] and Tsodyks et al. [1998], simplified to ignore
inactivation. For a synaptic conductance g a plasticity mechanism
defines a factor p which multiplies the contribution of a single syn-
aptic event before it gets added to g.
As defined in the NeuroML2 documentation, TsodyksMarkramDep-
FacMechanism is parametrized by an initial release probability r, a de-
pression recovery time ∆ and a potentiation recovery time Π. p is defined
as
p(t) = U(t) · R(t)
whereU(t) and R(t) are the internal dynamical variables of the model,
which are initialized as
U(0) = r
R(0) = 1
5 http://www.neuroml.org/NeuroML2CoreTypes/Synapses.html#
tsodyksMarkramDepMechanism
6 http://www.neuroml.org/NeuroML2CoreTypes/Synapses.html#
tsodyksMarkramDepFacMechanism
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Following a synaptic event, U and R get updated according to
U→ U+ r · (1−U)
R→ R · (1−U)
while, in absence of synaptic events, they decay exponentially to their
initial values:
dU
dt
= −
U− r
Π
dR
dt
= −
R− 1
∆
Finally, TsodyksMarkramDepMechanism is a simpler version of Tso-
dyksMarkramDepFacMechanism where U is fixed to its initial value.
2.2.4 Granule cell inhibition
2.2.4.1 Golgi cell to granule cell synapse
Building on experimental data from Golgi-granule paired recording
experiments [Ward, 2012], I developed a simple model for both the
direct and the spillover-only Golgi-granule connections. In the exper-
iments, Golgi cells were stimulated to fire at a range of rates between
8 and 50Hz while granule cells were held at a fixed membrane po-
tential; the evoked current pulses in granule cells were then recorded
and converted to conductance by dividing for the value of the hold-
ing potential. Isolated evoked pulses were averaged to provide an
estimate of the synaptic response to a single spike.
Similarly to the excitatory synapse models discussed above, the
GoC→GrC synapse models are composed of a multiexponential ker-
nel, representing the response of the synapse to a single spike isolated
in time, scaled by a synaptic plasticity term. More precisely, indicat-
ing the conductance of the direct connection with G(GABA,d) and that of
the spillover-only connection with G(GABA,s),
G(GABA,d) = pGABA,d ·
2∑
i=1
a
(GABA,d)
i
(
e−t/ρ
(GABA,d)
− e−t/δ
(GABA,d)
i
)
G(GABA,s) = pGABA,s ·
2∑
i=1
a
(GABA,s)
i
(
e−t/ρ
(GABA,s)
− e−t/δ
(GABA,s)
i
)
where the a, ρ and δ parameters indicate respectively amplitudes,
rise times and decay times of the components of each model. pGABA,d
and pGABA,s are plasticity scaling factors; they are defined as per the
standard NeuroML2 TsodyksMarkramDepMechanism component type,
discussed above, and the parameters controlling their evolution were
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Figure 12: Short term plasticity for the Golgi cell to granule cell synapse: peak
conductance amplitude of successive pulses in trains at 5, 10, 20 and 50Hz.
Dots and error bars (SEM): experimental data from Ward [2012]. Solid lines:
NeuroML model.
estimated by fitting the short term depression model by Tsodyks and
Markram [1997] to the relative change in maximum amplitude of suc-
cessive pulses in trains delivered at different rates (see figure 12).
The other parameters of the model were obtained by fixing p and
fitting the shape of the “base waveform” obtained by recording the
response of the synapse to a single spike. All fits were performed us-
ing a particle swarm optimisation technique [Deb and Padhye, 2010].
2.2.5 Mossy fibre to Golgi cell synapse
The MF→GoC synapse model was the same as in Vervaeke et al.
[2010], built from experimental data published in Kanichay and Silver
[2008]. At a given time t after a synaptic event, the current injected
into the cell is
IMF→GoC(t) = GMF→GoC(t) ·
(
V(t) − EMF→GoC
)
where the base conductance waveform is
GMF→GoC(t) =a
(MF→GoC)
1
(
e−t/δ
(MF→GoC)
1 − e−t/ρ
(MF→GoC)
)
+ a(MF→GoC)2
(
e−t/δ
(MF→GoC)
2 − e−t/ρ
(MF→GoC)
)
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2.2.6 Granule cell (parallel fibre) to Golgi cell synapse
The PF→GoC synapse model was the same as in Vervaeke et al.
[2010], built from experimental data published in Dieudonné [1998].
At a given time t after a synaptic event, the current injected into the
cell is
IPF→GoC(t) = GPF→GoC(t) ·
(
V(t) − EPF→GoC
)
where the base conductance waveform is
GPF→GoC(t) = a
(PF→GoC)
(
e−t/δ
(PF→GoC)
− e−t/ρ
(PF→GoC))
2.2.6.1 A simplified model for steady-state inhibition in the granule cell
Following the general picture given in section 1.3, we can give a
simple approximate description of the steady-state inhibition received
by granule cells in the rate-coding regime. In absence of external stim-
uli, we can consider granule cells as being subjected to a baseline in-
hibition given by the sum of the tonic inhibitory conductance and the
time-averaged 8Hz phasic component from 3 direct and 1 spillover-
only connections [Ward, 2012]. When an external stimulus is intro-
duced, a network-activity-dependent inhibitory conductance is ad-
ded, proportional to the variation of the time-averaged phasic com-
ponent with the firing rate of Golgi cells. This results in modelling
the inhibition received by granule cells as a constant conductance
whose amplitude depends on the level of activity of the network.
By running numerical simulations of the Golgi to granule synapse
models discussed above, I computed how the time-averaged inhibit-
ory conductance amplitude changes as a function of the Golgi cell
firing rate, for a direct as well as for a spillover-only connection. I
then calculated the total average GABAR-mediated conductance on a
granule cell (shown in Figure 13) by summing the contributions of 3
direct and 1 spillover-only inhibitory connections to the experimental
estimate published in Rothman et al. [2009] for the tonic component
of the inhibition.
2.2.7 Model parameters
The parameters for the single cell and synaptic models defined in this
section can be found in Table 2. Note that, because of how the STP
mechanisms are defined, the maximum amplitude of a conductance
pulse isolated in time will be of the order of r(AMPA) · a(AMPA) for AMPA
and b(V) · r(NMDA) · a(NMDA) for NMDA. This, in practice, means a max-
imum peak amplitude of 630pS for both AMPA [Sargent et al., 2005],
and unblocked NMDA [Schwartz et al., 2012].
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Figure 13: Total time-averaged GABAR-mediated conductance on a granule
cell innervated by four Golgi cells (3 direct plus 1 spillover-only connections)
as a function of Golgi cell firing rate.
Parameter Value Source
Em −79.9mV Schwartz et al. [2012]
Gm 1.06 nS — ” —
Cm 3.22 pF — ” —
Vt −40mV — ” —
Vr −63mV — ” —
τr 2ms — ” —
EGABAR −79.1mV Seja et al. [2012]
GGABAR 0.438 nS Rothman et al. [2009]
EAMPAR 0mV — ” —
a
(AMPA,d)
1 3.724 nS — ” —
a
(AMPA,d)
2 0.3033 nS — ” —
ρ(AMPA,d) 0.3274ms — ” —
δ
(AMPA,d)
1 0.3351ms — ” —
δ
(AMPA,d)
2 1.651ms — ” —
r(AMPA,d) 0.1249 — ” —
∆(AMPA,d) 131ms — ” —
a
(AMPA,s)
1 0.2487 nS — ” —
a
(AMPA,s)
2 0.2799 nS — ” —
a
(AMPA,s)
3 0.1268 nS — ” —
ρ(AMPA,s) 0.5548ms — ” —
δ
(AMPA,s)
1 0.4ms — ” —
δ
(AMPA,s)
2 4.899ms — ” —
δ
(AMPA,s)
3 43.1ms — ” —
Table 2: Parameters used for the models described in this section, together
with the provenance of their values or of the experimental data used to
estimate them.
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Parameter Value Source
r(AMPA,s) 0.2792 — ” —
∆(AMPA,s) 14.85ms — ” —
ENMDAR 0mV Rothman et al. [2009]
a
(NMDA)
1 17 nS Schwartz et al. [2012]
a
(NMDA)
2 2.645 nS — ” —
ρ(NMDA) 0.8647ms Rothman et al. [2009]
δ
(NMDA)
1 13.52ms — ” —
δ
(NMDA)
2 121.9ms — ” —
r(NMDA) 0.0322 — ” —
∆(NMDA) 236.1ms — ” —
Π(NMDA) 6.394ms — ” —
z 2 Schwartz et al. [2012]
T 308.15K — ” —
[Mg2+]out 1mM — ” —
δbind 0.35 — ” —
δperm 0.53 — ” —
C1 2.07mM — ” —
C2 0.015mM — ” —
a
(GABA,d)
1 0.5793 nS Ward [2012]
a
(GABA,d)
2 0.1209 nS — ” —
ρ(GABA,d) 0.3278ms — ” —
δ
(GABA,d)
1 3.400ms — ” —
δ
(GABA,d)
2 94.94ms — ” —
r(GABA,d) 0.5125 — ” —
∆(GABA,d) 157.9ms — ” —
a
(GABA,s)
1 0.003 540 nS — ” —
a
(GABA,s)
2 0.075 65 nS — ” —
ρ(GABA,s) 0.8388ms — ” —
δ
(GABA,s)
1 10.01ms — ” —
δ
(GABA,s)
2 126.6ms — ” —
r(GABA,s) 0.5125 — ” —
∆(GABA,s) 157.9ms — ” —
EMF→GoC 0mV Kanichay and Silver [2008]
a
(MF→GoC)
1 0.7 nS — ” —
Table 2: Parameters used for the models described in this section, together
with the provenance of their values or of the experimental data used to
estimate them.
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Parameter Value Source
a
(MF→GoC)
2 0.2 nS — ” —
ρ(MF→GoC) 0.1ms — ” —
δ
(MF→GoC)
1 0.7ms — ” —
δ
(MF→GoC)
2 2.5ms — ” —
EPF→GoC 0mV Dieudonné [1998]
a(PF→GoC) 0.67 nS — ” —
ρ(PF→GoC) 0.1ms — ” —
δ(PF→GoC) 1.06ms — ” —
Table 2: Parameters used for the models described in this section, together
with the provenance of their values or of the experimental data used to
estimate them.
2.2.8 Granule cell population modelling
With the goal of including cell heterogeneity in future simulations
and generalising the description given in subsection 2.2.1, I analysed
the distribution of the five main intrinsic electrophysiological para-
meters in the integrate-and-fire description (Cm, Gm, Em, Vt, and
Vr) across a population of granule cells. The raw experimental data,
kindly provided by Daniel Ward, consisted of an estimate of all these
parameters for each cell in a set of 38. The data, shown in Table 3, was
estimated by measuring the voltage response to somatic injection of
current steps.
Cell # Cm (pF) Gm (nS) Em (mV) Vt (mV) Vr (mV)
1 3.6 1.0 -50 -28 -52
2 3.2 0.48 -75 -22 -53
3 3.5 0.76 -90 -43 -73
4 3.9 0.69 -60 -35 -63
5 4.1 0.62 -70 -30 -55
6 2.6 0.64 -75 -34 -58
7 2.2 0.32 -78 -46 -75
8 4.4 0.88 -60 -29 -59
9 2.4 1.1 -60 -34 -63
10 5.1 1.5 -66 -27 -55
Table 3: Experimental parameter estimates for a population of granule cells.
Note that in the original dataset some cells had multiple estimates for their
electrophysiological parameters; in those cases, the value presented here is
the average of the estimates. Cm: membrane capacitance; Gm: leak con-
ductance; Em: leak reversal potential; Vt: spike threshold potential; Vr: reset
potential.
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Cell # Cm (pF) Gm (nS) Em (mV) Vt (mV) Vr (mV)
11 4.2 0.80 -90 -46 -73
12 3.9 0.75 -55 -31 -57
13 3.5 0.32 -75 -42 -70
14 3.3 0.65 -60 -32 -60
15 3.9 0.95 -52 -30 -60
16 3.5 0.31 -72 -27 -58
17 2.8 0.82 -65 -32 -61
18 2.8 0.59 -55 -42 -81
19 3.2 0.54 -70 -47 -68
20 3.2 0.47 -56 -32 -62
21 3.0 0.74 -72 -37 -71
22 3.4 1.4 -50 -26 -49
23 2.9 0.65 -58 -26 -54
24 3.9 0.48 -80 -42 -81
25 4.4 1.1 -50 -26 -48
26 3.4 0.79 -66 -42 -66
27 3.9 1.0 -60 -30 -60
28 2.6 0.82 -50 -36 -63
29 3.4 0.83 -90 -42 -66
30 4.4 1.3 -50 -27 -55
31 3.6 0.53 -80 -30 -53
32 4.1 0.68 -90 -37 -68
33 3.2 0.68 -56 -31 -58
34 2.3 0.41 -65 -28 -55
35 3.8 1.2 -50 -37 -58
36 5.2 1.1 -76 -41 -66
37 5.2 0.60 -80 -31 -59
38 3.4 0.77 -67 -29 -53
Table 3: Experimental parameter estimates for a population of granule cells.
Note that in the original dataset some cells had multiple estimates for their
electrophysiological parameters; in those cases, the value presented here is
the average of the estimates. Cm: membrane capacitance; Gm: leak con-
ductance; Em: leak reversal potential; Vt: spike threshold potential; Vr: reset
potential.
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To find a representative but concise description of the distribution
that could be easily used as a generative model for the population, I
decided to fit a Gaussian mixture model [Barber, 2012] to the data. I
performed model selection on the number of components of the mix-
ture by applying the Bayesian Information Criterion [Schwarz, 1978]
to the results of an expectation-maximisation fit of models with up
to 20 components. Conveniently, the preferred number of compon-
ents was 1. This result was corroborated by fitting a Dirichlet process
Gaussian mixture model using the variational approach described
in Blei and Jordan [2006], for 100 different values of the hyperpara-
meter of the model logarithmically spaced in the interval [0.001, 10];
this procedure confirmed the goodness of our choice by consistently
selecting one component only. In conclusion, my granule cell popula-
tion model (detailed in section 5.3) is a simple Gaussian distribution
in the five-dimensional space of model parameters.
2.3 anatomically constrained local granule cell layer
model
To analyse the information transmission properties of the granule cell
layer, I built a biologically detailed network model of the local granule
cell layer network, using the GrC model detailed in subsection 2.2.1,
the MF-to-GrC synapse model of subsection 2.2.3 and the connectivity
structure developed in the context of the work published in Billings
et al. [2014], from which the detailed description below was taken.
The code I used for generating instances of the network’s structure
according to the connectivity rules below is available online7.
2.3.1 Modelling of the network structure from anatomical data
Model GrCs were placed at random in a sphere at the measured ana-
tomical density of 1.9 · 106mm−3[Billings et al., 2014] within a cent-
ral subfield of MFs to minimise edge effects (Figure 14; see below).
Each model GC made synaptic connections to randomly selected MF
rosettes, with the constraint that the dendritic length should be close
to 15µm. In practice, they rarely exceeded 20µm (Figure 15B), as ob-
served experimentally [Eccles et al., 1967; Palkovits et al., 1972]. Since
the maximum distance between two GrCs that could share the same
MF input was 40µm (see also section 3.1), the largest ball of tissue
that could be expected to have independent inputs was 80µm in dia-
meter, which is comparable to the thickness of the GC layer in rodents.
The anatomically constrained model of this “local GCL network” con-
tained 176 MF synaptic rosettes and 509 GrCs. For an average of four
dendrites per GC [Eccles et al., 1967], a single MF rosette made syn-
7 https://github.com/GuyBillings/GCL-Mathematica-toolbox
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Figure 14: Three-dimensional view of the local granule cell layer network
model. Red balls are MF rosettes (glomeruli), blue balls are GrCs.
aptic connections with an average of 12 different GrCs (Figure 15C),
consistently with estimates of 15–20 in monkey and cat [Eccles et al.,
1967].
Given the measured anatomical ratio of 1:2.9 between glomeruli
and GrCs [Billings et al., 2014] and the number of MF synaptic con-
nections per GrC, then the mean number of synaptic connections per
MF rosette is fixed. However, in practice the MF rosette degree distri-
bution (i.e. the distribution of the number of synaptic connections per
rosette) depends upon the shape of the 3D volume used to construct
the model. This occurs because GrC soma within the defined volume
of the model can connect to glomeruli located outside by virtue of
the finite length of GrC dendrites. This changes the effective glomer-
ular to GrC ratio and also causes the glomeruli outside the GrC cell
body volume to be sampled less frequently than those within it, af-
fecting the connectivity statistics of the local network. Confining the
whole network, including all dendrites, within a sphere minimized
these effects (Figure 14 and 15). Another problem with constructing
networks was that randomly connecting MF rosettes and GrCs resul-
ted in some GrCs sampling the same rosette twice or the same MF
more than once via differing glomeruli (Figure 15A). For a network
having only 4 dendrites this effect was small (~4%) and consistent
with experimental observations, but this problem grew as the num-
ber of synaptic connections per GrC was increased, causing the num-
ber of independent MF inputs to depend upon the number of dend-
rites. These problems were overcame by imposing a constraint on the
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Figure 15: (adapted from Billings et al. [2014]. See ibid. for details) Con-
nectivity constraints in the anatomical model produce a binomial distribution
of the number of synaptic connections per mossy fibre rosette and biologic-
ally plausible dendrite lengths. A: schematic diagram illustrating how multiple
synaptic rosettes (glomeruli; red balls) are associated with each mossy fibers
(MF; red lines) and distributed in 3D space. These rosettes/glomeruli may
in principle be on the same fiber (eg. enclosed with dashed box) or on inde-
pendent fibers. GrCs (blue balls) connect to a subset of these (highlighted
balls) within range of their dendrites (blue lines, known to be ∼ 15 µm long
on average). For each GrC, there are several ways in which connectivity can
give rise to non-uniform numbers of connections with distinct MFs including
the case where two dendrites contact a single MF synaptic rosette. Here I
illustrate i) A GrC (blue) with d = 4 synaptic inputs, each made onto a differ-
ent dendrite, but connects to a single MF via two separate synaptic rosettes
and ii) Given some connectivity constraint (e.g. dendrite length limit) GrCs
can fail to connect all dendrites to d glomeruli. B: Distribution of GC dend-
rite length in the local GCL network model. C: binomial distribution with a
mean of 12, which matches the expected number of synaptic connections
per MF in the anatomical model (top), distribution of number of synaptic
connections per MF synaptic rosette in anatomical model with constrained
random connections (middle), distribution of number of synaptic connections
per MF in anatomical model with unconstrained random connections (bot-
tom). D: Fraction of the GrCs that do not have d independent inputs as a
function of the number of synaptic connections per GrC in a model with ran-
dom connectivity (solid black line) and the same fraction in the model having
connectivity constraints so as to avoid these effects (dashed black line).
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GrC dendrite lengths which, while allowed in principle to assume
any value, are as close as possible to 15µm, and by explicitly for-
cing GrCs to have all dendrites connecting to independent MFs (Fig-
ure 15D). This allowed us to generate a spherical network model with
a MF rosette degree distribution that was binomial in shape, rather
than one with a tail (Figure 15C) as well as a dendrite length distribu-
tion having mean 17µm and mode 15µm, Figure 15B. Indeed, most
dendrite lengths were smaller than 20µm for 4 dendrites per GrC
(Figure 15B), as found experimentally [Eccles et al., 1967; Palkovits
et al., 1972].
2.3.2 Numerical simulations of network activity
In the simulations, input signals were represented in each MF by the
rate of an independent Poisson spike train, and each spike triggered
excitatory synaptic responses in connected GrCs. GrCs received a
fixed number d of MF synaptic inputs (depending on the network
configuration) in the form of trains of AMPAR- and NMDAR-mediated
conductances, generated with the models described in subsection 2.2.3
(Figure 16A and 16B). Furthermore, excitatory synaptic conductances
were scaled by a factor of 4/d to keep the total time-averaged con-
ductance at the same value across network configurations. GrCs in-
tegrated the synaptic inputs, producing trains of EPSPs and spikes
(Figure 16C).
Each input pattern was generated by randomly selecting a subset
of the 176 MF inputs and designating them to be active (black lines in
barcode, Figure 16D), while the remainder were inactive. During the
simulation, active MFs fired random Poisson trains with a mean rate
of 80Hz and inactive MFs fired at a “background” rate of 10Hz (red
raster plot in Figure 16D), reflecting the properties of real MF rate-
coded inputs [Arenz et al., 2008; Van Kan et al., 1993]. This resulted
in individual GrCs receiving both high- and low-frequency trains of
synaptic input conductances (e.g., top two and bottom two traces in
Figure 16A, respectively).
The output spiking of the 509 GrCs in the network (blue spheres
Figure 16E) was recorded over a 30ms time window, corresponding
to the synaptic integration time of GCs (Figure 8; Schwartz et al.
[2012]). For each MF input pattern, the number of spikes was cal-
culated for each GrC, and this was expressed as a vector for the GrC
population (blue barcode in Figure 16F). The code I wrote to run the
simulations and manage the associated data is available online8.
8 https://github.com/epiasini/BillingsEtAl2014_GCL_
SpikingSimulationAndAnalysis
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Figure 16: (From Billings et al. [2014]) Construction and analysis of an ex-
perimentally constrained spiking model of the local granule cell layer network
incorporating synaptic mechanisms and tonic inhibition. A: Excitatory AM-
PAR (red) and NMDAR (purple) synaptic conductances for four independent
mossy fibre (MF) inputs injected into a model granule cell (GrC). Top two
traces: active MFs with excitatory conductance driven by independent Pois-
son spike trains firing at 80 Hz. Lower two traces: inactive MF firing at 10
Hz. Bottom trace: tonic inhibitory GABAA R conductance (green). B: Model
GrC with action potential firing rate-coded input-output relationship (above)
for four synaptic inputs. C: Membrane potential of model Grc during syn-
aptic input in A. D: A binary stimulus pattern was randomly selected from
a set of N patterns (black active and white inactive on barcode). A Poisson
spike train was generated for each MF input (80 Hz active, 10 Hz inactive;
red raster plot), thereby setting the timing of synaptic conductances (as in
A). Red barcode indicates spike counts for the given realization of the spike
trains. E: 3D view of the anatomically constrained local GCL network model
with 176 MFs in red and 509 Grcs in blue. F: Raster plot of Grc firing activ-
ity in response to the input. Blue barcode indicates Grc spike count vector
(measured over a 30 ms window), which was assigned to one of N output
classes (black bar codes) defined using the k-means algorithm on a separate
data set.
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2.4 analysis of network model activity
2.4.1 Numerical estimation of MI for large feedforward spiking networks
To quantify information processing in the GCL network, I used sets of
N = 1024 MF input patterns, which was the largest number achiev-
able with the computational resources available: the network simu-
lations and analyses presented here required about 2 million 2GHz
compute hours. Since direct calculation of mutual information between
input and output spike trains is computationally intractable due to
the huge number of possible inputs and outputs (a manifestation of
the curse of dimensionality [Bishop, 2006; Quian Quiroga and Panzeri, curse of
dimensionality2009]), I reduced the dimensionality of the output space by cascad-
ing the network with a classifier (called the decoder; see Figure 16F),
which labelled the output spike count vectors as belonging to one of
N classes. The network and decoder constituted a communication
channel that mapped N input patterns to N output classes ( Fig-
ure 16D–F), for which I calculated the mutual information (MI) as-
suming a flat prior over inputs. This fixed the maximum MI achiev-
able as log21024 = 10 bits.
The partitioning of the network outputs in N classes was obtained
by performing a Voronoi (nearest-neighbour) tessellation of the out-
put space. N was the smallest number of output classes that allowed
full recovery of information, given that I assumed a uniform prior
over the inputs. The N seed points for the tessellation were the cen-
troids of the clusters obtained by running the k-means algorithm
[Lloyd, 1982] as implemented in scikit-learn [Pedregosa et al., 2011]
on a training dataset of 30 repetitions per pattern — this size of the
training dataset was found to be sufficient to give satisfying perform-
ance for the decoder; see Figure 17A. To avoid being trapped in local
minima, the algorithm was re-initialized 10 times using k_means++
[Arthur and Vassilvitskii, 2007], and the best clustering solution was
used in the computation of the centroids. Training data was not re-
used for the computation of MI. Information, which had an upper
bound equal to the input entropy (log2 1024 = 10 bits for 1024 pat-
terns), was calculated with the pyentropy package [Ince et al., 2009].
Undersampling bias in the MI estimate [Panzeri et al., 2007] was ac-
counted for with the quadratic extrapolation procedure [Strong et al.,
1998] (Figure 17, right). Other bias correction methods [Nemenman
et al., 2002; Panzeri and Treves, 1996] were considered, but did not to
provide a significantly better performance (data not shown).
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Figure 17: (Adapted from Billings et al. [2014]) Properties of the MI estima-
tion procedure for the GCL model. Left: MI as a function of the number of
repetitions per pattern used to train the decoder, for 1024 MF patterns, 4
synaptic connections and p(MF) = 0.1 (gray) or p(MF) = 0.5 (black). Note
the different scales. The network performs poorly for p(MF) = 0.1, trans-
mitting only a fraction of the information present in the input, so this is a
particularly stringent test for the performance of the decoder. Right: MI as a
function of the number of repetitions per pattern used to estimate it, show-
ing the magnitude of undersampling bias and the effect of our chosen bias
correction technique. Grey and orange: 4 synaptic connections, p(MF) = 0.1,
quadratic extrapolation and no undersampling bias correction, respectively.
Black and red: 4 synaptic connections, p(MF) = 0.5, quadratic extrapolation
and no undersampling bias correction, respectively.
2.4.2 Numerical estimation of population sparseness
After considering a number of sparseness measures [Olshausen and
Field, 2004; Hurley and Rickard, 2009], population sparseness was
computed using the definition introduced by Vinje and Gallant [2000]:
s =
C−
(∑C
i=1 ri
)2
∑C
i=1 r
2
i
 · (C− 1)−1
where C is the number of cells and ri is the spike count of cell i. This
measure is a normalised version of the metric proposed by Treves and
Rolls [1991], and it is closely related to the quantity defined by Hoyer
[2004].
2.4.3 Efficient generation of statistically independent samples of network
activity
An initial 150ms transient was discarded from all simulations to al-
low the system to go from resting to steady state for the pattern being
simulated. Independent recordings of the response to a pattern were
extracted from a single simulation by slicing it in 30ms-long time
frames and discarding every other frame, to allow the system state to
decorrelate between the frames we kept for analysis. This procedure
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allowed me to avoid re-initialising the system from resting conditions
for every repetition of the trial being simulated. 30ms was chosen as
decorrelation time as it corresponds to the characteristic time of the
autocorrelation function of the GrC spiking output (Figure 8B).
2.5 simulation management and neuroinformatics tools
2.5.1 LEMS and NeuroML2
NeuroML [Gleeson et al., 2010; Vella et al., 2014; Cannon et al., 2014] is
an XML-based declarative model description language for computa-
tional neuroscience. Providing a well-defined, simulator-independent
and machine readable open standard for model specification, Neur-
oML promotes reproducibility, accessibility and portability in compu-
tational experiments. NeuroML is widely adopted as an interchange
format by existing software (more than 30 third-party simulators,
tools and libraries integrate NeuroML support) and web resources
like NeuroMorpho.org [Ascoli et al., 2007] and Channelpedia [Ran-
jan et al., 2011].
As detailed in Cannon et al. [2014], NeuroML2 — the current ver-
sion of NeuroML — is built on top of LEMS (Low Entropy Model
Specification language). LEMS is a domain-independent language for
expressing hierarchical mathematical models of physical entities, and
NeuroML2 consists in a library of LEMS definitions of mathematical
models relevant for computational neuroscience. LEMS and Neur-
oML models can be interpreted, manipulated and translated to and
from other languages via a set of open source libraries and tools,
like jLEMS9, pylems10, jNeuroML11, libNeuroML12, and neuroCon-
struct13.
Throughout my PhD, I have contributed to the design of LEMS and
NeuroML and to the implementation of the associated tools. In par-
ticular, I was responsible for the redesign of the high-level NeuroML
constructs related to synaptic models. This contribution in exempli-
fied in Figure 18, which shows the internal LEMS architecture of some
of the NeuroML2 components I designed, alongside sample code de-
scribing a synaptic model. Furthermore, I maintain a Relax NG [Clark
and Murata, 2001] port of the LEMS and NeuroML schemas14. This
programmer’s tool enables advanced features (like code completion
and on-the-fly validity checking) on some text editors when interact-
ing with LEMS or NeuroML files.
9 https://github.com/LEMS/jLEMS
10 https://github.com/LEMS/pylems
11 https://github.com/NeuroML/jNeuroML
12 https://pypi.python.org/pypi/libNeuroML
13 http://www.neuroconstruct.org
14 https://github.com/epiasini/LEMS_NeuroML_RelaxNG
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Figure 18: (From Cannon et al. [2014]. See ibid. for details.) Example of
a complex synapse model expressed in LEMS. A: the Dynamics block in
blockingPlasticSynapse specifies the evolution of the synaptic conduct-
ance g and how the synaptic current i depends on it and on the postsynaptic
membrane potential v. In this example, a tsodyksMarkramDepFacMechanism
component type provides a short term plasticity model based on Tsodyks
et al. [1998], and a voltageConcDepBlockMechanism component type
provides a simple model of Mg2+ block. Note how spike timing informa-
tion is relayed from the synapse model to the plasticity mechanism through
a parent-to-child EventConnection declared in the Structure element in
tsodyksMarkramDepFacMechanism. B: XML code describing an NMDA re-
ceptor mediated synapse with plasticity (parameter values chosen to illustrate
behavior in C,D). C: Behavior of the synaptic conductance g and the state
variables defining plasticity, U and R, during synaptic stimulation (crosses
show input events), with the postsynaptic cell clamped to 100mV to ensure
complete Mg2+ unblock. D: Changes in blockFactor with varying mem-
brane potential for different values of Mg2+ concentration.
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2.5.2 Open Source Brain
Open Source Brain15 (OSB; see Gleeson et al. [2012, 2013]) is a web
resource aimed at facilitating sharing, reuse and collaborative devel-
opment of computational models of neuronal systems. It leverages
machine-readable formats like NeuroML and LEMS to automatic-
ally extract information from the models. It offers features like in-
teractive in-browser 3D visualisation of morphologies and networks
and cross-linking with existing neuroscience databases and ontolo-
gies like ModelDB [Hines et al., 2004], Neurolex.org [Larson and Mar-
tone, 2013] and NeuroElectro [Tripathy et al., 2014]. It is not meant as
a static archival database of models, but it is integrated with GitHub
to provide version control, issue tracking, documentation and ad-
vanced collaboration facilities, encouraging modellers to adopt best
practices regarded as standard in open source software development.
Features under development for OSB include in-browser and cloud-
based simulation with Geppetto16 and automated model validation17.
I participated to the design and implementation of OSB since its
inception in 2011 [Gleeson et al., 2012], by providing intellectual con-
tributions on the high-level scientific and community goals for the
initiative, and on the best strategies to achieve them. On the tech-
nical side, my contributions included setting up the initial prototype
for the web resource, designing and implementing the integration
mechanism between OSB and GitHub, providing test cases, writing
documentation and administering the main OSB server.
2.5.3 Network simulations
Single cell and synaptic models were serialized as LEMS/NeuroML2
files. Instantiations of the anatomically detailed network model were
generated with Mathematica (Wolfram Research, Champaign, USA-
IL) and exported in the GraphML format [Brandes et al., 2002]. These
were loaded, respectively, through neuroConstruct’s Jython scripting
interface [Gleeson et al., 2007] and NetworkX [Hagberg et al., 2008]
into custom Python software that generated NEURON simulations
[Carnevale and Hines, 2006] through neuroConstruct, distributing the
computational load from code generation and simulation across two
HPC platforms (the SilverLab’s own cluster and UCL’s Legion cluster)
using the Sun Grid Engine job queuing system. Spike time data was
stored in compressed hdf5 archives using h5py [Collette, 2013]. The
NEURON code generated by neuroConstruct used NEURON’s built-
in NetStim and mcell_ran4 for pseudorandom event generation.
15 http://opensourcebrain.org/
16 http://www.geppetto.org
17 https://github.com/OpenSourceBrain/osb-model-validation
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2.6 towards an extension of the network activity ana-
lyses to the time domain
In the analyses presented above, in the rate-coding regime the activity
of the network in a given time slice is represented by a vector v ∈ RC
containing the spike count for each of the C cells. Conveniently, this
allows us to endow the space of simulated network activity patterns
with a simple Euclidean geometrical structure, which we can use as a
basis for running a standard dimensionality reduction algorithm. In
principle, in a spirit similar to Vargas-Irwin et al. [2014], we could
apply the same type of analysis (dimensionality reduction + MI es-
timation) to more general coding schemes by finding an appropriate
representation of the space of network activity patterns, and by equip-
ping it with a suitable geometric structure.
An effective way of doing this is to choose an inner product space
for the realisations of network activity, considering that many dimen-
sionality reduction algorithms are (or have variants which are) kernel
based, i.e. they can operate on a set of data points for which an in-
ner product is defined, while an explicit coordinate representation of
any point is not needed [Bishop, 2006; Filippone et al., 2008]. This is
normally used in machine learning to implement the so-called kernel
trick, whereby nonlinearities intrinsic to the data are made more man-
ageable by embedding in a high-dimensional feature space. In my
case, the embedding is necessary to endow the data with a geomet-
rical structure, as the spike trains constituting the raw output of the
simulations are simple (ordered) sets of spike times.
Several ways of defining inner products between single-cell spike
trains have been proposed [Schrauwen and Van Campenhout, 2007;
Paiva et al., 2010], as a way of providing a unified kernel-based pic-
ture of existing spike train metrics [Victor and Purpura, 1996; Van Ros-
sum, 2001; Schreiber et al., 2003; Kreuz et al., 2011]. For multiple cells,
Houghton and Kreuz [2012] developed a kernel-based algorithm for
computing the multi-unit Van Rossum metric [Houghton and Sen, 2008], multi-unit Van
Rossum metricwhich can be adapted to the computation of the associated spike train
inner product. The multi-unit Van Rossum metric is a generalisation
of the measure defined by Van Rossum [2001] to the case of mul-
tiple cells. It is particularly appealing as it allows to choose freely
the resolution on the temporal as well as the spatial dimension. This
happens by interpolating smoothly not only between rate and time
coding “mode” but also between summed-population code, where the summed-population
codespikes from all cells are pooled together as if seen by a common down-
stream integrator, and labelled-line code, where each spike is “labelled” labelled-line code
with the identity of the cell emitting it, and these labels are taken into
account when computing the dissimilarity between two instances of
network activity. In the following section, I generalise the approach in
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Houghton and Kreuz [2012] to arbitrary kernel-based spike train met-
rics and I show that the natural geometrical structure for reasoning
about this type of metrics is that of a tensor product space.
2.6.1 A simple formalism for kernel-based multiunit spike train metrics
Here I define a compact formalism for multiunit kernel-based spike-
train metrics by opportunely characterising the space of multiunit
feature vectors as a tensor product. Previous results from Houghton
and Kreuz [2012] on a formula for efficient computation of multiunit
Van Rossum metrics are then re-derived within this framework, while
fixing some errors in the original calculations.
Consider a network with C cells. Let
U =
{
u1,u2, . . . ,uC
}
be an observation of network activity, where
ui =
{
ui1,u
i
2, . . . ,u
i
N
ui
}
is the (ordered) set of times of the spikes emitted by cell i. Let V ={
v1,v2, . . . ,vC
}
be another observation, different in general from U.
To compute a kernel based multiunit distance between U and V,
we map them to the tensor product space S .= RC
⊗
L2(R → R) by
defining
|U〉 =
C∑
i=1
|i〉 ⊗ |ui〉
where we consider RC and L2(R → R) to be equipped with the
usual euclidean distances, consequently inducing an euclidean metric
structure on S too.
Conceptually, the set of vectors
{
|i〉}C
i=1
⊂ RC represents the differ-
ent cells, while each |ui〉 ∈ L2(R → R) represents the convolution of
a spike train of cell i with a real-valued feature function φ : R→ R,
〈t|u〉 =
Nu∑
n=1
φ(t− un)
In practice, we will never use the feature functions directly, but we
will be only interested in the inner products of the |i〉 and |u〉 vectors.
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We call cij
.
= 〈i|j〉 = 〈i|j〉RC = cji the multiunit mixing coefficient for
cells i and j, and 〈u|v〉 = 〈u|v〉L2 the single-unit inner product,
〈u|v〉 = 〈{u1,u2, . . . ,uN} | {v1, v2, . . . , vM}〉 =
=
∫
dt〈u|t〉〈t|v〉 =
∫
dt
N∑
n=1
M∑
m=1
φ (t− un)φ (t− vm)
.
=
N∑
n=1
M∑
m=1
K(un, vm)
(2.21)
where K(t1, t2)
.
=
∫
dt
[
φ (t− t1)φ (t− t2)
]
is the single-unit metric
kernel, and where we have used the fact that the feature function φ
is real-valued. It follows immediately from the definition above that
〈u|v〉 = 〈v|u〉.
Note that, given a cell pair (i, j) or a spike train pair (u,v), cij
does not depend on spike times and 〈u|v〉 does not depend on cell
labeling.
With this notation, we can define the multi-unit spike train distance
as ∥∥|U〉− |V〉∥∥2 = 〈U|U〉+ 〈V|V〉− 2〈U|V〉 (2.22)
where the multi-unit spike train inner product 〈V|U〉 between U and V is
just the natural bilinear operation induced on S by the tensor product
structure:
〈V|U〉 =
C∑
i,j=1
〈i|j〉〈vi|uj〉 =
C∑
i,j=1
cij〈vi|ui〉
=
C∑
i=1
cii〈vi|ui〉+ cij
∑
j<i
〈vi|uj〉+
∑
j>i
〈vi|uj〉


(2.23)
But cij = cji and 〈v|u〉 = 〈u|v〉, so
C∑
i=1
∑
j<i
cij〈vi|uj〉 =
C∑
j=1
∑
i<j
cji〈vj|ui〉 =
C∑
i=1
∑
j>i
cji〈vj|ui〉 =
C∑
i=1
∑
j>i
cij〈vj|ui〉
=
C∑
i=1
∑
j>i
cij〈ui|vj〉
and
〈V|U〉 =
C∑
i=1
cii〈vi|ui〉+ cij∑
j>i
(
〈vi|uj〉+ 〈ui|vj〉
) (2.24)
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Now, normally we are interested in the particular case where cij is
the same for all pair of distinct cells:
cij =
1 if i = jc if i 6= j
Under this assumption, (2.24) reduces to
〈V|U〉 =
C∑
i=1
〈vi|ui〉+ c∑
j>i
(
〈vi|uj〉+ 〈ui|vj〉
) (2.25)
and substituting (2.25) into (2.22) we get
∥∥|U〉− |V〉∥∥2 = C∑
i=1
{
〈ui|ui〉+ c
∑
j>i
(
〈ui|uj〉+ 〈ui|uj〉
)
+
+〈vi|vi〉+ c
∑
j>i
(
〈vi|vj〉+ 〈vi|vj〉
)
+
−2
〈vi|ui〉+ c∑
j>i
(
〈vi|uj〉+ 〈ui|vj〉
)}
Finally, rearranging the terms
∥∥|U〉− |V〉∥∥2 = C∑
i=1
[
〈ui|ui〉+ 〈vi|vi〉− 2〈vi|ui〉+
+ 2c
∑
j>i
(
〈ui|uj〉+ 〈vi|vj〉− 〈vi|uj〉− 〈vj|ui〉
)]
(2.26)
2.6.1.1 Van Rossum-like metrics
In Van Rossum-like metrics, the feature function and the single-unit
kernel are, for τ 6= 0,
φVRτ (t) =
√
2
τ
· e−t/τθ(t)
KVRτ (t1, t2) =
1 if t1 = t2e−|t1−t2|/τ if t1 6= t2
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where θ is the Heaviside step function (with θ(0) = 1), and we have
chosen to normalise φVRτ so that
∥∥∥φVRτ ∥∥∥
2
=
√∫
dt
[
φVRτ (t)
]2
= 1 .
With this choice of kernel, the single-unit inner product (2.21) now
becomes
〈u|v〉 =
N∑
n=1
M∑
m=1
KVR(un, vm) =
N∑
n=1
M∑
m=1
e−|un−vm|/τ (2.27)
In the τ→ 0 limit,
φVR0 (t) = δ(t)
KVR0 (t1, t2) =
1 if t1 = t20 if t1 6= t2
and
〈u|v〉 =
N∑
n=1
M∑
m=1
δ (un, vm) , 〈u|u〉 = N
markage formulas For a spike train u of length N and a time
t we define the index N˜ (u, t)
N˜ (u, t) .= max{n|un < t}
which we can use to re-write (2.27) without the absolute values:
〈u|v〉 =
N∑
n=1
 ∑
m|vm<un
e−(un−vm)/τ +
∑
m|vm>un
e−(vm−un)/τ +
M∑
m=1
δ (un, vm)

=
N∑
n=1
 ∑
m|vm<un
e−(un−vm)/τ +
∑
m|um<vn
e−(vn−um)/τ +
M∑
m=1
δ (un, vm)

=
N∑
n=1
N˜(v,un)∑
m=1
e−(un−vm)/τ +
N˜(u,vn)∑
m=1
e−(vn−um)/τ + δ
(
un, vN˜(v,un)+1
)
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=
N∑
n=1
[
e−(un−vN˜(v,un))/τ
N˜(v,un)∑
m=1
e−(vN˜(v,un)−vm)/τ+
+ e−(vn−uN˜(u,vn))/τ
N˜(u,vn)∑
m=1
e−(uN˜(u,vn)−um)/τ+
+ δ
(
un, vN˜(v,un)+1
)]
(2.28)
For a spike train u of length N, we also define the the markage vec-
tor m, with the same length as u, through the following recursive
assignment:
m1(u)
.
= 0 (2.29)
mn(u)
.
= (mn−1 + 1) e
−(un−un−1)/τ ∀n ∈ {2, . . . ,N} (2.30)
It is easy to see that
mn(u) =
n−1∑
k=1
e−(un−uk)/τ =
 n∑
k=1
e−(un−uk)/τ
− e−(un−un)/τ
=
n∑
k=1
e−(un−uk)/τ − 1
(2.31)
and in particular
N˜(u,t)∑
n=1
e−(uN˜(u,t)−un)/τ = 1+mN˜(u,t)(u) (2.32)
Substituting (2.32) in (2.28), we get
〈u|v〉 =
N∑
n=1
[
e−(un−vN˜(v,un))/τ
(
1+mN˜(v,un)(v)
)
+
+ e−(vn−uN˜(u,vn))/τ
(
1+mN˜(u,vn)(u)
)
+
+ δ
(
un, vN˜(v,un)+1
)]
(2.33)
Finally, note that because of the definition of the markage vector (2.30)
e−(un−uN˜(u,un))/τ
(
1+mN˜(u,un)(u)
)
= e−(un−un−1)/τ
(
1+m(u)
)
= mn(u)
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so that in particular
〈u|u〉 =
N∑
n=1
(
1+ 2mn(u)
)
(2.34)
A formula for the efficient computation of the multiunit Van Ros-
sum spike train distance (resp. inner product) can then be obtained by
opportunely substituting (2.33) and (2.34) into the definition in Equa-
tion 2.26 (resp. Equation 2.25). For a pair of spike trains with n spikes
each, the complexity of the calculation required to compute a spike
train distance with this method scales linearly with n. This should
be contrasted with a naive kernel approach, which scales like n2. See
the original paper by Houghton and Kreuz [2012] for an in-depth
discussion of this and other computational complexity issues.
2.6.2 A software package for fast computation of multi-unit Van Rossum
metrics
C++ code for the calculation of the distance formula derived above
was published with Houghton and Kreuz [2012]. Unfortunately, this
code was packaged more as a demo for the paper than as a library,
contained no internal documentation or comments, and presented
some bugs and unnecessary limitations on the maximum length of
spike trains. With the goal of making it more accessible, starting from
the original code by Houghton and Kreuz I developed and published
a Python C++ extension called pymuvr18, ready to use as a standalone
module or to be incorporated into larger pieces of software. While the
original code could only compute distances between multi-unit spike
trains, pymuvr can compute distances or scalar products, allowing for
immediate interaction with machine learning packages like scikit-
learn [Pedregosa et al., 2011]. Compared to existing software, then,
pymuvr combines the quantitative speed advantage of hand-optimised
low-level code with the qualitative difference of the new possibilities
enabled by the direct calculation of inner products and the ease of
use of a package for Python, one of the most popular languages in
the computational neuroscience community [Ray and Bhalla, 2008;
Koetter et al., 2009; Davison et al., 2009; Goodman and Brette, 2009;
Muller et al., 2009; Cornelis et al., 2012; Vella et al., 2014; Cannon et al.,
2014].
Since I had the opportunity to design pymuvr from the ground up,
I tried to prevent common problems with scientific software develop-
ment by adopting a set of industry standard best practices [Wilson,
2006]. pymuvr is free software [Stallman, 2010], published under the free software
18 https://pypi.python.org/pypi/pymuvr
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GNU General Public Licence. Its interface is well documented19; the
code is extensively commented and kept under version control in
a Git repository on GitHub20, where issues and bug reports can be
created and tracked; a battery of unit tests has been written and, fol-
lowing the continuous integration model, is run with several different
versions of Python every time a new commit is pushed to the GitHub
repository21. pymuvr runs with Python 2 and 3 under GNU/Linux,
Mac OSX and Microsoft Windows.
Since its release, pymuvr has been added as an optional dependency
to spykeutils22, a spike sorting and analysis toolbox. This happened
under the spontaneous initiative of the spykeutils lead developer,
who I had no previous contact with. The package is also advertised
on the home page of one of the authors of the algorithm23 as an al-
ternative to the code originally published with Houghton and Kreuz
[2012].
2.6.2.1 Comparison with an existing pure Python implementation
To get an idea of how fast pymuvr is, I compared its performance to
the Python/NumPy implementation of the same algorithm provided
by spykeutils. An example of such benchmark is shown in Figure 19,
demonstrating a ~25x speedup on the set of tasks considered.
2.6.3 Potential directions of future development
Naively extending the network activity analyses presented in this
thesis to the time domain would undoubtedly be problematic from
the point of view of computational complexity. In particular, analys-
ing information transmission by considering spike trains instead of
spike counts may require the use of methods such as approximate ker-
nel k-means [Chitta et al., 2011] or the embedding approach proposed
by Elgohary et al. [2014] to implement kernel k-means on MapRe-
duce [Dean and Ghemawat, 2008]. In the former case, pymuvr can be
used to easily prototype a Python implementation of the proposed
algorithm. In the latter, the Python package or the clean and well
documented interface of its internal C++ code could still be useful in
conjunction with tools like Apache Hadoop Streaming24.
19 http://pymuvr.readthedocs.org
20 https://github.com/epiasini/pymuvr
21 https://travis-ci.org/epiasini/pymuvr
22 https://github.com/rproepp/spykeutils
23 http://wwwold.fi.isc.cnr.it/users/thomas.kreuz/sourcecode.html
24 http://hadoop.apache.org/docs/current/hadoop-mapreduce-client/
hadoop-mapreduce-client-core/HadoopStreaming.html
2.7 notes on spike train generation 76
0 50 100
Number of cells
0
20
40
60
80
R
u
n
ti
m
e
(s
)
pymuvr
spykeutils
0 5 10
Spike train duration (s)
0
20
40
60
R
u
n
ti
m
e
(s
)
pymuvr
spykeutils
a b
Figure 19: Simple benchmark for the computation of multi-unit Van Rossum
distances for pymuvr against spykeutils. For a group of cells, 5 observations
of “network” activity are generated as Poisson spike trains with mean rate
300Hz, and the full set of 5 · (5− 1) = 20 inter-observation distances are
computed with both software packages. The time scale of the exponential
convolution for the spike trains is 12ms and the multiunit mixing parameter
of the metric is 0.1. a: scaling of the runtime with the spike train length for
a fixed number of cells (C = 50). Note that, as mentioned in the main text,
the complexity of the algorithm implemented by both packages scales linearly
with the number of spikes. b: scaling of the runtime with the number of cells
for a fixed spike train length (3 s).
2.7 notes on spike train generation
In simulations we often need to generate random event (spike) trains.
This could also occur when implementing experimental protocols; in-
deed, the notes presented in this section follow from some work I did
while designing a system for the generation of conductance trains for
dynamic clamp experiments.
Most of the time, generating random spike trains means model-
ling them as renewal processes [Gerstner and Kistler, 2002, section 5.2],
defined as point processes on the real line where the probability of
an event occurring at time t only depends on the time t− tˆ that has
passed since the last event, occurred at time tˆ. In other words, in a
renewal process the length of successive inter-events intervals is in-
dependent, and the probability distribution for inter-event intervals
(IEIs, or ISIs in the spike train case) completely defines the process.
Choosing one type of renewal process over another means defining
the functional form of this probability distribution. For instance, in a
Poisson process the probability is given by a simple exponential func-
tion of t− tˆ, while in a gamma process it is a gamma function.
A good way of letting our assumptions on the temporal statistics
of the spike train inform our choice of process type is to choose the
process where ISIs are distributed according to the maximum entropy
distribution given our constraints (see Pressé et al. [2013] for a general
introduction to the maximum entropy principle). For example, the IEI
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distribution for the Poisson process with rate r is the maximum en-
tropy distribution defined over [0,+∞) with mean r−1; and see Park
and Bera [2009] for a table of various common distributions together
with the constraints under which they are maximum entropy.
2.7.1 Two examples of “modified Poisson” processes with a refractory period
The gamma renewal process has long been a popular choice for de-
scribing spike trains [Stein, 1965], as it is fairly flexible, and in par-
ticular it allows for the representation of a relative refractory period.
On the other hand, in cases where the desired temporal structure is
completely described by an average event rate τ−1 and an absolute
refractory period κ, simpler approaches have been sought, often by
defining IEIs as the result of some sort of algorithmical manipulation
on data generated from the exponential distribution defined by
fτ(t)
.
=
e−t/τ
τ
, t ∈ [0,+∞) .
In the examples below, I will illustrate why this is in general not a
good idea.
2.7.1.1 Naive rejection sampling
In this case, IEIs are generated according to fτ(t), but the result is
rejected whenever t < κ. This approach is appealing because it starts
from something that satisfies one of the desired properties of the
event train (the average rate of the Poisson event train generated with
fτ(t) is τ−1) and adds the second requirement (the refractory period
κ) in what seems to be the simplest possible way. The issue here is
that the rejection step skews the rate statistics, so that the resulting
average rate is not τ−1 anymore. In fact, the IEI distribution we end
up sampling from is
sτ,κ(t)
.
=
eκ/τ
τ
e−t/τ , t ∈ [κ,+∞)
as can be easily found by renormalising fτ(t) over [κ,+∞). Now,
〈t〉sτ,κ =
∫+∞
κ
tsτ,κ(t)dt =
eκ/τ
τ
∫+∞
κ
te−t/τ dt
=
eκ/τ
τ
(
τte−t/τ
∣∣κ
+∞ + τ
∫+∞
κ
e−t/τ dt
)
= eκ/τ
(
κe−κ/τ + τe−κ/τ
)
= κ+ τ
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which means that simply rejecting all samples with t < κ shifts the
average rate from τ−1 to (κ+ τ)−1. So if r .= τ−1 is the nominal rate of
the event train, R .= κ−1 is the maximum allowed rate and r˜
[
sτ,κ
] .
=(
〈t〉sτ,κ
)−1
is the actual average rate when sampling from sτ,κ, then
r˜
[
sτ,κ
]
=
1
1
R +
1
r
=
R
1+ Rr
and
r˜
[
sτ,κ
]
R
=
1
1+ Rr
(2.35)
2.7.1.2 Rejection sampling with substitution
This is a variant of the previous case, where whenever we sample
a value t < κ from fτ(t) we consider it to be equal to κ instead of
rejecting it. The corresponding IEI distribution is
s ′τ,κ(t) =
(
1− e−t/τ
)
δ(t− κ) +
e−t/τ
τ
, t ∈ [κ,+∞)
and the resulting average IEI is
〈t〉s ′τ,κ =
∫+∞
κ
ts ′τ,κ(t)dt = κ
(
1− e−κ/τ
)
+
∫+∞
κ
te−t/τ
τ
dt
= κ
(
1− e−κ/τ
)
+ e−κ/τ(κ+ τ)
= κ+ τe−κ/τ
which, again, entails a distortion between the actual and the nominal
average rate: similarly to Equation 2.35,
r˜[s ′τ,κ]
R
=
1
1+ Rr e
−r/R
(2.36)
Figure 20 shows a comparison between the results in (2.35) and (2.36),
and the desired situation where r˜ = r.
2.7.2 Maximum entropy renewal process with given rate and absolute re-
fractory period
As we mentioned above, a more principled choice for a renewal pro-
cess with a given rate and an absolute refractory period would be that
whose ISI distribution has maximum entropy under the required con-
straints; in the following discussion, I will determine this distribution.
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Figure 20: Actual rate r˜ versus nominal rate r, normalised by maximum rate
R. Red is rejection sampling (2.35), green is rejection with substitution (2.36).
Note that I will indicate the differential entropy of a probability dens-
ity function p with support S by the symbol h[p]:
h[p]
.
= −
∫
S
p(x) logp(x)dx
Lemma 1. Let p and q be continuous probability density functions on an
interval I ⊂ R, such that h[p], h[q] <∞. Assume q(t) > 0 for all t ∈ I. If
−
∫
I
p(t) logq(t)dt 6 h[q]
then
h[p] 6 h[q]
with equality iff p = q almost everywhere.
Proof.
h[p] = −
∫
I
p(t) logp(t)dt
= −
∫
I
p(t) log
p(t)
q(t)
dt−
∫
I
p(t) logq(t)
= −DKL
(
p ‖ q)− ∫
I
p(t) logq(t)dt
6 −
∫
I
p(t) logq(t)dt
6 h[q]
whereDKL
(
p ‖ q) is the Kullback-Leibler divergence [Cover and Thomas,
2006] between p and q and we have used the fact thatDKL
(
p ‖ q) > 0
for any choice of p and q. The case for equality follows immediately
considering that DKL
(
p ‖ q) = 0 iff p = q almost everywhere.
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We can now write an ansatz for the maximum entropy distribution
over the interval [κ,+∞) with mean τ
qτ,κ(t)
.
=
e−
t−κ
τ−κ
τ− κ
, t ∈ [κ,+∞) (2.37)
Note that qτ,κ(t) is normalised:∫+∞
κ
q(t)dt =
e
κ
τ−κ
τ− κ
∫+∞
κ
e−
t
τ−κ = e
κ
τ−κ
[
e−
t
τ−κ
]κ
+∞ = 1
To show that this is indeed the unique solution to our problem, we
start by computing its differential entropy.
h
[
qτ,κ
]
= −
∫+∞
τ
qτ,κ(t) logqτ,κ(t)dt
=
1
τ− κ
∫+∞
τ
e−
t−κ
τ−κ
[
log (τ− κ) +
t− κ
τ− κ
]
dt
= log (τ− κ) +
1
τ− κ
∫+∞
τ
t− κ
τ− κ
e−
t−κ
τ−κ dt
= log (τ− κ) +
∫+∞
0
xex dx
= log (τ− κ) + 1
where we have substituted x .= (t−κ)/(τ−κ). But now, if we consider
any other distribution p defined over [κ,+∞) with mean τ, i.e. such
that ∫+∞
τ
p(t)dt = 1 ,
∫+∞
τ
tp(t)dt = τ
then
−
∫+∞
τ
p(t) logq(t)dt =
∫+∞
τ
p(t)
[
log (τ− κ) +
t− τ
τ− κ
]
dt
= log (τ− κ) + 1
= h
[
qτ,κ
]
Finally, by Lemma 1 this implies
h [p] 6 h
[
qτ,κ
]
for any p, and the bound is achieved only if p = qτ,κ. This proves that
qτ,κ is the (unique) maximum entropy distribution on [κ,+∞) with
mean τ.
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2.7.2.1 Sampling from the maximum entropy distribution
If we want to generate a spike train with qτ,κ for inter-spike interval
distribution, we are faced with the problem of sampling from it start-
ing from, say, a pseudo-random number generator that can sample
from U[0,1), the uniform distribution over the interval [0, 1). Let’s start
by defining
sτ
.
=
e−t/τ
τ
This is a simple exponential distribution, and we can sample from it
by computing
ti = − ln(ui) · τ
where ui ∼ U[0,1) (see, for example, Rothman and Silver [2014]). Now
observe that, for any t ∈ [0,+∞),
qτ,κ(t+ τ) = sτ−κ(t)
Hence, an easy way of sampling from qτ,κ is to sample from sτ−κ(t)
and then add κ to the sampled number.
3
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3.1 a model of mf to grc connectivity shows signific-
ant structural properties emerging from spatial con-
straints
The space-dependent connectivity rules described in subsection 2.3.1
for the local GCL network induce some simple structural characterist-
ics that are easy to measure with standard network-theoretical tools.
Figure 21 shows the network formed by a weighted one-mode projec- weighted one-mode
projectiontion [Newman, 2010] of the local GCL model with d = 4 synaptic
connections onto the set of nodes representing GrCs. The nodes of
this network coincide with the GrCs in the model; two nodes are con-
nected by an edge if they share at least one neighbour (i.e. they are
connected to at least one common MF) in the original network, and
the weight of the edge is
w = d− s
where d is the number synaptic connections per GrC and s is the
number of shared neighbours. In Figure 21, one GrC is fixed and the
length of the shortest (weighted) path between it and all other nodes
of the projected network is shown with a colour code. Considering
that the spatial extent of the projected network is the same of the ori-
ginal network (i.e. an 80µm diameter ball), this shows how the con-
straint on GrC dendrite length sets the scale for the spatial structure
of the network, limiting input sharing to GrCs within a reciprocal dis-
tance of about 40µm. By contrast, Figure 22 shows the same measure
for the corresponding randomised bipartite graph, obtained from the
local GCL model by randomly reassigning the MF ends of all edges,
so that d is conserved. It is evident that in this case the spatial struc-
ture of the network is lost, and that the amount of input sharing is
lower overall.
We can further expand on the ideas presented above by compar-
ing the bipartite clustering coefficient [Robins and Alexander, 2004] of bipartite clustering
coefficientthe local GCL model and its randomised counterpart. For a bipartite
graph, with nodes of - say, in our case - type “MF rosette” and type
“GrC”, the bipartite clustering coefficient is the number of 4-cycles
formed by a pair of “GrC” nodes being both connected to the same
pair of “MF rosette” nodes, normalised by the maximum number of
such cycles possible in a network with the given number of nodes. In
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Figure 21: Weighted one-mode projection of the local granule cell layer model
with four synaptic connections per GrC onto the set of graph nodes rep-
resenting granule cells. Cell positions are given by a projection of the 3D
coordinates onto the (x,y) plane. Colour code represents the length of the
shortest weighted path separating a fixed GrC (the one in bright orange) and
every other GrC in the one-mode network. Orange: full input sharing (four
MF terminals in common). Light or dark blue: no shared input. Dark blue:
no shared input and little presence of common neighbours in the projected
network. Figure realised with NetworkX [Hagberg et al., 2008] and Gephi
[Bastian et al., 2009].
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Figure 22: As Figure 21, but for a random bipartite graph with the same
nodes and number of synaptic input per GrC as the local GCL model.
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Figure 23: Blue: bipartite clustering coefficient [Robins and Alexander, 2004]
for the local GCL network model, as a function of the number of synaptic con-
nections per granule cell. Red: same quantity for a random bipartite network
with the same (fixed) number of connections per GrC.
other words, for our model the bipartite clustering coefficient meas-
ures the average number of shared input pairs between pairs of gran-
ule cells. Indeed, this measure is useful in quantifying the local effect
of the spatial structure: the local GCL network model turns out to
be more clustered than the equivalent random bipartite network, and
for both models clustering increases with the number of GrC synaptic
inputs (Figure 23).
3.2 a model of golgi cell placement and connectivity
predicts structural statistics for the golgi cell
network
3.2.1 The spatial distribution of Golgi cells shows regularity below the
30 µm scale
While the average spatial density of cerebellar Golgi cells has been
reported in the literature [Vervaeke et al., 2010] and is the subject of
ongoing investigations [Valera et al., 2012], no studies have attempted
to quantify higher-order properties of the spatial distribution of these
interneurons, such as possible correlations between the positions of
individual Golgi cells. As will be discussed in subsection 3.2.2, such
statistical properties, conceptually related to the tendency of cells
to “aggregate” in clusters or to “repel” each other forming regular
lattice-like patterns, can have a role in the study of structure-function
relationships in the granule cell layer.
To investigate the second-order structure of the spatial distribution
of Golgi cells within the granule cell layer, in the context of a collabor-
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Figure 24: Immunostaining of cerebellar Golgi and Purkinje cells. Detail
of the central region in lobule IV. Green: GlyT2-positive Golgi cells. Blue:
neurogranine-positive Golgi cells. Red: aldolase-C-positive Purkinje cells.
Data kindly provided by Jean-Luc Dupont (INCI-CNRS, Strasbourg, France).
ation with Antoine Valera I used tools from the theory of spatial point spatial point
processesprocesses [Daley and Vere-Jones, 2003; Illian et al., 2008; Diggle, 2013]
to analyse experimental data on Golgi cell position kindly provided
by Jean-Luc Dupont (INCI-CNRS, Strasbourg, France). Position data
was extracted from confocal microscopy images of immunolabelled
populations of Golgi cells (Figure 24). The analysis — detailed in
subsection 2.1.1 — consisted in estimating the pair correlation function pair correlation
functiong(r) for the experimentally recorded positions of cells within thin
transverse sections of lobules II to V. The pair correlation function is
defined as follows: given the presence of a cell at a location x, and
given another location y, g(|x− y|) is the probability density of find-
ing a cell in y, normalised by the mean spatial density of cells around
y (but see subsection 2.1.1 for a more rigorous definition). If the cells
were independently distributed according to a spatial density func-
tion λ(x), g(r) would then be constant and equal to 1 for all values
of r. Statistically significant deviations of g(r) from unity represent
a tendency of the cells to cluster together (if g(r) > 1) or to repel
each other (if g(r) < 1) at a given distance r. Using this analysis tool
I showed that, while Golgi cell density can vary depending on the
anatomical location and genetic subtype [Valera et al., 2012], pairs of
GoCs are less likely to be found at reciprocal distances smaller than
~30µm than what would be expected if the cells were indipendently
distributed in space (Figure 25).
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Figure 25: Blue: pair correlation function g(r) for experimentally recorded
Golgi cell positions. Shaded region: confidence band for g(r), with 0.95 con-
fidence level. Red: g(r) ≡ 1 reference, representing the value g(r) would
assume if cell positions were statistically independent.
It should be noted that the pair correlation function of a spatial
point process is defined in such a way to be, in a way, independent of
the dimensionality of the process, in the sense that g(r) ≡ 1 for a com-
pletely random process regardless of whether this process is defined
on a surface or in a three-dimensional volume. Because of this, even
though in my analysis I only considered the two-dimensional posi-
tions of Golgi cells in transverse sections, we can expect the pair cor-
relation function of the full three-dimensional distribution of Golgi
cells within cerebellar tissue to exhibit a similar behaviour to that
presented in Figure 25, if only we assume that, after accounting for
possible spatial inhomogeneities (see subsection 2.1.1), the second or-
der structure of the distribution of cell positions is isotropic.
3.2.2 Estimate of the degree distribution of the Golgi cell network from
paired-recording and immunostaining data
Cerebellar Golgi cells are connected through electrical synapses or
gap junctions [Dugué et al., 2009]; this connectivity substrate is thought gap junctions
to play a fundamental role in regulating inhibitory synchrony in the
granule cell layer [Ostojic et al., 2009; Vervaeke et al., 2010] and in
compensating sublinear dendritic integration in Golgi cells [Vervaeke
et al., 2012]. To develop further the analysis of synchrony presented in
Vervaeke et al. [2010] in the direction of the methods used in the dy-
namical and complex systems literature [Pikovsky et al., 2003; Arenas
et al., 2008], I built a model of the gap junction network that could be
seen as a random spatial graph [Barthélemy, 2011] and that is tract-
able with the tools of network theory [Newman, 2010]. In the model,
the nodes of the network (representing Golgi cells) are seen as an
instance of a spatial point process [Illian et al., 2008] defined in an
infinite layer of finite thickness (representing the granule cell layer),
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and the probability of two nodes being connected depends on the
distance between them. Similar graph models have been studied in
the context of continuum percolation theory [Meester, 1996], a branch continuum
percolation theoryof stochastic geometry born out of the study of wireless communica-
tion networks (see Franceschetti and Meester [2007] or Haenggi et al.
[2009] for a review, and [Chiu et al., 2013] for a general introduction
to stochastic geometry).
Details of the definition and analysis methods for the GoC network
model are given in section 2.1. In brief, the network model is defined
in an infinite layer of thickness L. For simplicity, the cells are assumed
to be distributed with constant density λ. Cells are connected accord-
ing to a distance-dependent rule: if two cells are located at a recip-
rocal distance r, the probability that they are connected is
pc(r) =
a
e(r−r0)/∆ + 1
Parameters L, λ, a, r0 and ∆ are given in Table 1.
Such a structural Golgi network model predicts that the degree
distribution of the gap junction network, in the infinite size limit, is
Poissonian:
p(deg = k) =
e−ααk
k!
(3.38)
and that the average degree is
α = aλ(Lpir20)
[
1+
pi2
3
(
∆
r0
)2
−
1
6
(
L
r0
)2]
(3.39)
Where λ is the average number of Golgi cells per unit volume, L is the
thickness of the granule cell layer, r0 is a measure of the typical max-
imum distance between connected GoCs, a is the typical connection
probability between two cells that are close together, and ∆ is the spa-
tial scale of the transition between what we consider to be “close” and
“distant” pairs of cells (for a precise definition of all the terms, see sec-
tion 2.1). Setting the parameters in Equation 3.39 to values estimated
from the experimental data published in Vervaeke et al. [2010] (see
subsection 2.1.2 and Table 1), my prediction for the average degree of
the network is then
α ' 15
This prediction for the average number of neighbors for the typical
cell in the GoC network is significantly higher than the ~10 figure
reported in Vervaeke et al. [2010] for a network composed of 45 cells.
In Figure 26, I show that the reason for this discrepancy is an edge
3.2 structural statistics for the golgi cell network 89
0 10 20 30
Degree
0.00
0.05
0.10
R
e
la
ti
v
e
fr
e
q
u
e
n
cy
GCL edge length
0.35 mm
0.7 mm
7 mm
Figure 26: Blue (resp. green, red): average degree distribution for a Golgi
network model similar to that in Vervaeke et al. [2010]. Golgi cells are placed
at random in a cuboidal box of size 80 µm× 350 µm× 350 µm (resp. 80 µm×
700 µm× 700 µm, 80 µm× 7000 µm× 7000 µm), and are connected with a
distance dependent probability given by Equation 2.8. Averages are taken
over 400 (resp. 200, 20) intantiations of the model. Yellow: theoretical degree
distribution for a network built with the same connection rule in an infinite
layer of thickness 80 µm (Equation 3.38 and 3.39).
effect in the original estimate: indeed, on average a network of that
size will have a mean degree of about 10. But if we take the same
connectivity rules and we apply them to networks of progressively
larger sizes, the degree distribution converges to the theoretical result
given above for an infinitely large network confined to a sheet of finite
thickness (Equation 3.38 and 3.39). Thus, my analytical prediction is
corroborated by numerical estimation of the degree distribution on
random instantiations of the connectivity model.
3.2.2.1 Effect of spatial regularity of GoC positions
As I have shown in subsection 3.2.1, Golgi cells are relatively unlikely
to be found at reciprocal distances smaller than 30µm. In principle,
this could clearly have an effect on the network connectivity statistics.
In practice, though, for the typical cell in the connectivity model dis-
cussed above, most of the connected neighbours end up being located
at distances significantly larger than 30µm, so that their mean num-
ber is altered only slightly by taking into account the measured regu-
larity of Golgi cell positions (subsection 2.1.3). Nevertheless, it is still
possible that the geometrical disposition of GoCs could significantly
impact network dynamics. In fact, the coupling strength between GJ-
coupled Golgi cells has been shown to decay with distance on a
3.3 discussion 90
shorter spatial scale than the connection probability [Dugué et al.,
2009; Vervaeke et al., 2010].
3.3 discussion
In this chapter, I have shown how the spatial nature of the connectiv-
ity rules can give rise to statistical network features in the main elec-
trical and chemical networks of the cerebellar granule cell layer.
The results of section 3.1 provide a possible criterion to find the
very minimum spatial scale at which information processing in the
GCL should be analysed, by highlighting the fact that neighbouring
granule cells necessarily have common sources of synaptic input. The
effects of spatial structure on coding in the GCL will be investigated
further in chapter 5.
In subsection 3.2.1, the first analysis to be conducted on the higher-
order properties of the spatial distribution of Golgi cells is presen-
ted. I have found that GoCs are unlikely to be located at reciprocal
distances smaller than 30µm, giving an empirical grounding to the
assumptions on spatial regularity in existing models of the GoC net-
work [Dugué et al., 2009] and opening new possibilities for inquiry
into the relationship between its structure and its function.
On the other hand, the analytical results in subsection 3.2.2 al-
low us to estimate the mean value and the variance of one of the
most important “connectedness” metrics for the Golgi cell network
— namely, the number of other cells that any Golgi cell is coupled
to — from simple geometrical considerations. Furthermore, the ex-
perimental data that this estimate relies upon is relatively simple and
easy to obtain, as only paired recordings for cells at a known distance
from each other are needed, making for better statistics if compared
to lower-throughput experimental techniques, like morphological re-
constructions.
Finally, the results in section 3.2 can also be used as a way of check-
ing the internal consistency of existing experimental data on GoCs
with the conceptual model used to interpret it. In fact, if the average
number of GJs per Golgi cell is 35 [Vervaeke et al., 2012] and the aver-
age number of connections per cell is 15 (subsection 3.2.2), on average
there must be about 2.3 gap junctions per connected pair. Indeed, this
theoretical prediction matches well with current experimental estim-
ates obtained by direct count of the number of GJs in connected GoC
pairs by electron microscopy [Lo˝rincz et al., 2015].
4
N E T W O R K S T R U C T U R E R E G U L AT E S S Y N C H R O N Y
O F G O L G I C E L L F I R I N G
As described in subsubsection 1.3.4.2, theta band (resp. beta band)
LFP oscillations have been observed in the GCL in rat (resp. monkey);
behaviourally, they are associated with a state of “quiet wakefulness”
of the animal, and they disappear upon initiation of a movement
[Hartmann and Bower, 1998; Pellerin and Lamarre, 1997]. Synchron-
ous firing of Golgi cells is thought to be one of the main contributors
to the generation of this oscillatory pattern [Dugué et al., 2009; Roš
et al., 2009], and to be enabled by the gap junction-mediated recur-
rent connectivity existing within the cell population [Dugué et al.,
2009]; indeed, electrical connectivity has been shown to enable syn-
chronous activity in other neuronal populations [Beierlein et al., 2000;
Deans et al., 2001; Traub et al., 2001].
The mechanisms governing the robustness of synchronous activity
in the Golgi cell network are not yet completely understood. Theor-
etical studies have shown that a simplified, fully-connected network
model can exhibit bistability, toggling between synchronous and asyn-
chronous activity in response to an external stimulus [Ostojic et al.,
2009], and in vivo experiments have shown that gap junctions medi-
ate rapid desynchronisation of Golgi cell activity following a tempor-
ally precise distributed synaptic input [Vervaeke et al., 2010]. Further-
more, simulations of an experimentally constrained model of a local
GoC network have highlighted the importance of local and heterogen-
eous GJ-mediated coupling in enabling desynchronisation [Vervaeke
et al., 2010]. However, a systematic study of the robustness of the
synchronous state in a network with realistic (i.e. space-dependent)
connectivity and detailed cell models has never been realised.
To better understand the role of network structure in controlling the
robustness of synchronous GoC network activity, I therefore created
new experimentally constrained network models that allow the spa-
tial range of GJ connectivity to be manipulated independently from
the distribution of synaptic conductances between coupled cells. As I
will illustrate below, this allowed me to disentangle the relative contri-
butions of the two aspects by simulating the network and measuring
its response to an external stimulus.
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4.1 spatial locality of the network
I modelled a change in locality of the network connectivity rules in a
number of ways, detailed below. In general, I found that manipulat-
ing the network structure to make it less local gradually enforces a
very robust synchronous activity state.
4.1.1 Variable connectivity range
In the network model used by Vervaeke et al. [2010], N = 45 Golgi
cells are scattered at random in a 350µm× 350µm× 80µm box, to
match their experimentally measured average spatial density. Each
cell pair, located at a reciprocal distance r, is then connected with a
GJ with probability pVc (r) (Equation 2.6). The conductance of the GJ
is also dependent on r through a relationship gV = gV(r), the specific
form of which is given in the paper. The endpoints of the synapses
are placed at random on the dendritic tree of the connected cells.
For my simulations, I used this model as a starting point. Even
though in subsection 3.2.2 I showed that a network this size suffers
significant small size and border effects on its structural properties,
in most simulations I kept N = 45 to allow for a more direct com-
parison with the results reported by [Vervaeke et al., 2010] (but see
below for tests done on larger networks with a different connectiv-
ity scheme). To change the connectivity range of the cells and make
them more likely to connect to other cells further away I modified the
connectivity model in the following way:
pVc (r) −→ pc(r; s) = pVc (r/s)
gV(r) −→ g(r; s) = gV(r/s)
where s is a spatial scale factor. This results in an increase in the num-
ber of connections; indeed, Equation 3.39 shows that the increase in
the average number of connections per cell would be proportional
to s2 for an infinite-sized network if we modelled pc(r) with Equa-
tion 2.8 instead of Equation 2.6. In each random realisation of the
network, I compensated for this by scaling down the synaptic con-
ductances to keep their total sum within the network at the same
value that would have been obtained by using pVc (r) and gV(r).
I performed numerical simulations using the network model de-
tailed above and the reduced-morphology Golgi cell model described
in subsection 2.2.2, following the same protocol as in Vervaeke et al.
[2010]. All cells in the network were subject to a realistic MF and PF
background noise stimulation [Rancz et al., 2007; Chadderton et al.,
2004] distributed over the dendritic tree (details on the synaptic mod-
els are given in subsection 2.2.5 and subsection 2.2.6). For each cell, 20
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Figure 27: Desynchronisation of Golgi cell network models with varying spatial
connectivity scales following a temporally precise synaptic input. Top: repres-
entative raster plots of network activity for the different models. Cells are
numbered progressively through the four network models analysed. In each
network, 10 cells receive a brief external synaptic input starting at 310ms
after the beginning of the simulation, following the protocol used by Vervaeke
et al. [2010] (see main text). Bottom: time-resolved synchrony index for the
population (Equation 4.40), averaged over 32 repetitions of the simulation,
with a different randomly generated network each time. Values affected by
artefacts due to the definition of the synchrony index (which converges to 1
at the beginning and the end of each simulation) are displayed in a muted
colour.
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(resp. 100) synaptic stimuli were placed at random locations on the
basolateral (resp. apical) dendrites, each firing at 2Hz (resp. 0.5Hz)
with Poisson statistics. Additionally, a random subset of 10 cells re-
ceived a temporally precise external synaptic input roughly 310ms
after the beginning of the simulation, out of phase with their spontan-
eous firing pattern. The stimulus consisted in a very brief sequence of
MF and PF synaptic events. For each stimulated cell, 8 (resp. 50) syn-
aptic locations randomly located on the basolateral dendrites were
stimulated at 200Hz (resp. 350Hz) for a period of 10ms (resp. 15ms).
Apical synaptic events were delayed by an additional 5ms to reflect
synaptic integration time in granule cells.
Spike times were recorded for every cell in the network; an illus-
trative scatter plot is given in Figure 27, top panel. At any time t,
synchrony within the population of N cells was measured as
S(t) = 1−D(t) = 1−
1
N(N− 1)/2
N−1∑
n=1
N∑
m=n+1
Dmn(t) (4.40)
whereDmn(t) is the bivariate SPIKE-distance [Kreuz et al., 2013] between SPIKE-distance
the activity of cellm and cell n. The SPIKE-distance is a time-resolved
and time scale-adaptive measure of spike train dissimilarity, andD(t)
is its averaged extension to a population of size N. Analysis of the
simulations shows that networks with long range connectivity imme-
diately fall back in synchrony after the occurrence of the external stim-
ulus, while networks with short range connectivity tend to persist for
a longer time — or even indefinitely — in a partially desynchronised
state (Figure 27, bottom panel).
4.1.2 Tunable locality with Watts-Strogatz-like network models
In the simulations discussed above, changing the spatial scale of the
connectivity has the side effect of altering the number of neighbours
of each cell in the network. As a minimal way of modelling a change
in locality with no such side effect, I built a Golgi network based on
the “small world” network model by Watts and Strogatz [1998]. This Watts-Strogatz
network modelconsists in N = 720 cells arranged in a k-ring topology, where each
of them is connected to its k = 14 nearest neighbours, but where a
fraction p of the 720 · 14/2 edges is “rewired” at random (Figure 28).
These connections represent long range shortcuts between areas of
the network that would otherwise be spatially segregated; the rewir-
ing probability p thus parametrises a smooth transition between a regu-
lar, completely local k-ring (p = 0) and a Erdo˝s–Rényi random graph
of the G(n,m) family [Erdo˝s and Rényi, 1959; Newman, 2010] (p = 1).
The value of k was chosen to approximate the predicted average for
an infinitely large network (subsection 2.1.2); k = 14 was selected in-
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Figure 28: Examples of Watts-Strogatz connectivity substrates for the Golgi
cell network model with tunable locality, for different values of the rewiring
probability parameter p. In all four cases, there are N = 720 cells and k = 14
connections per cell. Note that most edges are not visible in the p = 0.01
and p = 0.001 cases, and that the case p = 1 represents a random graph of
the G(n,m) family.
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Figure 29: Desynchronisation of Golgi cell network models with tunable
locality, built from a Watts-Strogatz-like small world network model. Top:
representative raster plots of network activity for a random selection of
45 cells for each model tested. Cells shown are numbered progressively
through the five network models analysed. Out of the total 720 cells com-
posing the model, 160 cells uniformly distributed around the ring receive
a brief external synaptic input starting at 310ms after the beginning of
the simulation, following the protocol used by Vervaeke et al. [2010] (see
main text). A video illustrating a representative simulation is available on-
line [http://dx.doi.org/10.6084/m9.figshare.1299068]. Bottom: time-
resolved synchrony index for the population (Equation 4.40), averaged over
3 repetitions of the simulation, with a different randomly generated network
each time. Values affected by artefacts due to the definition of the synchrony
index (which converges to 1 at the beginning and the end of each simulation)
are displayed in a muted colour.
stead of k = 15 to satisfy the k-ring symmetry requirement for k to
be even. N was made large enough to ensure a sufficiently smooth
small world transition [Watts and Strogatz, 1998].
Simulations for this parametrised model show again that a very
robust synchronous activity state can be enforced by making the net-
work less local (see Figure 29 and the accompanying video1). Indeed,
the transition between a desynchronisable and a non-desynchronisable
architecture happens alongside the well known small-world trans-
ition for the network structure of the underlying network model [Watts
and Strogatz, 1998; Newman, 2010] (Figure 30).
Finally, as an additional control, I have obtained a network model
with no spatial structure by taking an instance of the model by [Ver-
vaeke et al., 2010] and randomly shuffling the edges, such that spatial
correlations were destroyed but the degree distribution and the mar-
1 http://dx.doi.org/10.6084/m9.figshare.1299068
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Figure 30: Illustration of the loss of locality during the small-world trans-
ition in a Watts-Strogatz-like Golgi cell network model. Dashed blue line:
C(p)/C(0), where C(p) is the (unweighted) mean clustering coefficient of
the network as a function of the rewiring probability parameter p. Solid blue
line: L(p)/L(0), where L(p) is the mean minimum (unweighted) path length
between two nodes of the network, as a function of p. Red: temporal average
of the synchrony index over the whole duration of the simulations shown in
Figure 29 (2000ms).
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Figure 31: Desynchronisation of a spatially random Golgi cell network model
following a temporally precise synaptic input. The network is obtained from
that used in Vervaeke et al. [2010] by shuﬄing all connections between cells.
Top: representative raster plot of network activity. 10 cells receive a brief ex-
ternal synaptic input starting at 310ms after the beginning of the simulation,
following the protocol used by Vervaeke et al. [2010] (see main text). Bottom:
time-resolved synchrony index for the population (Equation 4.40), averaged
over 32 repetitions of the simulation, with a different randomly generated
network each time. Values affected by artefacts due to the definition of the
synchrony index (which converges to 1 at the beginning and the end of each
simulation) are displayed in a muted colour.
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ginal distribution of synaptic weights were conserved (the degree dis-
tribution is conserved because, as I showed in section 3.2, the distribu-
tion in the spatial case is Poissonian, just like that of an Erdo˝s–Rényi
random graph). This model also displays a robust synchronous beha-
viour, similar to that exhibited by the completely randomised (p = 1)
Watts-Strogatz network (Figure 31).
4.2 heterogeneity of synaptic strengths
To investigate the effect of the heterogeneity of synaptic strengths
within the network, I have created a variant of the model by Ver-
vaeke et al. [2010] where the spatial structure of the connectivity is
conserved, but the conductance of the GJs between connected cells
is not given by gV(r) as discussed above. For each synapse, it is
instead drawn independently from a Gamma distribution with the
same mean of the empirical distribution of synaptic weights in the ori-
ginal model but whose variance is scaled systematically by a factor v.
The Gamma distribution Γ(k, θ) is parametrised by a shape parameter
k and a scale parameter θ, and it is defined by its probability density
function in the following way:
f(g;k, θ) =
gk−1e−g/θ
θkΓ(k)
where Γ(k) is the Gamma function evaluated in k. Γ(k, θ) has mean
kθ and variance kθ2, so performing the following transformation
k −→ k/v
θ −→ θ · v
achieves the desired scaling of the variance while keeping the mean
constant. To choose a reference value for k and θ in the v = 1 case, I
fixed kθ to the empirical average of the synaptic weights in the ori-
ginal model and fitted the shape parameter k to give the best agree-
ment with the full empirical distribution (Figure 32). This procedure
yielded k = 1.53 and θ = 0.35nS.
While increasing the heterogeneity of the synaptic weight distribu-
tion renders the synchronous activity state more easily disrupted by
external synaptic input, the opposite is true only to a certain extent.
In fact, there is an upper limit on how synchronous a network we can
get by reducing the variability in synaptic strengths between connec-
ted cells. This is shown in figure Figure 33, where simulation results
for networks with v = 1, 4 and 9 are compared with the v = 10−6
case, essentially equivalent to setting all synaptic weights equal to
the mean value of the empirical distribution.
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Figure 32: Histogram: empirical distribution of synaptic conductances in the
model by Vervaeke et al. [2010], averaged over 100 model realisations. Solid
lines: re-scaled Gamma distributions (see main text) for different values of
the variance scaling parameter v.
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Figure 33: Desynchronisation of Golgi cell network models with varying syn-
aptic weight heterogeneity following a temporally precise synaptic input. Top:
representative raster plots of network activity for the different models. In each
network, 10 cells receive a brief external synaptic input starting at 310ms after
the beginning of the simulation, following the protocol used by Vervaeke et al.
[2010] (see main text). Bottom: time-resolved synchrony index for the popu-
lation (see main text), averaged over 32 repetitions of the simulation, with a
different randomly generated network each time. Values affected by artefacts
due to the definition of the synchrony index (which always converges to 1
at the beginning and the end of each simulation) are displayed in a muted
colour.
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4.3 discussion
In this chapter, I have studied the stability of synchronous activity
in experimentally constrained models of the network formed by cere-
bellar Golgi cells through electrical synapses. Following the finding
by Vervaeke et al. [2010] that desynchronisation is enabled by a local
and heterogeneous network structure induced by a space-dependent
connectivity rule, I analysed the relative contribution of these two
aspects to the robustness of synchronous activity to external input.
Using numerical simulations, I have quantified the response of the
network to a temporally precise synaptic input to ~20% of the cells,
while systematically varying the model parameters governing the loc-
ality of the connectivity structure and the heterogeneity of synaptic
strengths.
I have found that heterogeneity of the distribution of synaptic con-
ductances within the network has a tangible effect on the ability of the
system to desynchronise; however, this effect is dominated by that of
the spatial scale of the synaptic organisation. Indeed, networks with
long range connections support a very robust synchronous state, and
spatial segregation in locally connected networks enables the persist-
ence of a partially desynchronised state. Conceptually, this matches
well known results from the theory of complex networks of dynam-
ical systems [Barahona and Pecora, 2002; Arenas et al., 2008].
The results I presented here constitute a significant advancement
over the existing literature, as previous theoretical studies on net-
works of electrically coupled neurons have focused on fully-connected
topologies [Ostojic et al., 2009], while in Vervaeke et al. [2010] locality
was not considered as an effect of the realistic connectivity structure
distinct from heterogeneity, and structural parameters were not in-
vestigated systematically. In the future, this work could be extended
by formulating a model of network connectivity with tunable locality
that would be more realistic than that used in subsection 4.1.2 — for
instance by being based on a 2D lattice instead of a k-ring — but at the
same time simple enough to be amenable to analytical investigation
[Pecora and Carroll, 1998; Barahona and Pecora, 2002; Pereira et al.,
2013]. This would allow for the results of the structural analyses in
section 3.2 to be directly related to their dynamical and functional im-
plications. A further interesting aspect to study would be the spatial
scale at which GJ connectivity can establish and maintain robust syn-
chrony in absence of long-range connections or common oscillatory
drive. Finally, another question is the effect that recurrent chemical
inhibitory synapses, recently reported to exist within the Golgi cell
population [Hull and Regehr, 2012], can have on synchrony.
5
N E T W O R K S T R U C T U R E C O N T R O L S A
S PA R S I F I C AT I O N - T R A N S M I S S I O N T R A D E O F F I N
T H E G R A N U L E C E L L L AY E R
There is wide consensus that the cerebellar input layer, or granule
cell layer (GCL), transforms mossy fibre (MF) inputs, conveying sens-
ory and efferent copy information, into a higher dimensional, sparser
code [Marr, 1969]. This type of operation, called expansion recoding, in- expansion recoding
creases the separation between input patterns [Olshausen and Field,
2004], thereby enabling downstream cerebellar circuits to perform
more effective associative learning [Marr, 1969; Albus, 1971; Tyrrell
and Willshaw, 1992; Medina and Mauk, 2000; D’Angelo and De Zeeuw,
2009; Schweighofer et al., 2001], adaptive filtering [Fujita, 1982] and
binary addressing [Kanerva, 1988]. Three basic properties are required
for divergent feedforward networks to perform effective pattern sep-
aration: (1) information must be conserved, (2) the dimensionality of
the output coding must be larger than that of the input, and (3) the
output code must be sparse. However, the contribution that synaptic
connectivity makes to these functions remains poorly understood.
To understand the role of network structure in determining the
effectiveness of the GCL as an expansion recoder, I constructed a
biologically detailed network model of a local GCL network where
each parameter was constrained by experimental measurements (sec-
tion 2.3). I then analysed how the expansion recoding performance
of the model changed as I altered key structural parameters of the
network away from the experimentally measured values.
In my analysis, I assumed cerebellar input signals to be encoded
in the firing rates of mossy fibres (MFs), and I modelled GrCs as
simple conductance-based integrate-and-fire neurons. These simpli-
fying assumptions are justified by the fact that the soma and dend-
rites of GrCs form a single electrical compartment, thereby acting as
point neurons [Silver et al., 1992, 1996], while much of their excitatory
drive is composed of slow spillover-mediated AMPAR and NMDAR
conductances that build up over time during rate-coded MF input
[DiGregorio et al., 2002; Arenz et al., 2008; Schwartz et al., 2012].
network model My network model, derived from anatomical
experimental data [Billings et al., 2014], represented a ball of tissue
with a radius of about 80µm and contained about 500 granule cells
(GrCs), each receiving synaptic inputs from d of the ~180 mossy fibre
synaptic rosettes (MF) within the spherical volume. The parameter
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Figure 34: (Adapted from Billings et al. [2014]) Analysis of an experimentally
constrained spiking model of the local granule cell layer network. A: A binary
stimulus pattern was randomly selected from a set of N patterns (black active
and white inactive on barcode). A Poisson spike train was generated for each
MF input (80 Hz active, 10 Hz inactive; red raster plot), thereby setting the
timing of synaptic events. Red barcode indicates spike counts for the given
realization of the spike trains. B: 3D view of the anatomically constrained
local GCL network model detailed in subsection 2.3.1, with 176 MFs in red
and 509 GrCs in blue. C: Raster plot of GrC firing activity in response to the
input. Blue barcode indicates GrC spike count vector (measured over a 30 ms
window), which was assigned (or decoded) to one of N output classes (black
bar codes) defined using the k-means algorithm on a separate data set.
d was constant within a network instantiation, but varied across net-
works. For each network configuration analysed below, I used a fixed
instantiation of the connectivity, randomly generated according to the
rules given in subsection 2.3.1. See ibid. for details on the network
model.
simulation Rate-coded binary input patterns were created by
randomly assigning one of two possible firing rates (10 or 80Hz) to
each MF, representing quiescence or activity. The fraction p(MF) of
active inputs represented the global activity level of the input to the
network. For each of 20 values of p(MF) spanning the (0, 1) range and
for each MF, N=1024 independent Poisson trains of synaptic events
were then generated, each with the appropriate rate for the given MF
and a duration of 30ms (Figure 34A). GrCs, modelled as conductance-
based integrate-and-fire neurons, integrated the synaptic events they
received from the d MFs connected to each of them, and responded
by firing a certain number of action potentials during the 30ms time
window (Figure 34B and 34C). The spike count for all GrCs was then
stored in a vector of the appropriate size. See subsection 2.3.2 for
details on the simulations.
analysis The spike count vectors were the sole output of the sim-
ulations I considered for the analysis. The vectors were classified in
one of N output classes (Figure 34C), and I analysed the resulting
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mapping of N input patterns to N output classes as a communication
channel. For a range of values of d and p(MF), I estimated the mutual
information (MI, Cover and Thomas [2006]) between input and out-
put assuming a uniform prior over the N input patterns, comparing
it with the upper bound of log2 1024 = 10 bits set by the entropy of
the input. Furthermore, for each input pattern I computed the corres-
ponding output population sparseness using the definition given by
Vinje and Gallant [2000]. See section 2.4 for details on the analysis of
the simulations.
5.1 the local organisation of the gcl is well suited to
lossless sparse encoding
I first examined how effectively spiking network models with dif-
ferent synaptic connectivity transmitted spatially independent MF
patterns (Figure 35A). Networks with few synaptic connections per
neuron (small d) were most effective at transmitting information across
the widest range of MF input activity, defined as the fraction of MF
inputs active p(MF) (Figure 35B). Indeed, networks with few inputs
recovered almost all of the maximum of 10 bits, which is remarkable,
given the noisy nature of the encoding and that GrC spikes were only
decoded over 30ms. However, for networks with larger numbers of
synaptic connections per neuron information transmission perform-
ance decreased across large regions of p(MF). Reducing or extending
the window over which spikes were decoded or altering the firing
rates of active MFs shifted the dependence of MI on connectivity, but
the overall relationship remained the same (Figure 36 and 37). In con-
trast to information transmission, GrC population sparseness tended
to increase with the number of MF inputs per GrC (Figure 35C).
In agreement with the theoretical predictions made in Billings et al.
[2014], these results show that biologically detailed spiking networks
with few synaptic connections per neuron are most effective at trans-
mitting information, and that network connectivity controls a trade-off
between information transmission and sparsification. This trade-off arose
because as the number of synaptic connections per GrC increased,
the network I-O relationship became highly nonlinear, reducing the
average number of spikes per GrC to levels well below the average
numbers of spikes per MF (Figure 35G). Although encoding in this
region was sparse, so few GrCs were activated that information trans-
mission was compromised. To find the best-performing biological net-
work configurations, I plotted the relationship between the average
fraction of information recovered from the GrCs spike counts versus
average sparsification performed by each network (Figure 35H). Net-
works with two to seven synaptic connections per GrC provided the
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Figure 35: (Adapted from Billings et al. [2014]) Sparse encoding in biologically
detailed spiking network local models of the GCL with different numbers of
synaptic connections per granule cell. A: Visualization of independent mossy
fiber (MF) inputs in the local granule cell (GrC) layer network model with
active MFs in red and inactive MFs in white, for an example random activation
pattern. B: Mutual information (MI) encoded by the GrC population for 1024
uncorrelated input patterns across the full range of MF activation probability
p(MF) in biologically detailed spiking networks with different numbers of
synaptic connections per GrC (d). C: Same as for B but for 1-average output
sparseness. D, E and F: Same as for A, B, and C but for a set of 1024 spatially
correlated patterns, where neighboring MF inputs were activated in groups
of five. G: Same as for C and F but visualized as a line plot to show the
relationship between average spikes per GC and average spikes per MF in a
30ms window across all values of p(MF), for networks with different d. H:
Relationship between average MI (normalized by the MF input entropy) and
average output sparseness (across all values of p(MF)) for spiking networks
with different d (color code) for independent (circles) and spatially correlated
(triangles) inputs.
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Figure 36: (Adapted from Billings et al. [2014]) Effect of the duration of
the time window for the integration of network activity on spiking granule
cell layer network performance: mutual information (MI) for 128 patterns,
estimated after integrating network activity within time windows of different
length.
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Figure 37: (Adapted from Billings et al. [2014]) Effect of different mossy fiber
input rates on spiking granule cell layer network performance. A: Mutual in-
formation (MI) for 1024 input patterns for active mossy fibres (MFs) firing
at different rates, with tonic inhibition kept fixed at the average experimental
value. B: average spikes per granule cell (GrC) versus average spikes per MF
within a 30ms window, across all patterns and all values of the probabil-
ity of MFs being active p(MF). Different colour lines show relationships for
networks with different numbers of synaptic connections. C: Average MI, nor-
malized by the input entropy, versus average output sparseness (with averages
taken across all values of p(MF)) for different active MF rates, parametrised
by the number of synaptic connections. Note how, as shown in at the bot-
tom of panel B, there exists a threshold level of MF activity above which
the relationship between number of synaptic connections and GC activity is
reversed, and the most active networks are those with more connections. This
is reflected in panel C, as the networks with many synaptic connections lose
the sparsification advantage they have when the inputs are encoded at lower
rates, leaving those with fewer connections as an optimal choice for lossless
sparse encoding, even though the maximum sparsification attainable is lower.
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best solution for performing sparse lossless encoding, with four in-
puts performing particularly well.
5.1.1 Dependency of network performance on spatial structure of inputs
and network connectivity
Spatial correlation in MF input activity is likely to occur in real cere-
bellar networks and may vary from region to region, due to variations
in the numbers of MFs arising from different origins [Huang et al.,
2013]. I examined how spatial correlations in the MF activity patterns
affected information transmission and sparsification in spiking net-
works by introducing a pronounced spatial correlation in the input,
co-activating groups of five neighbouring MFs (Figure 35D). Input
correlations marginally increased the information transmission per-
formance over all networks (cf. Figure 35B and 35E). This is due to
GrCs in a particular region receiving a larger fraction of active MF in-
puts and thus having a greater chance of generating a spike. Output
sparseness of the GrC population was little affected by spatial correl-
ations in the MF input activity (cf. Figure 35C and 35F). Thus, spa-
tial correlations in MF activity only subtly shift the trade-off between
information transmission and sparsification in biologically detailed
spiking networks.
I also explored how the spatial structure of the network discussed
in section 3.1 affects information transmission by creating a spatially
randomised variant of the network model and using it to repeat some
of the analyses above (Figure 38). In a local network, the spatial or-
ganisation of the connectivity has an adverse, albeit minor, effect on
performance. This can be interpreted as a result of the input sharing
phenomenon documented in section 3.1, whereby neighbouring GrCs
tend to sample from similar sets of MFs.
5.2 a modest amount of feedforward inhibition enhances
expansion recoding
Golgi cells provide network-activity-dependent inhibition of GrCs,
via feed-forward [Kanichay and Silver, 2008] and feedback inhibi-
tion [Cesana et al., 2013], although the impact of this phasic and
spillover-mediated component is much weaker than tonic inhibition
[Duguid et al., 2012]. Therefore, I tested whether adding network-
activity-dependent inhibition to the physiological level of tonic inhib-
ition present in the model improved the performance of my spiking
networks. To do this, I scaled the tonic inhibitory conductance as a
function of p(MF) from the experimentally measured tonic level. This
reduced information transmission in networks with larger numbers
of synaptic connections (Figure 39A). However, for networks with few
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Figure 38: Performance comparison between the anatomical tissue model
and a randomised network with the same number of synaptic connections
per GrC. A: Mutual information (MI) for 128 patterns. B: average spikes
per GC versus average spikes per MF across all patterns and all values of
the probability of MFs being active p(MF), parametrised by the number of
synaptic connections. C: Average MI, normalised by input entropy, versus
average output sparseness (with averages taken across all values of p(MF)),
parametrised by the number of synaptic connections.
synaptic connections per neuron, information transmission was pre-
served and GC activity was further sparsened. Biologically detailed
networks with three to five synaptic connections, tonic inhibition, and
a modest network-activity-dependent inhibition performed lossless
sparse encoding better than with tonic inhibition alone (Figure 39C),
supporting the theoretical predictions in Billings et al. [2014]. Inter-
estingly, all three of these features are characteristic properties of
the cerebellar GCL, suggesting that both the connectivity and the in-
hibition properties of the system are tuned to enable robust lossless
sparse encoding over the widest possible range of MF excitatory drive.
5.3 the distribution of electrophysiological charac-
teristics across a granule cell population is low-
dimensional
The biophysical properties of GrCs and of their synaptic inputs from
MFs have been shown to be highly heterogeneous [Schwartz et al.,
2012; Sargent et al., 2005], and heterogeneity of neuronal properties
is known to have an important role in population coding [Shamir
and Sompolinsky, 2006]. As a first step towards incorporating cell-
and synapse-level heterogeneity in my GCL model, I investigated the
distribution of electrophysiological parameters within a rich experi-
mental dataset [Ward, 2012], building a generative model for popula-
tions of conductance-based integrate-and-fire models of GrCs.
As I showed in subsection 2.2.8 via formal model selection, it is reas-
onable to approximate the distribution of the main electrophysiolo-
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Figure 39: (Adapted from Billings et al. [2014]) Effect of network activity-
dependent scaling of tonic inhibition (NADI) on granule cell layer network
performance. A: Mutual information (MI) for 1024 patterns of different active
mossy fibers (MFs) with different levels of scaling of tonic inhibition in granule
cells (GrCs) with network activity added on top of the physiological baseline;
heatmap on the left (NADI=0) is included for comparison and represents the
baseline case. In these simulations an extra amount of GABAAR-mediated
conductance, proportional to the fraction of active MFs p(MF), was intro-
duced. The NADI parameter is a scaling coefficient for this proportionality
relation. For example, for NADI=1 and p(MF) = 0.6 the GABAAR-mediated
conductance will be increased by 60%, whereas with the same p(MF) but
NADI=0.3 the increase will be of 20%. B: average spikes per GC versus aver-
age spikes per MF across all patterns and all values of the probability of MFs
being active p(MF), parametrised by the number of synaptic connections for
the different levels of NADI. C: Average MI, normalised by input entropy,
versus average output sparseness (with averages taken across all values of
p(MF)) for different values of NADI parametrised by the number of synaptic
connections. The value of NADI=0.3, which is my rough estimate of how
the time-averaged GABAAR conductance contributed by Golgi cells varies
with network activity (subsubsection 2.2.6.1), increased the performance for
networks with few synaptic connections.
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Parameter Mean Std. dev.
Membrane capacitance (pF) 3.6 0.75
Leak conductance (nS) 0.77 0.29
Resting potential (mV) -66 13
Spike threshold (mV) -34 6.6
Reset potential (mV) -62 8.2
Table 4: Granule cell population model: mean and standard deviation for mar-
ginal distribution of single cell parameters, estimated from the experimental
data in Table 3.
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Figure 40: Granule cell population model: Pearson correlation coefficients
estimated for all pairs of single cell parameters from the experimental data
in Table 3. Stars mark significance level (0.1, 0.05 and 0.01 for one, two and
three stars respectively).
gical properties of granule cells — seen as a population of integrate-
and-fire (IaF) neurons — with a five-dimensional Gaussian. Equival-
ently, the distribution of the experimental GrC population in the IaF
parameter space is well described by simply giving its mean and cov-
ariance matrix, or the mean and standard deviation for the five mar-
ginal distributions together with the 5*(5-1)/2=10 correlation coeffi-
cients between all possible pairs of single cell parameters. It is this
last form that I use to explicitly specify the model, by reporting the
values estimated from the experimental data in table Table 4 and Fig-
ure 40. Examples of low-dimensional projections of the experimental
data, together with some synthetic data generated from the Gaussian
model, can be seen in Figure 41.
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Figure 41: Two of the ten possible bi-dimensional projections of the granule
cell population data and model. Blue dots: experimental data points. Blue
contour plot: kernel density estimate (KDE) for the experimental data, using
Gaussian kernels with bandwidths set according to Scott’s normal reference
rule [Scott, 2009]. Red dots: a sample of 50 synthetic data points gener-
ated from the Gaussian population model. Red ellipses are correlation ellipses
(mean ± one standard deviation along the principal axes) for the model pro-
jected on the relevant plane. On the margins: marginal distributions for the
experimental data KDE (blue) and the model (red). a: leak conductance
(Gm) versus membrane capacitance (Cm). b: spike threshold (Vt) versus
reset potential (Vr).
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Eigenvector # 1 2 3 4 5
Membrane capacitance -0.18 +0.79 -0.28 +0.50 -0.08
Leak conductance -0.40 +0.47 +0.52 -0.56 +0.17
Resting potential -0.44 -0.29 +0.59 +0.59 -0.12
Spike threshold -0.54 -0.22 -0.41 +0.04 +0.70
Reset potential -0.56 -0.16 -0.36 -0.27 -0.68
Explained variance ratio 60.0% 24.5% 15.9% 6.4% 2.2%
Table 5: Granule cell population model: coordinates and explained variance
ratio for the full set of eigenvectors obtained by performing PCA on the
correlation matrix for the experimental data in Table 3. Note that, because
PCA is done on the correlation matrix, the coordinates in this table are Z-
scores, hence dimensionless.
To further investigate the intrinsic complexity of the parameter
distribution for the GrC population, I applied Principal Component
Analysis (PCA) to the correlation matrix for the experimental data
in Table 3 (I used the correlation matrix rather than the covariance
matrix as the different parameters have different scales - see Jolliffe
[2002] and discussion therein). The results, reported in Table 5, show
that about 75% of the variance of the dataset can be explained by a
projection on the plane spanned by the eigenvectors associated with
the two largest eigenvalues of the covariance matrix.
In this section, I have shown that the granule cell population can be
described by a simple distribution over the set of single-cell paramet-
ers for integrate-and-fire models and that, furthermore, a projection
of the population onto its first two principal components is sufficient
to capture most of it variability. Finally, I have used this information
to build a generative model of GrC populations that incorporates bio-
logically accurate estimates of heterogeneity.
5.4 discussion
In this chapter, I have explored the relationship between the struc-
ture of feed-forward network models and their ability to transmit
information and transform it into a sparse representation, which are
both essential for pattern separation [Tyrrell and Willshaw, 1992]. I
built a spiking local model of the GCL network with synaptic inputs,
neuronal properties, and tonic inhibition constrained to experiment-
ally measured values (section 2.2, section 2.3), and I devised a simple
method for analysing it from an information theoretical standpoint
(section 2.4). Confirming theoretical predictions [Billings et al., 2014],
I showed that that the extent of the synaptic connectivity sets the
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trade-off between information transmission and sparse encoding (Fig-
ure 35). Furthermore, I have used the flexibility afforded by my nu-
merical approach to test for the effect of spatial structure in the input
signals (Figure 35) and in the connectivity of the network (Figure 38),
and to introduce a simple model of feed-forward inhibition that can
be directly related to experimental findings (Ward [2012], Figure 39).
My results suggest that spatial correlations have only a minor effect
at the spatial scale I analysed, and that a modest amount of feed-
forward-like inhibition — compatible with experimental estimates
in the rate-coding regime — enhances the information transmission-
sparsification trade-off. Additionally, I have shown that these findings
are robust with respect to the choice of the less well constrained para-
meters like the duration of the time window allowed for synaptic
integration and the firing rate of mossy fibres (Figure 36, Figure 37).
Even though the models used in my analysis present a detailed phe-
nomenological description of synaptic integration in granule cells, im-
portant aspects of cerebellar cytology are not contemplated, like het-
erogeneity of synaptic [Sargent et al., 2005] and cell [Schwartz et al.,
2012; Ward, 2012] properties. To begin to address this, I have analysed
single-cell GrC properties in a rich experimental dataset (section 5.3).
I have derived a simple statistical model capturing most of their vari-
ability, showing that a GrC population can be characterised with just
a few distributional parameters. Together with existing quantitative
descriptions of the variability of the MF→GrC synapse [Sargent et al.,
2005], this model will allow to include the effect of cell- and synapse-
level heterogeneity in future extensions of this study.
Another critical aspect that was only partially explored time to due
limitations is the effect of departures of the statistics of the input from
the assumption of “uncorrelated binary rate coding” [Billings et al.,
2014], like the spatio-temporal correlations that could be introduced
by unipolar brush cells [Mugnaini et al., 2011; Kennedy et al., 2014]
and the temporal signal structures involved in communicating rapid
discrete sensory events [Jörntell and Ekerot, 2006; Rancz et al., 2007].
Temporally structured input signals could be analysed using a similar
approach and computational tools like those I built and published
(described in section 2.6). Detailed biophysical models of the UBC are
available [Subramaniyam et al., 2014], and could be readily included
in the network model. Finally, the impact of the stochastic nature of
neurotransmitter release on information transmission in granule cells
[Arleo et al., 2010] could also be an important element to take into
account in an analysis extended to the temporal coding regime.
The main practical obstacle to the extension of this approach is
the scaling of its computational cost with the introduction of new
elements in the simulations or analyses. This type of analysis is not
expected to scale well with the dimensionality of input and output
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spaces. Indeed, controlling for the systematic error (or bias) that can
arise in estimations of mutual information is a hard problem [Treves
and Panzeri, 1995; Nemenman et al., 2002; Paninski, 2003; Panzeri
et al., 2007; Hausser and Strimmer, 2009; Archer et al., 2013] that gets
harder as the number of possible inputs and outputs of our system
increases with respect to our sampling capacity. On the other hand,
considering a temporal code for inputs and outputs would require
the use of more sophisticated dimensionality reduction tools for the
output (like the spike train distance-based method discussed in sec-
tion 2.6), which could come at a significant computational cost. In-
corporating stochastic synaptic transmission would, in general, make
the system noisier and thus harder to sample, feeding back into the
bias problem mentioned above.
In conclusion, while the work presented in this chapter can be ex-
tended to investigate the relevance of other features of the synaptic or-
ganisation of the GCL and MF input in the expansion recoding picture,
scaling the approach to larger input/output dimensionalities would
be intrinsically hard, even if done with more powerful computational
tools.
6
G E N E R A L D I S C U S S I O N
In this study, I have investigated the relationship between the network
structure of neuronal ensembles in the input stage of the cerebellum
and their dynamical properties. Using data from imaging and electro-
physiology experiments, as well as published anatomical information,
and combining computational, statistical and information theoretical
approaches, I have determined some of the functional implications of
the salient anatomical and physiological aspects of the granule cell
layer — the glomerular organisation of the MF→GrC synapse and
the electrical connectivity between Golgi cells.
6.1 spatial connectivity rules and network structure
in the gcl
A distinguishing feature of the cerebellar cortex is the homogeneous
and symmetric arrangement of its cytoarchitecture [Braitenberg and
Atwood, 1958]. On a local scale within the granule cell layer, this
is enabled by a combination of local spatial distribution rules and
morphological properties for the different cell types.
6.1.1 Local structure and MF input sharing at the glomerulus
One of the local aspects preeminently reflecting this property within
the granule cell layer is how the glomerular organisation of the MF to
GrC synapses conspires with the stereotypical morphology of granule
cells [Wittenberg and Wang, 2008] to constrain network structure. In
section 3.1, I quantified the extent to which the typical length of gran-
ule cell dendrites affects the combinatorial properties of MF sampling
by GrCs. I showed that the amount of input sharing induced among
neighbouring GrCs by a realistic model of glomerular organisation is
significant — if compared with the case of spatially random connec-
tions — even when confined to a spherical volume of 80µm diameter.
As expected, input sharing was limited to cell pairs within ~40µm of
each other. This has significant implications, as it determines the max-
imum range of correlations expected to be observed in GCL activity
following spatially independent MF input, and as such characterises
a natural choice for the minimum size of a local network model. Fur-
thermore, this spatial scale matches the reported extent of activation
spots in the GCL following focal MF stimulation in slice [Mapelli
et al., 2010; Gandolfi et al., 2014].
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6.1.2 Spatial distribution of Golgi cells
Eccles et al. [1967] proposed that Golgi cells are arranged in an reg-
ular hexagonal pattern, “tiling” the cortex with minimal overlap of
their roughly isotropic dendritic arborisations. This picture is now
known not to be accurate, as Golgi cells form extensive dendro-den-
dritic contacts in both the granular layer and molecular layer [Ver-
vaeke et al., 2010, 2012]. Nevertheless, to my knowledge, no studies
have ever attempted to quantify the reciprocal positions assumed by
Golgi cell bodies within the granule cell layer (on the other hand,
Altman and Winfree [1977] provided a careful characterisation of re-
ciprocal positions in Purkinje cells).
In section 3.1 I analysed a large data set from immunohistochem-
istry experiments, and I have found evidence of spatial regularity
below the 30µm scale in the transverse plane. Golgi cell bodies are
typically 5–10µm (small Golgi) or ~15µm (large Golgi) in diameter
[Palay and Chan-Palay, 1974; Simat et al., 2007], so it is possible that
the regularity extends — albeit weakly — beyond the direct effect
of cell body exclusion. Nevertheless, before reaching a definitive con-
clusion it is necessary to better control for systematic errors that can
arise in this type of estimate [Baddeley et al., 2000]. Additional re-
search is currently being carried out following the method outlined
in subsubsection 2.1.1.3 to address this issue.
Another point to consider is that the second order structure of
the spatial distribution of the cells could be anisotropic, presenting
a stronger regularity in the directions parallel to the surface of the
cortex. With the existing data, this could perhaps be tested by consid-
ering only those regions at the folds of the lobules, where the cortex
is in fact parallel to the slicing direction (see Figure 4). On the other
hand, the curved geometry of the cortex at the lobule folds could in-
troduce systematic distortions in such an estimate, and for a reliable
study a new experimental preparation cut parallel to the cortex — or
indeed a full 3D representation of the tissue — would be preferable.
As a topic of further research, it could also be interesting to isol-
ate those regions of GCL where all GoC subtypes are sufficiently
abundant [Simat et al., 2007; Valera et al., 2012], and test for the exist-
ence of cross-subtype position correlations [Diggle, 1986; Møller and
Waagepetersen, 2003; Diggle et al., 2006]. This could perhaps shed
some light on the possible developmental mechanisms responsible
for the establishment of the regularity, clarifying whether they act
uniformly across subpopulations or if they can be linked to those re-
sponsible for the inhomogeneous anatomical placement of different
subtypes [Valera et al., 2012].
Overall, regular placement of Golgi cells in space could have signi-
ficant functional implications, as connection probability and coupling
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strength within the recurrent network formed by GoCs (see below) is
known to be strongly distance-dependent [Dugué et al., 2009; Ver-
vaeke et al., 2010].
6.1.3 Structural aspects of the Golgi cell network
Cerebellar Golgi cells have been shown to be interconnected through
electrical synapses [Dugué et al., 2009]. Electrophysiological experi-
ments and morphological reconstructions have shown that the elec-
trical coupling between pairs of GoCs is distance dependent [Dugué
et al., 2009; Vervaeke et al., 2010], and the connexin36-containing gap
junctions (GJs) mediating the synapses are distributed nonuniformly
on the dendritic trees of the cells [Vervaeke et al., 2012]. Our under-
standing of the structure of the Golgi cell network rests exclusively
on measurements on single cells and more or less randomly selec-
ted pairs of cells; no systematic investigation has been attempted
into structural aspects such as the degree distribution of the network
or the incidence of higher-order connectivity motifs. With the avail-
able information, multiple models of gap junction connectivity have
been developed for use in numerical simulations of network activ-
ity [Dugué et al., 2009; Vervaeke et al., 2010, 2012] and analytical
studies [Ostojic et al., 2009]. Nevertheless, these models are either
overly abstract (that by [Ostojic et al., 2009] is really a generic model
of electrically coupled spiking neurons; furthermore, it does not in-
clude any spatial structure) or they are specified as fairly complic-
ated algorithms, making them suitable to generate instantiations of
the network but providing very little insight on their own.
In section 2.1 and section 3.2 I have formulated a model of Golgi
network connectivity that is constrained by the available experimental
evidence while still allowing for some simple structural characterist-
ics to be computed analytically. Inclusion of the spatial regularity ef-
fects discussed in subsection 6.1.2 did not seem to contribute signific-
antly to the structural aspects I quantified, although it could still bear
some significance from a dynamical point of view. The model predicts
that the degree distribution of the Golgi network is Poisson, and that
on average each cell is directly connected with about 15 other cells.
Combined with available data on the numerosity of gap junctions of
Golgi cell bodies [Vervaeke et al., 2012], this immediately leads to a
further prediction on the average number of gap junctions mediating
an individual connection between GoCs. The prediction (~2.3 GJs per
connection) has found supporting evidence from electron microscopy
studies [Lo˝rincz et al., 2015].
Even though my prediction for the average connectivity has re-
ceived indirect experimental confirmation, it is possible and perhaps
likely that, because of its simplicity, the model presented here fails to
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capture some relevant structural aspect of the network. Indeed, dif-
ferent genetic subtypes of Golgi cells are known to exist [Simat et al.,
2007], and their spatial distribution has been shown to be strongly
dependent on anatomical location [Valera et al., 2012]; this raises the
possibility of subtype-specific connectivity within the Golgi cell popu-
lation. Moreover, the distribution of gap junctions on Golgi cell dend-
rites is spatially nonuniform [Vervaeke et al., 2012], and although
GoC dendrites display a roughly isotropic organisation [Palay and
Chan-Palay, 1974], the asymmetry between apical and basolateral ar-
borisations could imply that connection probability does not only de-
pend on intersomatic distance, as I have assumed. Finally, interneur-
ons of the molecular layer are known to assume complex connectiv-
ity configurations [Rieubland et al., 2014] that can’t be explained by
a simple network model with distance-dependent but uncorrelated
edges, and Golgi cells could share this feature.
Future experiments could test directly the predicted connectivity
statistics by dye coupling — a technique that has already seen suc-
cessful application in another population of cerebellar interneurons
[Mann-Metzer and Yarom, 1999]. Another structural aspect worthy
of study, and with evident functional implications as I discuss be-
low, is the distribution of the number of gap junctions per connected
cell pair; indeed, this is the subject of ongoing investigations [Lo˝rincz
et al., 2015].
6.2 synchrony and network organisation in golgi cells
The granule cell layer exhibits low frequency local field potential
(LFP) oscillations [Pellerin and Lamarre, 1997; Hartmann and Bower,
1998]. These oscillations, often synchronised with corresponding activ-
ity patterns in the sensorimotor cortex [O’Connor et al., 2002; Courte-
manche and Lamarre, 2005], are associated with a behavioural state
of “quiet wakefulness” of the animal, and rapidly disappear in co-
incidence with the initiation of a movement; furthermore, analogous
transitions have been linked with attention regulation [Harris and
Thiele, 2011]. Golgi cells fire synchronously in phase with the LFP
oscillations; indeed, they are electrically interconnected in a network
mediated by connexin36-containing gap junctions [Dugué et al., 2009],
and electrical coupling has been proposed as a dynamical substrate
for the maintenance and active control of synchronous activity. Gap
junctions enable the establishment of coherent activity in presence of
asynchronous synaptic input [Dugué et al., 2009] while at the same
time mediating rapid desynchronisation following a temporally pre-
cise distributed stimulation [Vervaeke et al., 2010]. In particular, this
last dynamical property has been proposed to play a role in the dis-
appearance of the LFP oscillations [Vervaeke et al., 2010].
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6.2.1 Effect of the spatial structure of the network
In section 4.2, I have shown how the spatial connectivity range between
electrically coupled Golgi cells affect the ability of the GoC network to
desynchronise. Critically, my results indicate that, if realistic physiolo-
gical and synaptic properties for GoCs are taken into account, spatial
localisation of the connectivity is necessary to enable the network to
leave the synchronous state following a short, distributed synaptic in-
put. This highlights the importance of studying the spatial aspects of
the connectivity if we are to understand the mechanisms underlying
synchronous activity, and points towards new lines of future enquiry.
6.2.1.1 Implications of the presence of chemical inhibition between Golgi
cells
Recently, experimental evidence has been provided for the existence
of chemical inhibition between Golgi cells [Hull and Regehr, 2012].
The functional implications of this type of connectivity are not clear
yet, but it is reasonable to expect it to play a role in the establishment
and regulation of synchrony. Intuitively, since in Golgi cells low-pass
filtering of action potentials at gap junctions produces predominantly
inhibitory spikelets [Dugué et al., 2009], recurrent chemical inhibition
should not by itself give rise to qualitatively new effects. However,
electrical synapses are exclusively tied to dendritic overlap as there
are no axonal gap junctions [Vervaeke et al., 2012], while Golgi cell
axons are organised parasagittally on a larger spatial scale than the
dendrites [Barmack and Yakhnitsa, 2008]. This means that recurrent
GABAergic synapses between Golgi cells could significantly alter the
structure of the network both by increasing the spatial extent of its
connectivity and by breaking the rotational symmetry assumed — at
least in the cortical plane — for the dendritic arborisations of Golgi
cells.
6.2.1.2 Further directions for an analytical study
Numerical approaches to the systematic study of network dynamics
are very flexible, as they allow for models to be tightly constrained
by experimental data while at the same time enabling rapid explor-
ation of their behaviour through free manipulation of their proper-
ties; on the other hand, analytical studies of simplified models often
bear clearer insight. My findings confirm and reinforce the observa-
tion made by Ostojic et al. [2009] that further analytical studies of
synchrony in Golgi cells will have to accommodate for the complex
structure induced by the spatial embedding of the network.
Synchronisation in diffusively coupled complex networks has been
treated with the master stability function approach and other tech-
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niques that reduce the synchronisability of a network to the spectral
properties of its graph laplacian (Pecora and Carroll, 1998; Barahona
and Pecora, 2002; Wu, 2003; Pereira et al., 2013; see also Arenas et al.
[2008]). Presumably, similar methods could be applied to the problem
of synchronisation in Golgi cells. For this to be feasible, an appropri-
ately simplified model of a single Golgi cell and of electrical coupling,
including dendritic attenuation of synaptic currents, should be for-
mulated. As a starting point, note that for a spatially embedded net-
work, and at least in the case of a deterministic spatially-dependent
connectivity model, the graph laplacian is a euclidean matrix, i.e. it
belongs to a class of random matrix ensembles whose spectral prop-
erties have been first studied by Mézard et al. [1999] for the case of
independent “cell” positions. How to integrate stochastic connectiv-
ity and, possibly, spatially regular cell positioning into this picture
remains to be understood.
6.2.2 Effect of intrinsic physiological heterogeneities
Heterogeneity in synaptic conductances was found to play a role in
enabling desynchronisation (section 4.2). Yet, inducing a significant
increase in the instability of the synchronous network state required
assuming a distribution of synaptic strengths whose shape was very
different than that predicted by the analysis of experimental data
[Vervaeke et al., 2010]. Therefore, stability of synchronous activity
appeared to vary rather smoothly with the heterogeneity of synaptic
conductance.
For the sake of simplicity, in my analysis I did not include variabil-
ity in physiological properties within the cell population, an element
which has been recognised as important, though not fundamental, in
facilitating asynchronous network states [Ostojic et al., 2009; Vervaeke
et al., 2010]. Furthermore, an independent source of heterogeneity in
effective synaptic strength — the random placement of gap junctions
on the dendritic arborisations of Golgi cells — was present and con-
stant throughout the analysis, and did not get explored due to time
limitations. This would have been particularly interesting in the light
of the experimental results by Vervaeke et al. [2012] showing that the
spatial distribution of gap junctions on Golgi cell dendrites is indeed
nonuniform. Evidently, these are both possible avenues for an imme-
diate extension of the work presented here.
6.3 expansion recoding in the granule cell layer
(Some of the ideas discussed in this section have previously appeared in
Billings et al. [2014]). In chapter 5, I investigated how network struc-
ture affects information transmission in the granule cell layer, in the
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context of the functional hypothesis of expansion recoding. In order
to do this, I built and simulated an experimentally constrained local
model of the GCL, and applied a combination of techniques from ma-
chine learning and information theory, appropriately deployed on a
suitable HPC infrastructure.
Confirming theoretical predictions [Billings et al., 2014], I found
that the properties of the cerebellar input layer are particularly well
suited for performing lossless sparse encoding. My results therefore
provide a computational explanation of why the most numerous neu-
ron in the brain of vertebrates receives an average of four excitatory
synaptic inputs.
6.3.1 The relationship between feedforward network structure and function
To understand how synaptic connectivity affects network function, it
is first necessary to understand why information transmission and
sparse encoding are competing functions. Although a local network
of 500 GrCs could potentially encode an astronomical number of MF
input patterns (i.e., 2500 for a binary rate code like the one used in this
work), when GrC activity is reduced to low levels the capacity of the
network to encode patterns shrinks considerably. My results show
that the balance between information transmission and the sparse-
ness of the encoding is set by the extent of synaptic connectivity. Hav-
ing few excitatory synaptic connections per neuron and a high level
of inhibition provides a highly effective trade-off between informa-
tion transmission and sparse encoding. The fact that the synaptic
connectivity of the best performing networks match that found in the
cerebellar input layer suggests that the GCL structure is optimized
for transforming MF input patterns into a higher dimensional sparser
code, without information loss. This can be advantageous for improv-
ing the performance of a downstream associative memory [Tyrrell
and Willshaw, 1992] and to preserve energy [Attwell and Laughlin,
2001]. My results extend classical work on the relationship between
cerebellar structure and function [Marr, 1969; Albus, 1971; Kanerva,
1988], by showing that the synaptic connectivity between MFs and
GrCs is a major determinant of information transmission and sparse
encoding in this brain region.
6.3.2 Relationship between Mossy Fiber Activity and Granule Cell Layer
Properties
Since the cerebellum receives dynamic patterns of sensory-motor in-
puts via the MF system, the ability to perform lossless sparse encod-
ing over a wide range of MF excitatory drive is likely to be crucial.
MFs are known to exhibit diverse activity patterns in time and space:
6.3 expansion recoding in the granule cell layer 121
they can fire continuously in the 10–100Hz range [Van Kan et al.,
1993; Arenz et al., 2008] or in rapid bursts reaching 700Hz [Jörntell
and Ekerot, 2006; Rancz et al., 2007], while a set of MFs impinging on
an individual GrC can carry multimodal [Huang et al., 2013] or highly
correlated signals [Jörntell and Ekerot, 2006]. My results show that
the synaptic connectivity found within the GCL can losslessly trans-
form a wide range of MF excitatory drive into a sparse GrC popula-
tion code, even when spatial correlations in MF activity are present.
Moreover, the broad bandwidth of MF-GrC signaling [Saviane and
Silver, 2006] also enables certain sensory stimuli, such as whisker
deflection, which generate high-frequency MF bursts, to be relayed
through the GCL. Thus, my results suggest that the GCL acts as a
general purpose sparse encoder of rate-coded MF inputs that has the
flexibility to respond rapidly to urgent stimuli.
6.3.3 Determinants of network encoding capacity
My results show that noisy biologically detailed spiking networks
can comfortably encode 1024 rate-coded MF input patterns, assum-
ing GrC spikes are integrated over 30ms (Figure 35). On the other
hand, theoretical results show that the encoding capacity of noise-
free binary networks is sufficiently large to encode all patterns that
an animal could possibly encounter during its lifetime [Billings et al.,
2014]. While the number of patterns that a real local GCL network
encodes falls between these two extremes, it may vary widely across
cerebellar regions because encoding capacity depends on MF firing
rates (Figure 37), the properties of inhibition (Figure 39), the time
window over which GrC firing is integrated (Figure 36) and — albeit
in a minor way on the scales tested — spatial correlations in MF activ-
ity (Figure 35D–H). These considerations suggest that the encoding
capacity of a local GCL network will depend strongly on the proper-
ties of the MF inputs it receives.
Another way to increase the encoding capacity is to increase the
number of local networks engaged. In vivo recordings from GrCs in
mouse vestibular cerebellum indicate that ~400 MF→GrC synapses
are required to encode head velocity at the precision observed in
man [Arenz et al., 2008], suggesting that multiple local GCL networks
are involved. Indeed, MF axons, which form ~20 en passant synaptic
rosettes [Eccles et al., 1967; Sultan, 2001], enable GrCs in neighboring
local networks to sample the same MF signals. The idea that many
GrCs are required for sensory representations is supported by the
finding that markedly reducing the number of functional GrCs in-
duces deficits in consolidation of motor learning (but concomitant
changes in long-term plasticity could also contribute to these effects;
Galliano et al., 2013). These observations are consistent with the no-
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tion that multiple local GCL networks are involved in certain sensory-
motor tasks and that the large MF to GrC divergence found in the
cerebellum is required for efficient encoding.
6.3.4 The Properties of Inhibition and Encoding Capacity
My results show that the physiological level of tonic GABAAR-mediated
inhibition [Brickley et al., 1996] provides a robust solution for per-
forming lossless sparse encoding. Recent in vivo recordings show that
tonic inhibition dominates other forms of inhibition in GrCs, account-
ing for 98% of the inhibitory charge [Duguid et al., 2012]. This sets
a relatively high threshold so that simultaneous activity from three
or more rate-coded MF inputs are typically required to reach GrC
firing threshold [Jörntell and Ekerot, 2006; Schwartz et al., 2012]. The
importance of a high GrC spike threshold to cerebellar function is re-
inforced by the finding that when tonic inhibition was eliminated in
GABAAα6 knockout mice, two-pore K+ channels were upregulated,
thereby maintaining threshold at a high level [Brickley et al., 2001].
However, knocking out transporters has been more effective in mod-
ulating GrC threshold. Deletion of the GABA transporter GAT1 in-
creased tonic inhibition in GrCs by 4-fold and was associated with
tremor and ataxia [Chiu et al., 2005]. My results suggest that in-
formation loss could have co-occurred with these behavioural effects.
Lowering GrC spike threshold by selectively deleting the KCC2 chlor-
ide transporter in GrCs, which my results would suggest reduces the
sparseness of encoding, impairs learning consolidation [Seja et al.,
2012]. Thus, my model of GCL function provide insights into how al-
terations in the level of tonic inhibition could impair cerebellar func-
tion and why GrC spike threshold is tightly regulated by homeostatic
mechanisms.
When an appropiate amount of network-activity-dependent inhib-
ition was added to tonic inhibition, it further sparsified GrC encod-
ing without loss of information. Furthermore, the temporal structure
of GoC activity (such as the synchronicity discussed elsewhere in
this study) has been shown to have little effect on GrC input-output
gain in the rate coding regime [Ward, 2012]. My results therefore
support previous proposals that Golgi cells aid sparse coding by
controlling the gain to the GCL [Marr, 1969; Albus, 1971; Schweig-
hofer et al., 2001]. Although weaker, the phasic and spillover com-
ponents of Golgi cell-mediated inhibition [Rossi et al., 2003] may
also contribute to temporal pattering [Ward, 2012], which could per-
form temporal sparsening of GrC spikes, time slicing [D’Angelo and
De Zeeuw, 2009] and introduce delays that are important for learn-
ing temporal operations such as eyeblink conditioning [Medina and
Mauk, 2000] and signal cancellation [Kennedy et al., 2014]. However,
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the longer temporal delays during signal cancellation are mediated by
unipolar brush cells [Kennedy et al., 2014], which form short-range
intrinsic MFs that could increase spatial correlations in the vestibu-
lar cerebellum where they are more numerous. Indeed, regional vari-
ations in the origin of MF inputs, the presence of UBCs and synaptic
plasticity within the MF-GrC-Golgi cell circuit could tune the spatio-
temporal transformation that specific GCL “modules” perform. My
results show that few synaptic connections per GrCs provide a ro-
bust structural framework that enables a wide range of MF activity
patterns to be transmitted and sparsified efficiently.
6.3.5 Synaptic Connectivity of the Cerebellar Input Layer Is Evolutionarily
Conserved
The cerebellum is an ancient brain structure that arose in the early
vertebrates. In terms of numbers, cerebellar GrCs dominate the ver-
tebrate CNS, making up more than half of all the neurons in the hu-
man brain [Williams and Herrup, 1988]. Remarkably, the morphology
of cerebellar GrCs is conserved across a wide range of species includ-
ing fish, amphibians, reptiles, and mammals [Llinas, 1969; Wittenberg
and Wang, 2008], demonstrating that it has been evolutionarily con-
served. In mammals, the observed range is two to seven dendrites
(and thus MF inputs) per GrC [Palkovits et al., 1972] with four per
cell being the most common configuration. The strikingly similarity
between the synaptic connectivity in the cerebellar GCL and the feed-
forward networks that provide the best trade-off between information
transmission and sparsification provides a functional explanation for
why the characteristic dendritic morphology of cerebellar GrCs has
been conserved for hundreds of millions of years.
6.3.6 Comparison of the structure of the GCL to other networks
The cerebellar GCL is not the only example of a network that per-
forms sparsification and has few synaptic connections per neuron.
GrCs in the dorsal cochlear nucleus and deep GrC in the electro-
sensory lobe (ELL) of the electric fish have one to four synaptic in-
puts, averaging to three in the ELL [Kennedy et al., 2014; Mugnaini
et al., 1980; Zhang et al., 2007]. Kenyon cells in the mushroom body
of the fly receive an average of seven synaptic inputs from olfactory
projection neurons [Caron et al., 2013]. Indeed, expansion recoding
in the insect mushroom body has other similarities to the cerebellar
input layer [Laurent, 2002], including random connectivity [Caron
et al., 2013] and inhibitory interneurons that facilitate sparsification
[Papadopoulou et al., 2011], enhancing pattern separation and en-
abling the discrimination of similar odours [Lin et al., 2014]. These
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examples suggest that other brain structures may have converged
on a similar feed-forward network structure for performing lossless
sparse encoding.
6.4 summary
The cerebellar cortex is characterised by its remarkable anatomical
regularity, and by the distinctive set of symmetries possessed by its
architecture. Its structure is, to a great extent, shared across all ver-
tebrates; the relative sizing of its subregions are linked to functional
specialisations in different animals. It has been proposed that the cere-
bellum acts as modular, parallel neuronal machine, implementing a set
of widely applicable operations on a variety of signals of different
nature.
In this work, I have studied the input stage of the cerebellar cortex,
analysing the architectural substrates of some of its putative modes
of operation. A prediction — which later received experimental sup-
port — on the nature of the electrical connectivity between individual
Golgi cells was made, on the basis of an analytically tractable model
of the gap junction-mediated Golgi cell network. The spatial struc-
ture of the GoC network was found to play a key role in the control
of synchronous activity. The peculiar and evolutionarily conserved
dendritic morphology of granule cells, together with the properties
of GABAR-mediated inhibition from Golgi cells, was found to enable
the granule cell layer to function effectively as an expansion recoder.
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