This paper presents a new speech enhancement method. This method based on wavelet filters via multistage convolution with Reverse Biorthogonal Wavelets (RBW) in the high and low pass band frequency parts of the speech signal. In this method a speech signal is decomposed into two parts; a high-pass and a low-pass, the noise is then removed in each band individually in different stages via wavelet filters. The proposed method provides good results where it does not cut the speech information, which occurs when utilizing conventional thresholding. The proposed method is tested and the objective evaluation is used to compare the results with the other used methods. The new proposed method shows superiority over Donoho and Johnstone thresholding method and Birge-Massart thresholding strategy method.
Introduction:
The principal aspiration of speech enhancement is to improve the quality and intelligibility of speech signal, as perceived by human hearing process. Speech enhancement is an essential procedure within the field of speech and signal processing, which impacts on many computers based speech and speaker recognition, coding and mobile communications. The quality of such applications is decidedly dependent on how much the noise is eliminated. There exist a large variety of algorithms addressing the speech enhancement problem, such as spectral subtraction, Wiener filtering, Ephraim Malah filtering, hidden Markov modeling, or signal subspace methods [1] [2] [3] [4] [5] [6] [7] . A non Gaussian model based on EphraimMalah filter was evolved. This model is implemented by spectral amplitude estimation based on the generalized Gamma distribution (GCD) of speech and MAP estimator [8] .
Md. Kamrul Hasan [9] presented an improved thresholding technique for speech enhancement in the discrete cosine transform (DCT) domain, where the signal-biascompensated noise level was used as the threshold parameter. Speech classification into voiced and silent frames is essential in many speech processing applications, as well as, segmentation of voiced speech into individual pitch epochs is necessary in several high quality speech synthesis and coding techniques. Veprek P. and Michael Scordilis [10] introduced criteria for measuring the performance of automatic procedures performing this task against manually segmented and labeled data, where five basic pitch determination algorithms (SIFT, comb filter energy maximization, optimal temporal similarity and dyadic wavelet transform) were evaluated. A new pitch determination method based on Hilbert-Huang Transform (HHT) was presented in [11] . Qinghua Huang et al. [12] proposed a Variational Bayesian learning approach for speech modeling and enhancement. They used time-varying autoregressive process to model clean speech signal and used Variational Bayesian learning to estimate the model parameters. The majorities of these methods deal with short-time spectral attenuation of the noisy effect and are capable to eliminate background noise powerfully but distorting artifacts remain in the enhanced speech signal. These artifacts are recognized as ''musical noise'' due to their tonal spectrum. The idea of the wavelet started with the Gabor Transform [13] . Later on, the subject of multi-scale signal decomposition has been tried by applied mathematicians for a number of years. The papers of mathematicians Mallat [14, 15] and Daubechies [16, 17] directed the attention of signal processing researchers in the theory of wavelet transforms, as well as its engineering applications. These papers established the theory of multirate filter banks basing on wavelet transforms. The idea of the noise removing by wavelet transform started early in 90's, particularly basing on the singularity information analysis [18] and the thresholding of the wavelet coefficients [19] . Mallat and Hwang [18] proposed an iterative algorithm to remove the noise via proving Proceedings of the 7 th ICEENG Conference, 25-27 May, 2010 EE207 -3 that the modulus maxima of the wavelet coefficients give a comprehensive representation of the signal. Donoho and Johnstone [19] [20] [21] [22] proposed a well-known universal wavelet threshold to remove White Gaussian Noise. This paper presents a wavelet filters enhancement method (WFEM) via multistage convolution by Reverse Biorthogonal Wavelets in high and low pass bands speech signal parts of frequencies.
Wavelet Transform Thresholds and Reverse Biorthogonal Wavelets:
In literature there are so many algorithms, which utilize different thresholds. Generally, these algorithms can be summarized in the following steps: decomposing the signal by wavelet transform, thresholding remaining signal and finally, reconstructing the clean signal by Inverse Wavelet Transform (IWT). Soft thresholding function was expressed as follows [20] [21] [22] :
Where k w is the wavelet coefficient and  is the universal threshold for WT proposed by the same authors 
scale-adapted threshold was suggested in [25] . For a given sub band k , the matching threshold is defined by
Where the noise level is
MAD is the absolute of median estimated on the sub band k . In this paper, Reverse Biorthogonal Wavelets RBW shown in Fig.1 are used. This family is generated from the biorthogonal wavelet father  and mother  [26] . RBW are compactly supported biorthogonal spline wavelets for which symmetry and precise reconstruction are probable with FIR filters. Has arbitrary number of vanishing moments and arbitrary regularity. It is well known in the subband filtering region that symmetry and exact reconstruction are incompatible if the same FIR filters are used for reconstruction and decomposition, then two filters should be used. 
Where n w is given by [14, 15 ] :
Clearly if  is compactly supported, the sequence n w is finite and can be viewed as a 
In general, the z-transform is the low pass output signal. To accomplish better final results two addition low pass filters are applied
Now for high pass frequency filtration, high pass wavelet filter must be generated form mother wavelet
A high pass digital filter's output ) (k u is related to its input ) (k s by convolution with its impulse response ) . So it's very important to eliminate these redundant samples from the beginning and from the end of each convolution results to guarantee optimal s signal reconstruction. In reconstruction as shown in Fig.2 , quadrature mirror filters are used (18) and the minimum Mean Square Error is given by:
The proposed method presents new approach of speech signal enhancement by using wavelet filters particularly RBW. As we mentioned above the method based on filtration the low frequency and high frequency parts separately, without thresholding (cutting) the values, which leads to losing the essential speech information.
Objective Evaluation:
Different methods are used for speech enhancement systems evaluation. All of these methods based on extracting an original signal to enhanced signal ratio measure or distance measure. The most popular measure, which gives a measure of the signal power improvement related to the noise power is SNR and segmental SNR (segSNR). From spectral domain evaluation algorithm we can mention Weighted-Slope Spectral distance (WSS) [27] :
is the weight placed on j th frequency band, K is the number of bands and M is the number of frames in the signal. spectral are slope of the clean and enhanced signals, respectively. In [28] K is proposed as 25. Cepstrum distance has been used in [28, 29] as a difference of original signal cepstrum and enhanced signal cepstrum
where C C  and P C  are original signal cepstrum and enhanced signal cepstrum vectors, respectively. In literature, LPC-based objective measures have been utilized such log-likelihood ratio (LLR) [30] : and C R is autocorrelation of original signal. In [28] composite evaluation is proposed, which was obtained as a correlation between objective and subjective evaluation by using two merits correlation coefficient and standard deviation. In this paper a new evaluation measure is proposed by Continuous Wavelet Transform (CWT). This measure is obtained by calculated the differences between CWT of original signal and enhanced signal over three levels, low, medium and high. And then average of standards deviation is obtained
and C is the mean value. The level determination as 5, 10 and 15 is according to the sampling frequency of the speech signal. These levels present low, medium and high pass bands of the signal frequency. So that, the utilizing this measure helps studying the difference between filtered and clean signals via three bands, instead of whole signal overlapped bands.
Results and Discussion
Tested speech signals were recorded via PC-sound card, with sampling frequency of 16000 Hz, over about 2 sec. time duration. Each speaker recorded Arabic expression "besme allah Alrahman Alraheem" that means in English "In the Name of God" that was recorded one time by the speaker. The speaker recorded 26 utterances. 4 females 18 males got a part in utterances recording. The recording process was provided in normal university office conditions. The experimental part of this research is introduced by utilizing several objective measures such as CWT d , modified Cepstrum distance
and the modified LPC-based log-likelihood ratio The Gaussian Density function is given by Where  is the mean value and  is the standard deviation of the random variable X . The results are obtained via different SNR levels and shown in Table (1) . The proposed method WFEM is compared with two wavelet conventional thresholding methods. The first method is Donoho and Johnstone thresholding method (DTM) in (Eq.2) and the second method is Birge-Massart thresholding strategy method (BMSM) presented in section 2. The soft (S) and hard (H) thresholding are utilized. DTM and BMSM are used in the optimal condition related to the used parameters according to literature presented in section 2 and experimental observations. Table 1 presents the SNR of the enhanced signal by three methods WFEM, DTM (S and H) and BMSM (S and H). The SNR of corrupted signal utilized in the experiment ranges from -5.6 dB to 14.08 dB. Proposed method is tested over fifteen iterations, where maximum SNR is taken for each corrupted SNR level trail. WFEM improves the SNR practically 10dB (-5.628 to 5.065). The results illustrate that WFEM is superior in SNR improvement. 
