Introduction
In spite of their limitations to problems with one-and twodimensional input spaces, grid-based look-up tables are by far the most common type of nonlinear static models used in practice. Modern combustion engine control units contain more than 100 two-dimensional look-up tables ͑i.e., having two input signals͒ and even more one-dimensional characteristics. The reason for this vast number of look-up tables is the strongly nonlinear behavior of combustion engines, the fact that often measured data is the only available information on the connection between cause and effect, and their low computational evaluation demand.
Look-up tables can be easily interpreted and visualized. The height of each interpolation node can be modified individually which makes look-up tables very simple to use. The major drawback is the limitation to low-dimensional problems, since the computational demand and the memory expense grow exponentially with the number of input signals ͓1͔.
Look-up tables can be used in various ways, e.g., to store operating-condition-dependent model parameters or controller parameters ͑for gain scheduling͒. They can be applied as nonlinear feedforward controllers, or to provide reference values for a closed-loop controller. Nonlinear systems are often controlled in both feedforward and feedback manner ͑see Fig. 1͒ . The feedforward controller determines the manipulated variable u map in dependency on an input signal and the operating condition. This input-output mapping is mostly represented by look-up tables.
The output of the linear controller C ͑which is usually used to compensate for random disturbances͒ can serve as a reference signal for an adaptation of the feedforward controller. This structure allows for tracking nonlinear and slowly time-variant processes and is commonly called ''learning feedforward control'' ͑LFFC͒.
The linear controller does not need to have a high performance and can be designed in such a way that it provides a robust stability. Since the learning input-output mapping acts instead of a controller's integral term, the linear controller is preferably a simple proportional gain. To suppress high-frequency disturbances the controller can be switched off at the output side.
In the following section the basics of grid-based look-up tables are given. The off-line estimation of the heights of the interpolation nodes will be explained, followed by the presentation of the most commonly used on-line adaptation algorithm using the NLMS approach. Section 3 explains a new training algorithm employing linear regression techniques. Simulation results exemplify the reduced convergence time in comparison to currently used gradient-based training algorithms. As an application example for LFFC, Sec. 4 is devoted to cylinder-pressure-based ignition control of a spark ignition engine. The evaluation of cylinder pressure signals is explained as well as the control structure. Measurement results, carried out on a dynamic engine test stand, show the performance of LFFC during a rapid load change manoeuver. Section 5 gives a summary and a conclusion. Tables   2.1 Structure of Two-Dimensional Look-up Tables. Grid- based look-up tables can also be interpreted as a second order B-spline network ͓2͔. They consist of a set of data points or interpolation nodes positioned on a multi-dimensional grid. Each node comprises two components. The scalar data point heights are estimates of the approximated nonlinear function at their corresponding data point position. All nodes are stored, e.g., in the ROM of the control unit. For the model generation usually all data point positions are fixed a priori.
Identification of Nonlinear Systems Using Look-up
In the following we consider a two-dimensional (pϭ2) look-up table of the size M 1 ϫM 2 ͑see Fig. 2͒ . It consists of interpolation nodes located on the grid lines c 1,1 , . . . ,c 1,M 1 and c 2,1 , . . . ,c 2,M 2 . The model output ŷ (u 1 ,u 2 ) for a given input (u 1 ,u 2 ) is calculated by considering the closest points to the bottom left, bottom right, top left, and top right of the model input ͑see Fig. 3͒ .
The heights of the interpolation nodes k,l , kϩ1,l , k,lϩ1 , and kϩ1,lϩ1 are weighted with the corresponding opposite area:
with the areas
The total area A is calculated as
with k and l denoting the closest interpolation node which is smaller than u 1 and u 2 , respectively. Equation ͑1͒ can be described in a basis function formulation
With regard to Eq. ͑1͒, for each input vector uϭ͓u 1 u 2 ͔ T in general only four basis functions ⌽ k,l are nonzero (2 p in the p-dimensional case͒. The basis functions depend on the positions C of the interpolation nodes and on the input vector u. Figure 4 shows some exemplary basis functions ⌽ k,l of a 5ϫ5 look-up table. Table Heights . For generating a look-up table, the most widely applied method to obtain the heights of the interpolation nodes is to position measurement data points directly on the grid points. Then, an additional approximation step can be avoided. However, if available measurement data points do not correspond to the desired positions of the grid, or if the locations of the grid must be changed due to memory restrictions, estimation techniques have to be applied in order to derive the heights of the interpolation nodes. This allows an arbitrary positioning of the grid lines, irrespective of the location of the measurement data points. In the following an approach for off-line estimation of the heights of the interpolation nodes is explained.
Off-Line Estimation of the Look-up
The optimization of the grid location represents a nonlinear optimization problem and is not addressed in this paper. In principle, any suitable nonlinear optimization technique can be applied ͓1͔. The off-line estimation of the heights of the interpolation nodes can be performed by the least squares method in order to fit to measurement data that do not lie on the prespecified grid ͑see Fig. 5 and Refs. ͓3,1͔͒.
The loss function ͚ iϭ1 N e 2 (i) is minimized, where e(i)ϭy(i) Ϫŷ (i) represents the model error for the data sample (u(i),y(i)). Equation ͑4͒ can also be written as
with 
w is the M-dimensional weighting vector ͑representing the heights of the interpolation nodes͒ that is composed by reshaping the look-up table
to a single column vector. The same concept is applied to the basis functions ⌽ k,l (u,C) . If the matrix elements are arranged column by column, the corresponding vector elements are given by
For a given data set ͕(u(i),y(i))͖ iϭ1 N with NϾM , the regressor matrix X is
where N is the number of data samples and C contains the coordinates of the interpolation nodes.
The parameter vector w containing the heights of the interpolation nodes is given as
with yϭ(y(1),y(2), . . . ,y(N)) T . The regressor matrix X is typically sparse. In the two-dimensional case each row of X contains only four nonzero elements. If the measurement data do not cover the whole input space, some basis functions will not be activated at all, X will contain columns of zeros, and it may become singular. In order to make such a least squares problem solvable, the corresponding regressors and their associated heights have to be removed from X and w ͑see Ref. ͓1͔͒. Table Heights Using the NLMS Algorithm. On-line ͑or instantaneous͒ learning means that information about the desired input-output behavior is given only by isolated samples (u(t),y(t)). On-line learning is of special importance for time-variant systems, e.g., due to changing ambient conditions or aging. The adaptation method with the lowest computational requirements is the normalized least mean square algorithm ͑NLMS͒ ͓2͔. It can be applied as follows for the adaptation of the heights of the interpolation nodes:
On-Line Adaptation of Look-up
e(t) denotes the error between the correct value y(t) and the old network output ŷ (t). The learning rate must be within the range 0ϽϽ2. However, appropriate values vary between 1 for fast learning and Ӷ1 for robustness against measurement noise. In order to further improve robustness against noise and to avoid overfitting, a dead zone with minimal error value for parameter adaptation can be set ͓4͔.
On-Line Adaptation of Look-up Tables Using RLS Style Algorithms
Compared to the commonly used NLMS algorithm, the convergence time during on-line adaptation of the heights of the interpolation nodes can be considerably reduced by applying recursive least squares ͑RLS͒ and similar algorithms ͓3,5͔.
The easiest way to implement such an algorithm is to start with Eq. ͑10͒ and apply the standard RLS algorithm to compute w recursively. However, the matrix X T X would be of the dimension M ϫM ͑with M ϭM 1 M 2 ), which requires a large amount of memory and computation time. Furthermore, the sparseness of X T X may cause numerical instabilities. The algorithms described in the following avoid these drawbacks and make the RLS concept usable for look-up tables. Finally, a fast RLS algorithm will be presented in Sec. 3.2 which requires only twice as much memory as NLMS.
Standard RLS and DSFI Algorithms for Look-up
Tables. The basic idea follows directly from Eq. ͑1͒, i.e., we assume that a measurement at (u 1 ,u 2 ) only influences the heights at the four surrounding interpolation nodes. Therefore only the parameter vector
is considered. The area defined by the interpolation nodes (k,l), (kϩ1,l), (k,lϩ1) and (kϩ1,lϩ1) is referred to as interpolation area in the following. The interpolation area ͑i.e., the indices k and l͒ has to be determined for each time instant t, since it depends on the position of the current query point (u 1 ,u 2 ). Each iteration step updates (t) as well as the covariance matrix P(t) R 4ϫ4 of the parameters using the standard RLS estimation ͓3,5,6͔: Transactions of the ASME
The forgetting factor 0Ͻр1 allows exponential forgetting of the old measurements. It allows a tradeoff between tracking performance and noise suppression. ⌽ k,l are the weighting functions as in Eq. ͑4͒. This iteration is repeated as long as k and l remain the same, i.e., as long as the query points (u 1 ,u 2 ) are located in the current interpolation area. When k or l changes as a result of a changing operating condition, the elements of are stored at the associated positions in the look-up table W. The elements of P are stored in an appropriate memory in the same way. After that, a new and a new P are built retrieving the corresponding values from memory, i.e., P and are dependent from the current interpolation area. However, simple simulations show that the algorithm in this form leads to numerical-problems for the following reason: Almost all of the interpolation nodes are associated with more than one interpolation area. If the RLS update is performed in a certain interpolation area, also some entries of and P of the adjacent interpolation areas are changed, whereas the rest of these entries remain unchanged. After few iterations, this causes the covariance matrices P of the adjacent interpolation areas to become indefinite, thus the RLS algorithm cannot produce any reasonable results.
One possibility to avoid this problem is use of the DSFI algorithm, which is based on QR orthogonalization ͓7͔. This method iterates a triangular matrix R and a ''right hand side vector'' b instead of P and ͑as RLS does͒. The parameter vector can then be computed solving the system
Rϭb
for by simple backsubstitution ͓6,8͔. It can be shown that the problem described above does not occur if is stored instead of b when switching to another interpolation area. This requires the new b to be computed as R for each change to a new interpolation area ͑and therefore retrieving the new values for and R, respectively͒. A deeper analysis shows that this algorithm needs to store 6M 1 M 2 Ϫ3(M 1 ϩM 2 )ϩ2 values ͑parameters, variances, and covariances͒. Table Heights . Another way to cope with the definiteness problem described in the previous section is to use a modified RLS algorithm, which will be proposed in the following. It works similar to the standard RLS algorithm but when changing to another interpolation area the covariance matrix is reinitilized as
A Modified RLS Algorithm for the Fast Adaptation of Look-up
Thus, instead of rebuilding the complete matrix, only the four parameter variances are retrieved from memory, whereas the other elements of P ͑i.e., the covariances between the parameters͒ are set to zero. This technique forces P to stay positive definite. Furthermore, only a variance table
needs to be stored in addition to the look-up table W, since all covariances are set to zero when changing to a new interpolation area. This algorithm requires only memory for 2M 1 M 2 values, instead of roughly 6M 1 M 2 as DSFI does. The complete algorithm is illustrated by Fig. 6 : First, the parameters ͑W and ͒ and variances ͑V and P͒ have to be initialized. Without prior knowledge the initial parameters are set to zero, whereas the variances are set to some large value, e.g., i 2 ϭ100, . . . ,1000, indicating an uncertain initial estimation. Then, in each iteration step, the algorithm collects the new measurement data and determines the current interpolation area, i.e., the indices k and l in Fig. 2 . If k and l have not changed since the last iteration step, simply a RLS update is performed on and P. Otherwise, the elements of and the diagonal elements of P ͑i.e., the variances of ͒ are transferred to their associated positions in W and V, respectively. Before performing the RLS update, and P are reinitialized, retrieving the new values ͑that are determined by k and l͒ from W and V, and setting all covariances in P to zero see Eq. ͑16͒.
In order to avoid deterioration of the already estimated model parameters, a supervisory level freezes the identification algorithm if excitation is insufficient, e.g., if deviations between model output and desired output are incremental.
Simulation Results.
The properties of the algorithms proposed in Secs. 3.1 and 3.2 were compared to those of the NLMS algorithm by MATLAB ® simulations. For that, the test function 
was used ͑see Fig. 7͒ . Note that this is a nonsmooth function and therefore a challenging problem for learning algorithms. Look-up tables in practical applications are usually rather smooth. To construct a test data set, a look-up table of the size M 1 ϫM 2 is assumed as in Fig. 2 . Within this look-up table n q interpolation areas are covered sequentially, and in each area n p sample points are chosen randomly, so that the complete data set consists of n p n q sample points. n p controls the number of iteration steps that an algorithm can perform without changing to a new interpolation area. To complete the data set, the test function value is computed at each sample point, and a certain amount of Gaussian noise is added.
Each algorithm has been tested with different data sets, which were constructed as described above. Figure 8 shows the results after 200 iteration steps for M 1 ϭ6, M 2 ϭ5, n p ϭ5, n q ϭ40 and a random error of 5% amplitude. For NLMS the learning rate has been set to ϭ0.1, for DSFI and ͑modified͒ RLS the forgetting factor has been chosen as ϭ0.99.
The MATLAB
® plots show that the look-up table optimized with RLS/DSFI is very close to the original function after 200 iteration steps, whereas the look-up table optimized with NLMS shows still a large deviation. The largest differences can be found at the edges, since these parameters are optimized less frequently. After 200 iteration steps, the results of ͑modified͒ RLS and DSFI do not show considerable differences. For that, only one MATLAB ® plot for both algorithms is displayed in Fig. 8 .
The sum-squared-error ͑SSE͒ in Fig. 9 is computed by summing up the squared differences between the measured values and their corresponding interpolated values for each sample point of the test data set. The plot for n p ϭ5 confirms the conclusions drawn from Fig. 8 : DSFI and ͑modified͒ RLS are converging faster to the optimum than NLMS does.
Another relevant fact results from the comparison between DSFI and modified RLS algorithms. The DSFI algorithm shows serious problems with each change of the interpolation area, since the triangular matrix R is close to singular when an interpolation area is entered for the first time. The more frequently the interpolation area is changed, the larger are the errors in the parameters. For n p ϭ5, only some additional peaks occur in the SSE in Fig. 9 , whereas for n p ϭ2 the algorithm stores the ''bad'' parameters in W, producing large values of the SSE. In other simulations, the SSE was even larger than shown in Fig. 9 ͑up to several powers of 10͒. After the convergence phase all algorithms provide comparable results.
Taken all together, the simulations show that the modified RLS algorithm performs better than the other examined methods. It converges faster than the common NMLS algorithm and it is independent from a certain learning rate ; only the forgetting factor ͓0,1͔ has to be chosen by the user. On the other hand, it is preferable over DSFI ͑for look-up tables͒, although DSFI is numerically more accurate than RLS. The reason for this is the bad initial condition of the matrix R if the interpolation areas are changed frequently. Transactions of the ASME
The memory consumptions of all methods are arranged in Table 1 . The modified RLS algorithm requires only twice as much memory as NLMS, since no covariances need to be stored. The numbers of floating point operations ͑flops͒ can also be found in Table 1 . The DSFI method requires 32 additional flops to compute the parameters from the equation Rϭb, including the formation of four square roots, which is extremely time consuming on plain micro-controllers. The modified RLS algorithm provides the accuracy of a nonstochastic method while requiring only a minimum of additional memory and computation time.
LFFC of the Ignition Angle of a Spark Ignition Engine
The objective of ignition control in a spark ignition ͑SI͒ engine is to achieve optimum engine efficiency for each combustion event. General factors that influence the optimal ignition angle are engine specifications like configuration of the combustion chamber, operating conditions like engine speed, load, temperature, and exhaust gas recirculation flow rate, as well as ambient conditions such as air temperature, air pressure, and humidity in the atmosphere.
Standard ignition control systems are based on feedforward control and therefore rely heavily upon calibration of look-up tables. The database values are initially calibrated from an analysis of a nominal engine under fixed environmental conditions. However, aging effects, manufacturing tolerances, differences between the individual cylinders, or a changing environment usually change an engine's characteristics and lead to a deteriorated performance.
Cylinder pressure sensors are commonly used at combustion engine test stands for engine research. In the past, additional costs and limited sensor life-time prohibited their application to production engines and their use for engine control. However, instead of considering all possible influences on the combustion process, cylinder pressure signals evaluate the effect on the combustion, which is the value of interest. This led to the development of low cost combustion pressure sensors in the last years. Meanwhile they proved to have high long-term stability ͓9,10͔ and have already been installed into certain production engines ͓11͔.
In the following section the evaluation of cylinder pressure signals is explained. The motivation for using LFFC is given in Sec. 4.2, which also describes the control structure as it was used for ignition control. Section 4.3 shows some measurement results during a rapid load change manoeuver.
Cylinder Pressure Evaluation.
Not only thermodynamic analysis but also extensive experimental results suggest that the optimum efficiency of each combustion event is achieved if 50% energy conversion occurs at 8°crankshaft angle ͑CA͒ after top dead center ͑TDC͒, irrespective of the operating point ͓12,13͔. Therefore the crank angle location of 50% energy conversion is to be calculated and to be controlled by modifying the point of ignition accordingly.
The energy conversion during a combustion cycle can be described by the mass fraction burned ͑MFB͒ x MFB (␣) of the cylinder charge at a specific crank angle ␣. The MFB, in turn, can be approximated by
where p(␣) and V(␣) denote the measured cylinder pressure and the cylinder volume at a certain crank angle, respectively. The indices ''eoc'' and ''i'' denote specific crank angle locations at the e គnd o គf c គombustion and before i គgnition, respectively. stands for the polytropic index.
This approximation can be derived by considering the pressure/ volume diagram of an ideal constant-volume combustion cycle ͑see Fig. 10͒ . For the compression stroke ͑1→2͒, as well as for the power stroke ͑3→4͒ a polytropic behavior can be assumed, i.e.,
for the compression stroke and
for the power stroke. Therefore the amount of energy Q B , released between ignition ͑Point 2͒ and the end of combustion ͑Point 3͒, is
During combustion the energy released is proportional to p(␣)V (␣), normalized to the values between end of combustion and ignition, which leads to Eq. ͑19͒. Figure 11 shows the approximation of MFB according to Eq. ͑19͒ for an arbitrary cycle compared to the MFB calculated by thermodynamic analysis of the cylinder pressure. In the presented control system the crank angle location of x MFB (50%) is calculated by means of the approximation mentioned above.
Control Structure.
Applying closed-loop ignition control for example with standard PI controllers cannot provide acceptable control performance under fast changing operating conditions since the controllers cannot be tuned for high control effort. This is due to the fact that, after ignition of the air-fuel mixture, the combustion cannot be influenced any further. Therefore, the ignition angle can only be computed for the next cycle based on measurements from the present engine cycles; a dead time of one cycle is inherent. Moreover, as there exist significant cycle fluctuations even under steady operating conditions, the results of cylinder pressure evaluation of several engine cycles have to be averaged ͑e.g., a moving average over ten cycles is used͒. Because the system error usually differs from one engine operat- ing condition to another, during engine transients it takes a certain amount of time for the PI controller to ''integrate'' to a new ignition angle.
The stochastic nature of the combustion events can be seen in Fig. 12 . The upper diagram shows the measured cylinder pressure signals of the compression and the power strokes of 100 consecutive cycles of an arbitrary cylinder. The dashed lines represent the reconstructed polytrope; it is the component of the cylinder pressure which is due to the piston motion ͑also referred to as ''towed'' or ''motored'' pressure͒. The lower diagram depicts the corresponding crank angle locations of 50% MFB, which are to be controlled to 8°CA. The stochastic nature of the combustion events is clearly visible.
This motivates the use of LFFC. For the ignition control system the function approximator is divided into the conventional, fixed ignition look-up table and into the adaptive offset map ͑see Fig.  13͒ . The operating condition is determined by the engine load ͑a normalized value calculated from the intake manifold pressure signal͒ and the engine's rotational speed. The conventional look-up table determines an approximate value of the ignition angle ␣ i,c and is valid for all cylinders; it is depicted in the upper diagram of Fig. 15 . In practice ͑also in the test vehicle used for this study͒ the ignition angle ␣ i,c is furthermore corrected by considering additional parameters like engine and air temperature, and by compensating for dynamic effects. However, these influences are not depicted in Fig. 13 since the main dependency is on engine speed and load.
For each cylinder the location of 50% MFB is calculated and compared to the reference location of 8°CA. Correction values are memorized by the adaptive offset look-up table of each cylinder, at the corresponding operating condition. The learning process is performed during normal operation of the engine, without determining special excitation signals. The learning system is just collecting and processing input-output samples at the individual operating points; the adaptation is performed by using the RLS training algorithm explained in Sec. 3. In order to reduce noise in the controller output signal ␣ i , no linear proportional controller C is used in parallel to the function approximator ͑see Fig. 1͒. Fig. 14 shows a certain load change sequence being repeated three times at a constant engine speed of 2500 rpm. The upper diagram shows the crank angle locations of 50% MFB for two cylinders, which are to be controlled to 8°CA after TDC. The middle diagram depicts the correction values ␣ adapt for the ignition points of the corresponding cylinders.
Measurement Results. The lower diagram of
For the first 50 s only the conventional feedforward control is active; since the adaptive map parameters have been initialized to zero, the correction values ␣ adapt remain zero during this period. The considerable deviations of the crank angle locations of 50% MFB from the optimal value for best engine efficiency at 8°CA after TDC are visible ͑see the upper diagram͒. Between 50 and 160 s the learning feedforward controller is active. The time between 50 and 130 s represents a training period. The control performance for the already adapted feedforward control is shown between 130 and 160 s. Then it is switched back to the conventional fixed feedforward control. Figure 15 shows the conventional fixed ignition angle look-up table ͑upper diagram͒ and the adaptive offset map of the second cylinder after a training sequence ͑lower diagram͒.
In spite of the considerably stochastic nature of the combustion events, the adaptive feedforward control allows us to maintain the mean crank angle location of 50% MFB around its optimal value at about 8°CA after TDC. The RLS algorithm provides a fast convergence of the ignition angle offset map, which allows to compensate rapidly for all influences which could not be considered by the feedforward control, e.g., a rapidly changing air humidity.
Conclusions
The on-line adaptation of grid-based look-up tables allows for tracking slowly time-variant systems. A new adaptation technique using a modified RLS algorithm was introduced and compared to both, the commonly used gradient based NLMS adaptation algorithm and the DSFI approach. It reduces the convergence time considerably, requiring a relatively small amount of additional memory and computation time.
As an application example, learning feedforward control was employed for ignition control of a spark ignition engine. The evaluation of cylinder pressure signals in real-time allows to calculate the 50% point of energy conversion and to control it to a prespecified crank angle. By using adaptive offset maps for the ignition angle of each cylinder, best possible control also during transients can be provided. The proposed control system is capable of compensating for manufacturing tolerances, fuel quality variations, and long-term effects such as aging or wear of the engine.
