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ABSTRACT
An efficient hardware design of Simultaneous Localization and Mapping (SLAM) methods is of
necessity for mobile autonomous robots with limited computational resources. In this paper, we de-
velop a resource-efficient FPGA design for accelerating the scan matching process, which typically
exhibits the bottleneck in 2D LiDAR SLAM methods. Scan matching is a process of correcting a
robot pose by aligning the latest LiDAR measurements with an occupancy grid map, which encodes
the information about the surrounding environment. The proposed design exploits an inherent par-
allelism in the Rao-Blackwellized Particle Filter (RBPF) based algorithms to perform scan match-
ing computations for multiple particles in parallel. In the design, map compression technique and
lookup-table are employed to reduce the resource utilization and achieve the maximum through-
put. Simulation results using the benchmark datasets show that the scan matching is accelerated
by 23.3–51.1× and the overall throughput is improved by 1.97–3.16× without seriously degrading
the quality of the final outputs. Furthermore, our implementation requires only 37% of the total
resources available in the Xilinx ZCU104 evaluation board, thus providing a feasible solution to
realize SLAM applications on indoor mobile robots.
Keywords SLAM · GMapping · SoC · FPGA
1 Introduction
Simultaneous localization and mapping (SLAM) technology plays an indispensable role in autonomous robots, such as
autonomous driving cars and cleaning robots, and has been a major research topic in robotics over the last two decades.
In order to operate in a previously unknown environment, autonomous robots need to estimate its vehicle pose by
matching the sensor observation against the current map, while updating the current map based on the current pose
and sensor observation. Due to this structure of mutual dependence between the robot pose and map, localization and
mapping cannot be handled independently from each other. The SLAM algorithms aim to solve these two problems
simultaneously.
The Bayes filter-based approach has been widely applied to the SLAM problem. The variation of Bayes filters in-
cluding Extended Kalman Filter (EKF) [1] and particle filter are utilized in the process. FastSLAM [2] [3] and
GMapping [4] are the most popular methods among particle filter-based approaches and are proven to work well in the
literature [5]. GMapping is categorized into grid-based 2D LiDAR SLAM and is based on Rao-Blackwellized Particle
Filter (RBPF). It takes odometry information and measurements from Light Detection and Ranging (LiDAR) sensors
as input and generates a sequence of robot poses (trajectory) and a map.
Although SLAM is the key component and basis for autonomous mobile robots, its high computational requirement
emerges as a major problem when using SLAM in these robots. SLAM requires high-end CPUs and sometimes even
GPUs to achieve real-time performances [6–8]. However, there is a situation where these CPUs and GPUs cannot
be mounted because of limited power budgets, costs, and physical constraints (size and weight). Consequently, there
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exists a strong demand for hardware accelerators to execute SLAM on such robots. Hardware offloading brings certain
benefits, e.g. reduction of power consumption and performance improvement.
Particle filter is performed using a set of particles, where each particle carries a single hypothesis of the current
state (robot trajectory and map). Fortunately, operations on these particles are independent of each other; therefore
such an algorithm is suitable for FPGAs with massively parallel processing capability. In this paper, an FPGA-based
accelerator for GMapping is proposed, by making use of the inherent parallel properties in the algorithm. Experimental
results using benchmark datasets demonstrate that the FPGA accelerator is effective for improving the throughput
without significantly degrading the accuracy.
The rest of this paper is organized as follows. Section 2 presents a brief description for GMapping and its theoretical
foundation. In Section 3, related works for hardware acceleration of RBPF-based SLAM are reviewed. In Section 4,
the FPGA accelerator for GMapping is proposed, and its architectural and algorithmic optimizations are described.
Section 5 illustrates the implementation details. Evaluation results in terms of throughput, accuracy, and resource
utilization are shown in Section 6. Section 7 concludes this paper.
2 Preliminaries
2.1 Rao-Blackwellized Particle Filter
Rao-Blackwellized Particle Filter (RBPF), an extension of particle filter, is a powerful tool for solving the so-called
full SLAM problem [4] [9] [10]. Full SLAM is expressed in the form of the following posterior distribution (1) over
the state variables consisting of the robot map m = {mi} and robot trajectory x1:t = {x1, . . . , xt}, conditioned on
the sequence of sensor observations z1:t = {z1, . . . , zt} and robot controls u1:t = {u1, . . . , ut}.
p(m,x1:t | z1:t, u1:t) (1)
In particle filters, the above posterior (1) is represented by a swarm of particles. A major drawback is that the num-
ber of particles required to sufficiently approximate the posterior grows exponentially with the dimension of the state
space. In the context of SLAM, state variables (robot pose and map) usually reside in a very high-dimensional space.
Therefore, the original particle filter cannot be applied since it would require an enormous amount of particles. To ad-
dress this, the posterior (1) is decomposed into two terms as shown in Equation (2), which correspond to the trajectory
distribution, and the map posterior conditioned on the robot trajectory, respectively [11].
p(m,x1:t | z1:t, u1:t) = p(x1:t | z1:t, u1:t)p(m | x1:t, z1:t) (2)
In RBPF, only the robot trajectory p(x1:t | z1:t, u1:t) is estimated by a particle filter, and the map p(m | x1:t, z1:t)
is computed analytically. Each particle individually holds the map as well as trajectory and weight, since the map
distribution depends on an estimated trajectory. This factorization yields a significant reduction of the number
of particles (i.e. computational cost) because particles are drawn from the relatively low-dimensional space with
only robot trajectory. The number of particles, kth particle at time t, and particle set at time t are denoted as M ,
Y
[k]
t = {x[k]t ,m[k], w[k]t }, and St = {Y [1]t , . . . , Y [M ]t }, respectively. RBPF follows the general Sampling Importance
Resampling (SIR) algorithm and is outlined by the following four steps.
In the first sampling step, a new particle pose x[k]t is sampled from the previous pose x
[k]
t−1 ∼ p(xt−1 | z1:t−1, u1:t−1)
and the motion model (proposal distribution) p(x[k]t | x[k]t−1, ut), which originates from the motion uncertainty. At
this point, particle poses {x[k]t } approximately represent the prior distribution p(x1:t | z1:t−1, u1:t). Then, in map
update step, each particle map m[k] is updated based on the current particle pose x[k]t and observation zt. After
that, in weight update step, importance weight associated to each particle w[k]t is updated based on the observation
likelihood p(zt | m[k], x[k]t ). Lastly, in resampling step, a new generation of particles St is obtained by resampling
the particles (allowing duplication) with probability proportional to the importance weights. Particles with small
weights are removed and those with large weights dominate the entire population. Particles {x[k]t } are now distributed
according to the posterior (target distribution) written as p(x1:t | z1:t, u1:t), which appears in Equation (2).
2.2 GMapping
GMapping is classified as the RBPF-SLAM algorithm and is commonly used among the robotics community. It
periodically retrieves the latest robot control ut and scan data zt = {zit} captured from a LiDAR sensor, and then
builds a planar occupancy grid map m, in which each grid cell contains a probability that the cell is occupied by an
object. A single observation zit = [r
i
t, θ
i
t]
> is comprised of distance rit and angle θ
i
t with respect to the sensor.
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GMapping employs two strategies to reduce the computational burden: improved proposal and adaptive resampling.
In the sampling step, a new particle pose x[k]t is drawn from the improved proposal distribution (3) instead of the raw
odometry motion model p(xt | xt−1, ut).
p(xt | m,xt−1, zt, ut) = p(zt | m,xt)p(xt | xt−1, ut)∫
p(zt | m,x)p(x | xt−1, ut)dx
(3)
The above distribution (3) also takes into account the latest observation zt and is more peaked than the ordinary motion
model, thereby providing a highly accurate pose [4]. The robot pose x[k]t is initially sampled by the motion model and
then is adjusted so that the current scan zt and mapm[k] maximally overlap each other. This adjustment is performed in
the scan matching process, which involves the continuous optimization of the likelihood function. It leads the particles
to be located in a more meaningful area with higher observation likelihood, thus reducing the number of particles and
improving algorithmic efficiency.
Resampling is only performed when the effective sample size in Equation (4) falls below the threshold value Mth.
Meff =
1∑
k
(
w
[k]
t
)2 (4)
Meff can be interpreted as the accuracy of the proposal. It reaches its maximum value M when all weights are
identical (w[k]t = M
−1), that is, the proposal distribution fully reflects the target distribution. An excessive variance of
the importance weights incurs a smallMeff . Especially whenMeff is large, resampling is unnecessary since the current
particle set is assumed to represent the target distribution effectively. The adaptive resampling technique enables to
retain the diversity of hypotheses and thus mitigates the risk of the particles around the correct state being removed,
also known as particle deprivation (depletion).
Algorithm 1 summarizes the overall algorithm of GMapping, where the symbol ⊕ denotes the compounding opera-
tor [12].
Algorithm 1 GMapping Algorithm
1: function Process(St−1, zt, ut)
2: St = ∅ . Initialize new particle set
3: for each Y [k]t−1 ∈ St−1 do
4: x′ ← x[k]t−1 ⊕ ut . Initial guess
5: x[k]t ← arg maxx p(x | m[k], zt, x′) . Scan matching
6: m[k] ← AddScan(m[k], x[k]t , zt) . Update map
7: w[k]t ← η w[k]t−1
∫
p(x | x[k]t−1, ut) p(zt | x,m[k])dx . Update weight
8: St ← St ∪ {x[k]t ,m[k], zt} . Add to new particle set
9: Meff =
[∑
k
(
w
[k]
t
)2]−1
. Compute Effective Sample Size
10: if Meff < Mth then
11: St ← Resample(St) . Resample if necessary
12: return St
3 Related Work
There are several works on accelerating RBPF-based SLAM methods for embedded platforms by exploiting their
parallel nature [13–17]. Abouzahir et al. quantitatively analyzed execution times of SLAM algorithms under varying
parameter settings and concluded that FastSLAM 2.0 is preferable for the low-cost embedded systems in terms of the
real-time performance and consistency of output results [18]. Their implementation of the Monocular FastSLAM 2.0
targeting SoC FPGA architecture outperformed those run on high-end CPU or GPU and demonstrated the feasibility
of FPGA as an accelerator in the domain of SLAM. FastSLAM 2.0 is also a variant of the RBPF-based method as
3
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GMapping [3]. The primary difference is that FastSLAM 2.0 builds a feature-based map, consisting of the positions
of landmarks recognized by robots, while GMapping constructs a grid-based map. To the best of our knowledge, this
is the first work that presents FPGA design for grid-based RBPF-SLAM.
Gouveia et al. proposed a multithreaded version of GMapping using the OpenMP library, and high map precision
was gained by increasing the number of particles without sacrificing the latency [19]. Li et al. also examined an
acceleration of GMapping leveraging several parallel processing libraries [20]. The above-mentioned works focus
on GMapping acceleration from the software aspects. In this paper, on the other hand, we investigate the FPGA
implementation of GMapping for the first time and propose optimization methods to achieve resource efficiency and
high-performance.
4 Design Optimization
This section provides the detailed description of the FPGA accelerator for scan matching computations. As described
in Section 2.2, the algorithm is divided into five main parts: initial guess, scan matching, map udpate, weight update,
and resampling. Its notable feature is that all the operations except resampling can be performed simultaneously for
multiple particles. Scan matching is the process of finding the most appropriate particle pose such that an overlap
between the map and the current scan projected onto the map is maximized. It inevitably becomes time-consuming
and expensive, since it involves complex geometric operations and random accesses to the map data. Performance
evaluations in Section 6 show that scan matching accounts for up to 75 % of the total execution time. Due to the above
considerations, scan matching is the most reasonable candidate for acceleration in terms of the expected performance
gain. In this paper, as illustrated in Figure 2, scan matching is executed in parallel on an FPGA device and other
necessary computations are handled on the CPU side, utilizing the heterogeneous SoC architecture.
In an open-source GMapping implementation provided by OpenSLAM [21], a metaheuristic hill-climbing based al-
gorithm called Greedy Endpoint Matching is continually executed during the scan matching process. The algorithm
corrects the particle pose by aligning the scan data with the map. More concretely, particle pose that maximizes the
matching score (regarded as observation likelihood) is explored iteratively until convergence is reached. The score of
the neighborhood around the initial pose is evaluated, and then the pose is moved towards the direction that maximally
increases the score. The score s(x,m, zt) is calculated according to the following equation.
s(x,m, zt) =
∑
i
exp
{
−
(
d(x,m, zit)
)2
2σ2
}
=
∑
i
ui, (5)
where σ is the predefined standard deviation and ui is the score for ith measurement zit. The function d(x,m, z
i
t)
returns the minimum distance between the scan point (beam endpoint) and an obstacle encoded in the map m. A
smaller value of d implies a small misalignment between the observation zt and the map m. Scan point of the ith
observation zit = [r
i
t, θ
i
t]
> is computed by the coordinate transformation from the sensor frame to the map frame
under the current pose x = [ξx, ξy, ξθ]> as follows.
q(x, rit, θ
i
t) =
[
ξx + r
i
t · cos(ξθ + θit)
ξy + r
i
t · sin(ξθ + θit)
]
∈ R2 (6)
The naive yet stable algorithm to find the minimum distance d(x, zit,m) is summarized in Algorithm 2. γ(x
m) : R2 →
Z2 is a function that converts xm = [ξmx , ξmy ]> from the position in the map frame to the corresponding grid cell index.
It is formulated as
γ(xm) =
[
ix + b(ξmx − ox)/∆c
iy + b(ξmy − oy)/∆c
]
∈ Z2, (7)
where ∆ is the map resolution. [ox, oy]> and [ix, iy]> denote the position and grid cell index of the map origin,
respectively. γ−1([Cx, Cy]>) is the inverse of γ, written as
γ−1([Cx, Cy]>) =
[
ox + (Cx − ix)∆
oy + (Cy − iy)∆
]
∈ R2. (8)
The algorithm first calculates the scan point xH and its corresponding cell CH . It then calculates xM and CM in the
same way, which is presumed to be unoccupied and thus missed by the beam. xM is the point that is closer to the
sensor by δ than the scan point xH . Figure 1 shows an example of the positional relationship between xH and xM .
After that, it attempts to establish the matching between the observation zit and the map m from a square searching
window of (2K + 1) × (2K + 1) cells, centered at the CH that accommodates the ith scan point xH (see Figure
4
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1). Every cell covered by the window is a candidate that refers to the actual endpoint of the ith observation zit. For
each cell, C˜H it is validated whether two occupancy probabilities pH and pM are within the desired ranges: (T, 1] and
[0, T ). If pH and pM satisfy these criteria, the appropriate matching is found and the distance between xH and x′ is
calculated. xH is the scan point estimated according to the current pose and x′ is the actual scan point on the map.
The minimum distance is selected if multiple matching candidates exist. Checking the value of pM , which is expected
to be low, effectively avoids the false matching and hence contributes to the algorithmic robustness.
Algorithm 2 Calculation of d(x, zit,m)
1: xH ← q(x, rit, θit), CH ← γ(xH)
2: xM ← q(x, rit − δ, θit), CM ← γ(xM )
3: d∗ ←∞
4: for kx, ky = −K, . . . ,K do . For each cell in searching window
5: C˜H ← [CHx + kx, CHy + ky]>, pH ← m(C˜H)
6: C˜M ← [CMx + kx, CMy + ky]>, pM ← m(C˜M ) . Check occupancy probabilities of grid cells
7: if pH > T and pM < T then
8: x′ ← γ−1(C˜H), d∗ ← min{d∗, ∣∣xH − x′∣∣} . Update the minimum distance if criteria met
9: return d∗
Map 𝑚
Local map 𝑚
2𝑊
2𝑊 𝑥𝑡 𝒛𝒕
𝐶𝑀 𝐶𝐻 𝑥𝑀 𝑥𝐻𝑥
𝑧𝑡𝑖 𝛿
𝑚
2𝐾+ 1
𝐶∼𝑀 𝐶∼𝐻 𝑘𝑥 ,𝑘𝑦 = −1,1
Figure 1: Scan Point and its Surroundings
The optimizations to realize the resource-efficient implementation are twofold: (a) map compression and (b) simplified
score calculation.
4.1 Map Compression
The map resolution ∆ is preferred to be set to a smaller value, e.g. 0.01 m or 0.05 m, since it directly affects the
accuracy of the output map. More importantly, the RBPF-based approach requires map hypotheses to be maintained
individually on each particle. The memory footprint to store the map data increases proportional to the number of
particles M , approximately to the square of the environment size, and inversely to the square of the map resolution ∆.
Typically, it ranges in the order of hundreds of megabytes or even a few gigabytes. Frequent data transfer between the
DRAM and FPGA on-chip memory (BRAM) is required since the amount of BRAMs is not enough for storing the
whole map. Transferring such amount of data causes a massive overhead, which potentially outweighs the advantage
of hardware acceleration. As a result, an effective way of reducing the map size should be devised.
Considering the internal mechanism of the LiDAR sensor, it is immediately apparent that only a fraction of the mapped
area is observable at any iteration. This indicates that the local map covering only the surrounding of the robot can be
utilized during the scan matching process instead of the entire map, a significant part of which is eventually not used.
Local map m˜[k] for kth particle is constructed by clipping an area of the predetermined size of 2W × 2W grid cells
5
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from the map m[k], centering on the grid cell [Cx, Cy]> corresponding to the current pose x
[k]
t (see Figure 1).
m˜[k] =
{
m[k](Cx + kx, Cy + ky) | kx, ky ∈ [−W,W )
}
(9)
This amounts to the approximation of proposal distribution p(xt | m,xt−1, zt, ut) by substituting the map m with the
local map m˜ [10]. In the current implementation, ∆ and W are set to 0.05 m and 124, respectively, making a local
map 12.4 m square. W is selected so that almost every scan point fits inside the local map; otherwise, the reliability of
scan matching is seriously lost. In an environment densely occupied with obstacles, smaller W is applicable, since the
distance to the nearest obstacle (obtained as a scan data from a laser scanner) tends to become relatively shorter. Use
of local maps reduces both hardware amount and data transfer latency. As a side benefit, each map can be viewed as
a fixed-size 2D array from the FPGA side, thus facilitating data retrieval and processing. On the software, the map is
implemented as a variable-sized array and is dynamically expanded when a robot enters previously unexplored areas,
whereas the size of the local map remains unchanged.
An occupancy value is expressed in a double-precision floating-point format. According to Algorithm 2, however, one
can find that the floating-point representation is redundant since the value is only used for the comparison against the
occupancy threshold Mth; the value itself is not of interest. For this reason, occupancy values can be quantized into
1-bit values by performing this comparison before being fed to the FPGA scan matcher. This binarization reduces
resource usage by 64× with no accuracy loss and it finally becomes possible to store multiple local maps on BRAM
blocks. Also, time-consuming DRAM accesses are fully eliminated. Overall latency is reduced in the way that
comparison between two floating-point numbers is turned into simple bit operation.
4.2 Simplified Score Calculation
Under the independence assumption amongst measurements zt = {zit} as shown in Equation (10), likelihood is
calculated separately for each measurement zit as Equation (5), depending on the closeness to the obstacle d(x, z
i
t,m).
p(zt | m,xt) =
∏
i
p(zit | m,xt) (10)
According to Algorithm 2, d(x, zit,m) is essentially the distance d
′ = |xH−x′| between the two grid cellsCH and C˜H ,
which correspond to the scan point and its actual point on the map m, respectively. Inspecting the following equation
(11) reveals that d can be computed from the offsets kx, ky , and map resolution ∆ by approximating xH = q(x, rit, θ
i
t)
with γ−1(CH); hence the absolute positions xH , x′ are unneeded.
d′ =
∣∣xH − x′∣∣ = ∣∣∣q(x, rit, θit)− γ−1(C˜H)∣∣∣
'
∣∣∣γ−1(CH)− γ−1(C˜H)∣∣∣
=
∣∣∣∣[ ox + (CHx − ix)∆oy + (CHy − iy)∆
]
−
[
ox + (C˜
H
x − ix)∆
oy + (C˜
H
y − iy)∆
]∣∣∣∣
=
√
(CHx − C˜Hx )2 + (CHy − C˜Hy )2∆ =
√
k2x + k
2
y∆ (11)
It turns out that d′ and u are discrete functions of relative offsets kx, ky ∈ [−K,K]. Note that u is a scan matching
score for a single observation as referred in Equation (5). A lookup table of size K2 that contains Gaussian of every
possible distance (offsets) can be computed beforehand. This precomputation enables the effective evaluation of the
score s(x,m, zt) since the computation of the Gaussian function is replaced by the access to the lookup table entry.
5 Implementation
We implemented an IP core for the Greedy Endpoint Matching algorithm using Xilinx Vivado HLS v2019.1 toolchain.
We chose the Xilinx ZCU104 evaluation board as the target environment. The clock frequency is set to 100 MHz.
Figure 2 depicts an overview of our scan matching accelerator. The module takes following as inputs from the software
driver: (1) initial guess of pose {x′[k]t }, (2) local map {m˜[k]} of all particles, (3) the latest sensor measurements
zt = {zit}, and (4) additional parameters, particularly the relative transformation of local map with respect to the
entire map {m[k]}. The top module consists of four submodules, each of which computes the refined pose x[k]t for the
kth particle based on scan matching, given the initial pose x′[k]t and the local map m˜
[k]. As a result, scan matching
6
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processes for four different particles are executed simultaneously. Throughout our implementation, all the decimal
numbers are represented by 24-bit fixed-point format with 12-bit integer and 12-bit fractional parts or with 8-bit
integer and 16-bit fractional parts. Angular components {θit} of the scan data zt can be computed from a minimum
angle θ0 and an angular increment ∆θ at the initialization phase, thus θit = θ0 + i ·∆θ.
It is worth mentioning that, in the software, the particle pose is optimized until reaching the convergence of the
likelihood score, whereas in the hardware version, the number of iterations is fixed in exchange for the complete
parallel execution. Accordingly, the hardware scan matcher maintains constant latency cycles as long as the number
of particles is fixed.
FPGA
𝑥𝑡′ 𝑘 ,𝑚 𝑘 ,𝑧𝑡 𝑥𝑡𝑘
Figure 2: Top Module for Scan Matching
6 Evaluations
In this section, the proposed accelerator is evaluated in terms of algorithm throughput, accuracy of output results, and
FPGA resource utilization in comparison with the software implementation. The publicly available package provided
by OpenSLAM [21] is run on the Ubuntu Linux 18.04 (64bit) machine with Intel Core i5-8500 (3.0GHz) CPU and
24GB DRAM as a baseline, and is modified as necessary to cooperate with the scan matcher IP core on an FPGA.
Hereafter, these configurations are referred to as CM (CPU, M particles) and FM (FPGA, M particles), e.g. C16
and F32. C′M is equivalent to CM except that the local map is used in the scan matching process. The GMapping
package is built with -O3 compiler flag to fully optimize the CPU code.
The following two methods are employed to verify the correctness and efficacy of our FPGA implementation. First,
the co-simulation between the generated IP core in RTL and the C testbench is conducted using the golden data,
the collection of test cases obtained by running the software version of the algorithm. The testbench performs self-
checking, meaning that it compares actual results from the RTL against the expected results, and confirms that the
residuals do not exceed the specified error tolerance. Then, the C simulation of the scan matcher is interoperated with
the software to measure the throughput gain and quality of the final results.
The subset of well-known Radish dataset, namely Intel Research Lab (Intel), ACES Buliding (ACES), and MIT
CSAIL Building (MIT CSAIL) is used for the benchmarking purpose. The ground truth information is unavailable
in these datasets since they only contain the sequence of sensor observations and odometry robot poses, making a
quantitative analysis difficult. To overcome this problem, the evaluation is carried out based on the performance
metric proposed in [22], which is calculated from the relative pose between the two consecutive times. The ground
truth relations extracted by manually matching the sensor observations are also considered in the metric calculation,
which is available in [23].
6.1 Algorithm Throughput
Figure 3 shows the breakdown of the iteration latency for two implementations (namely C16 and F16) for the three
datasets mentioned above. The overall latency is minimized by offloading the costly scan matching computations to
the FPGA. It is noticeable that local map preparation and map binarization are required to set up the input data for the
IP core. However, this additional overhead is trivial because it is constant regardless of M and the size of the entire
7
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map. In the Intel dataset, scan matching is only 7 % of the total runtime in F16, while it amounts to 74.5 % in C16,
representing a major bottleneck.
0 20 40 60 80 100 120
Average processing time (ms)
ACES (C16)
ACES (F16)
Intel (C16)
Intel (F16)
MIT CSAIL (C16)
MIT CSAIL (F16)
Sampling
Setup
Scan matching
Weight update
Map update
Resampling
Other
Figure 3: Comparison of Latency (M = 16)
The relationship between M and the speedup ratio is plotted in Figure 4. For the scan matching process, the fig-
ure shows approximately constant speedup (23.8–24.9× for ACES, 23.3–23.9× for Intel, and 48.2–51.1× for MIT
CSAIL) under the varying M , thus demonstrating the scalability of our method. The slight decrease of the speedup
is a result of performance improvement in the software, in which highly repetitive processing of particles leads the
increased CPU cache hit rates. In the MIT CSAIL dataset, the best speedup is attained because the dataset requires the
longest time for completion of the scan matching, while the latency of the hardware design is indifferent to the given
dataset (see Section 5).
The overall speedup (1.97–2.22×, 2.47–2.68×, and 3.02–3.16× for ACES, Intel, and MIT CSAIL) is almost constant
but with slight increase, which is owing to the growing proportion of the execution time spent for scan matching
computations. For instance, in the Intel dataset, the scan matching accounts for 74.5 % and 75.9 % of the overall
runtime when M = 16 and M = 64, respectively.
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# of particles
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Overall speedup
ACES
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Figure 4: Relationship between Number of Particles and Speedup
8
An FPGA Acceleration and Optimization Techniques for 2D LiDAR SLAM Algorithm A PREPRINT
6.2 Algorithm Accuracy
The algorithm accuracy is measured based on the metric proposed in [22]. Table 1 compares the accuracy obtained
from F16 against the C16 as a counterpart. The result shows the favorable performance of F16 except for the ACES
dataset, in which the translational error of the robot pose accumulates relatively quickly due to the occurrence of
unreliable matching in the featureless straight corridors.
Table 1: Comparison of Accuracy
C16 F16
ACES (m2) 0.186± 1.08 0.469± 3.64
ACES (rad2) 0.00709± 0.0164 0.00719± 0.0170
Intel (m2) 0.0312± 0.0569 0.0317± 0.0594
Intel (rad2) 0.0113± 0.0279 0.0113± 0.0279
MIT CSAIL (m2) 0.00411± 0.0078 0.00458± 0.0088
MIT CSAIL (rad2) 0.00805± 0.0264 0.00869± 0.0320
Figure 5 shows the robot trajectories obtained from the following three configurations: C16, C′16, and F16. The figure
also shows the pure odometry trajectory, denoted as Odom. From the considerable overlap between C16 and C′16,
one can see that the accuracy is not affected by the introduction of local maps, although the scan points (obstacles)
outside the local map are ignored in the likelihood score evaluations (5), which causes erroneous matching results.
The translational error of up to 2 m is found between C′16 and F16, which exposes the distortion and imprecision
in the hardware implementation. In F16, the fixed-point representation of decimal values introduces the propagation
and accumulation of rounding errors, thereby serving as a primary source of precision loss. F16 also suffers from
the limitation of the number of iterations for pose refinements, by which the robot pose is not optimized sufficiently
and hence the cumulative error grows rapidly. Nonetheless, F16 still generates the topologically correct map and the
underlying geometric relationship is maintained, which is the satisfying outcome.
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Figure 5: Trajectories Obtained from Intel Research Lab Dataset
6.3 FPGA Resource Utilization
Table 2 shows the FPGA resource utilization of our implementation, designed for Xilinx Zynq UltraScale+ XCZU7EV-
2FFVC1156 MPSoC assuming 100 MHz operating frequency. On-chip BRAMs are mostly consumed for the storage
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of local maps to execute the scan matching for multiple particles and the BRAM consumption increases almost linearly
proportional to the degree of parallelization. This means that the achievable speedup is constrained by the total amount
of available BRAM resources. Although the scan matching is parallelized for four particles, the BRAM usage is only
35 % due to the map compression technique as described in Section 4.1. Especially, the extreme quantization of the
occupancy value contributes to resource reduction. For instance, in the Intel dataset, the memory footprint and the total
number of memory accesses are reduced by about 20.7× and 1.5–3.0× respectively thanks to the map binarization.
The DSP slice usage is almost negligible since only simple mathematical operations are performed on the core. This
suggests that other parts of the algorithm (i.e. importance weight calculation and initial pose guess) can also be mapped
on the hardware.
Table 2: FPGA Resource Utilization of Scan Matcher
BRAM DSP FF LUT
Total 224 68 13,953 86,542
Available 624 1,728 460,800 230,400
Utilization (%) 35 3 3 37
7 Summary
The hardware optimization of SLAM methods is of crucial importance for deploying SLAM applications to au-
tonomous mobile robots with severe limitations in power delivery and available resource. In this work, we proposed a
lightweight FPGA-based design dedicated to accelerating the scan matching process in the 2D LiDAR SLAM method,
namely GMapping, by exploiting the parallel structure inherent in the algorithm. The resource usage and the over-
head associated with the data transfers are effectively reduced by developing the map compression technique, which is
formed by the combination of map binarization and introduction of the local map. Also, the lookup table is employed
to eliminate the expensive mathematical computations thereby improving the algorithm throughput. Experiments
based on benchmark datasets demonstrated that our hardware scan matcher avoids the loss of accuracy and offers
comparable performance to that of the widely used software implementation. The proposed core achieved 23.3–51.1×
scan matching throughput and 1.97–3.16× overall throughput on average, which contributes to the real-time process-
ing capability. As far as we know, this is the first work that focuses on the hardware acceleration of the grid-based
RBPF-SLAM.
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