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EXISTENCE OF PERIODIC SOLUTIONS FOR PERIODIC
ECO-EPIDEMIC MODELS WITH DISEASE IN THE PREY
CE´SAR M. SILVA
Abstract. For an eco-epidemic model with disease in the prey and periodic
coefficients it is conjectured in [Xingge Niu, Tailei Zhang, Zhidong Teng, The
asymptotic behavior of a nonautonomous eco-epidemic model with disease in
the prey, Applied Mathematical Modelling 35, 457-470 (2011)] that, when the
infected prey is permanent, there is a positive periodic orbit that is globally
asymptotically stable in the interior of (R+)3. In this paper we prove the
existence part of the conjecture.
1. Introduction
Lotka-Volterra models, that describe the predator-prey interaction, and epidemic
models, that describe the spread of transmissible diseases among some population,
are two major subjects of study in mathematical biology.
In the natural world, infected individuals become weaker and easier to be pre-
dated. Thus, in the predator-prey interaction, diseases cannot be ignored. Models
that describe the spread of a disease in ecological systems are seldom referred to
as eco-epidemiological models and are obtained by adding infected compartments
to a Lotka-Volterra system. Several works concerning eco-epidemiological models
have appeared recently: existence of Hopf bifurcations was studied in [6] and, for
a model with stage structure, stability and existence of Hopf bifurcations were dis-
cussed in [8]; for models with impulsive birth, it was established the existence of
positive periodic solutions assuming that the birth pulse is strong enough in [2]
and the existence of a globally stable prey eradication solution when the impulsive
period is less than some critical value as well as a sufficient condition for perma-
nence of the disease were obtained in [4]; for a model with distributed time delay
and impulsive control, conditions for the local and global asymptotical stability of
the prey eradication periodic solution and the permanence of the disease were dis-
cussed in [3]. We emphasize that all the works above refer to models with constant
parameters.
In this work we will consider the periodic version of the non-autonomous eco-
epidemiological model already considered in [7]:

S′ = Λ(t)− β(t)SI − µ(t)S
I ′ = β(t)SI − c(t)I − η(t)Y I
Y ′ = Y (r(t) − b(t)Y + k(t)η(t)I)
. (1)
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This model assumes that the total prey population is divided in two population
classes: the class S of susceptible prey and the class I of infected prey. The re-
maining class, Y , corresponds to the predator population. The parameters in the
model are the following: Λ(t) is the recruited rate of the prey population (including
newborns and migratory), d(t) is the natural death rate of the prey population,
c(t) is the death rate among the infected prey population and includes the natural
death rate and the disease-related death rate (naturally, c(t) > d(t) for all t), β(t)
is the incidence rate, r(t) is the intrinsic birth rate of the predators, η(t) is the
predation rate and k(t) is the rate of converting prey into predator.
Several assumptions, reflected in the model’s equations, were made. It was as-
sumed that, in the absence of disease, the growth rate of the prey population is given
by the solutions of x′ = Λ(t) − µ(t)x and that the predator population grows ac-
cording to a logistic curve. Another assumption is that the infected prey is removed
by death or by predation before having the possibility of reproducing. Additionally,
it is also assumed that the disease is not transmissible to the predator population,
that the disease is not genetically inherited and that the infected population do not
recover or become immune.
In [7], conditions for the permanence and extinction of the infective prey as well
as sufficient conditions for the global stability of the model were obtained. Also in
that paper, in the end of section 4, the authors leave a conjecture. Namely, the
authors conjecture that, if the parameter functions in (1) are ω-periodic, continuous
and bounded functions on R+0 (with all but r being nonnegative and all but r, η
and c having positive average) and if R > 1, where
R =
βs0
c+ ηy0
and s0 and y0 are the unique positive periodic solutions of s
′ = Λ(t) − µ(t)s and
y′ = y(r(t)−b(t)y), then model (1) has a positive periodic solution which is globally
attractive in the interior of first octant. In what follows we will prove the existence
part of this conjecture. Additionally, we will also consider the extinction situation.
It follows from the results in [7] that, in the periodic context, if R > 1, the
infected prey in system (1) is permanent and, if R 6 1, the infected prey in sys-
tem (1) goes to extinction. Thus R is a sharp threshold between permanence and
extinction of the disease. In this work we prove that, in the periodic context, R is
also a sharp threshold between existence of exactly two disease-free periodic orbits
that contain the ω-limit of all solutions and the coexistence of the referred disease
free orbits (that become unstable) with at least one endemic periodic orbit.
The prove of our result on existence of periodic orbits relies on the famous
Mawhin continuation theorem [1]. To obtain our sharp result instead of a non-
optimal condition, it is fundamental to use the permanence of the infectives already
established in [7]. To discuss the stability of the disease-free orbit, we use the theory
developed in [9].
2. Existence and stability of disease-free periodic orbits
Given a continuous and ω-periodic function f : R+0 → R, we define
f =
1
ω
∫ ω
0
f(s) ds, fu = max
t∈[0,ω]
f(t) and f ℓ = min
t∈[0,ω]
f(t)
We assume that the following conditions hold:
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C1) Λ, β, µ, c, η and k are ω-periodic, nonnegative, continuous and bounded
functions on R+0 and r is ω-periodic, continuous and bounded function on R
+
0 ;
C2) Λ > 0, µ > 0, r > 0, b > 0 and β > 0.
We also need to consider the auxiliary equations
s′ = Λ(t)− µ(t)s (2)
and
y′ = y(r(t) − b(t)y). (3)
Theorem 1. System (1) has two disease-free periodic orbits, of period ω, namely
the orbits O1 and O2 given by
(S1(t), I1(t), Y1(t)) = (s0(t), 0, 0) and (S2(t), I2(t), Y2(t)) = (s0(t), 0, y0(t)),
where s0 and y0 are the unique positive periodic orbits of (2) and (3) respectively.
Proof. By Lemmas 1 and 3 in [7], equations (2) and (3) have unique positive periodic
solutions, respectively s0(t) and y0(t). These solutions have period ω. Thus, it
is easy to check that (S1(t), I1(t), Y1(t)) = (s0(t), 0, 0) and (S2(t), I2(t), Y2(t)) =
(s0(t), 0, y0(t)) are disease-free periodic solutions of system (1) and have period
ω. 
Using the theory developed in [9], we will now determine a threshold for local
stability/unstability of the disease-free orbit O2 of model (1).
It is easy to compute the matrices F (t) and V (t) in [9] that in our context reduce
to one dimensional matrices (that we identify with real numbers). In fact, for the
orbit O2, we have F (t) = β(t)s0(t) and V (t) = −c(t) − η(t)y0(t). The evolution
operator W (s, t, λ) associated with the linear ω-periodic parametric system w′ =
(−V (t) + F (t)/λ)w is easily seen to be given by
W (s, t, λ) = e−
∫
t
s
β(r)s0(r)/λ−c(t)−η(r)y0(r) dr
and thus
W (ω, 0, λ) = 1 ⇔ βs0/λ− c− ηy0 = 0 ⇔ λ =
βs0
c+ ηy0
.
Define
R =
βs0
c+ ηy0
. (4)
Notice that R coincides with the threshold obtained in [7]. In fact, it follows from
Corollaries 1 and 2 in [7] that when R > 1 the infected prey is permanent and,
when R 6 1 the infected prey goes to extinction. It follows from Theorem 2.2 in [9]
and Corollary 2 in [7] that the periodic orbit O2 is locally asymptotically stable
when R < 1 and unstable when R > 1. We can add the following result:
Theorem 2. When R 6 1, the ω-limit of any solution of (1) with initial con-
dition (t0, S(t0), I(t0), Y (t0)) in the set {(t, S, I, Y ) ∈ (R
+
0 )
4 : Y > 0} is the
periodic orbit O2 and the ω-limit of any solution of (1) with initial condition
(t0, S(t0), I(t0), Y (t0)) in the set {(t, S, I, Y ) ∈ (R
+
0 )
4 : Y = 0} is the periodic
orbit O1.
4 CE´SAR M. SILVA
Proof. Let ε > 0 and (S(t), I(t), Y (t)) be some particular solution of (1) with
initial condition (t0, S(t0), I(t0), Y (t0)) and write u(t) = S(t) − s0(t) and u0 =
S(t0) − s0(t0). Since R 6 1, by Corollary 2 in [7], there is T > 0 such that
I(t) < ε for all t > T . Additionally, by Theorem 1 in [7], there is M1 > 0 such that
S(t) 6 S(t) + I(t) 6M1. Thus
u′ = −µ(t)u− β(t)SI 6 −µ(t)u− β(t)M1ε,
for all t > T . Therefore
u(t) 6 u0 e
−
∫
t
t0
µ(s) ds
+βuM1ε
∫ t
t0
e−
∫
t
r
µ(s) ds dr.
By C2) and since ε > 0 is arbitrary, we conclude that u(t)→ 0 as t→ +∞. Thus
S(t)→ s0(t) as t→ +∞.
Again by Theorem 1 in [7], if Y (t0) > 0, there are m2,M2 > 0 such that, for t
sufficiently large, we have m2 6 Y (t) 6M2. Thus
Y ′ = Y (r(t) − b(t)Y ) + k(t)η(t)IY 6 Y (r(t) − b(t)Y ) + k(t)η(t)M2ε,
for all t sufficiently large. Since ε > 0 is arbitrary, by Lemma 2 in [7], we conclude
that |Y (t) − y0(t)| → 0 as t → +∞. We finally obtain that (S(t), I(t), Y (t)) →
(s0(t), 0, y0(t)) as t→ +∞.
Since the set C = {(t, S, I, Y ) ∈ (R+0 )
4 : Y = 0} is invariant, it is immediate that
the omega limit of any solution with initial condition in C, (S(t), I(t), 0), verifies
(S(t), I(t), 0)→ (s0(t), 0, 0) as t→ +∞. 
Theorem 3. When R > 1, the ω-limit of any solution of (1) with initial con-
dition (t0, S(t0), I(t0), Y (t0)) in the set {(t, S, I, Y ) ∈ (R
+
0 )
4 : I = 0 ∧ Y > 0} is
the periodic orbit O2 and the ω-limit of any solution of (1) with initial condition
(t0, S(t0), I(t0), Y (t0)) in the set {(t, S, I, Y ) ∈ (R
+
0 )
4 : I = Y = 0} is the periodic
orbit O1.
Proof. According to Corollary 1 in [7], when R > 1 the disease is permanent and
thus the basin of attraction of the orbits O1 and O2 must be contained on the
invariant set {(t, S, I, Y ) ∈ (R+0 )
4 : I = 0}. On the other hand, if (S(t), 0, Y (t)) is
some solution of (1), it must satisfy S′ = Λ(t) − µ(t)S and Y ′ = Y (r(t) − b(t)Y ).
According to Lemmas 1 and 2 in [7], the ω-limit of nonnegative solutions of S′ =
Λ(t) − µ(t)S is the periodic orbit {s0(t)} and the ω-limit of positive solutions of
Y ′ = Y (r(t) − b(t)Y ) is the periodic orbit {y0(t)}. Thus, the ω-limit of orbits
with initial conditions (t0, S(t0), I(t0), Y (t0)) in the set {(t, S, I, Y ) ∈ (R
+
0 )
4 : I =
0 ∧ Y > 0} is the orbit O2. Moreover, it is immediate that the set {(t, S, I, Y ) ∈
(R+0 )
4 : I = Y = 0} is also invariant and that the ω-limit of orbits in this set is the
orbit O1. The result follows. 
3. Existence of endemic periodic orbits
When R > 1, it was proved in [7] (see Corollary 1) that we have permanence of
the infected prey. In this section, we will use a well known result in degree theory,
the Mawhin continuation theorem [1], and the permanence of the infected prey to
establish the existence of at least one endemic periodic orbit for system (1).
Theorem 4. When R > 1 system (1) has an endemic ω-periodic orbit.
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As announced, to prove theorem 4 we will use Mawhin’s continuation theorem.
Before stating this theorem, we need to give some definitions and recall some well
known facts. Let X and Z be Banach spaces.
Definition 1. A linear mapping L : D ⊆ X → Z is called a Fredholm mapping of
index zero if
1. dimkerL = codim ImL <∞;
2. ImL is closed in Z.
Given a Fredholm mapping of index zero, L : D ⊆ X → Z , it is well known
that there are continuous projectors P : X → X and Q : Z → Z such that
1. ImP = kerL;
2. kerQ = ImL = Im(I −Q);
3. X = kerL⊕ kerP ;
4. Z = ImL ⊕ ImQ.
It follows that L|D∪kerP : (I − P )X → ImL is invertible. We denote the inverse of
that map by Kp.
Definition 2. A continuous mapping N : X → Z is called L-compact on U ⊂ X,
where U is an open bounded set, if
1. QN (U) is bounded;
2. Kp(I −Q)N : U → X is compact.
Since ImQ is isomorphic to kerL, there exists an isomorphism J : ImQ→ kerL.
We are now prepared to state the theorem that will allow us to prove theorem 4.
Theorem 5. (Mawhin’s continuation theorem [1]) Let X and Z be Banach spaces,
let U ⊂ X be an open set, let L : D ⊆ X → Z be a Fredholm mapping of index zero
and let N : X → Z be L-compact on U . Assume that
1. for each λ ∈ (0, 1) and x ∈ ∂U ∩D we have Lx 6= λNx;
2. for each x ∈ ∂U ∩ kerL we have QNx 6= 0;
3. deg(JQN , U ∩ kerL, 0) 6= 0.
Then the operator equation Lx = Nx has at least one solution in D ∩ U .
We will now prove theorem 4.
Proof of theorem 4. To apply Mawhin’s theorem to our system we need to make a
change of variables. Namely, with the change of variables S(t) = eu1(t), I(t) = eu2(t)
and Y (t) = eu3(t), system (1) becomes

u′1 = Λ(t) e
−u1 −β(t) eu2 −µ(t)
u′2 = β(t) e
u1 −c(t)− η(t) eu3
u′3 = r(t) − b(t) e
u3 +k(t)η(t) eu2
(5)
Note that, if (u∗1(t), u
∗
2(t), u
∗
3(t)) is a periodic solution of period ω of system (5)
then
(
eu
∗
1
(t), eu
∗
2
(t), eu
∗
3
(t)
)
is a periodic solution of period ω of system (1).
We will now prepare the setting where we will apply Mawhin’s theorem. Our
Banach spaces X and Z will be the space
X = Z = {u = (u1, u2, u3) ∈ C(R,R
3) : u(t) = u(t+ ω)}
with the norm
‖u‖ = max
t∈[0,ω]
|u1(t)|+ max
t∈[0,ω]
|u2(t)|+ max
t∈[0,ω]
|u3(t)|.
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Letting D = X ∩ C1(R,R3), we consider the linear map L : D ⊆ X → Z given by
Lu(t) =
du(t)
dt
and the map N : X → Z defined by
Nu(t) =


Λ(t) e−u1 −β(t) eu2 −µ(t)
β(t) eu1 −c(t)− η(t)) eu3
r(t) − b(t) eu3 +k(t)η(t) eu2

 .
Consider also the projectors P : X → X and Q : Z → Z given by
Pu =
1
ω
∫ ω
0
u(t) dt and Qz =
1
ω
∫ ω
0
z(t) dt.
Note that ImP = kerL = R3, that
kerQ = ImL = Im(I −Q) =
{
z ∈ Z :
1
ω
∫ ω
0
z(t) dt = 0
}
,
that L is a Fredholm mapping of index zero (since dimkerL = codim ImL = 3)
and that ImL is closed in X .
Consider the generalized inverse of L, Kp : ImL → D ∩ kerP , given by
Kpz(t) =
∫ t
0
z(s) ds−
1
ω
∫ ω
0
∫ r
0
z(s) ds dr,
the operator QN : X → Z given by
QNu(t) =


1
ω
∫ ω
0
Λ(t) e−u1(t)−β(t) eu2(t) dt− µ¯
1
ω
∫ ω
0
β(t) eu1(t)−η(t) eu3(t) dt− c¯
1
ω
∫ ω
0
k(t)η(t) eu2(t)−b(t) eu3(t) dt+ r¯


.
and the mapping Kp(I −Q)N : X → D ∩ kerP given by
Kp(I −Q)Nu(t) = A1(t)−A2(t)−A3(t)
where
A1(t) =


∫ t
0
Λ(t) e−u1(t)−β(t) eu2(t)−µ(t) dt∫ t
0
β(t) eu1(t)−η(t) eu3(t)−c(t) dt∫ t
0
k(t)η(t) eu2(t)−b(t) eu3(t)+r(t) dt


,
A2(t) =


1
ω
∫ ω
0
∫ t
0
Λ(s) e−u1(s)−β(s) eu2(s)−µ(s) ds dt
1
ω
∫ ω
0
∫ t
0
β(s) eu1(s)−η(s) eu3(s)−c(s) ds dt
1
ω
∫ ω
0
∫ t
0
k(s)η(s) eu2(s)−b(s) eu3(s)+r(s) ds dt


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and
A3(t) =
(
t
ω
−
1
2
)


∫ ω
0
Λ(t) e−u1(t)−β(t) eu2(t)−µ(t) dt∫ ω
0
β(t) eu1(t)−η(t) eu3(t)−c(t) dt∫ ω
0
k(t)η(t) eu2(t)−b(t) eu3(t)+r(t) dt


.
Let Ω ⊂ X be bounded. For any u ∈ Ω, we have that ‖u‖ ≤M and |ui(t)| ≤M ,
where i = 1, 2, 3. Next, we see that QN (Ω) is bounded.
∣∣∣∣ 1ω
∫ ω
0
Λ(t) e−u1(t)−β(t) eu2(t) dt− µ¯
∣∣∣∣ ≤ ∣∣Λ¯ eM −β¯ e−M −µ¯∣∣ ≤ Λ¯eM + β¯e−M + µ¯
∣∣∣∣ 1ω
∫ ω
0
β(t) eu1(t)−η(t) eu3(t) dt− c¯
∣∣∣∣ ≤ β¯ eM +η¯ e−M +c¯
∣∣∣∣ 1ω
∫ ω
0
k(t)η(t) eu2(t)−b(t) eu3(t) dt+ r¯
∣∣∣∣ ≤ kη eM +b¯ e−M +r¯
It is immediate that QN and Kp(I −Q)N are continuous.
Consider a sequence of function {u} ⊂ Ω. We have the following inequality for
the first function of Kp(I −Q)N .
[Kp(I −Q)N (u)](1)(t− v) =
∫ t
v
Λ(s) e−u1(s)−β(s) eu2(s)−µ(s) ds
−
(
t−v
ω
) ∫ ω
0
Λ(s) e−u1(s)−β(s) eu2(s)−µ(s) ds
≤ (t− v)(Λu eM −βl e−M −µl)
−(t− v)(Λ¯ e−M −β¯ eM −µ¯)
For the other two functions, we have similar inequalities. Hence the sequence
{Kp(I − Q)N (u)} is equicontinuous. Using the periodicity of the functions, we
know that the sequence {Kp(I −Q)N (u)} is uniformly bounded.
An application of Ascoli-Arzela’s theorem shows that Kp(I−Q)N (Ω) is compact
for any bounded set Ω ⊂ X . Since QN (Ω) is bounded, we conclude that N is L-
compact on Ω for any bounded set Ω ⊂ X .
Consider the system, for λ ∈ (0, 1)

u′1 = λ (Λ(t) e
−u1 −β(t) eu2 −µ(t))
u′2 = λ (β(t) e
u1 −c(t)− η(t) eu3)
u′3 = λ (r(t) − b(t) e
u3 +k(t)η(t) eu2)
(6)
Fix some λ ∈ (0, 1). Let (u1, u2, u3) be some solution of (6) and, for i = 1, 2, 3,
define
ui(ξi) = min
t∈[0,ω]
ui(t) and ui(χi) = max
t∈[0,ω]
ui(t)
It is clear that the derivatives of the function in its maximum and minimum have
to be zero, i.e. u′i(ξi) = u
′
i(χi) = 0, for i = 1, 2, 3.
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By remark 1 in [7] and periodicity of u, for t ≥ 0, we have
A1 ≤ min
t∈[0,ω]
eu2(t)+eu1(t) ≤ eu2(t)+eu1(t) ≤ max
t∈[0,ω]
eu2(t)+eu1(t) ≤ A2, (7)
B1 6 e
u3(ξ3) ≤ eu3(t) 6 eu3(χ3) ≤ B2, (8)
where B1 = (r/b)
ℓ, A2 = (Λ/µ)
u, B2 = ((r + kηA2)/b)
u and A1 = (Λ/[c+ ηB2])
ℓ.
To bound u3(t) we simply note that B1 ≥ r
ℓ
/bu > 0 and, by (8) we have
θ−3 := ln(B1) ≤ u3(t) ≤ ln(B2) =: θ
+
3 . (9)
By Theorem 2 in [7], in our conditions we have permanence of the infected prey.
Thus, by periodicity of u, we conclude that there is m > 0 such that eu2(t) > m for
t > 0 (with m independent of the chosen positive solution). Therefore, given t > 0
and any positive solution of (6) we have, for t > 0,
θ−2 := lnm ≤ u2(t) ≤ lnA2 =: θ
+
2 . (10)
By permanence of the infectives and the first equation in (1), we have
S′ = Λ(t)− β(t)SI − µ(t)S > Λ(t)− (β(t)m + µ(t))S > Λℓ − (βum+ µu)S
and we conclude that
S(t) >
Λℓ
βum+ µu
+
(
S(0) +
Λℓ
βum+ µu
)
e−(β
um+µu)t .
Thus, by periodicity, we must have
eu1(t) >
Λℓ
βum+ µu
and therefore
θ−1 := ln(Λ
ℓ/(βum+ µu)) ≤ u1(t) ≤ lnA2 =: θ
+
1 . (11)
Consider the algebraic equation

Λ¯− β¯ ep1+p2 −µ¯ ep1 = 0
β¯ ep1 −c¯− η¯ ep3 = 0
r¯ − b¯ ep3 +kη ep2 = 0
. (12)
We claim that this equation has a unique solution (p∗1, p
∗
2, p
∗
3) in (R
+)3. In fact, by
the second and third equations we get
kηη¯
b¯
e2p2 +
(
c¯+
µ¯η¯kη
β¯b¯
+
η¯r¯
b¯
)
ep2 +
µ¯
β¯
(
c¯+
η¯r¯
b¯
)
− Λ¯ = 0. (13)
Since, by hypothesis, we have
β¯Λ¯/µ¯
c¯+ η¯r¯/b¯
> 1 ⇔ Λ¯ >
µ¯
β¯
(
c¯+
η¯r¯
b¯
)
we conclude that√(
c¯+
µ¯η¯kη
β¯b¯
+
η¯r¯
b¯
)2
− 4
kηη¯
b¯
(
µ¯
β¯
(
c¯+
η¯r¯
b¯
)
− Λ¯
)
> c¯+
µ¯η¯kη
β¯b¯
+
η¯r¯
b¯
and there is a unique positive solution of (13), p∗2. Known p
∗
2, we conclude that
p∗3 = ln[(r¯ + k¯η¯ e
p∗
2 )/b¯] and p∗1 = ln[(c¯+ η¯ e
p∗
3 )/β¯]. The claim follows.
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Let M0 > 0 be such that |p∗1|+ |p
∗
2|+ |p
∗
3| < M0 and Mi = max
{
|θ+i |, |θ
−
i |
}
, for
i = 1, 2, 3. And we define
M =M0 +M1 +M2 +M3
We are now in conditions of establishing the region where we will apply Mahwin’s
theorem. We will consider
Ω = {(u1, u2, u3) ∈ X : ‖(u1, u2, u3)‖ < M}.
The first two conditions of Theorem 5 are satisfied by Ω.
By condition C2) we have
det(D(QN )(p∗1, p
∗
2, p
∗
3)) =
∣∣∣∣∣∣∣∣∣
−Λ¯ e−p
∗
1 −β¯ ep
∗
2 0
β¯ ep
∗
1 0 −η¯ ep
∗
3
0 kη ep
∗
2 −b¯ ep
∗
3
∣∣∣∣∣∣∣∣∣
= −(Λ k η2 + b β
2
) ep
∗
1
+p∗
2
+p∗
3 < 0
and therefore
deg(JQN , U ∩ kerL, 0) = sign(det(D(QN )(p∗1, p
∗
2, p
∗
3))) = −1 6= 0.

4. Simulation
In this section we undertake some simulation to illustrate our results. We let
Λ(t) = 0.7(1 + 0.9 cos(pi + 2pit)), µ(t) = 0.6(1 + 0.9 cos(2pit)), c(t) = 0.1, b(t) =
0.3(1 + 0.7 cos(pi + 2pit)), r(t) = 0.2(1 + 0.7 cos(2pit)), k(t) = 0.9, η(t) = 0.7(1 +
0.7 cos(pi + 2pit)) and β(t) = γ(1 + 0.7 cos(2pit)), where γ > 0 is a parameter. We
solve the differential equation and compute R numerically using MATHEMATICA
and present some outputs below. First, we let γ = 0.45 and considered the sets of
initial conditions at time t = 0: ξdf = (S(0), I(0), Y (0)) = (1.152, 0, 0.669), ξ1 =
(2, 0.2, 0.5) and ξ2 = (0.1, 0.6, 0.7). Initial condition ξdf corresponds to the disease-
free periodic orbit O2. For this situation we plotted S(t) (left), I(t) (center) and
Y (t) (right) in figure 1. Numerically we obtained R ≈ 0.926 6 1 witch, according
to Corollary 2 in [7], guarantees the extinction of the infectives and according to
Theorem ??, that the solutions must approach the disease-free solution. We can
see that the plots are consistent with these conclusions.
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Figure 1. Extinction
10 CE´SAR M. SILVA
Next, we let γ = 0.6 and considered the sets of initial conditions at time
t = 0: ξe = (S(0), I(0), Y (0)) = (1.082, 0.065, 0.799), ξ1 = (2, 0.2, 0.5) and ξ2 =
(0.1, 0.6, 0.7). We plotted S(t) (left), I(t) (center) and Y (t) (right) in figure 2. Nu-
merically we obtained R ≈ 1.238 > 1 witch, according to Corollary 1 in [7] implies
the permanence of the infectives. We can see also that, for the initial condition ξe
we have an endemic periodic orbit, witch is consistent with the result in Theorem 4.
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