Abstract -An appropriate mutation operator of the evolutionary algorithm (EA) maintains a balance between exploration and exploitation. This balance is usually satisfied by using the combined mutation operators (CMOs) of the Gaussian and Cauchy random variables. This paper studies the convergence property of the CMO. As a good model of the CMO, we propose to use the decision factor a, the probability of choosing the Gaussian random variable between the Gaussian and Cauchy random variables for a mutation operator. This paper shows that the optimal convergence rate and the associated optimal mutation step size are monotonically decreasing with respect to Keywords-Evolutionary algorithm, combined mutation operator, Cauchy mutation, convergence rate. a.
I. Introduction
Evolutionary algorithm (EA) such as evolutionary p r e gramming (EP), evolutionary Strategies (ES), and Genetic Algorithm (GA), operates on a population of solution candidates with a set of variation operators to generate new offspring. A robust mutation operator should adapt itself to a given problem and keep a balance between local exploitation and global exploration. Early theoretical developments considered EA with the Gaussian mutation operator by using the quadratic objective function (i.e., sum of the squares of n real variables):
Rappl derived the convergence rate of the (1 + 1)-EA [3], while Rechenberg [6] investigated the (1,X)-EA by exploiting the principal axis theorem, Beyer [5] and Yin [l] took advantage of the Riemannian differential geometry and stochastic approximation methods, respectively.
The standard EA' represents the real-valued mutation with the Gaussian random variable, but it is not advantageous when we need exploration capability. Several works [2] [8] exploited the Cauchy random variable to increase the probability of escape from a local minimum. In order lIn this paper, we use the terminology EA to denote the realvalued optimization techniques, EP and ES.
to develop a more robust mutation operator, a combined mutation operator (CMO) that mixes the Gaussian and Cauchy mutations has emerged [SI [7] .
In this paper, we analyze the convergence property of EA with the CMO. Unfortunately, the convergence analysis of previous CMOs have been difficult because the involved mathematics was too complicated to develop any theoretical results. There, we propose a new CMO, namely, the discrete mutation operator (DMO) with the decision factor CY, the probability of choosing the Gaussian random variable between the Gaussian and Cauchy random variables. If a is one, the DMO becomes the Gaussian mutation operator, whereas if CY is zero, the DMO becomes the Cauchy mutation operator. By using the DMO with a , we can achieve rough convergence characteristics of the CMO and compare the property of the DMO with those of the Gaussian and Cauchy mutation operators. To simplify the formulation, we consider a one-dimensional absolute function as an objective function. Previous studies [l] [2] analyzed the convergence of the EA with a single mutation operator. Similarly, this paper investigates the local convergence of the DMObased EA under the assumption that the EA has already entered the local optimum's basin of attraction.
In section 2, we give a brief overview of the analysis method of the EA. We analyze the DMO-based EA in section 3. Finally, section 4 gives conclusions.
Brief Overview on Previous Works
In this section, we introduce previous works on the convergence analysis of EA, which can be divided into a global convergence analysis and a local convergence analysis. Because this paper is concerned with the local convergence rate of the EA with the CMO, we only introduce works on local convergence analysis.
A. Convergence Rate of (1 + l)-EA Let X t E R" denote an individual of the EA at the t t h generation. The mutation generates an offspring X, from Xt by adding a random vector ut2 as follows:
In general, we use a spherically symmetric distribution for Z: A random vector 2 is a spherically symmetric distribution if Z = T'Z for every orthogonal matrix T with TIT = I , where I denotes the unit matrix2.
Consider a quadratic objective function q(z) such that
Selection takes place between Xt and X t . As a result, the better survives to the next generation Xt+l as follows:
x t for Bt < qt, { Xt otherwise.
Xt+1=
Next, the new objective function value is given by the random variable min{Qt, qt }. [8] and Chellapilla [7] proposed the CMO of the Gaussian and Cauchy random variables based on their experimental results. In this paper, we propose a new CMO, namely, a discrete mutation operator (DMO). The DMObased EA is straightforward to implement and the con-
vergence property is easy to analyze.
A. Discrete Mutation Operator
In the DMO-based EA, offspring may be generated by either a Gaussian mutation or a Cauchy mutation according to the predetermined decision factor a as follows:
where k is a uniform random variable in [0,1] and a acts as the probability of choosing the Gaussian random variable between two random variables. N ( 0 , l ) and C(0,l) are the Gaussian and Cauchy distributed random variables, such that Xt + atN(0,l) and respectively. Thus, offspring are generated by the Gaussian mutation with the probability a and generated by the Cauchy mutation with the probability 1 -a. The pdf of the DMO is If a is one, then the DMO becomes a Gaussian mutation operator; if a is zero, then the DMO becomes the Cauchy mutation. The DMO is similar to the IFEP in terms of generating one part of the offspring by the Gaussian random variable and the other part by the Cauchy random variable.
B. Convergence Rate of (1 + 1)-EA with Discrete Mutation Operator
Consider one-dimensional absolute function q(x) = 1x1, as an objective function. If we adopt the DMO, then the pdf of the relative improvement of the offspring's objective function value V = is given by 
Because the DMO uses a spherically symmetric random variable, fv(v) can be parameterized only by 6 and a, whatever the actual location X t is. Insertion of (5) into (2) yields where erf (x) is the error function3.
1 shows the convergence rates of the (1 + 1)-EA with the DMO as a function of a and 6. Fig. 2 shows the optimal noncentrality parameter S* making the convergence rate minimum and the associated optimal convergence rate c* as a function of a. Table I lists the values of 6" and c* for some different Q values. From the numerical data depicted in Fig. 1, Fig. 2 , and Table I , we presume that 6* and c* will monotonically decrease with respect to a. As a mathematical justification of the presumption, we provide the following theorem. Proof: See Appendix. W Because c* is minimum when Q is one and the DMO for a = 1 becomes the Gaussian mutation operator, Theorem 1 accords with the result in [2] that the Gaussian mutation provides a faster local convergence than the Cauchy mutation in the (1 + 1)-EA.
In Fig. 1, if S is 8 then the convergence rate c seems to maintain a constant value whatever the value of a.
To conform this fact, we perform a further investigation:
Let ( p~( 6 ) = s,'(l -w)fv,(w) dw and (pc(6) = Jt(lw)fv,(w) dv in (6) . Assume that a @ exists, such that CpN(8) = VC@) = @.
(7)
From the assumption, we induce the following theorem. Proof: (6) can be rewritten as
It follows from (7) that the convergence rate is Insertion of (9) into (4) yields a convergence rate c(a!, 6) of the (1 + A)-EA with the DMO. Fig. 4 shows that the convergence rate decreases as A increases, without the influence of 6, if a! is constant. Moreover, Fig. 4(a) has a convergence rate of the (1 + A)-EA with only the Gaussian mutation operator, since the DMO becomes the Gaussian mutation when a = 1, and Fig. 4(b) is the convergence rate of the (l+A)-EA with only the Cauchy mutation operator, since the DMO becomes the Gaussian mutation operator when a! = 0.
IV. Conclusions
In this paper, we propose a new CMO, the discrete mu- Gaussian mutation operator) is most effective in terms of the optimal convergence rate.
