This is the note about two weight bi-parameter "paraproducts". Lennart Carleson showed in 1974 that the natural generalization of Carleson measure from one parameter case (disc) to bi-parameter case (bi-disc) does not work. Sun-Yang A. Chang in 1979 found the necessary and sufficient condition for the Carleson embedding of bi-harmonic extension into bi-disc. In both works the underlying measure was Lebesgue measure on bi-torus, and "embedding" measure was a priori arbitrary. Sun-Yang A. Chang found that to have embedding it is necessary and sufficient for measure to satisfy Chang-Carleson condition. And as was mentioned above the example of Carleson showed that it is not enough to have a simple "box" condition on embedding measure. Here we switched the places of two measures involved: the initial measure on bi-torus is an "arbitrary" measure, the measure on the bi-tree has product structure.
So (1.1) becomes the question of characterizing coefficients {β R } R∈D such that
( 1.2)
The reader can recognize here the dyadic version of Chang-Fefferman "product BMO": b ∈ BM O d CF . Here index d stays for "dyadic". The necessary and sufficient condition on {β R }'s was found by S.-Y. A. Chang in [MR534766] [Ch] (she considered bi-harmonic bi-disc embedding, not the dyadic one). To formulate Chang's embedding theorem on bi-disc, let us recall that for an interval I (arc) on the circle, for any z = re iθ 0 , I z denote the arc {e iθ : |θ−θ 0 | < 1−r} and for each interval I (arc) on the circle, |I| < 1, we can find z in the disc such that I = I z . For I we also introduce tent T (I) = {z : I z ⊂ I}. Theorem below concerns bi-harmonic extension u of f ∈ L 2 (T 2 , dm) (dm is Lebesgue measure on torus T 2 ). Now if R = I × J is a "rectangle" on T 2 , then tent T Chang, 1979) . Let u be the bi-harmonic extension of f ∈ L 2 (T 2 , dm). Let µ be measure on D 2 . Then embedding D 2 |u(z 1 , z 2 )| 2 dµ(z 1 , z 2 ) ≤ C This resembles (1.2) of course, and the fact that in (1.2) we have square Q 0 = [0, 1] 2 and in theorem one has T 2 has no significance.
The necessary and sufficient condition for (1.2) (in dyadic form) is below. This necessary and sufficient condition was later used by Chang-Fefferman to characterize the dual space to Hardy space on bi-disc H 1 (D 2 ) (which turned out to be b ∈ BM O CF ), the reader should notice that this space is not dyadic anymore, see [MR584078] [ChF] .
For dyadic inequality (1.2) the necessary and sufficient condition turns out to be
where C is the class of subsets of Q 0 that are the finite unions of dyadic rectangles: Ω = ∪ T ∈R R, where R runs over all finite subsets of D. This condition is often called (bi-parameter) Carleson condition. It is obvious that (1.2) implies (1.4) as we can choose ϕ = χ Ω in (1.2) and so get (1.4).
1.1. The proof that (1.4) implies (1.2). We first adopt the proof from [Ch] , and then we give a slightly different proof that requires a small geometric argument.
Notice that we can assign to any opens set
where R = I × J are all (not just dyadic) rectangles inside O, and
Consider measure on C 2 × C 2 given by the following rule. Given finite collection R of dyadic rectangles in Q 0 and numbers β 2 R we assign to each
where c(·) means the center of the interval
Let us check that it satisfies
Fix an open set
Thus we can use Theorem 1.3 and guarantee embedding (1.2) because average | ϕ R | is trivially bounded by the bi-harmonic extension u |ϕ| (P R ).
A second proof is in Appendix A.
A very natural question and Carleson counterexample.
A very natural question arises: consider one box condition.
it is like (1.4), but complicated sets Ω are replaced by just all dyadic rectangles R 0 . May be (1.5) is equivalent to (1.4), and, thus, is a simple necessary and sufficient condition for paraproduct inequality
The answer is "no", Carleson constructed counterexample, see [Car] , [Tao] . He constructed the family R of dyadic rectangles and numbers β R , R ∈ R, such that (1.5) is valid with constant 1, but for Ω = ∪ R∈R R inequality
with C ′ as large as one wishes. A small remark: in his construction β 2 R = m(R).
1.3. From Lebesgue measure on the square to Lebesgue measure on bitree. Let us reformulate slightly the paraproduct estimate. Instead of asking when
holds true? We just did nothing, we changed the notations:
But now it is natural to ask: why only Lebesgue measure m? Let us replace it by arbitrary finite positive measure µ on Q 0 . Such problem appears immediately from certain question on holomorphic functions in bi-disc, see [AMPS] . So here is a generalization, when
(1.7)
We need to characterize pairs (µ, α := {α r } R∈D such that this embedding of L 2 (Q 0 , µ) to ℓ 2 (T 2 , α) holds. Here T 2 is the graph of all dyadic rectangles in D, and α is the measure on this graph (=bi-tree). Now measure µ is arbitrary. Before µ was Lebesgue measure on Q 0 . Before α as measure on bi-tree was arbitrary. Let us now make it "Lebesgue measure" on bi-tree, meaning to choose the simples possible choice:
So before we had pair of measures on Q 0 , T 2 correspondingly (Lebesgue m, arbitrary α). Now let us consider another "extremal case": (arbitrary µ, Lebesgue α ≡ 1).
One has all reasons to expect that the same Carleson type counterexample holds true: there should be positive measure on Q 0 that satisfies box condition (1.8) below but does not satisfy Carleson condition (1.9) below.
(1.8)
There is no counterexample as we show in the next section: (1.8) always implies (1.9).
Main results
We begin with order-theoretic conventions.
Definition 2.1. A finite tree T is a finite partially ordered set such that for every ω ∈ T the set {α ∈ T | α ≥ ω} is totally ordered (we allow trees to have several maximal elements).
A bitree T 2 is a cartesian product of 2 finite trees with the product order. A subset U (resp. D) of a partially ordered set T is called an up-set (resp. down-set) if for every α ∈ U and β ∈ T with α ≤ β (resp. β ≤ α) we also have β ∈ U .
The Hardy operator on the bitree T 2 is defined by
In the one-parameter case T 1 = T we denote it by I. The adjoint I * of the Hardy operator I is given by the formula
The hereditary Carleson constant is the smallest constant [w, µ] HC such that
(2.5)
The Carleson embedding constant is the smallest constant [w, µ] CE such that the adjoint embedding
holds for all functions ψ on T 2 .
Theorem 2.7. Let µ, w be positive measures on T 2 . Assume that w is of the product form
The inequalities
are obvious. The remaining inequalities are proved in Theorem 6.6, Theorem 7.2, and Theorem 8.4. When the second tree consists of one point Theorem 2.7 recovers the two weight Carleson embedding in [NTV99] [MR1685781]. An alternative proof of that result was given in [AHMV18a] [arxiv:1809.03397]. In the case w ≡ 1 equivalence of the Carleson (2.4) and the Carleson embedding (2.6) conditions was proved in [AMPS18] [arxiv:1811.04990], and in addition an equivalent capacitary condition was found in that article. An alternative proof of this equivalence in the case w ≡ 1 was given in [AHMV18b] [arxiv:1811.00978]. The main contribution of this paper is the unexpected equivalence of the box condition (2.3) with the other conditions listed above. The extension of the previous results to product weights w is also new. This extension follows the argument in [AHMV18b] [arxiv:1811.00978], which we streamline considerably.
Small energy majorization on an ordinary tree
Lemma 3.1. Let T ′ be a finite tree and g, h :
Proof. Without loss of generality we may consider the case when β is the unique maximal element of T ′ and T ′ = supp g. We induct on the depth of the tree. Let T ′ be given and suppose that the claim is known for all its branches. Then by the inductive hypothesis and superadditivity we have
Lemma 3.2. Let I be an integral operator with a positive kernel and f, g positive functions. Then
Proof. Without loss of generality f is positive. By duality we have
By the hypothesis Ih(x) = K(x, y)h(y) with a positive kernel K. Hence
Substituting the second displayed estimate into the first we obtain
The conclusion follows by rearranging the terms. 
Proof. Without loss of generality we may assume λ ≥ 4δ. Define
We prove first (3.4). Let ω ∈ T be such that λ/2 < I(wg)(ω) ≤ 2λ. Then for every α ∈ T with α ≥ ω and I(wg)(α) > δ we have
It follows that
where α min is the smallest α outside of the summation range if it exists (otherwise that term is omitted). But then I(wg)(α) ≥ λ/2 and I(wg)(α min ) ≤ δ, and (3.4) follows.
Next we will prove the energy estimate (3.5). Let U := {I(wg) ≤ δ}, so that U is an up-set and f is supported on U . By Lemma 3.2 with the operator I √ w1 U and functions f √ w and g 2 w1 I(wg)≤2λ we can estimate
By Lemma 3.1 with the superadditive function g1 I(wg)≤2λ and the function h = wg we can estimate I * (g 2 w1 I(wg)≤2λ ) ≤ 2λg.
Moreover, since U is an up-set on a simple tree we have
Combining the last three displays we obtain the energy estimate (3.5).
4. Small energy majorization on a bitree Proof of Theorem 4.1. We may assume λ ≫ δ. For a fixed α y ∈ T y we will apply Lemma 3.3 data (g αy , f αy , w x , λ) that we will now construct. Let
Superadditivity of m implies that g αy is superadditive on T x . Also
where I x denotes the Hardy operator on the tree T x . Let
From (4.4) we see that I x (w x g αy ) ≤ δ on supp f αy . By Lemma 3.3 with data (g αy , f αy , w x , λ) we obtain a function φ αy :
It is nice to have the following formulas in mind (the second one follows from (3.6))
Summing (4.6) over all α y ∈ T y we obtain
This shows (4.3).
Let now ω = ω x × ω y ∈ T 2 with λ < I(w x w y m)(ω) ≤ 2λ. Summing (4.5) in α y we obtain
where α y,min is the smallest index outside the summation range if it exists (otherwise this term is omitted). But then I(w x w y m)(ω x × ω y ) > λ and I(w x w y m)(ω x × α y,min ) ≤ λ/2. This shows (4.2).
Main lemma

Define
V µ := I(wI * µ),
Lemma 5.1. Let µ, ρ, w be positive measures on T 2 and δ > 0. Assume that w is of the product form (2.8). Then
Remark. On an ordinary tree Lemma 5.1 is trivial because is this case V µ δ ≤ δ, so (5.2) can be recovered from the pair of estimates
On a bitree the potential V µ δ can be considerably bigger than δ. Proof. Without loss of generality E δ [µ] = 0 and ρ ≡ 0. Let λ > 0 be chosen later.
Let m(α) := I * µ(α)1 E δ (α). Since E δ is an up-set, this function is superadditive. Also, I(wm) = V µ δ ≤ V µ ≤ δ on supp m, and E δ [µ] = wm 2 . By Theorem 4.1 with data (g, f, 2 n λ, δ) we obtain functions φ n such that I(wφ n ) ≥ I(wm) on the set {2 n λ < I(wm) ≤ 2 n+1 λ} and wφ 2 n δ/λ · wm 2 . Then
Remark. By the Cauchy-Schwarz inequality we have the trivial estimate , which is equivalent to λ/δ 1 in the proof.
Carleson implies hereditary Carleson
Taking ρ = µ in Lemma 5.1 we obtain the following result.
Corollary 6.1. Let µ, w be positive measures on T 2 and δ > 0. Assume that w is of the product form (2.8).
Then
Corollary 6.3. Let ν, w be positive measures on T 2 and
Assume that w is of the product form (2.8).
Proof. By Corollary 6.1 we have Theorem 6.6 is also contained in Theorem 8.4, but we give a separate short proof.
Proof. Without loss of generality µ ≡ 0 and [w, µ] C = 1. Let
be the hereditary Carleson constant. Since T 2 is finite, the constant A is finite, and there exists a maximizer E for (6.7). Let ν := µ1 E and
A . (6.8)
Since A = Eν |ν| , by Corollary 6.3, the trivial inequality ν ≤ µ, and the Carleson condition (2.4) we have
In particular, µ(D) = 0. On the other hand, by (6.8), the Cauchy-Schwarz inequality, (6.9), and the definition of A we have
It is better to run this argument with (4/5) 2 in place of 1/4 in (6.4). Then it gives 5 5 /2 8 ≤ 13 in place of 2 5 = 32. 
Hereditary Carleson implies Carleson embedding
by the Carleson condition and (2.5), so µ(E) 1/2 ≤ κ −1 |µ| 1/2 . Hence V µ dρ ≤ (C (5.2) κ|µ||ρ| 2 ) 1/3 + κ −1 |ρ| 1/2 |µ| 1/2 .
Choosing κ = C −1/4 (5.2) |µ| 1/8 |ρ| −1/8 gives the claim. 
Box implies (hereditary) Carleson
Clearly the box constant (2.3) is smaller than the hereditary Carleson constant (2.5). In this section we show a converse inequality for product weights w.
8.1. Balancing lemma. We include the proof of the next result for completeness. Then there exists a down-setẼ ⊂ T 2 such that for the measureν := ν1Ẽ we have
Proof. Replacing ν by 3ν/A we may assume A = 3. Let E 0 := T 2 and ν 0 := ν1 E 0 . We then define inductively
The sequence (E k ) consists of down-sets in T 2 and is decreasing, and since T 2 is finite it must stabilize, that is, E N +1 = E N for some N . By construction we have
Since E[ν] ≥ 3|ν| by assumption, we obtain
This gives the conclusion withẼ := E N . (
Without loss of generality we may assume ω ∈ W, since otherwise V µ
Let α 0,x be minimal such that there exists α 0,y with α 0 = α 0,x × α 0,y ∈ W, and let α 0,y be minimal with this property. If α 0 = ω, then in fact V µ ǫ (ω) = V µ (ω) and we are done. Otherwise ω ∈ W, and using minimality of α 0 we can show V µ (α 0 ) ≥ ǫ/2. For j ≥ 0 construct inductively α j+1,x := min{τ x : τ x × α j,y ∈ U }, α j+1,y := min{τ y : α j+1,x × τ y ∈ W}.
Notice α j+1,x ≥ α j,x and α j+1,y ≤ α j,y . We stop at J for which either the minimum in the definition of α J+1,x is taken over the empty set or α J+1,y = ω y .
We claim that for every j, except possibly j = J if J > 0, we have α j,x ≤τx<α j+1,x , α j,y ≤τy
Here we interpret the restriction by α j+1,x as nonexistent if j = J.
Consider first the case that α j,y ≻ ω y (see Figure 1 ). Letα j,y ∈ T y be the maximal element with α j,y ≻α j,y ω y . Letα j,x ∈ T x be the maximal element withα j,x ω x and (α j,x ,α j,y ) ∈ U . Then α j,x ≤τx<α j+1,x , α j,y ≤τy
Consider now the case that α j,y = ω y . Then necessarily j = J. In this case we assumed J = 0, so j = 0.
Since ω ∈ W, we have α 0,x ≻ ω x . Letα x ∈ T x be the maximal element with α 0,x ≻α x ω x . Letα y ∈ T y be the maximal element with α y ω y . Then by constructionα x ×α y ∈ W, hence alsoα x ×α y ∈ U . It follows that α 0,x ≤τx<α 1,x , α 0,y ≤τy
This finishes the proof of (8.3).
Since the summation sets in (8.3) are disjoint and contained in W we obtain
On the other hand,
since each inner sum is over a rectangular region and the maximum of that region is not in U . The last two displays show that the second alternative in the statement of the lemma holds. Indeed, suppose that α is such that
Then by the Tchebyshov inequality we have
It follows that
By (8.5) the latter term is E[µ], and it dominates the first term if θ is sufficiently small. This finishes the proof of the claim (8.6). By Corollary 6.1 again we also have
Taking c ′ sufficiently small and combining (8.7) with (8.5) we obtain
For each α ∈ R we have If µ = µ x × µ y is a product measure, then the two-parameter maximal operator (A.1) can be majorized by the composition of two one-parameter maximal operators M µ ψ ≤ M x,µx M y,µy ψ, which are also defined by (A.1) but on the trees T x and T y . The one-parameter maximal operators are clearly bounded on L ∞ and have weak type (1, 1), so by interpolation they have strong type (2, 2) with constant independent of µ x , µ y . It follows that M µ is bounded on L 2 (T 2 ) if µ is a product measure.
In view of this fact the implication (1.4) =⇒ (1.2) for product measures m is included in the following result. .
Taking the supremum over ψ we obtain the inequality ≥ in A.2.
