Meta-analysis is increasingly used in marketing as a technique for cumulating research findings across studies. It allows researchers to average results across studies and also to draw inferences about the influence of study characteristics on the variability of results (Glass, 1977 , Hunter, Schmidt and Jackson, 1982 , Hunter and Schmidt/ 1990 , Hedges and Oikin, 1985 . In marketing, meta-analysis has been carried out for several economic measures such as advertising elasticity (Assmus, Parley and Lehmann, 1984) , price elasticity (Tellis, 1988) , diffusion coefficients (Sultan, Parley and Lehmann, 1990) , promotion p rice elasticity (Bolton, 1989) and ratio of advertising and price elasticity (Sethuraman and Tellis, 1991) . Typically, these studies determine an average elasticity; for example, Assmus, Parley and Lehmann (1984) report a mean advertising elasticity of 0. 221 and Tellis (1988) finds the mean price elasticity as -1.67. More over, these studies try to demonstrate causal relationship between the elasticity and some moderator variables such as type of product (durable vs. nondurable), method of estimation (OLS, MLE, and GLS), nature of data (time -series vs. cross-sectional), and country of origin.
However, the observed variance of the elasticity estimates may be biased due to the sampling error variance (Hunter, Schmidt and Jackson, 1982, Hunter and Schmidt, 1990) . This study shows -by cumu lating advertising elasticities across studies -how the sampling error variance biases the observed variance and then demonstrates a better method of meta-analysis that corrects the sampling error bias. The rest of this paper is organized as follows: Part 2 describes the methodological limitations of meta-analytic studies of elasticities. Particularly, methodological limitations of the meta-analysis of advertising elasticity by Assmus, Parley and Lehmann (1984) , henceforth called the AFL study, are described at length. Part 3 provides formulas for correcting the bias in the observed variance due to the sampling error variance. Part 4 describes the methodology of compiling data from various sources. Estimates of the observed and true means and variances as well as the sampling error variance are reported in Part 5. Part 6 outlines a method to determine the effect of a moderator variable such as price on advertising elasticity and compares the results of the new method with that of a more established procedure based on weighted least square regression. Finally, Part 7 summarizes the findings and outlines a direction of future research in this field.
Methodological Limitations of the AFL Study
The meta-analysis or the "replication study" of AFL recognizes that the wide variation in model specification in econometric literature on advertising gives rise to the logical problem of making comparisons of models related to a "correct" model. For a detailed discussion on "replication study," see Farley and Lehmann (1986) . Briefly, AFL consider a relatively complete model as the basis of meta-analysis and analytically assess the bias generated by more or less full specifications of the model by adding or dropping moderator variables. Besides variations in the model specification in terms of variables included, carry-over effect, and functional form, they hypothesize that the variation in the advertising elasticity may be due to other study characteristics, e.g., variable definition (i.e., share vs. volume), estimation method (e.g., OLS vs. GLS), products (e.g., product types and information needs and product life cycle), national setting, level (i.e., brand vs. product), data interval, nature of data (i.e., time series vs. cross-sectional) and media definition.
This approach is methodologically correct only if the observed variance of the elasticity estimate (henceforth called S 2 obs ) is not entirely due to some artifacts, e.g., sampling error variance, measurement error or error due to range restriction.
1 It is often found in metaanalytic studies, specially in behavioural sciences, that the above biases or errors account for the entire variance in the effect size (Hunter, Schmidt and Jackson, 1982) . In fact, Hunter et al (1982) identify the three principal artifacts, i.e., sampling error, measurement error, and error due to range restriction, that account for most of the observed variance in the effect size.
Since the advertising elasticity is derived from metric measures of sales volume and advertising expenditure, measurement error and error due to range restriction will be small. However, the sampling error variance across studies may be substantial because of large sampling error variances in individual studies.
It may be argued that the bias due to unequal sample size (and hence unequal sampling error variance) in OLS regression used in the AFL study may be minimized by using a more sophisticated estimation procedure. For example, Hedges and Olkin (1985) propose a weighted least square regression approach and Chandrasekharan and Walker (1993) recommend a maximum likelihood estimation procedure to correct for the heteroscedastic effects. We argue-that these sophisticated techniques may correct for the heteroscedastic effects but still suffer from low statistical power. We will show in Part 6 how one of these techniques -the weighted least square approachprovides significant moderator variables even when the true variance in the elasticity estimate is zero.
Revised Meta-analysis
In the revised meta-analysis, the sampling error variance is first estimated and then subtracted from the observed variance to determine the "true" variance.
2 The analytical expressions for means and variances required to find out the true variance of elasticity estimates are given below:
Estimate of the Mean Observed Elasticity
If the true elasticity is assumed to be constant over studies, then the best estimate of the elasticity is the average elasticity across studies, weighted by the number of observations in that study. 3 This estimate "e" of the true elasticity is given by:
where, e { is the elasticity in study i and N. is the number of observations in study i.
For any i, there is a true elasticity r (which is usually unknown) that can be compared to an observed study elasticity. The difference between the two is the sampling error u. which is defined by the formula:
The distribution of the observed elasticities obtained from different studies is centred around the true elasticity r., though the sampling error varies randomly. Thus, it can be safely assumed that the average sampling error will be zero and the standard deviation of the sampling error will depend on the sample size.
Estimate of the Observed Variance
The observed variance of elasticities obtained from different studies is the frequency weighted mean square error. This is expressed as:
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As mentioned earlier, this estimate of the observed variance of elasticities is the sum of the true variance in elasticity estimate S 2 r , and the sampling error variance, S 2 . Thus, Hence, the sampling error variance S 2 u must be subtracted from the observed variance before the true variance can be explained in terms of any inter-study differences as described by AFL. It is, therefore, important to determine a correct estimate of the sampling error variance.
Estimate of the Sampling Error Variance
The sampling error variance (or mean square error) of an effect size can be expressed as the summation of the square of its standard error and the square of the bias in the effect size (For a detailed discussion on this relationship, see Deming, 1950) . Thus, the relationship can be expressed as:
where, SE { is the standard error of the elasticity estimate i.
The standard error component can be reduced by increasing the sample size and the bias will be shortened if an improved data collection procedure is adopted. In the present meta-analysis, most data on sales, advertising, and other marketing variables are obtained from reliable secondary sources. Hence, any possible bias due to inefficient data collection procedures is negligible. In addition, the square of the small bias (less than unity) will be even smaller. Thus, we can assume that (bias) 2 = 0.
Hence, the sampling error variance can be expressed as:
The estimate of the cumulative sample size variance across all studies is the weighted average (weighted by the sample size) of all the individual sample size variances. Thus, The data consist of short-term advertising elasticity estimates from all the available studies in marketing. A list of these studies is given in Table 1 . In effect, this is an updated data set consisting of most of the elasticity estimates included in the AFL study as well as those not included. Out of a total of 406 estimates, 329 estimates are reported with Vikalpa corresponding standard errors or t-values and sample sizes. The t -values, wherever available, are converted into standard errors in order to get estimates of sampling error variance.
Results Estimate of the Observed Mean
The weighted means (weighted by the sample size of individual studies) are given in Table 2 both for estimates with or without the reported standard errors. The mean elasticity value hardly changed due to the exclusion of 77 estimates (0.101 vs. 0.104). Thus, no appreciable bias is created with the aforesaid exclu sion. The mean elasticity estimates reported by AFL (1984) and Lambin (1976) are 0.221 and 0.101 respectively. The difference between our figure and that reported by AFL may be due to two reasons: the additional elasticity estimates included in our study and the sample size weighted average used by us as compared to the simple average of the AFL study. Interestingly, the mean elasticity reported by Lambin (1976) is very close to that of our study. Since the AFL study did not include the estimates reported by Lambin (1976) , we did two metaanalyses: one including all Lambin (1976) estimates and the other after excluding them. The mean elasticity estimate excluding all Lambin (1976) estimates is found to be slightly higher than that for the full data set (0.126 vs. 0.101). In both cases, standard deviations of the mean elasticity are quite high (0.188 and 0.164) indicating, among other things, the presence of outliers in the data as well as substantial sampling error variance.
In order to ensure that the analysis is most comprehensive, we will henceforth concentrate only on the full dataset including all Lambin (1976) estimates. 
Estimate of the Observed Variance
The sampling error variance (0.023) accounts for 85 per cent of the total observed variance of 0.027 (Table 2 ). This clearly satisfies the "75 per cent rule" proposed by Hunter, Schmidt and Jackson (1982) who argue that if 75 per cent or more of the observed variance is accounted for by the first three artifacts, then the remaining variance may be due to the last two artifacts and the true variance is equal to zero. Even if we do not accept the 75 per cent rule, it is clear that there is hardly any variance left in the elasticity estimates that can be explained by any moderator variables.
Influence of Other Sources of Bias on the Observed Variance of Advertising Elasticity
The observed variance as reported in Table 2 is an estimate and is susceptible to the inflating effects of several additional sources of error besides the sampling error. One source of bias may be due to the Imperfect construct validity of the dependent as well as the independent variables. Some of the studies have considered particular brands or products for specific companies. The aggregate advertising expenditure figure may be for the entire company because companies hardly report advertising expenditure for an individual brand or product. This departure from perfect construct validity will inflate the observed variance. Second, the formula used for conversion of t -value to standard error tests the elasticity estimate against a zero hypothesized value. Although this is the common practice, it is possible that some researchers have tested the estimates against some non-zero hypothesized value. Again, the number of studies reporting t-values is quite small. Hence, the bias, if any, due to the above reason is expected to be small. It was not possible to account for the above biases in the observed variance in absence of established correction formulas. Moreover, the overwhelming bias in the observed variance due to sampling error underlines the fact that other biases, if any, are negligible as compared to the sampling error.
Thus, it is found that almost the entire variance in the mean elasticity is due to sample size bias only and hence the hypothesis of a non-zero true variance is rejected. In other words, most of the moderator variables considered by AFL have little or no effect on the short-term advertising elasticity. This renders any subsequent analysis of variance susceptible to the capitalization of chance.
Influence of Outliers on the Sampling Error Variance
Another source of bias in the observed variance may be the estimates of the sampling error variances (S 2^) itself.
It is possible that S 2 is biased upwards. This may be due to several reasons. First, standard errors for some elasticity estimates are abnormally higher than the rest. These outliers may inflate S 2^. A sensitivity analysis was carried out to determine how observed and sampling error variances of elasticity estimates are susceptible to abnormally high standard errors. To be specific, estimates with very high standard errors were dropped and the observed variance and sampling error variance were reestimated. Two cut-off rules were used: (1) drop all estimates with standard errors exceeding 0.8, and (2) drop all estimates with standard errors exceeding 0.6. Table 3 shows the distribution of elasticity estimates in terms of their standard errors and Table 4 contains means, observed variances, and sampling error variances of the elasticity estimates for two cut-off rules. Results show that the sample size bias in variance drops considerably in the second case (cut-off standard error=0.6) as compared to the uncensored data (0.015 vs. 0.023) but still accounts for a large proportion (83 per cent) of the observed variance (0.015 vs. 0.018).
Hence, the finding with the uncensored data remains unchanged: the true variance of the advertising elasticity estimates is negligible.
Measuring the Influence of Moderator Variables
To check for the possible influence of any moderator variable such as price on advertising elasticity, it is better to carry out two separate meta-analyses by segregating the available estimates into two groups: one group containing estimates for which price was included in the model and the other group with no price information included in the model. This method applies the principles suggested by Hunter, Schmidt and Jackson (1982) .
Price was selected as a moderator variable because it is an important marketing mix variable with profound influence on the aggregate sales (see Tellis, 1988) . Also, the available dataset splits almost equally to "with price" and "without price" groups (185 vs. 144). However, this method will be effective in determining the influence of any other moderator variable.
It is evident fro m the results shown in Table 5 that for both groups, the hypothesis of zero true variance of advertising elasticity cannot be rejected. Mean elasticity is higher for the "with price" group than the "without price" group (0.112 vs. 0.090). The observed variance and the sample size bias in the observed variance is also higher for the "with price" group than the "without price" group (0.037 vs. 0.017 and 0.030 vs. 0.013 respectively). However, for both groups, sampling error variance accounts for more than 75 per cent of the observed variance (80 per cent for the "price group" and 77 per cent for the "without price" group).
This confirms that price does not have_a significant influence on the advertising elasticity. However, results reported in Table 2 of theAFL study do indicate a significant influence. The fallacy is due to the fact that AFL did not test the hypothesis of a non-zero true variance before the analysis of variance and thus attributed the variance due to sample size bias to other study characteristics, e.g. price.
Comparison with Other Procedures to Correct for Sample Size Bias in Meta-analysis
Several other researchers in statistics and marketing have recognized the sample size bias in the OLS estimates of the moderator variables in meta-analytic results. The higher the variance in sample size of elasticity estimates, the higher will be the sampling error variance, leading to severe heteroscedasticitya violation of one of the assumptions of OLS estimation method. Hedges and Olkin (1985) recommend a weighted least square procedure that, they claim, corrects the heteroscedasticity effects. Chandrasekharan and Walker (1993) present a similar approach -based on maximum likelihood estimation -that accounts for the heteroscedasticity problem due to unequal sample size.
Our method -which is similar to the method proposed by Hunter and Schmidt (1990) -is conceptually and methodologically simpler than both procedures mentioned above. We show how to estimate the sampling error variance and hence the true variance of the elasticity. We argue that a moderated regression analysis is useful only when it is found that the true variance of the elasticity estimate is substantially higher than zero. Otherwise, there is always the possibility that some moderator variables will be significant purely due to the capitalization of chance and low statistical power. See Hunter and Schmidt (1990, Ch 2, pp 72-82) for a simple example that shows how interpretation of the significant moderators may be misleading due to the aforementioned problems.
In order to compare the results obtained by our methods and those of the weighted least squares method proposed by Hedges and Olkin (1985) , we ran a weighted least square regression analysis using most of the important moderators mentioned in the AFL study. Analysis was done using the PROC GLM procedure with the WEIGHT option. The results of the regression analysis are given in Table 6 Meta-analyses to Control for the Price Effect variable (sales or market share), and estimation procedure all had significant influence on the elasticity. Similarly, frequently purchased products, non-durable products, and mature products are found to influence advertising elasticity. However, as we have shown earlier, the true variance in the advertising elasticity is negligible once the sampling error variance is accounted for. Therefore, it will be incorrect to interpret the significant moderator variables from the regression results of Table 6 as true moderators. Significant parameter estimates are due to low statistical power of significant tests leading to Type II errors (Hunter and Schmidt, 1990) . (For a detailed discussion on how statistical significance tests of meta-analytic results suffer from low statistical power and capitalization of chance, see Hunter and Schmidt 1990, Chapter 8.) 
Managerial Implications
The average advertising elasticity of 0.104 gives us a good indication of the lack of effectiveness of advertising intensity in driving sales. Based on a similar meta-analyis, Tellis (1988) reported a price elasticity of -1.76 which is more than 15 times the elasticity of advertising. Results demonstrate a stronger consumer response to price related incentives such as discounts and coupons, as compared to advertising exposure. Results support the earlier findings ofAaker and Carman (1982) that firms may be overadvertising. These results can provide valuable insights to the brand manager who faces a choice between advertising that can increase brand awareness and may eventually lead to brand loyalty, and price discounts that offer a monetary incentive to the consumer to purchase the brand. The predominance of the pricing strategies over advertising in driving sales reflects the growing competition in most industries and consumers' willingness to avail of the short-term deals.
However, our results also indicate that elasticities vary across product categories (Table 6 ). Hence, a brand manager will be well advised to evaluate the elasticities of his own category before taking any marketing mix decisions. Also, advertising elasticity does not capture the qualitative factors of advertising, viz., message and picture quality, selection of media, and execution style. Hence, the decision on the magnitude of advertising exposure should not only be driven by advertising elasticity but also by these qualitative factors.
Conclusion and Scope for Future Research
The study of AFL inspired a number of researchers in marketing to carry out meta-analysis of other elasticity measures. For example, Tellis (1988) did a meta-analysis to find out the price sensitivity of aggregate sales. He used price elasticity as the scale-free effect size. Tellis used dummy variable regression and found several significant causal relationship between price elasticity and several moderator variables. Like AFL, Tellis also did not test the hypothesis of a non-zero true variance of the effect size. It would be a worthwhile study to find out if, like the advertising elasticity, price elasticity also is related to none of the moderator variables as suggested by Tellis (1988) .
Similarly, Sultan et al. (1990) did a meta-analysis of the diffusion coefficients (i.e., coefficients of innovation and imitation) in a way quite similar to that of AFL. Sultan et al. (1990) have also explained the variation in these coefficients with respect to research environments (e.g., types of innovation, geographic effects), model specification, estimation method (e.g. OLS, MLE and others) and data reuse. The method outlined in this study can also be applied to their data to get further insight into the correct relationship between diffusion coefficients and moderator variables.
The hypothesized relationships between advertising elasticity and several moderator variables as proposed in the AFL study could be all correct or could be due to the capitalization of chance. The present study fails to corroborate their hypothesis. In essence, this is one of the major limitations of the AFL meta-analysis in that it can mislead the researcher to believe in certain interesting, yet non-existent moderator variables. This study tested their hypothesis but did not support it. It also showed an alternative way to determine the possible influences of moderator variables on effect sizes. Notes 1. For a complete list of artifacts that may affect S 2^, see Hunter and Schmidt (1990;  Table 2 .1 p 45). 2. The "true" variance may be biased due to factors other than sampling error variance. However, since most variables used such as sales and advertising expenditure are measured in terms of highly reliable ratio scales, we expect that the bias due to measurement error and range restrictions in scales will be minimum. However, no data are available to correct for biases due to any other artifacts besides sampling error variance. 3. The frequency weighted average generally provides a more accurate estimate of an effect size than the simple average in most cases. The only exception is when a single study has disproportionately large sample size as compared to other studies. In the present meta-analysis, there was no study that had a much larger sample size than others.
