B give rise to a skew-product Bratteli diagram B(λ) on which the group acts. The quotient by the group action of the associated dynamics can be a nontrivial extension of the dynamics of B. We exhibit a Bratteli diagram for this quotient and construct a morphism to B with unique path lifting property. This is shown to be an isomorphism for the dynamics if a property 'loops lifting to loops' is satisfied by B(λ) → B.
Introduction
In the theory of Cantor minimal dynamical systems Bratteli diagrams are usually employed to give models. To associate dynamics to Bratteli diagrams, in the literature it is always assumed that the edges of the Bratteli diagram are linearly ordered and moreover invariably one imposes a further technical assumption of the Bratteli diagram being "properly ordered". When these assumptions are satisfied the model is the infinite path space equipped with the so-called 'Vershik transformation'.
In this article we associate (subsec.1.10) a Cantor dynamical system to a non-properly ordered Bratteli diagram. We use them to construct in subsection 2.2 skew-product dynamical systems associated to finite group valued edge labellings. Matui [M] also studied 'skew-product dynamical systems' , even though he did not consider edge labellings.
We were inspired to consider edge labellings in the context of Bratteli diagrams by studying the above-mentioned article of Matui and also the article [KP] of Kumjian and Pask who introduced skew-product C * -algebras associated to group valued edge labellings of graphs. We remark at the outset that the skew-products which Matui associates to cocycles arise as our skew-products for particular edge labellings. This is explained in subsection 2.25. For Matui, going modulo the group action on the skew-product system always produces the original dynamical system. The quotient by G of our skew-product systems would in general be nontrivial extensions of the original dynamical system. Even for an odometer system our skew-product associated to edge labellings arises from a cocycle for Matui only when the group is severely restricted. This is described in our example 2.11.2. Our main result Theorem 2.12 has two parts. The first part gives a sufficient condition :-when a certain condition "loops lifting to loops" is satisfied for a Bratteli diagram the quotient by G of our skew-product is the original system. In the second part of Theorem 2.12 we describe what happens when the "loops lifting to loops" property does not hold; we
show that these skew-products also arise from an edge labelling enjoying the property "loops lifting to loops" of another Bratteli diagram which admits a morphism into the original Bratteli diagram with a certain "unique path lifting" property. This is achieved by employing a certain "tripling" construction. Several examples are given.
We briefly recall some basic concepts and definitions which are fundamental in the theory of Cantor dynamical systems.
Preliminaries
A topological dynamical system is a pair (X, ϕ) where X is a compact metric space and ϕ is a homeomorphism in X. We say that ϕ is minimal if for any x ∈ X, the ϕ-orbit of x := {ϕ n (x) | n ∈ Z} is dense in X. We say that (X, ϕ) is a Cantor dynamical system if X is a Cantor set, i.e. X is totally disconnected without isolated points. (X, ϕ) is a Cantor minimal dynamical system if, in addition, ϕ is minimal. Some of the basic concepts of the theory are recalled below, mostly from the more detailed sources [DHS] and [HPS] .
1.1. Definition. A Bratteli diagram is an infinite directed graph (V, E), where V is the vertex set and E is the edge set. Both V and E are partitioned into non-empty disjoint finite sets
There are two maps r, s : E → V the range and source maps. The following properties hold:
(i) V 0 = {v 0 } consists of a single point, referred to as the 'top vertex' of the Bratteli diagram
(ii) r(E n ) ⊆ V n , s(E n ) ⊆ V n−1 , n = 1, 2, · · · . Also s −1 (v) = φ ∀v ∈ V and r −1 (v) = φ for all v ∈ V 1 , V 2 , · · · .
Maps between Bratteli diagrams are assumed to preserve gradings and intertwine the range and source maps. If v ∈ V n and w ∈ V m , where m > n, then a path from v to w is a sequence of edges (e n+1 , · · · , e m ) such that s(e n+1 ) = v, r(e m ) = w and s(e j+1 ) = r(e j ). Infinite paths from v 0 ∈ V 0 are defined similarly. The Bratteli diagram is called simple if for any n = 0, 1, 2, · · · there exists m > n such that every vertex of V n can be joined to every vertex of V m by a path.
Definition. An ordered Bratteli diagram (V, E, ≥) is a Bratteli
diagram (V, E) together with a linear order on r −1 (v), ∀v ∈ V − {v 0 } = V 1 ∪ V 2 ∪ V 3 · · · . We say that an edge e ∈ E n is a maximal edge (resp. minimal edge) if e is maximal (resp. minimal) with respect to the linear order in r −1 (r(e)).
Given v ∈ V n , it is easy to see that there exists a unique path (e 1 , e 2 , · · · , e n ) from v 0 to v such that each e i is maximal (resp. minimal).
Note that if m > n, then for any w ∈ V m , the set of paths starting from V n and ending at w obtains an induced (lexicographic) linear order:
(e n+1 , e n+2 , · · · , e m ) > (f n+1 , f n+2 , · · · , f m )
if for some i with n + 1 ≤ i ≤ m, e j = f j for 1 < j ≤ m and e i > f i .
Definition.
A properly ordered Bratteli diagram is a simple ordered Bratteli diagram (V, E ≥) which possesses a unique infinite path x max = (e 1 , e 2 , · · · ) such that each e i is a maximal edge and a unique infinite path x min = (f 1 , f 2 , · · · ) such that each f i is a minimal edge.
Given a properly ordered Bratteli diagram B = (V, E, ≥) we denote by X B its infinite path space. So X B = {(e 1 , e 2 , · · · ) | e i ∈ E i , r(e i ) = s(e i+1 ), i = 1, 2, · · · }
For an initial segment (e 1 , e 2 , · · · , e n ) we define the cylinder sets U(e 1 , e 2 , · · · e n ) = {(f 1 , f 2 , · · · ) ∈ X B | f i = e i , 1 ≤ i ≤ n}.
By taking cylinder sets to be a basis for open sets X B becomes a topological space. We exclude trivial cases (where X B is finite, or has isolated points). Thus, X B is a Cantor set. X B is a metric space, where for two paths x, y whose initial segments to level m agree but not to level m + 1, d(x, y) = 1/m + 1.
Definition. (Vershik map for a properly ordered Bratteli diagram)
. If x = (e 1 , e 2 , · · · e n , · · · ) ∈ X B and if at least one e i is not maximal define
where e 1 , e 2 , · · · , e j−1 are maximal, e j is not maximal and has f j as successor in the linearly ordered set r −1 (r(e j )) and (
is the minimal path from v 0 to s(f j ). Extend the above V B to all of X B by setting V B (x max ) = x min . Then (X B , V B ) is a Cantor minimal dynamical system.
Next, we describe the construction of a dynamical system associated to a non-properly ordered Bratteli diagram. The Bratteli diagram need not be simple. To motivate this construction, it is perhaps worthwhile to begin by indicating how it works in the case of an ordered Bratteli diagram associated to a nested sequence of Kakutani-Rohlin partitions of a Cantor dynamical system (X, T ).
1.5. Definition. A Kakutani-Rohlin partition of the Cantor minimal system (X, T ) is a clopen partition P of the kind
where A is a finite set and h k is a positive integer. The k th tower S k of
Let {P n }, (n ∈ N) be a sequence of Kakutani-Rohlin partitions
with P 0 = {X} and with base Z n = k∈An Z n,k . We say that this sequence is nested if, for each n,
(ii) P n+1 refines the partition P n .
For the Bratteli-Vershik system (X B , V B ) of sections 1.3-1.4, one obtains a Kakutani-Rohlin partition P n for each n by taking the sets in the partition to be the cylinder sets U(e 1 , e 2 , · · · e n ) of section 1.3
and taking as the base of the partition the union U(e 1 , e 2 , · · · e n ) over minimal paths (i.e., each e i is a minimal edge). This is a nested sequence.
1.6. To any nested sequence {P n }, (n ∈ N) of Kakutani-Rohlin partitions we associate an ordered Bratteli diagram B = (V, E, ≥) as follows (see [DHS, section 2.3] ): the | A n | towers in P n are in 1 − 1 correspondence with V n , the set of vertices at level n. Let v n,k ∈ V n correspond to the tower S n,k = {T j Z n,k | 0 ≤ j < h n,k } in P n . We refer to T j Z n,k , 0 ≤ j < h n,k as floors of the tower S n,k and to h n,k as the height of the tower. Let us view the tower S n,k against the partition P n−1 = {T j Z n−1,k | k ∈ A n−1 , and 0 ≤ j < h n−1,k }. As the floors of S n,k rise from level j = 0 to level j = h n,k − 1, S n,k will start traversing a tower S n−1,i 1 from the bottom to the top floor, then another tower S n−1,i 2 from the bottom to the top floor, then another tower S n−1,i 3 likewise and so on till a final segment of S n,k traverses a tower S n−1,im from the bottom to the top. Note that in this final step the top floor T j Z n,k for j = h n,k −1 of S n,k reaches the top floor T q Z n−1,im for q = h n−1,im −1 of S n−1,im as a consequence of the assumption Z n ⊂ Z n−1 and the fact that T −1 (union of bottom floors) = union of top floors. Bearing in mind this order in which S n,k traverses S n−1,i 1 , S n−1,i 2 , · · · , S n−1,im we associate m edges, ordered as e 1,k < e 2,k < · · · < e m,k and we set the range and source maps for edges by r(e j,k ) = v n,k and s(e j,k ) = v n−1,i j .
Note that m depends on the index k ∈ A n (and that by convention the indexing sets A n are disjoint). E n is the disjoint union over k ∈ A n of the edges having range in V n .
1.7. For x ∈ X, we define x n ∈ P Z n , n ∈ N as follows: x n = (x n,i ) i∈Z , where x n,i ∈ P n is the unique floor in P n to which T i (x) belongs. If m > n, let j m,n : P m → P n be the unique map defined by
(By abuse of notation, we use the same symbol F to denote a point of the finite set P m and also to denote the subset of X, in the partition P n , which F represents). An important property of the map
defined above is the following:
1.8. If F and T F are two successive floors of a P n -tower and if x n,i = F then x n,i+1 = T F . If x n,i is the top floor of a P n -tower, then x n,i+1 is the bottom floor of a P n -tower. More importantly, given integers K and n, there exist m > n and a single tower S m,k of level m such that the finite sequence (x n,i ) −K≤i≤K is an interval segment contained in
It is true that
The foregoing observations in the case of an ordered Bratteli diagram associated to a nested sequence of Kakutani-Rohlin partitions gives us the hint to define a dynamical system (X B , T B ) of a non properly ordered Bratteli diagram B = (V, E, ≥) as follows:
1.9. Definition. For each n define ̟ n = the set of paths from V 0 to V n . There is an obvious truncation map j m,n : ̟ m → ̟ n which truncates paths from V 0 to V m to the initial segment ending in V n . For each v ∈ V n , the set ̟(v) of paths from { * } ∈ V 0 ending at v will be called a '̟ n -tower parametrised by v'. Each tower is a linearly ordered set (whose elements may be referred to as floors of the tower) since paths from v 0 to v acquire a linear order (cf. 1.2). We will exclude unusual examples of ordered Bratteli diagram where the infimum of the height of level-n towers does not go to infinity, for example like [HPS, Example 3.2] . Now, we define
ii) j m,n (x m,i ) = x n,i for m > n and i ∈ Z and (iii) given n and K there exists m such that m > n and a ver- The condition (iii) implies that a property similar to (1.8) holds.
Since each ̟ n is a finite set ̟ Z n has a product topology which makes it a compact set -in fact a Cantor set. Likewise, n (̟ Z n ) is again a Cantor set. Thus, X B ⊆ n (̟ Z n ) has an induced topology. The lemma below and the following proposition are analogous to corresponding facts for the Vershik model associated to properly ordered Bratteli diagrams.
1.11. Lemma. The topological space X B is compact.
w j ∈ X B , we conclude that for 1 ≤ k ≤ m, the interval segments Denote by T B the restriction of the shift operator to X B . So, if
(X B , T B ) will be called the dynamical system associated to B = (V, E, ≥).
Proof. Let x, y ∈ X B , where x = (x 1 , · · · , x m , · · · ) and y = (y 1 , · · · , y m , · · · ) satisfy the conditions i), ii) and iii) of definition (1.9). We will show that x belongs to the closure of the orbit {T i B (y) | i ∈ Z}. For integers n and K define the neighbourhood U(n, K, x) of x to be the set
Given any neighbourhood U of x, choose n and K such that U ⊇ U(n, K, x). Since x ∈ X B , we can choose J and a P J -tower S v of paths 
In (1.7), given a nested sequence of Kakutani-Rohlin partitions of (X, T ), we defined a map from (X, T ) to the dynamical system (X B , T B ) of the associated ordered Bratteli diagram. It follows that if (X, T ) is minimal, and if the Bratteli diagram of the nested sequence of K-R partitions is a simple Bratteli diagram, then (X, T ) → (X B , T B ) is onto. If the topology of (X, T ) is spanned by the collection of the clopen sets belonging to the K-R partitions then clearly the map (X, T ) → (X B , T B ) is injective. In particular, if the Bratteli diagram is properly ordered then the Bratteli-Vershik system is naturally isomorphic to the system given by our construction in 1.10.
Note that the same term 'towers' has been used to denote two separate but related objects [in (1.5) and (1.9)]. For v ∈ V n , let y be a path from { * } to v in (V, E, ≥). So, y is a 'floor' (consisting of the single element y) belonging to the ̟ n -tower ̟(v) (a finite set) parametrized by v ∈ V n -all in the sense of (1.9). Here, ̟(v)= all paths from { * } to
the sense of (1.5) P n is a K-R partition of X B whose base is the union 2. Skew-product dynamical systems 2.1. We recall the notion of 'skew-product dynamical systems' which was defined by Matui in [M] . Let (X, T ) be a Cantor dynamical system. Let G be a finite group and c : X → G a continuous function.
We set Y = X × G and define a continuous map S :
Furthermore, the map X × G → X given by projection to the first factor displays (Y, S) as an extension of (X, T ), (or, (X, T ) as a factor of (Y, S)). In a different context, Kumjian and Pask defined in [KP] the C * -algebra associated to a graph and further when the edges of a graph are labelled with values in a finite group G, they considered a 'skew-product graph' and 'skew-product C * -algebra' associated to the labelling.
Motivated by these two works, we employ our construction of subsection 1.10 to associate a 'skew-product' dynamical system when the edges of an ordered Bratteli diagram are labelled with values in a finite group G.
2.2. Let (V, E, ≥) be an ordered Bratteli diagram. Let G be a finite group and λ : E → G a map defined on the edges with values in G (λ def n.
= the 'labels' on edges). We define a new Bratteli diagram
. The source and range maps on E λ are defined by r(e, g) = (r(e), g), and s(e, g) = (s(e), gλ(e)). If e ∈ E 1 , we define s(e, g) = { * }. We define a map π :
n ≥ 1 and π(e, g) = e. One sees that π commutes with the range and source map. It is easy to see that π| r −1 (v,g) is a bijection onto r −1 (v), ∀v ∈ V − {v 0 } and ∀g ∈ G. Thus if (V, E, ≥
) is an ordered Bratteli diagram there is a unique order in E λ such
is order preserving. In the sequel we assume that (V λ , E λ ) is equipped with this order. The dynamical
= the system constructed in 1.10 for this ordered
system for the edge labelling λ. We also remark that
has the 'unique path lifting' property in the following sense. If m > n ≥ 1, and (e n , e n+1 , · · · , e m ) is a
there is a unique path (ẽ n ,ẽ n+1 , · · · ,ẽ m ) in (V λ , E λ ) which maps onto (e n , e n+1 , · · · , e m ) under π and such that r(ẽ m ) = (v, g).
[ The group G acts on (
Given the labelling λ we can extend the labelling to paths from V n−1 to V m , for m > n. With notation as above, we define λ(e n , e n+1 ,
, the range and source maps being the obvious ones. Thus, for every telescoping the labelling λ on the edges of (V, E) gives rise to a labelling on the edges of (V ′ , E ′ ).
Remark. Suppose there is a telescoping (V
that the induced labelling λ on (V ′ , E ′ ) has the following property:
Stationary Bratteli diagrams. A Bratteli diagram is stationary if the diagram repeats itself after level 1. (One may relax
by allowing a period from some level onwards; but, a telescoping will be stationary in the above restricted sense.) If (V, E, ≥) is an ordered Bratteli diagram and the diagram together with the order repeats itself after level 1, then (V, E, ≥) will be called a stationary ordered Bratteli diagram. We refer the reader to [DHS, section (3. 3)] for the usual definition of a substitutional system and how they give rise to stationary Bratteli diagrams. Some details are recalled below. Let (V, E, ≥) be as above and suppose moreover that it is a simple Bratteli diagram and that λ is a labelling of the edges with values in a finite group G.
Assume that the labelling is stationary: so, we have
(2) for n > 1 and 1 ≤ j ≤ L an enumeration {e n,j,1 , e n,j,2 , · · · , e n,j,a j } of r −1 (e n,j ) which is assumed to be listed in the linear order in
in the enumerations above, L does not depend on n and a j depends only on j and not on n.
with notation as in 3) above, λ(e n,j,i ) = λ(e m,j,i ).
If S is a set of generators for G and if in addition to the above, we also assume that λ({r
2.5. Substitutional systems. Let A be an alphabet set. Write A + for the set of words of finite length in the alphabets of A. Let
section 3.3] can be described as
(The reader who prefers a more carefully evolved notation can consider intoducing an extra factor '×{n}' so that vertices and edges at different levels are seen to be disjoint). The source and range maps s and r are defined by s(a, k, b) = a, r(a, k, b) = b. In the linear order in r −1 (b), (a, k, b) is the k th edge. If λ is a stationary labelling on edges with values in a finite group G, then define a new 'skew-product' substitutional system (A λ , σ λ ) as follows:=
and likewise, E λ = ∪ n E n,λ . The source and range maps are defined
The ordered Bratteli diagram (V λ , E λ , ≥) thus obtained is the same as the skew-product of (2.2) if one starts with the (V, E, ≥) in the beginning of (2.5).
To the stationary ordered Bratteli diagram B of (A, σ) (which may not be properly ordered unless σ is a primitive, aperiodic, proper substitution, -see [DHS, section 3]) we can associate a dynamical system X B following the construction of 1.10; we will see that this is naturally isomorphic to the substitutional dynamical system X σ associated to (A, σ) defined for example in [DHS, section 3.3.1] . Let us use the nested sequence (P n ) of Kakutani-Rohlin partitions in X σ defined in [DHS, corollary 13] ; the ordered Bratteli diagram associated by section 1.6 to this nested sequence (P n ) is the same as the stationary ordered Bratteli diagram B in the beginning of this section. (this is the opening observation in the proof of [DHS, Proposition 16] , but, this observation also remains valid for improper substitutions). Next apply the map X σ → X B that was defined in 1.7. As remarked after the proof of Proposition 1.12, this map is onto. That this map is also injective can be seen as follows:
Let the image of x in X B by the map of 1.7 be denoted by (x 1 , x 2 , · · · ) where x n = (x n,i ) i∈Z ∈ P Z n . The sequence x = (a i ) i ∈ A Z can be read off from the first co-ordinate
Choose any element z ∈ x 1,i . Writing, uniquely, as in [DHS, Corollary 12(ii) 
where y ∈ X σ and 0 ≤ k < |σ(y 0 )|, it is at once seen that a i is the k th alphabet in σ(y 0 ) and is independent of z ∈ x 1,i . In fact it is a part of the definition [DHS, Corollary 13] of the Kakutani-Rohlin partition P n that y 0 and k are independent of z ∈ x 1,i 2.6. Example. Consider the (proper) substitutional (dynamical) sys- 2.7. Example (2.6) continued: 
The edges with range X are linearly ordered as {e 
Then the edges V n,λ − V n+1,λ can be diagrammatically represented by One concludes that (V λ , E λ , ≥) is the stationary ordered Bratteli diagram associated to the substitutional system on the alphabet set A λ = {x, x ′ , y, y ′ } where the substitution σ λ :
is simple:-any vertex at level n can be connected to any vertex at level n + 3 by a path.
2.8. Example where G is infinite. Let G be a residually finite
of cofinite normal subgroups of G such that i (N i ) = {e}. Let ϕ i : G → G/N i be the canonical projection. We use freely the notation for a substitutional system (A, σ) set up in (2.5). Let λ be a stationary
in G. The skew-product system in this example is defined as follows:-
where a, b ∈ A, (a, k, b) ∈ E and ϕ n−1 (g) = ϕ n−1 (h · λ(a, k, b)).
In the statements below, we do not assume that (V λ , E λ , ≥) arises from a stationary labelling of a stationary ordered Bratteli diagram.
Nor do we assume that (V λ , E λ , ≥) is simple. We only assume that
(1) (V, E, ≥) is a simple ordered Bratteli diagram and (2) λ is a labelling with values in G.
2.9. Let (X, T ) and (X λ , T λ ) be the Cantor dynamical systems associated respectively to (V, E, ≥) and (V λ , E λ , ≥) as in subsection (1.10).
The map π : (V λ , E λ , ≥) → (V, E, ≥) sends paths from { * } to (v, g) in (V λ , E λ ) to paths from { * } to v in (V, E) and respects truncation (cf. 1.9). The unique path lifting property implies that π maps a ̟ n,λ -tower in (V λ , E λ , ≥) parametrised by (v, g) ∈ V n,λ bijectively onto the ̟ n -tower in (V, E, ≥) parametrised by v ∈ V n (and of course, respects the linear order of the floors). Thus π induces a map π :
(X λ , T λ ) → (X, T ) between the two dynamical systems. The action of G on (V λ , E λ , ≥) given by {γ g } g∈G gives rise to a free action {γ g } g∈G of
2.10. Remark. As observed by Matui [M] , when G acts freely on a
Cantor dynamical system (Y, S), the latter is isomorphic to the skewproduct dynamical system arising from a G-valued cocycle on the quotient of the action. If one starts with a cocycle on (X, T ) then for the associated skew-product system (Y, S) where Y = X × G, the quotient is naturally isomorphic to (X, T ). But, in our situation (X λ , T λ ) arises from a G-valued labelling of the edges of (V, E, ≥), the dynamical system associated to (V, E, ≥) is (X, T ), but the quotient of (X λ , T λ ) by the G-action {γ g } g∈G may still be a nontrivial extension of (X, T ). We will make explicit the direct link between the labelling and the cocycle on the quotient. In the next few sections, we describe an ordered Bratteli diagram for the quotient of (X λ , T λ ) by the G-action {γ g } g∈G . The
Bratteli diagram thus constructed naturally maps to (V, E, ≥) with unique path lifting property.
Recall that by definition
Z ii) j m,n (x m,i ) = x n,i for m > n and i ∈ Z iii) Given n and K, ∃ m > n and a vertex v ∈ V m,λ such that
is obtained by applying j m,n to an interval segment of the linearly ordered set of paths from v 0 to v.
Definition: "Loops lift to loops".
If (V, E, ≥) and (V ′ , E ′ , ≥) are two ordered Bratteli diagrams and
is a morphism with unique path-lifting property we say that π "lifts loops to loops" (or, that π has the "loops lifting to loops" property) if the following condition is satisfied:- ('pull-back of the above loop to the left') Now, let u ∈ V m , v ∈ V n and assume π(u) = u ′ , π(v) = v ′ . Let α (resp. β) be the unique path from V k to V m lying above α ′ , (resp. β ′ ) and ranging at u. Similarly, let γ (resp. δ) be the unique path from V k to V n lying above γ ′ (resp. δ ′ ) and ranging at v. If π has the property that under the above conditions, "{source of β = source of δ}" ⇒ "{ source of α = source of γ}" then we say that π has the 'loops lifting to loops' property.
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2.11.1. Example. Let β : V → G be a function. The labelling λ defined on E by λ(e) = β(r(e)) −1 β(s(e)) has the "loops lifting to loops" property.
2.11.2. Example. Let s, t ∈ G. Let λ be a G-valued stationary labelling on the 2−adic odometer system(cf. [GJ,pp.1691 [GJ,pp. ,1695 ) whose image consists of {s, t}.
The Bratteli diagram of the odometer has one vertex at each level and two edges, say, min and max from level k to k + 1 for k ≥ 1, with λ(min) = s and λ(max) = t. In 2.11, we take α ′ = max from level 1 to 2, β ′ = min from level 1 to 2, γ ′ = (min, max) from level 1 to 3, δ ′ = (max, min) from level 1 to 3.
Denote by w ′ , u ′ , v ′ the vertices at levels 1,2,3. Following the description of vertices and edges for (V λ , E λ ) as in 2.5, first (resp.second) edge ranging at (u ′ , g) has source (w ′ , gs) (resp.(w ′ , gt).
first (resp.second) edge ranging at (v ′ , h) has source (u ′ , hs) (resp.(u ′ , ht).
If the "loops lifting to loops" property holds then for the above choice
"{source of β = source of δ}" ⇒ "{ source of α = source of γ}" yields the property in the group
This reduces to the condition that st −1 s −1 = ts −1 t −1 . One can easily see that analogous conditions with other choices of α ′ , β ′ , γ ′ , δ ′ are all consequences of the property st
Assume that G is generated by s, t and that st −1 s −1 = ts −1 t −1 . Then either s = t, (so G is cyclic), or, G has the following simple description:
Let H be the subgroup of G generated by x. Let J be the subgroup of G generated by t. Note that elements of J normalize H. Also, J ∩ H = {e} the unit element. In fact since x and x 2 are conjugate, the order of x has to be 2k + 1 an odd number.
which implies that x ℓ = {e} which is not possible (unless ℓ = 0) since
Hence, G is the semi-direct product of J and H for the action given by t −1 xt = x 2 . The skew-product Bratteli diagram (V λ , E λ , ≥) has the following connectivity structure. Telescoping to levels {0, n 1 = 1, n 2 , n 3 , · · · , n i , · · · } where n i = 1 + (i − 1) × {order of G}, a vertex (v, g) in level n i is connected to a vertex (w, g ′ ) in level n i+1 by an edge if and only if g and g ′ belong to the same H-coset.
Our main result about the skew-product dynamical systems (X λ , T λ ) which were constructed in 2.2 are contained in the following.
2.12.Theorem. (I)
Suppose that the map π :
has the property 'loops lift to loops'. Then the quotient of (X λ , T λ ) by the action of G is canonically isomorphic to (X, T ).
(II) In general, there is a commutative diagram
and the induced diagram
between the corresponding dynamical systems, where (i) All the horizontal and vertical arrows in the first diagram have the 'unique path lifting property',
′ commutes with the G-action and ρ ′ B is an isomorphism and (iv) the map π : ( V µ , E µ , ≥) −→ ( V , E, ≥) has the property "loops lift to loops". (Consequently, by Part (I), the quotient of (X λ , T λ ) by the action of G is isomorphic to ( X, T ).)
Remark. Note that Part (II) is almost a converse to Part (I). If we are
given that the quotient of (X λ , T λ ) by the action of G is isomorphic to (X, T ), we are not deducing from this that π :
has the property 'loops lift to loops'. Instead, Part (II) gives us a closely related morphism with the property 'loops lift to loops' which can be nicely fit into a square with the given morphism π as one of its sides and in which all the arrows have the unique path lifting property; the vertical arrows are compatible with the given labelling and its pull-back and induce isomorphisms in the corresponding dynamical systems.
Poof of part (I). By hypothesis
the property 'loops lifts to loops'. Suppose that π B : (X λ , E λ , ≥) −→ (X, E, ≥) is not an isomorphism, modulo the G-action on X λ . Let y and z be two different G-orbits in X λ , which have the same image x in X. We employ the notation of (2.9) and (2.10). Write
By the hypothesis, y and z have the image x in X and also the G-orbits of y and z are different. By shifting y and z by a suitable power of the shift operator T λ and replacing z if necessary by another element within the orbit {γ g · z | g ∈ G}, we can assume that, for some k ∈ N, y k,0 = z k,0 and y k,1 = z k,1 . In view of (1.8) it follows that (2.12.1.) y k,0 is the top floor of a ̟ k,λ -tower ̟(u, g 1 ) and (2.12.2.) y k,1 is the lowest floor of a ̟ k,λ -tower ̟(w, g 2 ).
In the same way, (2.12.3.) z k,0 is the top floor of the ̟ k,λ -tower ̟(u, g 1 ) and (2.12.4.) z k,1 the lowest floor of a ̟ k,λ -tower ̟(w, g 3 ).
By property ((1.10), (iii)) there exists m ≥ k, a vertex (a, h) ∈ V m,λ and two successive floors
floors F 0 and F 1 correspond to two successive paths from { * } ∈ V 0,λ to (a, h) ∈ V m,λ in the linearly ordered set of paths from { * } to (a, h).
The path 
is the successor of F 0 in the lexicographic order of paths from { * } to (a, h) ∈ V m,λ , we conclude from the above observation that (2.12.5)
represent the truncation of F 0 and
We show how this leads to a contradiction of the property 'loops lift to loops'. Denote the paths
by β, α, δ and γ respectively. Let their images under π be denoted by β ′ , α ′ , δ ′ and γ ′ respectively.
We will observe that with the above data we have something on the left which is almost a loop, but not actually a loop eventhough its image on the right is a loop (cf. (2.11)). 
to V m,λ lying above α ′ , (resp. β ′ ) and ranging at (a, h). Similarly, γ (resp. δ) is the unique path from V k,λ to V n,λ , lying above γ ′ (resp. δ ′ ) and ranging at (b, h˜). α is the successor of β. γ is the successor of δ.
(object on the left is almost a loop) Moreover source of β = source of δ.
But source of α = source of γ, which contradicts the 'loops lifting to loops' property.
Now we begin the proof of the part II in the statement of the theorem.
2.13. We will now define two nested sequences of K-R partitions of X λ , both acted on by the group G. Recall V n,λ = V n × G (for n ≥ 1).
So, y is a 'floor' belonging to the ̟ n,λ -tower ̟(v, g) parametrized by
Then {P n,λ } n is a nested sequence of K-R partitions of X λ acted on by G. But, the topology of X λ need not be spanned by the collection of clopen sets {F y }, (y ∈ ̟(v, g), (v, g) ∈ V n,λ , n ∈ N). In contrast, the topology of X λ is indeed spanned by the collection of clopen sets in another nested sequence {Q n,λ } n of K-R partitions, defined below.
and y a floor of ̟ ′ . For any x ∈ X λ and for any n if x n,i is a floor of a ̟ n,λ -tower ̟, then for some a, b ∈ Z such that a ≤ i ≤ b, the segment
is just the sequence of floors in ̟. We define 2.14. Lemma. {Q n,λ } n is a nested sequence of K-R partitions of X λ acted on by G. The topology of X λ is spanned by the clopen sets in this sequence of partitions.
This is evident on going through the definitions. Since the infimum of the height of ̟ n,λ -towers (̟, ̟ ′ etc.) goes to infinity as n → ∞, it is evident from the definition of the topology of X λ that the clopen sets
span the topology of X λ .
2.15. Remark. The above construction involving 'triples' can be introduced starting with any simple ordered Bratteli diagram, (not necessarily the diagram (V λ , E λ , ≥) which had a G-action). For this, let (V, E, ≥) be an arbitrary simple, ordered Bratteli diagram. Define
Q n consists of triples (u, v, w) ∈ V n × V n × V n such that for some y ∈ V m where m > n, the level-m tower ̟ y passes successively through the level-n tower ̟ u , then ̟ v and then ̟ w . An edgeẽ ∈ E Q n is a triple (u, e, w) such that e is an edge of (V, E) and (u, r(e), w) ∈ V Q n . Let {e 1 , e 2 , · · · , e k } be all the edges in r −1 (r(e)), {f 1 , f 2 , · · · , f ℓ } be all the edges in r −1 (u) and
The sources of (u, e 1 , w), (u, e 2 , w), · · · , (u, e k , w) are defined to be
respectively. The range of (u, e, w) is of course (u, r(e), w).
unique path lifting property; in particular it gives rise to the ordered
(Example (2.6) continued). We illustrate the tripling construction described above for the substitutional system A = {X, Y }, σ(X) = XXY, σ(Y ) = XY Y . One can easily verify that the tripling yields a stationary ordered Bratteli diagram corresponding to substitutional system with alphabet set A Q ⊆ A × A × A described by
In this example, since σ is a proper substitution, σ Q depends only on the middle coordinate. Later we will illustrate with a more interesting example. by [(u, g 
The ordered Bratteli diagrams
As in (1.6) the edges connecting V Q n,λ and V Q n+1,λ and the linear order between edges with the same range simply reflects the sequence of Q n,λ -towers traversed by a given Q n+1,λ -tower. It is then clear that The substitution σ
The general rule for the substitution σ 
where σ(b) = b 1 ·b 2 · · · b n , and a m is the last alphabet in σ(a), while c 1 is the first alphabet in σ(c). Suppose moreover that the ordered Bratteli diagram associated to (A, σ) is equipped with a stationary labelling λ. Then following the construction of (2.5) we get a skew-product substitutional system (A λ , σ λ ). The tripling described above applied to this (A λ , σ λ ) gives a substitutional system (A Q λ , σ Q λ ). 2.19. Even if we start with a primitive (cf. [DHS, 3.3 .1]) and proper substitutional system and a stationary labelling on the edges with the additional property that the maximal and minimal edges are both labelled by the trivial element of the group, the property "loops lift to loops" may generally fail; the quotient of the dynamical system associated to (A Q λ , σ Q λ ) by the G-action will in general be a nontrivial extension of the dynamical system of (A, σ). This is an important difference between our construction of skew-product systems arising from G-valued labellings and Matui's construction of skew-product systems arising from G-valued cocycles.
2.20. It now remains to finish the proof of part (II) of Theorem (2.12).
Our construction of
16) was motivated precisely to serve as a candidate for the B in the statement of part II of the theorem. Thus, we set
is represented by the triple [(u, g 1 ), (e, g 2 ), (w, g 3 )] where e is an edge from V n−1 to V n ranging at v.
Define ρ : E Q λ −→ E by sending the above edge (namely the G-orbit of [(u, g 1 ), (e, g 2 ), (w, g 3 )]) to e.
Define a labelling µ on E Q λ by µ = λ • ρ. We show that the corresponding skew-product of
For this we define a map
Then Φ is an isomorphism between the two ordered Bratteli diagrams.
Referring to the requirements in the statement of Part (II) of Theorem (2.12), the map ρ
The map ρ ′ :
between the corresponding dynamical systems X B Q (λ) and X B(λ) . The inverse β of this map is defined as follows:
is the sequence of all the floors of the tower
is the sequence of all the floors of some ̟ n,λ -tower
is the sequnce of all the floors of some ̟ n,λ -tower S (w,g 3 ) . Define
Finally, we prove the property 'loops lift to loops' for the map
To verify the property 'loops lift to loops' for the above map, we start with some data on the left-side which is 'almost' a loop, we make a further assumption that the image is actually a loop and then we have to conclude that the data we started with on the left-side must in fact be a loop. Therefore, we conclude that d = d ′ and g 4 = g 5 . Thus, the property "loops lift to loops" is verified.
This ends the proof of the theorem.
2.23. We already gave an example (cf. 2.17) where the map ρ B of Theorem 2.12 is not an isomorphism. To give another example let G = S 3 be the group consisting of the six permutations of the symbols {1, 2, 3}. Let s and t be the elements of S 3 corresponding to the 2-cycle (1, 2) and the 3-cycle (1, 2, 3) respectively. Let A be any alphabet set {a τ | τ ∈ S 3 }. Define a substitution σ : A → A by σ(a τ ) = a τ t a τ s . The group S 3 acts on (A, σ) by γ g (a τ ) = a gτ . This is a skewproduct system (cf. 2.5) associated to a stationary labelling λ on the edges of the 2 − adic odometer system whose image consists of the two elements {s, t} ⊆ S 3 . In this example the map ρ B of the theorem from the quotient of the dynamical system for (A, σ) by S 3 to the 2 − adic odometer system is not an isomorphism. This follows from an observation of Matui [M, see para before lemma 2.2] and from the fact that S 3 is not a cyclic group. 2.25. We also remark that Matui's (cf. [M] ) dynamical systems (X × G, ψ) of the form ψ(x, g) = (T (x), g · c(T (x)) for a G-valued cocycle c on X arise as the skew-product system of this article associated to a particular G-valued labelling of the edges of a Bratteli diagram for (X, T ). In fact, let us use Matui's notation in [M, p.140] . There he considers a nested sequence of K-R partitions (P n ) n in X such that c is constant on the sets of the partition and a nested sequence of K-R partitions (Q n ) n in X × G. They are related as follows:-denoting, as Matui does (cf. [M,p.138] ), the floors of P n in X by X(n, v, k), where X(n, v, k) is the k th floor of a level-n tower S v , the sets of the partition Q n in X × G are X(n, v, k) × {g}, (g ∈ G), ([loc.cit ,p.140] ).
Let (V, E, ≥) be the Bratteli diagram of (P n ) n . Let w ∈ V n+1 . Let (e 1 , e 2 , · · · , e ℓ ) be the edges in r −1 (w) enumerated in the linear order in r −1 (w). Let h(v) denote the height of the K-R tower S v for a vertex v ∈ V . For i = 1, 2, · · · , ℓ, choose (k i ) i , such that 1 ≤ k 1 < k 2 < k 3 < · · · < k ℓ ≤ h(w) and X(n + 1, w, k i ) ⊆ X(n, v i , h(v i )) for some v i ∈ V n .
There is a unique level-(n + 1) tower for the K-R partition Q n of X × G whose top floor is X(n + 1, w, h(w)) × {e} where e ∈ G is the identity element of G. Let the floors of this tower be X(n+1, w, 1)×{g 1 }, X(n+ 1, w, 2) × {g 2 }, X(n + 1, w, 3) × {g 3 }, · · · , X(n + 1, w, h(w)) × {g h(w) }.
Then the labelling of e i is g k i .
We end with a definition and a comment and indicate scope for further progress.
Definition.
Let λ and µ be two G-valued edge labellings of (V, E, ≥). We say that λ and µ are cohomologous if there exists a function β : V → G such that β(r(e))µ(e) = λ(e)β(s(e)), for e ∈ E n , (n ≥ 1).
Such a map β gives rise to an isomorphism
where Φ β (v, g) = (v, gβ(v)) and Φ β (e, g) = (e, gβ(r(e))). We do not know of any example of a substitutional system (A λ , σ λ ) (see 2.5) arising from a stationary labelling λ with values in a noncyclic group G , such that (A, σ) and (A λ , σ λ ) are both Toeplitz flows defined below as usual (cf. eg. [GJ,p.1695] ).
2.27. Definition. A Toeplitz sequence is a non-periodic sequence η = (η n ) n∈Z in A Z , where A is any finite alphabet set, so that for each m ∈ Z there exists n ∈ N so that η m = η m+kn for all k ∈ Z.
The following gives such an example with G a cyclic group of order k. Let (A, σ) be a primitive aperiodic proper substituion of constant length n. By [GJ, Corollary 9,p.1698] this gives rise to a Toeplitz flow.
Assume that n is congruent to 1 mod k. Let z denote a generator for G. We take the stationary labelling λ which assigns z i to the i th edge ranging at any vertex of the stationary Bratteli diagram for (A, σ) that we described in subsection 2.5. It is not hard to see that if η = (a i ) i∈Z is a Toeplitz sequence for (A, σ) then η def n.
= {(a i , z i )} i∈Z is a Toeplitz sequence for (A λ , σ λ ).
