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Ultrasonic non-destructive testing inspections using phased arrays are performed on a wide range
of components and materials. All real inspections su↵er, to varying extents, from coherent
noise including image artefacts and speckle caused by complex geometries and grain scatter
respectively. By its nature, this noise is not reduced by averaging; however, it degrades the
signal to noise ratio of defects and ultimately limits their detectability. When evaluating the
e↵ectiveness of an inspection, a large pool of data from samples containing a range of di↵erent
defects is important to estimate the probability of detection of defects and to help characterise
them. For a given inspection, coherent noise is easy to measure experimentally but hard to
model realistically. Conversely, the ultrasonic response of defects can be simulated relatively
easily.
This thesis investigates a novel method of simulating realistic array data by combining noise-
free simulations of defect responses with coherent noise taken from experimental data. This
technique, referred to as the superposition technique, was validated both experimentally using
samples with physical defects present and against FE models. It has been shown to provide
accurate results over the full range of signal to noise ratios where the defect remains detectable.
The work presented here expands the available modelling capabilities for ultrasonic imaging data




First and foremost I’d like to thank my supervisors, Sasha Velichko and Paul Wilcox, for
their continued support and guidance through my PhD. Their knowledge and insights
have been invaluable in producing the work presented here.
I’d also like to thank BAE Systems, Andy Nixon and Tom Barber, not only for their
assistance in funding this work, but also their kindness in hosting me in their lab in
Barrow-in-Furness on my multiple visits.
Jie Zhang has been a fount of knowledge whenever I’ve had any uncertainties and
along with the rest of the NDT and ultrasonics group have always been there to o↵er a
helping hand since my undergraduates projects in the department, for which I’m thankful.
Thanks must also go to my parents for their unconditional support throughout my
education.
And last and most definitely least, no thanks at all to the co↵ee which killed my




I declare that the work in this dissertation was carried out in accordance with the requirements
of the University’s Regulations and Code of Practice for Research Degree Programmes and that
it has not been submitted for any other academic award. Except where indicated by specific
reference in the text, the work is the candidate’s own work. Work done in collaboration with,
or with the assistance of, others, is indicated as such. Any views expressed in the dissertation





1. Bloxham, H. A., A. Velichko, and P. D. Wilcox (2016). “Combining simulated and experi-
mental data to simulate ultrasonic array data from defects in materials with high structural
noise”. In: IEEE Transactions On Ultrasonics Ferroelectrics and Frequency Control 63.12,
pp. 2198–2206.
2. Bloxham, H. A., A. Velichko, and P. D. Wilcox (2018). “Establishing the limits of validity
of the superposition of experimental and analytical ultrasonic responses for simulating




1.1 Industrial motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
1.2 Ultrasonic NDE inspections . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
1.2.1 Imaging techniques . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
1.3 Structural noise . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
1.3.1 Grain scatter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
1.3.2 Attenuation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
1.3.3 Artefacts . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
1.4 Single scattering assumption . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
1.5 Superposition of data sets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
1.6 Aims and objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
1.6.1 Thesis outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
2 Simulating ultrasonic data 35
2.1 Ray tracing model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
2.1.1 Calculating the ultrasonic response . . . . . . . . . . . . . . . . . . . . . . 38
2.1.2 Experimental measurements . . . . . . . . . . . . . . . . . . . . . . . . . . 42
2.2 Modelling direct contact . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
9
2.2.1 Validating experimentally . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
2.2.2 Modelling attenuation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
2.3 Limitations of 2D model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
3 The superposition of data sets 64
3.1 Modelling considerations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
3.1.1 Extracting the input signal . . . . . . . . . . . . . . . . . . . . . . . . . . 67
3.2 Superposition process . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
4 Validity of superposition 74
4.1 Experimental validation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
5 Limits of validity 84
5.1 FE modelling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
5.1.1 Grain modelling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
5.1.2 Meshing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
5.1.3 The finite element model . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
5.1.4 Superposition with the FE model . . . . . . . . . . . . . . . . . . . . . . . 91
5.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
5.3 Measuring variations in noise . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
5.4 Establishing frequency limits . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
10
5.5 Defects at the limit of detectability . . . . . . . . . . . . . . . . . . . . . . . . . . 108
6 Applications of the technique 112
7 Conclusions 118
7.1 Future work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
11
List of Figures
1.1 An example TFM image showing speckle, a back wall and the location of the array. 29
1.2 The Stanke and Kino unified theory attenuation curve for iron (a) with the
Rayleigh limit (b) and stochastic asymptote (c) (Stanke and Kino, 1984). . . . . 30
2.1 Direct ray paths, a and b, and secondary ray paths, c, d and e, in a sample with a
scatterer located at P where element Tx is transmitting and element Rx receiving. 37
2.2 The directivity pattern for an element 0.35 mm wide in copper. . . . . . . . . . . 39
2.3 Experimental set-up for direct contact attenuation measurements. . . . . . . . . 44
2.4 Experimental set-up for immersion attenuation measurements. . . . . . . . . . . 45
2.5 Frequency spectrum of the array used for experimental validation. . . . . . . . . 47
2.6 TFM images of the result of the ray-tracing model using ray paths a and b for a
1.5 mm diameter side-drilled hole at a depth of 40 mm (left), and the equivalent
experimental results (right). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
2.7 TFM images of the result of the ray-tracing model using ray paths a-e cropped
to show only the back wall for a 1.5 mm diameter side-drilled hole at a depth of
40 mm (left), and the equivalent experimental results (right). . . . . . . . . . . . 49
2.8 TFM images of the result of the ray-tracing model using the experimentally ex-
tracted parameters and ray paths a-e for a 1.5 mm diameter side-drilled hole at
a depth of 40 mm (left), and the equivalent experimental results (right). . . . . . 50
12
2.9 TFM images of a 1.5 mm diameter hole located at a depth of 20 mm with data
produced by the ray-tracing model (top left) and by experimental measurements
(top right) along with plots of a cross section of both images taken at a depth of
20mm (bottom). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
2.10 TFM images of a 1.5 mm diameter hole located at a depth of 40 mm with data
produced by the ray-tracing model (top left) and by experimental measurements
(top right) along with plots of a cross section of both images taken at a depth of
40mm (bottom). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
2.11 TFM images of a 1.5 mm diameter hole located at a depth of 60 mm with data
produced by the ray-tracing model (top left) and by experimental measurements
(top right) along with plots of a cross section of both images taken at a depth of
60mm (bottom). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
2.12 TFM images of a back wall at a depth of 65 mm, a 1.5 mm diameter hole located
at a depth of 20 mm is causing shadowing e↵ects. Data produced by the ray-
tracing model (top left) and by experimental measurements (top right) along with
plots of a cross section of both images taken at a depth of 65mm (bottom). . . . 53
2.13 TFM images of a back wall at a depth of 65 mm, a 1.5 mm diameter hole located
at a depth of 40 mm is causing shadowing e↵ects. Data produced by the ray-
tracing model (top left) and by experimental measurements (top right) along with
plots of a cross section of both images taken at a depth of 65mm (bottom). . . . 53
2.14 TFM images of a back wall at a depth of 65 mm, a 1.5 mm diameter hole located
at a depth of 60 mm is causing shadowing e↵ects. Data produced by the ray-
tracing model (top left) and by experimental measurements (top right) along with
plots of a cross section of both images taken at a depth of 65mm (bottom). . . . 54
13
2.15 Attenuation measurements for copper using three di↵erent combinations of back
wall depths, their weighted average and the quadratic fit used to determine ↵(!)
in the ray-tracing model. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
2.16 TFM images of the result of the ray-tracing model in copper for a 1.5 mm diameter
side-drilled hole at a depth of 40 mm (left), and the equivalent experimental results
(right). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
2.17 TFM images of a 1.5 mm diameter hole located at a depth of 20 mm in a copper
sample with data produced by the ray-tracing model (top left) and by experimen-
tal measurements (top right) along with plots of a cross section of both images
(bottom). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
2.18 TFM images of a 1.5 mm diameter hole located at a depth of 40 mm in a copper
sample with data produced by the ray-tracing model (top left) and by experimen-
tal measurements (top right) along with plots of a cross section of both images
(bottom). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
2.19 TFM images of a 1.5 mm diameter hole located at a depth of 60 mm in a copper
sample with data produced by the ray-tracing model (top left) and by experimen-
tal measurements (top right) along with plots of a cross section of both images
(bottom). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
2.20 TFM images of a back wall in copper at a depth of 65 mm, a 1.5 mm diameter
hole located at a depth of 20 mm is causing shadowing e↵ects. Data produced by
the ray-tracing model (top left) and by experimental measurements (top right)
along with plots of a cross section of both images (bottom). . . . . . . . . . . . . 59
14
2.21 TFM images of a back wall in copper at a depth of 65 mm, a 1.5 mm diameter
hole located at a depth of 40 mm is causing shadowing e↵ects. Data produced by
the ray-tracing model (top left) and by experimental measurements (top right)
along with plots of a cross section of both images (bottom). . . . . . . . . . . . . 59
2.22 TFM images of a back wall in copper at a depth of 65 mm, a 1.5 mm diameter
hole located at a depth of 60 mm is causing shadowing e↵ects. Data produced by
the ray-tracing model (top left) and by experimental measurements (top right)
along with plots of a cross section of both images (bottom). . . . . . . . . . . . . 60
2.23 TFM image amplitude, as predicted by the ray-tracing model, versus defect depth
for a 1.5 mm hole in a copper sample compared to experimental results. . . . . . 61
2.24 Simulated signal amplitude versus propagation distance for a 0.35 mm wide ele-
ment using a 2D Huygens’ model (red) and a 3D Huygens’ model (blue). . . . . . 62
3.1 The superposition (c) of a noise-free simulated defect and shadowing e↵ects (a)
with an experimentally measured back wall (b). . . . . . . . . . . . . . . . . . . . 65
3.2 Time-traces of experimental and simulated pulse-echo responses from a single
element of a back wall at a depth of 65 mm in a copper sample. . . . . . . . . . . 65
3.3 A simulated back wall signal (ray path a) and the simulated shadowing e↵ects
(ray paths c, d & e) from a 1.5 mm hole located 5 mm above the back wall. . . . 66
3.4 The variation in amplitude at the back wall caused by signal misalignment (equiv-
alent to phase error) from the pulse-echo response of an element located directly
above a 1.5 mm hole positioned 5 mm above the back wall. . . . . . . . . . . . . 67
3.5 The e↵ect using nearest neighbours has on the SNR and amplitude of the ex-
tracted input signal from experimental data. . . . . . . . . . . . . . . . . . . . . . 69
15
3.6 The e↵ect nearest neighbours has on the centre frequency of the extracted input
signal from experimental data. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
3.7 The e↵ect using nearest neighbours has on the time-trace from which the input
signal is extracted. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
4.1 TFM images showing how the level of speckle and SNR of the main features varies
with filter centre frequency. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
4.2 TFM images for a 1.5 mm (0.8  ) diameter hole located 5 mm from the array
and 60 mm from the back wall simulated using the superposition technique (left)
and experimental results (right). The array used has a nominal centre frequency
of 2.5 MHz and has been filtered at a frequency of 3.25 with a half bandwidth of
1.75 MHz. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
4.3 TFM images for a 1.5 mm (0.8  ) diameter hole located 20 mm from the array
and 40 mm from the back wall simulated using the superposition technique (left)
and experimental results (right). The array used has a nominal centre frequency
of 2.5 MHz and has been filtered at a frequency of 3.25 with a half bandwidth of
1.75 MHz. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
4.4 TFM images for a 1.5 mm (0.8  ) diameter hole located 40 mm from the array
and 25mm from the back wall simulated using the superposition technique (left)
and experimental results (right). The array used has a nominal centre frequency
of 2.5 MHz and has been filtered at a frequency of 3.25 with a half bandwidth of
1.75 MHz. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
16
4.5 TFM images for a 1.5 mm (0.8  ) diameter hole located 60 mm from the array
and 5 mm from the back wall simulated using the superposition technique (left)
and experimental results (right). The array used has a nominal centre frequency
of 2.5 MHz and has been filtered at a frequency of 3.25 with a half bandwidth of
1.75 MHz. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
4.6 TFM images for a 1.5 mm (0.8  ) diameter hole located at a depth of 40 mm
and approximately 25 mm o↵set from the centre of the array simulated using the
superposition technique (left) and experimental results (right). The array used
has a nominal centre frequency of 2.5 MHz and has been filtered at a frequency
of 3.25 with a half bandwidth of 1.75 MHz. . . . . . . . . . . . . . . . . . . . . . 80
4.7 TFM images for a 1.5 mm (0.8  ) diameter hole located at a depth of 60 mm
and approximately 20 mm o↵set from the centre of the array simulated using the
superposition technique (left) and experimental results (right). The array used
has a nominal centre frequency of 2.5 MHz and has been filtered at a frequency
of 3.25 with a half bandwidth of 1.75 MHz. . . . . . . . . . . . . . . . . . . . . . 80
4.8 Image amplitude cross sections of a 1.5 mm (0.8  ) diameter hole located 25 mm
from the back wall and 40 mm from the array: (a) at the depth of the hole;
(b) at the depth of the back wall. Experimental measurements from a sample
containing a physical hole are shown in black and results from multiple defect-
free experimental measurements combined with modelled data from a hole are
shown in grey. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
17
4.9 Image amplitude cross sections of a 1.5 mm (0.8  ) diameter hole located 5 mm
from the back wall and 60 mm from the array: (a) at the depth of the hole;
(b) at the depth of the back wall. Experimental measurements from a sample
containing a physical hole are shown in black and results from multiple defect-
free experimental measurements combined with modelled data from a hole are
shown in grey. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
5.1 An example Voronoi diagram used to simulate the grain boundaries of a poly-
crystalline material. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
5.2 Comparison between an unstructured mesh (left) and structured mesh (right).
Mesh element boundaries are shown in red while the grain boundaries are shown
in black. The element size has been exaggerated for clarity. . . . . . . . . . . . . 88
5.3 Example of the stair-casing e↵ect at the true mesh density. . . . . . . . . . . . . 89
5.4 The FE model’s geometry. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
5.5 Sum of the time traces from all transmit-receive pairs of the array averaged over
multiple realisations and the relevant windows for the Fourier transform for the
first two back wall reflections (A), the normalised frequency spectra of these
reflections (B) and the frequency dependant attenuation coe cient calculated
from these spectra (C). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
5.6 TFM images at various frequencies of FE defect-free case (A), the analytically
calculated defect response and shadowing e↵ects for a 0.5 mm hole (B), the su-
perposition of A & B (C), FE model with defect present (D) and the di↵erence
between A & D (E) . All images are filtered at the labelled centre frequency with
a half bandwidth of 0.5MHz except the 2.5MHz full bandwidth column which
has a 2.5MHz half bandwidth. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
18
5.7 TFM images at various frequencies of FE defect-free case (A), the analytically
calculated defect response and shadowing e↵ects for a 2 mm hole (B), the su-
perposition of A & B (C), FE model with defect present (D) and the di↵erence
between A & D (E) . All images are filtered at the labelled centre frequency with
a half bandwidth of 0.5MHz except the 2.5MHz full bandwidth column which
has a 2.5MHz half bandwidth. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
5.8 TFM images at various frequencies of FE defect-free case (A), the analytically
calculated defect response and shadowing e↵ects for a 5 mm hole (B), the su-
perposition of A & B (C), FE model with defect present (D) and the di↵erence
between A & D (E) . All images are filtered at the labelled centre frequency with
a half bandwidth of 0.5MHz except the 2.5MHz full bandwidth column which
has a 2.5MHz half bandwidth. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
5.9 TFM images at various frequencies of FE defect-free case (A), the analytically
calculated defect response and shadowing e↵ects for a 2 mm crack (B), the su-
perposition of A & B (C), FE model with defect present (D) and the di↵erence
between A & D (E) . All images are filtered at the labelled centre frequency with
a half bandwidth of 0.5MHz except the 2.5MHz full bandwidth column which
has a 2.5MHz half bandwidth. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
5.10 TFM images at various frequencies of FE defect-free case (A), the analytically
calculated defect response and shadowing e↵ects for a 5 mm crack (B), the su-
perposition of A & B (C), FE model with defect present (D) and the di↵erence
between A & D (E) . All images are filtered at the labelled centre frequency with
a half bandwidth of 0.5MHz except the 2.5MHz full bandwidth column which
has a 2.5MHz half bandwidth. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
5.11 Image of a 5 mm side-drilled hole with the region used to calculate the RMS noise
value shown in red. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
19
5.12 RMS noise level versus the number of realisations averaged when measured at the
region shown in figure 5.11 using the full bandwidth of the array. . . . . . . . . . 103
5.13 RMS noise error in region behind defect. . . . . . . . . . . . . . . . . . . . . . . . 103
5.14 Normalised amplitude of the RMS noise in the defect-free case at di↵erent fre-
quencies. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
5.15 Comparisons between FE and superposition model images amplitudes measured
at the defect and back wall for various size holes and the RMS noise value in
the region behind the defect. The lines are centred on the mean over the 30
realisations of noise with the line width representing two standard deviations.
The filter half-bandwidth is 0.5 MHz. . . . . . . . . . . . . . . . . . . . . . . . . 105
5.16 Comparisons between FE and superposition model images amplitudes measured
at the defect and back wall for various size cracks and the RMS noise value in
the region behind the defect. The lines are centred on the mean over the 30
realisations of noise with the line width representing two standard deviations.
The filter half-bandwidth is 0.5 MHz. . . . . . . . . . . . . . . . . . . . . . . . . 106
5.17 SNR of defects and back wall. The filter half-bandwidth for the images from
which the data is taken is 0.5 MHz. . . . . . . . . . . . . . . . . . . . . . . . . . . 108
5.18 Mean of 30 realisations of SNR of a 0.14 mm side-drilled hole simulated using the
FE model and superposition technique. The filter is a standard Gaussian filter
with a half bandwidth equal to the centre frequency. . . . . . . . . . . . . . . . . 109
5.19 SNR for each of the 30 realisations of the FE model and superposition model for
a 0.14 mm side-drilled hole. The filter is a standard Gaussian filter with a half
bandwidth and centre frequency of 2 MHz. . . . . . . . . . . . . . . . . . . . . . 109
20
5.20 TFM images at various frequencies of FE defect-free case (A), the analytically
calculated defect response and shadowing e↵ects for a 0.14 mm hole (B), the
superposition of A & B (C), FE model with defect present (D) and the di↵erence
between A & D (E) . All images are filtered at the labelled centre frequency with
a half bandwidth of 0.5MHz except the 2.5MHz full bandwidth column which
has a 2.5MHz half bandwidth. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
6.1 TFM images for a 1 mm (0.8  ) crack located 5 mm from the back wall of a
65 mm deep specimen inclined at 0 (a), 18 (b), 36 (c), 54 (d), 72 (e) and 90 (f)
anti-clockwise from horizontal with a crack angle schematic inset. . . . . . . . . . 114
6.2 Defect image amplitude vs crack angle for a 1 mm crack located 5 mm from the
back wall of a 65 mm deep copper sample. . . . . . . . . . . . . . . . . . . . . . . 115
6.3 Back wall image amplitude vs crack angle for a 1 mm crack located 5 mm from
the back wall of a 65 mm deep copper sample. The minimum defect-free back
wall amplitude is calculated at a 99.9% confidence level and the maximum back
wall amplitude is calculated at the 97.5% confidence level. . . . . . . . . . . . . . 116
21
List of Tables
2.1 Specifications of the array used for validation. . . . . . . . . . . . . . . . . . . . . 47
5.1 Material and grain properties including the calculated anisotropy factor (Zener
and Siegel, 1949). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86




It is common practice during the manufacture of safety critical systems for parts to be inspected
for defects which may cause a failure during its service life. These inspections come in many
forms from simple visual inspections, to eddy current and liquid penetrant inspections which
are e↵ective at detecting surface cracks, to ultrasound and X-ray inspections which are capable
of analysing the full volume of the part (Hellier and Shakinovsky, 2001).
For each part, there is a defined maximum allowable size for each type of defect, any defect
which exceeds these limits is considered a critical defect and remedial action must be taken
to correct it. The nature of these critical defects and the geometry and material properties of
the part to be inspected will determine which is the most suitable inspection method to use.
This work was funded by BAE Systems Marine whose Astute class submarine requires tens of
thousands of welds during manufacture. These consist of many di↵erent types, geometries and
materials, which will each favour di↵erent NDE inspection methods and indeed a full range
of di↵erence techniques are used throughout the boat. The ’small-bore’ class of pipes (30-
60mm diameter) are currently inspected using X-ray film radiography. However, this method
introduces safety risks due to the ionising radiation it requires. As such, its use requires severe
restrictions on any concurrent work being carried out in the vicinity which results in increased
manufacturing time and costs. Additionally, X-ray radiography is a poor technique for detecting
cracks relative to ultrasound (Whittaker, 1972). As cracks have high stress concentration factors,
it is important that the inspection method being used has good sensitivity to them. If these
X-Ray inspections could be replaced by ultrasound, it is estimated that the NDE costs would
be reduced by an order of magnitude and sensitivity to the most critical defects can potentially
be increased and this is the goal at which the project is ultimately aimed at helping to deliver.
There are several di culties in achieving this however. Namely, the copper nickel alloy which
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is used in the pipes due to its corrosion resistance is highly anisotropic making it challenging
to inspect using ultrasound, and the curvature of the pipes and weld caps make coupling an
ultrasonic transducer and interpreting the response di cult.
Advances in ultrasonic NDE methods mean that phased array imaging may now be a viable
alternative to X-rays for this inspection and would remove the additional regulatory burden
imposed by radiography. For any new inspection technique to be adopted, it must first be
scrutinised in a validation study, the primary aim of which is to determine if the method is
capable of detecting critical defects with acceptable false negative and false positive results.
For this study to be performed, a data pool must be obtained covering a wide range of defect
locations, sizes and types. This pool must be large enough such that reliable statistics can be
drawn for the full range of defects. While it is possible to create this pool using only experimental
data, the manufacture of samples with known defects present is costly which greatly limits the
possible pool size (Thompson and Gray, 1986). In addition, they require independent means of
testing to verify the exact nature of the defect further adding to the cost. The ability to create
this data set predominantly from simulations would allow for large data sets to be created at
only a computational cost (Ludwig and Lord, 1988) with the obvious benefits to industry. Such
techniques are already common practice with less challenging inspections (Thompson et al.,
2009).
1.2 Ultrasonic NDE inspections
The use of ultrasound as a method of flaw detection began with (Sokolov, 1929), initially via
through-thickness measurements utilising two piezoelectric transducers, and later by pulse-echo
measurements where one transducer is used for both transmission and reception. When excited
by an electrical pulse, the piezoelectric element of the transducer will expand and contract,
allowing it to create a mechanical wave. Conversely, if an external force is applied to this
element, it will generate an electrical signal, a process which can be used to receive signals
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(Berlincourt, 1971). Using a single monolithic transducer statically, it is only possible to capture
one-dimensional information about the target. The information it produces is a time-trace of the
received signal amplitude vs. time and is called an A-scan. With knowledge of the speed of sound
of the material, this can easily be converted into a plot of depth vs reflected signal amplitude
giving you knowledge of the depth of any discontinuity which would reflect an ultrasonic wave in
the sample. While A-scans are e↵ective at measuring material thickness, useful for monitoring
corrosion and wear, and at detecting large defects, their usefulness is limited when attempting
to detect smaller defects and determining their nature.
Initial attempts at producing two-dimensional images were made by combining A-scans taken
at di↵erent physical positions or angles (Bradfield, 1954; Howry, 1957). However the major
breakthrough in two-dimensional imaging came with phased array transducers, these consisted
of multiple piezoelectric elements, usually arranged linearly, which could be controlled inde-
pendently (Somer, 1968). By adjusting the relative phase of each element, beam-forming and
electronic scanning techniques, already commonly used in sonar and radar (Welsby and Dunn,
1963; Allen, 1964), enabled the array to rapidly scan a volume of the sample and produce a
two-dimensional image in real time using static hardware.
1.2.1 Imaging techniques
Traditional imaging techniques relied on transmitting on a subgroup of the array’s elements,
called a sub-aperture, to create an A-scan of the region directly below the sub-aperture. Using
di↵erent sub-apertures, the section being inspected could be varied and a 2D image formed.
The most basic way this was done, a plane B-scan, was by firing all of the elements of the sub-
aperture in phase to emulate a single monolithic transducer, the amplitude vs. depth response of
this would form one line of pixels in the image. After shifting the sub-aperture by one element,
the process could be repeated and the adjacent line of pixels could be formed from the next
A-scan. This is done over the full width of the array to form a 2D image. As these technologies
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matured, more advanced imagine techniques developed. Focussed B-scans adjust the phase
between elements in the sub-aperture, the transmitted beam can then be focused to a given
depth, this reduces its divergence and improves its resolving power. Sector B-scans have also
been in common use since the earliest days of phased array imaging, these use the full array
as the sub-aperture and use the phase delays to steer the beam through various angles in a 2D
image using classical beam forming. This allows a larger area to be imaged and is still common
in medical imaging.
The logical conclusion of these developments would be to focus the full array, in both trans-
mission and reception, at every pixel in the image, now referred to the Total Focusing Method
(TFM). However achieving this poses challenges, both in terms of the hardware requirements
that this would require, and the time that it would take to acquire a full data set. After any
elements have been fired, su cient time must be left to allow the sample to return to its un-
perturbed state before the next firing to prevent any interference between measurements. Much
of the research in the area by this point had been focussed on medical imaging where it is a
requirement to be able to capture the data in a short time frame due to the transient nature of
many medical targets, for example a beating heart. This is also a requirement to a lesser extent
in NDE to allow the operator to scan a large area in a reasonable time.
It wasn’t until there were su cient improvements in computing power that this method
became practicably achievable. The development of post-processing techniques meant that it
was possible to move away from physical beam-forming at the time of transmission and take
advantage of the linear nature of ultrasound to apply the imaging algorithm at a later time
(Holmes et al., 2005). To do this requires a Full Matrix Capture (FMC) data set, this consists
of the time-trace for all transmit-receive pairs of elements in the array and is acquired by firing
each element of the array in turn while receiving on all elements. The previously discussed
imaging techniques can be recreated from this data set by summing the relevant time-traces
with the appropriate delays to recreate any sub-aperture. While acquiring an FMC data set is
slower than a tradition B-scan, it is not significantly so and post-processing the data allows much
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more complex imaging algorithms to be applied which are not practical using traditional beam-
forming methods such as an iterative auto-focusing algorithm to account for unknown surface
profiles of the sample (Hunter et al., 2010). The Total Focusing Method synthetically focuses
the array at every pixel in the image by applying the appropriate time delay to coherently sum
the response at pixel in the image, it has been shown to provide significant improvements in
imaging resolution over traditional B-scans (Holmes et al., 2005). The time delays used for this
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where I(x, z) is the image amplitude at the coordinates (x, z), N is the number of elements in
the array, fij is the response in the time-domain transmitting on the ith element and receiving
on the jth, xi and xj are the x-positions of the centre of the ith and jth elements respectively
and v is the speed of sound in the sample being imaged. This assume an homogeneous and
isotropic material on a macro level, this is valid for most cases however, for small-bore pipe
welds, the weld material’s properties will di↵er to that of the parent material so the time delays
would have to be modified for this case to account for the di↵erent speeds of sound.
While B-scans image a two-dimensional cross-section of the specimen in the x and z dimen-
sions where x is the dimension along which each of the array’s elements are place and z is the
depth, C-scans produce an image of the x-y plane. These are created by raster scanning a single
transducer over the surface of the component and are useful for the likes of corrosion mapping
(Iyer et al., 2005) and impact damage (Růžek et al., 2006). While they can cover a larger area
than phased array B-scans, they are not as sensitive to small defects. The challenge imposed in
the inspection of small-bore pipes requires the resolving power which is currently only available
in ultrasonics with phased arrays. Because of this, TFM B-scans are used as the sole imaging
technique in this thesis.
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1.3 Structural noise
There are two categories of noise that can negatively e↵ect the results of NDE inspections,
coherent and incoherent. Incoherent noise sources such as random electrical noise introduced
by the array controller will be di↵erent for every measurement taken, because of this it can
be reduced by averaging and is therefore not a focus of this work. Coherent noise sources are
inherent of the inspection and will not vary between measurements and can therefore not be
reduced by averaging. It is this noise that poses the most serious challenges to inspections and
the most common cause of it is backscatter from grain boundaries.
1.3.1 Grain scatter
Metals are a polycrystalline material by nature. Any given metal sample will be formed of
many individual grains. The exact grain structure present is dependant on a variety of factors.
Initially it will set depending on the conditions under which the material solidified when cast,
however, heat-treatments, machining, working, welding and any other process which physically
alters the sample is likely to change its internal structure.
Each of these crystals is anisotropic in nature but due to the generally random orientation
of these grains, the bulk properties tend to exhibit isotropic properties if the grains on average,
have approximately the same dimensions in all axes and are randomly orientated. However,
on a micro-scale, any elastic wave propagating through the material will have to cross many
grain boundaries which will, depending on the grains relative orientation, present a change
in refractive index to the wave. This causes dispersion and scattering as the wave refracts and
reflects (Huntington, 1950; Stanke and Kino, 1984). When averaged over the many thousands of
grains in the thickness of a typical engineering sample, this manifests as a reduction in amplitude
of the forward propagating wave combined with back scatter which presents noise in a single
time-trace and as speckle in the resultant image from an array. This image speckle is caused by
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the superposition of array responses from many grains with spatial variations dependant on the
ultrasonic frequency used and does not directly correlate to the position of individual grains (Yu
et al., 2010). This significance of this e↵ect depends on the grain size relative to the wavelength,
the grain orientations, and the level of anisotropy in each grain (Mason and McSkimin, 1948).
An example of this speckle is seen in figure 1.1. For reference, typical grain sizes in copper are
100-200 µm.
Array
Figure 1.1: An example TFM image showing speckle, a back wall and the location of the array.
1.3.2 Attenuation
As a mechanical wave propagates through a medium, its amplitude progressively reduces due
to two main mechanisms of attenuation. The most simple of these, geometric attenuation, is a
product of the conservation of energy. As a wave spreads spatially, its total energy must remain
constant and therefore the amplitude at any given point must reduce as the wave front occupies
a progressively larger area.
The other major mechanism is a result of the scattering that occurs, in this case, at grain
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boundaries. At each discontinuity in the material, some energy will be lost to signals which are
scattered in directions di↵erent to the bulk wave. This attenuation in polycrystalline materials
is a much studied subject with three distinct regimes. When the wavelength is much larger than
the grain size (Papadakis, 1963), the attenuation and frequency relationship follows a Rayleigh
regime (Rayleigh, 1896) which is e↵ectively a single scattering regime. When the grain size and
wavelength are of comparable size, there is a stocastic relationship (Huntington, 1950) and for
wavelengths much smaller than the grain size, there is a geometric regime (Mason and McSkimin,
1948). Stanke and Kino (1984) proposed a unified theory which covered the full range of grain
sizes, their results are shown in figure 1.2.
Figure 1.2: The Stanke and Kino unified theory attenuation curve for iron (a) with the Rayleigh
limit (b) and stochastic asymptote (c) (Stanke and Kino, 1984).
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The Rayleigh regime can be seen in figure 1.2 where the unified theory (a) agrees with the
Rayleigh limit (b), the stochastic region is between where (a) departs from (b) and where (a)
meets the stochastic asymptote (c) and the geometric region is the region beyond (c).
Absorption, caused by the conversion of mechanical energy within the material into heat,
also contributes to the total attenuation. These loses however are generally orders of magnitude
lower than those caused by scattering (Willems, 1987) for the inspections relevant to this thesis
and its e↵ects are not significant for the materials studied in this work.
1.3.3 Artefacts
In addition to grain speckle, many inspections, especially of complex geometries, exhibit other
artefacts as a result of e.g. multiple reflections, di↵ractions at sharp corners and wave mode
conversions. While in theory these artefacts can be modelled accurately, the compound nature of
their formation means that they are extremely sensitive to any error in the either the simulated
geometry or material properties making it practically challenging to simulate.
1.4 Single scattering assumption
The single scattering assumption assumes that the ultrasonic ray in question is emitted by an
array element, reflected by a scatterer, and then received by an array element. This leads to
the result that the response of a system can be expressed as the sum of the individual response
of each scatterer in the system. i.e. that it is a linear system and there is no interaction
between scatterers. This is a commonly held assumption in ultrasonics and is one which is used
by imaging algorithms, including TFM, to sum the response from a given point in the image
coherently. Despite its wide use, there is usually some level of multiple scattering occurring
in reality. In low noise regimes this is normally of little consequence with the only commonly
visible e↵ect being shadowing of the back wall by defects caused by multiple scattering between
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a defect and the back wall, not by interactions between grains.
Even in specimens of moderate noise it is an assumption that can be empirically shown to
be valid, indeed Margetan et al. (1993) produced and validated a model for grain back scatter
produced by the sum of the single scattering response of a series of randomly positioned scatterers
in an otherwise homogeneous and isotropic medium. It was suggested by Wilcox et al. (2011)
that single scattering models are appropriate for the majority of the frequency range of interest
for NDE applications, however multiple scattering does begin to dominate the response at low
SNRs so it must be given attention in these scenarios. While the majority of imaging algorithms
are dependant on the single scattering response of the system, there are modern techniques,
such as the multiple scattering filter (Shahjahan et al., 2014), which allow defects to be detected
beyond the point where multiple scattering dominates.
1.5 Superposition of data sets
Under the assumption of single scattering, ultrasonic measurements can generally be considered
a linear system meaning that the sum of the response from two separate signals is equal to the
response of both signals occurring simultaneously. Taking advantage of this, the response of a
defect in a sample containing high levels of structural noise can also be described as the sum of
the response from the defect-free sample and the response from the defect in a noise-free sample
of the same geometry. The benefit of this is that the high noise defect-free sample response is
easily acquired experimentally and the defect response from a noise-free sample can be simulated
accurately using a range of well established methods.
There are several methods currently used to simulate ultrasonic back scatter and image
speckle. The most common method is to model a series of omni-directional point reflectors in the
parent material (Margetan et al., 1993; Cohen, 1992; Yalda et al., 1996) which has been shown
to provide realistic results. Stochastic models have also been used successfully (Derin et al.,
1990) and more recently FE techniques have become commonplace (Ghoshal and Turner, 2009;
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Van Pamel et al., 2017; Bai et al., 2018) to model the individual grains within the full structure
to predict the expected backscatter. While each of these methods are capable of producing
results that accurately match experimental data, achieving su cient accuracy requires detailed
knowledge of the material being studied including grain size, orientation and phase distributions
as well as the anisotropic sti↵ness constants of the grains. These parameters are rarely readily
available and are often di cult to determine experimentally.
The superposition technique would provide method of simulating defects in a noisy material
without the di culties usually associated with accurately simulating that noise.
These principles have recently been used by Dobson and Cawley (2016) for guided waves in
inspections with low levels of structural noise. However, no attempt was made to validate their
method against experimental data.
1.6 Aims and objectives
In order for BAE to replace X-ray radiography with phased array ultrasound imaging for their
small-bore pipe inspections in the Astute class of submarine, both the challenges associated with
the high noise material and pipe geometry need to be solved. The issues associated with the
geometry are actively being researched (Barber, 2017) and is beyond the scope of this work.
This thesis will focus on the di culties presented by high noise materials.
The motivations behind this work are to improve the currently available capabilities of accu-
rately and e ciently simulating ultrasonic phased array data for NDE purposes in inspections
where this has traditionally been di cult to achieve due to coherent noise. The currently avail-
able models, as described in the previous section, all require empirical tuning to accurately
match the material in question which is non-trivial and the accuracy is not guaranteed.
A model will be developed based on the superposition of readily available experimental data
with easily simulated defect responses with a focus on creating a reliable procedure which can
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readily be adopted in industry and which requires a minimum amount of empirical data to
achieve accurate results. By using experimental data to directly create the noise in the image,
it ensures that the resultant image is a realistic representation of the true noise as could be
expected in any future experimental measurements.
The limits of this model will also be tested to determine what scenarios this is likely to be
an appropriate modelling methodology for and when it is likely to fail.
1.6.1 Thesis outline
Chapter 2 details the model which was used for simulating the ultrasonic response from defects
as well as presenting experimental results to validate it. It goes on to validate this model
experimentally and discusses its limitations
In chapter 3, the method of producing simulated data to superimpose with experimental data
is presented and the full process which is to be followed is described along with the required
assumptions of the model.
Chapter 4 compares the results of the superposition technique to experimental data to show
that it is a valid technique to be used to simulate ultrasonic imaging data in noisy samples for
defects at a range of depths and positions relative to the array.
Chapter 5 furthers the results of chapter 4 using FE an model to determine the regimes over
which the proposed technique can be expected to produce accurate results. It also shows the ef-
fects the un-modelled multiple scattering between the defect and grains has on the superposition
technique’s accuracy.
Chapter 6 discusses the potential benefits this model can bring to the NDE industry and
demonstrates the potential of the technique in an analysis using large volumes of data which it
has created.
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2 Simulating ultrasonic data
This chapter describes the model used in this work for the simulation of analytical ultrasonic
imaging data, while the model itself is not novel, there are several subtleties introduced which
must be adhered to in order for it to be used in the proposed superposition technique. The
description of this model is also found, in a more concise form, in Bloxham et al. (2016).
For the purposes of evaluating the superposition technique, a model capable of simulating the
ultrasonic response of a range of defects is required. The principles behind simulating ultrasonic
imaging data has been known for several decades (Hasegawa and Yosioka, 1969; Bamber and
Dickinson, 1980) and there are a range of established techniques capable of achieving this using
analytical (White, 1958; Schmerr, 1998), semi-analytical (Felice et al., 2015) and numerical
methods (Lord et al., 1990).
The superposition technique is independent of the modelling method used for the defect
response, it only requires it to be accurate. In this work, there is a preference to use analytical
models where a solution exists due to their computational e ciency over numerical methods.
Most commonly used transducer arrays have an element length, in the dimension normal
to the imaging plane, much greater than their width. For modelling purposes, it is common to
assume that the elements are infinitely long, this allows the model to be collapsed into a 2D
plane and is an assumption used in the majority of the literature. This places the restriction
of only being able to model defects and interfaces which are also infinitely long in the same
dimension. 3D models are available however they greatly increase the computational cost. This
2D assumption neglects any beam spread normal to the imaging plane which would occur in
reality, the significance of this e↵ect is dependant on the relative sizes of the wavelength being
used, the 3D element’s length and the propagation distance of the wave but is often not significant
in the type of inspection geometries discussed in this work. It is also not possible to simulate
defects which are not uniform along the collapsed dimension which limits its use in modelling
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several types of realistic defects such as pores, inclusions and non-uniform cracks.
2.1 Ray tracing model
2D ray-tracing techniques are widely used (Liu and Wirdelius, 2007; Felice et al., 2015; Zhang
et al., 2018) and have become an established technique for the simulation of ultrasonic data.
It also forms the basis of the commercial package CIVA (Iakovleva et al., 2014) which is both
well used and validated in both industry and academia. This method considers the propagation
of the sound wave along all relevant ray paths connecting two point sources, the transmit and
receive locations. While there are an infinite number of ray paths connecting any two locations,
under the single scattering assumption and with a finite number of reflectors, there are a finite
number of ray paths which will arrive within the time frame of interest for the imaging algorithm
being used. For a single defect and back wall being imaged with standard (no skips) TFM, these
ray paths are shown in figure 2.1. The calculations can be performed in either the time or
frequency domains, however as many of the interactions are frequency dependant, calculations
are more easily performed in the frequency domain and hence it was chosen for this work. The
model described here was implemented using MATLAB.
To calculate the path each ray takes, first the model geometry must be defined as a series of
reflectors. For the purposes of modelling, these are split into two main groups, planar reflectors
and omni-directional scatterers. Ray paths incident on a planar reflector (such as a back wall)
must reflect at angles which satisfy Snell’s law whereas rays hitting a scatterer will reflect in
all directions with an amplitude defined by a scattering matrix (Varatharajulu and Pao, 1976).
Scattering matrices allow any defect to be defined as a point target and define the reflected
signal’s phase and amplitude as a function of the incident and reflected wave boundaries. For
side-drilled holes, an exact analytical solution exists (White, 1958) but for more complex defects,
numerical methods must be employed. FE models allow the scattering matrix to be calculated
for a defect of any geometry (Wilcox and Velichko, 2010) which makes the ray-tracing method
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very flexible in terms of defect types which can be simulated.
The material is assumed to be homogeneous on a macro scale meaning that the rays can
only travel in straight lines. For the direct contact case, the ray paths of interest are shown in
figure 2.1.
The response from the scatterer and the back wall are obtained using rays a and b while rays
c, d and e are used to calculate any shadowing e↵ects caused by multiple scattering between the
scatterer and the back wall. Shadowing occurs due to interference between the scattered signals
on paths c, d and e with the directly-reflected signal from the back wall on path a. In an image,
this results in an area of lower intensity at a point on the back wall, typically directly behind
the scatterer.
Figure 2.1: Direct ray paths, a and b, and secondary ray paths, c, d and e, in a sample with a
scatterer located at P where element Tx is transmitting and element Rx receiving.
These ray paths assume the simple case of a single defect present in a single material. The
reality of small-bore pipes is that the weld material exhibits di↵erent properties to that of the
parent material and will present another interface at which the rays will refract and reflect
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which would introduce additional ray paths which need to be accounted for. The paths these
rays take can be calculated using Fermat’s principle (Ben-Menahem and Singh, 2012) but the
full complexity of modelling such a geometry is beyond the scope of this work, it can however
be seen in Budyn et al. (2019).
2.1.1 Calculating the ultrasonic response
Calculating the ultrasonic response from each of these ray paths can be done as follows:
Ray path a: Each element of the array has varying abilities to transmit and receive at
di↵erent angles relative to its normal, to account for this and remove the assumption that each
element is a point source from the ray tracing model, a directivity function, D( ,!), is needed.
The exact solution for an infinitely long line source is given by Miller and Pursey (1954) but for
longitudinal waves, cos  provides a reasonable approximation. Integrating over the length of a
finite-sized element results in an additional sinc term to give a directivity function of:
D( ,!) ⇡ sinc ⇡a sin 
 
cos , (2)
where a is the element width,   is the angle between the ray and the normal of the element and
  is the wavelength.
For an array with an element width of 0.35 mm transmitting into copper, the directivity
pattern, as calculated with (2), can be seen in figure 2.2
The amplitude of the signal is attenuated as it propagates by two mechanisms, both of which
must be accounted for. The first is geometric attenuation, Aag , caused by the beam spreading
spatially as it propagates and is calculated using:
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where Rt and Rr are the distances from the transmission and reception elements to the back
wall respectively. If the array and back wall are parallel then Rt will equal Rr.
The second type of attenuation is caused by dissipation mechanisms and is dominated by
grain scatter. It is defined as As(!) and is calculated using:
As(!) = e
 ↵R, (4)
where ↵ is the frequency-dependant attenuation coe cient and R is the total propagation dis-
tance.
The phase change due to wave propagation, T (!), (equivalent to a time delay in the time
domain) is calculated with:
T (!) = e ikR, (5)
where k is the wavenumber.
When a longitudinal wave is incident to a boundary between two di↵erent materials, its
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energy is split between the reflected and the transmitted longitudinal waves and any shear waves
which are generated. The proportion that is reflected as a longitudinal wave is defined as the
reflection coe cient, from a planar surface, such as a back wall, can be calculated analytically.












where  i is the angle of incidence at the back wall relative to its normal,  s is the angle of the
reflected shear wave calculated using Snell’s law and cs and cl are the shear and longitudinal
speeds of sound respectively (Tattersall, 1973).
These parameters describe the transformation of a transmitted signal from an element into
the received signal so in addition, the frequency spectrum of the input signal, F0(!) is also
needed.
The product of all of these factors gives the ultrasonic response from ray path a. However,
many of them are common to all of the ray paths so for ease of notation, they are defined as:
Fcom(!) = F0(!)D( t,!)D( r,!)As(!)T (!), (7)




Ray path b: Where as ray path a is the direct reflection o↵ of the back wall, ray path b is
the direct reflection o↵ the defect. The main di↵erence in the calculation of the response from
these paths is that the defect requires the use of a scattering matrix, S( t, r,!), rather than a











Ray paths c & d: Ray paths c and d reflect o↵ both a planar interface and a scatterer, there-
fore both a reflection coe cient and scattering matrix are required. The geometric attenuation
is defined as in (9) but where Rt is equal to the total ray path length before the scatterer and
Rr is the total length after the scatterer.







where  rs is the angle of incident at the scatterer and  ts is the angle of reflection at the scatterer.
Ray path e This final path interacts with the scatterer twice, therefore two pairs of inci-
dent and reflected angles are required for the scattering matrix. S1( t, bw,!) is for the first
interaction and S2( bw, r,!) the second. The angle of incidence at the back wall will always
be equal to the back wall normal for this path and defined as  bw, for this case, the reflection
coe cient can be approximated as -1 when the back wall is coupled to air. Ag also requires







where Rt is the ray path length between the transmitter and the scatterer, Rs is the ray path
length between the first and second interactions with the scatterer (equal to twice the distance
between the scattered and the back wall) and Rr is the path length between the scatterer and
receiving element.
The response due to the wave propagating along this path is calculated using:
Fe(!) =  Fcom(!)S1( t, bw,!)S2( bw, r,!)Aeg. (14)
The total response for a given transmit-receive pair of elements is then calculated as the sum
of the above ray paths:
F (!) = Fa(!) + Fb(!) + Fc(!) + Fd(!) + Fe(!), (15)
and this process is repeated for all possible transmit-receive pairs of elements to created an FMC







where f(t) is the FMC data in the time-domain.
2.1.2 Experimental measurements
For the numerical simulation to be accurate, several parameters must be determined experimen-
tally. These are the geometry of the inspection, the material properties of the test sample and
couplant if not direct contact and the response from the array.
The geometry of the inspection includes the test specimen’s and defect’s dimensions, as well
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as the array geometry and their relative positions. The material properties which are required
include the speed of sound, acoustic impedance (required to calculate the scattering matrix)
and frequency dependant attenuation coe cient. The input signal and each element’s relative
amplitude must also be known which is detailed in section 2.2.1. It is likely that many, if not
all, of these parameters can be determined using the defect-free data to which the simulated
defect response will be summed. If this is not possible for all of them, only a single additional
experimental sample is required from which all of the listed parameters can be calculated.
The speed of sound, v, is easily calculated using a time of flight measurement. Once this is
known, the material’s density, ⇢ can be measured, the acoustic impedance, Z is then calculated
as follows,
Z = ⇢v. (17)
The most di cult of these to measure is the attenuation caused largely by scattering at grain
boundaries. This property is frequency dependant and must be known over the full range of
frequencies used in any simulation. However, it is often di cult to measure the attenuation over
the full bandwidth of the array therefore extrapolation is often required at either extreme of the
frequency range.
Two methods of measuring this attenuation were used, direct contact and immersion.
The direct contact method involves recording the back wall reflection from two samples of
the relevant material, each of a di↵erent thickness. This experimental setup can be seen in figure
2.3.
The first back wall reflection of each specimen is then as follows:









Figure 2.3: Experimental set-up for direct contact attenuation measurements.
F 21 (!) = Fi(!)Re
 2↵(!)a2 , (19)
where F 21 (!) is the first back wall reflection from specimen 2, Fi(!) is the input signal from
the array, R is the reflection coe cient for a wave incident at the back wall, ↵(!) the attenuation









This method assumes a plane wave, to account for this, F1(!) is defined as the sum of all
transmit-receive pairs of the array to simulate a monolithic transducer which would result in
a close approximation to a plane wave. The errors this assumption introduces are very small
relative to the total attenuation in the highly attenuative materials which this work considers.
As the array size decreases, frequency increases or propagation distance increases, the errors
introduced become larger and the assumption may cease be valid for some inspection geometries.
The use of two di↵erent samples also requires the coupling to be the same for the measure-
ments from both specimens which requires care during the experimental set up and is extremely
di cult to accurately control.
The immersion method can be performed with only one sample using the experimental set-
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up showed in figure 2.4. The attenuation can be calculated using the front wall and first back






















where R12 and T12 are the reflection and transmission coe cients from material 1 (water)
to material 2 (the specimen), respectively and ↵1 is the attenuation coe cient in material 1.
Each of these methods has its own advantages and required assumptions which will dictate
which is the most appropriate for a given scenario. The direct contact case requires measure-
ments from either a stepped sample or two samples of di↵erent depths which may be limiting in
certain circumstances. It is also dependant on the coupling between the array and sample being
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consistent across measurements. The immersion method can be performed with only one sample
but it requires the reflection and transmission coe cients to be known as well as requiring an
immersion tank and precision hardware to allow the accurate alignment of the array with the
sample.
2.2 Modelling direct contact
There are two common coupling methods used between the array and the sample, direct contact
and immersion. In direct contact inspections, as the name implies, the array is placed directly
in contact with the sample with a coupling gel applied to facilitate the transmission of ultrasonic
waves. Angled wedges may be used between the array and the sample to alter the area being
imaged and to generated shear waves in the sample due to the transmitted longitudinal waves
at oblique incidence to the sample. Direct contact has the practical advantage of being easily
applied to any part whose surface matches that of the array (usually flat) however care must be
taken to achieve consistent coupling between measurements if they are to be directly compared
as the thickness of the film of couplant between the array and sample varies depending on the
pressure being applied to the array which will alter the amount of energy being transmitted into
the array.
Immersion inspections are also commonly performed where the array is positioned a distance
away from the sample, either parallel to the surface or inclined at an angle, and the gap is filled
by a liquid couplant, usually water. This requires the sample and array to be enclosed in a
watertight container which means it is often practically di cult to achieve without specialist
hardware unless the part to be inspected is small and easily moved. It does however o↵er the
advantage of allowing for more consistent coupling and allows for the angle between the array
and specimen to be easily varied to achieve the same e↵ect as a wedge.
Direct contact inspections were used to validate the superposition technique as they are less
complex to model and will therefore present fewer sources of error.
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2.2.1 Validating experimentally
To ensure the ray-tracing model has su cient accuracy to be used in in conjunction with the
superposition technique, its results were compared to experimental measurements of defects and
back walls at various depths. The experiments were performed on both aluminium and copper
samples. These materials were chosen due to aluminium exhibiting very low attenuation at
typical ultrasonic frequencies and copper, relatively high grain scatter. The specifications of the
array used are listed in table 2.1 and its frequency spectrum is shown in figure 2.5. This was
measured from the back wall signal in an aluminium sample. Varying the sample thickness used
to calculate the frequency spectrum showed negligible changes in its distribution confirming
that there is negligible frequency dependant attenuation in aluminium when imaged at these
frequencies.
Array property Value
Nominal centre frequency 2.5 MHz
Number of elements 64
Element pitch 0.5 mm
Element width 0.35 mm
Element length 15 mm
Table 2.1: Specifications of the array used for validation.

























Figure 2.5: Frequency spectrum of the array used for experimental validation.
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At frequencies used, the aluminium sample’s attenuation was negligible meaning that its
e↵ects could be removed from the model. This allowed the underlying physics captured in
the model to be tested and verified in its most basic form. Once validated in this form, the
complexity of the model can be increased, potentially increasing the accuracy, but also adding
additional sources of error.
The initial simulations were run using only the direct ray paths (a and b in figure 2.1) to
compare the relative amplitudes of defects at various depths. The test sample consisted of
1.5 mm diameter side-drilled holes located at depths of 20, 40 and 60 mm in a 65 mm deep
aluminium specimen. The speed of sound was calculated using the time of flight technique from
the back wall and was found to be 6410 m/s. This was calculated from the di↵erence in the
time of arrival of multiple back wall echoes to remove the instrument delay.
The results of this initial simulation can be seen in figure 2.6, along with the experimental
results for the 40 mm deep hole. Each image is normalised to its highest amplitude pixel, this is
common practice to enable a direct comparison between data sets as the absolute values of the
array data are subject to variation caused by many factors including the coupling fluid used,
pressure on the array, controller settings and even environmental factors.
There are several clear di↵erences in these results: the large area of low intensity signal in the
upper region of the experimental image is an artefact from the ’ringing’ during and after they
have been excited. While the defects appear in the same location, their shape di↵ers and the
amplitude of the simulated defect is approximately 3 dB lower than in the experimental image.
Finally the back wall has a clear dip in amplitude at its centre on the x-axis in the experimental
image which isn’t present in the simulated data as well as what appears to be echoes of the back
wall just behind the back wall location. It is worth noting that as the images are normalised
to their brightest pixel (at the back wall in this case), any error in this pixel will manifest as a
DC o↵set in the remainder of the image. Therefore the image amplitude error at the defect is
a combination of the errors in the defect and the back wall.
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Figure 2.6: TFM images of the result of the ray-tracing model using ray paths a and b for a
1.5 mm diameter side-drilled hole at a depth of 40 mm (left), and the equivalent experimental
results (right).
The dip in back wall amplitude at its centre is due to a shadowing e↵ect caused by the defect
blocking some of the array’s transmission from reaching the back wall. To account for this, ray
paths c, d and e from figure 2.1 are included in the simulation. As these ray paths only a↵ect
the back wall, figure 2.7 shows a comparison between the model including the secondary ray
paths, a-e for the same geometry as in figure 2.6 but cropped to show only the back wall.
Simulation















































Figure 2.7: TFM images of the result of the ray-tracing model using ray paths a-e cropped to
show only the back wall for a 1.5 mm diameter side-drilled hole at a depth of 40 mm (left), and
the equivalent experimental results (right).
Figure 2.7 shows that with the addition of these secondary ray paths, the back wall begins
to provide a more accurate prediction of the shape of the back wall along with shadowing e↵ects
produced by a defect. There are still discrepancies between the results however. The feature at
the top of the experimental image is a product of the array elements ringing after being fired
which is unnecessary to account for in this work as it is not the result of an interaction with the
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sample and is an artefact of the hardware used. Di↵erences can also seen in the regions below
and to the sides of the defect and below the back wall which are caused by di↵erent input signals
being used in the model and the physical array.
To increase the accuracy further and reduce these discrepancies, several experimental vari-
ables are added to the model. The most significant of these is matching the input signal of
the model to the one produced by the array. The output amplitude of each element may also
di↵er in a physical array, to account for this, the square root of the relative absolute amplitudes
of the pulse-echo response from each element can be used to scale the output and reception of
each element in the simulation if the array is known to exhibit significant variations between
elements. The instrument delay also needs to be accounted for which will defocus the image
if left uncorrected. As the sample’s geometry and the material’s speed of sound are already
known, this delay is easily calculated by taking the di↵erence between the time of arrival of the
back wall signal as measured by the array and the expected time of arrival calculated from the
wave velocity and sample depth.
Simulation

























































Figure 2.8: TFM images of the result of the ray-tracing model using the experimentally extracted
parameters and ray paths a-e for a 1.5 mm diameter side-drilled hole at a depth of 40 mm (left),
and the equivalent experimental results (right).
Results from the simulation including the relevant experimental variables are shown in figure
2.8. These additions cause the simulated image to closely match the experimental data both in
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terms of defect and back wall shape as well as amplitude with an error of 0.7 dB at the defect.
For a more detailed comparison, cropped images of the main features for di↵erent defect depths










































































Error between maximum values = 0.4 dB
Figure 2.9: TFM images of a 1.5 mm diameter hole located at a depth of 20 mm with data
produced by the ray-tracing model (top left) and by experimental measurements (top right)
along with plots of a cross section of both images taken at a depth of 20mm (bottom).
These results show very close agreement between experimental results and the ray-tracing
model for both the shape and amplitudes of the given defect at various depths.
Comparisons of the back walls for the same geometries are also shown in figures 2.12-2.14
In addition, these results for the back wall show that the ray-tracing method is capable
of accurately predicting the amplitude drop in the back wall due to shadowing from a defect.
This suggests that this method adequately captures the relevant physics required to describe












































































Error between maximum values = 0.6 dB
Figure 2.10: TFM images of a 1.5 mm diameter hole located at a depth of 40 mm with data
produced by the ray-tracing model (top left) and by experimental measurements (top right)











































































Error between maximum values = 0.5 dB
Figure 2.11: TFM images of a 1.5 mm diameter hole located at a depth of 60 mm with data
produced by the ray-tracing model (top left) and by experimental measurements (top right)
along with plots of a cross section of both images taken at a depth of 60mm (bottom).
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Error at (x=0mm) = 0.1 dB
Figure 2.12: TFM images of a back wall at a depth of 65 mm, a 1.5 mm diameter hole located
at a depth of 20 mm is causing shadowing e↵ects. Data produced by the ray-tracing model (top
left) and by experimental measurements (top right) along with plots of a cross section of both
images taken at a depth of 65mm (bottom).
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Error at (x=0mm) = 0.3 dB
Figure 2.13: TFM images of a back wall at a depth of 65 mm, a 1.5 mm diameter hole located
at a depth of 40 mm is causing shadowing e↵ects. Data produced by the ray-tracing model (top
left) and by experimental measurements (top right) along with plots of a cross section of both
images taken at a depth of 65mm (bottom).
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Error at (x=0mm) = 0.9 dB
Figure 2.14: TFM images of a back wall at a depth of 65 mm, a 1.5 mm diameter hole located
at a depth of 60 mm is causing shadowing e↵ects. Data produced by the ray-tracing model (top
left) and by experimental measurements (top right) along with plots of a cross section of both
images taken at a depth of 65mm (bottom).
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2.2.2 Modelling attenuation
The Results for the ray-tracing model show good agreement with experimental results for alu-
minium. However, due to its small grain size and low anisotropy, aluminium exhibits negligible
attenuation and coherent noise. Many engineering materials will present both of these features
when imaged using ultrasound. To ensure that the ray-tracing model is also suitable to simulate
defects in these materials, it was compared to experimental results from copper samples. The
typical grain size of copper is much larger than that of aluminium and they exhibit significant
anisotropy. This means it is likely to be in the stochastic region in figure 1.2 as opposed to the
Rayleigh regime of aluminium. The anisotropy of the crystals will cause back scatter at grain
boundaries and its associated attenuation.
To be able to model an attenuative material, its frequency dependant attenuation coe cient,
↵(!), must be calculated. For this example, it has been done using both techniques described
in section 2.1.2. For the direct contact method, three di↵erent back wall depths of 20 mm, 40
mm and 60 mm were used, this allows for the attenuation to be calculated using three di↵erent
pairs of back wall measurements. The average of these measurements was then taken.
For the immersion method, only a single measurement was taken from a sample of 20 mm
thickness. These results are shown in figure 2.15 and it is clear that despite only being comprised
of one data set, the immersion method produces results with significantly less variation than
even the mean of the contact measurements and are more consistent with the expected quadratic
trend (Zhang et al., 2004) over a wider frequency range. For these reasons, the results from the
immersion experiment was used for the attenuation values in this work. A quadratic fit was
taken for this data and then used to calculate values of ↵ in the ray-tracing model. Figure 2.5
shows that the frequency spectrum of the array includes frequencies outside of the range used to
calculate the quadratic fit, by necessity this means that the values for ↵ must be extrapolated
outside of this range (1.5 MHz - 4.25 MHz).
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Contact (20 mm & 40 mm deep)
Contact (20 mm & 60 mm deep)
Contact (40 mm & 60 mm deep)
Mean of contact
Immersion
Quadratic fit of immersion
Frequency bounds for quadratic fit
Figure 2.15: Attenuation measurements for copper using three di↵erent combinations of back
wall depths, their weighted average and the quadratic fit used to determine ↵(!) in the ray-
tracing model.
To validate these attenuation values and the ray-tracing model’s ability to account for these
losses accurately, a validation case similar to the one presented in section 2.2.1 was performed. A
copper sample of the same geometry was used. The speed of sound for this sample was measured
to be 4695 m/s.
Figure 2.16 shows a comparison between the results of the model and experimental mea-
surements taken from the same geometry. The model does not attempt to simulate the image
speckle which can be clearly seen in the experimental results, it does however accurately predict
the amplitude and shape of both defects (figures 2.17-2.19) and the back wall (figures 2.20-2.22).
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Figure 2.16: TFM images of the result of the ray-tracing model in copper for a 1.5 mm diameter































































Figure 2.17: TFM images of a 1.5 mm diameter hole located at a depth of 20 mm in a copper
sample with data produced by the ray-tracing model (top left) and by experimental measure-











































































Figure 2.18: TFM images of a 1.5 mm diameter hole located at a depth of 40 mm in a copper
sample with data produced by the ray-tracing model (top left) and by experimental measure-
















































































Figure 2.19: TFM images of a 1.5 mm diameter hole located at a depth of 60 mm in a copper
sample with data produced by the ray-tracing model (top left) and by experimental measure-
ments (top right) along with plots of a cross section of both images (bottom).
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Figure 2.20: TFM images of a back wall in copper at a depth of 65 mm, a 1.5 mm diameter hole
located at a depth of 20 mm is causing shadowing e↵ects. Data produced by the ray-tracing
model (top left) and by experimental measurements (top right) along with plots of a cross section
of both images (bottom).
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Figure 2.21: TFM images of a back wall in copper at a depth of 65 mm, a 1.5 mm diameter hole
located at a depth of 40 mm is causing shadowing e↵ects. Data produced by the ray-tracing
model (top left) and by experimental measurements (top right) along with plots of a cross section
of both images (bottom).
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Figure 2.22: TFM images of a back wall in copper at a depth of 65 mm, a 1.5 mm diameter hole
located at a depth of 60 mm is causing shadowing e↵ects. Data produced by the ray-tracing
model (top left) and by experimental measurements (top right) along with plots of a cross section
of both images (bottom).
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These results show that the ray-tracing model is successfully capturing the necessary physics
to provide accurate simulations of ultrasonic phased array images with respect to amplitude and
shape of both defects and planar reflectors. While these results only show the model’s accuracy
for side-drilled holes, its use of scattering matrices means that the model can be assumed to be
accurate for any defect given an accurate scatting matrix is used. The side-drilled hole was used
for this example as an analytical solution exists for its scattering matrix, however semi-analytical
and finite element techniques exist to calculate the scattering matrix for any defect.
2.3 Limitations of 2D model
While the results presented above show good agreement between the ray-tracing model and
experimental results, figure 2.23 shows that errors in the predicted amplitude begin to occur as
the defect approaches the array at first becomes noticeable at a depth of 20 mm. While some
of these errors, especially for a depth of 5 mm, may be caused by the extreme angles between
some array elements and the defect accentuating any errors in, for example, the approximation
used for the directivity function, this is also the region where near field e↵ects due to the finite
length of the array elements occur.


























Figure 2.23: TFM image amplitude, as predicted by the ray-tracing model, versus defect depth
for a 1.5 mm hole in a copper sample compared to experimental results.
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Figure 2.24: Simulated signal amplitude versus propagation distance for a 0.35 mm wide element
using a 2D Huygens’ model (red) and a 3D Huygens’ model (blue).
Figure 2.24 shows the emitted amplitude along a line normal to the surface of the element
located over its center. The results show the amplitude predicted by a Huygens’ models. A 2D
model assuming the element is infinitely long is compared to a 3D model which accounts for
the finite length of the element. The results from the 3D model are averaged over the length
of the element and the two models have been scaled so that their amplitudes match in the far
field. These results show that there is a small, but not insignificant, di↵erence in the predicted
amplitude of 0.90 dB at 5 mm, 0.55 dB at 20 mm and 0.23 dB at 40 mm. By comparison, the
errors shown in figure 2.23 are 1.50 dB and 0.69 dB for the 5 mm and 20 mm depth defects
respectively. This suggests that the errors in the near field of the model are not due to a 2D
assumption but to other factors.
Likely contributors to the discrepancies are; an increase in error due to any errors in the
calculated attenuation value as a result of the defect being further from the back wall, and
the extreme angles between some of the array elements and the defect when they are in close
proximity exacerbating any di↵erences between the directivity function used in the ray-tracing
model and the true directivity of each of the array’s elements. However, even in the extreme case
of the defect being just 5 mm from the array, the error is only 1.50 dB which is relatively small
in practice and means that this model is su ciently accurate to use as a method of simulation
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to provide data which can be combined with experimental results.
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3 The superposition of data sets
Chapter 3 details the principles and methods of the superposition technique. The novelty of the
work in the section was the basis of the publication Bloxham et al. (2016).
Assuming that one is operating in a linear regime, the ultrasonic response of an inspection
can be represented as the sum of its components. For the superposition technique, we spilt the
response into two components; the first is the back wall and the second is the defect response
including its associated shadowing e↵ects. As can be seen in equation 15, the result from the ray-
tracing model is the sum of each of the individual components simulated, for the superposition
technique, we redefine F (!) as follows,
F (!) = Fbw(!) + Fdefect(!), (24)
where
Fbw(!) = Fa(!), (25)
and
Fdefect(!) = Fb(!) + Fc(!) + Fd(!) + Fe(!). (26)
If Fbw(!) is determined by experimental measurements from a defect free sample, it will
include the material’s associated image speckle as well as other artefacts caused by the geometry
of the sample. Fdefect(!) can then be calculated using the ray-tracing model and the sum of these
two components will be the equivalent to the simulated defect being present in the experimental
sample. This is shown graphically in figure 3.1.
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a b c
Figure 3.1: The superposition (c) of a noise-free simulated defect and shadowing e↵ects (a) with
an experimentally measured back wall (b).
While the ray tracing model does include the attenuative losses due to grain scatter, it does
not model the back scattered signals that this causes. These back scattered signals are detected
by the array and result in the speckle that is observed in the resultant images.























Figure 3.2: Time-traces of experimental and simulated pulse-echo responses from a single element
of a back wall at a depth of 65 mm in a copper sample.
Figure 3.2 shows example pulse-echo responses for a back wall in the copper sample measured
experimentally and simulated. It is clear that despite accurately predicting the amplitude and
shape of the back wall signal, there is a large amount of noise in the experimental signal due to
grain scatter which isn’t present in the simulated signal. This means that the resultant image
produced by the superposition technique will have image speckle identical to the defect-free case
measured experimentally. In reality, the introduction of a defect can be expected to alter the
observed speckle pattern in the region it is shadowing, but as long as the underlying statistics
of this noise is not altered then this e↵ect will not be significant.
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3.1 Modelling considerations
When combining independent data sets, the result is sensitive to any errors in in the signal’s
shape, amplitude and phase. This is especially true for back wall shadowing e↵ects whose is
180  out of phase with the back wall causing the two signals to interfere destructively. This
phase di↵erence is equivalent to only 10 time points for a 2.5 MHz signal sampled at 50 MHz
and changes what is often one of the strongest signals present in the defect-free experimental
data set (the back wall) to one of relatively low amplitude so the e↵ect an error has on image
amplitude is significant. Figure 3.3 shows the shadowing and back wall signals and their phase
di↵erence using simulated data for a 1.5 mm diameter side-drilled hole located 5 mm in front of
the back wall of a 65 mm deep sample. The data shown is the pulse-echo response of an element
centred over a defect. Figure 3.4 shows the maximum amplitude of the Hilbert transform of
the combined response of the back wall and shadowing e↵ect for the same signals with varying
signal alignment errors. One time point is equal to 2x10 8s.





















Figure 3.3: A simulated back wall signal (ray path a) and the simulated shadowing e↵ects (ray
paths c, d & e) from a 1.5 mm hole located 5 mm above the back wall.
These results show that for this example, a phase error equivalent to three time points
results in a signal amplitude error of approximately 25%. In addition, any error in the shape
or frequency spectrum of the signal will alter the e↵ects of the destructive interference further
reducing the models accuracy.
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Figure 3.4: The variation in amplitude at the back wall caused by signal misalignment (equivalent
to phase error) from the pulse-echo response of an element located directly above a 1.5 mm hole
positioned 5 mm above the back wall.
While accurately predicting a defect’s image amplitude and position is likely to be the
primary use of this model, the nature of most imaging techniques means that this can be
achieved with much wider tolerances on the signal’s amplitude, phase and frequency spectrum
than the shadowing e↵ects. For example, a 90 phase di↵erence in a copper sample results in a
position error of less than 0.5 mm for a defect, however for a shadowing e↵ect it would cause
an amplitude error significant enough to potentially double the back wall signal amplitude. For
these reasons, this work has a focus on predicting accurate shadowing e↵ects despite it generally
being of less significance than defect predictions for the practical applications of a model such
as the one proposed.
3.1.1 Extracting the input signal
To achieve the required accuracy, it is therefore preferable, whenever possible, to extract the
input signal for the model directly from the data set to which it is to be combined. If it is
extracted from an alternative data set, additional potential sources of error will be introduced
such as variations in the coupling and the temperature of both the array and sample. When
extracting this signal, ideally the mean of only the pulse-echo responses will be used as this
ensures that the array’s input signal amplitude and frequency spectrum is captured as accurately
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as possible. The nature of the inspections that this technique will be applied to however, means
that this is likely to result in a very low SNR signal. Alternatively, the mean of all transmit-
receive pairs of elements (approximately equivalent to the array acting as a planar source) can
be used to significantly increase the SNR at the expense of losing the input signal’s amplitude as
well as introducing a slight shift in the frequency spectrum (2% reduction for the configuration
previously discussion in this subsection). This is due to the non-pulse-echo ray paths being
obliquely incident to the back wall which introduces a frequency dependence to the reflection
coe cient, as well as lowering its absolute value. The increased ray path length also results in
greater frequency dependant attenuation lowering its amplitude further. While attempts can
be made to match the amplitude and frequency to the true input signal by back propagating
the response from each transmit-receive element pair before averaging, this introduces several
frequency dependant variables and was not found to provide satisfactory results.
The solution used was to use the pulse-echo response from a sub-aperture made of up of the
nominal pulse-echo element and a number of that element’s nearest neighbours on each side.
The number of nearest-neighbours is e↵ectively the radius of the sub-aperture measured in the
number of elements. However, this is limited due to the finite size of the array. For example,
if element 2 was used with 4 nearest neighbours, it would include elements 3-6 on one side, but
only element 1 on the opposite side as there are no more elements available. 63 elements is equal
to the full array regardless of which element is selected.
With the exception of attenuation, the variables which define the wave propagation are only
frequency dependant when the wave is obliquely incident to an interface. Therefore provided
that the elements used are su ciently close and back wall su ciently far away, the small angle
approximation means that there is negligible frequency or amplitude variation between the pulse-
echo response and the response received on an element in close proximity to the transmitting
element. The precise number of nearest neighbours which can be used is dependant on the
geometry of the array and sample as well as the material properties and array frequency.
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Figure 3.5: The e↵ect using nearest neighbours has on the SNR and amplitude of the extracted
input signal from experimental data.
Figure 3.5 shows how the maximum signal amplitude of a back wall for a simulated noise-free
data set varies with the number of nearest neighbours used in the sub-aperture. It also shows
the SNR of the response from this sub-aperture from a representative high noise sample.
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Figure 3.6: The e↵ect nearest neighbours has on the centre frequency of the extracted input
signal from experimental data.
Figure 3.6 shows how the centre frequency of the signal varies with the number of nearest
neighbours used in the sub-aperture, the stair-casing e↵ect is due to the binning nature of
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FFTs. It is clear from figures 3.5 and 3.6 that using a small number of nearest neighbours has a
negligible e↵ect on the calculated input signal. While the absolute values shown in these graphs
will vary with di↵erent geometries, arrays and materials, the trends they show remain valid so
long as the geometry and array specifications are not significantly di↵erent. Using these results,
the number of nearest neighbours to use was chosen at 3. For the case shown, this gave an
improvement in SNR from 14 dB to 31 dB with a negligible penalty to the signal amplitude or
frequency. While the penalty is still minimal for a much larger number of nearest neighbours in
this case, it may not be for other inspections so a very conservative number was used.
















All pulse-echo + 3 nearest neighbours
Single pulse-echo
Figure 3.7: The e↵ect using nearest neighbours has on the time-trace from which the input
signal is extracted.
Figure 3.7 shows the mean of various combinations of time traces from the FMC data set used
to calculate the SNR in figure 3.5. The back wall signal begins at approximately 17.5µs. The
mean of the full data set shows an excellent SNR, however it also shows significant amplitude
di↵erences to the pulse-echo based means. Both the mean of only the pulse-echo signals and
the response from a sub-aperture using three nearest neighbours show well matched and clearly
defined back wall signals, however without using a sub-aperture, the noise amplitude of the
pulse-echo average is comparable to back wall signal meaning that it would be di cult to locate
without prior knowledge of its position. Also included is a single pulse-echo for reference.
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Once the appropriate mean of the FMC data has been taken, the signal is windowed to
isolate the back wall response from the noise in the signal. To do this, a Tukey window, wt(t),
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(27)
where ts and te are the start and end times of the signal of interest respectively and tp = te  ts.
This Tukey window, with parameter r, is equal to unity during the signal of interest and is
tapered by a cosine wave at the extremes of this region. The length of each taper is defined as
r
2 multiplied by the length of the region of interest. For this work, a value of 0.25 was used for
r. Due to there being a time delay between time t = 0 and the input pulse being emitted, the
start of the input signal will occur some time after ts. It is important to choose a value of r such
that the true start of the input signal begins after time ts + tp
r
2 so that the shape of the input
signal is not a↵ected by the windowing function. Because of this delay introduced by the array
controller, tp must be increased by a minimum of an amount equal to this delay plus the length
of one taper in the windowing function. This is to ensure that the Tukey window is equal to one
over the whole length of the input signal and the tapers are only applied to noise to ensure a
zero amplitude start and end to the signal. ts is calculated from the known thickness and speed
of sound of the sample and tp must be determined from experimental measurements.
Once windowed, the signal can then be back propagated in the frequency domain to give the






where Fbw(!) is the windowed signal.
This input signal is now ready to be used in the forward ray-tracing model to simulate the
defect and shadowing e↵ects with the correct amplitude and phase to be directly summed with
the defect-free experimental data set.
If it is not possible to extract the input signal from the experimental data set, it is still
possible to apply this technique and achieve results of su cient accuracy. To do this, the input
signal is extracted from an experimental data set using the same array and controller and a
sample ideally of the same material and, where possible, of a thickness approximately equal
to the depth of the region of interest in the experimental sample. This is because by back
propagating the back wall signal to use as the input signal and then forward propagating it
using the same parameters, any errors in the forward model become a function of the di↵erence
in ray path lengths between the simulated path and the pulse-echo path from which the input
signal was measured.
The input signal is extracted from this experimental data set in the same manor as described
above, however, after being used in the ray tracing model, it will not have the correct amplitude
and phase required to be summed directly with the experimental data set. To correct for this,
it must first be used to simulate the defect-free experimental geometry, the results from this
can then be used to calculate the scale factor and phase shift which need to be applied to make
the input signal produce results which accurately match the experimental data. This corrected
input signal can then be used to simulate the defect and its shadowing e↵ects with the correct
amplitude and phase to be summed directly with the experimental data set.
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3.2 Superposition process
For clarity, the full process for simulating data using the superposition technique is described
below.
1. Measure the material properties.
• Attenuation coe cient.
• Speed of sound.
• Density.
2. Measure the inspection geometry.
3. Collect defect-free experimental FMC data set.
4. Extract back wall signal from defect-free data set if possible.
• If not possible:
(a) Extract back wall signal from alternative sample of the same material.
(b) Simulate the defect-free sample’s geometry.
(c) Calculate and apply scale factor and phase shift required to match the model’s
result to the experimental results.
5. Simulate defect response and shadowing e↵ects for relevant defect type and location but
excluding the back wall.
6. Sum the simulated defect response with experimental defect-free data set.
The result of this process is an FMC data set representative of a known defect at a known
location within a defect-free physical sample. While the method, as it is presented, has limits
on the defects which can be simulated, these limits are a result of the analytical model being
used and could be overcome by the use of an alternative, potentially numerical, model which
does not have the same constraints.
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4 Validity of superposition
This chapter makes practical use of the method described in the previous chapter and compares
its results to data acquired experimentally to test its validity and accuracy as a new method
of simulating ultrasonic imaging array data. Many of the following results are reproduced from
data used in Bloxham et al. (2016).
The proposed method of superimposing an analytically calculated defect response with ex-
perimentally measured back wall signal is based on a single scattering assumption. While this
assumption has shown to be true in scenarios where there is ’weak’ scattering (Margetan et al.,
1993), it is not clearly defined where this assumption ceases to be valid. The results of the
technique are therefore compared to experimental results in a high noise scenario.
4.1 Experimental validation
To validate the technique experimentally, the copper sample described in section 2.2.2 was used.
This sample provided back walls located at depths of 20, 40, 60 and 65 mm and 1.5 mm diameter
side-drilled holes at depths of 5, 20, 40 and 60 mm in front of a back wall at a depth of 65 mm.
Copper was chosen as a suitable material because by varying the array centre frequency between
2.5 MHz and 8 MHz, the attenuation and speckle varies from relatively little (14 dB drop in 6 cm
thick sample) to almost complete attenuation (220 dB drop at the same thickness) in the sample
used, this allows for the level of image speckle to be varied using a single sample by changing
the array or filter frequency. Figure 4.1 shows TFM images for the same data set filtered using
various centre frequencies with a 1 MHz half-bandwidth. A centre frequency of 3.25 MHz with
a half-bandwidth of 1.75 MHz was chosen to provide an high level of image speckle while still
enabling all of the defects to be clearly imaged.
Experimental measurements were made in a direct contact configuration using a 64 element,
2.5 MHz centre frequency array described in table 2.1 and were compared to results simulated
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Figure 4.1: TFM images showing how the level of speckle and SNR of the main features varies
with filter centre frequency.
using the superposition technique for each of the reflectors in the sample. The attenuation coef-
ficient, as calculated in 2.2.2, was used and the defect-free experimental measurements required
for the superposition technique were extracted from the same sample. TFM images of the data
sets were used as the means of comparison.
Figures 4.2-4.5 show a comparison between TFM images of the simulated data and the
experimental data defect depths of 5, 20, 40 and 60 mm. The images are normalised to the
brightest pixel in the image which causes the e↵ect that any error in the defect amplitude
manifests as a DC o↵set in the rest of the image. By looking at the back wall and speckle
amplitudes in figures 4.2 and 4.3, there is a noticeable di↵erence in amplitudes between the
model and experimental data. The di↵erence in back wall amplitudes in figure 4.2 is 1.28 dB
and 1.08 dB in figure 4.3. While it is di cult to identify the exact causes of these errors, it is
unlikely to be due to the defects superposition with image speckle due to the high SNR of these
images. The amplitude of the image speckle for both cases is approximately -32 dB, the most
extreme e↵ect this could have on a signal of the defects amplitude is 0.25 dB.
The likely source for these errors is a combination of inaccuracies in the model’s parameters
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Figure 4.2: TFM images for a 1.5 mm (0.8  ) diameter hole located 5 mm from the array and
60 mm from the back wall simulated using the superposition technique (left) and experimental
results (right). The array used has a nominal centre frequency of 2.5 MHz and has been filtered
at a frequency of 3.25 with a half bandwidth of 1.75 MHz.
and near-field e↵ects caused by the array element’s finite length. As discussed in the previous
chapter, due to back propagating the back wall signal to use as an input signal, and then forward
propagating it using the same parameters, any errors which would usually scale with propagation
distance, now scale with the di↵erence in propagation distance between the ray path in question
and the back wall pulse-echo ray path distance. Both of the defects in question are some distance
from the back wall with significantly shorter ray paths. This means that the back wall signal
is being amplified using extrapolated attenuation values at the higher frequencies. In addition,
for the defect at a depth of 5 mm, there are large angles between some array elements and the
defect, this will accentuate any errors in the approximation used for the directivity function.
However, these errors are all related to the modelling method being used to simulate the defect
response and are not inherent errors of the superposition technique.
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Figure 4.3: TFM images for a 1.5 mm (0.8  ) diameter hole located 20 mm from the array and
40 mm from the back wall simulated using the superposition technique (left) and experimental
results (right). The array used has a nominal centre frequency of 2.5 MHz and has been filtered
at a frequency of 3.25 with a half bandwidth of 1.75 MHz.
Figures 4.4 and 4.5 show excellent visual agreement in terms of defect amplitude and shape,
and the back wall amplitude and shadowing e↵ects between the superposition technique and the
experimental results shown. The di↵erence in back wall amplitudes shown in figure 4.4 is 0.16
dB and 0.67 dB between the defects in figure 4.5. Defects at these depths are outside the region
of any significant near field e↵ects caused by the element’s finite length and any potential errors
introduced by inaccurate attenuation measurements will be reduced. For these reasons, these
defects can be considered a better test of the superposition technique as the errors associated
with the modelling technique are greatly reduced.
The results presented so far have all had the array positioned directly over the defect, this
is an idealistic scenario and while many defects will be imaged in this way once they have been
located, it is also important that the model produces accurate results for defects which are not
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Figure 4.4: TFM images for a 1.5 mm (0.8  ) diameter hole located 40 mm from the array and
25mm from the back wall simulated using the superposition technique (left) and experimental
results (right). The array used has a nominal centre frequency of 2.5 MHz and has been filtered
at a frequency of 3.25 with a half bandwidth of 1.75 MHz.
along the centre axis of the array. Figure 4.6 shows results for a 1.5 mm side-drilled hole at a
depth of 40 mm and approximately 25 mm away from the central axis of the array in the x-
dimension. Figure 4.7 shows similar results but at a depth of 60 mm and 20 mm o↵-axis. These
simulations produced results of with a similar accuracy to the previous results suggesting there
is no loss of accuracy with o↵-axis defects. The results shown in 4.6 gave a 0.44 dB di↵erence in
defect amplitude between the model and experimental results while there was a 0.12 dB error
for the results presented in 4.7.
Due to the random nature of noise present in this data, it can expected that there will
be some variation in amplitude between any nominally identical data sets, whether measured
experimentally or simulated. Because of this, the superposition model was run with multiple
experimental defect-free data sets to analyse how the range of results produced by the model
compared with the experimental data set containing the defect. This was only done for defects
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Figure 4.5: TFM images for a 1.5 mm (0.8  ) diameter hole located 60 mm from the array and
5 mm from the back wall simulated using the superposition technique (left) and experimental
results (right). The array used has a nominal centre frequency of 2.5 MHz and has been filtered
at a frequency of 3.25 with a half bandwidth of 1.75 MHz.
at depths of 40 mm and 60 mm to remove any uncertainty associated errors in the ray-tracing
model in the near field of the array.
Figure 4.8 shows the results of the superposition technique calculated using 20 independent
defect-free data sets as well as a single experimental data set for a 1.5 mm side-drilled hole
located at a depth of 40 mm. The results shown is a cross section of the TFM image taken at
both the centre of the defect and the centre of the back wall. Figure 4.9 shows the same results
for the same defect located at a depth of 60 mm.
The images used for the data presented in figures 4.8 and 4.9 are normalised to the point of
maximum amplitude in that image. The absolute amplitude of this point is subject to variations
due to noise, as this point is always equal to 0 dB in the image, these variations have the e↵ect
of changing the amplitude at every other point in the image by an equal amount, on a linear
79
Superposition



























































Figure 4.6: TFM images for a 1.5 mm (0.8  ) diameter hole located at a depth of 40 mm
and approximately 25 mm o↵set from the centre of the array simulated using the superposition
technique (left) and experimental results (right). The array used has a nominal centre frequency
of 2.5 MHz and has been filtered at a frequency of 3.25 with a half bandwidth of 1.75 MHz.
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Figure 4.7: TFM images for a 1.5 mm (0.8  ) diameter hole located at a depth of 60 mm
and approximately 20 mm o↵set from the centre of the array simulated using the superposition
technique (left) and experimental results (right). The array used has a nominal centre frequency
of 2.5 MHz and has been filtered at a frequency of 3.25 with a half bandwidth of 1.75 MHz.
scale. This e↵ect is best seen in figure 4.8a. This shows very good agreement for the defect
shape between approximately x-positions -2 mm and 2 mm (outside of this range the response
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Figure 4.8: Image amplitude cross sections of a 1.5 mm (0.8  ) diameter hole located 25 mm
from the back wall and 40 mm from the array: (a) at the depth of the hole; (b) at the depth
of the back wall. Experimental measurements from a sample containing a physical hole are
shown in black and results from multiple defect-free experimental measurements combined with
modelled data from a hole are shown in grey.
is dominated by noise so large variations are expected) and identical maximum amplitudes of 0
dB as, for this case, the rest of the image is normalised to the centre of this defect. The model
results for the back wall amplitudes shown in figure 4.8b show variations covering a range of 1.5
dB, this is due to the compounded e↵ects of the noise associated with the point of maximum
amplitude (uniform linear shift for whole back wall) and noise local to the back wall (di↵erent
for each point in the image). The experimental result shown in the same figure has a similar
shape and amplitude within the range of those predicted by the model suggesting the model
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Figure 4.9: Image amplitude cross sections of a 1.5 mm (0.8  ) diameter hole located 5 mm from
the back wall and 60 mm from the array: (a) at the depth of the hole; (b) at the depth of the
back wall. Experimental measurements from a sample containing a physical hole are shown in
black and results from multiple defect-free experimental measurements combined with modelled
data from a hole are shown in grey.
provides realistic results.
Figure 4.9 presents similar results for a defect located 60 mm away from the array and 5
mm in front of the back wall. The two major di↵erences between this inspection and the one
presented in figure 4.8 are that the defect has a lower SNR (approximately 15 dB) and the
multiple scattering e↵ects which cause the back wall shadowing are much stronger. The lower
SNR of the defect means that the linearly random fluctuations due to noise can be expected
to have a greater influence on the defect amplitude on a log scale. The observed variation was
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1.8 dB. There are also large variations seen in the back wall amplitude at its centre where the
shadowing e↵ects occur. This is likely due to the sensitivity of interference between the back
wall and its shadowing e↵ects, on which noise may have an e↵ect more significant than would
be expected at any other point in the image.
These results have shown that the superposition technique is capable of accurately simulating
defect responses in a noisy sample by combining the defect-free experimental response of the
sample with that of an analytically calculated defect. Defects over the full depth of the sample
were predicted with reasonable accuracy, di↵erences of up to 1.3 dB were seen between the
simulated and experimental results at defect depths of 5 mm and 20 mm. However the results
presented in figure 2.23 raise questions about the ray-tracing model’s suitability at these depths.
At depths for which the ray-tracing model has been shown to be accurate, its superposition
with experimental data was found, on average, to give high levels of accuracy. While, for the 20
di↵erent realisations of noise used, the image amplitudes varied by 1.5 dB and 1.8 dB for the
40 mm and 60 mm deep defects respectively, their average amplitude errors were just 0.3 dB in
both cases. Without further data sets from samples containing true defects, it is not possible to
determine if the spread of values predicted by the superposition model is caused by an error in
the model or if it is representative of the real variations one could expect in experimental data.
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5 Limits of validity
The previous chapter showed that the superposition technique is capable of providing results
with a high level of accuracy, however, it also predicted that the results would vary for nom-
inally identical geometries depending on the grain structure. The limited range of available
experimental data meant that determining if the range of predicted results was representative of
reality or not was not possible. Further data sets with true defects present are needed to study
this variation so finite element techniques were used to create this data. This chapter’s novel
work is also presented in Bloxham et al. (2018).
In addition to the varying range of results seen previously, this technique also requires the
assumption that the superposition of the response with a defect-free sample with an analytically
calculated defect response is identical to the response of the same sample containing the same
defect. The experimental results suggested empirically that this was a valid assumption, however,
in reality, the addition of a defect will include shadowing e↵ects on grains in the region behind
the defect which are not accounted for in the model. It must therefore be determined if this
change is of significance. Due to the random nature of this noise, the absolute changes in the
image speckle which will occur, are not of significance provided that the underlying statistics
remain unchanged.
To study both of these e↵ects, it is necessary to collect FMC data sets from a sample with
and without a defect present while maintaining the same grain structure. The change in noise
in the region which is shadowed from the array by the defect can then be examined. While
this is theoretically achievable using experimental methods by taking measurements before and
after a defect has been introduced, it would require maintaining the precise array location as
well matching all other environmental factors between measurements which would be di cult
to achieve practically. The machining required to add the defect would also alter the local
metallurgy adding further uncertainty to the results. Numerical methods would also facilitate the
creation of a much larger and varied data pool without introducing the additional uncertainties
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associated with experimental methods hence the decision to use a finite element model.
5.1 FE modelling
FE models have been used extensively to model ultrasonic propagation and have been shown
to give a high degree of accuracy (Lord et al., 1990; Moser et al., 1999; Drozdz, 2008). By
modelling individual grains in the sample, it is also possible to accurately simulate grain scatter
(Van Pamel et al., 2017). These models can then be run with and without a defect while
maintaining an otherwise identical grain structure to better understand the e↵ect the addition
of a defect has on image speckle.
In addition, the experimental validation case was only able to compare the model’s results
to one data set for each defect location and while the simulated results suggested that the defect
and back wall image amplitudes would vary for di↵erent realisations of noise, this could not be
verified with the experimental data available.
The defect chosen for the experimental validation also gave results with a relatively high
SNR. This was suitable for a general validation case, however, if this technique is to be used to
simulate defects at the limit of detectability, it must be shown to be accurate at this limit which
was not explicitly achieved by the experimental validation case.
The use of an FE model would allow for both multiple realisations of noise for each defect
as well as wider range of defect SNRs to be simulated.
5.1.1 Grain modelling
For the FE model to produce results representative of a real noisy material, the grain structure
used within the model must be realistic within the constraints of a 2D model. The grain bound-
aries seen in a 2D slice of a 3D material are not a true representation of the distribution of grain
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sizes in the material as many of them will be sliced through a plane which does not expose their
characteristic dimensions. However, the purpose of this FE model is not to accurately simulate
a realistic material but rather to accurately study wave propagation in a typical high noise
material. Using Voronoi diagrams (Aurenhammer, 1991) is a common technique for simulating
grain structures in polycrystalline materials (Ghosh et al., 1997; Kocks et al., 2000) including for
the purposes of modelling ultrasonic propagation within the material (Van Pamel et al., 2017;
Ghoshal and Turner, 2009). To create a randomised map of grain boundaries using this method,
initially a grid of equally spaced nodes is created with a node spacing equal to the required mean
grain size. Each seed is then shifted a random amount in each dimension following a zero-mean
Gaussian distribution with a standard deviation equal to the defined spread parameter. To
create a Voronoi diagram from these nodes, a convex polygon is drawn surrounding each node
defining the region of the diagram which is closest to the enclosed node. An example diagram
with the same grain size distribution as used in the model can be seen in figure 5.1.
Once the grain geometry has been defined, each grain can be given a random orientation in
3D and then the relevant material properties can be applied.
For the results presented here, the following grain and material parameters were used (Green
and Green, 1973):
Property Value
Mean grain size 100 µm






Table 5.1: Material and grain properties including the calculated anisotropy factor (Zener and
Siegel, 1949).
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Figure 5.1: An example Voronoi diagram used to simulate the grain boundaries of a polycrys-
talline material.
5.1.2 Meshing
There were two main approaches considered for meshing the grain geometry for the FE model,
structured and unstructured meshes.
In a structured mesh, the model’s geometry is modified to fit a predefined mesh of elements,
this is usually of the form of a regular grid. The e↵ect this would have on the given model
geometry is to modify the straight edges of the grain boundaries into a sawtooth shape so that the
grain boundary would be coincident with a continuous line of connected mesh elements. While
this modification means the geometry is no longer representative of a realistic grain structure,
provided that the elements are su ciently small, the variations in the grain boundaries will be
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very small relative to the propagating wavelength meaning that it will have a negligible e↵ect
on the ultrasonic response.
In an unstructured mesh, the elements are matched to the model’s geometry. This allows
for even complex geometries to be modelled accurately, however, it requires undesirably small
elements to be able to achieve this. As the maximum stable time step of the solver is determined
by the smallest element size, this results in the simulation running impractically slowly. An
example of both structured and unstructured meshes is shown in figure 5.2. Because of this, and
due to the fact that it is not strictly necessary to simulate the exact grain structure produced by
the Voronoi diagram, just one which is representative of a realistic material, structured meshes
were used in this work.
Figure 5.2: Comparison between an unstructured mesh (left) and structured mesh (right). Mesh
element boundaries are shown in red while the grain boundaries are shown in black. The element
size has been exaggerated for clarity.
Triangular elements with an edge length of 30 µm were used in the mesh, this equates to
approximately 60 elements per wavelength and an average of 26 elements per grain. An example
of a true mesh used is seen in figure 5.3.
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Figure 5.3: Example of the stair-casing e↵ect at the true mesh density.
5.1.3 The finite element model
The continued advancement in computing hardware has significantly reduced the computing
time required to perform full time domain FE simulations of ultrasonic wave propagation for
useful sample volumes. The most significant development in recent years has been the utilisation
of the parallel process capabilities of Graphics Processing Units (GPUs), the use of which has
been shown to reduce the processing time by 1-2 orders of magnitude (Huthwaite, 2014). Pogo
(www.pogo-fea.com), an open-source FE solver, takes advantage of this technology and was used
as the solver for this study.
The geometry used for these models was a 40 mm deep sample with the centre of the defect
located at a depth of 20 mm. The sample width was set to 80 mm to ensure any reflections from
the edge of the sample arrived after the signals of interest, this can be seen in the schematic in
figure 5.4. Defects were added by removing appropriate elements from the mesh to leave a void
in the shape of the defect.









Figure 5.4: The FE model’s geometry.
followed. The vertical displacement at nodes on the top edge of the model, corresponding to
the location of an arrays piezoelectric elements (6 nodes per element), are monitored while
a vertical force is applied to the nodes representing a single element of the array to excite a
wideband ultrasonic pulse. The vertical displacements of the nodes representing each element
in the array are summed to give the response of that element. This process is repeated for all
elements to create the response from all transmit-receive element pairs. The array geometry
used is the same as that in the experimental validation case with the same centre frequency
of 2.5 MHz, however, a single cycled Gaussian windowed pulse was used to achieve a wider
frequency spectrum than that used in the experimental measurements.
The model was initially run with no defect and for side-drilled holes of diameter 0.5 mm, 2
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mm and 5 mm, and horizontal cracks of length 2 mm and 5mm. For each of these cases, the
model was run using 30 di↵erent realisations of random grain structures. The superposition
technique was then applied to the defect-free results and a direct comparison could be made
between those and the FE results with the defect present.
Despite the improvements in computing hardware, this is still a computationally expensive
process. When run on an Nvidia K600 GPU, each run of this model requires approximately
15 minutes to complete and for a 64 element array, each FMC data set requires 64 runs. This
process must be done for each of the 30 grain structures being modelled which leads to a total
run time of approximately three weeks per defect.
5.1.4 Superposition with the FE model
To apply the superposition technique to the FE model’s results, the defect-free results can
largely be treated as a standard experimental data set and the process outlined in section 4.1
can be followed. The only major exception is that to calculate the attenuation coe cient,
neither technique described in section 2.2.2 can be followed as only the direct contact response
from a single sample is available. Further simulations could be performed to acquire data
from a di↵erent thickness of material, however, as the FE model assumes a vacuum interface
at its boundary, there are no losses to the environment during the back wall reflection, or to
the array during the front wall reflection. Because of this, the second back wall reflection is
equivalent to the first back wall reflection from a sample of twice the thickness and can be
treated as such for the purposes of calculating attenuation. To achieve higher accuracy for the
attenuation measurement, and to reduce any uncertainty associated with it, the mean signal
from all 30 defect-free data sets was used, these results can be seen in figure 5.5. Increasing
the number of data sets used for the attenuation calculation, it has allowed ↵ to be determined
experimentally over almost the full range of frequencies present in the received signal, therefore
little extrapolation is required.
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Figure 5.5: Sum of the time traces from all transmit-receive pairs of the array averaged over
multiple realisations and the relevant windows for the Fourier transform for the first two back
wall reflections (A), the normalised frequency spectra of these reflections (B) and the frequency
dependant attenuation coe cient calculated from these spectra (C).
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5.2 Results
Figure 5.6 shows images created using the TFM. In the first column, the data is filtered with a
2.5 MHz centre frequency Gaussian filter with a half bandwidth (defined as the point where the
amplitude of the filter drops to -40 dB) of 2.5 MHz before imaging. In the other columns the
data is filtered with 0.5 MHz half bandwidth Gaussian filters at the centre frequencies stated.
Row A shows images from one realisation of the defect-free case from the FE model, row B
shows the analytically calculated defect and shadowing responses for a 0.5 mm side-drilled hole,
row C shows the superposition of the results from rows A & B, row D shows the FE model with
a 0.5 mm side-drilled hole for the same realisation of grains as in row A. Finally row E shows
the di↵erence between rows A & D. The equivalent results for the 2 mm and 5 mm side-drilled





























Figure 5.6: TFM images at various frequencies of FE defect-free case (A), the analytically
calculated defect response and shadowing e↵ects for a 0.5 mm hole (B), the superposition of
A & B (C), FE model with defect present (D) and the di↵erence between A & D (E) . All
images are filtered at the labelled centre frequency with a half bandwidth of 0.5MHz except the





























Figure 5.7: TFM images at various frequencies of FE defect-free case (A), the analytically
calculated defect response and shadowing e↵ects for a 2 mm hole (B), the superposition of A &
B (C), FE model with defect present (D) and the di↵erence between A & D (E) . All images are
filtered at the labelled centre frequency with a half bandwidth of 0.5MHz except the 2.5MHz





























Figure 5.8: TFM images at various frequencies of FE defect-free case (A), the analytically
calculated defect response and shadowing e↵ects for a 5 mm hole (B), the superposition of A &
B (C), FE model with defect present (D) and the di↵erence between A & D (E) . All images are
filtered at the labelled centre frequency with a half bandwidth of 0.5MHz except the 2.5MHz





























Figure 5.9: TFM images at various frequencies of FE defect-free case (A), the analytically
calculated defect response and shadowing e↵ects for a 2 mm crack (B), the superposition of A &
B (C), FE model with defect present (D) and the di↵erence between A & D (E) . All images are
filtered at the labelled centre frequency with a half bandwidth of 0.5MHz except the 2.5MHz





























Figure 5.10: TFM images at various frequencies of FE defect-free case (A), the analytically
calculated defect response and shadowing e↵ects for a 5 mm crack (B), the superposition of A &
B (C), FE model with defect present (D) and the di↵erence between A & D (E) . All images are
filtered at the labelled centre frequency with a half bandwidth of 0.5MHz except the 2.5MHz
full bandwidth column which has a 2.5MHz half bandwidth.
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Initially focusing on the first column, comparing rows C & D in the figures 5.6-5.10, it can
be seen that the superposition model gives results which broadly show good agreement between
the FE model results for all of the presented defects when filtered over a wide bandwidth as
is typical in an industrial setting. The defect amplitudes and shapes are well matched in all
cases but the back walls start showing signs of errors as the defect size increases with the 5 mm
crack showing a noticeable di↵erence in amplitude where the shadowing occurs. These multiple
scattering e↵ects present the biggest di culty in simulating accurately, especially when the level
of shadowing is large such as this case. However these are also the cases where there is generally
less need for a high degree of accuracy due to the defect being clearly visible.
The subsequent columns show the same data filtered with a narrow 0.5 MHz half-bandwidth
at increasing center frequencies. It is clear in all cases that at centre frequencies of 3.5 MHz
and above the noise dominates the response. For the 0.5 mm and 2 mm holes, there are no
discernible features in the images and for the remainder of the defects, the defect response itself
can be seen but locating it would be di cult without prior knowledge and there is no sign of the
back wall. As the frequency is increased, the level of backscatter increases along with multiple
scattering e↵ects between grains which leads to a severe increase in the noise observed in the
image. Information on the defect is still contained within all of the image as proved by its
response still being visible in row E at these frequencies, however its amplitude is below that of
the noise and so may not be visible.
When the narrow filter is applied with a centre frequency of 3.0 MHz, figures 5.6-5.10 show
broad agreement, with some amplitude errors, between the simulated results and FE model. The
back wall in the defect-free sample is however still heavily masked by noise. The superposition
technique is dependant on being able to extract a back wall signal from the defect-free data set.
At this frequency and higher it is reasonable to expect that the superposition technique will
struggle to provide accurate results due to di culties in extracting an accurate back wall signal.
The images produced at these frequencies exhibit such a high level of noise that it is unlikely
that they would be of use in an NDE environment.
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Below these frequencies the simulated results show good agreement with the FE results for
all of defects for the realisation of noise shown. Wilcox et al. (2011) showed that the onset of
significant multiple scattering e↵ects begin at approximately the frequency of maximum SNR.
The results in figures 5.6-5.10 show that the model remains accurate beyond this frequency
and into the multiple scattering regime. This suggests that the singly-scattered response of the
defect remain prevalent even when multiple scattering is strong.
While much of the multiple scattering e↵ects between grains is contained in the defect-
free response, multiple scattering between the defects and grains is not. An assumption of
the superposition technique is that the defect response and shadowing e↵ect calculated using
a scattering matrix is identical to the change in the image caused by introducing a physical
defect to the sample. If this assumption was true, rows B & E in figures 5.6-5.10 would be
identical. As can be seen, the defect and shadowing results response are generally well matched,
however, row E shows large amount of image speckle for all defects which is not present in the
analytical model’s results in row B. This is caused by multiple scattering between the defect and
grains. E↵ectively, the defect is shadowing a region of grains from the array and this leads to the
speckle behind the defect predicted by the superposition technique being di↵erent to the speckle
observed in the full FE model. However, for practical purposes it can only be considered an
error if this alters the speckle statistics in this region as the precise speckle pattern is naturally
random in nature.
5.3 Measuring variations in noise
While row E in figures 5.7-5.10 show the region of the images where there is a di↵erence in image
speckle, the response from the defect and back wall a↵ect a much larger portion of the image than
can be seen on the 40 dB scale of those images. Figure 5.11 shows the analytical model results
for a 5 mm side drilled hole at a filter centre frequency of 1 MHz. Artefacts from the defect and
back wall can be seen to have an e↵ect over an entire region where there is a di↵erent in image
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speckle. Therefore any errors in, predominantly the defect, but also the back wall depending
on where the measurment is taken, will manifest as an increased error in the RMS noise value.
This is compounded at lower frequencies as the responses cover a larger area spatially so these
artefacts extend further into the bounded region. Additionally, at these frequencies, the true
RMS noise value is relatively low so these artefacts will have a more significant impact on the
results. To minimise the e↵ect this has, noise measurements were taken from the area least
a↵ected by the artefacts, shown bounded in red in figure 5.11. While this area is small relative
to the wavelength and speckle correlation length, the convergence study seen in figure 5.12 shows
that the RMS noise level in this region has converged by averaging over 30 realisations.
The pixel amplitudes of the image speckle follows a Rayleigh distribution (Goodman, 2007)
which is a function of a single variable proportional to their RMS amplitude so this value can be
used to characterise the speckle. Figure 5.13 shows the RMS of the noise in the region behind the
defect in the superposition model subtracted from the RMS noise from the FE model calculated
in the same manner. The results were averaged over 30 realisations of noise and calculated for
all the defects discussed in this section.
Figure 5.13 shows how the calculated RMS noise error is relatively high at lower frequencies
and for larger defects but soon drops o↵ to under 1 dB for the smaller defects as the frequency
increases and the defect and back wall artefacts have a smaller influence.
While these results do suggest significant errors in the RMS noise value, the absolute values
of the noise is significantly higher at higher frequencies as shown in figure 5.14. This means
that when imaging is performed using a wider bandwidth filter, such as those typical of an NDE
inspection, the overall RMS error is dominated by the errors at the higher end of the frequency
spectrum.
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Figure 5.11: Image of a 5 mm side-drilled hole with the region used to calculate the RMS noise
value shown in red.
5.4 Establishing frequency limits
To gain a more quantitative understanding of the limit at which the superposition technique
is valid, the results filtered over a narrow bandwidth were studied for all 30 noise realisations.
This allows the accuracy of the model to be investigated as the SNR drops and to determine
over what range the superposition technique is valid. This analysis was performed to allow an
understanding of the range of expected image amplitudes from nominally identical experimental
data sets, for which the FE results are analogous, and how this range compares to the range
predicted by the superposition technique.
From these results, the mean and standard deviation of the image amplitude was calculated
for various features. These features are; the maximum amplitude of the defect; the mean
102
























Figure 5.12: RMS noise level versus the number of realisations averaged when measured at the
region shown in figure 5.11 using the full bandwidth of the array.


























Figure 5.13: RMS noise error in region behind defect.
amplitude along a line 10 mm long, parallel to the back wall and located in the centre of the
back wall; and the RMS noise measured in the region behind the defect. This was done for the
superposition model and the FE model as a function of frequency for side-drilled holes of size
0.5 mm, 2 mm and 5 mm in figure 5.15 and for 2 mm and 5 mm horizontal cracks in figure 5.16.
These results show that the superposition technique provides an accurate prediction for
defect image amplitude and RMS noise level for all defects simulated. Additionally, back wall
shadowing e↵ects are, in general, reproduced accurately but some discrepancies are seen for some
of the larger defects (2 mm hole, 5 mm crack & hole) over a limited frequency range at the lower
end of the spectrum. At the higher end of the frequency spectrum, the superposition technique
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Figure 5.14: Normalised amplitude of the RMS noise in the defect-free case at di↵erent frequen-
cies.
Error in: Defect RMS noise Back wall shadowing
0.5 mm hole -0.02 dB -0.07 dB -0.15 dB
2.0 mm hole 0.20 dB 0.15 dB -0.20 dB
5.0 mm hole 0.05 dB 2.23 dB -0.88 dB
2.0 mm crack 0.33 dB 0.52 dB -0.19 dB
5.0 mm crack 0.34 dB 1.40 dB 0.06 dB
Table 5.2: Wide-bandwidth mean image amplitude errors.
shows a significantly wider spread of defect image amplitudes between di↵erent realisations of
noise than the range observed in the FE results. When viewed in isolation, these errors are
not insignificant, however, when the data is filtered over a bandwidth more typical of an NDT
inspection, there is little discrepancy. Table 5.2 shows the mean image amplitude di↵erence
between the FE model and superposition model when filtered at a centre frequency and half-
bandwidth equal to 2.0 MHz. Figure 5.5B shows that there is negligible frequency content in
the received signals above 4 MHz which is why a filter ranging from 0-4 MHz was chosen.
The mean di↵erences in image amplitudes show that the superposition technique gives very
accurate results for the defect responses and shadowing e↵ects. It also shows that there is a
negligible di↵erence in the RMS noise of the a↵ected region behind the defect for all but the
largest defects whose errors are of the order of 2 dB.
While the results seen in figures 5.15 and 5.16 show that the superposition model ceases to
be a reliable approximation to the true response as frequency increases, the upper frequencies




Defect     Back wall        Noise 
Figure 5.15: Comparisons between FE and superposition model images amplitudes measured at
the defect and back wall for various size holes and the RMS noise value in the region behind the
defect. The lines are centred on the mean over the 30 realisations of noise with the line width




Defect     Back wall        Noise 
Figure 5.16: Comparisons between FE and superposition model images amplitudes measured at
the defect and back wall for various size cracks and the RMS noise value in the region behind
the defect. The lines are centred on the mean over the 30 realisations of noise with the line
width representing two standard deviations. The filter half-bandwidth is 0.5 MHz.
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due to the lack of visibility of any of the major features. For this reason it is necessary to define
the frequency range of interest over which it is suitable to perform the inspection if the aim is
to detect a given defect. This is done by considering the mean SNR of the defects, once the
SNR drops below a certain level, it becomes impossible to achieve an adequate probability of
detection without incurring a high number of false alarms as it becomes more likely that image
speckle will have an amplitude comparable to that of the defect.
The SNR, calculated as the ratio between the maximum amplitude of the target and the
RMS noise value, was evaluated for all of the defects and for the back wall in the defect-free
case. The RMS noise value was calculated from the noise at the same position as the defect
in the defect-free FE model images and was averaged over all 30 realisations. The results are
shown in figure 5.17.
It is common practice to set a threshold amplitude, over which any pixel in the image can
be considered a defect. For this work, the threshold level has been set at 12.5 dB above the
RMS noise value and this can also be seen in figure 5.17. This has been calculated to give a
false call ratio of 1 in 1000 for the given image size and assuming the image pixel amplitude due
to speckle follows a Rayleigh distribution. This threshold level is arbitrary for this work and is
much higher than the common industrial standard of 6 dB. However, due to the high level of
noise in these images, a threshold of 6 dB would likely lead to multiple false calls per image as
many of the individual speckles are greater than 6 dB above the RMS value.
The results in figure 5.17 show that the SNR falls below the threshold value at between
approximately 3.2 and 4.0 MHz for the various defects and back wall. These frequencies can
be considered as the limits of detectability for the given defect as at higher frequencies, the
inspection is unable to detect the defect without exceeding the acceptable false call ratio crite-
rion. These frequencies also correlate approximately with where the back wall image amplitudes
become comparable with the RMS noise amplitude seen in figures 5.15 and 5.16. Below these
frequencies, the superposition technique provides results that are on average accurate to within
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Figure 5.17: SNR of defects and back wall. The filter half-bandwidth for the images from which
the data is taken is 0.5 MHz.
1 dB.
Above these frequencies, figures 5.15 and 5.16 show that there is a significantly increased
variation in predicted image amplitudes. The superposition technique is believed to fail at higher
frequencies because it becomes impossible to reliably extract an input signal from the back wall
to use in the analytical defect model, rather than a failure in the superposition assumption itself.
This is because the back wall amplitude falls within the expected range of the noise amplitude
and so any extracted input signal will be dominated by noise and have little correlation to the
signal produced by the array or in this case, simulated array.
5.5 Defects at the limit of detectability
While figures 5.6-5.10 show that the superposition technique provides accurate results for the
defects presented, the defects considered are all su ciently large that they are significantly over
the threshold value when imaged at a suitable frequency and can only be brought to the limit
of detectability by de-optimising the imaging process. To get a true representation of how the
superposition model performs for defects near the limit of what is detectable, its results were
compared to the FE model for the smallest side-drilled hole which consistently produced image
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amplitudes greater than the threshold value. To determine the size of this hole, the sensitivity to
defects of the inspection was maximised by use of an optimised standard Gaussian filter (defined
as where the half-bandwidth is equal to the centre frequency). The superposition technique was
then used to estimate the smallest hole diameter which would produce an image amplitude
marginally greater than the +12.5 dB threshold, this was calculated to be 0.14 mm. This defect
was then simulated using the FE model and the results compared.
1 1.2 1.4 1.6 1.8 2 2.2 2.4 2.6 2.8 3



















Figure 5.18: Mean of 30 realisations of SNR of a 0.14 mm side-drilled hole simulated using
the FE model and superposition technique. The filter is a standard Gaussian filter with a half
bandwidth equal to the centre frequency.
Figure 5.18 shows how the SNR of this defect varies with the filter frequency used for both
the FE model and superposition technique. A 2.0 MHz filter gave the highest SNR for both
models and was therefore chosen as the optimum frequency.
























Figure 5.19: SNR for each of the 30 realisations of the FE model and superposition model for
a 0.14 mm side-drilled hole. The filter is a standard Gaussian filter with a half bandwidth and
centre frequency of 2 MHz.
Figure 5.19 shows the SNR of this defect filtered with the optimum filter for each of the
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noise realisations. The mean result produced by the superposition technique is approximately 1
dB lower that the mean amplitude predicted by the FE model. The results in figure 5.19 show
that there is a significant variation in image amplitude between noise realisations for both sets
of results and some individual results from both models fall below the threshold value. However,
this 1 dB mean error appears to be a systematic error in the model rather than as a result of
random noise. There are several potential causes for this error, the defect amplitude could have
errors due to discretisation of the defect in the FE model due to the nature of the mesh which is
discussed in more detail shortly. Errors in the calculated RMS noise value may also be present
due to the shadowing of the grains by the defect in the FE model which does not occur in the
superposition model. The variations observed between noise realisations is also greater in the
superposition model, a trend which was also seen for the larger defects studied.
Figure 5.20 shows the equivalent to figures 5.6-5.10 for a 0.14 mm side-drilled hole but with
the first column filtered with the chosen optimum standard filter. Figure 5.20 (and 5.6-5.10)
was created using noise realisation number 13 which shows one of the largest variations between
FE and superposition model for this defect. The results in the first column of figure 5.20
show that the image amplitude of the defect is only just visually discernible from the noise.
However, despite representing one of the largest variations between models, the two results do
still show good visual agreement. When imaged over a narrow bandwidth, it is not be possible
to confidently identify the defect. This confirms that the defect is indeed at the limit of what is
detectable in this inspection.
One likely source of error which will a↵ect this defect more than the larger defects is another
consequence of using a structured mesh. Due to the fixed triangular grid of nodes used for the
mesh, it is not possible to perfectly describe a round boundary for a side-drilled hole. With
larger defects, a very good approximation can be achieved, but for a defect of this size, by
necessity, the void left in the mesh to represent the defect is hexagonal rather than a close
approximation to circular. To determine if this is the cause of the error, the scattering matrix
of the defect could be extracted from the FE model and compared to the scattering matrix used
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in the superposition model. If there is a discrepancy, the FE scattering matrix could be used
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Figure 5.20: TFM images at various frequencies of FE defect-free case (A), the analytically
calculated defect response and shadowing e↵ects for a 0.14 mm hole (B), the superposition of
A & B (C), FE model with defect present (D) and the di↵erence between A & D (E) . All
images are filtered at the labelled centre frequency with a half bandwidth of 0.5MHz except the
2.5MHz full bandwidth column which has a 2.5MHz half bandwidth.
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6 Applications of the technique
The key advantage this technique o↵ers over the currently established modelling techniques is
the e ciency with which it can be used to simulate large quantities of data with accurate SNR
values. This enables statistical studies on an inspection’s sensitivity to defects to be performed
much more easily. Such studies are a vital part of the acceptance procedures for implementing
new NDE inspections. Traditionally these studies have been performed using experimental data
but this approach poses several challenges. Physical samples with real defects are generally not
readily available, and if they are, determining the exact nature and size of the defect is non-
trivial. Samples can be made with defects artificially introduced however these are expensive to
produce which therefore limits the achievable sample size .
These analyses are commonly done in the form of a Probability of Detection (POD) study
(Rummel, 1998), usually expressed as a graph of defect size versus the probability of detection
which accounts for both human factors in performing the inspection, and the detectability of
the defect with the given inspection method. For the reasons discussed above, there is a trend
in industry towards using Modal-Assisted Probability of Detection (MAPOD) (Knopp et al.,
2007; Smith et al., 2007; Dominguez et al., 2014) to reduce the volume of experimental samples
required. However, to date, these studies have been limited to low noise inspections and often
single element transducers due to the di culties in modelling more complex inspections. The
ability to expand these methods to samples with high levels of structural noise is of obvious
practical benefit.
Receiver Operator Curves (ROCs) are another common method used to analyse an inspection
procedure (Nockemann et al., 1991). These curves plot the likelihood of making a false positive
call against making a true positive call as a detection threshold level is varied. To calculate these
curves, the distribution of the expected defect response and noise level is required. The noise
level is relatively easy to acquire from experimental samples but the di culty of empirically
calculating defect response distributions for the full range of defects needed could be greatly
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reduced or even entirely removed by utilising the superposition technique.
The proposed technique also allows detailed studies of an inspection’s sensitivity to di↵erent
defects. As an example, if one wanted to gain an understanding of an inspection’s sensitivity
to the angle of a straight crack in a high noise sample, it could be done empirically by creating
multiple samples with cracks at varying angles. However, many samples would have to be made
for each crack angle to produce statistically significant results. The superposition technique
allows this to be done without the need for multiple defects to be machined. Here, a 1 mm crack
is simulated using a semi-analytical scattering matrix (Glushkov et al., 2006), it is located 5 mm
above the back wall of a 65 mm deep copper sample. The array used is the same as detailed in
2.1. Figure 6.1 shows TFM images cropped to the back wall and defect for various angles of this
crack for a single noise realisation. These results were combined with 20 independent defect-free
experimental data sets to provide the data on which a statistical study could be based. As
the crack rotates from horizontal, its amplitude in the image decreases. At a certain angle,
the amplitude drops below the level of the image noise and becomes indistinguishable from the
speckle, this can be seen to occur between figures 6.1c and 6.1d.
A threshold amplitude of the RMS noise +12 dB was chosen to determine if any point
in the image is a defect. The choice of this threshold is arbitrary and depends on external
factors for a particular inspection which typically involve balancing the costs of false positives
(false calls) with detection sensitivity. The e↵ect of the threshold on false call rate can be
estimated: if the image grain noise is assumed to have a Rayleigh distribution (the expected
amplitude distribution for fully-developed speckle) and to have a spatial correlation length of
one wavelength (1.9 mm) then a threshold 12 dB above the RMS level is expected to result in
a 0.46% false call rate assuming a 50 mm wide image of the full depth of the sample.
Figure 6.2 shows how this threshold level compares to the image amplitude for the crack at
a range of angles. The minimum defect amplitude was calculated at a 97.5% confidence level,
using this, it can be seen that this defect falls under the threshold value at a crack angle of
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Figure 6.1: TFM images for a 1 mm (0.8  ) crack located 5 mm from the back wall of a 65 mm
deep specimen inclined at 0 (a), 18 (b), 36 (c), 54 (d), 72 (e) and 90 (f) anti-clockwise from
horizontal with a crack angle schematic inset.
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Figure 6.2: Defect image amplitude vs crack angle for a 1 mm crack located 5 mm from the
back wall of a 65 mm deep copper sample.
greater than 40 . If the distribution of expected crack angles in the sample is known then it is
possible to calculate the probability of a crack of this size being detected if examining only the
defect. However, by analysing the back wall amplitude, it can be seen that shadowing e↵ects
cause a statistically significant amplitude drop for the full range of crack angles, these results
can be seen in figure 6.3.
These inspection and defect parameters were chosen arbitrarily as one example of the insights
into an inspection that the superposition technique can achieve. Using the same set of defect-free
data, it is possible to create a similar analysis for any defect using the appropriate scattering
matrix. By repeating this process for a range of defects over all positions in the image, it is
possible to build a map of what defects are detectable in a given position to verify that the
inspection is capable of detecting any defect of a critical size.
While the case shown here is an arbitrary one, the technique o↵ers the potential to be
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Mean defect−free back wall amplitude
Minimum defect−free back wall amplitude
Back wall image amplitudes
Figure 6.3: Back wall image amplitude vs crack angle for a 1 mm crack located 5 mm from the
back wall of a 65 mm deep copper sample. The minimum defect-free back wall amplitude is
calculated at a 99.9% confidence level and the maximum back wall amplitude is calculated at
the 97.5% confidence level.
applied in a wide range of applications beyond the scope of what it was initially intended for.
Simulating large volumes of realistic imaging data e ciently is not only of use in validating
inspections such as was the need for BAE, but also in many other areas, both in research and
industry. For example, it could provide images to train and test NDE operators in analysing
phased array images or be used to test and develop cutting-edge imaging algorithms.
In its current form, the technique is fundamentally limited to scenarios in which the geom-
etry of the sample is known accurately and there is a well defined back wall reflection in the
experimental data. There has been a strong focus in this work on back wall shadowing e↵ects,
however, this was primarily as a means of rigorously testing the technique. For many inspections,
the defect response is of much greater concern than the back wall. Achieving accurate defect
amplitudes with the superposition technique is more tolerant of errors in the calculated input
signal which may be more challenging to extract in industrial settings where the front and back
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walls of the sample may not be cleanly machined, flat or su↵er from corrosion and deformations.
While careful experimental validation would be required, using simulations with only ray path b
from figure 2.1 may be su cient in many applications where the back wall shadowing e↵ects are
not of primary concern, this is especially true for o↵-axis defects such as those shown in figure
4.6 where no shadowing of the back wall occurs (though artefacts of multiple scattering between
the defect and back wall may still exist as in figure 4.7).
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7 Conclusions
The main aim of the work presented in this thesis was to develop a model capable of accurately
simulating ultrasonic imaging data e ciently such that it could be used to simulate large quan-
tities of data in a reasonable time frame. By using experimentally captured data for the aspects
of the model which are traditionally challenging to simulate, the coherent noise, the model was
kept computationally e cient and the run time was determined almost exclusively by the time
taken to simulate the defect response.
The method, termed the superposition technique, has been shown to have the ability to
accurately and reliably simulate defects over a full range of SNR values. It has been validated
experimentally using a 64 element, 2.5 MHz array in both aluminium and copper samples con-
taining 1.5 mm diameter side-drilled holes at various depths. The image amplitudes predicted
by the model closely matched experimental results, both for defects directly below the array,
and for ones located o↵-axis. When simulating defects close to the array (depths in the region of
5 mm), the model showed errors of up to 1.3 dB, most likely due to the extreme angles between
the array elements near the extremes of the array and the defect. Defects outside of this region
(depths of 20 mm and greater) were simulated using 20 di↵erent noise realisations and all of the
results predicted image amplitudes within 1 dB of the experimental results and were on average
0.3 dB di↵erent.
The superposition results were also validated against a full time-domain FE model. Results
for side-drilled holes of diameters 0.5 mm, 2 mm and 5 mm, and horizontal cracks of 2 mm and
5 mm length were simulated. There was an average discrepancy of 0.34 dB between models.
Results from the FE model for a 0.14 mm side-drilled hole, whose amplitude was just greater
than the noise level, showed an increased mean error of approximately 1 dB, likely due to the
inability of the mesh used to approximate circular voids at this scale. However, this level of
error is acceptable in typical NDE environments.
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The results of the FE models also showed that while multiple scattering between the defect
and grains wasn’t accounted for in the model, it had a negligible e↵ect for all but the largest
defects, 5 mm cracks and holes, which had errors of the order of 2 dB.
While it can be expected that the defect response amplitude of a given inspection will
vary between noise realisations, It was found that the variations between realisations of the
superposition model were slightly, but consistently larger, the reasons for this remain unclear.
The technique was shown to be reliable both in predominantly single scattering regimes and
when there were high levels of multiple scattering which allows it to be accurate for inspections
with high levels of noise and defects with low SNR. When combined with the ray-tracing method
to simulate the defect response, it is also extremely e cient, running on a standard computer,
simulations took under 30 seconds to produce a full FMC data set if using an analytically
calculated scattering matrix.
This model has be shown to provide very accurate results but in all cases it was done using
specimens with parallel and flat front and back walls and only included longitudinal waves. The
inclusion of other wave modes does not require any fundamental changes to the model, just
the inclusion of the appropriate ray paths and their relevant velocities. Dealing with samples
with corroded or non-flat faces however, will make extracting the input signal with the method
described in section 3.1.1 challenging or impossible. The input signal can be estimated using an
alternate sample but the cause of the di culties in extracting the input signal would also lead to
challenges in accurately modelling the shadowing e↵ects. In many practical cases, only the direct
reflection from the defect is of major importance so the challenges that may be encountered in




There are two main avenues to explore for future work in relation to the superposition technique.
The first is to further develop the model to expand the scenarios in which it can be used and
the second is to apply the technique to supplement other areas of research and industry.
The work presented in this thesis has been focused on direct contact inspections, while these
are common in industry, oblique incidence inspections using either wedges or in immersion are
also commonly used both in industry and research. The next logical step for furthering the
capabilities of the model would be to apply it alongside an oblique incidence ray-tracing model
and to include the associated shear wave ray paths to validate the technique for a wider range of
inspections. I do not foresee any fundamental issues in the use of this technique with an oblique
ray-tracing model, the predominant new challenges I suspect will be encountered are initially
developing an oblique model of su cient accuracy, such models already exist, their accuracy
will just require rigorous testing when used in combination with the superposition technique. In
implementing this model, I also predict that extracting the required experimental parameters
will pose a non-trivial challenge.
Following this, the next major step to establishing this technique in industry would be to
analyse a real industrial inspection by using this technique to create the data required to produce
an ROC curve and compare it to the results of an ROC curve generated using traditional
methods, both in terms of accuracy and cost.
As well as assisting in the validation of more complex inspections, there are many active areas
of research in NDE which could benefit from large volumes of accurate data in noisy materials
that this technique is capable of producing. One such example is in the development of new
imaging algorithms aiding in quantifying the benefits of multi-mode imaging (Zhang et al., 2010;
Budyn et al., 2018) as well as optimising data fusion algorithms (Liu et al., 2007).
While this model was created with the intention of validating new inspections, the ability to
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create large volumes of realistic imaging data has much wider reaching applications. One of the
most exciting of these potential applications is in using it to build training data sets for machine
and deep learning algorithms. The scale of the data sets required for this means that they
are not economical to create using experimental methods. These techniques are already being
applied with great success in medical imaging (Greenspan et al., 2016; Erickson et al., 2017)
and the same improvements would be of huge benefit to the NDE industry. From accurately
filtering out any defect-free images (which comprise the majority of datasets in practice) so that
the NDE operator only needs to analyse the potential failures to reduce their workload and
fatigue, to potentially being able to identify and characterise defects to a higher accuracy than
is currently possible by any means.
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