Scaling of semiconductor devices has enabled higher levels of integration and performance improvements at the price of making devices more susceptible to the effects of static and dynamic variability. Adding safety margins (guardbands) on the operating frequency or supply voltage prevents timing errors, but has a negative impact on performance and energy consumption. We propose Edge-TM, an adaptive hardware/software error management policy that (i) optimistically scales the voltage beyond the edge of safe operation for better energy savings and (ii) works in combination with a Hardware Transactional Memory (HTM)-based error recovery mechanism. The policy applies dynamic voltage scaling (DVS) (while keeping frequency fixed) based on the feedback provided by HTM, which makes it simple and generally applicable. Experiments on an embedded platform show our technique capable of 57% energy improvement compared to using voltage guardbands and an extra 21-24% improvement over existing state-of-the-art error tolerance solutions, at a nominal area and time overhead.
INTRODUCTION
The continuing ability to shrink transistor sizes has led to extensive benefits in integrated circuit designs, including faster processors, more complex designs, and higher levels of integration. However, at the same time, devices have become more susceptible to static and dynamic variability [1] . Static variability derives from imperfect manufacturing processes and causes nominally identical elements (such as cores in a multi-core system) to behave differently, consuming different levels of power, and providing different levels of performance. Dynamic variability from wearout and temperature and voltage fluctuations combined with aggressive voltage/frequency scaling can cause timing violations on processors' critical paths leading to logic errors in the computation [5] , [27] , [31] .
Errors begin to appear when the operating conditions (Frequency, Voltage, and Temperature) approach the point of first failure (PoFF). Beyond that point (e.g., decreasing the voltage further), errors become gradually more frequent and the system's behavior can be coarsely modeled with a probability (frequency) of errors as a function of (F, V, T) [10] . In some well-optimized designs, where timing violations can happen simultaneously on multiple critical paths (e.g., [15] , [17] , [18] ), the range of operating conditions between the PoFF and a massive number of errors narrows down to a single Critical Operating Point (COP) [22] (see Figure 1) .
Traditionally, to protect devices against timing errors, designers have conservatively added guardbands to the system's operating frequency and/or voltage, which results in wasted energy and degraded performance. To mitigate the pessimism of guardbands, many works have proposed circuit-level error detection and correction (EDAC) techniques [2, 6, 7, 9, 10, 29] . These techniques introduce significant energy and delay overheads for error correction and while they can handle sporadic errors, they cannot deal with massive errors such as those from COP-induced violations [28] .
Software techniques offer higher flexibility and/or better capability to adapt to dynamically changing operating conditions. Most prior work targets intermittent timing errors and proposes solutions to prevent errors via careful workload allocation [4, 8, 16, 23, 24] . A combined hardware/software approach by Papagiannopoulou et al. [20] proposes a reactive technique that leverages hardware transactional memory (HTM) to rollback a processor's state to a prior safe point if errors are encountered. Specifically, the processor's voltage is scaled down while keeping frequency constant, up to the PoFF, at which time the processor core enters a recovery mode that restores the core to a safe voltage level. However, since the authors of [20] focus on a COP model, there is no advantage in scaling down the voltage beyond the PoFF. Other works proposing transactional memory (TM)-based fault tolerance (e.g., [30, 32, 34] ) do not evaluate energy consumption (our major goal) and consider transient and permanent faults rather than intermittent timing errors.
In this paper we present Edge-TM, a HW/SW technique that relies on HTM rollback mechanisms for error correction in errant transactions. Different from traditional HTM, Edge-TM is not aimed at protecting shared data in concurrent programming, thus it replaces traditional conflict detection logic with simpler architectural support for error detection. Further, Edge-TM features error management policies that aggressively apply dynamic voltage scaling (DVS) beyond the point of first failure for better energy savings. The policy monitors transaction aborts and commits to estimate the experienced error rate and decides whether to lower, maintain or raise the voltage level. This feature makes our policy capable of dealing with COP systems as well as those experiencing intermittent timing errors.
Through a set of simulations using power/performance numbers extracted from a silicon implementation of the target embedded platform, we show that our proposed scheme can achieve up to 57% improvement in energy compared to using voltage guardbands. Moreover, it can achieve a 21% improvement compared to a policy that increases the voltage immediately after the first failure and a 21%-24% improvement over other state-of-the-art error-tolerance solutions. An overhead characterization of our proposed scheme shows that it induces a modest area and time overhead, comparable to existing techniques.
The rest of the paper is organized as follows. Section 2 provides a background discussion on related work. Sections 3 and 4 describe the Edge-TM design. Section 5 presents our simulation results and Section 6 concludes our paper.
BACKGROUND
Intermittent faults occur due to static and dynamic variability and can be activated or de-activated by voltage, frequency or temperature fluctuations. These faults manifest as timing violations on the processor's critical paths; as the voltage is scaled down, intermittent timing errors initially emerge at low rates that later increase exponentially as the voltage is lowered further (Figure 1(a) ). According to the "COP hypothesis" [22] , in large CMOS circuits there exists a critical operating frequency f c and a critical voltage V c for a fixed ambient temperature T such that any frequency above f c or voltage below V c causes massive errors (Figure 1(b) ). This behavior may be especially prevalent in well-optimized designs, where timing violations can happen simultaneously on multiple critical paths [15] , [17] , [18] .
Error detection can be done at the circuit level using techniques that continuously monitor path delay variations. Examples include Razor flip-flops [6, 7, 9, 10] , error detection sequential circuits (EDS) [2] or tunable replica circuits (TRC) [29] . Among error-correction circuits, Razor [9] employs counterflow pipelining, a recovery mechanism that uses a bi-directional pipeline to flush errant instructions, but incurs high energy/power overhead and requires modifications to the processor's pipeline. Other works [3, 7] proposed techniques such as instruction replay at half clock frequency or multiple-issue instruction replay. These techniques introduce significant energy and delay overheads for error correction and while they can handle sporadic errors, they cannot deal with massive errors such as those from COP-induced violations [28] .
Several software techniques have been proposed to provide robustness to timing errors due to dynamic variations. Early proposals lacked generality and online adaptation capabilities [4] , [16] , or offered costly recovery mechanisms (overheads up to thousands of cycles) [8] , [23] . Rahimi et al. explored fine-grained mechanisms to outline the notion of software vulnerability [24] , and explored the use of OpenMP extensions to reduce the recovery cost incurred by HW-based error-correction techniques. Compared to our proposal, their solution requires the availability of hardware error correction. As an additional consequence, it can only deal with sporadic timing errors, for which Razor-like correction circuitry is solely effective [14] . Our approach, in contrast, fully relies on SW policies operating on top of minimal HTM-based designs, and can deal with both sporadic timing errors as well as COP.
Most previous works proposing transactional memory (TM)-based fault tolerance (e.g., [30, [32] [33] [34] ) do not focus on reducing energy consumption (our major goal) and focus on transient and permanent faults rather than on intermittent timing errors. Yalcin et al. [32] consider how TMbased error correction could potentially improve energy efficiency, but do not provide an implementation. Papagiannopoulou et al. [20] study HTM-based recovery from COP with an emphasis on energy savings. Compared to this prior work, we broaden the scope of the studied effects to intermittent errors (besides COP), which allows us to follow a less conservative approach that optimistically lowers the voltage beyond the PoFF for better energy savings.
EDGE-TM ARCHITECTURE DESIGN
Edge-TM consists of an integrated HW-SW approach for energy-efficient program execution on low-power, embedded shared memory SoCs. Application developers abstractly write their programs based on the widespread OpenMP API [19] . At the boundaries of OpenMP constructs for parallelism, a compiler transparently inserts function calls to mark the start and end of a resilient transaction (RTx). These function calls are directed to an underlying runtime system (RTS) which transparently manages RTxs in an error-resilient manner. Note that this is equivalent to any standard software interface to HTM. Specifically, the RTS maintains a core-level SW error-management policy which optimistically lowers the voltage in small steps for energy savings. 1 Lowering the voltage incrementally triggers timing errors. While we could also scale down the frequency, as a countermeasure to reduce the error rate, this would further impact system performance. Thus, in Edge-TM, we only focus on voltage scaling.
To make the system resilient to timing errors, Edge-TM combines circuit-level error detection techniques implemented in the pipelines of each processor with a modified HTM infrastructure for error correction. A snapshot of the processor state is taken before each transaction is started. If an error occurs during transaction execution, this safe state can be restored through the underlying HTM mechanism that is described next. To limit the overhead of this mechanism, its key functionalities are implemented in HW, as an extension to the baseline platform.
We next describe the baseline parallel ultra-low-power platform (PULP) [25] targeted in this work (Section 3.1), followed by a presentation of the extensions introduced to support error tolerance, i.e., error-detection (Section 3.2) and error-correction (Section 3.3). The software policies for error-aware voltage scaling are presented in Section 4.
The PULP Architecture
PULP is a scalable parallel computing fabric, organized as a set of clusters [26] . Figure 2 shows the main building blocks of a single-cluster PULP instantiation. A cluster includes a parametric number of processing elements (PEs) -typically 8 -consisting of an optimized RISC microarchitecture. PEs feature private instruction caches, while to avoid memory coherency overheads private data caches are replaced by a shared, multi-banked tightly coupled data memory (TCDM). The TCDM is configured as a 64KB, 16-bank explicitly managed SRAM (a scratchpad). As the TCDM features as many R/W ports as the number of memory banks, and the number of banks is twice the number of PEs, single-cycle access latency is ensured for concurrent accesses to different banks. At the top level, a 256KB L2 memory and other peripherals for off-chip communication can be accessed via DMA. Figure 3 shows the contributions of the hardware components to the total area of a PULP cluster. Overall, the main contributors to the area and energy consumption are the cores and their private instruction caches. For this reason, Edge-TM focuses on scaling the voltage at the individual core level. The shared L1 TCDM is powered through a separate voltage domain and it is always kept at a stable, safe level. To explore our extensions to this baseline platform for energy-efficient error tolerance we use the PULP simulator, which provides cycle-accurate modeling of the various architectural blocks. The simulator has been extended with energy models derived from a 28nm UTBB FDSOI (STMicroelectronics technology) implementation of the described platform, thus enabling realistic power measurements.
In the following section we describe how the baseline PULP cluster has been extended in the simulator to enable error tolerance. Figure 4 highlights the key extensions using colored blocks.
Error Detection
For error detection, we assume that each core is equipped with runtime error-detection circuitry, such as error-detection sequential (EDS) [3] (Figure 4 ). EDS-based designs distinguish between critical and non-critical errors. Critical errors are those that happen on the control part of the processor pipeline (e.g., write-back). Since a timing violation along one of these critical paths makes the software flow unpredictable, we cannot handle such errors at the OS, middleware or application level. For this reason, critical errors are prevented by designing such pipeline stages with additional timing guardbands [3] , [29] . This ensures that dynamic-variation timing failures do not occur in these stages. Non-critical errors are those that are protected by EDS circuits, as they only affect the result of computations (e.g., load/store, execute) and can then be safely corrected by the software. The programming model disciplines those cases where control flow issues might be originated from the software by disallowing patterns like pointer-based function calls.
To implement EDS in our simulator, we assume a probabilistic error model, similar to other works [20] , [24] . Our error model follows the probability curves reported by Fojtik et al. [10] , which we have adapted to the operating voltage and frequency range of our target platform. These curves provide the expected error rate as a function of supply voltage levels, assuming intermittent timing errors (Figure 1 (a)). The supply voltage level where the point of first failure is expected postfabrication, for each frequency and temperature point is extrapolated through exhaustive testing on the PULP chips.
When the EDS detects an error 2 , it generates an interrupt to the core. The core's pipeline is flushed and its program counter is set to jump to an interrupt service routine (ISR) where we implement the HTM rollback mechanism (Section 3.3). Note that it must be ensured that the ISR is executed in an error-free manner. In the PULP 28nm chip this can be done by applying forward body biasing to achieve a temporary performance boost [26] . Our simulator models the overhead cycles implied by this technique.
Error Correction
Hardware transactional memory is a well known speculative execution mechanism for synchronizing shared memory data access in multi-core environments [11] . HTM allows cores to execute critical sections in parallel, as transactions. If a core's transaction completes without encountering data conflicts with other transactions, then it commits and its speculative changes become permanent. If a conflict occurs, one or more of the conflicting transactions is rolled back and restarted.
HTM designs are appearing in high-end, commercial processors (e.g., Intel's Haswell, IBM's Blue Gene/Q), which shows the maturity of the technology 3 . The adoption of traditional HTM in resource-constrained, low-power embedded designs is much more uncertain, as it is hindered by the high area/energy cost and the poor scalability of underlying coherent cache systems. The proposed approach relies on two key features to make HTM suitable for embedded SoCs: (i) a state-of-the-art HTM design that is tailored to the characteristics of such SoCs [21] , where poorlyscalable data caches are replaced by a shared L1 scratchpad memory, and (ii) a further simplified HTM design specifically tailored for managing error correction. Our target architecture described in Section 3.1 can support both these features.
Traditionally, HTM is based on three key components: 1) a bookkeeping mechanism to keep track of read/write data accesses and detect conflicts, 2) a data versioning technique to keep track of original and speculative data versions for recovery in case of conflicts and 3) a check-pointing and rollback mechanism to recover from data conflicts and retry failed transactions.
Note that Edge-TM implements a modified version of HTM for error detection and correction (i.e., data synchronization conflicts are not detected), and thus it does not require the bookkeeping mechanism to detect conflicting accesses to shared data 4 . As we discuss in Section 5.2, this also leads to a more lightweight design. We now describe the modifications required for data versioning and check-pointing. Data Versioning. We use a distributed logging scheme to enable data versioning. Logs are distributed among the TCDM banks of the PULP cluster and each bank keeps a fixed-size log space for each core in the system, as shown in Figure 4 . The first time an address is written in a transaction, its original value needs to be saved in the log. Since this requires a buffering capability equivalent to the transaction's write-set size, the logs are quite small compared to traditional HTM.
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The log saving and restoration process is done independently at each memory bank through dedicated Data Versioning Modules (DVM). Each bank's DVM is a control block that monitors transactional accesses to the bank and manages the cores' logs that reside in that bank. It is also responsible for restoring the log data of the cores that abort their transactions and cleaning the logs of the cores that commit their transactions. All DVMs work in parallel and fully independently, which makes them very fast and efficient.
Checkpointing and Rollback. Since specification version 3.0, OpenMP has adopted a taskcentric execution model. Every program execution unit is explicitly or implicitly represented as a task in the runtime system. We build upon this feature to transparently wrap each OpenMP task within an error-resilient transaction. Transaction size regulation can be easily achieved at the task level or within parallel loops (by grouping independent loop iterations into a single transaction). When a core starts a transaction, its internal state (i.e., program counter, stack pointer, internal registers) is saved to be retrieved in case of errors (check-pointing). This operation is done in software and consists of copying the register file into a small region of the L1 TCDM (Note that the associated timing and energy overheads are modeled by our simulator). If no errors are detected by the end of the transaction, the transaction commits, i.e., the checkpointing information and the logs of the committing core are discarded, and all speculative data changes become permanent. If an error is detected during transaction execution, the transaction aborts, i.e., the speculative data changes are discarded. The rollback mechanism restores the core's state and the original data from the core's logs back to their original addresses (the transaction rollback and restoration process is done at a safe voltage level, as discussed earlier). The core is then ready to retry the transaction.
On top of the basic error detection and correction mechanisms described so far, Edge-TM implements software error management policies, which apply dynamic voltage scaling (DVS) appropriately before an aborted transaction is restarted. These software error management policies are described next (Section 4).
EDGE-TM DVS POLICIES
POFF policy. We first implement a simple, baseline error policy, that operates just above the edge of failure. Starting from a safe reference level, the supply voltage is gradually scaled down in small steps to save energy. When the first error occurs (i.e., the PoFF is reached), the voltage is immediately increased by one step. This way the system operates just above the edge of failure throughout the rest of the operation, without taking the risk of allowing further timing errors. Might a new error emerge (e.g., due to temperature fluctuations), the voltage is increased again by one step. This policy is similar to the technique proposed in [20] , but while those errors were handled in a lazy manner (i.e., error recovery was not triggered until transaction commit time), here we treat them in an eager manner (i.e., immediately upon detection). We use this simple transactional memory policy that operates just above the PoFF (i.e., the POFF policy) as a reference to compare against [20] .
Thrifty Uncle/Reckless Nephew (TURN) policy. Edge-TM offers an adaptive error policy that optimistically lowers the voltage beyond the PoFF, tolerating timing errors and making voltage adjustment decisions based on the feedback provided by the runtime characteristics of the transaction. As the voltage is scaled down for energy savings, the transaction abort rate grows due to increased rate of errors, which in turn leads to increased energy consumption from transaction recovery and re-execution. To reflect these conflicting behaviors we call our new adaptive approach the Thrifty Uncle/Reckless Nephew (TURN) policy 5 . The policy has two parts: • The reckless nephew optimistically scales the voltage down for better energy savings, based on the number of consecutive successful transaction commits.
• The thrifty uncle moderates the energy loss from the increased number of transaction aborts (due to over-aggressive voltage scaling), by setting up a threshold based on the number of transaction aborts and commits. Figure 5 shows a flowchart of how the proposed policy works. Starting from a safe reference level, the voltage is scaled in small steps. When a transaction starts, the policy checks whether this is a failed transaction that is re-starting or a new one. If this is a new transaction, the nephew checks the number of consecutive successful transactions that have preceded this one (i.e., the number of consecutive commits). If this number is greater than a pre-defined threshold C, then the voltage can be safely reduced by one step. Otherwise, no voltage change is allowed. If this is a failed transaction that is being re-executed, then the uncle must decide whether the transaction should be re-executed at the same voltage or the voltage should be increased. If this transaction has a record of consecutive aborts that is greater than a pre-defined threshold A, then the uncle increases the voltage by one step. Otherwise, the transaction is re-executed at the same voltage level.
Every time the consecutive abort threshold A is exceeded the uncle realizes that the current voltage level is likely dangerous and not only increases the voltage, but also doubles C to make it more difficult for the nephew to later come back to that level. If the error rate is reduced in the future, e.g., due to a temperature variations or because transactions become smaller, then a lower voltage level might be sustainable. In that case, C must be reduced again to allow for an easier transition to lower voltage levels. Such a case would manifest with consecutive commits without any aborts in between. If the experienced number of consecutive commits reaches twice the threshold C, i.e., the voltage is reduced twice in a row without any aborts in between, then the uncle divides threshold C by 2. Note that the factor used to multiply and divide threshold C can be changed based on how fast or slow we want our policy to react to the experienced error rate. As a starting point, we decided to set this factor to 2.
To decide a convenient starting value for threshold C we use a simple heuristic based on the potential energy savings (for a transaction) achieved by scaling voltage one step down. Such savings can be approximated as:
where:
Since our policy works at the granularity of transactions, to save the energy consumed by one transaction executed at V 1 , we need to run at least C transactions at V 2 in a row with no errors (i.e., if a single abort is experienced then the savings are lost). In other words, C should be big enough to ensure that the cumulated savings achieved by voltage scaling surpass the energy of one single, unscaled transaction. Thus, C can be chosen as:
Within the operative voltage range and V STEP considered in our setup, C should be at least 20. Thus, we set the initial value of C to the minimum value it must have in order to guarantee that no energy will be wasted should we decide to scale down the voltage by one step (in our case that is 20). Note that even though C evolves throughout the execution of the TURN algorithm, it never assumes a value smaller than the minimum initial value. Threshold A could be determined as the minimum number of aborts for which the accumulated energy at the current voltage level exceeds the energy that would have been spent at the next higher voltage level. However, in practice, we have noticed that accumulating energy through online energy monitoring introduces non-negligible additional overhead and the threshold does not vary within or among different programs. Consequently, we decided to empirically set a value for threshold A. Through experimentation we observed that the obtained results do not vary significantly based on the choice of threshold A, as long as it is set to a relatively small, non-zero value. From a large number of offline profile runs, we empirically set A to 3. Note that, unlike C, threshold A is static and does not change throughout the simulation. However, this is something that can be explored in future work.
RESULTS
We next provide an evaluation of Edge-TM in terms of energy consumption as well as area and performance overhead. Specifically, Section 5.2 presents an overhead characterization of Edge-TM in terms of area and time, and compares it with previous works ( [20, 24, 33] ). Section 5.3 provides an evaluation of the point-of-first-failure (POFF) and uncle/nephew (TURN) policies of Edge-TM in terms of energy consumption. The policies are compared with previous works using a conservative steady-voltage technique that relies on guardbands (GDBS policy) as a baseline. In Section 5.4 we describe how parameter tuning in Edge-TM can affect the obtained energy savings. Specifically, we study how transaction size and various transaction workload patterns can affect the obtained energy savings.
Experimental Setup
The PULP simulator consists of cycle-accurate SystemC models of all the main architectural blocks described in Section 3.1 (cores, I$, TCDM banks, interconnect etc.). Power consumption for every block has been characterized by extensive testing of the PULP chips, under all the operating points (voltage/frequency for active and idle modes) considered in our experiments. The power numbers are extrapolated from an implementation of the platform in STMicroelectronics 28nm UTB FD-SOI technology and back-annotated in the simulator. These numbers have been used to derive the energy models of the simulator, where energy is accumulated at each cycle for every block. Error detection has been implemented in the simulator as the probabilistic error model described in Section 3.2. Error correction is done as described in Section 3.3. HTM extensions for error correction have been implemented as SystemC modules, integrated in the simulator. To isolate the effects of running our various error correction schemes, we run our experiments on a single-core instance of the PULP platform 6 . Note that our technique can be applied to multiple cores simultaneously; if errors are found in one core, recovery happens independently from other cores.
Since we expect the behavior of the system to be largely affected by transaction size and memory footprint, to effectively explore various program configurations we use the Eigenbench synthetic benchmark [12] . As Eigenbench was originally written for traditional TM systems, we modify the original setup considering as fixed values all those parameters aimed at exploring shared memory conflict detection (which are not relevant to our setup). In addition to that, we also consider three real benchmarks from the image processing domain: Rotate (image rotation), Strassen (matrix multiplication) and Mahalanobis-Distance (cluster analysis and classification). Table 1 shows the area and time overheads implied by Edge-TM, compared to the three most closely related approaches in literature: i) the work from Rahimi et al. on vulnerability-aware, error-tolerant task scheduling (VOMP) [24] ; ii) the work from Yalcin et al. on revisiting transactional memory for fault tolerance (FaulTM) [33] ; iii) the work from Papagiannopoulou et al. on revisiting transactional memory for timing error-tolerance (PWF) [20] .
Overhead Characterization
Concerning error detection, all techniques except FaulTM rely on the use of EDS circuitry at the core level. This circuitry is known to introduce low area overhead (≈2.2%) to each core [3] , which overall results in less than 1% area overhead for the whole cluster level. The time overheads for detecting errors with EDS are also negligible. full-fledged transactional memory support for data versioning and conflict detection (unlike Edge-TM and PWF, which only implement transactional memory support for rollback). If we were to implement FaulTM on the cacheless MPSoC that we are targeting for our work, it would require distributed data versioning across the TCDM banks (as was proposed in [21] ). This would imply an additional r × (1 + N + log(N ) ) bits per TCDM bank, where r is the number of data lines (here, words) in each bank and N is the number of cores. This results in a TCDM area increase of ≈37% and an overall cluster area increase of ≈8%.
The time overheads for the FaulTM technique are also very relevant. Besides the redundant execution of transactions, which is clearly not a viable path when energy minimization is the target, FaulTM implies a lazy conflict detection scheme, which implies that errors that might have occurred are only detected at commit time. As a consequence, the overhead of this technique needs to factor in the worst case execution time of the transaction, plus the overheads for the barrier. Finally, comparing the write sets of the two transactions requires k × sizeof(write-set) cycles, where k is the number of cycles required for a single comparison and has a minimum value of 3 (two reads, one compare).
Concerning error correction, all techniques except VOMP rely on log-based transactional rollback to undo the effects of an errant transaction and restart it. State-of-the-art implementations for cache-less MPSoCs [21] implement this logging feature fully in the TCDM banks, with an area overhead that is proportional to the size of the logs. Considering 1KB logs per thread this implies 12.5% TCDM area increase, which translates in 2.65% cluster area overhead.
Both Edge-TM and PWF rely on eager data versioning (transactions write in-place in the shared memory and save the original values in the logs). This makes the common case of a successful execution (commit) faster and the case of an errant execution (abort) a bit slower, as the logs have to be restored in the memory. The time overhead for this operation is k × sizeof(write-set) cycles, with k = 2 (one read, one write). FaulTM uses lazy data versioning, buffering transactions updates which have to be published to shared memory in case of a commit. While this makes the common case slower, it also speeds up error correction, as it is sufficient to drop the content of the logs, with zero additional time overheads.
Next, we discuss the overheads associated with the two Edge-TM policies (POFF and TURN) and compare them with the GDBS policy. Based on measurements, TURN has an 8% execution time overhead over GDBS, while POFF introduces only a 1% overhead. These overheads are due to the extra time needed to setup transactions (i.e., checkpointing/logging), the time introduced by the policy (i.e., time to execute the policy and adjust the voltage), and the delays associated with recovery and re-execution of failed transactions 7 . Each voltage adjustment takes 10 clock cycles. TURN is on average 7% slower than POFF because (i) it experiences more transaction aborts/re-executions since it operates at lower voltage levels, and (ii) it makes more voltage adjustments. However, the TURN policy spends less than 2% of the total execution time making voltage adjustments (i.e., it quickly learns what is the most sustainable voltage level).
This analysis shows us that our Edge-TM approach requires relatively modest area overhead and is the same or less than that of comparable policies. Figure 6 compares the TURN and POFF policies, using as a baseline a conservative steady-voltage technique which relies on guardbands (GDBS policy) to absorb the effects of static and dynamic variations. For completeness, we also include in the comparison the three error-tolerance techniques published in literature that are closest to ours, and that we introduced in Section 5.2 (i.e., FaulTM, VOMP and PWF). Consistent with the setup described in the original papers, for FaulTM and VOMP the voltage is not scaled, but it is kept stable at a level where errors are sporadic (this level corresponds to the point of first failure in our setup). PWF behaves exactly like our POFF policy, with the only difference that PWF employs a lazy error detection scheme. We have enhanced our simulation infrastructure to capture the time and energy overheads implied by the error detection and recovery mechanisms discussed in Section 5.2.
Energy Consumption
For FaulTM, to correctly model error detection we execute transactions in lazy mode. Then, upon commit, we run a software routine to compare the write-sets 8 . Regarding error correction, we modify the logging mechanism to simply drop the logs in case of errors, and to publish their contents to the TCDM in case of successful commit. For VOMP error correction, we modify the simulator to inject replicas of the errant instruction whenever the error model generates an interrupt.
Note that for this set of experiments, we ran two different configurations for Eigenbench, one with a fixed transaction size and one with random transaction sizes. The importance of transaction size in the obtained results is discussed later in Section 5.4.
From Figure 6 we observe that both Edge-TM policies achieve significant energy savings compared to GDBS. Results for the POFF policy are in line with those for PWF, confirming that the conservative approach taken in [20] for the COP assumption is also valuable for intermittent errors. PWF has nearly identical energy consumption to POFF, because both policies disable further voltage scaling upon encountering the first (few) errant transactions, which makes the additional overheads for lazy error detection in PWF negligible. VOMP slightly decreases the energy consumption, as it permanently operates at a lower voltage level by correcting the sporadic errors. A similar operating mode is valid for FaulTM as well. Overall, TURN improves on average by 57% over GDBS, by 21% over POFF/PWF/VOMP and by 24% over FaulTM. These experiments demonstrates that in presence of intermittent errors optimistically lowering the voltage beyond the PoFF pays off, if the technique is controlled to prevent wasteful transaction aborts. 
Energy Savings vs. Transaction Size
Transaction size has a significant impact on the TURN policy. Intuitively, large (i.e., long-lived) transactions have higher probability to experience an error when operating at low voltages, while several small transactions might successfully commit at the same operating point.
To test the effect of transaction sizes on the opportunities for energy savings, we configure the Eigenbench to operate with four different transaction sizes: small (500 cycles), medium (5,000 cycles), large (50,000 cycles) and extra large (500,000 cycles). Figure 7 shows the energy consumption for GDBS, POFF and TURN normalized to GDBS for each transaction size. The TURN policy achieves 58%, 53%, 46% and 37% improvement over GDBS for small, medium, large and extra large transaction size respectively. The energy improvement over the POFF policy is 30%, 20%, 8% and -3% respectively. The extra large transaction size shows the point for which the optimistic TURN policy starts behaving worse than the conservative POFF policy (energy consumption is increased by 3%). Here, the transaction size is too large for it to complete often enough without encountering errors past the point of first failure. In this case, TURN and POFF both operate above the edge of failure, but TURN has additional overheads because it takes extra iterations before the policy learns that it should operate reliably at the higher safe voltage level.
These results roughly suggest which energy savings can be expected given a particular transaction size. To further study this effect and to test the TURN policy for robustness to dynamically varying transaction sizes, we conduct another experiment. Specifically, we consider three patterns according to which transaction sizes change over time: Increasing, Decreasing and Random. For the first two, transaction sizes are increased/decreased by one thousand cycles at each iteration, while for the third, sizes are randomly determined at each step within the considered range. We consider two transaction size ranges: narrow and broad. Referring to Figure 7 , the narrow range encompasses the sizes considered in the two central groups of bars and it is representative of most of the practical real applications in the embedded domain. The broad range spans the whole set of sizes considered in the same figure and it accounts for scenarios where a big variance in transaction size has to be expected. Every run consists of 100000 transactions. To avoid being completely dominated by the energy and time behavior of the larger transactions, we balance the workload by having more small transactions than large transactions (balanced configuration). In essence, we make the cycles spent on each transaction size approximately the same. This often results in changing the transaction size after several executions with the current size, which has a beneficial effect on the behavior of the TURN policy (more steady samples from which to adjust). To remove this bias we thus also consider a configuration where transitions between one transaction size and the other are abrupt (i.e., we change transaction size at every iteration). Figure 8 shows the results for this experiment. We plot energy for POFF and TURN, normalized to GBDS. Focusing on the Narrow range, when the workload distribution is balanced we achieve the highest savings, around 50% compared to GBDS and around 18% compared to POFF. These results are in line with what was shown in Figure 7 , as the considered transaction sizes for these experiments lie in the central area of that plot. Note that when changes in transaction size are abrupt, TURN experiences a higher number of aborts, which reduce to 15% the savings compared to POFF.
A similar trend can be observed for the broad range, but the higher variance in transaction size shrinks the margins for operating below the point of first failure, which brings us closer to the POFF policy. Here, TURN achieves on average 7% improvement over POFF in the balanced workload cases and 2% in the abrupt ones. Of the three patterns, Increasing seems to consistently do slightly better than the others. To explain this, Figure 9 shows the behavior of the TURN policy for the three patterns, considering the broad range and the balanced workload. These plots show execution cycles (time) on the x-axis, voltage level on the primary y-axis (left, blue curve) and number of aborts and commits on the secondary y-axis (right, circular and triangular cloud points).
For the Increasing patterns transactions are initially very small, which leads the TURN policy to quickly reach very low voltage levels. Aborts are mainly clustered towards the initial phases of the program, when there is a first transition in transaction size that makes them too lengthy to execute error-free at that voltage level. The system then operates steadily without changes until a second transition brings the voltage one level up again; no further adjustments are required from that point on. The Decreasing pattern experiences all its aborts towards the late stages of the program (again, when the transactions are small). From the point of view of the energy consumption this is less convenient, as (compared to the Increasing patterns) the time it takes for the policy to stabilize is longer (note that the x-axis is logarithmic) and while doing so it lingers at higher voltage levels. Note that the number of aborts is always very small compared to the commits (right y-axis is also logarithmic). The Random pattern, as expected, experiences aborts throughout the entire program life. However, the policy is capable of reacting timely to workloads variations, which in the end leads to no relevant difference in energy savings compared to the other patterns.
We conclude that even though it is best to keep transactions as small as possible, our technique is capable of energy savings for various transaction sizes and access patterns. Adding the capability to dynamically adjust transaction size at runtime would provide an extra level of freedom in designing runtime policies for online selection of the most suitable transaction granularity. We leave this exploration for future work.
CONCLUSIONS
In this paper we propose Edge-TM, an adaptive HW/SW error management scheme that is based on HTM for error recovery that is capable of dealing with intermittent timing errors and the COP. Edge-TM encompasses two SW error management policies. The first, called POFF, is a simple policy that scales down the voltage for energy savings while allowing operation just above the edge of failure. The second, called the 'Thrifty uncle/Reckless nephew' (TURN), is a more risky, adaptive policy that optimistically scales the voltage beyond the edge of failure and adjusts it using the feedback provided by HTM, with the goal to achieve better energy savings. Experiments on an embedded platform show that Edge-TM can achieve significant energy savings compared to existing techniques, with a nominal area and time overhead. Specifically, POFF and TURN achieve a 45% and 57% improvement over conservative guard-banding, respectively. TURN is also capable of an extra 21-24% improvement over existing state-of-the-art error tolerance solutions. Our findings indicate that the obtained energy savings are affected by transaction size and different workload patterns. We conclude that the combination of carefully tuned SW error management policies and HTM-based error recovery can provide significant energy savings compared to existing solutions.
