In this study we present a new frame work for clustering that uses an Improved K-Mean with Steepest ascent (Gradient) Technique. The basic idea of this paper is to use a Color Descriptors which work on RGB and HSV color space after that this result is used by Improved K Mean with Steepest ascent (Gradient) algorithm. In which it used a heuristic local search algorithm that provide additional information about the solution. In this direction it gives the effective result of clustering that provide stability and performs better in global searching.
INTRODUCTION
In image fusion main task is to give purity for image retrieval because over the last few days' documents have been changed from text documents to multimedia documents containing text, images, audio and video and in computing world a large amount of data is search and retrieved so for that Clustering algorithm is a vital field for research area, different clustering algorithm have been represent but there is a problem for clustering purity, algorithm stability and global searching so a method is introduced which used some other heuristic information with the help of it increase the searching probability. K-means [9] was proposed by Macqueen in 1967 . It uses the Heuristic information to make the search more objective in order that the searching efficiency is improved. Its basic idea is that the clustering number K is assigned, firstly creating an initial partition stochastically, then using iteration method to improve the partition through moving the clustering centroid continually until the best partition is obtained [5] .
In conventional clustering method centroid value is depending on Cluster value so it's changed according to changing in cluster value so it's a main problem. And it not provide a best centroid value, so to solve this problem an improved K means Algorithm is developed with heuristic local search algorithm. This Provides additional information. This gives the best centroid value and stability in clustering.
In content based image retrieval (CBIR) Visual information plays an important role, this information describe the image feature like color texture and shape which is used for image retrieval. Color is the visual feature most used in CBIR system and also the most explored in literature [3] .Color descriptors originating from histogram analysis have played a central role in the development of visual descriptors [7] .In CBIR system in last research mainly used different Color spaces for image retrieval like RGB, HSV, YCrCb [7] .The HSV and RGB color space is mostly used by researcher in last decade. The RGB and HSV are nonlinear but it is reversible. This paper Present six sections section 2 describes K Mean Algorithm, section 3 Suggest the concept of Improved K mean With Steepest Ascent (Gradient) Technique, in section 4 represent the Flow chart of proposed method section 5 represent the experiment result and the last one section 6 describe the conclusion and future work.
K MEANS ALGORITHM
CLUSTERING problems arise in many different applications, Such as data mining and knowledge discovery [6] .In clustering algorithm different approaches is used hierarchical clustering is one of them but it is not efficiently work on large data set so that's way a K mean clustering is used to perform a faster and accurately on large data set.
In K Mean clustering defined the value of k and initializes the K cluster center. K-Means is a popular clustering algorithm which adopts an iterative refinement procedure to determine data partitions and to compute their associated centre of mass, called centroids [1] , partition the objects to the nearest clustering centroid to form a cluster according to the Nearest-Neighbor rule [5] , then compute the mean value of each cluster and make it the new clustering centroid [8] and in K mean work in iterative manner and used a error rule Function E .the error function is as follows:
Where p denotes the object in space, mi is the centroid of cluster C i . The smaller E is, the more similar within group data is [4] The time complexity of the k-means algorithm is O(nkl), where n is the number of objects and k is the number of clusters, and l is the number of iterations [2] .K Means Clustering is used a datasets which has collection of n objects. Then partitioning a set of data (n) into a set of meaningful sub classes (K) called clusters and where the summation of Error is minimal.
1. Select the value for K.
Decide K initial clustering centroids randomly;
3 Partition all the objects to the corresponding clusters according to the nearest-Neighbor cluster center; 4. Calculate the sum value of each cluster and re-estimate the cluster centroids.
5. Check the error function E, if it is smaller then finish condition exit, otherwise go to3, repeat the process.
6. Output.
I-K MEAN WITH STEEPEST ASCENT METHOD
Improved K Mean algorithm is used to improve the cluster accuracy and perform a better global search it used the Heuristic local search algorithm steepest Ascent (Gradient) method to improve the clustering result.
Improved I-K mean with steepest Ascent Algorithm
Input: Data set includes n objects and selects the value of K.
Output: K cluster which contain best set of objects.
1. Decide the value for K.
Stochastically select K initial clustering centroids.
3. Decide the class memberships of the N objects by assigning them to the nearest cluster center using the nearest neighbor rule.
Compute the mean value of each cluster and renew the cluster centroids;
5. Applying steepest ascent Algorithm.
5.1.
Initial state (q) = set of renew clusters which has selected n objects.
For loop until a goal images found and complete
loop not change the initial state. 5.3 Generate a new result R by adding the most accurate result object in initial state (q) and remove the previous objects 5. 4 Compare all the set elements in initial state which is nearest to goal. 5.5 Select n element of R which is more minimal value form goal.
if value R( r ) < value q(n) then Retrieve the R(r), initial state (q) = r.
Else if value R(r) = value q (n) then initial state (q) = r.
Update the value of Initial state (q)
Else Exit
FLOW CHART OF PROPOSED METHOD
In the proposed methodology I have taken a color image and following computations are carried on it which is divided into four main steps: 
EXPERIMENT AND RESULT
To show that our approach is better than the Previous K mean algorithm we perform different experiment on the real data base set in we check the cluster accuracy , running time and error 
Clustering Accuracy
In Clustering accuracy we can simply compute the correctly classified objects for each cluster c and then summing up the number and then dividing by the dataset cardinality.
Cluster Accuracy = Number of images correctly retrieve Total number of images in data set
Error Rate
Normally error rate is computed by to check the correct clustering information which would not be available and calculating this factor which represent the quality of both algorithms.
Running Time
In running time factor is computed by checking that how much time it take to generate the result so it is basically computed by wall clock in second and with the help of it check the running time efficiency of both algorithms 
CONCLUSIONS AND FUTURE WORK
The main objective of this paper; a method for here could improve the effective and efficient image retrieval using improved K means algorithm with steepest ascent (Gradient) method. Firstly we have converted the RGB images into a HSV color spaces and get the histogram value of the query image and database images after that we applying improved K means algorithm with steepest ascent (Gradient) method using the local heuristic search method to improve the cluster purity and give efficient image retrieval in the form of cluster.
This work is based on static image database and animated images used broadly in multimedia database. So in future work it improved the static data base. This work based on Descriptor concept and used a color Descriptor, so in future it used the Different types of Descriptors like Texture and Shape Descriptor. And it also used the combination of all these three Descriptors.
