Wireless communications in aircraft cabin environments have drawn widespread attention with the increase of application requirements. To ensure reliable and stable in-cabin communications, the investigation of channel parameters such as path loss is necessary. In this paper, four machine learning methods, including back propagation neural network (BPNN), support vector regression (SVR), random forest, and AdaBoost, are used to build path loss prediction models for an MD-82 aircraft cabin. Firstly, machine-learning-based models are designed to predict the path loss values at different locations at a fixed frequency. It is shown that these models fit the measured data well, e.g., at 2.4 GHz central frequency the root mean square errors (RMSEs) of BPNN, SVR, random forest, and AdaBoost predictors are 1.90 dB, 2.20 dB, 1.76 dB, and 2.12 dB. Subsequent research is engaged to forecast path loss at a new frequency based on available information at known frequencies. Additionally, to solve the data limitation problem at the new frequency, we propose a path loss prediction scheme combining empirical models and machinelearning-based models. This scheme uses estimated values generated by the empirical model according to prior information to expand the training set. To verify the performance of this scheme, measured samples at 2.4 GHz and 3.52 GHz, as well as samples generated by the empirical model are employed as the training set for the path loss prediction at 5.8 GHz. The RMSEs of BPNN, SVR, random forest, and AdaBoost models are 2.49 dB, 2.78 dB, 2.54 dB, and 3.76 dB. In contrast, without samples generated by the empirical model, the RMSEs of those models are 3.84 dB, 4.94 dB, 6.57 dB, and 6.77 dB. Results show that the proposed data expansion scheme improves prediction performance when there are few measurement samples at the new frequency.
signal-to-noise ratio (SNR), and carrier-to-interference (C/I) ratio [4] . Therefore, it is necessary to establish accurate and flexible path loss models for cabin environments.
Until now, many researchers have carried out measurement works and modeling analysis for the wireless transmission environment inside an aircraft cabin. In [5] , the in-cabin large-scale distance-dependent propagation path loss was modeled by the standard log-distance path loss model at 1.8 GHz. In [6] , radio propagation measurements were taken at 2.45 GHz and 5.8 GHz in a Bombardier CRJ700 jet aircraft, and large-scale and small-scale parameters were extracted for line-of-sight (LOS) and non-line-of-sight (NLOS) scenarios, including path loss exponent, root mean square delay spread, and multipath fading. In [7] , results of a narrowband measurement campaign conducted inside a Boeing 737-400 aircraft were presented at three different frequency bands: 1.8 GHz, 2.1 GHz, and 2.45 GHz. In addition to a simple log-distance model, a deterministic model based on physical optics (PO) techniques was presented to provide a reasonable match with the measurements. In [8] , finite difference time domain (FDTD) technique and a large-scale parallel computing technique were used to precisely estimate the electromagnetic field distributions in a Boeing 777 class large passenger aircraft. In [9] , a real-time aircraft wireless cabin model was established with the ray-tracing algorithm, and the simulation data produced by the model can be used for statistical modeling.
The aforementioned in-cabin path loss modeling works are mainly based on the classical modeling methods and can be roughly classified into two categories. One is empirical models based on statistical analysis [5] [6] [7] , and the other is deterministic models based on electromagnetic calculation [7] [8] [9] . The empirical models are computationally efficient and easy to implement. However, they often fail to provide accurate path loss values at specific locations. Also, large differences between the measured scenarios and the ones to be predicted will significantly increase the prediction bias [10] .
In general, deterministic models are more accurate than empirical ones. Nevertheless, deterministic models require detailed environment information and usually rely on a three-dimensional (3D) map, which leads to high computational complexity. Besides, these models are site-specific, i.e., repeated calculations are needed once the environment changes [11] .
Path loss prediction can be viewed as a supervised regression problem which can be handled by machine learning methods. In recent years, the existing research results have proved that the path loss models based on machine learning can provide more accurate path loss prediction results than the empirical models, and are even more computationally efficient than deterministic ones [11] [12] [13] [14] [15] . In indoor environments, the ANN-based models proposed in [16] showed good prediction performance. In [17] , a hybrid-empirical neural model was proved to be able to predict the path loss values accurately due to its ability to consider many influences.
In [18] and [19] , the authors developed ANN models for path loss prediction in office environments. A multi-wall and multi-frequency environment was considered in [18] and body shadowing and furniture effects were taken into account in [19] .
For the in-cabin environment, a path loss prediction modeling method based on support vector machine (SVM) was proposed in [20] . This method predicted the path loss values of unmeasured points by establishing the correlation relationship among the path loss values of adjacent locations. However, it ignored the influence of environmental parameters such as distance on the path loss values. In addition, only one machine learning algorithm and a single frequency band were considered in [20] .
There are two motivations for this study. First, we evaluate the feasibility of different machine-learning-based models for predicting the in-cabin path loss. There are many kinds of machine learning algorithms with different structures. Our goal is to verify whether these models can provide accurate prediction results in this specific scenario at different frequency bands. Second, when a new frequency band is applied in the aircraft cabin, it is difficult to collect enough data for building an accurate model in a short time because of time-consuming and labor-intensive channel measurements. However, insufficient data samples will cause performance degradation for the machine learning methods. Thus, we propose a data expansion scheme which can build the path loss prediction model with limited measured samples.
The major contributions and novelties of this paper can be summarized as follows.
1) In an aircraft cabin environment, we verified the feasibility of different path loss prediction methods by comparing with the measured data. Several candidate machine learning algorithms, including BPNN, SVR, random forest, and AdaBoost, are employed to construct the path loss model for the aircraft cabin scenario.
2) The feasibility of path loss prediction using machine learning methods is evaluated with no or limited data at the new frequency. It is shown that the path loss values of the new frequency can be predicted by utilizing the measured samples of the known frequencies.
3) To further improve the prediction accuracy of the path loss values at a new frequency, we propose a data expansion scheme, which combines machine learning and empirical models to expand the training set.
The remainder of this paper is structured as follows. The measurement campaign and path loss extraction are described in Section II. Section III introduces multiple machine learning algorithms for path loss prediction, including BPNN, SVR, random forest, and AdaBoost. In Section IV, the measurement results are used to validate the feasibility and accuracy of the proposed methods. In Section V, we propose a data expansion scheme combining empirical models and machine learning methods. At last, conclusions are drawn in Section VI. 
II. MEASUREMENT DESCRIPTION AND DATA POST-PROCESSING
The Tsinghua University (THU) channel sounder [21] was adopted for the measurement campaigns. It worked at the central frequencies of 2.4 GHz, 3.52 GHz, and 5.8 GHz, with a bandwidth of 40 MHz [22] . At the transmitter (Tx) side, a commercial signal generator was used to periodically generate a chirp serial signal. The transmitted radio frequency (RF) signal was fed to seven distributed transmit antennas equipped on the top of the cabin through a seven-branch microwave switch. At the receiver (Rx) side, an omnidirectional antenna with the same type as the Tx antenna was used. The signal was received by a receiver and then stored in a server. At last, data processing was finished off-line to get channel impulse responses.
Time-division multiplexing switching scheme was employed to carry out the channel measurements. At the Tx side, the seven antennas transmitted the test signal in turns and only one antenna worked at each time slot. The test signal length t p was 12.8 µs. A guard interval with the length of t p was inserted between adjacent test signals to protect the test signal from the excess delay infection. Then, a total snapshot interval was 7 × 2t p = 179.2 µs. The major configurations are shown in Table 1 .
At the Tx side, the complex response of each tunnel including the feeder, cable, switch channel, etc., was recorded by a vector network analyzer. The same calibration process was carried out at the Rx side, too. All the recorded data were used to calibrate the different tunnels at both receiver and transmitter. More details about the channel sounder and the calibration method can be found in [21] .
2) MEASUREMENT CAMPAIGNS
As illustrated in Fig. 1 and Fig. 2 , there were 147 seats arranged in 32 rows in the MD-82 aircraft. The first 3 rows were the business class seats and the rest 29 rows were the economy class ones. Measurement campaigns were mainly conducted in the economy class section. The economy class section was 24.5 m long, 3.11 m wide, and 2.06 m high. The aisle width was 0.5 m. The separation between adjacent rows was 0.7 m. Seven red dots represented the seven distributed Tx antennas (indexed by Tx1-Tx7), with the equal distance interval of 2.9 m. These antennas were 1.68 m above the floor.
The Rx antenna was placed on the backrest with 1.09 m height above the floor to mimic the practical phone call application scenarios. There is no obstruction between the Rx antenna and each Tx antenna. During the measurements, the Rx position was changed to all 110 seats from the 1st row to the 22nd row in the economy class as shown in Fig. 2 . At each position, the Rx antenna was moved in a 4λ-size region along with the backrest to collect channel data with independent small-scale fading. This region size was selected to remove the effects of fast fading as suggested in [23] , [24] . It is worth noting that, the aircraft was parked and no passengers were in the cabin, so the environment can be viewed as quasistationary during the measurement campaigns.
B. DATA POST-PROCESSING
Based on the obtained channel impulse responses, the received power corresponding to each receiving position can be obtained by the following steps. Firstly, in order to eliminate the influence of noise, it is necessary to demarcate the noise threshold according to the average power value of the noise in each snapshot. The noise threshold in this study is 6 dB, which is four times the average noise power. Then, the power values exceeding the noise threshold are summed to obtain the total power in each snapshot. Finally, the power values within multiple snapshots were averaged to remove the effects of small scale fading. The specific calculation process of the received power can be expressed as follows [25] .
where h (·) is the measured impulse response, m is the time index, t rep = 179.2 µs is the snapshot time interval, n is the delay bin index, τ rep = 10 ns is the delay interval between two consecutive delay bins, N t = 50 is the number of snapshots, and N τ = 2560 is the number of delay bins in each snapshot. According to the calculated received power and the values of the transmitted power and antenna gains shown in Table 1 , the path loss value of each backrest position can be extracted for subsequent modeling.
In this study, we collected all samples for each backrest position from row 1 to row 22 in the economy class with all seven Tx antennas at three different working frequencies of 2.4 GHz, 3.52 GHz, and 5.8 GHz. Then, there are 770 samples for each operating frequency and the total number of collected samples is 2310. Each sample consists of three input features (d l , d w , f s ) and an output PL. Here, f s is the central frequency and PL is the measured path loss value. As shown in Fig. 1 , (d l , d w ) are the relative coordinates of the Rx antenna position with the Tx antenna as the origin. In this study, we considered seven Tx antennas at different locations, so (d l , d w ) reflected the relative positions of Rx antenna relative to the working Tx antenna. These samples are divided into the training set and the test set. The former is employed for model learning and establishment, and the latter is used to evaluate the generalization performance of the trained model.
III. MACHINE-LEARNING-BASED MODELS
Path loss prediction in this study can be regarded as a typical supervised regression problem, as it is to predict continuous variable values with labeled data. Many machine learning algorithms, like BPNN, SVR, random forest, and AdaBoost, can be employed to solve this type of problem. These machine learning algorithms establish the mapping relationship between the inputs and outputs based on the input features and the corresponding path loss values in the training set. Furthermore, the path loss values under new conditions are predicted by the trained model.
The main principles of several supervised learning algorithms that were chosen to build path loss prediction models for the cabin environment are described in this part. Subsequently, some training steps are further explained.
A. PREDICTION MODEL BASED ON BPNN
BPNN is a kind of multilayer feed forward neural network trained by the error back propagation algorithm. It can represent the implicit nonlinear relationship between inputs and outputs and has strong abilities in nonlinear dynamic processing [26] .
BPNN topological structure usually includes an input layer, one or more hidden layers, and an output layer. We employ a typical three-layer BPNN structure for singlevalued regression prediction is shown in Fig. 3 [11] . The neurons in the input layer are used to receive the input features and the neuron in the output layer is to produce the predicted value. In this study, the inputs include the relative coordinates (d l , d w ) and frequency f s . The path loss is the only output of the network.
The next issue is to determine the number of hidden layer and the number of hidden layer neurons. In [15] , it is proved that simple artificial neural networks, such as feedforward artificial neural networks with one hidden layer and only a few neurons in the hidden layer, can provide sufficient path loss prediction accuracy. In addition, compared with noncomplex structures, neural networks with multiple hidden layers and neurons may lead to lower generalization characteristics. Therefore, considering the size of data and the complexity of the model, a BPNN model with a single hidden layer is adopted in our work, and the number of hidden-layer neurons varies between 2 and 8 at intervals of 1 to search the best structure. To select the number of hidden layer neurons, we compare the prediction performance of BPNNs with different numbers of hidden layer neurons. Table 2 shows the comparison at 3.52 GHz and results are similar at the other two frequencies. The root mean square error (RMSE) and the mean absolute percentage error (MAPE) are employed to evaluate the prediction performance. The definitions of these two metrics can be expressed as follows [27] .
where Q is the total number of test samples, PL q is the measured data, and PL q is the predicted value. It is illustrated that the number of hidden-layer neurons varies between 2 and 8 have similar impacts on the prediction performance. Thus, considering both the network complexity and the prediction accuracy, we finally set the number of hidden layer neurons as 4.
The learning process of the BPNN-based model consists of two parts: forward propagation of signal and backward propagation of error. Given a set of training samples as
is a feature vector, N is the number of training samples, and y i = PL i is the target output, i.e., path loss value. The output of the neural network y i can be described as [11] 
where ω lr and ω r are the weight values from the lth neuron of the input layer to the rth neuron of hidden layer and from the rth neuron of the hidden layer to the neuron of the output layer, respectively. β r and θ are thresholds of the rth neuron of the hidden layer and the neuron of the output layer, respectively. L and R are the numbers of neurons in the input layer and the hidden layer, respectively. f r (·) and f o (·) are transfer functions for the neurons in the hidden layer and the neuron in the output layer, respectively. Backward propagation is to propagate the error and adjust the weights and thresholds. The optimal values of the weights and thresholds are found by minimizing the mean square error between the measured path loss value and the desired output of the model. In this study, the Levenberg-Marquardt algorithm is chosen as the gradient descent algorithm in this study because it has a fast convergence at the expense of memory consumption [14] . It should be noted that all initial weight values and thresholds are set randomly. They are adjusted and renewed at each new iteration until the algorithm converges.
In the training procedure, the evolution is influenced by the accuracy threshold and the validation checks in early stopping algorithm. Once the prediction accuracy is satisfied or the validation set error index does not decrease within a certain number of consecutive iterations, the training process is terminated. In this study, the accuracy threshold is set as 0.001 and the validation checks for early stopping algorithm are set as 6. The numbers of epochs are different under different conditions. In general, when the network achieves the optimal performance, the number of epochs is between 30 to 40.
B. PREDICTION MODEL BASED ON SVR
As an extension of SVM, SVR has been successfully used for dealing with nonlinear regression problems. The main idea of SVR is to map input data from the low-dimensional space to a high-dimensional feature space through nonlinear functions and search an optimal hyperplane in the high-dimensional feature space to make the sample points fall on this hyperplane as far as possible [28] . An important issue in SVR is the kernel function which realizes the mapping process. In this study, the Gaussian kernel with a tunable parameter γ is chosen as the kernel function [29] . Thus, the parameters that determine the performance of the model include regularization coefficient δ, insensitive loss ε, and the kernel function parameter γ according to the previous description. In this study, the insensitive loss ε is set to 0.2. The grid search method is used to find the optimal combination of δ and γ , where δ is set in the range of 1 to 100 with the interval of 2, and γ is set in the range of 0.1 to 1 with the interval of 0.1.
C. PREDICTION MODELS BASED ON RANDOM FOREST AND ADABOOST
Random forest and AdaBoost, which are both based on the decision tree theory, are also taken into considerations for the in-cabin path loss prediction. Random forest [15] introduces two random processes on the basis of bagging. The first random process is in the sample selection, the training samples of each decision tree are a subset of all training samples, and each subset is randomly sampled from the training data by the bootstrap algorithm. The second random process is in the feature selection. The node division of the decision tree is firstly to randomly select k features from all features, and then select the optimal feature from the k features for node division. The multiple decision trees can be generated by repeating these two steps. The final prediction of the random forest is the average of the predictions of the multiple decision trees.
The AdaBoost algorithm [15] uses another kind of ensemble learning algorithm which is called boosting, which is to superimpose the base learner layer. Each layer gives higher weight to the sample predicted wrong by the previous base learner when it is training. The final prediction result is the weighted sum of the prediction result of each layer based on the structure. In the following analysis, the performance of random forest and AdaBoost algorithms will also be evaluated.
D. PROCESSING BEFORE MODEL TRAINING
In order to implement the path loss modeling based on the machine learning methods, the collected samples are divided into training samples and test samples. Each sample includes a path loss record and corresponding input features. Based on the training samples and selected algorithms, the models are trained and their parameters are tuned.
It is worth noting that BPNN and SVR are sensitive to the scale of the input space. Besides, normalization processing is also helpful for speeding up the convergence and improving the generalization performance. Therefore, normalization should be carried out before the model training. In this study, all inputs and output are compressed within the range of −1 to 1 and the normalization method can be expressed as [14] x
where x is the value that needs to be normalized, x min represents the minimum value of the data range, x max represents the maximum value of the data range, and x N is the value after normalization. In [15] and [30] , it is mentioned that decision trees, the core component of the random forest and AdaBoost algorithms, are not sensitive to independentvariable scaling or the inclusion of irrelevant variables. Thus, the feature scaling is not required by random forest and AdaBoost algorithms. After that, the training samples are randomly divided into those for training and those for validation. 20% of the training samples are randomly selected to validate the model parameters.
IV. COMPARISON OF PATH LOSS PREDICTION PERFORMANCE BASED ON MACHINE LEARNING AND CLASSICAL MODELS
In this section, we evaluate the feasibility and accuracy of the two machine-learning-based path loss prediction models. Firstly, we consider the ability to predict path loss at different locations at a fixed frequency. Then, the models trained on the data from two known frequencies are exploited to predict the path loss values at a new frequency.
For comparison, the log-distance model was taken as a reference. Log-distance model [31] , [32] can be used to characterize the relationship between path loss (in dB) and logarithmic distance at different frequencies, and it can be expressed as
where d is the distance between the Tx antenna and the Rx antenna (in meter), f c is the radio frequency (in GHz) and f 0 is the reference frequency (in GHz), and the fitting parameter C describes the path loss frequency dependence. The fitting parameter A includes the path-loss exponent, which describes how fast the path loss increases with Tx-Rx separation, and B is the intercept. These two parameters can be fitted by a minimum mean square error (MMSE) estimator. In the following analysis, f 0 = 2.4. Besides, the frequency-dependent component C is set to 20, which refers to the settings for indoor environments in [32] .
Besides the RMSE and MAPE, the mean absolute error (MAE) and the correlation coefficient are also used to evaluate the performance of the models with the following expressions [16] , [33] .
where PL and PL are the mean values of PL q and PL q , respectively.
A. PREDICTION PERFORMANCE IN THE SPATIAL DOMAIN
In order to verify the feasibility and effectiveness of the machine-learning-based path loss models in aircraft cabin environments, firstly we use them to predict the path loss values at different positions. For every single frequency, 770 samples are divided into the training set and the test set. Samples corresponding to line A, C, and E are included in the training set to train the models, while the samples corresponding to line B and D are in the test set to assess the performance of these models. The prediction results of log-distance, BPNN, SVR, random forest, and AdaBoost models at 2.4 GHz, 3.52 GHz, and 5.8 GHz are illustrated in Table 3 . Here, take the results of 2.4 GHz as examples for analysis. As illustrated in Table 3 , the RMSEs of log-distance, SVR, random forest, and AdaBoost models are 3.12 dB, 1.90 dB, 2.20 dB, 1.76 dB, and 2.12 dB at 2.4 GHz. Compared with the log-distance model, the machine-learning-based models provide better prediction performance. Similar to the results at 2.4 GHz, these models also outperform the log-distance model at 3.52 GHz and 5.8 GHz.
In addition, the measured data and the predicted values of these three prediction models for different Tx antennas at 2.4 GHz are depicted in Fig. 4 . The horizontal axis represents the index of test samples. For each Tx, the former 22 samples and the latter 22 samples correspond to the samples of line B and line D, respectively, in the order of row 1 to row 22. The vertical axis represents the corresponding predicted path loss values for each sample in dB. The results show that the path loss increases with the antenna-separation distance. For example, the path loss values of rear rows are greater than those of front rows when T × 1 is selected as the transmit antenna. The path loss values of T × 4 are more concentrated because T × 4 is located in the center of the measurement area and the antenna-separation distance range is smaller.
B. PREDICTION PERFORMANCE IN THE FREQUENCY DOMAIN
In order to ensure that aircraft passengers can enjoy reliable and high-speed wireless network services, there is bound to be a variety of wireless access technologies in the cabin environment. With the growing demand for higher data rate, new frequency bands will continually be exploited. In general, a large number of measurement campaigns need to be carried out at the newly introduced frequencies. However, it is very time-consuming and costly to obtain a large amount of measured data at these new frequencies in a short time, especially when the aircraft has already been in operation.
For achieving adaptability to frequency changes, empirical models, like the path loss model used in [32] , extend the frequency range of the model by adding a frequency-dependent component. Machine-learning-based models provide a new solution by using frequency as an input feature. Then, the path loss values can be predicted on the basis of some existing data at already known frequencies. Meanwhile, it is worth noting that the new frequency cannot deviate far from the old ones, because different mechanisms of electromagnetic wave propagation may lead to poor prediction performance. In this section, an attempt has been made to explore the feasibility of realizing the prediction of the path loss values at a new frequency based on machine learning methods. We assume that 5.8 GHz is the newly introduced frequency and the path loss values at this frequency are to be predicted. The samples at 2.4 GHz and 3.52 GHz are treated as known information to build prediction models for path loss. There are two schemes designed as follows.
1a) The measured samples at 5. The prediction results of the two schemes and those of the log-distance model are shown in Table 4 . The path loss values of log-distance model at 5.8 GHz are obtained from (6) , and the MAE, RMSE, MAPE, and correlation efficient of the logdistance model are 7.68 dB, 8.29 dB, 14.68%, and 88.13%, respectively.
As per the results of Scheme 1a and Scheme 1b, the machine-learning-based models outperform log-distance model at the new frequency. In Scheme 1a, when the samples at 5.8 GHz are not used during the training process at all, the machine-learning-based models have higher prediction accuracy than that of the log-distance model. It indicates that machine learning is a feasible solution for path loss prediction when there is a new frequency extension.
Compared with the results of Scheme 1a, it is illustrated that the prediction accuracy of Scheme 1b is greatly improved when there are a few samples at the new frequency are added in the training set. In fact, the main reason is that the training set of Scheme 1a is unbalanced, and this will result in inferior prediction performance. Scheme 1b alleviates this problem by increasing the number of training samples at the new frequency. It indicates that a small amount of measured data at a new frequency can help to further enhance the prediction performance when using machine-learning-based models.
It should be noted that the selection of the training set has an impact on the performance of the machine-learning-based models. In Scheme 1b, measured samples of row 1, 6, 11, 12, 17, and 22 were chosen to train the model. To investigate the relationship between the model performance and the training set, we further considered several groups of different selected rows as illustrated in Table 5 . The measured data from these groups are employed as the training data and BPNN is used to build the prediction model. The prediction results at 5.8 GHz are also listed in Table 5 .
As shown in Table 5 , the Scheme 1b outperforms others because it can make the distribution of the training samples uniformly in order to reduce the risk of the overfitting. If samples at different areas are not balanced in the training set, the trained model may have poor performance on the test set. Besides, it is shown that more training data can be helpful for the prediction accuracy when Scheme 1b is compared with the schemes with fewer training data, Front3 and Back3.
V. PREDICTION PERFORMANCE OF DATA EXPANSION METHOD
In general, machine-learning-based models are data-driven. Increasing the number of training samples at new frequencies is beneficial to improve the prediction accuracy. The results in Section III.B also proved that, if the data at the new frequency are not involved in model training at all, some specific rules at the new frequency may not be learned. Therefore, it is necessary to provide some samples at new frequencies. Ideally, the best way is to conduct a wide range of measurements to get accurate knowledge of the channel characteristics. Unfortunately, this usually consumes a great amount of resource, and sufficient data cannot be obtained in a short time. In some cases, the measurement campaigns are even not easy to be carried out. It means that there is no data available or only a few measured data can be used for model training. In order to solve this problem, we propose a path loss prediction scheme which combines empirical models and machine-learning-based models. Some data will be generated for the new frequency, and then these data will be used to expand the training set. Fig. 5 illustrates the procedure of the data expansion method. Firstly, since the frequency parameter is also taken as an input feature of the prediction model, the measured data in the known frequencies can be employed for the training samples if the new frequency band is not far from the known frequencies. Then, some supports can be found from the classical models. The classical models like the empirical models describe the mapping relationship between the propagation environment and the path loss values. Although it may not be able to give accurate predictions for all locations in the cabin, at some positions it still can provide good mapping results. Thus, we can use the empirical model to generate the fitted data at the known frequencies.
These fitted data are compared with the measured data to obtain prior information, i.e., positions where the fitting data and the measured data are in good agreement. The square error between the fitted path loss value and measured one at each positions is calculated. Then, positions with small errors can be selected. At these positions, the empirical model can precisely mimic the propagation mechanism between the Tx and Rx antennas. It should be noted the generated data should be tuned by the frequency-dependent component in order to keep the consistency in the frequency domain. These generated samples may characterize the propagation mechanism at the new frequency at these selected portions and can be used to expand the training set.
These generated data together with the measured data are both used to train a model for the path loss at the new frequency band. It should be noted that the new frequency band should be not far from the known ones. For example, in this study, three frequency bands are discussed, including 2.4 GHz, 3.52 GHz, and 5.8 GHz, whose wavelengths are close to each other. It means that the propagation mechanisms of these radio waves are similar. Besides, not all the training samples generated by the empirical model can be used for training purpose. Based on the measured data, we can know the Rx locations where the empirical model fits the measured data well. It means that at these locations the empirical model can mimic the propagation mechanism at the known frequency well. As mentioned above, since the propagation mechanism at the new frequency is similar to that at the known one, it is possible to use the samples at these locations for training purpose.
In this study, the log-distance model is adopted as the empirical model and 30 positions are selected based on the prior information acquired at 2.4 GHz and 3.52 GHz. To generate training samples for 5.8 GHz based on the log-distance model, equation (6) is adopted and the frequency correction factor C is set to 20. Then, the empirical model obtained from 2.4 GHz and 3.5 GHz can be tuned to remove the difference brought by the frequency band. At these positions, 210 path loss values are generated by the log-distance model at the frequency of 5.8 GHz. Then, these estimated samples are added to the training set of the two prediction schemes in Section IV.B to achieve data expansion.
The two improved schemes are detailed as follows. 
A. PERFORMANCE ANALYSIS
The results of the proposed schemes are listed in Table 4 . It can be found that the performance of Scheme 2a is significantly improved compared with the log-distance model and Scheme 1a. It proves that adding empirical values to expand the training set can help to improve the prediction accuracy. Besides, the performance of Scheme 2a is slightly inferior to that of Scheme 1b, since the path loss values of whom calculated by the log-distance model deviate from the measured data. It can be concluded that the estimated data generated by empirical models is an effective alternative to the measured data and is helpful to accurately predict the path loss at the new frequency, especially when measured data are missing and measurement campaign is not easy to carry out.
In addition, machine-learning-based models with Scheme 2b show the best fitting results. The RMSEs of the BPNN, SVR, random forest, and AdaBoost are 2.37 dB, 2.38 dB, 2.22 dB, and 2.91 dB at 5.8 GHz. This is because there are more samples participate in the process of model training. It proves that the accuracy of machine-learningbased models can be further improved with the expansion of the training set. It should be noted that due to the limited space of the aircraft cabin, the number of samples is still very few for the training. Nevertheless, according to the measured data, the RMSEs of the Scheme 2a and Scheme 2b for the machine-learning-based models in Table 3 are smaller than those of the classical log-distance model at 5.8 GHz in Table 2 . The results indicate that using the data expansion methods to predict the path loss can achieve good prediction effects under data-constrained conditions at the new frequency. It is shown that the data expansion method provides an additional choice besides classical empirical models for the fast deployment of the new band.
The performance of Scheme 2b has only a small improvement over Scheme 1b and Scheme 2a. The reason is that when the effective samples can generally reflect the channel characteristics, the increase of training samples has no significant effect on the prediction performance.
To visually demonstrate the prediction performance of the machine-learning-based path loss model, the prediction results of T × 4 at 5.8 GHz are illustrated in Fig. 6 and Fig. 7 . It is shown that machine-learning-based models can provide more accurate path loss prediction results than the empirical log-distance model.
B. VERIFICATION OF MODEL ACCURACY
In support of the obtained results, we represent in Fig. 8 the prediction error distribution of the log-distance model and BPNN-based models for different schemes. The metric [11] representing the proportion of occurrence of the prediction error situated in a given interval is employed to confirm the model accuracy. For an accurate model, prediction errors should concentrate on both sides of zero and the maximum error must be close to zero. As illustrated in Fig. 8 , the prediction errors of the log-distance model and the BPNN-based model of Scheme 1a are widely distributed and their performance is not good, while the BPNN-based models of Scheme 1b, Scheme 2a, and Scheme 2b show similar and high prediction accuracy since more than 95% of the prediction errors are located in the range of −5 dB to +5 dB and the absolute value of the maximum error is not exceeded by 10 dB. Additionally, the prediction error distribution of Scheme 1b concentrates near zero because the path loss values involved in the training set are all actual measured values. SVR has similar results to BPNN.
VI. CONCLUSION
In this paper, path loss values in aircraft cabin environments have been predicted by employing different machinelearning-based methods. The in-cabin measured data have been obtained at the frequencies of 2.4 GHz, 3.52 GHz, and 5.8 GHz and utilized to verify the prediction performance of the methods. The results have shown that machine-learningbased methods outperform classical log-distance model with the prediction performance at a single frequency. For example, the prediction RMSEs of the log-distance model, BPNN, SVR, random forest, and AdaBoost are 3.12 dB, 1.90 dB, 2.20 dB, 1.76 dB, and 2.12 dB at 2.4 GHz. For the multiple frequency bands, path loss values at 5.8 GHz have been predicted based on the measured data at the frequencies of 2.4 GHz and 3.5 GHz. Without measured data at 5.8 GHz, the prediction RMSEs of the BPNN, SVR, random forest, and AdaBoost are 3.84 dB, 4.94 dB, 6.57 dB, and 6.77dB. If a few measured samples at 5.8 GHz are added to the training set, the prediction accuracy can be further improved. Finally, a data expansion method is proposed to expand the training set at a new frequency. The empirical model has been used to generate partial data samples at specific locations where the propagation mechanism can be described precisely at the known frequencies. With few measured data at 5.8 GHz and sample generated by the empirical model, the RMSEs of the BPNN, SVR, random forest, and AdaBoost are 2.37 dB, 2.38 dB, 2.22 dB, and 2.91 dB at 5.8 GHz. This work can be useful for seeking an accurate and reliable prediction model for wireless communication system design and it is instructive for reducing measurement workload and saving time cost in practical engineering applications.
