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Resumen ejecutivo 
 
La presente investigación busca identificar los principales factores endógenos y exógenos que 
influyen en las decisiones de las empresas sobre la administración del capital de trabajo y 
recursos de corto plazo en compañías del sector manufacturero de Perú y Chile para el periodo 
2007 – 2013. Se espera que el estudio sirva como herramienta de consulta a empresarios, 
inversionistas, analistas crediticios, funcionarios bancarios, entre otros, para comprender que 
existen factores cuantificables que determinan y/o influyen en la gestión de tesorería de las 
empresas, y que la administración adecuada de dichos factores puede definir la viabilidad de la 
compañía o su inevitable extinción.  
 
En ausencia de una teoría robusta y que goce de gran aceptación, el análisis que se plantea es 
exploratorio, tomando como referencia estudios previos realizados para otros países. Durante la 
revisión bibliográfica no se buscó que dichos países guarden semejanzas sociales, políticas o 
económicas con Perú y Chile; por el contrario, se trató de buscar la mayor cantidad de variables 
endógenas y exógenas que enriquezcan los resultados. Dentro de la investigación se recogieron 
los resultados de Mongrut, Fuenzalida, Cubillas y Cubillas (2014), quienes analizaron el 
mercado latinoamericano incluyendo Perú y Chile, así como Pozzo (2008) que analizó de forma 
general el mercado latinoamericano para verificar la consistencia de los resultados.  
 
Para el estudio se tomó una muestra de 47 empresas peruanas y chilenas listadas en el Mercado 
Integrado Latinoamericano (MILA) de un universo de 79 empresas. El criterio para la 
depuración se basó en la disponibilidad de información financiera y consistencia de la misma 
para evitar distorsiones estadísticas. 
 
Las variables dependientes consideradas para el estudio fueron el Ciclo de Conversión de 
Efectivo (CCE) y el Requerimiento de Capital de Trabajo (RCT) en línea con estudios 
anteriores de Nakamura, Naser, Mongrut, Nazir, Manoori y Moussawi; adicionalmente se 
incluyó la descomposición de los factores del ciclo de conversión de efectivo para determinar el 
canal de transmisión tal como lo hizo Nakamura en su estudio del mercado brasileño. 
 
Sobre los factores extraídos de la revisión bibliográfica se agregó variables exógenas que no se 
habían analizado anteriormente, como la expansión crediticia, acceso al mercado de capitales a 
través de la emisión de bonos, volatilidad del tipo de cambio y tasas de interés. La intención es 
validar el conocimiento y experiencia empírica que el sistema financiero, principalmente los 
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bancos, influyen de manera importante en la gestión de tesorería de las empresas a través de sus 
políticas de compras, ventas, inventarios y/o caja mínima. 
 
Para la determinación de los factores, se utilizó una metodología de panel data balanceado de 
efectos aleatorios. Los resultados obtenidos indican importantes coincidencias entre ambos 
países para las variables endógenas. El tamaño, el ROA, las tasas de crecimiento y el CAPEX 
de una empresa tienen una relación inversa con la cantidad de recursos destinados a activos de 
corto plazo; sin embargo, un mayor EBITDA tiende a generar sobreinversiones en activos 
corrientes. Asimismo, se encontró que el principal canal de transmisión en ambas economías, 
son los inventarios. 
 
Como resultado de la investigación, se halló que los factores analizados en economías globales, 
sin discriminar similitudes y/o diferencias socioeconómicas con Perú y Chile, se encuentran 
presentes y su influencia es mayormente igual. Por otro lado, en el análisis de las variables 
exógenas, principalmente el acceso al crédito, no se encontraron resultados concluyentes, 
debido a las restricciones de información con las que se elaboró el presente trabajo. La 
recomendación es ampliar el ámbito de estudio a empresas medianas o grandes que no 
necesariamente cotizan en bolsa y cuya única fuente de financiamiento es el sistema bancario, 
para de esa manera descartar que los bancos ejercen influencia positiva o negativa sobre las 
decisiones de gestión de capital de trabajo de las compañías. 
 
 
 Capítulo I. Introducción 
 
El crecimiento económico en América Latina ha tomado mayor solidez en la última década, por 
ello si se analiza el comportamiento del PBI de los países latinoamericanos desde el 2005 al 
2013 se observa que todos crecen en niveles importantes: Perú (77%), Uruguay (65%), 
Argentina (62%), Bolivia (54%), Paraguay (53%), Colombia (51%), Venezuela (48%), Ecuador 
(46%), Chile (45%) y Brasil (36%). Entre los países que más destacan se encuentran Perú y 
Chile, que no solo mostraron un crecimiento importante sino también argumentos 
macroeconómicos sólidos para mantener dicho comportamiento en el largo plazo. En la misma 
línea, el crédito de la banca comercial se expandió en el mismo período entre 252% y 117% en 
Perú y Chile respectivamente; esto brinda señales claras del comportamiento dinámico de la 
economía y las empresas que la conforman, así como la imperiosa necesidad de administrar 
estratégicamente sus recursos, tanto corrientes como de largo plazo, para asegurar la 
sostenibilidad de los negocios en el tiempo. 
 
Durante la revisión bibliográfica se verificó que existe abundante literatura financiera sobre la 
estructura de capital de la empresa (largo plazo); sin embargo, son pocos los estudios y teorías 
relacionadas con la administración de los recursos corrientes de las compañías, a pesar de que 
existe evidencia empírica de que una gestión deficiente de capital de trabajo de las empresas 
puede llevarlas a la quiebra. 
 
El propósito del presente estudio es realizar un análisis exploratorio a partir de investigaciones 
realizadas en otros países del mundo para identificar factores comunes que influyen en la 
administración del capital de trabajo de las empresas latinoamericanas y contribuir al 
entendimiento de las decisiones de las compañías para gestionar sus recursos de corto plazo. En 
el proceso se buscará evaluar economías similares e incluir factores cualitativos 
macroeconómicos que influyen de manera particular en las economías latinoamericanas. Para la 
investigación se tomará como base las empresas más representativas de los mercados peruano y 
chileno que cotizan en el MILA, debido a que es el mercado integrado más grande de América 
Latina con 565 empresas emisoras, seguido de México (BMV) con 421 y Brasil (BOVESPA) 
con 375; además es el segundo en capitalización bursátil y el tercero en volumen de 
negociación. Finalmente, sobre el universo de empresas listadas se ha seleccionado aquellas que 
pertenecen al sector manufacturero, debido a que es el segundo más representativo luego del 
financiero en número de empresas listadas y uno de los más importantes generadores de empleo 
en las 3 economías. 
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Los estudios empíricos anteriores buscaron identificar factores que influyen en la 
administración del capital de trabajo para diversas empresas en el mundo (emergentes y 
desarrolladas); sin embargo, el alcance de la investigación, los factores analizados y el tamaño 
de las empresas difieren de la realidad latinoamericana y son particulares a cada economía, por 
ello se buscará consolidar la mayor cantidad de variables identificadas y proponer nuevas tanto 
cualitativas como cuantitativas, que cumplen un rol importante para analizar las economías de 
Perú y Chile. 
 
Para la investigación, se tomó una muestra de 47 empresas peruanas y chilenas del sector 
industrial listadas en el MILA durante el 2007 al 2013 (datos trimestrales). El universo de 
empresas de dicho sector es 79 y para depurarlos se tomó como criterio la disponibilidad de la 
información financiera en Economática y Bloomberg, descartando aquellas que no presentaban 
estados financieros completos (individuales o consolidados). 
 
El objetivo principal de la investigación es determinar los factores principales que influyen en la 
administración del capital de trabajo en las empresas manufactureras listadas en el MILA, para 
ello se tomará como referencia estudios previos en economías emergentes. En función a los 
resultados obtenidos de la revisión bibliográfica, se buscará identificar factores comunes entre 
las economías emergentes y latinoamericanas, específicamente Perú y Chile. 
 
La hipótesis de la investigación parte del supuesto de que existen factores endógenos y 
exógenos que influyen en la administración del capital de trabajo de las empresas, los cuales son 
comunes en las economías latinoamericanas y afectan a las compañías de manera distinta en 
mayor o menor magnitud en función al sector, la madurez de la empresa, el ciclo económico, 
entre otros. Además, se buscará analizar la influencia del sector financiero en dichas decisiones 
tomando en cuenta el acceso al crédito de las compañías y su poder de negociación. 
 
Sobre la base de lo mencionado anteriormente, se busca demostrar las siguientes hipótesis: 
H1. Existen factores comunes que afectan la administración del capital de trabajo en las 
empresas industriales de Perú y Chile. 
H2. Existen características propias/naturales de cada sector que determinan el modelo de gestión 
de la tesorería de las compañías latinoamericanas. 
H3. El sistema financiero de Perú y Chile influye sobre las decisiones de tesorería de las 
compañías analizadas. 
  
 3 
Capítulo II. Marco teórico y revisión bibliográfica 
 
El capital de trabajo es un tema relevante para los gestores financieros que dedican importantes 
cantidades de tiempo y esfuerzo a buscar un equilibrio ideal entre el riesgo y el rendimiento, la 
rentabilidad y la liquidez, con el fin de crear valor para la empresa (Lamberson 1995, Appuhami 
2008, Martin y Morgan en Kim y Srinivasan 1991), por ello la falta de (i) comprensión de su 
impacto en la rentabilidad, (ii) claridad acerca de sus factores clave, (iii) capacidad de gestión 
en la planificación y (iv) control de los componentes de capital trabajo, puede llevar a la 
insolvencia y la quiebra de cualquier compañía. Smith (1973) afirma que muchas empresas han 
fracasado debido a la incapacidad de los gestores financieros para planear y controlar los activos 
corrientes y pasivos corrientes en sus empresas. 
 
En las investigaciones revisadas, tanto empíricas como teóricas, existe un amplio consenso en 
que una adecuada administración del capital de trabajo es un elemento central en las finanzas 
corporativas. De acuerdo con Moussawi (2006), en una investigación realizada para empresas 
de Estados Unidos, no solo es importante identificar los factores que determinan el capital de 
trabajo sino además corregir cualquier sobreinversión de recursos, ya que esto generará un 
impacto negativo directo sobre el valor de una compañía.  
 
Existen tres teorías ampliamente conocidas que buscan calcular, en función a señales 
financieras, el nivel óptimo de recursos corrientes que debe mantener una compañía, entre ellos 
se encuentra Baumol (1952) que, conociendo la importancia del manejo de caja de las empresas, 
identifica semejanzas entre inventarios y efectivo, los excesos o déficit en la tenencia de ambos 
afecta directamente la rentabilidad de las operaciones, por ello plantea un modelo que permita 
calcular el saldo óptimo de efectivo que minimice costos financieros. La crítica principal a este 
modelo es que la empresa obtiene y utiliza el efectivo a una tasa uniforme (supuestos 
determinísticos). Otro modelo ampliamente revisado es el de Merton Miller y Daniel Orr (1966) 
que sobre la base del modelo de Baumol incorporó un proceso de generación estocástica donde 
los flujos de efectivo se comportan como un “paseo aleatorio”, asumiendo una distribución 
normal (supuesto de normalidad), de esta manera puede incluirse en el modelo la probabilidad 
de tendencias estacionales en función a su comportamiento histórico. Un tercer modelo es el de 
William Beranek (1963) que asigna una distribución de probabilidades para los flujos de 
efectivo esperados y una función de costos por pérdida en descuentos por pronto pago y 
calificación crediticia frente a proveedores; de esta manera, mientras los egresos de caja sean 
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controlables y cíclicos es posible predecir las necesidades de efectivo y rentabilizar los 
excedentes. 
La investigación se centra en analizar los factores que influyen en la administración del capital 
de trabajo, por ese motivo se considera importante definir primero el indicador adecuado para 
medir el capital de trabajo de las empresas. La teoría económica clásica simplifica la medición a 
la diferencia entre el activo corriente y pasivo corriente; mientras que otros autores consideran 
al ciclo de conversión de efectivo (CCE) como una medida más ácida de gestión, dado que toma 
en cuenta las rotaciones de cuentas por cobrar, cuentas por pagar e inventarios que se 
encuentran íntimamente relacionados con las operaciones de la empresa. 
 
Durante la revisión bibliográfica de trabajos de investigación similares en economías 
emergentes se encontró que la proxy más utilizada para medir la administración del capital de 
trabajo es el ciclo de conversión en efectivo (Nakamura 2012, Naser 2013, Mongrut 2014, 
Manoori 2012 y Moussawi 2006). Esta variable se utiliza porque recoge los principales 
componentes de la operación corriente del negocio; sin embargo, no es la única aproximación 
utilizada; Nakamura, por ejemplo tomó en cuenta cinco variables dependientes: (i) ciclo de 
conversión de efectivo, (ii) periodo promedio de cobranza, (iii) periodo de rotación promedio de 
los inventarios, (iv) periodo promedio de pago a proveedores y (v) ratio de requerimientos de 
capital de trabajo definido como la suma de cuentas por cobrar e inventario entre el activo total 
menos el activo financiero. Con respecto a la quinta variable, la participación de los activos 
corrientes puede diluirse en procesos de expansión o inversión en infraestructura y no 
necesariamente como consecuencia de la administración óptima de los activos corrientes. 
  
Siguiendo un estudio previo, Nazir y Afza, en su trabajo titulado “Working Capital 
Requirements and the Determining Factors in Pakistan”, utilizaron un ratio de requerimientos 
de capital de trabajo construido a partir de los montos totales de caja, inventarios y cuentas por 
cobrar, descontando las cuentas por pagar comerciales, deflactadas por el activo total para 
controlar el efecto del tamaño. La ventaja de realizar estos ajustes es que incorporan al ciclo de 
liquidez como una variable explicativa y la proxy de la administración de capital de trabajo 
considera los saldos mantenidos en caja, que en muchos casos es un monto representativo 
dentro del activo total. 
 
La mayoría de variables explicativas utilizadas en los modelos evaluados son internas, es decir, 
están vinculadas a la situación de la empresa: apalancamiento, tasas de crecimiento en ventas, 
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indicadores de rentabilidad como el ROA, ROE y flujos de caja operativos, monitoreo de la 
gerencia, entre otros. 
 
Algunos trabajos utilizan variables internas proyectadas como las ventas futuras (Moussawi 
2006) o las proyecciones de inversión o CAPEX (Manoori 2012). Otros estudios utilizan 
variables externas, como el PBI (Manoori 2012), la tasa de crecimiento promedio de la 
industria, el índice de Herfindal Hirshman (Moussawi 2006), la Q de Tobin (Nazir 2007) y el 
riesgo país (Mongrut 2014). Sin embargo, utilizando las mismas variables explicativas, los 
hallazgos fueron diferentes en varios casos: Nakamura (2012), por ejemplo, encontró una 
relación negativa significativa entre el nivel de deuda de una empresa y el ciclo de conversión 
de efectivo; por otro lado, Naser (2013) encontró una relación positiva. Estas diferencias pueden 
ser explicadas por la proxy utilizada: Nakamura utiliza un índice que parte de la deuda de largo 
plazo; Naser, el pasivo total menos las cuentas por pagar a proveedores, ambos miden la deuda, 
pero de distinta forma. Naser mantiene el pasivo bancario corriente dentro del ratio calculado y 
es altamente probable que un mayor crédito corriente bancario permita destinar mayores 
recursos a activos corrientes, lo cual daría lugar a una relación positiva. En el caso de 
Nakamura, el ratio de deuda de largo plazo podría indicar que en periodos de inversión en 
infraestructura la deuda corriente tiende a disminuir, debido a que la mayor carga financiera 
obliga a utilizar más eficientemente sus recursos de corto plazo. 
 
Una variable ampliamente estudiada como factor determinante en la gestión del capital de 
trabajo es la rentabilidad; por ejemplo, Naser, Nuseibeh y Al-Hadeya (2013) analizaron 
empresas no financieras listadas en la bolsa de Abu Dhabi utilizando como proxys de la 
administración de capital de trabajo el ciclo de conversión de cash y encontraron que la 
rentabilidad medida por el ROE y ROA mantiene una relación inversa con el CCE; esto se 
explica por la preferencia de las compañías en mantener niveles mínimos de activos corrientes 
(cash) que reducen competitividad y, por lo tanto, afectan su rentabilidad. 
 
Raheman, Afza, Qayyum, Ahmed (2010) analizaron empresas manufactureras pakistaníes entre 
los periodos 1998 al 2007 y encontraron que el margen operativo de las empresas registra una 
correlación inversa y significativa con el plazo promedio de cobro, inventarios, pago a 
proveedores y ciclo de conversión de cash neto. Estos resultados, como indican los 
investigadores, sugieren que las empresas buscan alargar plazos de pago a proveedores tratando 
de mejorar los márgenes. 
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En otro estudio similar para compañías belgas, Deloof (2003) encontró una relación inversa 
entre rentabilidad y la administración de capital de trabajo (WCM) tomando como proxy los 
plazos promedios de cobro y pago entre cliente y proveedores, ya que según la investigación es 
común entre las empresas financiar sus actividades con crédito de proveedores; esto sugiere que 
las empresas buscan mejorar la rentabilidad de sus operaciones a través de la reducción en 
plazos de cobro y el plazo promedio de rotación de inventarios. 
 
Salehi (2012) analizó la relación entre capital de trabajo (medido como ciclo de conversión de 
efectivo), activo fijo y rentabilidad para empresas iraníes y encontró que dichas variables 
guardan una alta correlación, sugiriendo que las inversiones que realizan las empresas en activo 
fijo buscan incrementar la rentabilidad del negocio y eso viene asociado con la necesidad de 
administrar de manera más eficiente el capital de trabajo a través de crédito con proveedores. 
 
Finalmente, en línea con las investigaciones anteriores Yung-Jang (2002) analizó empresas 
japonesas y vietnamitas utilizando como proxys el ciclo de conversión de cash, el ROE y ROA, 
y obtuvo como resultado una correlación significativa e inversa entre dichos factores y varía en 
función al tipo de industria. 
 
Un segundo factor ampliamente analizado es el tamaño de la empresa, debido a que la evidencia 
empírica sugiere que las compañías con activos importantes tienen un mayor poder de 
negociación frente a clientes y proveedores. Naser, Nuseibeh y Al-Hadeya (2013) sugieren que 
el tamaño relativo de las compañías influye en las decisiones de administración de capital de 
trabajo, debido al poder de negociación que va más allá de plazos e incluye en muchos casos 
descuentos por pronto pago o volumen de compras. Las conclusiones de su investigación 
muestran una relación inversa entre el tamaño de las empresas y su ciclo de conversión de cash, 
donde las grandes corporaciones tienden a mantener menores ciclos de conversión de cash. 
 
En línea con lo anterior, Nakamura Palombini y Toshiro Nakamura (2012) encontraron una 
relación inversa y altamente correlacionada entre el tamaño de las empresas con los plazos 
promedios de rotación de inventarios que sugiere que las grandes corporaciones no requieren 
incrementar de manera importante el volumen de su inventario para responder al crecimiento de 
las ventas, ya que llevan un trabajo más coordinado en su cadena de suministro (Just in Time); 
en el caso de los plazos promedio de cobro también encontraron una relación inversa que, según 
explican los autores, se da por el poder de negociación de las compañías que establecen 
políticas de crédito menos flexibles a sus clientes pequeños. 
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En el caso latinoamericano, Mongrut, Fuenzalida y Cubillas Zavaleta (2014) analizaron 
aproximadamente 357 compañías no financieras listadas en Argentina, Chile, Brasil, México y 
Perú entre 1998 y el 2008. Como resultado de la investigación, encontraron una relación inversa 
entre el ciclo de conversión de cash y el tamaño de las empresas latinoamericanas concluyendo 
que la práctica común en dichas compañías es aprovechar su poder de negociación en el 
mercado para reducir su ciclo de conversión de efectivo y solo en algunos casos particulares 
“invierten” en capital de trabajo cuando se espera una expansión importante de las ventas. 
 
Cabe indicar que los estudios empíricos mencionados no llegan a un consenso sobre la 
conceptualización de la proxy a utilizar. Algunos investigadores como Naser y Moussawi 
utilizan el activo total; mientras que otros como Nakamura Palombini, Toshiro Nakamura 
(2012) y Deloof (2003) derivan el tamaño en función al nivel de ventas y suavizan los 
resultados tomando el logaritmo. 
 
Por otro lado, varios estudios incluyen como variable explicativa el crecimiento de ventas sus 
resultados difieren considerando la muestra analizada; por ejemplo, Nakamura Palombini y 
Toshiro Nakamura (2012) encontraron una relación significativa pero inversa entre el 
crecimiento de las empresas y el ciclo de conversión de efectivo que sugiere que las empresas 
con menor crecimiento tienen una inversión más intensiva en capital de trabajo, debido a que las 
empresas con mayor crecimiento tienen un respaldo financiero mayor en línea con la teoría del 
“Pecking Order”. Por otro lado, Naser, Nuseibeh y Al-Hadeya (2013) también encontraron una 
relación inversa entre el crecimiento de las ventas con el ciclo de conversión de efectivo, pero 
concluyeron que este efecto se da porque los altos niveles de expansión de las ventas influyen 
positivamente en la rentabilidad de la compañía y esto resulta en un CCE corto. 
 
Kim (1998) analizó empresas industriales americanas y concluyó que existe una relación 
positiva entre la liquidez de las compañías con el crecimiento de sus ventas; como parte de la 
explicación de sus resultados, mencionó que las empresas con potencial de crecimiento tienden 
a mantener un nivel importante de liquidez. Opler (1999) y Jeng-Ren (2006) llegaron a 
conclusiones similares, pero añadieron que la propensión de las empresas para incrementar 
niveles de liquidez frente a etapas de expansión en las ventas responde al tamaño de las mismas 
y a la etapa de madurez en la que se encuentran. 
 
En relación con el apalancamiento de las empresas como variable explicativa Nakamura 
Palombini y Toshiro Nakamura (2012) concluyeron que las compañías con alto nivel de deuda 
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tienden a reducir sus ciclos de conversión de cash en línea con la teoría de “Pecking Order”. 
Por otro lado, Chiou, Cheng y Wu (2006), en su análisis de empresas chinas, obtuvieron 
resultados similares. 
Jeng-Ren (2006), en sus investigaciones en el mercado malasio, encontró una relación 
significativa e inversa entre apalancamiento y el ciclo de conversión de efectivo (CCE). Estos 
resultados sugieren que el apalancamiento no solo surge para financiar activos de largo plazo, 
sino que también ante necesidades corrientes las empresas toman deudas para cubrir descalces 
de capital de trabajo. 
 
Un elemento adicional observado en los trabajos de investigación y de gran relevancia para los 
mercados locales es el referido al gobierno corporativo. Nakamura (2012) y Moussawi (2006) 
tomaron una serie de proxys para el gobierno corporativo y encontraron resultados diferentes: 
Nakamura halló evidencia empírica en empresas brasileñas sobre la poca influencia que tienen 
los directores externos sobre la administración óptima del capital de trabajo; mientras que 
Moussawi encontró una relación negativa para el mercado americano al incluir al gobierno 
corporativo como variable explicativa. Es decir, la supervisión externa en Estados Unidos 
influye en la mejor administración de recursos corrientes y con ello al valor de las empresas. 
 
Finalmente, es importante mencionar que la mayoría de las investigaciones revisadas utilizaron 
como modelo econométrico el panel data de efectos fijos; sin embargo, se observó modelos 
alternativos para analizar la información, entre ellos destacan Nazir y Afza (2008) que para la 
interpretación de sus resultados aplicaron el modelo ANOVA y Least Significant Difference 
(LSD) para analizar la varianza sobre los ratios TCA/TA y TCL/TA de 263 empresas públicas 
listadas en la bolsa de Pakistán desde el año 1998 al 2003; se verificó a través de una prueba F 
(One-Way ANOVA) que existen diferencias significativas entre las prácticas de la industria para 
la administración del capital de trabajo y las políticas de inversión de cada empresa; el mismo 
resultado se tuvo con el modelo LSD, por lo tanto, es posible concluir que existen diferencias 
significativas en las políticas de administración de capital de trabajo entre las diversas industrias 
analizadas.  
 
Por otro lado, Baños, García y Martinez (2012) analizaron 150 empresas españolas utilizando 
panel data y como estimador el método generalizado de momentos en dos etapas. Finalmente, 
Saarani (2012), en su estudio del mercado de Malasia, utilizó Partial Least Square Structural 
Equation Model (PLS-SEM) que analiza la varianza de los componentes y se utiliza usualmente 
para estudios sociológicos, psicológicos y de marketing, mas no para estudios financieros ni 
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económicos. El estudio concluyó que existen factores identificables que pueden explicar el 
comportamiento de las empresas en la asignación de recursos de corto plazo. 
 
En la siguiente tabla se resumen las variables y resultados de las investigaciones revisadas así 
como los modelos econométricos utilizados. 
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Tabla 1. Resumen de la revisión empírica 
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Fuente: Elaboración propia
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Capítulo III. Análisis del capital de trabajo 
 
Los ratios que se utilizaron para medir la gestión de capital de trabajo de las compañías fueron 
el ciclo de conversión de efectivo (CCE) en línea con los estudios de Nakamura, definido como 
la sumatoria del número de días de las cuentas por cobrar comerciales e inventarios menos las 
cuentas por pagar comerciales. Por otro lado, también se utilizó el ratio de requerimiento de 
capital de trabajo (RCT), definido como la sumatoria del efectivo, cuentas por cobrar e 
inventarios menos las cuentas por pagar, todo dividido entre el activo total menos las 
inversiones de corto y largo plazo. Este último sirve, principalmente, como indicador de gestión 
comparativo entre industrias, debido a que mide la proporción del capital de trabajo invertido 
sobre los activos de la compañía. 
 
En el estudio se analizan ambas variables como dependientes, pero al final se elige el CCE 
como la mejor variable explicativa, porque en el modelo econométrico es posible desagregar sus 
componentes y determinar la variable (cuentas por cobrar, inventarios o cuentas por pagar) que 
recibe mayor influencia sobre los factores explicativos (canal de transmisión), al igual que lo 
hace Nakamura (2012) en su estudio sobre el mercado brasileño. 
 
En los gráficos 1 y 2 se observa la evolución de ambos indicadores en Perú y Chile durante el 
período analizado y es posible leer que en el caso del RCT de Perú converge hacia los niveles 
que maneja Chile principalmente por el sector bebidas que, como se explicará más adelante, 
presenta un comportamiento particular en los últimos años. Este efecto no es tan visible en el 
CCE y permite analizar el efecto que generan las vinícolas chilenas sobre el promedio de 
empresas manufactureras, elevando el CCE a niveles que superan los 150 días. 
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Gráfico 1. Evolución CCE (en días) 
 
 
Fuente: Bloomberg. Elaboración propia 
 
Gráfico 2. Evolución RCT 
 
 
Fuente: Bloomberg. Elaboración propia 
 
Para medir la evolución de las empresas peruanas y chilenas en la gestión de su tesorería, fueron 
agrupadas en 7 sectores (ver anexo 1), y se retiró el sector “otros” que agrupa al resto de 
empresas con actividades manufactureras variadas. En los siguientes gráficos se observa el 
comportamiento histórico de los sectores en su ciclo de conversión de efectivo para Perú y 
Chile. 
 
 
Fuente: Bloomberg
Elaboración: Propia
2007 2008 2009 2010 2011 2012 2013
Chile 146 138 133 126 163 135 131 139 183 176 139 124 158 124 131 145 153 156 133 129 140 151 156 134 165 150 155 127
Peru 132 129 135 130 133 124 134 151 157 158 134 142 137 134 129 126 140 138 129 138 140 143 126 133 133 137 128 127
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Gráfico N 01: Evolución Ciclo de Conversión de Efectivo (En días)
Fuente: Bloomberg
Elaboración: Propia
2007 2008 2009 2010 2011 2012 2013
Chile 0.29 0.29 0.29 0.29 0.28 0.29 0.3 0.29 0.3 0.29 0.28 0.27 0.29 0.29 0.29 0.29 0.3 0.3 0.3 0.28 0.28 0.28 0.29 0.28 0.28 0.28 0.28 0.27
Peru 0.35 0.35 0.37 0.39 0.37 0.38 0.38 0.35 0.37 0.37 0.36 0.36 0.34 0.34 0.34 0.34 0.35 0.36 0.35 0.31 0.3 0.28 0.28 0.27 0.26 0.27 0.28 0.27
0.2
0.25
0.3
0.35
0.4
0.45
Gráfico N 02: Evolución Requerimiento de Capital de Trabajo
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Gráfico 3. Evolución CCE – Chile (en días) 
 
Fuente: Bloomberg. Elaboración propia 
 
Gráfico 4. Evolución CCE – Perú (en días) 
 
Fuente: Bloomberg. Elaboración propia 
 
En el caso peruano, una primera lectura de los resultados indica que el ciclo de conversión de 
efectivo del sector bebidas se reduce significativamente desde el 2011 hasta el 2013. Este efecto 
se explica, principalmente, por empresas peruanas del sector bebidas (Backus y Corporación 
Lindley) que reportan un ciclo de conversión negativo (48 días), debido a que se financian 
principalmente con proveedores. En las empresas chilenas, por el contrario, se observa que el 
sector de mayor volatilidad y ciclos más largos es consumo masivo desde el 2011 al 2013, de 
acuerdo con lo explicado por British American Tobacco Chile (CCT) y Empresas IANSA, que 
Fuente: Bloomberg
Elaboración: Propia
2007 2008 2009 2010 2011 2012 2013
Bebidas 38 48 44 32 35 40 39 35 32 48 33 19 -1 22 22 16 3 43 20 9 4 27 30 18 14 40 29 22
Consumo masivo 92 107 92 104 134 117 121 107 181 184 148 123 118 122 162 230 317 380 269 208 260 354 325 242 393 369 456 184
Licores 343 308 278 259 359 296 262 296 394 384 302 264 349 274 269 255 311 305 257 270 344 314 312 296 356 292 301 289
Materiales de construcción 94 94 93 87 102 86 91 95 119 110 89 90 117 98 99 94 94 87 83 86 70 84 103 76 81 88 82 71
Productos Quimicos 92 94 101 109 107 92 92 117 122 113 70 86 81 70 83 93 88 88 80 95 87 85 80 84 84 74 76 79
Textil 211 196 189 171 212 184 194 273 318 326 228 212 178 155 159 186 181 188 169 182 195 162 179 194 184 154 171 194
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Cuadro N 03: Evolución Ciclo de Conversión de Efectivo - Chile (En días)
Fuente: Bloomberg
Elaboración: Propia
2007 2008 2009 2010 2011 2012 2013
Bebidas 45 62 89 43 67 62 60 56 78 80 65 57 47 43 42 32 17 37 29 16 1 -6 0 -3 -6 -3 4 -9
Consumo masivo 93 90 97 80 99 83 79 70 83 79 80 62 73 65 74 57 73 68 58 57 72 60 65 60 64 55 60 50
Materiales de construcción 134 130 135 120 130 127 161 175 162 156 127 129 118 125 113 124 123 146 129 140 124 132 116 120 118 130 128 125
Productos Quimicos 79 89 99 103 110 129 122 112 158 139 121 75 81 96 85 87 75 76 55 87 87 103 101 82 115 96 117 84
Textil 242 203 219 215 217 187 196 211 246 207 213 206 226 208 188 197 218 227 232 237 253 240 233 235 249 220 217 210
-50
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150
200
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Cuadro N 04: Evolución Ciclo de Conversión de Efectivo - Perú (En días)
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llegan a reportar ciclos de 380 días por incremento en los plazos de cobro y rotación de 
inventarios.  
 
En el caso del RCT, este se mantiene estable durante todos los periodos analizados salvo en el 
sector textil principalmente por empresas peruanas que durante el 2011 se vieron afectadas por 
la crisis financiera internacional y el ingreso de textiles chinos e indios al mercado. Si se 
observa el CCE durante el mismo periodo el ciclo, se notará que este se alarga en 
aproximadamente 40 a 50 días. La comparación entre ambos ratios sugiere que dichas empresas, 
ante la eventual crisis americana y europea, revaluaron activos para mantener una posición 
patrimonial aceptable frente a sus acreedores, por ese motivo el total activo incrementa y 
suaviza la volatilidad del ratio.  
 
En los siguientes gráficos se puede observar el RCT por sector y por país. 
 
Gráfico 5. Evolución RCT – Chile 
 
 
Fuente: Bloomberg. Elaboración propia 
 
  
Fuente: Bloomberg
Elaboración: Propia
2007 2008 2009 2010 2011 2012 2013
Bebidas 0.12 0.13 0.13 0.17 0.17 0.13 0.15 0.18 0.18 0.19 0.20 0.20 0.21 0.18 0.18 0.19 0.17 0.21 0.15 0.14 0.14 0.13 0.15 0.13 0.12 0.12 0.15 0.18
Consumo masivo 0.21 0.23 0.21 0.25 0.24 0.26 0.26 0.29 0.28 0.27 0.28 0.33 0.36 0.38 0.40 0.43 0.44 0.46 0.45 0.44 0.44 0.48 0.48 0.44 0.50 0.49 0.49 0.43
Licores 0.33 0.37 0.35 0.34 0.32 0.37 0.37 0.34 0.33 0.37 0.36 0.31 0.30 0.33 0.33 0.32 0.35 0.33 0.36 0.35 0.34 0.36 0.36 0.36 0.35 0.36 0.39 0.38
Materiales de construcción 0.30 0.29 0.29 0.26 0.28 0.29 0.29 0.26 0.28 0.25 0.24 0.23 0.27 0.27 0.27 0.26 0.27 0.26 0.26 0.23 0.22 0.22 0.24 0.22 0.22 0.22 0.21 0.21
Productos Quimicos 0.36 0.35 0.35 0.34 0.29 0.34 0.35 0.37 0.37 0.32 0.27 0.33 0.36 0.33 0.33 0.34 0.35 0.34 0.33 0.35 0.34 0.33 0.33 0.31 0.33 0.29 0.29 0.24
Textil 0.58 0.55 0.62 0.61 0.62 0.59 0.60 0.61 0.70 0.69 0.66 0.62 0.61 0.59 0.56 0.53 0.57 0.54 0.58 0.60 0.63 0.56 0.56 0.58 0.59 0.57 0.54 0.50
0.00
0.10
0.20
0.30
0.40
0.50
0.60
0.70
0.80
Cuadro N 05: Evolución Requerimiento Capital de Trabajo - Chile 
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Gráfico 6. Evolución RCT – Perú 
 
Fuente: Bloomberg. Elaboración propia 
 
Si se analiza la evolución del apalancamiento de las empresas peruanas y chilenas por sector, es 
posible observar que algunos sectores son más demandantes que otros en el apalancamiento de 
sus operaciones y su crecimiento es más rápido. 
 
Gráfico 7. Evolución apalancamiento – Chile 
 
Fuente: Bloomberg. Elaboración propia 
 
  
Fuente: Bloomberg
Elaboración: Propia
2007 2008 2009 2010 2011 2012 2013
Bebidas 0.07 0.17 0.14 0.24 0.17 0.17 0.17 0.16 0.16 0.21 0.20 0.21 0.18 0.18 0.19 0.18 0.09 0.14 0.16 0.14 0.09 0.09 0.08 0.08 0.06 0.06 0.08 0.12
Consumo masivo 0.30 0.30 0.32 0.31 0.33 0.32 0.33 0.30 0.31 0.31 0.31 0.29 0.29 0.27 0.30 0.25 0.29 0.29 0.27 0.23 0.28 0.27 0.26 0.28 0.22 0.21 0.22 0.20
Materiales de construcción 0.38 0.35 0.39 0.40 0.41 0.43 0.44 0.39 0.39 0.37 0.37 0.34 0.31 0.33 0.32 0.33 0.31 0.33 0.33 0.30 0.32 0.29 0.29 0.27 0.27 0.31 0.32 0.31
Productos Quimicos 0.47 0.40 0.42 0.46 0.46 0.43 0.42 0.42 0.53 0.47 0.46 0.45 0.47 0.49 0.49 0.43 0.54 0.40 0.26 0.39 0.39 0.39 0.41 0.39 0.40 0.34 0.40 0.23
Textil 0.48 0.47 0.48 0.49 0.45 0.45 0.42 0.42 0.47 0.43 0.44 0.46 0.47 0.46 0.46 0.48 0.50 0.54 0.57 0.38 0.39 0.38 0.36 0.35 0.36 0.37 0.38 0.39
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0.20
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0.40
0.50
0.60
Cuadro N 06: Evolución Requerimiento Capital de Trabajo - Perú 
Fuente: Bloomberg
Elaboración: Propia
2007 2008 2009 2010 2011 2012 2013
Bebidas 0.69 0.74 0.68 0.70 0.65 0.67 0.64 0.64 0.61 0.64 0.68 0.63 0.58 0.57 0.57 0.57 0.54 0.65 0.56 0.54 0.54 0.56 0.58 0.58 0.53 0.59 0.59 0.72
Consumo masivo 0.70 0.71 0.72 1.04 0.72 0.78 1.10 1.27 0.98 1.09 1.22 1.84 1.21 1.72 1.47 2.67 2.28 2.67 2.37 2.99 2.32 2.41 3.25 3.50 3.56 3.46 3.55 3.28
Licores 0.52 0.53 0.50 0.46 0.45 0.53 0.51 0.46 0.43 0.46 0.40 0.37 0.36 0.35 0.35 0.34 0.35 0.41 0.45 0.44 0.41 0.44 0.43 0.45 0.44 0.43 0.43 0.44
Materiales de construcción 0.74 0.76 0.71 0.73 0.70 0.75 0.78 0.83 0.78 0.77 0.77 0.77 0.79 0.79 0.81 0.73 0.71 0.72 0.74 0.73 0.75 0.74 0.78 0.65 0.67 0.67 0.64 0.63
Productos Quimicos 0.50 0.50 0.56 0.48 0.39 0.50 0.46 0.40 0.36 0.32 0.39 0.27 0.24 0.25 0.26 0.24 0.22 0.24 0.23 0.21 0.18 0.23 0.28 0.44 0.32 0.46 0.48 0.55
Textil 0.12 0.12 0.11 0.10 0.14 0.09 0.07 0.13 0.10 0.10 0.12 0.18 0.17 0.14 0.14 0.20 0.19 0.17 0.17 0.25 0.20 0.10 0.09 0.14 0.13 0.09 0.07 0.12
0.00
0.50
1.00
1.50
2.00
2.50
3.00
3.50
4.00
Cuadro N 07: Evolución Apalancamiento - Chile
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Gráfico 8. Evolución apalancamiento – Perú 
 
Fuente: Bloomberg. Elaboración propia 
 
En línea con lo mencionado anteriormente, el crédito comercial ha evolucionado positivamente 
en los países analizados, pero se debe destacar que el caso peruano tiene un crecimiento más 
acelerado que sus pares latinoamericanos desde el 2007 y esto se refleja en los niveles de 
apalancamiento de las empresas de la muestra. En el análisis del modelo se buscará la relación 
que existe entre la expansión del crédito y el financiamiento de capital de trabajo. Para ello, se 
tomará en cuenta no solo la expansión del crédito corporativo, sino también la emisión de bonos 
privados, ya que por la magnitud de las empresas listadas, algunas tienen acceso al mercado de 
capitales a través de la emisión de bonos y papeles comerciales. La información pública 
disponible solo contempla data histórica de emisión de bonos. 
 
  
Fuente: Bloomberg
Elaboración: Propia
2007 2008 2009 2010 2011 2012 2013
Bebidas 0.72 0.49 0.60 0.60 0.63 0.62 0.66 0.66 0.75 0.74 0.69 0.70 0.78 0.80 0.83 0.90 0.73 0.83 0.94 1.14 1.11 1.03 1.04 1.17 1.16 1.54 1.56 1.68
Consumo masivo 0.62 0.66 0.66 0.58 0.62 0.75 0.80 0.79 0.85 0.77 0.69 0.59 0.61 0.59 0.63 0.53 0.65 0.66 0.61 0.52 0.62 0.60 0.62 0.67 0.99 0.95 0.95 0.85
Materiales de construcción 0.70 0.70 0.70 0.72 0.86 0.73 0.91 1.08 1.13 0.81 0.75 0.74 0.69 0.70 0.70 0.75 0.73 0.73 0.76 0.76 0.76 0.76 0.72 0.67 0.74 0.71 0.71 0.69
Productos Quimicos 0.10 0.10 0.11 0.03 0.07 0.08 0.08 0.07 0.07 0.06 0.08 0.06 0.05 0.06 0.08 0.10 0.06 0.13 0.14 1.25 0.09 0.10 0.11 1.00 0.97 0.92 1.03 0.60
Textil 0.84 0.75 0.65 0.68 0.58 0.71 0.58 0.58 0.53 0.53 0.42 0.37 0.41 0.42 0.34 0.38 0.48 0.54 0.51 0.44 0.44 0.48 0.44 0.43 0.50 0.53 0.47 0.44
0.00
0.20
0.40
0.60
0.80
1.00
1.20
1.40
1.60
1.80
Cuadro N 08: Evolución Apalancamiento - Perú 
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Gráfico 9. Expansión crediticia (en miles de millones de dólares) 
 
Fuente: Bloomberg. Elaboración propia 
 
Gráfico 10. Evolución emisión de bonos corporativos (en millones de dólares) 
 
Fuente: Bloomberg. Elaboración propia 
 
  
Fuente: Bloomberg
Elaboración: Propia
2007 2008 2009 2010 2011 2012 2013
Peru 10.5 12.0 12.8 14.3 15.2 16.1 17.2 18.6 18.5 18.9 19.0 20.0 20.7 22.1 22.8 22.9 23.6 25.5 25.6 27.0 27.2 28.3 29.6 30.8 30.3 30.6 32.6 34.5
Chile 64.6 69.5 75.1 82.2 96.5 87.0 87.7 77.8 81.5 83.7 82.9 91.3 88.9 87.6 98.0 103. 105. 110. 108. 109. 119. 119. 132. 135. 138. 134. 135. 133.
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100.0
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140.0
160.0
Cuadro N 09: Expansión Crediticia (En Miles de Millones de Dólares)
Fuente: Bloomberg
Elaboración: Propia
2007 2008 2009 2010 2011 2012 2013
Peru 3,20 3,18 3,47 3,80 4,02 4,12 4,15 3,89 3,82 4,09 4,29 4,75 4,71 4,92 5,15 4,94 4,95 4,95 4,85 5,09 5,09 5,20 5,32 5,49 5,42 4,58 4,51 4,52
Chile 15,4 16,0 17,2 18,6 21,4 19,3 20,3 18,0 21,1 24,6 24,3 27,5 26,4 26,0 29,7 30,9 31,1 32,7 30,3 31,0 33,6 32,4 34,7 34,9 35,9 33,9 35,2 34,5
0.0
5,000.0
10,000.0
15,000.0
20,000.0
25,000.0
30,000.0
35,000.0
40,000.0
Cuadro N 10: Evolución Emisión de Bonos Corporativos (En Millones de Dólares)
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Capítulo IV. Modelo econométrico 
 
1. Descripción de la data 
 
Para el análisis de los factores, se tomó data de 47 empresas listadas en el MILA (25 empresas 
chilenas y 22 empresas peruanas), (ver anexo 1), sobre una base de 79 empresas manufactureras 
(42 empresas chilenas y 37 empresas peruanas); la depuración de la data tomó en cuenta la 
disponibilidad de información en una ventana de 7 años con estados financieros trimestrales 
consolidados (28 observaciones), debido a que durante la revisión de la data se encontraron 15 
empresas que cotizan en el MILA desde el 2011 y, por lo tanto, la información histórica no se 
encuentra disponible; las 17 empresas restantes no reportan información financiera completa y 
para efectos del presente estudio se dejaron de lado. Cabe indicar que dentro del sector se 
agrupó las empresas en 7 subsectores que son lo más representativos (ver anexo 1): 
- Materiales de construcción (15 empresas) 
- Consumo masivo (4 empresas) 
- Bebidas (6 empresas) 
- Licores (4 empresas) 
- Textil (4 empresas) 
- Productos químicos (3 empresas) 
- Otros (11 empresas) 
 
En el caso de los subsectores de bebidas y licores, la separación responde al hecho de que el 
subsector licores está compuesto por empresas vinícolas cuyo ciclo de operación es mucho más 
amplio que el de bebidas. Por lo tanto, cada uno tiene una particularidad en la administración de 
su capital de trabajo. 
 
El detalle de las empresas tomadas en cuenta se muestra en el anexo 1.  
 
2. Descripción de variables 
 
2.1 Variables dependientes 
 
La revisión bibliográfica sugiere que los mejores indicadores para medir la gestión de tesorería 
son el ciclo de conversión de efectivo (CCE / Rotación de cuentas por cobrar + Rotación de 
inventario – Rotación de cuentas por pagar) y el requerimiento de capital de trabajo (RCT / 
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Efectivo + Cuentas por cobrar + Inventarios – Cuentas por pagar) / (Activo total – Inversiones 
de corto plazo – Inversiones de largo plazo). El primero se calcula como el plazo promedio de 
cobro y rotación de inventarios menos el plazo promedio de pago a proveedores, y el segundo se 
calcula como la sumatoria de cash, cuentas por cobrar e inventarios menos las cuentas por pagar 
comerciales y el resultado dividido entre activo total.  
 
2.2 Variables explicativas 
 
Para elegir las variables explicativas, al igual que en el caso anterior, se partió de estudios 
preliminares en economías emergentes y se consideraron variables comunes, de las cuales se 
descartan Flujo de Caja Operativo, Flujo de Caja Libre, EBITDA, Influencia de Directorio y el 
índice de Herfindahl Hirshman, debido a problemas en la disponibilidad de data. 
 
Sin embargo, se adicionó una serie de variables externas, como expansión crediticia, emisión de 
bonos, tasa de interés y tipo de cambio. 
 
2.2.1 Rentabilidad 
 
Sigla: ROA y ROE 
Signo esperado:  
Perú: (-) Significativo 
Chile: (-) Significativo 
 
En la construcción del modelo se incluyó la variable ROE (Utilidad neta / Patrimonio) y ROA 
(Utilidad neta /Total Activo) como proxy de rentabilidad, en línea con diversos estudios 
anteriores. 
 
En la mayoría de dichos trabajos, se ha encontrado una relación inversa entre ambas variables, 
explicada, entre otras cosas, por el costo financiero que significa mantener recursos corrientes 
inmovilizados. La expectativa es obtener un resultado similar. 
 
2.2.2 Tamaño de la empresa 
 
Sigla: Tamao 
Signo esperado:  
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Perú: (-) Significativo 
Chile: (-) Significativo 
 
La proxy utilizada para el tamaño de la empresa fue Logaritmo de Ventas, de igual manera que 
Nakamura y Mongrut. En ambos trabajos concluyen que las compañías con activos importantes 
tienen un mayor poder de negociación frente a clientes y proveedores y, en consecuencia, 
debería tener una relación inversa con el capital de trabajo. Para la presente investigación se 
espera un resultado similar. 
 
2.2.3 Crecimiento en ventas 
 
Sigla: Crecimiento 
Signo esperado:  
Perú: (-) Significativo 
Chile: (-) Significativo 
 
Variable definida como el crecimiento en las ventas en relación al trimestre anterior (((Ventas 
(t) – Ventas (t-1)) / Ventas (t-1)). Pese a que en estudios previos los indicadores y resultados 
con respecto a esta variable difieren, se espera hallar un beta positivo considerando que las 
expectativas de crecimiento en los periodos futuros dependen de los resultados obtenidos en 
periodos previos. Una empresa con mejores resultados de crecimiento invertirá más en activos 
corrientes (inventarios) por el potencial de seguir creciendo.  
 
2.2.4 Apalancamiento 
 
Sigla: Apalancamiento 
Signo esperado:  
Perú: (+) Significativo 
Chile: (+) Significativo 
 
El ratio construido para medir el nivel de apalancamiento fue el pasivo total menos cuentas por 
pagar a proveedores dividido entre patrimonio. 
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Se esperaría encontrar una relación positiva con la cantidad de recursos invertidos en el corto 
plazo, ya que una mayor capacidad de agenciamiento de fondos de terceros reduce niveles de 
eficiencia en la gestión de recursos corrientes. 
 
2.2.5 Infraestructura 
 
Sigla: Infraestructura 
Signo esperado:  
Perú: (-) Significativo 
Chile: (-) Significativo 
 
La proxy utilizada para medir la infraestructura fue activo fijo entre activo total, en línea con los 
estudios de Mongrut y Moussawi. 
 
El resultado esperado sería un signo negativo, ya que mientras más intensiva en capital sea una 
empresa, se ve forzada a gestionar eficientemente sus recursos corrientes. 
 
2.2.6 Crecimiento PBI 
 
Sigla: PBIQOQ 
Signo esperado:  
Perú: (+) Significativo 
Chile: (+) Significativo 
 
Para evaluar el PBI, se construyeron dos indicadores. Uno de los indicadores mide la variación 
porcentual anual y trimestral. Se espera el mismo resultado en ambos casos, ya que no se 
considera que exista un efecto de estacionalidad importante en las economías evaluadas. 
 
El resultado esperado con respecto al capital de trabajo es positivo, debido a que una coyuntura 
de crecimiento haría que las empresas relajen sus políticas de crédito y mantengan mayores 
niveles de stock en inventario, y lo inverso ocurriría en coyunturas de desaceleración o 
contracción económica. 
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2.2.7 Expansión crediticia 
 
Sigla: Expansión crediticia 
Signo esperado:  
Perú: (+) Significativo 
Chile: (+) Significativo 
 
Como se indicó al inicio, los estudios anteriores no tomaron en cuenta a la expansión del crédito 
como una variable relevante en la gestión de capital de trabajo. Se considera que su inclusión es 
trascendental, en especial al momento de analizar el mercado peruano, ya que un gran 
porcentaje de los créditos comerciales en el Perú son de corto plazo y se destinan, 
principalmente, al financiamiento del capital de trabajo. Además, tomando en cuenta que el 
crédito en el Perú creció 252% desde el 2007 al 2013, es necesario cuantificar el efecto que 
tiene esta variable sobre las decisiones de financiamiento de las compañías. Se esperaría una 
relación positiva, ya que un escenario de mayor acceso a crédito, mayor competencia y menor 
aversión al riesgo por parte de entidades bancarias, podría dar lugar a que se relajaran los 
controles internos de una compañía. 
 
Cabe indicar que la construcción del índice tomó en cuenta la variación trimestral y anual de los 
créditos comerciales en ambos países, sin discriminar el tipo de carteras (corporativo y 
empresarial), debido a que en Perú no se tiene esta data separada hasta el 2010. 
 
2.2.8 Emisión de bonos 
 
Sigla: BONOQOQ 
Signo esperado:  
Perú: (+) Significativo 
Chile: (+) Significativo 
 
De manera similar a la expansión crediticia, se esperaría encontrar una relación positiva entre la 
emisión de bonos y el capital de trabajo, debido a que una mayor capacidad de fondeo impacta 
negativamente en la gestión eficiente de recursos de corto plazo. 
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2.2.9 Tasa de interés 
 
Sigla: Tasainteres 
Signo esperado:  
Perú: (-) Significativo 
Chile: (-) Significativo 
 
La tasa utilizada es la tasa de referencia, publicada por los bancos centrales de ambos países. 
 
La teoría económica predice que una política de reducción de tasas de interés impactará en la 
reactivación de la economía, incentivando a los agentes económicos a endeudarse. Por lo tanto, 
se esperaría una relación inversa entre las variaciones de tasa de interés y el capital de trabajo, 
ya que a menor costo financiero, la empresa tiene mayores incentivos para tomar 
financiamientos y con ello invertir una mayor cantidad de fondos en recursos corrientes. 
 
2.2.10 Tipo de cambio 
 
Sigla: Tipocambio 
Signo esperado:  
Perú: (-) Significativo 
Chile: (-) Significativo 
 
Tradicionalmente, los países sudamericanos han sido importadores netos, lo cual se ve reflejado 
en balanzas comerciales deficitarias. En los últimos periodos, Perú y Chile han obtenido 
resultados positivos, principalmente, por exportaciones de metales. Excluyendo este sector y 
considerando el bajo desarrollo del sector manufacturero en ambos países, se esperaría que el 
tipo de cambio los afecte más como a un importador. 
 
En consecuencia, se espera un beta negativo para esta variable, ya que un incremento en el tipo 
de cambio incrementaría los costos de abastecimiento de insumos, incentivando a la empresa a 
ejercer mayor control sobre la gestión de sus recursos corrientes, reduciendo el ciclo de 
liquidez. 
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2.2.11 EBITDA 
 
Sigla: EBITDA 
Signo esperado:  
Perú: (+) Significativo 
Chile: (+) Significativo 
 
Una de las variables usualmente utilizadas en diversos estudios (Nasser, Nazir y Manoori) es el 
flujo de caja operativo, debido a que existe un vínculo directo entre la capacidad de administrar 
los componentes del ciclo de conversión de efectivo y la generación de caja atribuida 
exclusivamente a la operación del negocio. 
 
En este caso, dado que no se cuenta con información completa de dicha variable, se utiliza 
como proxy el EBITDA que hasta cierto punto puede reflejar la capacidad de generación del 
negocio. 
 
Se estima que una correcta administración (ciclos de conversión más cortos) generará mayores 
flujos de operación. Por lo tanto, se espera hallar una relación inversa entre ellas. 
 
2.3 Variables de control 
 
2.3.1 Tipo de industria 
 
Considerando la diversidad de subsectores que componen el sector manufacturero y los 
diferentes ciclos de operación que caracteriza a cada uno de ellos, es lógico suponer que la 
industria tiene una influencia importante en la gestión del capital de trabajo para las compañías. 
 
Esta variable se especificó como “de control”, porque permite fijar el impacto de algunas 
variables y facilita el modelo en especial para el análisis multinivel y panel data. 
 
En la siguiente tabla se resumen las variables contempladas, así como su composición y 
medición. 
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Tabla 2. Variables 
 
Fuente: Elaboración propia 
 
3. Especificación del modelo 
 
Como se explicó anteriormente, la presente investigación es exploratoria, debido a que no existe 
una teoría ampliamente aceptada y sólida respecto a la gestión de capital de trabajo; sin 
embargo, se toman como punto de partida diversas teorías de finanzas corporativas para lograr 
una aproximación a sus determinantes. 
 
Debido a que algunas empresas no contaban con data completa en ciertos años y dado que el 
objetivo era obtener un panel balanceado, se eliminaron dichas empresas, lo que dejó un total de 
47 compañías entre Perú y Chile. 
 
Con el objeto de medir el impacto de las variables indicadas sobre la calidad de gestión del 
capital de trabajo, se utilizaron tres modelos econométricos: Mínimos Cuadrados Ordinarios 
(pooled data), Modelos Multinivel Jerárquico y Cruzados y Datos de Panel Balanceado Estático 
con Efectos Fijos y Aleatorios. 
 
Variable Tipo Composición Medición
Ciclo de Conversión de Efectivo Dependiente RCC + RI - RCP En días
Rotación de cuentas por cobrar Dependiente (Cuentas por cobrar comerciales / Ventas ) x 360 En días
Rotación de inventarios Dependiente (Inventarios / Costo de ventas) x 360 En días
Rotación de cuentas por pagar Dependiente (Cuentas por pagar comerciales / Compras) x 360 En días
Requerimiento de capital Dependiente
(Efectivo + Cuentas por cobrar + Inventarios - Cuentas por pagar
comerciales) / (Activo total - Inversiones de corto plazo -
Inversiones de largo plazo)
Ratio
ROE Independiente U. Neta / Patrimonio Ratio
ROA Independiente U. Neta / Total Activo Ratio
EBITDA Independiente U. Operativa + Depreciación + Amortización En millones de USD
Tamaño Independiente Log(Ventas)
Apalancamiento Independiente Pasivo total - cuentas por pagar comerciales / Patrimonio total Ratio
Crecimiento Independiente (Ventas(t) - Ventas (t-1)) / Ventas (t-1) Porcentaje
Infraestructura Independiente Activo fijo neto / Activo Total Ratio
Materiales de construcción Dummy por industria
Consumo masivo Dummy por industria
Bebidas Dummy por industria
Licores Dummy por industria
Textil Dummy por industria
Productos químicos Dummy por industria
Otros Dummy por industria
Expansión crediticia Independiente Total colocaciones país (t) / Total colocaciones país (t-1) Var. Porcentual
Emisión de bonos Independiente Emisión bonos corporativos (t) / Emisión bonos corporativos (t-1) Var. Porcentual
Tipo de cambio Independiente
Tipo de cambio promedio trimestral (t) / Tipo de cambio promedio
trimestral (t-1)
Var. Porcentual
Crecimiento PBI Independiente PBI País (t) / PBI País (t-1) Var. Porcentual
Crecimiento Tasa de Interés Independiente
Tasa de interés política monetaria país (t) / Tasa de interés
política monetaria país (t-1)
Var. Porcentual
Sector Independiente
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El paquete econométrico utilizado fue Stata/SE 12.0 y la ecuación que refleja el modelo final 
escogido es la siguiente: 
 
Yit = alfa + Beta Xit + GamaZit + vi + uit 
Donde i = 1, …, N = compañía  
T = Tiempo 
Alfa = Constante 
Vi = elemento aleatorio por individuo (empresa) 
Beta = Parámetros de la regresión 
Gama = Parámetros de la regresión 
Uit = Residuo 
X = Variable exógena 
Z = Variable endógena 
 
4. Resultados esperados 
 
A continuación se resumen las variables a evaluar y los resultados esperados por país. 
 
Tabla 3. Variables y resultados esperados 
 
Fuente: Elaboración propia 
 
5. Metodología utilizada 
 
Sobre la base de lo explicado, la especificación del modelo inició con regresiones agrupadas 
(pooled data) (ver anexo 6), al igual que los trabajos realizados por Nakamura (2012), Mongrut 
(2014), Manoori (2012) y Mousawi (2006) para luego probar modelos alternativos que se 
Variable Siglas Composición Medición Perú Chile
ROE ROE U. Neta / Patrimonio Ratio (-) Significativo (-) Significativo
ROA ROA U. Neta / Total Activo Ratio (-) Significativo (-) Significativo
EBITDA EBITDA U. Operativa + Depreciación + Amortización En millones de USD (+) Significativo (+) Significativo
Tamaño Tamao Log(Ventas) (-) Significativo (-) Significativo
Apalancamiento Apalancamiento Pasivo total - cuentas por pagar comerciales / Patrimonio total Ratio (+) Significativo (+) Significativo
Crecimiento Crecimiento (Ventas(t) - Ventas (t-1)) / Ventas (t-1) Porcentaje (-) Significativo (-) Significativo
Infraestructura Infraestructura Activo fijo neto / Activo Total Ratio (-) Significativo (-) Significativo
Expansión crediticia
ExpansionCreditici
a
Total colocaciones país (t) / Total colocaciones país (t-1) Var. Porcentual (+) Significativo (+) Significativo
Emisión de bonos BONOQOQ Emisión bonos corporativos (t) / Emisión bonos corporativos (t-1) Var. Porcentual (+) Significativo (+) Significativo
Tipo de cambio Tipocambio
Tipo de cambio promedio trimestral (t) / Tipo de cambio promedio
trimestral (t-1)
Var. Porcentual (-) Significativo (-) Significativo
Crecimiento PBI PBIQOQ PBI País (t) / PBI País (t-1) Var. Porcentual (+) Significativo (+) Significativo
Crecimiento Tasa de Interés Tasainteres
Tasa de interés política monetaria país (t) / Tasa de interés
política monetaria país (t-1)
Var. Porcentual (-) Significativo (-) Significativo
 28 
adecuen a la información y características del estudio. La siguiente ecuación resume el primer 
modelo: 
 
Yit = alfa + betaXit + gamaZit + Uit 
 
Para verificar la existencia de problemas relacionados con los errores, se realizaron distintas 
pruebas. En primer lugar, un ploteo de los residuales y luego se aplicó la prueba de Breusch-
Pagan cuya hipótesis nula es que la varianza es constante. En ambos casos fue posible verificar 
que la varianza no era constante, por lo cual era necesario corregir por heterocedasticidad. 
 
No obstante, este problema fue corregido utilizando el comando Robust en Stata, el cual permite 
estimar la varianza de cada Beta y con ello corregir el problema de heterocedasticidad y 
autocorrelación si existiera. 
 
Adicionalmente, para descartar potenciales problemas de multicolinealidad se aplicó la prueba 
de Variance Inflation Factor (VIF) que mide la redundancia en las variables explicativas. Sin 
embargo, no se encontró dicho inconveniente, ya que los valores obtenidos fueron en promedio 
1,35. La regla práctica dicta que por encima de 7,5 es posible encontrar un problema de 
multicolinealidad. 
 
Sin embargo, es posible que los modelos anteriores, justamente por tratarse de regresiones 
agrupadas, tengan cierto sesgo, debido a que no está recogiendo o aceptando las particularidades 
de cada empresa, el sector o el país al que pertenecen.  
 
Es por ello que en una segunda etapa se utilizaron modelos multinivel (jerárquicos y de corte 
transversal), los cuales arrojaron indicios de que la varianza entre las empresas analizadas puede 
agruparse utilizando como criterios el sector y el país. Esto sugeriría que podría ser 
recomendable utilizar modelos de datos de panel. Los resultados de los modelos multinivel 
pueden observarse en el anexo 7. 
 
La ventaja de usar los modelos de datos de panel es que permiten trabajar con distintos 
individuos (Cross section) a lo largo de un periodo de tiempo (series de tiempo) y reconocen la 
existencia de características inobservables para cada individuo. Existen dos aproximaciones a 
los modelos de panel data: el de efectos fijos y el de efectos aleatorios, ambos reconocen que la 
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constante del modelo pooled data tiene un valor efectivamente constante y un valor específico 
para cada individuo: 
 
Yit = alfai + beta Xit + gamaZit + uit 
dado que alfai = alfa + vi, tenemos 
Yit = alfa + beta Xit + gamaZit + vi + uit 
 
Con esta modificación, es posible observar que el error se descompone en dos partes: una fija 
(vi) constante para cada individuo (i) y una aleatoria que cumple con los requisitos del MCO 
(uit). 
 
Para definir la conveniencia entre utilizar un modelo de datos de panel en lugar de un pooled 
data, se aplicó la prueba de Breusch Pagan Lagrangian Multiplier que busca determinar si el 
componente variable es igual a cero (Ho). Según el resultado, se rechazó la hipótesis nula y se 
concluyó como conveniente utilizar un modelo de datos de panel.  
 
Una vez definido lo anterior, se aplicó la prueba de Hausman para determinar si es conveniente 
utilizar un modelo de efectos fijos o uno de efectos aleatorios. Dado que no se encontraron 
diferencias sistemáticas en los betas, la teoría econométrica recomienda utilizar un modelo de 
efectos aleatorios. Usar efectos fijos solo ocasionaría perder grados de libertad. 
 
Se aplicaron los tests de Wald y de Wooldridge para verificar si existían problemas de 
heterocedasticidad y autocorrelación y en ambos casos se encontraron estos inconvenientes.  
 
Stata permite hacer una estimación corregida para ambos problemas y los resultados finales 
están detallados en el anexo 8. 
 
Finalmente, con el objeto de determinar cuál es el canal de transmisión entre las variables 
explicativas y la explicada (de manera similar a la investigación realizada por Nakamura) se 
desagregaron los componentes del ciclo de conversión en: rotación de cuentas por cobrar, 
rotación de inventarios y rotación de cuentas por pagar y se corrió un modelo de datos de panel 
para dichas variables. Los resultados pueden observarse en el anexo 9.  
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6. Resultados obtenidos 
 
En total se corrieron cinco regresiones para ambas variables dependientes: CCE y RCT 
combinando los factores de manera que sea posible identificar el que ajuste mejor. Para definir 
el modelo econométrico más adecuado en ambos países, se aplicaron pruebas de Breusch Pagan 
(ver anexo 2) que evalúan la conveniencia de utilizar un pooled data o panel data. Con esta 
prueba el error se descompone en dos partes: una fija (vi) constante para cada individuo (i) y 
una aleatoria que cumple con los requisitos del MCO (uit). Los resultados permiten rechazar la 
hipótesis nula de que el componente variable es igual a cero, por lo cual resulta conveniente 
utilizar un modelo de datos de panel.  
Una vez definido lo anterior, se aplicó la prueba de Hausman (ver anexo 3) para determinar si 
era conveniente utilizar un modelo de efectos fijos o uno de efectos aleatorios. Claramente, se 
encontraron diferencias sistemáticas en los betas, con lo cual la prueba indicó que era 
conveniente usar un modelo de efectos fijos. 
Sobre el modelo de efectos fijos, se aplicó el tests de Wald (ver anexo 4) para verificar si 
existían problemas de heterocedasticidad, el resultado de dicha prueba dio indicios para 
rechazar la hipótesis nula de que la varianza es constante para todos los individuos; por lo tanto, 
existe heterocedasticidad. 
 
Adicionalmente, para verificar si existe el problema de autocorrelación, se utilizó el test de 
Wooldridge (ver anexo 5) que ayuda a concluir que la hipótesis nula se rechaza y, por lo tanto, 
no existe autocorrelación de primer orden. 
 
Finalmente, dado que es necesario corregir por autocorrelación y heterocedasticidad, se corre la 
regresión con estas correcciones y además se incluyen las variables de sectores, con lo cual el 
poder explicativo del modelo aumenta y mejoran los estadísticos calculados, ya que los 
controles anteriores estarían afectando al error.  
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Así, el modelo final para ambos países es el siguiente: 
 
Chile 
 
 
 
  
. 
                                                                                 
          _cons     258.2528   17.40163    14.84   0.000     224.1462    292.3594
         pbiqoq    -438.4431   190.9961    -2.30   0.022    -812.7886   -64.09754
                 
             7      43.44778   11.40846     3.81   0.000      21.0876    65.80796
             6     -47.61981   7.695152    -6.19   0.000    -62.70204   -32.53759
             5     -55.82883   7.508192    -7.44   0.000    -70.54462   -41.11304
             4      157.9247   10.38754    15.20   0.000     137.5655    178.2839
             3     -23.37277   10.95408    -2.13   0.033    -44.84238   -1.903155
             2     -117.1906   8.476533   -13.83   0.000    -133.8043   -100.5769
      sectorcod  
                 
          tamao    -16.13205   2.840933    -5.68   0.000    -21.70018   -10.56393
    crecimiento    -32.18341   10.18375    -3.16   0.002    -52.14318   -12.22363
         ebitda     .2862485   .0462485     6.19   0.000     .1956031    .3768939
            roa    -59.98115   27.31442    -2.20   0.028    -113.5164   -6.445884
infraestructura    -179.7543   17.42393   -10.32   0.000    -213.9045    -145.604
 apalancamiento     67.25046   5.654323    11.89   0.000     56.16819    78.33273
                                                                                 
ciclodeconver~n        Coef.   Std. Err.      z    P>|z|     [95% Conf. Interval]
                             Het-corrected
                                                                                 
Estimated coefficients     =        14          Prob > chi2        =    0.0000
Estimated autocorrelations =         0          Wald chi2(13)      =   1563.56
Estimated covariances      =        25          R-squared          =    0.7159
                                                               max =        28
Autocorrelation:  no autocorrelation                           avg =        28
Panels:           heteroskedastic (balanced)    Obs per group: min =        28
Time variable:    periodo                       Number of groups   =        25
Group variable:   empresa                       Number of obs      =       700
Linear regression, heteroskedastic panels corrected standard errors
Number of gaps in sample:  675
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Perú 
 
Sobre la base de los resultados, se observa que las variables que explican el modelo fueron las 
siguientes: 
 
 Para Chile: Apalancamiento, Infraestructura, ROA, EBITDA, Crecimiento, Tamaño, 
Sectores 2 – 7, PBIQOQ 
 Para Perú: Apalancamiento, Infraestructura, ROA, EBITDA, Crecimiento, Tamaño, 
Sectores 2 – 7 
 
  
                                                                                 
          _cons     326.9807   17.97168    18.19   0.000     291.7569    362.2046
                 
             7      18.16717   12.73996     1.43   0.154     -6.80268    43.13703
             6     -118.3847   9.757653   -12.13   0.000    -137.5094   -99.26005
             5     -20.61547   7.324139    -2.81   0.005    -34.97052   -6.260424
             3     -83.33332   7.794199   -10.69   0.000    -98.60967   -68.05697
             2     -95.30634   7.396804   -12.88   0.000    -109.8038   -80.80887
      sectorcod  
                 
          tamao    -21.53604   2.842786    -7.58   0.000    -27.10779   -15.96428
    crecimiento    -23.93244   8.351165    -2.87   0.004    -40.30042    -7.56446
         ebitda     .3613657   .1198881     3.01   0.003     .1263893    .5963421
            roa     -121.314   44.59606    -2.72   0.007    -208.7206    -33.9073
infraestructura    -147.2194   21.46955    -6.86   0.000     -189.299   -105.1399
 apalancamiento    -12.08327   6.128486    -1.97   0.049    -24.09489   -.0716601
                                                                                 
ciclodeconver~n        Coef.   Std. Err.      z    P>|z|     [95% Conf. Interval]
                             Het-corrected
                                                                                 
Estimated coefficients     =        12          Prob > chi2        =    0.0000
Estimated autocorrelations =         0          Wald chi2(11)      =    778.81
Estimated covariances      =        22          R-squared          =    0.4953
                                                               max =        28
Autocorrelation:  no autocorrelation                           avg =        28
Panels:           heteroskedastic (balanced)    Obs per group: min =        28
Time variable:    periodo                       Number of groups   =        22
Group variable:   empresa                       Number of obs      =       616
Linear regression, heteroskedastic panels corrected standard errors
Number of gaps in sample:  594
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Es claro que el nivel de ajuste del modelo para Chile es bastante más alto que el de Perú, donde 
las variables con mayor importancia relativa son las siguientes: 
 
6.1 Apalancamiento 
 
En todos los modelos panel data diseñados para Chile, se obtiene un coeficiente positivo para la 
variable apalancamiento, tanto para la aproximación a través del ciclo de conversión como para 
requerimiento de capital. Sin embargo, en el caso peruano, la relación es inversa en todos los 
modelos. 
 
Se esperaba obtener un signo positivo en ambos casos, partiendo de la premisa de que una 
mayor capacidad de endeudamiento tiende a restar eficiencia en la gestión de recursos 
corrientes.  
 
En el caso chileno se confirmó lo anterior, lo que indicaría que un mayor nivel de deuda 
generaría ciclos más largos, ya que permitiría financiar mayores plazos de crédito a los clientes 
u otorgar el mismo plazo a un mayor grupo de clientes, que en cualquier caso, incrementaría el 
ciclo del negocio. Adicionalmente, un mayor nivel de deuda permitiría contar con un stock de 
inventario más grande, dando lugar también a un ciclo más extenso. 
 
Sin embargo, en Perú, que posee un sistema bancario menos desarrollado y de más difícil 
acceso que el chileno, se entendería que para agenciarse de fondos de terceros y apalancarse, es 
necesario mantener índices de rotación que no evidencien sobreinversiones en activos 
corrientes, dando lugar a una relación inversa entre ambas variables. 
 
En Chile se observan dos canales de transmisión significativos para la variable apalancamiento. 
El RCP y el RI, ambos con signo positivo. Sin embargo, el coeficiente obtenido en RI es mucho 
mayor (77 vs. 9), lo que estaría en línea con el signo obtenido para la variable apalancamiento.  
 
En el caso de Perú, el coeficiente más alto y significativo es el RCP. El signo es positivo, lo cual 
estaría en línea también con la relación inversa encontrada entre apalancamiento y ciclo de 
conversión. 
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6.2 ROA 
 
En línea con las expectativas iniciales y los resultados obtenidos por todos los estudios 
revisados, se encontró una relación inversa significativa entre la rentabilidad y el ciclo de 
conversión, tanto para Chile como para Perú. Se estima que esta relación se sustenta en el 
mayor costo financiero que significa mantener recursos corrientes inmovilizados. 
 
En el caso de Chile, el canal de transmisión más significativo es el RI, cuyo signo es negativo y 
explicaría la relación inversa entre ROA y ciclo de conversión. 
 
En el caso de Perú, todos los componentes son negativos y significativos. El RCC es el que 
obtiene un coeficiente más alto, por lo que se estima que este es el principal canal de 
transmisión.  
 
6.3 Tamaño 
 
Mantiene una relación negativa y significativa en todos los casos. Estos resultados brindan 
indicios de una mejor gestión de recursos corrientes a mayor tamaño, mejor gestión de 
inventario y mayor poder de negociación con proveedores y con clientes, que permiten 
cobranzas más rápidas y negociar pagos en periodos más extensos. 
 
El canal de transmisión más importante, tanto para Perú como para Chile, es la rotación de 
inventarios, la cual arroja en ambos casos el coeficiente más alto y un signo negativo 
significativo. 
 
6.4 PBI 
 
Dentro de los modelos propuestos, esta es la única variable externa que se acepta. Según 
estudios anteriores, debería tener una relación positiva significativa; sin embargo, en el caso 
peruano no es una variable signifiativa y en el caso chileno la relación es inversa. Se considera 
que se ha obtenido estos resultados debido a que Perú y Chile tienen alta concentración en 
algunos sectores, tales como minería y construcción; en consecuencia, esto explicaría la poca 
significancia que tiene esta variable en el modelo. 
 
 35 
Respecto a los canales de transmisión, ninguno fue significativo. 
Tabla 4. Resultados obtenidos 
  
Fuente: Elaboración propia 
  
Variable Perú Chile Perú Chile
ROE (-) Significativo (-) Significativo No significativo No significativo
ROA (-) Significativo (-) Significativo (-) Significativo (-) Significativo
EBITDA (+) Significativo (+) Significativo (+) Significativo (+) Significativo
Tamaño (-) Significativo (-) Significativo (-) Significativo (-) Significativo
Apalancamiento (+) Significativo (+) Significativo (-) Significativo (+) Significativo
Crecimiento (-) Significativo (-) Significativo (-) Significativo (-) Significativo
Infraestructura (-) Significativo (-) Significativo (-) Significativo (-) Significativo
Expansión crediticia (+) Significativo (+) Significativo No significativo No significativo
Emisión de bonos (+) Significativo (+) Significativo No significativo No significativo
Tipo de cambio (-) Significativo (-) Significativo No significativo No significativo
Crecimiento PBI (+) Significativo (+) Significativo No significativo (-) Significativo
Crecimiento Tasa de Interés (-) Significativo (-) Significativo No significativo No significativo
Resultados Esperados Resultados Obtenidos
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Conclusiones y recomendaciones 
 
El presente trabajo se elaboró analizando 47 empresas peruanas y chilenas pertenecientes al 
MILA con el objetivo de identificar factores endógenos y exógenos comunes que determinen la 
gestión del capital de trabajo. Sobre la base de la revisión bibliográfica, se identificaron algunos 
factores, principalmente endógenos, que sin llegar a ser concluyentes se encuentran en diversos 
países que presentan realidades económicas distintas. Para el análisis, se utilizó como modelo 
econométrico Datos de Panel Balanceado con Efectos Fijos; sobre la base de los resultados se 
encontró evidencia de que variables endógenas como el ROA, crecimiento, apalancamiento, 
tamaño, PBI (solo en el caso chileno) y el sector tienen una influencia importante en las 
decisiones de las compañías para la administración de capital de trabajo, siendo este último 
factor el que podría marcar el parámetro en la gestión de la tesorería.  
 
Sobre la base de los resultados, se observó que las variables consideradas y los signos esperados 
son similares a los estudios revisados para ambos países; solo en el caso del apalancamiento el 
signo obtenido en Chile difiere del caso peruano, principalmente por el grado de desarrollo del 
mercado financiero y la facilidad que tienen las empresas para el acceso crédito. A diferencia 
del sistema financiero peruano, que se encuentra en etapa de expansión, las políticas crediticias 
de las instituciones financieras son más restrictivas, vinculando el acceso al crédito con la 
gestión óptima de los recursos (ciclos de conversión más cortos).  
 
Adicionalmente, se encontró evidencia de que el principal canal de transmisión es la rotación de 
inventarios para todas las variables. Esto podría indicar que las variables explicativas afectan, 
principalmente, el proceso productivo o niveles de stock y/o almacenamiento, en lugar de 
afectar el poder de negociación de las empresas frente a clientes y proveedores. 
 
Por otro lado, el modelo final descarta la relevancia de las variables exógenas para ambos 
países, salvo el caso chileno que acepta el crecimiento del PBI. Es posible afirmar que este 
comportamiento se explica por la alta dependencia del sector minero en ambos países.  
 
Adicionalmente, uno de los propósitos de la investigación era demostrar que variables exógenas 
tales como la expansión crediticia tienen una relación directa e influyen de manera determinante 
en la gestión de capital de trabajo; sin embargo, en todos los modelos se descarta dicha variable 
al igual que la emisión de bonos. Se considera que esto se originó por la variable utilizada, ya 
que la información disponible no separaba las colocaciones corporativas de las de mediana 
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empresa, y en el caso de los bonos solo fue posible disponer de emisiones corporativas sin 
contar con información de emisión de papeles comerciales, que son las más utilizadas por estas 
empresas.  
 
Cabe indicar que la investigación realizada está dirigida principalmente a inversionistas, 
analistas financieros, crediticios, funcionarios bancarios y gerentes financieros de la industria 
manufacturera, quienes toman decisiones claves en la administración del capital del trabajo y 
están interesados en conocer los factores endógenos y exógenos que afectan a la industria, para 
que en función a ello puedan establecer sus políticas de gestión de tesorería. Por ello, se 
considera que el presente trabajo brinda un punto importante de referencia del comportamiento 
macro del mercado para posteriormente aterrizar a la realidad de cada empresa. 
 
Finalmente, debido a las limitaciones en la información no se descarta que existan otros factores 
que influyan en la gestión de tesorería, por ello se recomienda ampliar la base de estudio 
incluyendo empresas no listadas con información completa que permitan el cálculo de 
indicadores robustos, como es el caso del flujo de caja operativo, índice de Herfindahl, Q de 
Tobin, entre otros, y mecanismos de control como directores externos. Estos podrán incluirse en 
función a la disponibilidad de la información y no se descarta que la investigación se pueda 
ampliar hacia otros sectores económicos.  
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Anexo 1. Relación de empresas analizadas 
 
 
Fuente: Elaboración propia 
 
 
Pais Sector Empresa Ticker
Embotelladora Andina S.A. ANDINAB CI Equity
Cía. Cervecerías Unidas S.A. CCU CI Equity
Coca-Cola Embonor S.A. EMBONOB CI Equity
British American Tobacco Chile CCT CI Equity
Empresas IANSA S.A. IANSA CI Equity
Viña Concha y Toro S.A. CONCHA CI Equity
Viñedos Emiliana S.A. EMIL CI Equity
Viña San Pedro Tarapaca S.A. SANPED CI Equity
Soc. Anonima Viña Santa Rita STARIT CI Equity
CAP Soluciones en Acero (Grupo CAP) CAP CI Equity
Cementos Bio Bio S.A. CEMENT CI Equity
CINTAC S.A. CINTAC CI Equity
Compañía Electro Metalúrgica S.A. ELECM CI Equity
Infodema S.A. INFOD CI Equity
Melon S.A. MELON CI Equity
Molibdenos y Metales S.A. MOLYMET CI Equity
Cemento Polpaico S.A. POLPA CI Equity
Envases del Pacífico S.A. EDELPA CI Equity
Sintex S.A. SINTEX CI Equity
Textil Forus S.A. FORUS CI Equity
Laboratorios Andromaco S.A. ANDROMAC CI Equity
Empresas CMPC S.A. CMPC CI Equity
Cristalerias de Chile S.A. CRISTAL CI Equity
ENAEX S.A. ENAEX CI Equity
Cía. Chilena de Fósforos S.A. FOSFOR CI Equity
Unión de Cervecerías Peruanas Backus y Johnston S.A. BACKUSI1 PE Equity
Corporación Lindley S.A. CORLINI1 PE Equity
Cervecería San Juan S.A. SNJUANI1 PE Equity
Alicorp S.A.A ALICORC1 PE Equity
Laive S.A. LAIVEBC1 PE Equity
Corporación Cerámica S.A. CERAMII1 PE Equity
Corporación Aceros Arequipa CORAREI1 PE Equity
Cementos Pacasmayo S.A. CPACASC1 PE Equity
Industrias del Cobre S.A. INDECOI1 PE Equity
Metalúrgica Peruana S.A. MEPSAI1 PE Equity
Empresa Siderúrgica del Perú S.A.A. SIDERC1 PE Equity
Unión Andina de Cementos S.A.A. UNACEMC1 PE Equity
Productos Quimicos Industrias del Envase S.A. ENVASEI1 PE Equity
Creditex S.A.A. CRETEXI1 PE Equity
Filamentos Industriales S.A. FILAMEI1 PE Equity
Michel & Cía. S.A. MICHEI1 PE Equity
Austral Group S.A.A. AUSTRAC1 PE Equity
Lima Caucho S.A. CAUCHOI1 PE Equity
Construcciones Electromecanicas Delcrosa S.A. DELCROI1 PE Equity
Fábrica Nacional de Acumuladores ETNA S.A. ETNA PE Equity
Manufactura de Metales y Aluminio Record S.A. RECORDI1 PE Equity
Refinería La Pampilla S.A. RELAPAC1 PE Equity
Consumo masivo
Materiales de construcción
Textil
Otras
C
h
ile
P
er
ú
Bebidas
Consumo masivo
Licores
Materiales de construcción
Productos Quimicos
Otras
Bebidas
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Anexo 2. Pruebas de Breusch Pagan 
 
 Prueba de Breusch Pagan para Chile 
 
 
 
 
 
 
 
 
 
 Prueba de Breusch Pagan para Perú 
 
 
 
 
 
 
 
 
 
 
 
 
  
                          Prob > chibar2 =   0.0000
                             chibar2(01) =  1883.41
        Test:   Var(u) = 0
                       u     3482.595       59.01351
                       e     1979.895       44.49602
               ciclode~n     13869.48       117.7688
                                                       
                                 Var     sd = sqrt(Var)
        Estimated results:
        ciclodeconversin[empresa,t] = Xb + u[empresa] + e[empresa,t]
Breusch and Pagan Lagrangian multiplier test for random effects
                          Prob > chibar2 =   0.0000
                             chibar2(01) =  3548.18
        Test:   Var(u) = 0
                       u     5666.437       75.27574
                       e     1236.568       35.16487
               ciclode~n     8175.084       90.41617
                                                       
                                 Var     sd = sqrt(Var)
        Estimated results:
        ciclodeconversin[empresa,t] = Xb + u[empresa] + e[empresa,t]
Breusch and Pagan Lagrangian multiplier test for random effects
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Anexo 3. Pruebas de Hausman 
 
 Prueba de Hausman para Chile 
 
 
 
 
 
 
 
 
 
 
 
 
 Prueba de Hausman para Perú 
  
                (V_b-V_B is not positive definite)
                Prob>chi2 =      0.1145
                          =       11.60
                  chi2(7) = (b-B)'[(V_b-V_B)^(-1)](b-B)
    Test:  Ho:  difference in coefficients not systematic
            B = inconsistent under Ha, efficient under Ho; obtained from xtreg
                           b = consistent under Ho and Ha; obtained from xtreg
                                                                              
      pbiqoq     -314.3923    -325.6007         11.2084               .
       tamao     -35.21953    -28.12757        -7.09196        3.681338
 crecimiento     -25.26096    -27.79769        2.536725        1.193752
      ebitda      .1910952     .1841195        .0069757        .0094969
         roa      7.281465     2.355333        4.926133         1.57766
infraestru~a      6.256914    -9.559231        15.81615        6.902868
apalancami~o      87.42213     85.36318        2.058949        .7921548
                                                                              
                   FIXEDF      RANDOMF       Difference          S.E.
                    (b)          (B)            (b-B)     sqrt(diag(V_b-V_B))
                      Coefficients     
                Prob>chi2 =      0.7467
                          =        3.48
                  chi2(6) = (b-B)'[(V_b-V_B)^(-1)](b-B)
    Test:  Ho:  difference in coefficients not systematic
            B = inconsistent under Ha, efficient under Ho; obtained from xtreg
                           b = consistent under Ho and Ha; obtained from xtreg
                                                                              
       tamao     -34.06772    -31.48159       -2.586127        2.333644
 crecimiento     -11.26483     -12.0889        .8240692         .640898
      ebitda      .0707779     .0690502        .0017277        .0149812
         roa      -109.417    -110.1522          .73518        1.798792
infraestru~a      2.192312     -4.08364        6.275953        4.148438
apalancami~o      13.57657     13.17706        .3995092        .5871298
                                                                              
                  FIXEDF1      RANDOMF1      Difference          S.E.
                    (b)          (B)            (b-B)     sqrt(diag(V_b-V_B))
                      Coefficients     
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Anexo 4. Test de Wald 
 
 Test de Wald para Chile 
 
 Test de Wald para Perú 
  
Prob>chi2 =      0.0000
chi2 (25)  =    3571.55
H0: sigma(i)^2 = sigma^2 for all i
in fixed effect regression model
Modified Wald test for groupwise heteroskedasticity
Prob>chi2 =      0.0000
chi2 (22)  =   23264.40
H0: sigma(i)^2 = sigma^2 for all i
in fixed effect regression model
Modified Wald test for groupwise heteroskedasticity
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Anexo 5. Test de Wooldridge 
 
 Test de Wooldridge para Chile 
 
 Test de Wooldridge para Perú  
           Prob > F =      0.0005
    F(  1,      24) =     16.033
H0: no first-order autocorrelation
Wooldridge test for autocorrelation in panel data
           Prob > F =      0.0856
    F(  1,      21) =      3.255
H0: no first-order autocorrelation
Wooldridge test for autocorrelation in panel data
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Anexo 6. Resultados Pooled Data  
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Anexo 7. Resultados Multinivel  
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Anexo 8. Resultados Panel Data 
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Anexo 9. Resultados Panel Data por canal de transmisión 
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