Many economic variables are correlated over time. It is important to determine whether this observed correlation comes from time invariant unobserved heterogeneity among individuals or from temporal persistency of a shock. This paper examines how to estimate the auto-covariances and auto-correlations of individual dynamics separately from unobserved heterogeneity. When both cross-sectional and time-series sample sizes tend to infinity, we show that the within-group auto-covariances are consistent for the auto-covariances of individual dynamics, but that they are severely biased when the length of the time series is short.
Introduction
Many economic variables are correlated over time. For example, an individual who has a high income in one year tends to earn a high income in the next year. An interpretation of the correlation might be that a shock that occurred during a certain time period has a persistent effect on future income. Another potential explanation might be that individuals are different in their abilities to earn income and an individual with high income in the two consecutive years has a high ability. These two interpretations yield different policy implications. It is important to determine whether this correlation comes from persistency of individual dynamics or from unobserved heterogeneity, and to examine to what extent each component contributes to observed correlation. A way to attack this question is to investigate the auto-covariance structure of individual dynamics separately from unobserved heterogeneity. This paper aims at developing statistical tools to estimate this using panel data. In particular, we consider how to obtain asymptotically unbiased estimates of the auto-covariances without imposing some specific structure on the auto-covariance structure when we have relatively long panel data sets.
In time-series analysis, an important step to investigate the dynamics of some variable is to look into its correlogram, which is informative by its own right and would also suggest us the type of models to be fitted to the data. However, the existing procedures for panel data skip the step of investigating the correlogram, and start with imposing specific model structures on the individual dynamics. When the length of the time series of a panel is short, some restrictions are necessary, otherwise the auto-covariances of the individual dynamics are not identified (See, for example, Arellano (2003, Chapter 5) ), and the sample auto-covariances or the sample auto-correlations are biased even asymptotically, as pointed out by Solon (1984) .
As in the case of time series analysis, auto-regressive models and moving average models are popular specifications. For example, early studies on income dynamics (e.g., Lillard and Willis (1978) , MaCurdy (1982) , and Abowd and Card (1989) ) model the time varying component as ARMA processes. Researchers have developed methods to estimate those models. For the auto-regressive models, the within-group estimator is severely biased when the length of time series is short (Nickell (1981) ). Anderson and Hsiao (1981) have proposed instrumental variable estimation of first order auto-regressive (AR(1)) models. Their methods have been extended by Arellano and Bond (1992) , and Holtz-Eakin, Newey and Rosen (1988) to generalized methods of moments estimation. Baltagi and Li (1994) have developed methods to estimate the moving average models. Alternatively, one may consider estimating the covariance structure by the minimum distance estimator (see Chamberlain (1984) ) as considered by Abowd and Card (1989) .
Recently, panel data with moderately long time lengths have become available, and researchers have developed mathematical tools to handle asymptotic sequences under which two indexes tend to infinity. These panels and mathematical tools have motivated researchers to look into the asymptotic properties of statistics in long panel data. Alvarez and Arellano (2003) and Hahn and Kuersteiner (2002) study the asymptotic properties of the within-group estimator for panel AR(1) models when both the cross-sectional sample size (N ) and the length of the time series (T ) are large. Kiviet (1995) and Bun and Kiviet (2006) consider more general (but still AR(1)-type) models that include covariates, and derive the bias of the within-group estimator. Hahn and Kuersteiner (2002) also develop a bias-corrected within-group estimator for models in which the individual dynamics follows the AR(1) structure. Their results may not be valid when the AR(1) structure is not true (see Lee (2005) ). Lee (2005) and Hansen (forthcoming) study the asymptotic properties of the within-group estimators in AR(p) models and develop methods to correct the biases of the within-group estimators. Lee (2005) also considers cases in which the lag order is misspecified and proposes methods to choose the order of the auto-regression.
While AR(p) models can capture many kinds of dynamics, these methods still suffer from model misspecification. Moreover, the locus of these articles is the estimation of the coefficients in autoregressive models, and the results are not readily applicable to the purpose of this project. This paper addresses a basic, yet unanswered question of how to estimate the auto-covariance and auto-correlation structure of individual dynamics without imposing a specific structure. The auto-covariances of individual dynamics can be identified and be consistently estimated without imposing a specific structure when T tends to infinity. While highly useful, the existing methods that are all model-based may provide misleading results when we impose wrong models. The statistical methods developed in this paper have several potential impacts. First, they should yield better understandings of the dynamic nature of key economic variables. For example, understanding the nature of income dynamics is important when we discuss policies related to poverty and income inequality. They are also useful for the purpose of finding appropriate models even if we want to do a model-based analysis in empirical applications.
We study asymptotic properties of the within-group auto-covariances, using double asymptotics, under which both N and T tend to infinity. Recent developments of asymptotic theory that handle double asymptotics make it possible to analyze properties of estimators in long panel data. We show that the within-group auto-covariances are consistent for the auto-covariances of individual dynamics, but that these estimators are heavily biased when T is only moderately large. The key finding here is that the leading terms of the biases of these estimators are proportional to the long-run variance of individual dynamics.
We consider the estimation of the biases and propose bias-corrected estimators. The key is the estimation of the long-run variance of individual dynamics. There has been numerous procedures proposed for the estimation of the long-run variance in the time series literature. (See, e.g., den Haan and Levin (1997) for a review, although a large number of articles on this issue have been published since then.) In this paper, we extend the long-run variance estimators described by Andrews (1991) to panel data settings and study the asymptotic properties of the proposed estimators using double asymptotics. It is interesting by its own right to study asymptotic properties of these long-run variance estimators in panel data settings under double asymptotics. An important practical issue is that these estimators depend on bandwidth parameters. Following Andrews (1991) , we derive the asymptotic mean square error of the estimator and choose the bandwidth parameter so that it minimizes the mean square error. An interesting finding regarding the mean square error is the following: the long-run variance estimator considered in this paper can be written as the cross-sectional average of the long-run variance estimator for each time series; increasing N reduces the variance but does not affect the bias of the estimator; when T is large compared to N , we obtain a similar mean square error formula to the one given in Andrews (1991) ; however, when N is large relatively to T , the variance becomes small and we need to consider an additional bias term instead of the variance (thus, we encounter a bias-bias trade-off, instead of a usual bias-variance trade-off). We then develop methods to alleviate the biases of the within-group auto-covariances using the proposed long-run variance estimator. We also consider iterated procedures in which we estimate the long-run variance based on the bias corrected estimators of the auto-covariances and correct the bias using the new long-run variance estimator. We may repeat this iteration many times. It turns out in Monte Carlo simulations that this iteration improves the performances of the estimators.
We also study the estimation of other parameters of interest, such as the auto-correlations of individual dynamics, the partial auto-correlations, and the variance of the individual effects.
They can be estimated easily based on the estimators of the auto-covariances and their statistical properties can be studied easily given the results concerning the auto-covariance estimators.
Monte Carlo simulations are conducted to investigate small sample properties of the proposed auto-correlation estimators. We confirm that the within-group auto-correlations approach to the auto-covariances of individual dynamics as both N and T increase. We also confirm that they can be severely biased when T is not large and that the biases do not depend on N while N affects the variances. When the persistency of individual dynamics is not large, the auto-correlation estimators based on the bias-corrected auto-covariance estimators work well even if T is short.
While the procedures developed in this paper effectively reduce the biases of the estimators even in cases in which the persistency is large, the bias reduction is not sufficient in those cases and a long time series is required to obtain reliable estimates of auto-correlations. We also find that iterating the bias correction remarkably improves the performance.
The reminder of the paper is organized as follows. Section 2 introduces our theoretical frameworks. In Section 3, we study the asymptotic properties of the within-group auto-covariance estimators. Methods to alleviate the biases of the within-group autocovariance estimators are discussed in Section 4. Section 5 considers the estimation of the auto-correlations of individual dynamics based on the results in the previous sections. The estimation of the variance of the individual effects is considered in Section 6. Section 7 considers fixed effects regression models and demonstrates that our procedures are applicable in those models too. In Section 8, we report the results of Monte Carlo experiments conduced to see the properties of the auto-correlation estimators developed in this paper. Section 9 concludes this article by stating possible extensions.
Setting
Suppose that panel data {y it } for i = 1, . . . , N and t = 1, . . . , T are available. We consider a one-way error components model in which y it is generated by the sum of the time-invariant individual effect, η i , and the time-varying stationary process, w it :
We assume that {η i } N i=1 are independently and identically distributed (i.i.d.) and that
are i.i.d across individuals and stationary over time with mean E(w it ) = 0. We also assume that w it and η i are uncorrelated. We do not impose any specific model on the auto-covariance structure of w it .
Let Γ k be the k-th order auto-covariance of y it :
where µ ≡ E(y it ) = E(η i ). Let σ 2 η denote the variance of η i and γ k denote the k-th order autocovariance of w it (i.e., γ k = E(w it w it−k )). Then, Γ k can be decomposed into two components:
There are two sources of observed dependency of y it across time. One is unobserved heterogeneity among individuals, whose magnitude is represented by σ 2 η . The other is the state dependence whose magnitude is represented by γ k . Note that when T is fixed, we cannot identify γ k s and σ 2 η without some restriction. Roughly speaking, the reason is that we only observe T parameters (i.e. Γ k , k = 0, . . . , T − 1) while there are T + 1 unknown parameters.
However, when T tends to infinity, we can identify γ k s separately from σ 2 η . Our main question is how to estimate the auto-covariances of w it when relatively long panel data sets are available.
In the next section, we examine the asymptotic properties of the within-group auto-covariances.
Asymptotic properties of the within-group auto-covariances
First, we examine the asymptotic properties of the k-th within-group auto-covariance:
which may be a natural estimator of γ k , whereȳ i = ∑ T t=1 y it /T . When the length of the time series T is fixed,γ k is not consistent for γ k (Solon (1984) ). The main source of the inconsistency is that we cannot consistently estimate η i when T is fixed. On the other hand, it is shown below thatγ k is consistent for γ k when both N and T tend to infinity under the following assumption. 
w it is strictly stationary within individuals and
∑ ∞ j=−∞ |γ j | < ∞.
There exists
However,γ k may be severely biased when T is not very large relative to N . To see this, we observe thatγ k may be decomposed in the following form (see the proof of Theorem 1):
The termw i (=ȳ i − η i ) can be understood as the estimation error for η i . This estimation error is the main source of the bias even when T tends to infinity. Now, we have
which is of order O(1/T ) by Assumption 1. Thus, the estimatorγ k exhibits the bias of order O(1/T ), which may be severe when T is not very large.
To make the argument formal, we present the theorem below that concerns the asymptotic distribution ofγ k . We make the following additional assumption.
We use Theorem 3 of Phillips and Moon (1999) to prove the next theorem. Assumption 2.1 is used to guarantee the uniform integrable condition, which is one of the key conditions of Theorem 3 of Phillips and Moon (1999) . This assumption may be relaxed as long as the uniform integrable condition is met. Assumption 2.2 guarantees that the asymptotic variance ofγ k exists. This assumption can be satisfied if fourth-order cumulants of w it are sufficiently small. For example, if w it is a Gaussian process (i.e., the fourth cumulants are zero), then 
where
The leading term of the bias ofγ k converges to the long-run variance of w it . This observation leads us to consider a possibility of correcting the bias by estimating the long run variance. In the next section, we examine this possibility, which turns out to be successful. This observation also implies that the bias is large if w it is highly persistent. Note that V T > 0, which implies that the bias is downward andγ k is, on average, smaller than γ k . It is also notable that the leading term of the bias does not depend on the order of the auto-covariance k.
Remark 2. The condition N/T 3 → 0 is required to ignore the bias term of order 1/T 2 . This condition can be relaxed if the bias term of order 1/T 2 is taken into account. However, it makes the expression of the asymptotic bias complicated and we shall keep the condition N/T 3 → 0.
Remark 3. Theorem 2 presents the asymptotic distribution ofγ k for each k. It is easy to find the joint asymptotic distribution ofγ k andγ j for k ̸ = j becauseγ k has an asymptotic linear form:
Note that the asymptotic covariance betweenγ k andγ j is
If w it is a Gaussian process, the asymptotic covariance becomes
Bias correction
In this section, we consider ways to alleviate the bias of γ k . The leading term of the bias of γ is proportional to V T , which converges to the long-run variance of w it . We propose to use an estimate of V T to mitigate the bias of γ k . LetV T denote an estimator of V T . The estimatorV T can be any estimator that satisfies the condition in Theorem 3. We defineγ k as:
The motivation ofγ k is to correct the bias ofγ k by adding an estimate of the leading term of the bias. Let r N,T be the rate of convergence ofV T so thatV
shows that the asymptotic distribution ofγ k is centered around zero.
Theorem 3. Suppose that Assumptions 1 and 2 are satisfied. Suppose also that N/T 3 → 0.
This theorem implies that we may obtain estimates of the auto-covariances whose biases are small if we get some estimates of V T . Thus, the main question of this section is how to construct a good estimator of the long-run variance of w it and what is the rate of convergence of the estimator.
Estimating the long-run variance
This subsection considers the estimation of the long-run variance of w it . As known in the time series literature, it is not trivial to estimate the long-run variance. The long-run variance is a sum of auto-covariances. Unfortunately, it is well known in the time series literature that simply summing sample auto-covariances does not give a consistent estimator. 1 One must weigh downward the effect of higher order auto-covariances in order to obtain a consistent estimator for the long-run variance. In this paper, following Parzen (1957) and Andrews (1991) , we consider the kernel estimators:Ṽ
where k(·) is a kernel function and the scalar S is the bandwidth to be chosen by the researcher.
We assume that the kernel function belongs to the class K 1 :
1 In fact,γ0 + 2
In the Monte Carlo simulations, we use the QS kernel that belongs to K 1 . The functional form of the QS kernel is:
for |x| ≤ 1 and k(x) = 0 otherwise. Andrews (1991) demonstrates several attractive properties of the QS kernel function. Note thatṼ T is always non-negative with the QS kernel, which also means thatγ 0 is non-negative with the QS kernel.
We present the theorem that shows the consistency ofV T . We also provide the mean square error ofV T , which is used for choosing the bandwidth parameter. We introduce several notations to present the theorem. Let
We need the following assumption that concerns the cumulants of w it . Let cum(t 1 , t 2 , t 3 , t 4 ) denote the fourth order cumulant of (
the eighth order cumulant of (w i,t 1 , . . . , w i,t 8 ).
Assumption 3.
1.
Note that Assumption 3 is a sufficient condition for Assumption 2.
The following theorem shows the consistency ofV T and gives the rate of convergence ofV T .
The mean square formula given in the theorem also serves as the device to choose the bandwidth parameter. 2
Theorem 4. Suppose that Assumptions 1, 2 and 3 are satisfied. If S → ∞ and S/T → 0, theñ
2 We do not consider cases in which N 3 /T 2q−2 converges to a nonzero and finite constant. In those cases, the MSE formula involves three terms (two bias terms and one variance term) and we cannot obtain a closed form expression for the optimal bandwidth, which makes choosing a bandwidth parameter difficult in practice.
Suppose also that N
for which k q and |V (q) | are finite. Then,
On the other hand, suppose that N 3 /T 2q−2 → ∞ and S q+1 /T → τ , where 0 < τ < ∞, for some 0 < q < ∞, for which k q and |V (q) | are finite. Then,
Remark 4. There are two bias terms that are relevant to this result. The first bias term comes from the fact that we use a kernel function. The other bias term stems from the result that eachγ k is biased. When T is sufficiently large relative to N (i.e., N 3 /T 2q−2 → 0), the MSE has a similar form to that presented in Andrews (1991) . The difference is that the variance part of the MSE is of order S/(N T ) in the current setting, while it is of order S/T in the time series setting as in Andrews (1991) . When T is not very large compared with
the second term of the bias becomes more important than the variance term. Note that the estimatorV T is the sample average of long-run variance estimators across individuals, and that N affects the variance but does not affect the bias ofV T . Therefore, the leading term in the MSE is the square of the leading terms of the biases and does not involve the variance term.
Remark 5. When we use the QS kernel, we have q = 2, which implies that r N,T = (
The condition r N,T √ N/T → 0 that is required in Theorem 3 is automatically satisfied when
Choosing the bandwidth parameter
We choose the bandwidth parameter by minimizing the MSE ofṼ T . We focus our attention on the QS kernel function. For the QS kernel function, we have q = 2,
Then, the value of the bandwidth parameter that minimizes the MSE is
In order to operationalize the procedures, we need to obtain an estimate of β. We follow the strategy taken by Andrews (1991) . We estimate β based on the formula that is valid when the true data generating process follows the panel AR(1) model. When w it follows the AR (1) process with coefficient δ, then, the parameter β can be written as:
There are many ways to estimate the parameter δ. Here, we consider the estimator of Hahn and Kuersteiner (2002), but other estimators can also be considered. Letα be the estimator of Hahn and Kuersteiner (2002) :
,
We use the following estimated bandwidth:
Note that Pr{Ŝ * = 1.3221(
While the formula of the optimal bandwidth depends on the rates at which N and T go to infinity, the bandwidth has an appropriate rate in large samples. Note thatδ converges to the first order auto-correlation of w it and is bounded in probability. Thus, the estimation ofδ does not affect the rate of the bandwidth asymptotically.
Iterated procedures
In this subsection, we consider an iterated procedure. We update the estimate of V T by using the biased corrected estimators for γ k for k = 0, . . . , T − 1. Then, we re-estimate γ k based on the updated estimate of V T . This iteration may be repeated many times. Asγ k s are better estimates of γ k , the bias may be better estimated usingγ k . Let
where m denote the number of iterations, S m is the bandwidth parameter for the m-th iteration
T be the T × T identity matrix and ι T be the T ×1 vector of ones. We consider using the same bandwidth throughout the iterations.
Let S denote the bandwidth parameter. Let
We can write the iteration formula in the following way:
If ι ′ T K T < T , this iteration converges and the limitγ(∞) can be written as:
Note that ι ′ T K T < T is satisfied when we use the QS kernel. 3 The long-run variance estimator obtained as the limit of the iteration is
Note that the iterations do not affect the first order asymptotic results forγs. Thus, the gain should come in terms of finite sample performances. In Monte Carlo simulations, we see how the iteration improves the performances of the estimators. It turns out that the gain can be substantial particularly when T is not large and/or when w it is persistent.
The following theorem gives the asymptotic properties ofṼ T (∞).
3 We have ι 
Remark 6. In this theorem, we present only one mean square error formula. SinceṼ T (∞) is based on bias-corrected auto-covariances estimators, the second term in the bias becomes small, and we have a usual bias-variance trade-off.
Remark 7. When we use the QS kernel, the condition
As before, we use the mean square formula as the device to choose the bandwidth parameter.
For the QS kernel function, the bandwidth parameter may be chosen to bê
Autocorrelation
We are often interested in auto-correlations rather than auto-covariances as auto-correlations are easier to interpret. This section considers the estimation of autocorrelations. Let ρ k be the k-th order autocorrelation of w it (i.e., ρ k = γ k /γ 0 ). In this paper, we estimate ρ k based on estimates of γ k and γ 0 . A natural estimator of ρ k might beρ k ≡γ k /γ 0 . As a corollary of Theorem 1, the estimatorρ k is consistent for ρ k . However,ρ k has the bias of order O(1/T ).
Theorem 6. Suppose that Assumption 1 is satisfied. Then, for all k, as N → ∞ and T → ∞,
Suppose that Assumptions 1 and 2 are satisfied. Suppose also that N/T 3 → 0. Then, for all k,
The proof of the consistency is omitted because it is a simple application of the continuous mapping theorem. The proof of the asymptotic distribution part of the theorem is available in the Appendix.
Remark 8. The estimatorρ k exhibits the downward bias of order 1/T . The limit of the bias term is proportional to the long-run variance:
It is interesting to note that the bias is small if ρ is close to 1 given the values of other autocorrelations.
The bias is largest when ρ k = 0.5.
Remark 9. Note thatρ 1 is essentially the within-group estimator of the coefficient of the panel first order autoregressive model. The asymptotic properties ofρ 1 is studied by Hahn and Kuersteiner (2002) and Alvarez and Arellano (2003) Remark 10. Even if the true data generating process does not have the panel AR(1) structure, the within-group estimator of the coefficient on the lagged dependent variable can be considered as an estimator of the first-order auto-correlation. On the other hand, the instrumental variable estimator of Anderson and Hsiao (1981) cannot be considered as the estimator of ρ 1 . The probability limit of the Anderson and Hsiao (1981) estimator is:
Thus, the limit of the Anderson and Hsiao (1981) estimator is not equal to ρ 1 in general.
When the model is misspecified, the Anderson and Hsiao (1981) estimator may not have a good interpretation, while the within-group estimator still can be considered as an estimator of ρ 1 .
Letρ k be the estimator for ρ k based on bias-corrected estimators for γ k and γ 0 so that
The next theorem shows that the asymptotic distribution ofρ k is centered around zero.
Theorem 7. Suppose that Assumption 1 is satisfied andV
Suppose that Assumptions 1 and 2 are satisfied. Then, for all k, as N → ∞ and T → ∞
where Ω k is defined as in Theorem 6.
The proof of the theorem is omitted because it is a simple application of the continuous mapping theorem and the Delta method.
Partial auto-correlation (PAC)
The partial auto-correlation is another popular measure of dependence over time. 
where * s are elements of the vector that are irrelevant.
By replacing γs by their estimates, we can obtain estimates for α k . We recommend to estimate α k by using biased corrected estimators for γs. The estimatorα k is obtained by solving the following equation:
The asymptotic properties ofα k can be studied by applying the continuous mapping theorem and the Delta method.
Theorem 8. Suppose that Assumption 1 is satisfied andV
where Λ k is defined in the Appendix.
Remark 11. The results of Lee (2005) can be used to find the probability limit and the asymptotic distribution of a partial auto-correlation coefficient estimator based onγs (notγ). Note that the q-th element of the vector α(p, q) in Lee (2005) is the q-th order partial auto-correlation when w it follows an AR(p) process. However, we cannot use the bias correction method given by Lee (2005) for the estimation of partial auto-correlations. The problems Lee (2005) considers are to correctly select the order of auto-regression and to mitigate the bias of the estimates of the coefficients in correctly specified AR (p) models.
The variance of individual effects
In this section, we consider the estimation of the variance of the individual effect. A natural estimator for the variance of η i may be the between-group variance:
. We need assumptions on the distribution of η i to study the asymptotic properties ofσ 2 η in addition to the assumptions on w it . The following assumption is used to show the consistency ofσ 2 η .
Assumption 4.
{η
3. w it and η i are independent for any t.
This set of assumptions is standard. The next assumption is used to prove the asymptotic normality ofσ η .
Assumption 5.
The following theorem gives the asymptotic properties ofσ 
Remark 12. We have the bias of order T −1 . It is the main source of the inconsistency ofσ 2 η when T is fixed. The estimatorσ 2 η is consistent forσ 2 η as T → ∞. It should also be noted thatσ 2 η is √ N -consistent. Roughly speaking, it is because we can observe only one η for each individual.
Remark 13. As forγ k , the leading term of the bias converges to the long run variance of w it . However, the direction of the bias ofσ 2 η is upward. Thus, if we decomposeΓ k byγ k and σ 2 η , we tend to over-evaluate the persistency component, and to under-evaluate the unobserved heterogeneity component.
We construct a bias corrected estimator of σ 2 η bỹ
Again,V T is an estimator of V T , which may beṼ T orṼ T (∞), and whose rate of convergence is r N,T . We show that the asymptotic distribution ofσ 2 η is centered around zero.
Theorem 10. Suppose that Assumptions 1, 4 and 5 are satisfied. Suppose also that r
A problem of the estimatorσ 2 η is that it may take a negative value. While this problem might be of some practical concern, it would be beyond the scope of the current paper.
Fixed effects Regression Models
In several applications, we may be interested in the covariance structure of error terms in panel regression models. We consider fixed effects regression models in this section. In those cases, the variable y it may not be directly observed and we need to take the estimation error into account when we study the asymptotic properties of the statistics. This section presents the theorem that says that our procedures are applicable in those cases when regressors are strictly exogenous.
We consider a panel regression model with strictly exogenous regressors:
where x it is the vector of strictly exogenous regressors and β is the vector of parameters to be estimated. The error term y it follows the one-way error components components model considered in the previous sections. As before, let
We consider the estimation of the auto-covariances of w it . Letβ be an estimator of β, and our analysis is based on the residuals from this estimation:
Letγ * k be the within-group estimator of the k-th order auto-covariance of w it computed using the residuals:
Letγ k denote the k-th order within-group auto-covariance, where we ignore the estimation of β, as considered in previous sections. The theorem below implies that all the asymptotic results forγ k presented in previous sections holds forγ * k . We make assumptions on the stochastic nature of x it . Assumption 6.
{x it } T t=1 is i.i.d. across individuals.
2. E(w it 1 x it 2 ) = 0 for any t 1 and t 2 . 
E(||w it
The proof is included in the appendix. 
Design
The data generating process used in the experiments is the following:
, and w it follows an ARMA (1,1) process:
and ϵ it ∼ i.i.d.N (0, σ 2 ). The initial observations are generated from the stationary distribution. 4
Specifically, we generate (w i0 , ϵ i0 ) from
We fix the value of σ 2 and σ 2 η so that σ 2 = 1 and σ 2 η = 1. Note that these variances do not affect the estimation of the auto-correlations of w it . Each experiment is characterized by the vector of (N, T, α, θ). We set N = 20, 100; T = 5, 10, 25, 50; α = 0, 0.5, 0.9; and θ = 0, 0.5. We consider three procedures. The first procedure considered is to estimate the autocorrelations based on the within-group auto-correlations (i.e.,ρ k . We call them "WG"). Next, we consider the procedure based on the one-time bias corrected auto-covariances (i.e.,ρ k based onṼ T (1). We call them "BWG"). Finally, we consider the procedure based on the auto-covariance estimators obtained after infinitely many iterations (i.e.,ρ k based onṼ T (∞). We call them "IB"). Note that the first-order asymptotic properties of "BWG" and "IB" are the same, but that their properties might be different in finite samples. The bandwidth parameters are chosen by using formula (1) for "BWG" and formula (2) for "IB". The number of replications is 5000.
Results
Tables 1-6 summarize the results of the experiments. For each procedure, we report the biases and standard deviations (std) of estimates of first-, second-and third-order auto-correlations.
[ Tables 1-6 around here] First, we examine the validity of our theoretical results by looking at the results of "WG".
It is clear in the tables that the cross-sectional sample size affects the standard deviations of the estimators, but it does not affect the biases. On the other hand, the length of the time series has a substantial impact on both the biases and the standard deviations. The biases are large when the length of the time series is short and when the degree of persistency is large (α = 0.9).
These results are consistent with our theoretical results.
Next, we investigate the performances of the procedures developed in this paper that have the bias-reducing property. Note that the standard deviations of "BWG" and "IB" are similar to those of "WG", which means that the bias correction does not inflate the diversity of the estimators. Moreover, the standard deviations for all procedures are small compared to the biases. The performance of each procedure can, therefore, be measured by the magnitude of its bias.
While the procedure "BWG" alleviates the bias, the procedure "IB" mitigates the bias more effectively than "BWG". The gain of iterating the bias correction is substantial particularly when T is small (T = 5 and 10). The effectiveness of our bias correction crucially depends on T and α.
(In the current setting, α measures the persistency of individual dynamics.) When there is no persistency in individual dynamics (α = 0), our bias correction works very well and can eliminate the bias completely even if T is small. However, when there is strong persistency (α = 0.9), a long time series is required to obtain estimates that are almost unbiased. Still, our procedures (in particular, "IB") are able to improve the within-group auto-correlation estimators substantially.
The parameter θ does not appear to be more significant for determining the performances than the other parameters.
To sum up, we observe that the procedures developed in this paper effectively reduce the biases without increasing the variances. They provide reliable estimates of the auto-correlations particularly when the time dimension is moderately large or when the persistency is not very large. On the other hand, when the length of the time series is short and the persistency is large, our procedures might not be able to completely eliminate the biases although they perform remarkably better than does the conventional procedure. Given the results of the experiments, we think that applied researchers would benefit by using the procedures developed in this paper.
In particular, the procedure "IB" works remarkably well.
Possible extensions
This paper develops methods to estimate the auto-covariance and auto-correlation structure of individual dynamics separately from unobserved heterogeneity. We conclude this article by stating several possible extentions. There are many directions to which our procedures would be extended. First, our results should be useful to address the questions of the construction of standard errors of estimators for penal data models and the GLS estimation of random effects models (see, e.g., Hansen (forthcoming) and references therein).
Extensions to more general models are also important. For example, the two-way error components model (i.e., models with time effects) is a popular specifications to allow crosssectional dependence. Hahn and Moon (2006) consider the estimation of panel AR (1) models with both individual and time fixed effects. Another example is a model with incidental trends allow non-stationarity. The estimation of panel auto-regressive models with incidental trends is examined in Phillips and Sul (2003) and Phillips and Sul (forthcoming) . These papers argue that the bias problem may be further severe if there are not only individual effects but also incidental trends. Extending our procedures to these models would enhance the range of application of our methods and may be useful.
A Technical appendix

A.1 Proof of Theorem 1
Proof. We have the following decomposition:
By Lemmas 1, 2 and 6, we getγ k → p γ k .
A.2 Proof of Theorem 2
The first term on the right hand side is asymptotically normal by Lemma 1, and the second and third terms are o p (1) by Lemma 2. The last two terms in the right-hand side are o p (1) by Lemma 6.
A.3 Proof of Theorem 4
Proof. First, we consider the bias.
E(Ṽ
Note that
We have
As shown in Parzen (1957) , S q times the first term on the right hand side converges to −k q V (q) . Next, we consider the second term. First we have
second term is of order O(S/T ).
It is smaller than the order of the first term when N 3 /T 2q−2 → 0 and S 2q+1 /(N T ) → τ . When N 3 /T 2q−2 → ∞ and S q+1 /T → τ , the orders of the first and second terms are the same.
Lastly, we consider the third term on the right hand side. We observe that
and that
by Lemma 6. Similarly, we can show that
) .
Therefore we have
To sum up, when S q+1 /T → 0,
and, when S q+1 /T → τ , where 0 < τ < ∞, we have
Next, we consider the variance. We note thatV T is the sample average across cross section of the long-run variance estimator for each time series. Let
Therefore, we have
We verify Assumptions B, C and D of Andrews (1991) , under which we can use the variance formula forV T,i provided by Andrews (1991) . Note that θ,θ and V t (θ) in Assumptions B, C and D of Andrews (1991) are η i ,ȳ i and y it − η i , respectively in our case. Observing that ∂(y it −η i )/(∂η i ) = −1, we can easily verify that Assumptions B, C and D are satisfied. Therefore, we have
Combining the results for the bias and variance, we have the desired result.
A.4 Proof of Theorem 5
Proof. In this proof, we use the notations defined in the proof of Theorem 4. First, note that the variance ofṼ T (∞) is the same as that ofV because 1
Therefore, we consider only the bias ofṼ T (∞).
As in the proof of Theorem 4, we have
A.5 Proof of Theorem 6
Proof. First, we observe that
A.6 Proof Theorem 8
The proofs of the consistency and the asymptotic normality are omitted as they can be easily shown by applying the continuous mapping theorem and the Delta method. We discuss the asymptotic variance ofα k in this section. 
The matrixΥ k − Υ k can be written as:
Let Σ k be the matrix whose (i, j)-th element is
so that Σ k is the asymptotic variance matrix ofγ 0,k . Then, the asymptotic variance ofα k
A.7 Proof of Theorem 9
By Lemmas 2, 3(1), 4 and 5, we getσ 2 η → p σ 2 η . Next, we examine the asymptotic distribution ofσ 2 η . We have the following decomposition:
The first term converges to
, by Lemma 3(2). The other terms are o p (1) by Lemmas 2, 4 and 5.
A.8 Proof of Theorem 11
Proof. Observing thatŷ
We have the decomposition that 1
All terms on the right-hand-side of the equation have mean zero by Assumption 6.2. We consider the variance of each term. First, Assumption 6.4 implies
Next, by a similar argument, we have
The variance of the third term can be shown to be O p (N −1 ) in a similar way. The variance of the fourth term is:
Summing up, we have 1
Similarly, the term
A.9 The asymptotic distribution ofρ 1 when w it follows an AR(1) model
Suppose that w it = αw i,t−1 + ϵ it , where |α| < 1 and ϵ it s are i.i.d. over time (and across individuals) with mean zero and variance σ 2 . It is easy to see that γ k = α k σ 2 /(1−α 2 ). Therefore, the asymptotic bias ofρ 1 is
Now we consider the asymptotic variance ofρ 1 . First we observe
Therefore,
These results match the results of Hahn and Kuersteiner (2002) and Alvarez and Arellano (2003) on the within-group estimator for panel AR(1) models.
A.10 Lemmas
Lemma 1. Suppose Assumption 1 is satisfied. Then, for any k, as N → ∞ and T → ∞,
Suppose that Assumptions 1 and 2 are satisfied. Then, for any k, as N → ∞ and T → ∞,
The variance term is
By the Chebyshev inequality, the consistency is proved. We apply Theorem 3 of Phillips and Moon (1999) to show the asymptotic normality. It is easy to see that Conditions (i), (ii), and (iv) of Theorem 3 of Phillips and Moon (1999) are satisfied. The sufficient condition for Condition (iii) is
by Assumption 2. Therefore, we have the desired result.
Lemma 2. Suppose Assumption 1 is satisfied. Then, as N → ∞ and T → ∞,
Suppose that Assumptions 1 and 5 are satisfied. Then, as N → ∞ and T → ∞,
Proof. First we note that
By the Markov inequality, the term is o p (1). Now, the variance is
by Assumption 5. By the Chebyshev inequality, we obtain the desired result.
Lemma 3. Suppose Assumption 1 is satisfied. Then, as N → ∞,
The results hold independently of the rate at which T tends to infinity.
is an i.i.d. sequence. Therefore, the results can be obtained by applying the Kinchine law of large numbers and the Lindberg-Levy central limit theorem. 
Its expectation is 0, and its variance is
By the Chebyshev inequality, we obtain the desired result.
Lemma 5. Suppose Assumption 1 is satisfied. Then, as N → ∞,
Proof. We have E(ȳ − µ) = 0. The variance is
Thus, by the Chebyshev inequality, we obtain the desired result. 
Proof. The mean is
Next, we consider the variance. It is:
) . Table 4 : Monte Carlo results: N = 100; α = 0. See the notes in Table 1 for the definitions of the labels. 
