Abstract-Remote sensing technology is increasingly being used for rapid detection and visualization of changes caused by catastrophic events. This paper presents a semi-automated feature-based approach to the identification of building conditions especially in affected areas using geographic information systems (GIS) and remote sensing information. For image analysis, a new "detected part of contour" (DPC) feature is developed for the assessment of building integrity. The DPC calculates a part of the building contour that can be detected in the remotely sensed image. Additional texture features provide information about the area inside the buildings. The effectiveness of the proposed method is proved by high overall classification accuracy for two different study cases. The results demonstrate that the "map-toimage" strategy enables extracting valuable information from the remotely sensed image for each individual vector object, thereby being a better choice for change detection within urban areas.
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I. INTRODUCTION

S
UDDEN natural disasters such as earthquakes, tsunamis, and hurricanes can strike in minutes and leave behind destruction and loss of lives. Despite humans having learned to predict approximate time and place of some forthcoming catastrophes (e.g., hurricanes or tsunamis), the majority of disasters cannot be prevented and still have a profound impact on the socio-economic system of the affected countries. The recent series of earthquakes-India (2001), Iran (2003) , Indian Ocean (2004), Haiti (2010), China (2010), and Japan (2011)-caused significant property damage and loss of lives, collapsed buildings and infrastructure (bridges, gas and water pipelines, and electricity, telephone, and cable wires), and rendered port facilities and roads inoperable. To effectively reduce the impact of a disaster and co-ordinate the relief phase, it is necessary to analyze large amounts of spatial data. Remote sensing techniques are extensively used as a powerful tool for change analysis, with aerial and satellite photographs providing current and synoptic information over large areas of the earth's surface and, thereby supporting rescue activities and reconstruction measures [3] . Manuscript Most of the conventional methods of image processing offer the detection of changes on the earth's surface by comparing remotely sensed images of the same scene obtained at different times [10] , [29] , [5] . Comparative reviews of change detection methods based on the analysis of multitemporal remotely sensed data are provided by Singh [2] , Briger [11] , Coppin et al. [21] , and Lu et al. [4] . However, for a successful analysis, it is desirable to take images acquired by the same sensor at the same season and time of day, and-for electro-optical sensorsin cloudless conditions [8] . Additionally, the accuracy of the change detection analysis suffers if the images are acquired with different acquisition angles. Therefore, there is a need to extend the processing of remote sensing imagery by taking additional information into account. Given that geographic information systems (GIS) enable the manipulation of a large amount of multisource data, the integration of remote sensing and GIS technologies has justifiably received widespread attention in recent years [15] , [22] . The application of vector-based information from GIS enables object-oriented analysis and use of additional attribute information, thereby reducing false alarms due to seasonal, weather, and acquisition related factors.
Much research has been dedicated to monitoring and predicting disasters using remotely sensed data and GIS, as reviewed by Nayak and Zlatanova [27] . However, vector data are usually considered a passive aid to image interpretation by means of georeferencing, pattern recognition, segmentation techniques, and data conversion [30] . The issue of an integrated analysis of vector and raster data is, however, less often discussed. Samadzadegan and Rastiveisi [9] used information from vector maps located in the pre-and postevent satellite images to compare different textural features for extracted vector objects. Chesnel et al. [1] used GIS data containing building footprints to extract building roof images from multitemporal remotely sensed imagery for the following damage assessment. The authors proposed a correction method for the position of the extracted roof areas in order to take into account the shift of a roof footprint in the image caused by different acquisition angles. Sumer and Turker [7] proposed an integrated method that focuses on the detection of collapsed buildings, which uses differences in the gray values and gradient orientations for collapsed and intact buildings. Shi and Hao [31] assumed the footprint area of an intact building to have a homogeneous structure, whereas the area corresponding to damaged buildings is heterogeneous. Based on the GIS vector data, the authors defined a bounding rectangle around the expected building footprint position in the postevent image. In the derived rectangle area, the continuous homogeneous region was selected as a roof footprint. The authors evaluated the building state by comparing shape and size of the obtained roof image with the original vector object.
Our approach is based on the analysis of building contour integrity and image texture corresponding to the building footprint area. We make use of image texture orientation and homogeneity for the change analysis of the vector object. Furthermore, the innovative aspect of the proposed method lies in the development of a new approach for assessing the building contour integrity. This method can also be used for the detection of new buildings or additions to existing ones. Our study concludes that the integration of vector information into the image interpretation process can present an effective alternative to the "image-to-image" change detection strategy.
II. SOFTWARE ENVIRONMENT
The proposed methodology is implemented within an Open Source environment. The processing of vector and raster datasets, including vector data selection and conversion, and data visualization, is performed in the geographic resources analysis support system (GIS GRASS) [17] , which is currently the most powerful and popular system among the Open Source GIS. GRASS provides access to over 500 modules for manipulation with 2-D and 3-D raster and vector data, and its functionality can be expanded by the creation of additional modules using different programming software (e.g., Python, C, C++, MATLAB).
The algorithms for calculation of "detected part of contour" (DPC) and textural features as well as homomorphic image filtering are implemented in Python (www.python.org) using the NumPy package (www.numpy.scipy.org). The Canny edge detection algorithm was programmed using Python Image Library (www.pythonware.com/products/pil) and OpenCV Python Library (http://opencv.willowgarage.com/ documentation/python/index.html). The Open Source machine learning system Orange [13] is used for data analysis, classification, and visualization. The separate programs have been integrated into GIS GRASS as a single module (Fig. 1) .
III. METHODOLOGY
The methodology of the proposed change detection technique involves four main steps: 1) selection of separate objects; 2) generation of features for the selected objects; 3) classification of the object condition; and 4) import into the GIS. Application of GIS enables performing the change detection analysis separately for each building. First, we select the vector object and part of the image containing its footprint. Based on the selected vector and raster data, we extract the information describing the building state in the form of features. The feature values are calculated by analyzing the contour integrity of the raster image data within the building footprint. For the description of the contour integrity, we developed a new feature, the DPC, which describes the integrity of the building contours [20] . For the area within the contour, we make use of textural characteristics of the remotely sensed image, which are calculated based on the well-known gray-level cooccurrence matrix [25] .
Finally, the resulting classification of the building condition is performed using the selected feature values. The main parts of the algorithm discussed above are presented in Fig. 2 .
The quality of automated object recognition is adversely affected by large differences in the illumination of the images. Prior to the change detection analysis, we, therefore, use homomorphic filtering for the elimination of the illumination changes across the image [23] , [14] . The correction is performed by high-pass filtering of the logarithm of the image intensity, which is the product of illumination and reflectance. The homomorphic filtering yields both the normalization of the image brightness and the amplification of high-frequency components, such as building edges or fragments of destruction.
A. Detected Part of Contour
The basic principle of the DPC parameter calculation is the estimation of the contour integrity, i.e., the calculation of the coincidence between building contours from the GIS and the detection of these contours in the remotely sensed image. The DPC is measured as a percentage value with a maximum of 100% if the analyzed building is intact. The DPC calculation can be described briefly as follows. An edge detection algorithm is applied to the remotely sensed image to extract building edges. The developed algorithm yields a raster map with pixel values corresponding to the direction of the detected edges. The pixels that do not belong to any edge have a "no data" value. On the vector map, test points are selected along the respective contours. Around these points, a search area is defined on the raster map, where pixels with appropriate contour directions are counted. The DPC value is calculated as the ratio of the number of detected pixels and the number of pixels expected for the intact building. The main steps of the DPC calculation are presented in Fig. 3 .
B. Edge Detection
The application of edge detection methods to the image yields curves indicating the boundaries of objects. There are many edge detection methods and most of them can be grouped into two categories: 1) detecting local maxima or minima of the first derivative (e.g., Roberts, Prewitt or Sobel operators) and 2) detecting the zero-crossing of the second derivative [23] . In our study, we applied the Canny edge detector [12] . The reason for this choice lies in the fact that the algorithm produces one pixel wide continuous edges as output, and thus provides a good basis for a subsequent comparative analysis.
After applying the Canny edge detection algorithm, the contour orientation angle is calculated for each detected edge pixel α = tan • ], which is classified into four intervals (see Fig. 4 ).
Consequently, we have an image where each pixel is marked as either an edge pixel or a nonedge pixel, and the edge pixels have values corresponding to the interval of contour orientation (Fig. 5) .
C. Detection of Matched Parts of the Contour on Vector and Raster Maps
The vector map illustrating the original urban state presents the buildings as polygons, and we split each side of the building into small segments. At the center of each segment, we place a control point and measure the contour's angle α to the horizontal axis with α ∈[0
. Schematic representation of the procedure is shown in Fig. 6 .
The control point is used as a center of the search area on the raster map, where the contour part is supposed to be detected. We use the search area in a form of the P × P pixel square (see Fig. 7 ), where the raster contour is supposed to cross the center of the search window. If this does not occur, the position of the window must be adjusted (see Section III-A4). For the contour length inside the window, the following expression can be derived:
where l P is the contour length inside the search area; P is the size of the search area in pixels; R is the remotely sensed image resolution; and β is the angle of the contour to the vertical axis with β [−90
• , 90 • ] (obviously β = α − 90). The above expression can be written in a more compact form:
Using l P value, the number of segments per building side is defined by:
Here, int(x) means the floor of x, i.e., the largest integer less than or equal to x; and L is the side length of the building contour (distance between two vertexes).
Consequently, the length of a segment is expressed as:
It is evident that l s ≥ l P , and thus a small part of the polygon is dropped from the search procedure. This reflects that the arbitrary contour side cannot be covered without gaps with nonoverlapping search windows of fixed size. If the side length is smaller than the calculated l P value, the number of segments along the side is equal to zero (N = 0), i.e., the side is not taken into account for the calculation of DPC. Fig. 8 shows search areas along the building contour.
D. Calculation of DPC
The part of the contour is assumed to be intact, if the providing search area contains at least P pixels of the contour (see Fig. 9 ). In order to reduce the influence of excess pixels on the final result, the maximum number of pixels per search area is limited to P . Considering the whole contour, DPC is then defined as: Here, N i is the number of pixels found in the ith search area, P is the size of search area in pixels, and N P is the number of search areas.
The search area can cover the pixels that do not belong to the contour of the analyzed building. In order to reduce an influence of such pixels, we only count pixels with contour direction close to the direction of the considered control points. Additionally, the values of the calculated raster contour can vary insignificantly within two direction intervals [ Fig. 10(a) ].
Taking this variation into account, we accept a pixel as suitable, if it has a direction value from one of two orientation intervals closest to the orientation of the analyzed control point [see Fig. 10(b) ]. This approach enables a robust selection of contour pixels.
E. Correction of the Search Window Position
In an actual remotely sensed image, the detected building edge often does not pass through the center of the search area, which can lead to a loss of contour pixels. To remedy this situation, we correct the position of the windows, where the number of found pixels is less than P . First, we calculate the center of mass (X,Y) for the detected pixels of the building contour
where N is the number of found contour pixels and x i , y i is the coordinates of detected contour pixels. The center of the search area is moved to the position of a pixel that is the nearest to the center of mass and has a suitable direction. Thus, it is ensured that the detected edge of the contour passes through the center of the search area (see Fig. 11 ). 
F. Calculation of Textural Features
The textural information is one of the most powerful characteristics for the description of pictorial data, which expresses the spatial variation of gray tone values. One of the most effective approaches of texture analysis is the gray value cooccurrence matrix method based on the gray value relationships in the neighborhood of the current pixel [25] .
In the case of building condition detection, we analyze image sections of building roofs because they are the most visible part of buildings in a remote sensing image. Obviously, if the building is damaged or destroyed the texture of its roof image is usually changed, which can be identified by texture analysis. The roof of an intact building possesses a rather homogeneous texture and a low variation in image brightness, whereas the image texture becomes more heterogeneous due to the fragments of destruction (see Fig. 12 ).
After a number of tests with different textural features, the following three parameters were found as the most reliable to measure the degree of image homogeneity, which makes them the most suitable ones for change analysis (Table I) .
To extract these features, four angular gray-tone spatialdependency matrices are computed with a distance 1. Conventional techniques for textural feature calculation exploit a fixed rectangular sliding window for the generation of a graytone spatial-dependence matrix [26] . The object-oriented GIS approach enables the textural analysis within the actual area of the analyzed object. Consequently, instead of the conventionally used rectangular sliding window, we utilize a window that is equal to the footprint area of the respective building [19] . Thus, the window size is not fixed and is automatically adapted to each object. In order to analyze the image area of a building roof, the small rectangular fragment containing the building is cut out from the image under investigation. In the obtained image, a binary mask of the building footprint is created by converting the related vector object into raster format. This mask enables selecting only pixels belonging to the building footprint area from the subsetted rectangular image. Assuming that only pixels from the building area have to be used for the calculation of textural features, the equations for gray-tone spatial-dependence matrices can be modified as follows:
where # denotes the number of elements in the set and B is the set of pixels from the building area selected by the mask. The matrix has to be normalized to remove dependency on the building size ,j) is an entry in a normalized gray-tone spatial dependence matrix. where M is a normalization constant and N g the number of gray levels in the input image (e.g., 256).
The roofs of intact buildings possess a rather regular texture orientation concentrated mainly along the edges. Fig. 13 shows the significant angular dependency of IDM for a representative test set of destroyed and intact buildings. For destroyed buildings, on the other hand, there are no prevalent directions in the image texture. The textural orientation is mainly randomly distributed due to variations in the image brightness caused by the fragments of destruction represented in the image. Using the maximum of the angular features, we can exploit the presence of the textural orientation for identification of the building conditions. It can be observed that the calculation of average values results in the loss of information about the texture orientation, and, consequently, in a worse performance. Besides the commonly used average values, we also consider the minimum and maximum of the IDM textural features.
G. Classification
The Orange data mining software is used for data classification through a supervised k-nearest neighbor (k-NN) algorithm. For classification, the k-NNs of the considered unlabeled sample are chosen from the training set. The class of the sample is obtained by counting the distance-weighted votes of the samples from the nearest neighbor set. The Euclidian distance is usually used as a distance metric between samples [6] .
In order to assess the final result, a confusion matrix is generated, which shows predicted and actual classifications with a specified number of different classes [28] , [24] .
IV. RESULTS
On March 11, 2011, a massive earthquake with a magnitude over 9.0 M w occurred in the north-western Pacific Ocean, with the epicenter located approximately 130 km from Sendai and 373 km from Tokyo. The hypocenter of the most devastating quake was registered at an underwater depth of approximately 30 km. The earthquake triggered enormous tsunami waves, causing considerable destruction along the coast of the northern islands of Japan. The earthquake and tsunami caused extensive infrastructural damage of roads, bridges, railways, and dikes, as well as over 300 000 buildings being entirely, half or partially collapsed and burned.
To perform the experiments, a scene of the small city of Kamaishi located on the Sanriky Rias coast of Iwate (Japan) was selected. The city was considerably damaged with about 1250 people dead or missing due to the catastrophic incident. An area of 686 × 1722 pixels was selected from the postdisaster image with 0.8 m resolution generated by the IKONOS satellite on April 2011. Fig. 14 shows a part of the study area overlaid with vector data representing the building footprints corresponding with the predisaster layout.
The vector information was obtained from OpenStreetMap (http://www.geofabrik.de) and contains 696 vector objects for the selected study image. In order to verify the final result of the change detection procedure, the information containing the postevent states of buildings was prepared in advance as a reference for each vector object through a visual comparison of the source data.
After image filtering and selecting the vector objects for analysis, the algorithms for feature calculation were applied. To perform the final classification, it is important to decide that features should be taken into account. The general problem of data classification is the selection of the most informative features, which entail the elimination of features that duplicate each other or do not provide any potentially productive information. The finally selected most meaningful features enable the reduction of data processing time and can produce successful classification results by means of even simple classifiers.
In the example, the capability to separate the objects into two classes was based on a decision criterion for the choice of these features. For this, we analyzed the frequency distribution histograms and the best results with respect to separability among the calculated textural features were obtained with the maximum value of the angularly dependent features of homogeneity (i.e., IDM_max) (Fig. 15) . The feature characterizes a measure for image homogeneity within the area of each analyzed vector building.
After generating the feature set, the training data are empirically selected by testing different numbers of samples in the training set. We used 5% (35 objects), 10% (70 objects), 15% (105 objects), and 30% (209 objects) from the entire vector data. The classification accuracy was therewith estimated by fivefold cross validation on the training set. The best accuracy measures were reached using the 10%-training set containing 70 objects and the k-value of 25 (Fig. 16) . Fig. 17 illustrates the classification results obtained using the k-NN classifier with the chosen parameters. The relationship between the actual and predicted classes is summarized in the confusion matrix [ Fig. 17 (left) ].
The accuracy of classification was estimated based on the overall accuracy, the user's and producer's accuracies [24] for intact and damaged buildings. The overall accuracy reached a value of 84%. The classification provided a wrong state for 22 out of 163 destroyed buildings, corresponding to a producer's accuracy of 86%. The set of objects detected as destroyed contained 215 objects, 74 of which were classified erroneously, yielding a user's accuracy of 66%. The possible reasons for classification mistakes are discussed below in the next section.
The scatter plot [ Fig. 17 (right) ] demonstrates that a separation of the test objects is possible. It can be seen that the k-NN method allows generating a quite complex rule to separate areas of intact and destroyed objects in the IDM_max/DPC feature space. Fig. 18 illustrates the resulting change detection map generated using the classification provided above. The objects with white contours symbolize intact buildings, the objects with black contours are destroyed and the black filled polygons correspond to the buildings incorrectly classified (intact building classified as destroyed and destroyed buildings classified as intact, respectively).
During the research work, the method suggested in this paper was tested on different study cases including the 2010 Haiti earthquake [20] , the 2010 Yushu earthquake in China [19] , Fig. 17 . Classification result calculated for the study case Kamaishi, Japan (the 2011 Tohoku earthquake) using the k-NN algorithm: confusion matrix (left) for accuracy assessment and scatter plot (right) illustrating the separation of objects.
the 2011 Tōhoku earthquake in Japan [16] and Osnabrueck, Germany (Sofina, 2015) . The accuracy of change detection obtained reached about 80% for all study cases, which demonstrates a high potential of the developed algorithm for a rapid prior recognition of building states for the further damage assessment.
V. DISCUSSION AND CONCLUSION
This paper presents an automated methodology for building change detection based on the combined analysis of two different data types-remotely sensed image and vector information. The integrated analysis enables investigating both building contour integrity and homogeneity of the area inside the building footprint. In our study, we developed a new feature (DPC) for the assessment of the building contour integrity. The image area inside the contour is analyzed using textural characteristics. The well-known Haralick features are adapted to object-oriented analysis. Using building footprints from existing vector data, the satellite image is only investigated within the area of the considered vector objects. This enables calculating the textural features more accurately, because only the pixels within the potentially affected image part are taken into account. The analysis of the informative content of the textural features yields the maximum value of homogeneity (IDM_max) as the most efficient in terms of the capability to group the objects into different classes. Another advantage of our method is that it requires no spectral information, a black-and-white image or a screenshot from an existing image is enough.
The considered experiments reveal a significant difference in the angular values of the textural features for intact buildings, in contrast to the low variation of the angular feature values for destroyed buildings. This is the consequence of the textural orientation, which is typical for intact buildings.
The suggested concept can be easily extended by adding new features and advanced classification techniques. The implementation within an Open Source Software environment particularly opens up opportunities to adopt the proposed concept for each specific application.
Despite the positive results, the method is associated with some shortcomings. The buildings that are completely or partially occluded by trees cannot be detected as intact, since the DPC is not able to detect the entire contour of the buildings and the texture measurements indicate the heterogeneity within such objects. However, this restriction disappears as the height of the building becomes larger. It is obvious that an analysis of high-rise buildings is more important than that of low buildings. High-rise buildings are influenced more strongly by an earthquake and the density of people is higher. Additionally, the destruction of such buildings is more dangerous for people's lives and rapid help can save people who are trapped inside the destroyed buildings.
Additionally, the textural features are sensitive to an undesired appearance of heterogeneity because of objects located on building roofs (pipes, air vents, antennas, etc.), thus causing low values of textural features that are typical for collapsed buildings. However, the application of DPC enables recognition of the contours.
To overcome such problems, the following approaches can be considered, with the new information being added in the form of additional features: taking into account the spectral information, using approaches of 3-D building change detection, and inclusion of an algorithm for shadow elimination in an image enhancement step. First steps are reported in [16] .
The experimental results disclosed both perspectives and problems of the proposed methodology-and ultimately, the conclusion is that the combination of the features describing differing types of information supplements each other and can provide considerable improvement of damage assessment.
Further efforts should be directed to the complete automation of the method. Additionally, more advanced techniques for feature selection should be tested instead of the frequency histograms.
Despite the promising results of the building condition classification, the study of different cases can require the use of supplementary features and more sophisticated classification techniques.
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