Abstract. In the independent reference model of program behavior, King's formulas for the expected FIFO ("first-in-first-out") and expected LRU ("least-recently-used") miss ratios each contain an exponential number of terms (very roughly nCAP, where n is the number of pages and CAP is the capacity of main memory). Hence, under the straightforward algorithms, these formulas are computationally intractable. We present an algorithm which is both efficient (there are O(n * CAP) additions, multiplications, and divisions) and provably numerically stable, for calculating the expected FIFO miss ratio. In the case of LRU, we present an efficient method, based on an urn model, for obtaining an unbiased estimate of the expected LRU miss ratio (the method requires O(n . CAP) additions and comparisons, and O(CAP) divisions and random number generations).
"random" component and a "sequential" component. In fact, this independence of miss ratio on page size has been observed in an actual database system (see [9] for details).
Beyond easing the task of experimenting with the IRM, there is a further justification for obtaining algorithms that efficiently calculate miss ratios for the IRM. The IRM has been used as a component of more complex models that have accurately predicted miss ratio behavior. Thus, the miss ratios for Easton's model of data base references [6] and for Baskett and Rafii's model of program references [3] can be obtained directly from miss ratios in an IRM. The Easton and the Baskett-Rafii miss ratios, in turn, are supposedly fairly accurate predictors of genuine systems miss ratios.
Throughout, we assume that there are n pages, and that the probability that page i is referenced at time t is pI (i = 1 , .
+ . , n), independent of past history. Of course, C p i = 1. Denote the capacity, or size of first-level memory, by CAP (1 d C A P 5 n).
We deal with two page replacement algorithms, both of which are demand policies (Aho et al. [l] ); that is, a page is brought into main (first-level) memory if and only if it is referenced but not present in main memory. The choice of which page is removed from main memory to make room for the newly-referenced but nonpresent page is determined by the page replacement algorithm. The first page replacement algorithm which we study in this paper is FIFO (Belady [4]), which replaces the page that has spent the longest time in memory. The second page replacement algorithm which we study is LRU (Mattson, Gecsei, Slutz, and Traiger [18]), which replaces the page that has been least recently referenced.
Define the expected miss ratio (in the independent reference model) to be the limit (as t + 00) of the probability that the page referenced at time f was not present in main memory at time t. King [ 131 showed that the expected FIFO and expected LRU miss ratios exist and are independent of the initial configuration of main memory. He showed that the expected FIFO miss ratio is where the sums are each taken over all CAP-tuples (il, * . . , iCAp) such that i, # i k if j # k. Further, he showed that the expected LRU miss ratio is where again, the sum is taken over all CAP-tuples (il,. . . , iCAP) such that i, f ik if j f k. We note that Gelenbe [ l l ] showed that under the RAND ("random") page replacement algorithm (Belady [4] ), in which the page to be removed from main memory in the event of a page fault is selected randomly, the expected miss ratio is the same as that of FIFO, that is, formula (1.1).
Each of the sums appearing in (1.1) and (1.2) contain very roughly nCAP terms (actually n(n -1 ) . * (n -CAP+ 1) terms). Hence, for moderate values of n and CAP, formulas (1.1) and (1.2) cannot be evaluated numerically under the straightforward algorithm. For example, if n = 100 and CAP = 30, then each of the sums contain over los7 terms. The purpose of this paper is to provide fast, stable methods for evaluating the expected FIFO miss ratio (1.1) and for approximating the expected LRU miss ratio (1.2).
2. An efficient algorithm for the expected FIFO miss ratio. , pm, there is a term of E(r, m ) which is the product of these r probabilities. We make the usual convention that an empty sum is 0; hence E(r, m) = 0 if r > m.
We now express the expected FIFO miss ratio (2.1) as a function of the terms E(r, m). Note that the numerator of formula (2.1) can be rewritten as In other words, for each r-element subset of the first m probabilities pl, * which equals where the sum in (2.2) is taken over all (CAP+ 1)-tuples (il, * -, iCAPcl) such that
2) is simply (CAP+ l)!E(CAP+ 1, n), since E(CAP+ 1, n ) is a sum over sets while (2.2) is the corresponding sum over tuples. Likewise, the denominator of (2.1) equals CAP!E(CAP, n). Since we just showed that the numerator of (2.1) equals (CAP+ l)!E(CAP+ l, n ) and the denominator is CAP!E(CAP, n), it follows that the expected FIFO miss ratio (2.1) equals
We now show how to obtain an efficient, numerically stable algorithm for computing (2.3). Along the way, we also derive an efficient but unstable algorithm for computing (2.3).
We first verify the following recurrence equation for E(r, rn) when r > 1 and m > l :
The first term E(r, m -1) of (2.4) is the sum of those terms in E(r, rn) which do not have pm as a factor, and the second term p,,,E(r -1, m -1) is the sum of the terms which do have pm as a factor. Recurrence equation (2.4) can be used recursively to compute the matrix of values E(r, m ) with 1 S r SCAP+ 1 and 1 5 m S n. Using this approach, we can calculate (2.3), the expected FIFO miss ratio, with approximately 2n . CAP additions and multiplications. Unfortunately, this method suffers from numerical instability, because for interesting values of n and CAP, the entries of the E matrix vary by enough orders of magnitude that they exceed the range of typical floating-point hardware (and so underflow occurs). For example, assume that all page reference probabilities are equal. Then E(r, m ) = (l/n)'. So if n = 1000,then E(1.1000)= 1 and E(1000, lOOO)= The reason why underflow causes large errors for us is that if we add two terms x and y which are nearly equal (such as x = E(r, m -1) and y = p m E ( r -1, m -1) on the right-hand side of (2.4)), and if the y term has underflowed to zero but the x term has not, then a large relative error is introduced and then propagated. In the example given, the actual value of x + y would be almost twice the calculated value.
We now show how to calculate (2.3) both efficiently and stably. In order to calculate (2.3), we need only calculate the ratio E(CAP+ 1, n)/E(CAP, t i ) (but not E(CAP+ 1, n) and E(CAP, n ) separately). Let Formula (2.3), and hence the expected FIFO miss ratio, equals (CAP+ l)F(CAP+ 1, n). We can derive a recurrence equation for F directly and avoid our earlier numerical difficulties. We first note that if r > 1 and m > 1, then
If we divide both sides of (2.4) by E(r -1, rn -l), then we obtain One way to calculate F is to initialize the first column and,row 'king the equations for F(r, 1) and F ( l , r n ) in (2.8) and then to calculate the entries for 2 5 r 5 CAP+ 1 and 2 5 m 5 n, column by column, by using equation (2.7). Then the expected FIFO miss ratio with capacity CAP is (CAP+ l)F(CAP+ 1, n).
This algorithm requires approximately 4n * CAP additions, multiplications, and divisions. We note that this algorithm has the interesting property that in calculating the expected FIFO miss ratio with capacity CAP, we automatically calculate the expected FIFO miss ratios with capacities 1, * * , CAP -1.
We sketch a proof of the numerical stability of this FIFO algorithm in the Appendix.
3. An unbiased estimate of the expected LRU miss ratio. In this section we present an efficient method for obtaining an unbiased estimate of the expected LRU miss ratio, which, we recall, is given by Consider the following experiment, which involves drawing balls from an urn without replacement. Assume that an urn contains n balls numbered 1, -* . , n (which correspond to our n pages). We say that ball i has weight p I (i = 1, . . , n), where { p l , ---, pn} is the page probability distribution. Select one ball from the urn, in such a way that a given ball is selected with probability equal to its weight. Thus, ball i is selected with probability pl (i = 1, . . . , n). Assume that ball il was selected. Now renormalize the weights of the remaining (n -1) balls so that the sum of their weights is 1. Thus, the weight of ball j is now p,/(l -pll), for j f il. Select a second ball from the urn, where once again a given ball is selected with probability equal to its new weight. Assume that ball iz was selected. Now renormalize the weights of the remaining (n -2) balls so that the sum of their weights is 1: thus, the weight of ball j is now p,/(l -pI1 --pIz), for j # il, iz. Continue the process until CAP balls have been selected. Let A (an estimate of (3.1)) be the value 1 -pI1 -. . . -plcAp. Note that with probability
ball il was selected first, ball i 2 was selected second, . a . , and ball iCAp was selected last; in this case A took on the value 1 -pl, -* * -pICAP. Therefore, the expected value of the random variable A is given by (3.1); that is, A is an unbiased estimate of (3.1). The experiment we just described is faithfully mimicked by the algorithm in Figure 1 for obtaining a value for A (in the first line, P is our probability vector of page probabilities). If there are, say, 100 independent replications of the experiment (that is, if the program is run 100 times, with different seeds to the pseudo-random number generator), then the average of the 100 values of A which are obtained also, of course, give an unbiased estimate of (3.1), and we can use the central limit theorem to obtain approximate confidence intervals for our estimate. We now give a numerical example, using "Zipf's Law" (Zipf [25] ; Knuth [ 14, vol. 3, p. 397]), in which the probability pi of referencing the ith most frequently referenced page is k Pi==,
I
where 8 is a positive constant (the "skewness"), and k is a normalizing constant chosen so that 1 pi = 1.
In our example, the skewness 8 is 0.5, the number n of pages is 100, and the capacity CAP is 30. When we ran a version of the program in Fig. 1 
In general, instead of 99, we would use (L -l), where L is the number of independent runs of the program. Then D is an unbiased estimate of the standard deviation, and X=D/& of the standard deviation of the mean. In this case, D turned out to be 0.0301, and so X was 0.0030. Under the normal approximation, which is valid in large samples by the central limit theorem (here the sample size is loo), we know that an approximate 95% confidence interval for the sample mean is given by A * 2 X .
(The normal approximation was justified in this case by the Kolmogorov-Smirnov test [14, vol.2, p.411). So with approximately 95% confidence, we can say that the expected LRU miss ratio for this probability distribution (Zipf's Law, skewness 0.5, number of pages 100) with capacity CAP= 30 is 0.6119*0.0060.
. .
4.
Examples. As a demonstration of the power of current techniques (including those developed in this paper) for obtaining expected miss ratios in the independent reference model, we present a family of examples (Table 1) . In each case, we consider a Zipf's law probability distribution with skewness 0 = 0.5. We vary the number n of pages, and we also vary the capacity CAP in such a way that the "normalized capacity" CAPIn is 0.3. All values are rounded to four decimal places. We include not only the expected FIFO and LRU miss ratios, but also the expected WS, or working-set miss ratios (Denning and Schwartz [ 5 ] ) , the expected A. miss ratios (Aho et al. [l] ). and the expected VMIN miss ratios (Prieve and Fabry [20] ; Slutz 1221). Here AO is the optimal page replacement algorithm with no knowledge of the future in the independent reference model, and VMIN is the optimal variable-space page replacement algorithm under demand paging (with lookahead).
In the case of WS and VMIN, which are variable-space page-replacement algorithms, the quantity CAP is the expected number of pages in main memory. For example, in the WS case, the window size T is chosen in such a way that CAP is the expected working-set size.
The fact that the expected LRU, WS, Ao, and VMIN miss ratios have limiting values (as in Table 1 ) is proven in Fagin [8] , where closed-form formulas are exhibited for these limits. Further, it is shown there that the limits in the LRU and WS cases are the same. (In the case of Table 1, the common limit is 0.5701.) It is an open problem as to whether there is a limiting value for the expected FIFO miss ratio, and how to find the limit.
We close this section with a minor technical comment on the LRU calculations in Table 1 . Except for the n = 10 case, for which we used King's LRU formula, the given interval in the LRU column is approximately a 95% confidence interval. For the n = 100 and n = 1000 cases, the experiment described in § 3 was performed 100 times (that is, the L of 9 3 is €00). For the n = 10000 case, the experiment was performed only 30 times, because of the great amount of paging which takes place when dealing with very large vectors. Appendix. The numerical stability of the FIFO algorithm. We sketch a proof that the FIFO algorithm described at the end of § 2 is numerically stable. We first show that there is not a large range in the matrix of values F(r, m): where 1 S r S CAP+ 1 and 1 5 m 5 n ; that is, we show that there are not many orders of magnitude between the smallest positive entry and the largest positive entry (note that there are no negative entries, although there are zero entries). In fact, we show that the largest entry is 1, and the smallest positive entry is at least (minpi)/(CAP+ 1). Therefore, there is no underflow in cases of interest. We then sketch a relative error analysis which shows that the maximum relative error in the entries F(m, r ) grows linearly with n (the number of pages).
Pick ro and mo so that 1 5 ro 5 CAP + 1 and 1 S mo 5 n. If ro > mo then F(ro, mo) = 0. So assume that r o S mo. We now show that 64.1) (min{p,: i=1;~~,n))/(CAP+1)SF(ro,mo)S1.
L e t S = p , + . F(r, m) , our goal is to show that the absolute value of (A.7) is bounded above by max (/Ell, 1~~1 ) . If we now take into consideration the effect of roundoff and the fact that the constants pm may also be in error due to the fact that they may not be represented exactly, then we find that the maximum relative error in the entries F(r, rn) is a small constant times the number n of columns of F, times E , where E is the inherent roundoff error in a floating-point number. (Thus, E is 2-' , where t is the number of bits in the representation of the mantissa of a floating-point number.)
