We consider the optimization of a finite-time Carnot engine characterized by small dissipations. We show with a simple inequality that the optimal strategy is to perform infinitesimal cycles around a given working point, which can be thus chosen optimally. Remarkably, this optimal point is independent of the figure of merit combining power and efficiency that is being maximised. Furthermore, in the corresponding cycle the power output becomes proportional to the heat capacity of the working substance. Since the heat capacity can scale supra-extensively with the number of constituents of the engine (e.g. in a phase transition point), this enables us to design many-body heat engines reaching Carnot efficiency at finite power per constituent in the thermodynamic limit.
I. INTRODUCTION
The Carnot engine has a pivotal role in thermodynamics, both from a fundamental and applied perspective, being the reference point for other engines in terms of efficiency [1, 2] . It is thus of paramount importance to understand its limits and strategies for its best utilization. In this article, we consider the optimization of a finite-time Carnot cycle within the so called low-dissipation (LD) regime [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] , where the dissipation is inversely proportional to the time of the process (this corresponds to considering only first-order corrections to the ideal quasistatic limit). Previous studies of Carnot engines in the LD regime have considered bounds on the reachable efficiencies [3] , tradeoffs between efficiency and power [7] [8] [9] 15] , the coefficient of performance of refrigerators [12, 13] , the impact of the spectral density of the thermal baths [14] , and other thermodynamic figures of merit [10, 11] . Despite this remarkable progress, the following crucial question has remained unaddressed: given a certain level of control on the working substance (e.g. some parameters of the Hamiltonian, or some macroscopic variables such as volume or pressure), what is the optimal cyclic modulation of the control parameters to maximise the power output (or, more generally, any figure of merit involving power and efficiency [7] [8] [9] 15] ) of a finite-time Carnot engine? Such an optimal cycle has been designed for a singlequbit engine in [16, 17] , but a general understanding is lacking. This is the main aim of the present article.
Combining recent insights on the maximal power for a fixed efficiency of LD heat engines [8, 9] with a geometrical approach to (quantum) thermodynamics [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] , we show that, given any reasonable figure of merit involving power and efficiency, the optimal control strategy is always to perform infinitesimal Carnot-cycles around a fixed point. Furthermore, when the thermalization of the relevant quantities can be described by a single time-scale τ eq (see details below), the optimal power output becomes proportional * paolo.abiuso@icfo.eu to C/τ eq , where C is the heat capacity of the working substance (WS). Hence, the optimisation of the heat engine cycle becomes intimately related to the maximisation of the heat capacity of the WS given a certain level of control (interestingly, maximising C also leads to the optimisation of quantum probes for thermometry [29] [30] [31] [32] ).
We then use these insights to design many-body heat engines that can operate at Carnot efficiency with finite power per constituent of the WS through a supraextensive scaling of C/τ eq (e.g. in a phase transition), in the spirit of [33, 34] (see also [34] [35] [36] [37] ). We show that the optimal finite-time Carnot cycle leads to milder conditions for the critical exponents of the WS needed to reach Carnot efficiency when compared to [34] . Furthermore, we also argue that our proposal can overcome the presence of macroscopic fluctuations [35] . Hence we make a substantial step forward on our understanding of the possibility of (asymptotically) reaching Carnot efficiency at finite power, which has been recently suggested in several contexts [33] [34] [35] [38] [39] [40] [41] [42] [43] (see also [15, 44, 45] for results on the impossibility of reaching Carnot at finite power given rather mild assumptions [46] ).
II. LOW-DISSIPATION HEAT ENGINES
We consider a finite-time Carnot cycle (cf. Appendix A) where an engine interacts alternatively with a cold (B c ) and a hot (B h ) heat baths at temperature T c and T h , respectively. The cycle consists of four steps: two fast adiabatic processes (whose time can be neglected), and two slow isothermal processes where the engine interacts either with B h or B c for a time τ h or τ c . The heat exchanged in each isothermal step can be divided as Q j = T j ∆S j + Q irr j , with j = c, h , and where T j ∆S j with ∆S h = −∆S c is the reversible contribution obtained in the quasistatic limit τ c,h → ∞, and Q irr j is the irreversible contribution due to finitetime. The low-dissipation (LD) regime [3] consists in expanding Q j around 1/τ j and keeping only leading order terms; that is Q irr j = T j Σ j /τ j and hence
with Σ j > 0 due to the second law (details on the form of Σ j shall be considered later). In what follows, we shall assume symmetric dissipation losses:
which follows if the protocol during the hot isotherm is the time-reversal of the cold isotherm and the baths have the same spectral density, c.f. Refs. [14, 17] . Yet our results can be partially extended to the asymmetric case; this is done in Appendix D. The work extracted during a cycle is given by W = Q h + Q c , and the total time is simply τ = τ c + τ h . The power hence reads P = (Q h + Q c )/τ , and the efficiency η = (Q h + Q c )/Q h . By appropriately setting τ c and τ h , one can maximise the power of the engine (∂P/∂τ j = 0) and obtain [3, 47] 
and the corresponding efficiency at maximum power (EMP) is given by the Curzon-Ahlborn EMP,
In the most general case one might seek, in order to not sacrifice completely the efficiency optimization over the power, to maximize a hybrid figure of merit [7] [8] [9] 15] . The maximum efficiency for any given power output of the engine has been derived in [9] (see also [7] ). Symmetrically, we can express the best power for a given efficiency, fixed to be a fraction of the maximum one:
where η C = 1 − T c /T h is the Carnot efficiency. In the symmetric low-dissipation regime this leads to a maximum power (cf. Appendix C),
which is obtained by setting:
Essentially, by tuning γ in τ c and τ h , one can continuously move from a maximally powerful engine with power output (3) at efficiency η CA , to a Carnot engine with maximal efficiency and zero power output. At this point, we note a crucial observation: after the optimisation of P over τ c and τ h , the remaining figure of merit is always (∆S) 2 /Σ, independently of the value of γ. In fact, this is a property that can be argued to be general given any figure of merit combining power and efficiency [49] . In what follows we show how to maximize it by an opportune use of the Cauchy-Schwarz inequality.
III. THERMODYNAMIC LENGTH AND OPTIMAL CYCLES
In order to maximise (∆S) 2 /Σ, we need to introduce some structure on the nature of the heat engine. Here, we consider that the engine is a quantum system described by some time-dependent Hamiltonian H(t), with t ∈ (0, τ ) (we note that our considerations can be straightforwardly extended to classical systems). The Carnot cycle then consists of: (i) while being coupled to the B c , H(t) is modified continuously from
Tc , (iii) the system is coupled to B h , and H(t) is modified continuously from H Y T h /T c to H X T h /T c , (iv) a quench is performed back to H X . More details on the cycle and the interaction with the baths are provided in Appendix A.
Let us introduce the adimensional Hamiltonian at temperature 1/β
where the time reparametrization is conceived in order to isolate the shape of the control G(t), with 0 ≤ t ≤ 1. Note that G(t) stays continuous along the Carnot cycle. We express G(t) as
where λ j (t) are the time-dependent control parameters and X j are the (time-independent) conjugate forces or observables. In what follows we do not write explicitly the dependence on t. The Gibbs state ω for Hamiltonian H at inverse temperature β = 1/k B T is then given by 
where, in general, m ij is a bilinear form m ij = R G (X i , X j ) that depends on the base-point G, and thus on λ. Depending on the context, the linear expansion (11) can be obtained through Kubo linearresponse theory [50] [51] [52] , in open quantum systems satisfying detailed balance [25, 27, 28] , or directly from the partition function [22, 23] (analogous expansions also exist for classical systems [22] [23] [24] 26] ). The expansion (11) can be argued to be general for any system with dissipations that are linear (at the lowest order) in the speed of the driving: suppose indeed that the dissipation along an infinitesimal segment of the trajectory depends only on the local point and the local driving. As a consequence it must be in the form dΣ = dλ i f i (λ,λ,λ, ...), but the 1/τ scaling implies that the first derivative terms enter linearly in the product while higher orders are suppressed, which implies dΣ = dλ i m ij (λ)λ j which is equivalent to (11) . Note also that m ij is a positive-definite matrix due to the second law, dΣ > 0. Later in the text we will consider specific cases of m ij , yet at the moment we keep it general to ensure a wide applicability of our result.
If we now consider that both ∆S (10) and Σ (11) are expressed through an infinite-dimensional scalar product, we find that the relevant figure of merit can be bounded as
where the first inequality follows from CauchySchwarz (see Appendix B for details on the derivation of (12)). This inequality chain is the general result of this work, and provides a procedure to design optimal cycles in the low dissipation regime. To saturate it in practice, one needs to maximise sm −1 s over the control parameters λ,
and consider infinitesimal variations around this optimal point:
Another way of expressing our result is as follows: given any control trajectory G( λ(t)), there exists a point belonging to the trajectory such that infinitesimal modulations of the Hamiltonian around it outperform the original Carnot cycle. The direction of these modulations is defined by the vector m −1 s.
While this provides a general procedure for constructing optimal cycles, one is still left with two technical problems: (i) to find and invert the matrix m in (11) , and (ii) to perform the maximisation (13) . In Appendix B, we discuss how to approach (i) for the case of Lindbladian evolutions satisfying detailed balance,ρ(t) = L t [ρ] and L t [ω β (H(t))] = 0, which covers a rather general class of open system dynamics in thermodynamics. While the maximisation (13) is in general case-dependent, we show in the following section that it can be exactly solved for a relevant class of models.
IV. OPTIMAL PROTOCOL FOR SYSTEMS WITH A WELL-DEFINED RELAXATION TIME-SCALE
We now consider that m ij in (11) is given by the standard thermodynamic metric [21] [22] [23] 
where −β −1 ln Z is the equilibrium free energy with Z = Tr(e −G ). This metric exactly describes the dissipation in (11) when the protocol consists of a series of discrete perturbations on the instantaneous thermal state [22, 23] and, recently, it was also noted that (15) is also justified when the relevant observables X i satisfy near equilibrium
where X i eq is the thermal expectation value and τ eq the relaxation timescale (motivating its introduction in (15)) [27] . Note also that τ eq can in principle depend on λ. More complex dynamics involving several time-scales require acting upon the equilibrium metric (15) by an additional operator [24, 27] .
As we show in Appendix B, given (15) the CauchySchwarz inequality (12) is saturated forĠ ∝ G, which in turns means the best control is remarkably simple, obtained by modulating the strength of the Hamiltonian G(t) = λ(t)G(0). The maximal power (3) is then given by the simple expression
where τ eq is the time-scale of relaxation of the internal energy of the WS and C its heat capacity in adimensional units, which reads
i.e. the variance of the adimensional Hamiltonian that defines the working point of the infinitesimal Carnotcycle. Analogous expressions to (16) can be obtained for the maximal power for a fixed efficiency in (5). Now, assuming that τ eq is fixed (this assumption will be relaxed later), from the point of view of optimization all that is left to do to is to maximise C over the control parameters. Let us now derive explicit results given different levels of control, which are summed up in Fig. 1 .
(a) Full control over the spectrum. The maximization of heat capacity C of a D-dimensional system at thermal equilibrium has been carried out in [29, 53] . The optimal Hamiltonian consists in a ground level and a D −1 degenerate level, with an optimal gap x in adimensional units (i.e. rescaled by the temperature) defined by e x = (D − 1)(x + 2)/(x − 2) and the corre-
2 . This expression gives in the asymptotic regime (D → ∞)
2 /4; which in terms of the particle number N ∝ ln D means C max N 2 /4 for N 1, i.e., a quadratic scaling. (b) N independent qubits. As another extreme case, corresponding to almost no control on the spectrum, we can consider N independent qubits. Solving the previous case for D = 2, one finds C max 0.44N , in agreement with [17] .
(c) Ising chain. Finally, we consider an Ising chain (
, and assume control over λ 1,2 (t). Numerical results in Fig. 1 show how the interactions allow for substantially improving on (b), although asymptotically we obtain a linear scaling in N , C max 0.59N for N 1. This linear scaling is in fact expected for translationally invariant gapped systems (see e.g. Appendix A of [31] ).
V. REACHING CARNOT EFFICIENCY AT FINITE POWER
We now use the designed optimal cycles to explore the possibility of reaching Carnot efficiency at finite power in the macroscopic limit. We follow the approach put forward in Refs. [33, 34] : considering a N -particle engine, we aim at approaching Carnot efficiency in the macroscopic limit N → ∞ without giving up power per constituent.
In order to reach Carnot efficiency, we need γ = 1 in (4), and hence we take
where ξ > 0 can be chosen at will. On the other hand, the maximal power P γ in (5) depends only on C and τ eq ; we then assume
where the meaning of the different constants will later be described for each model of interest. Expanding the relevant quantities for N 1, we obtain at leading order in N :
where σ 2 w = w 2 − ( w ) 2 is the variance of the work distribution, which measures the work fluctuations per cycle of the engine (see Appendix C for details on the calculation). Let us now discuss two separate cases, inspired by [33] and [34] , respectively.
(a) Control on the engine and the enginebath interaction. We first assume full control over the engine Hamiltonian which, as described above, leads to C ∝ N 2 , i.e., a = 1. Nevertheless, as pointed out in Ref. [33] , the flat spectral configuration of the optimal engine (i.e. one ground state and a (2 N − 1)-degenerate excited level) implies an exponential scaling of the thermalization timescale τ eq ∼ e N if the reservoirs are not fine tuned to the engine. If one is allowed to fine tune the interaction between the system and bath it is possible to reach in realistic collisional scenarios τ eq ∝ √ N (i.e. b = 1/2) [33] . Then we obtain P (max) γ ∝ N 3/2−ξ , meaning that is possible to achieve any power scaling smaller than O(N 3/2 ) (and asymptotic Carnot efficiency). This result is in agreement with Ref. [33] , where the maximum power scaling achievable at Carnot efficiency is found to be O(N 1/2 ) with ξ = 1 using an Otto-like cycle. (b) Engine working on a phase transition point. A promising to obtain supralinear scaling of power with realistic control is by choosing the engine to work in a phase transition point of the manybody WS. In this case a = α/(νd) and b = z/d, where α, ν and z correspond to the specific heat, correlation length and dynamical critical exponents, while and d is the spatial dimension of the engine [34] . We obtain that supralinear scaling of P 
This condition is notably milder than the analogous condition α−zν ≥ 1 found for the Otto cycle proposed in [34] . Examples of physical systems where (21) is satisfied are also provided in [34] , particularly in the presence of critical speed-ups of thermalisation where z < 0 [54] [55] [56] . Besides efficiency and power, another crucial aspect of a heat engine is its reliability, i.e. the fluctuations in the output power. In fact, it has been recently pointed out in [35] that the Otto-cycle of [34] suffers from macroscopic fluctuations in the thermodynamic limit. For the Carnot-cycle considered here, from (20) the relative work fluctuations read
First of all, in the case (a) where W ∝ N 2 , one can easily achieve f w → 0 as N → ∞ by taking ∝ N −α with 0 ≤ α < 2. Hence the fluctuations become negligible w.r.t. the extracted work for each cycle. The case of the critical heat engine (b) is more challenging as one simultaneously has ∝ N −1/(2−α) and W ∝ N 1+(α−1)/(2−α) (recall dν = 2 − α); and hence f w ∝ 1 (this is the same result found in [35] for the Otto cycle of [34] ). There is however a crucial difference between the Otto cycle of [34, 35] and the Carnot cycle considered here. For the Otto cycle, the time of the cycle τ is of the order of τ eq , as the system is brought out of equilibrium at each stroke, and hence it diverges as N → ∞. Here, instead, the system is always close to equilibrium, opening the possibility of carrying out fast cycles. Indeed, we find for τ = τ c + τ h ∝ N ξ+(zν−1)/dν ; hence τ tends to zero with N if 1−zν > 0. Since α ≤ 1 because the internal energy of the system is finite, it follows that this condition is automatically satisfied from (21), and hence τ → 0 as N → ∞ [57] . This has the very important consequence that given M cycles, the total work fluctuations will scale as 1/ √ M , and hence the ratio between the fluctuations per unit time and the power goes to zero as N grows.
VI. CONCLUSIONS
In this article, we have characterised the optimal cycle of a finite-time Carnot engine in the lowdissipation symmetric regime (the asymmetric case is discussed in Appendix D), as given in (14) . It essentially consists on infinitesimal modulations on a suitable point (13) . Crucially, this optimal point is independent of the figure of merit, involving efficiency and power, that is being optimised. Furthermore, when the thermalisation of the working substance (WS) is well described by a single time-scale τ eq , the optimal cycle turns out to be remarkably simple: it consists of infinitesimal modulations of the form λ(t)H(0), where H(0) is the Hamiltonian of the WS. The power output is then proportional to the heat capacity of the WS, which makes an interesting connection between optimal heat engines and the nature of the WS.
We have used these insights to design finite-time Carnot cycles which can asymptotically reach Carnot efficiency η C with a finite power per constituent in the thermodynamic limit, in the spirit of [33, 34] , in particular by performing the cycle around a second order phase transition [34] . We have shown that our proposal can be implemented under weaker assumptions w.r.t. a critical Otto cycle [34] , and that it can also overcome macroscopic fluctuations [35] . Furthermore, we stress that our proposal is optimal within its regime of validity, which not only enables one to construct specific examples of heat engines working close to η C [33] [34] [35] [38] [39] [40] [41] [42] , but also to obtain upper bounds on the maximal power/efficiency of a (manybody) heat engine given a certain level of control. In this sense, our results should also be compared to exact optimisations of heat engines [43, [58] [59] [60] [61] , where the full solution easily becomes too complex or not even computable with the size of the WS. We hope this work stimulates further investigations in the exciting interplay between many-body physics and heat engines [34] [35] [36] [37] [62] [63] [64] [65] [66] [67] [68] , as well as on connections between performance, fluctuations, and degree of control of heat engines.
For completeness, in this first section we review the quantum Carnot cycle used throughout this work as well as finite-time corrections through the slow-driving approximation.
Quasistatic quantum Carnot cycle
The internal energy of a system with Hamiltonian H in the state ρ is defined as
Considering the variation dU , it is possible to identify [69] [70] [71] [72] the work and heat contributions
To simulate sensible restraints on the system, external control is assumed on dynamical parameters of the local Hamiltonian of the system H(t) = H( λ(t)). When in contact with a reservoir at temperature T = 1/β (we use units in which the Boltzmann's constant is k B = 1), such a system relaxes to the the Gibbs state
is the partition function of the system in the canonical ensemble). A Carnot Cycle [14, 17, 60, 72] is identified with a 4 steps process, that is two isothermal strokes alternated with two isoentropic (adiabatic) strokes (cf. Fig. 2 ). Consider a system with a controlled Hamiltonian H(t) which can be coupled independently to two reservoirs with temperature T h > T c . In the ideal quasistatic limit the operations are performed slowly enough to allow the system to be in thermal equilibrium ρ(t) ≡ ω β (H(t)) at every instant. The 4 steps are: 1) while being coupled to the cold reservoir, the Hamiltonian is modified continuously from H X to H Y such that Tr[ω β (t)H(t)] is negative, in order for heat to be released to the cold source.
2) with the system isolated from the reservoirs, a quench is performed taking
Tc .
3) while being coupled to the hot reservoir, the Hamiltonian is modified continuously from H Y T h
Tc to H X T h Tc .
4) again isolating the system a quench is performed to restore H
X T h Tc → H X T h Tc Tc T h = H X .
Note the factors
T h
Tc and
Tc T h are chosen in order for the state to be continuous during the quenches. In fact the thermal state uniquely depends on βH(t) (cf. (A4)); i.e. for example during the quench 2) the relation
Tc ). We shall thus define then the adimensional Hamiltonian at temperature 1/β
so that the thermal state is ω t = e −G(t) /Tr[e −G(t) ] on both the cold and hot isotherm. The time reparametrization is conceived in order to isolate the shape of the control G(t), with 0 ≤ t ≤ 1. Note that G (and hence ω) is continuous also on the quenches; that is, we can consider the cold isotherm consisting in a transformation (ω X , G X ) → (ω Y , G Y ) with duration τ c and the hot isotherm the opposite, with duration τ h . In a Carnot cycle heat is exchanged only during the 1), 3) steps (absorbed from the hot source, released to the cold one), hence we can compute the efficiency using the observation that over a cycle ∆Q + ∆W = 0 and the heat is absorbed from the hot bath Q (0)
h (we use the superscript (0) to indicate quantities in the quasistatic regime)
where we have used in the last step that in the quasistatic limit the above mentioned considerations together with Eq. (A3) give Figure 2 . Pictorial representation of a Carnot cycle: two isothermal strokes (where the system approximately follows the Gibbs state) alternate with two rapid quenches.
Slow driving and thermodynamic length
We now consider finite-time corrections on the above quasistatic Carnot cycle by expressing the heat released/absorbed by the baths as
In order to characterise Σ, we need to assume some structure on the thermalization processes of the working substance (WS) induced by the reservoirs. In a rather generic scenario we consider that the relaxation of the WS can be described by a Lindblad master equation satisfying detailed balance:
having thus ω β (A4) as unique null eigenstate. Given a generating Master Equation for the dynamics, having unique instantaneous eigenstate as in the previous sectionρ = L t [ρ], L t [ω(t)] = 0 the first order correction is to the quasistatic dynamics can be computed by means of the so called slow-driving approximation [14] . Using the renormalised time t ∈ (0, 1) (we use the convention ρ t ≡ ρ(tτ )), this accounts on expanding ρ t as [14] 
where L −1 is the inverse of L within the traceless subspace of density matrices, the so called Drazin inverse (see e.g. [14, 17, 27] ). Using this expansion we find that Σ in (A8) can be expressed as [27] ,
where we have introduced the superoperator
Now, expanding G as G(t) = j λ j (t)X j , we can conviently write Σ as
This matrix is symmetric, positive-definite due to the second law dΣ ≥ 0, and it depends smoothly on the base point ω; hence it defines a metric.
Appendix B: Optimal cycles
In this appendix we discuss how to minimize (∆S) 2 /Σ, starting from
First, we note that the following properties of m ij are observed: (i) it is symmetric (m ij = m ji ), (ii) it is positive definite, which follows from (the differential form of) the second law of thermodynamics, dΣ > 0, and (iii) it depends smoothly on the base point G. These are the defining properties of a metric, or a scalar product, which in turn gives the notion of a thermodynamic length. In fact, the concept of thermodynamic length gives a procedure for minimisng Σ between two fixed points G(0) and G (1), by finding the geodesics associated to the metric m in the thermodynamic control space λ(t) [27] . In this case, since ∆S is fixed by the two endpoints G(0) and G(1), minimising (∆S) 2 /Σ is equivalent to minimising Σ. Here, we instead assume that the λ can be chosen arbitrarily within the space of allowed transformations, and find the optimal cycle that minimises (∆S) 2 /Σ. Consider two vectors a, b and a quadratic invertible form g > 0 defined on their vector space. Then the standard C-S inequality applied to g 1/2 a and g
If we now consider this inequality applied to two vectors
and the metric
where m(t) is a positive time-dependent quadratic form in R k , we have
and thus it is possible to write the C-S inequality as
We now consider the thermodynamic metric
Recalling that G = i λ i X i , this metric can also be expressed through the Kubo-Mori-Bogoliubov inner product [27] 
where J ω is given in (A12). We also stress that τ eq can in principle depend on λ. The relevant quantity (∆S) 2 /Σ can then be expressed as
where the inequality follows from C-S, which is clearly saturated forĠ ∝ G. Note that the superoperator J ω has the identity in its kernel, meaning that cov ω (A, B) = cov ω (A + a1, B + b1). Hence the C-S bound actually gives a class of solutionsĠ = α ln ω + C(t). The physical meaning of this property is that changing the Hamiltonian by adding a constant does not affect the thermal state and results as a null contribution to the cycle performance (given that C(t) is itself a periodic function).
Inverse metric for general Lindbladians
Here we discuss how to invert m in (A14). Under the assumption of detailed balance, we first note that (A14) can be rewritten as [28] 
is the Drazin inverse of the LindbladianL t which is defined as:
where U t (.) is the unitary (U t (.) = −i[H t , (.)],) and D t is the dissipative part of the Lindbladian. This form is covenient as now inverting m can be done by inverting J ω and (
individually. The latter can be done by bringing L into a diagonal form; whereas the former is a priori more complex due to the integrals in (A12). To solve it, let us expand ω as
Then, by expanding A = ij A ij |i j|, one finds
From these explicit form, it is now straightforward to write the different operators as matrices. Basically treating A and ω as a vector,
with the scalar product A| |B = Tr(A † B). We can then write the different superoperators as
from which it can be inverted. Note also that J ω is hermitian.
Appendix C: Asymptotic expansions and critical scaling
Inspired by Ref. [9] we can find the best power for a given fixed efficiency, i.e. η = γη C = γ 1 − Tc T h , which in the symmetric low-dissipation regime means to fix
which relates τ c and τ h , after which it is possible to maximize the power
by enforcing ∂ τx P = 0 (here τ x can be either τ c (τ h ) or τ h (τ c ) via Eq. C1), to obtain
by choosing
where the last inequality is attained, for fixed M , as we said if = N −1/(2−α) . However the number of cycle is inversely proportional to the duration τ c + τ h , hence from (C9) we get M ∝ −1 N −ξ−z/d . If we wish to keep f w (1) finite we substitute = N −1/(2−α) to get
This means that in case 1/(2 − α) − z/d > 0 it is possible to choose ξ such that
• the cycle has (at least) extensive power while asymptotically reaching the Carnot efficiency in the macroscopic limit,
• the fluctuations per cycle are of the same order of the work per cycle,
• but the ratio between the fluctuations per unit time and the power goes to zero.
Comparison with Otto cycle
Let us check in more detail how our results compare to Ref. [34] , where an Otto cycle is considered. Following [34] , let us define the internal energy U h (β) = Tr H e
−βH
Tr(e −βH )
and the heat capacity
The work output of a Otto cycle working between Hamiltonians λ h H h ← λ c H c for a fixed efficiency η = γη C , ∆η = η C (1 − γ) is given by
Expanding for low ∆η which corresponds to λ c H c ≈ λ h H h , using (C17) and keeping only leading terms in ∆η we obtain
where we defined
The power is simply W/τ where τ is the time of the cycle, which involves two thermalization processes. Let us take τ = 2κτ eq , where κ > 1 measures how exact the thermalisation process is (the error being exponentially small with κ if one assumes a standard exponential relaxation). Then the power reads
Let us now consider the Carnot cycle. After maximisation over (∆S) 2 /Σ we have from (5)
Expanding around γ ≈ 1 , we have
which is correct for a fixed γ close to 1. There are however some crucial differences between the two cycles:
• The Otto engine of [34] requires a convergence of the type 1 − γ ∝ N −1/(dν) , which in turn leads to the condition α − zν ≥ 1 for reaching Carnot efficiency asymptotically with finite power per constituent; instead, in the Carnot cycle the same constraint is encoded in the scaling of , which has no effect on γ and thus leads to the milder condition α − zν > 0.
