Abstract-In this paper, we present logic optimization techniques for multilevel combinational networks. Our techniques apply a sequence of perturbations which result in simplification of the circuit. The perturbation and simplification is achieved through wires/gates addition and removal which are guided by the Automatic Test Pattern Generation (ATPG) based reasoning. The main operations of our approaches are incremental transformations of the circuit (such as adding wires/gates and changing gate's functionality) to remove some particular wire. At each iteration, a summary information of such wires/gates addition and removal is precomputed first. Then, a transformation is chosen to remove several wires at once. We have performed experiments on MCNC benchmarks and compared the results to those of misII and RAMBO. Experimental results are very encouraging.
I. INTRODUCTION
T HE technology independent multilevel logic minimization is crucial for logic synthesis. In this paper, we discuss the problem of multilevel logic optimization for a combinational Boolean network. Previous multilevel optimization approaches can be categorized into two classes. The first class locally collapses and optimizes a circuit using techniques like factorization, decomposition, kernel extraction, cube extraction, etc. (e.g., misII [5] ). The second class introduces a perturbation, usually in a form of adding wires, to a network and results in potential removal of some redundant gates or wires (e.g., global flow [3] , transduction method [18] , and RAMBO [8] ). Our proposed approach falls into the second class.
We now take a closer look at the approaches falling into the second class. In [3] , techniques of data flow analysis are used. A summary information about the circuit is gathered in the form of implicants which result in identification of wires to be connected or disconnected without affecting the external behavior of the network. At each iteration of the algorithm, one signal net is restructured. Another group of techniques are descendants of the transduction method. The basic scheme is as follows. To optimize a circuit, for each gate, a set of permissible functions is calculated. Then a gate is replaced by another gate within the range of permissible functions. Gate and wire transformations are executed next. In the transduction method both calculation of permissible functions and gate transformations are computationally very expensive. Several heuristics have been proposed to speed up the transduction method. One idea was to use an easy computable subset of permissible functions, what resulted in a weaker optimization capability. Another approach was to determine, for a node in a network, a superset of permissible functions and later check the validity of the perturbation and/or transformation [14] . Selection of a gate to be perturbed as well as the resulting changes are determined based on the structure of the network and on the permissible functions of the nodes. An efficient approach to perturbing and simplifying a network was proposed in [8] , [11] and implemented in RAMBO. The idea was that the perturbation-simplification process of network optimization can be viewed as wire addition and removal which can be efficiently computed using automatic test pattern generation techniques [1] . If adding a wire and removing another wire , the circuit's functionality remains unchanged, we say is a single-alternative wire for . An essential contribution of [8] and [11] was how to identify the single-alternative wires. Based on the concept of single-alternative wire, this optimization philosophy is best explained on the following example. In Fig. 1(a) , the dotted wire is a single-alternative wire for the bold wires and . We may remove both and by adding . The result is shown in Fig. 1(b) . Therefore, by iteratively removing redundant wires caused by adding their common alternative wire, logic optimization can be achieved. In [6] we applied the ideas of test pattern generation guided wire additions and removals to alleviate FPGA routing.
In this paper we carry further the idea of perturbingsimplifying a circuit applying ATPG techniques. In particular, we discuss how the single-alternative wire procedure [8] , [11] 0278-0070/96$05.00 © 1996 IEEE can be improved both in its quality and efficiency. Then we propose several circuit transformations to remove a wire for optimization. These circuit transformations include adding multiple wires/gates. We also show how to identify gates which are good candidates for local functionality change. In addition, we discuss the problem of adding and removing two wires, none of which alone is redundant, but when jointly added/removed they do not change the functionality of a network. We have observed that the ATPG based optimization may get stuck at local minimum. A guided perturbation which can lift such ATPG based technique out of local minimum is also proposed. It is based on the analysis of internal don't cares migration after wire/gate addition and removal.
All the transformations we mentioned in this paper, can be also considered as incremental transformations for the wiring control. An incremental removal of particular wires by adding some wires/gates is very useful to control circuit structure. In [6] , we mentioned several applications of such incremental transformations.
The remainder of this paper is organized as follows. Section II overviews our approach. Section III provides necessary definitions. Section IV reviews the single alternative wire procedure. Section V shows an improved version of the procedure to identify the single alternative wires. Sections VI to X show a series of new transformations and the use of don't cares. Section XI summarizes our overall algorithm. Finally we show experimental results and give conclusions.
II. OVERVIEW OF OUR APPROACH
For ease of explanation, we particularly contrast our philosophy with that of RAMBO [8] , [11] . Our new techniques not only result in smaller networks than those produced by RAMBO, but also speed up the optimization process considerably. In this section, we give an intuitive interpretation of the reasons why we are able to improve in these two aspects.
The speeding up over RAMBO was possible by observing that while one wire is tested for redundancy, information about irredundancy of some other wires is obtained as a side effect. For example, after performing a redundancy check for the stuck-at-0 fault at wire in Fig. 1(a) , we conclude that and also the new connections, not present in the circuit, are irredundant. This information of irredundancy of new connections eliminates many trials and is important factor to speed up over RAMBO.
Throughout this paper, all the perturbations applied to the optimized network, like wire or gate addition and removal, the change of gate's functionality, etc., will be such that the external behavior of the network remains intact. When we say that a certain gate can be added/removed to/from the network, we mean that this gate can be added/removed without affecting the primary outputs of the network.
The new transforms of adding one or several redundant gates to a circuit are illustrated with an example in Fig. 2 . In Fig. 2(a) , the OR gate (dotted in the figure) with inputs from and can be added (without affecting the behavior of the network). Then, the originally irredundant wire [dotted in the Fig. 2(b) ] becomes redundant. This in turn allows us to remove the 3-input gate . Network perturbation can be also achieved by changing the functionality of selected gates. For example, gate in Fig. 3 (a) may change from an AND to an XNOR as shown in Fig. 3(b) . As a result, the wire [dotted in Fig. 3(b) ] and the 3-input gate can be removed from the circuit. Applying these new techniques, along with the earlier technique of adding one wire, allows us to explore a larger solution space and to obtain a substantial network reduction.
We also propose a general algorithm to detect pairs of simultaneously redundant wires. We say that two wires are simultaneously redundant if each wire alone is irredundant but simultaneously adding/removing and adding/removing will not change the network's functionality. For example, in Fig. 4 (a) the wire (thick line) and a new connection are each irredundant; however simultaneous removal of and addition of , shown in Fig. 4(b) , does not change the network's functionality.
Note that none of the transformations shown in Figs. 2-4 can be obtained by adding a single wire and eliminating redundancies. Therefore none of these transformations would be possible in RAMBO.
III. DEFINITIONS
In the following, we review logic synthesis terminology and ATPG related concepts used in this paper.
A Boolean network is a Directed Acyclic Graph (DAG) where each node is associated with a Boolean function , and a Boolean variable . There is an edge directed from a node to a node if the function depends on the variable . The node is a fanin of the node and the node is a fanout of the node . If there is a directed path from a node to a node then we say that is in transitive fanin of and that is in transitive fanout of . The absolute dominators (dominators) [15] of a wire is the set of gates such that all paths from wire to any primary output have to pass through all gates in . For example, the dominators of in Fig. 1(a) are , and .
The value of an input to a gate is said to be controlling if it determines the value of the gate's output regardless of the values of the other inputs; the controlling value is 1 for an OR or NOR gate, and 0 for an AND or an NAND gate. The inverse of the controlling value is called the noncontrolling value or sensitizing value.
Consider the absolute dominators of a wire . The side inputs of a dominator are its inputs not in the transitive fanout of the wire . To generate a test for a stuck-at fault at wire , all side inputs of the wire 's dominators must be assigned to their noncontrolling values. For example, in Fig. 1(a) , to test wire s-a-1, we must assign 1 to to , and 1 to .
Assume the stuck-at-0(1) fault at wire is under consideration. The faulty circuit is referred to as the circuit in which is replaced by a constant 0(1). An input combination is a test vector if the outputs of the good circuit and the faulty circuit are different when applying . If no such test vector exists, then the stuck-at fault is redundant.
When we perform ATPG for a wire stuck-at fault, a test vector must satisfy two conditions: it must activate the fault and it must propagate the fault to at least one primary output. For example, in Fig. 1(a) to test s-a-1 (stuck-at 1), any test vector must satisfy for fault activation and must satisfy (side inputs to some dominators) for the fault propagation.
The mandatory assignments are the value assignments required for a test to exist and they must be satisfied by any test vector. The process of computing mandatory assignments and checking their consistency with the previously determined assignments is referred to as implication [1] . A complete implication process is known to be an NP complete problem. In other words, to compute the entire set of mandatory assignments may require exponential time in term of the number of nodes in a circuit. We adopt the same principle as in [8] and [11] and complete the Set of Mandatory Assignments whose members can be found via the implication process described in [15] and [19] . A more complex approach [16] which requires more CPU time may be applied to obtain more mandatory assignments. During the implication process, if the mandatory assignments for a stuck-at fault cannot be consistently justified, the fault is untestable and therefore, the wire is redundant. A wire to be removed is referred to as the target wire. The corresponding stuck-at fault is called the target fault. Since our goal is to remove the target wire , we term a logic transformation candidate if, after the transformation, SMA( stuck-at fault) becomes inconsistent.
IV. SINGLE ALTERNATIVE WIRE
In this section, we review a method of adding single alternative wire to make a target wire redundant. This method finds and adds one redundant wire to make the target fault untestable and therefore redundant. The idea was originally proposed in [8] and [11] .
This procedure of finding single alternative wires consists of three steps. In the first step, we calculate the mandatory assignments for the target fault. Then, we identify a set of candidate connections to be added. Each candidate connection when added to the circuit will make the target fault untestable and therefore the target wire redundant. However, adding such a candidate connection may change the circuit's behavior. Therefore, in the final step, we check whether a candidate connection is redundant or not. If a candidate connection is redundant, we conclude that it is an alternative wire for the target wire. The following example illustrates the process.
Example 1: Consider the circuit in Fig. 5 (a). Let be the target wire to be removed. First, we compute the s-a-1 . We have . Note that is outside the transitive fanouts of the target wire and has a mandatory value 0. If we connect to , a dominator, it will cause inconsistency of the mandatory assignment at . It is because if the new wire is added, becomes a side input of the dominator . It requires a noncontrolling value 1 at to propagate the fault effect of the target fault to primary outputs. This additional requirement causes a conflict in the MA. The process, thus, suggests wire as a candidate connection. Finally, we check whether is redundant by checking if it is testable when s-a-1 fault is assumed there. The SMA of this fault is inconsistent and therefore, wire is an alternative wire for wire . Of the three steps, the first and third steps can be efficiently performed by implication and checking the consistency of the SMA.
Step 2 is detailed in the following. Given a target wire to be removed, Fig. 6 shows two types of candidate transformations. The dotted wires in Fig. 6 are the candidate connections. Both types of candidate connections in Fig. 6 follow the same principle that after making any transformation, the SMA of the target wire becomes inconsistent and the target wire becomes redundant. The destination gate is a dominator of the target wire. The source gate has a mandatory assignment and we also impose the restriction that is not in the transitive fanout of the target wire. This is because if is in the transitive fanout of the target wire, adding may alter the mandatory assignment at . The candidate connection of type 0 adds a wire from to . The candidate connection of type 1 adds a wire and an inverter from to . Both candidate connections when added will make the MA of the target wire inconsistent. For example, after the type 0 transformation, becomes a side input to the dominator and requires a noncontrolling value 1 for the fault propagation. This new requirement at after the transformation will conflict with the original mandatory assignment 0. As a result, after this type 0 transformation, the MA for the target fault becomes inconsistent and the target wire becomes redundant. Fig. 7 shows the pseudocode for finding the singlealternative wires of a target wire. Note that this is a subset of the entire set of single-alternative wires because only subset of mandatory assignments are found. For each candidate connection , we consider both types of circuit transformations suggested in Fig. 6 .
V. AN IMPROVED SINGLE-ALTERNATIVE WIRE PROCEDURE
In Section IV we only considered candidate connections that connect to dominators of the target wire. In this section, we show other possible candidate connections.
In Fig. 5 we choose the wire as a possible alternative wire for . The reason is that is a dominator of and adding a wire input to the dominator blocks the fault propagation path of . Such a way of blocking the fault propagation at target wire's dominator is the main idea of previous single-wire alternative procedure. There are other transformations that can make the target fault untestable not necessarily by blocking the wire's fault propagation at its dominator. Again, consider the same example in Fig. 5(a) . There, we add to remove the wire . Since alternative wires are mutual alternatives of each other, we can also add wire to remove in Fig. 5(b) . The gate is not a dominator of . Below, we discuss how to find such alternative wires.
We distinguish two types of mandatory assignments: 1) backward MA and 2) forward MA. If a mandatory assignment of a gate is obtained by backward implications from 's fanout, the mandatory assignment is a backward MA. If a mandatory assignment of a gate is obtained by a forward implication from 's fanin, the mandatory assignment is a forward MA. During the computation of mandatory assignments for the target fault, we can easily mark a gate's mandatory assignment as forward or backward depending on the direction of the implication.
Example 2: Consider the s-a-1 fault at in Fig. 5(b) . We have . The mandatory assignment 1 on is a backward MA. This MA is from 's fanout. The mandatory assignment 0 on is a forward MA. This MA is from 's fanins.
To identify more candidate connections, we may consider a candidate connection from some gate with a mandatory assignment to another gate with a backward (justified) mandatory assignment. In the improved procedure, the line 5 of Fig. 7 changes to "if [( is a dominator) ( has a backward mandatory assignment)] insert into the destination array." The following example demonstrates such a candidate connection.
Example 3: Suppose we would like to find the single alternative wire for for the circuit shown in Fig. 5(b) . For s-a-1, the SMA is . Since has a backward (justified) mandatory assignment 1 and the primary input has the mandatory assignment 0, the connection is a candidate connection for the target wire .
VI. A MORE GENERAL PROCEDURE FOR FINDING SINGLE-ALTERNATIVE WIRE
Now we discuss how a wire can be removed by adding not only a wire but also a two-input gate. Because the search space is much larger when adding a two-input gate, in this section, we show how to reduce the solution domain. It is possible by making use of an observation that while one wire is tested for redundancy, information about irredundancy of other wires is obtained as a side effect. This observation allows us to eliminate many unnecessary redundancy tests.
During the discussion, we define a wire to be a fault propagating wire of the target wire if there is a path from wire to wire .
A. Finding Single-Alternative Wires by Adding Gates
We will now extend the discussion of Section V and address the following general problem. Given a source gate which has a MA for the target wire and a destination gate which is a dominator of , we are asking what are the possible types of logic transformations to connect to such that becomes redundant. For simplicity, we assume is a two-input gate.
We can view these logic transformations as replacement of by a 3-input gate fed by and [the dotted box in Fig. 8(a) ]. There are (256) possible 3-input functions. We have filtered these 256 three-input Boolean functions and found that only sixteen of them are candidate logic transformations, which have the desired property of blocking the target fault propagation. In Fig. 8(b) and (c), we list two of these sixteen 3-input functions, named Type 0 and Type 1 transformations.
The Type 0 transformation [ Fig. 8(b) ] is the one suggested in the original RAMBO procedure. Consider the Type 1 transformation in Fig. 8(c) . Let be a fault propagating wire and be a wire with mandatory assignment 0 outside the transitive fanout of . Because is a dominator of , the added gate is also a dominator of . Since is a side input to the dominator must be assigned a noncontrolling value 1, which causes a conflict with the original mandatory assignment of 0. Therefore, this Type 1 transformation is also a candidate logic transformation. Now we will show that only Type 0 and Type 1 transformations in Fig. 8 need to be checked and the other fourteen candidate transformations need not to be examined. In Fig. 8(d) , we show another possible candidate transformation named Type 2. The following theorem guarantees that if the added wire/gate of the Type 1 transformation is irredundant, then the added wire/gate of the Type 2 transformation, when applied to the same and , is also irredundant. Therefore, the Type 2 transformation need not be examined if the Type 1 transformation has been performed. We omit a similar discussion when is an OR gate, or when has a mandatory Proof: We prove that an input vector that can test s-a-0 in the Type 1 transformation can also test s-a-0 in the Type 2 transformation. Suppose the Type 1 transformation has been performed. Let be a test vector for the stuck-at-1 fault of the dotted wire in Type 1 transformation. Applying to the circuit causes and and are the side inputs to the dominator . If we apply to the inputs of the circuit with the Type 2 transformation, it will cause because and . Therefore, is also a test vector for s-a-1 under the Type 2 transformation since the fault can also be propagated though .
Example 4: In Fig. 9 (a), even though there are 16 candidate functions which when replace the 3 input box (highlighted) will make the target wire redundant, only the two candidate functions shown in Fig. 9(b) and (c) need to be examined. If these two functions are not redundant, all the remaining 14 functions are not redundant either.
B. Further Exclusion of Unnecessary Redundancy Checks
In the following, we show that, depending on the value at the dominator gate for testing the target fault, the added wire/gate of either Type 0 or Type 1 transformations must be irredundant. Based on this knowledge, we can further prune the space of redundancy checks.
We define to be a binary fault-free value at the output of gate , and be the faulty value at . Example 5: Consider s-a-1 in Fig. 9(a) the same vector will be 0 and thus the good circuit behavior has been changed for this vector. Therefore, Type 0 transformation must be irredundant. has a mandatory assignment either 1 or 0, and has a mandatory assignment of either or .
VII. MULTIPLE-WIRE ADDITION AND GATE FUNCTION SUBSTITUTION
In this section, we extend the idea of adding one wire (gate) to adding multiple wires (gates). In addition, for the purpose of removing a wire, we also allow gates to change their functionality.
A. Multiple-Wire Addition
Removing a redundant fault may result in the deletion of multiple wires and/or gates. For example, when in Fig. 2 is removed, the 3-input gate can be also removed. This in turn leaves gate with a single input, therefore a direct connection is possible and can be deleted. If deleting a wire can result in the removal of more than 2 wires or gates from the network, we refer to such a wire as a large redunction wire. When optimizing a circuit, we give higher priority to removing large redunction wires. In case that adding one redundant wire (gate) cannot remove a large redunction wire, we may add more than one wire (gate) to delete the wire in question. For example, in Fig. 2 , we add a 2-input gate and a wire to remove the large redunction wire . However, arbitrarily adding many wires as in [6] to remove a large redunction wire is computationally expensive. We have developed an efficient approach for the multiple-wire addition. We will explain the principle of the multiple-wire addition by analyzing the example in Fig. 2 . Suppose our objective is to remove the wire . First, we attempt the onewire substitution using the approach explained in Section V. We compute the SMA s-a-1 . Then, we determine a set of candidate connections. A candidate connection is expressed by a triple: (source node, destination node, type). Consider the candidate connection ( , Type 0). To make sure that it will not affect the functionality of the network, we need to verify its redundancy. Since the SMA s-a-1 is consistent, we cannot conclude that the is redundant. Therefore, the target wire cannot be removed by adding just the candidate connection ( , Type 0). The candidate connection ( , Type 0) causes the wire to be redundant, but it itself is irredundant. We may still add it to the network and seek another redundant wire or gate to be added which would make , Type 0) redundant, or which would replace by some redundant structure. To achieve this, we now consider simultaneously the SMA s-a-1 and SMA s-a-1 . We note that in SMA s-a-1 but in SMA s-a-1 . Suppose a 2-input OR gate (with inputs from and ) is added as shown in dotted line in Fig. 2(a) . We will prove that the added wire is redundant and the addition of makes the wire redundant too. To verify the redundancy, we need to compute the SMA s-a-1 . The only difference between SMA s-a-1 and the SMA s-a-1 is that we have one more assignment, namely in the SMA s-a-1 . Since is in the SMA s-a-1 , the SMA s-a-1 is inconsistent, and is redundant. As a result, we can add the new wire as shown in Fig. 2(b) , without changing the circuit's functionality. Furthermore, the addition of also guarantees that the target wire becomes redundant. It is so because on one hand and in the SMA s-a-1 so that . On the other hand, the mandatory assignment of needs to be 1 because it is a side input of the dominator . The addition of wire causes inconsistency of the SMA s-a-1 . Therefore after adding the gate and the wire , we can remove the wire . The above example demonstrates our basic philosophy of adding multiple wires so as to cause an originally irredundant candidate connection to become redundant. Suppose we wish to remove a large reduction wire, and all the single-wire candidate connections are irredundant. Then, we try to add multiple wires. The procedure is as follows. We compute and store the SMA( stuck-at fault). Then, we pick a candidate connection, , type and compute the SMA(candidate wire stuck-at fault). Then, we look for a gate denoted as such that it is in both the SMA( stuck-at fault) and the SMA( stuck-at fault) but has different mandatory assignments. In the example of Fig. 2 
B. Changing the Gate's Functionality
In this section, we discuss how to change a gate's function to remove a particular wire. For example, in Fig. 3 , we can change the gate from an AND to an XNOR without changing the circuit functionality. After changing to an XNOR gate, the wire becomes redundant. Two issues need to be addressed; namely, how to check if a given gate can change its functionality, and which gate should be changed to make a target wire redundant.
Consider an AND gate with two inputs and . If the output of is a don't care when , the function of can change from AND to XNOR. We first show a procedure to verify whether is a don't care minterm for a gate . It is based on checking consistency of a certain SMA.
To verify whether a minterm is a don't care to , we first set and include this assignment in a SMA. Then, we treat the output of as stuck-at the value produced by that minterm and compute the appropriate SMA. Therefore, this SMA includes the MA's for justifying the minterms plus the MA's to sensitize a path from to any primary output. In the following theorem, we show that if the SMA is inconsistent, the minterm is a don't care.
Theorem 3: Consider the SMA induced by setting the gate's inputs to a minterm in question and treating the gate's output as stuck-at the value produced by the minterm. If this SMA cannot be consistently justified, then the minterm is a don't care of the embedded in the network [4] .
For example, consider the gate in Fig. 3 . We will verify that is a don't care of . We set and assume that there is a fault at the output of in the network. Since is a dominator of , we need the following mandatory assignments at the side inputs:
and . This yields the SMA . Since is inconsistent, is a don't care of . Theorem 3 suggests how to verify quickly if a gate can switch its functionality without affecting the network's behavior.
The sets of mandatory assignments, SMA's, computed to justify particular conditions in the network depend on gates' functionality. We may change some gates' functionality to achieve SMA's inconsistency, and therefore create a redundancy. In Fig. 3 For the large redunction wires, if the single wire addition approach does not work, we try either to add multiple wires or to make a functional change of some gates. These two new techniques substantially extend the power of redundancy addition and removal.
VIII. SIMULTANEOUS ADDITION AND REMOVAL OF TWO WIRES (GATES)
We say that two wires are simultaneously redundant if each wire is itself irredundant but simultaneously adding/removing and adding/removing does not change the circuit's functionality. That is, the double fault and is redundant. For example, in Fig. 4 the wire and a new connection are each irredundant. Therefore we cannot remove (add) . However, we can simultaneously remove the wire and add without changing the network's functionality. We have developed an efficient algorithm to identify two simultaneously redundant wires.
Multiple stuck-at faults have been studied extensively [13] . The existence of two simultaneously redundant wires is analyzed as follows. Let ( stuck-at fault) denote all the input vectors that can test the stuck-at fault. That is any vector in ( stuck-at fault) can distinguish the original (good) circuit from the faulty one. Consider another wire . If both sets, ( stuck-at fault) and ( stuck-at fault) are the same, and the fault effects of these two faults are propagated through the same XOR (XNOR) gate (from different inputs of the gate), they cancel out at the output of the XOR (XNOR) gate. Thus, neither ( stuck-at fault) nor ( stuck-at fault) can detect the double fault. In the example of Fig. 4 , s-a-1 is the same as s-a-0 and both faults propagate through the same XOR gate. For the s-a-1, the fault at is and for the s-a-0, the fault at is . When primary inputs , the XOR output of the original circuit is 1 in the good and in the double faulty network.
Theorem 4: Let be a fanin of XOR (XNOR) gate and let be another gate. If and are don't cares in the network, we can replace by . Proof: Any input vector that can distinguish between the original circuit and the faulty circuit (circuit after wire replacement) is the vector that causes or . In addition, the discrepancies between the good and faulty networks after applying should propagate to a primary output. If the set of such vectors is empty then the good and faulty circuits are functionally equivalent. The above procedure verifies that indeed such vectors do not exist.
Note that when a dominator is an XOR (XNOR) gate, the network transformations in Fig. 10 are no longer valid and cannot be used to remove a particular wire. It is because some of the test vectors cause to assume , and others cause to assume . According to Corollary 1, none of the transformations can be applied. Therefore, the redundancy addition and removal technique cannot be applied when a dominator is an XOR (XNOR) gate.
The wire replacement technique based on identification of two simultaneously redundant wires is very useful when there are XOR (XNOR) gates in the network. It can be applied to remove large reduction wires which are inputs of XOR (XNOR) gates.
IX. A GREEDY OPTIMIZATION BASED ON INCREMENTAL TRANSFORMATIONS
In this section, we discuss how to apply the transformation technique for logic optimization. The global optimization strategy is similar to that used in the program RAMBO [8] , [11] . A node is chosen randomly. For each wire which shares at least one dominator with , we compute the alternative wires for . Then, we form a list of such alternative relationships. For example, we record that adding wire or may make wire redundant, adding wire , or may make wire redundant, and adding wire may make wire redundant. Therefore, we can conclude that adding wire may make wires , and redundant. Note that in RAMBO, when adding a wire to a node , they only consider removal of the wires in the input cone of . In our algorithm, we consider all wires that share a common dominator with .
This greedy approach adds one or several wires/gates to remove more wires and gates from a circuit. It is very efficient because at each iteration only a subset of wires is considered. In addition, whenever some wires/gates are added to a circuit, some wires/gates can be removed. On the other hand, such a greedy approach may easily be stuck at a local minimum. In the following we discuss a perturbation technique which can lift such a greedy approach out of a local minimum.
X. INTERNAL DON'T CARE MIGRATION AFTER WIRE SUBSTITUTION
The single-wire substitution technique can be viewed as a perturbation. Replacing one wire by another wire can alter the circuit structure without increasing its size. Repeatedly applying single wire substitutions may potentially lead to a better circuit structure for subsequent optimization. Instead of randomly applying such single-wire substitutions, we carefully guide the process. In this section, we analyze the internal don't care migration after single-wire substitution. Based on the analysis, we can guide the substitution to achieve efficient optimization.
The degree of difficulty to propagate a fault effect from a wire(gate) to any primary output is expressed in terms of its observability don't cares. Intuitively, it is easy (difficult) to propagate a fault effect to any primary output when the don't care set is small (large). We use the term observable to describe how difficult it is to propagate the fault. Therefore, if a gate has a fanout to a primary output, the gate is fully observable and has no observability don't cares. Typically, if a gate has more fanouts, it is easy to be observed. This is because we may have more paths to primary outputs. However, it is not always true because multiple fault effects may cancel each other due to reconvergence of fanouts. In the following, we discuss how observability don't cares can be redistributed when one wire is replaced by another wire.
In Fig. 11 two types of single wire substitutions are depicted. They are referred to as fanout and fanin substitution. We say that fanout substitution occurs when a fanout wire of a gate is replaced by another fanout . This case is shown in Fig. 11(a) . Here, we restrict our discussion to the case when is a dominator of and has the same gate type as . We will discuss how the internal don't cares are redistributed during fanout substitution. Referring to Fig. 11(a) , let Cone II contain all the wires in the intersection of the transitive fanout cones of and in the transitive fanin cones of .
Theorem 5: Suppose wire is replaced by and is a wire in Cone II. A test pattern which detects stuck-at fault in the circuit after substitution also detects the fault in the circuit before substitution.
Proof: Consider testing stuck-at fault in the circuit after substitution. Because is a dominator for , the side input must be assigned to noncontrolling value. This assignment at is independent of both wires and . Therefore any test pattern which can detect stuckat fault for the circuit after substitution is also a test pattern for the same fault in the circuit before substitution.
Corollary: The size of don't care set for the wires in Cone II increases after replacing by . The increase of don't cares for those wires in Cone II will be beneficial for circuit optimization. However such replacement may also potentially reduce the don't cares for other parts of the circuit. Consider the situation of replacing by . Let Cone I [in Fig. 11(a) ] include all the wires that are in the transitive fanin of . The size of the don't care sets for the wires in Cone I may potentially decrease. The intuition behind this observation is as follows. For simplicity, assume that is the only fanout and is replaced by . Since is a dominator of , the distance from to the primary output is now shorter. It is therefore easier to observe after replacement. If the observability of is increased, so are the gates in the input cone of . Therefore the observability don't cares for wires in the input cone of may decrease.
To summarize the effect of such a replacement, we have the don't care set size increasing for the wires in Cone II and potentially decreasing in the Cone I. If is a primary input, the input cone of is empty. The replacement by is always beneficial. Suppose now that has a fanout to a primary output. Replacing is another fanout of with is also good for optimization. This is because is already fully observable since one of its fanouts is a primary output. It is not possible to increase its observability anymore. Intuitively, we can gain some benefit if is close to primary inputs or primary outputs and is far away from .
We now focus on the other type of single wire substitution. First, we have the following observation. In Fig. 11(c) , let be a fanin wire of . Suppose the fanout cone of wire does not intersect the fanout cone of 's other fanouts. Adding (deleting) decreases (increases) the don't cares for wires that are dominated by .
The intuition behind is as follows. If a gate has more fanouts, it is easier to observe it. As a result, the don't cares associated with this gate decrease and so happens with the wires that are dominated by this gate. The restriction on the empty intersection of the fanout cones is to preclude the possibility of reconvergence. Reconvergent fanouts may potentially cause fault effect cancellation and invalidate the above theorem.
Based on the above observation, we consider the following single wire substitution in Fig. 11(b) . Let the fanin wire of a gate be replaced by another fanin wire . According to the above theorem, since one fanout wire of the gate is deleted, the don't cares of the wires (marked as Cone III in the figure) dominated by possibly increase. And since one fanout wire of the gate is added, the don't cares of those wires (marked as Cone IV) dominated by possibly decrease. For logic optimization purposes, we would like the area of Cone III to be larger than the area of Cone IV.
The observation of the single wire substitution effect on the internal don't cares migration can be used to guide wire selection for replacement to improve the optimization results. As shown in Fig. 11(a) and (b) , the don't care sets of wires in Cones II and III increase and are beneficial for logic optimization and the don't cares of wires in Cones I and IV decrease and are detrimental. In general, keeping track of how much don't cares increase/decrease is quite time consuming. Our heuristic uses the number of dominators of a gate as cost function. After substitution, if a gate has more (less) dominators, then most likely that it has less (more) don't cares than before.
We now discuss the perturbation algorithm. Both fanin and fanout substitutions mentioned above are applied. For each wire in the circuit, we check the fanout substitution first. If there exists a fanout substitution for wire , and if the size of Cone II is greater than the size of Cone I in Fig. 11(a) , we calculate the difference of the number of 's dominators before and after the substitution. If the increase of the number of 's dominators is smaller than some threshold, we replace by . Otherwise, we try the fanin substitution. If there exists a fanin wire , and the size of Cone III is greater than the size of Cone IV in Fig. 11(b) , we count the difference of the number of 's and 's dominators before and after wire substitution. If the decrease of number of 's dominators is greater than the increase of number of 's dominators, we perform the fanin substitution. The pseudo code for perturbing the circuit is shown Fig. 12 .
XI. THE OVERALL ALGORITHM
The overall algorithm of our optimization scheme is shown in Fig. 13 . If the circuit is a sequential circuit, we calculate the unreachable states and use them as external don't cares for optimizing the combinational parts of the network. Then, we perform iterations of the following two steps: greedy optimization described in Section IX and perturb the circuit described in Fig. 12 .
XII. EXPERIMENTAL RESULTS
We applied the algorithm in Fig. 13 to MCNC and IS-CAS combinational and sequential circuits and the parameter n iterations was chosen to be 2. Table I shows results for combinational circuits. For these circuits, we minimize circuits using script.algebraic of misII first, followed by our algorithm and RAMBO. For comparison with misII, we also run script.boolean of misII (for consistency, we don't use script.rugged because some examples cannot be run due to space/time limitation). For all cases, we mapped the circuits into 2-input gates by invoking the map command in misII. Our result is shown in column Perturb/Simplify. For all three algorithms: misII, RAMBO and Perturb/Simplify, we use the number of 2-input gates as a measure. Columns 2, 3, and 4 of Table I show the number of 2-input gates and literal counts. On the average for the listed examples, our results are 19% better than misII and 16% better than RAMBO in terms of number of 2-input gates. Our algorithm has also a low memory requirement. For example, C7552 uses only 6 Mbytes of memory. This makes our approach very attractive for large circuits. All our results have been verified using the circuit verification command in misII.
For MCNC and ISCAS sequential benchmarks circuits, we computed the unreachable states and use them as external don't cares. Then, the circuits were minimized by using script.algebraic in misII [5] . Next, we applied our logic optimizer to the resulting circuits. The results of some sequential benchmarks are shown in Table II . We compared them with those produced by script.rugged in misII [5] . The misII results also include the use of the unreachable states as external don't cares. Similarly to Table I , Columns 2 and 3 show the number of 2-input gates and the literal count. The average improvement of our results to misII's is around 21%.
Again, our algorithm shows a very low memory usage. For example running the circuit scf requires only 3 Mbyte of memory and running requires 10 Mbytes. We do not show several large sequential circuits because the state reachability computation causes time/space violation in our system. However, for logic optimization, the complete reachability is not required. Heuristics for finding subsets of unreachable states [9] can be used.
XIII. CONCLUSION
In this paper, we presented an ATPG based approach to simplify multilevel Boolean networks. In particular, we have proposed several new techniques to add one or more redundant gates/wires to remove other gates/wires from the network. We have shown how to identify gates which are good candidates for local functionality change for simplifying a network. In addition, we discuss the problem of adding and removing two wires, none of which alone is redundant, but when jointly added/removed they do not affect functionality of the network. These new techniques allow us to simplify substantially the networks. Our experimental results have demonstrated usefulness of our approach.
