Abstract -This paper presents a novel technique to predict freezing of gait in advanced stage Parkinsonian patients using movement data from wearable sensors. A two-class approach is presented which consists of autoregressive predictive models to project the feature time series, followed by machine learning based classifiers to discriminate freezing from nonfreezing based on the predicted features. To implement and validate our technique a set of time domain and frequency domain features were extracted from the 3D acceleration data, which was then analyzed using information theoretic and feature selection approaches to determine the most discriminative features. Predictive models were trained to predict the features from their past values, then fed into binary classifiers based on support vector machines and probabilistic neural networks which were rigorously cross validated. We compared the results of this approach with a three-class classification approach proposed in previous literature, in which a pre-freezing class was introduced and the problem of prediction of the gait freezing incident was reduced to solving a three-class classification problem. The two-class approach resulted in a sensitivity of 93 ± 4%, specificity of 91 ± 6%, with an expected prediction horizon of 1.72 s. Our subject-specific gait freezing prediction algorithm outperformed existing algorithms, yields consistent results across different subjects and is robust against the choice of classifier, with slight variations in the selected features. In addition, we analyzed the merits and limitations of different families of features to predict gait freezing.
pathologically by a progressive loss of midbrain dopaminergic neurons [1] . In early stage, the pathology involves dorsal motor nucleus of the vagal nerve, intermediate reticular zone and the olfactory bulb. The disease then progresses to affect midbrain substantia nigra dopaminergic cells and the cerebral cortex [2] , leading to a number of neurological symptoms including resting tremor, rigidity, bradykinesia, postural imbalance and gait freezing [3] . Apart from dopaminergic deficiency, other neurotransmitters including serotonin, noradrenaline and acetylcholine are also affected [4] .
Pharmacological therapies of PD consist mainly of dopamine replacement using medications such as levodopa or dopamine agonists [5] . However, the effectiveness of pharmacological therapies can reduce over time, and they can cause side effects such as dyskinesia and hypotension [6] . These pharmacological therapies are effective for dopamine responsive symptoms including tremor, rigidity and bradykinesia, but are less helpful for non-dopamine mediated symptoms including gait dysfunction and postural imbalance. Deep Brain Stimulation (DBS) of the subthalamic nucleus may be beneficial to PD patients where medications are not adequately controlling the symptoms [7] , but is invasive and can only partially improve gait dysfunctions.
Freezing of gait (FOG), which is defined as a "brief, episodic absence or marked reduction of forward progression of the feet despite the intention to walk," [8] more commonly affects patients in advanced stage PD. Patients suffering from FOG describe their feeling as their feet are glued to the ground [9] . FOG adversely affects the daily activities of patients, commonly causing falls [10] and dramatically diminishing their quality of life.
FOG can occur when the patients are in an 'OFF' state, where the effects of PD medications have worn off and the patients are bradykinetic and rigid (OFF-FOG), or when the patients are ON (ON-FOG). ON-FOG is often resistant to pharmacotherapy and can sometimes be worsened by higher doses of dopaminergic medications and DBS [11] . It has been hypothesized that FOG occurs because of the degeneration of brainstem cholinergic locomotor centers including pedunculopontine nucleus [12] , but clinical trials looking at enhancing cholinergic transmission using Rivastigmine [13] and pedunculopontine nucleus DBS [14] have produced mixed results. A recent report suggests that spinal cord stimulation may be effective for gait dysfunction in some PD patients [15] , but their results need to be replicated in larger studies.
Other nonpharmacological preventive strategies to manage FOG, including auditory, visual or vibrational cueing [16] [17] [18] [19] [20] [21] , may enhance gait, but conflicting cues can cause a gait initiation delay in PD gait freezers [22] . Continuous cueing can disrupt the sensory channels of the patient, while over time the patient may get habituated to the external cueing, which can decrease the effectiveness of such methods.
Recent studies showed that the gait alternations, such as increased stride variability or increased anterior-posterior power spectral density width, can be precursors for transient freezing episodes [23] , [24] . Other features that are known to be associated to or accompanied by FOG include: variability in step timing with a simultaneous decrease in step length [25] and trembling of the leg (at a frequency of 3-8 Hz) [26] or of the knee (at 2-6 Hz) [27] . Also, FOG likelihood increases when a person starts to walk, during turning, when passing through narrow passages, and when approaching a chair, or due to stress or pressure [28] .
Several recent studies used wearable sensors, such as 3D accelerometers and gyroscopes, to detect, characterize and (in a few cases) to predict and thus be able to prevent FOG incidents [5] , [28] [29] [30] [31] . Detection in this context is defined as classifying the instantaneous data into either FOG or non-FOG (a binary classification of the current data). In contrast, FOG prediction is defined as anticipating whether the future samples belong to FOG or non-FOG classes (classification of future samples) based on current and past data. Those algorithms [5] , [28] [29] [30] [31] exhibit fairly acceptable results for the FOG detection, however, the results are much worse for FOG prediction, which is essential for freezing prevention. In [29] , several frequency-domain features were extracted, such as freezing index (FI) and total energy in a specific frequency band, as well as time domain and statistical features. Besides the two classes of FOG and normal walking, a third class was introduced as a window of data points preceding the FOG event, called pre-freezing, to tackle the prediction problem. Correct detection of the pre-freezing class suggests upcoming FOG events. A similar approach was used in [28] , where the authors hypothesized that there is a degeneration of the gait pattern before FOG. In addition to FI and power in the locomotor and freezing bands, the authors extracted other features to quantify turning, gait symmetry and gait amplitude. Feeding these features to a linear discriminant analysis classifier, they obtained an expected sensitivity and specificity of 83±14% and 67±17%, respectively [28] . In [31] , signals from a single accelerometer worn at the waist classified using support vector machine (SVM) classifiers could detect FOG with a sensitivity of 88% and a specificity of 80%. Electrocardiography (ECG) and skin conductance signals were used in addition to the inertial sensors measurements, resulting in a prediction of FOG with an approximate success rate of 71.3% [32] . In a recent attempt [33] , Electroencephalography (EEG) was used to predict FOG, in which several features such as power spectral density, wavelet energy and phase synchronization were used, yielding an FOG prediction with 86% sensitivity and 74.4% specificity.
Considering that walking can be modeled as a dynamical system, the movement temporal features extracted from Fig. 1 . Schematic of the two-class approach (time series prediction followed by a binary classification) and the three-class approach (prefreezing detection and projection) for FoG prediction from movement data. Both approaches use the same pool of features selected from the acceleration data.
walking can also be modeled and predicted using identified dynamical systems. Recent studies have brought insights into a set of possible markers of the FOG, such as a cadence increase, decrease in step length and appearance of new peaks and higher frequency content of acceleration during and/or prior to an FOG [19] , [25] , [30] , [34] . If these changes in temporal features of gait can be accurately predicted, they can, in turn, be used to predict an FOG event. Correspondingly, we hypothesize here that: i) a set of movement-based features can be defined and computed which can be used to accurately distinguish the freezing from nonfreezing events, ii) a subset of these features can be effectively predicted based on their past values using data-driven predictive models, and iii) the predicted features can be used in training and implementation of highly accurate and specific FOG predictors. Accurate prediction of FOG can enable an external cueing to facilitate the FOG prevention only when it is needed.
II. MATERIALS AND METHODS
This section will introduce the two-class approach based on predicting the selected features time series followed by a binary classification over the predicted features. The proposed approach is benchmarked against an improved version of the prediction based on a three-class approach, a more conventional approach with a pre-freezing class added to FOG and normal walking classes. These two approaches are compared based on the percentage of correctly detected and predicted onsets of FOG, and on the prediction horizon. Fig.1 shows the main processing blocks that form the two approaches which are detailed in the following subsections. We note that both approaches use a similar extracted feature pool from the acceleration data. However, they process those features independently and differently. The implementation of the algorithms and the data analysis were performed using MATLAB 2015b (Mathworks, USA).
The Daphnet dataset [35] was used to analyze and validate these two approaches. This dataset contains 3D-acceleration measurement of the lower back (sensor was attached to a belt), shank (sensor was attached above the ankle) and thigh segments (sensor was attached just above the knee), acquiring data at 64Hz, of the most affected leg of 10 idiopathic PD patients acquired via body-fixed sensors. No anatomical alignment was performed on the sensors' data. The patients were of 66.5 ± 4.8 years age, 7 male and 3 female, all with history of FOG, and with Hoehn and Yahr score [36] in ON state of 2.6 ± 0.65. The data were collected in the laboratory but simulated activities of daily life (ADL) including walking back and forth in a straight line with 180 • turns, random walking including a series of stops and 360 • turns, and walking simulating ADL.
In [35] , a total of 237 FOG episodes were recorded, ranging from 0 to 66 incidents per patient with a mean ± SD of 23.7 ± 20.7 incidents. Two of the patients did not experience any FOG during the measurements and were thus excluded from the analysis. The duration of the FOG episodes was 7.3 ± 6.7 seconds which ranged from 0.5 to 40 seconds, with 50% of the episodes lasting less than 5.4 seconds and 93.2% lasting less than 20 seconds long. Fig.2 shows representative 3D accelerations (shank sensor) during a transition to an FOG.
A. Feature Extraction and Selection 1) Feature Extraction: 75 different time-and frequencydomain features were extracted from the raw accelerations. Features were extracted per sensor or per axis as described below. In all cases, a sliding window with a length of T = 256 samples and a step size of 32 samples was used, similar to previous studies, e.g. [35] .
The freezing index (FI), which is the square of area under the power density in the 'freeze' band (3) (4) (5) (6) (7) (8) divided by the area under the power density in the 'locomotor' band (0.5-3 Hz) of the vertical acceleration [30] , was extended to all axes and calculated separately for vertical, anterior-posterior and mediolateral axes of each sensor (1) . The extended freezing index (EFI) was computed by mean subtraction followed by power spectrum estimation using Fast Fourier Transform and integrating the spectrum over the mentioned bands (2) .
(1)
where S ii is the power spectrum density estimate of a window of acceleration data of length T , i ∈ {x, y, z}, and ω indicates the frequency. EFI accounts for features 1 to 9. Acceleration data were filtered first using a Savitzky-Golay filter followed by a median filter, and the peaks of (filtered) acceleration were detected. The distance between the neighboring peaks was calculated and averaged over the sliding window, however, peaks closer than 10 samples (156ms) were excluded from the distance estimation. The average peak distance (APD) was estimated for each window. Furthermore, the number of dominant peaks (NDP) and the average peak width (APW), i.e. width at their half-prominence, were estimated. Dominant peaks were detected when they fell outside of thresholds set at mean ±2 ×SD of data. APD, NDP and APW account for features 10 to 18, features 19 to 27, and features 28 to 36, respectively.
The number of zero crossings of acceleration (NZA) and the number of zero crossings of jerk (NZJ) were computed for each window, as well as the variance of acceleration (VAR). NZA, NZJ and VAR account for features 37 to 45, features 46 to 54, and features 55 to 63, respectively. The L1 and L2 norms of acceleration (AN) were computed for each window accounting for features 64 to 69. The two dominant singular values (DSV) of the covariance matrix of acceleration in each sensor were extracted using singular value decomposition. DSV account for features 70 to 75. The feature families were first separately fed into classifiers to evaluate their performance in discriminating FOG events from walking events. Moreover, feature selection techniques were used to find an optimal combination of features that can yield optimal detection and close to optimal prediction of FOG.
2) Feature Selection: Two feature selection techniques were used. A minimum-redundancy maximum-relevance criterion (mRMR) [37] was used in order to select the top features of every feature family and among all extracted features. mRMR uses the mutual information between the class labels and features and across the features as the first selection technique to minimize the statistical dependency between selected features while maximizing the dependency of their joint distribution with the class labels. It can be expressed as:
where c represents the class labels, S is the set of candidate features and |S| is its cardinality, S * is the optimal feature set, x i and x j are features from S, and I stands for the mutual information. A second version of mRMR was also used where mutual information operators were replaced by correlation.
Also, a backward elimination (BE) technique was used [38] , with a nonlinear SVM classifier to eliminate the redundant or irrelevant features to the classification. The elimination was continued on the training data until the correct classification rate of classifier reached 95% of the original value (when using all features).
B. Time-Series Prediction
The autocorrelation of all features was computed to examine the lags of each time series that are correlated with the instantaneous value of that feature at time t. These lags were identified separately for each subject and each feature, located at the local maxima among the coefficients of autocorrelation at least 1.92 seconds (equivalent to a 4-window shift) before time t. To facilitate the selection of peaks a convolution with a Laplacian of Gaussian (derivative of a Gaussian function with SD of 0.96 seconds) mask (of 9.6 seconds length) was performed on the autocorrelation results.
The identified lags of each feature were used to predict that feature value using autoregressive (AR) and autoregressivemoving average (ARMA) models [38] . In the AR, a linear model was built and tuned on the training data to map the lagged time series value to its future.
where w p is the weight vector, X lagged is a matrix of augmented lagged versions of feature time series (x i ). w p for each feature per subject was obtained using least square criterion. In the ARMA model, a linear model for noise dynamics was built iteratively along with a linear model that maps the time series lags to the future value of the time series.
C. Classification Based on Predicted Features
Two different classifiers were implemented to classify the predicted feature values, which is equivalent to predicting the future event, whether FOG or walking.
A soft margin SVM with radial basis function (RBF) kernels was used to maximize the margin between the two classes while allowing misclassified samples. In soft margin SVM, the weights (w) can be obtained by minimizing the cost function
where w is a normal vector to the discrimination hyperplanes, b is the offset of the average of the two hyperplanes, X j and y j are the j th data point from feature space and its label, respectively. λ is a constant that controls the number of misclassified samples: smaller the λ, harder the margins. We used the RBF kernels (7) to obtain directly the dot product of nonlinearly mapped data to a higher dimensional space. The nonlinear SVM can thus be described as (8):
therefore, the sign of this function indicates the class of each test data (z). a j s were obtained using sequential minimal optimization (SMO), i.e. a quadratic programming algorithm, to solve below optimization problem over training datasets.
In addition to the SVMs trained on each feature family or selected features by mRMR or BE, a majority voting classifier fusion was also implemented on SVM classifiers which were trained on separate feature families.
As an alternative, a feedforward probabilistic neural network (PNN) was implemented. This is a fairly compact artificial neural network structure with one hidden layer using hyperbolic tangent activation functions and two output neurons with softmax activation function.
The hidden layer's output (h i ) and output layer's output ( p i ) of the network for a sample input (X i ) is computed as follows:
where X T i is the input data point with an augmented 1, w 1 and w 2 are the weights of the neural net, k is the number of neurons at the output layer (k = 2). In this setup, p i is a vector representing the probability of class 1 ( p i,1 ) and 2 (p i,2 ). The class represented by the neuron with the maximum output was chosen as the classifier's decisionŷ i , while the larger p i, j represents the certainty of the decision.
The inputs were normalized by range. The weights were initialized using a uniform random distribution over [− 1 1] . Then, the weights were updated iteratively using the error back propagation algorithm to minimize the cross entropy between the output of classifier and the actual labels in a subset of the training data (13) . While the rest of the training data were used for checking a stop condition for training the neural network (more details in the next subsection).
where y i is a binary coded class label, p i is the PNN output, and M is the number of samples used in cross entropy calculation. An initial learning rate (η) of 0.2 was used and smoothly decreased to 0.05 over 500 iterations (14) .
D. Prediction Based on a 3-Class Classification
This approach is based on the hypothesis that if the samples in a τ -second window prior to the FOG onset can be classified as a third class, namely pre-freezing, these samples then can be used to predict a freezing event in the succeeding samples.
In order to implement this method in a more systematic way, an optimal upper bound of τ was first computed using a cluster separability analysis, then an exploration on the FOG onset detection using different τ values smaller than the upper bound was carried out, and finally the τ resulting in the highest sensitivity for detection of FOG onset was determined.
where τ up is the optimal length for pre-freezing events to form a separable cluster, τ * is the optimal length for pre-freezing to obtain highest freezing onset detection, τ 0 is the lower bound for pre-freezing length (τ 0 = 1.92 seconds obtained as the threshold in (18) was fixed at 0.35), S W τ is the scatter within clusters, and S B τ is the scatter between clusters when fixing pre-freezing samples for a window of length τ prior to the onset of FOG. C i is the set of samples which belong to cluster i , μ i is the mean value of all samples belong to cluster i , x j andx are j th sample and average of all samples, respectively. After fixing the τ , the data were split into 10 folds, and each fold's training data were 5-time randomly subsampled to balance the number of samples across the three classes, namely non-freezing, pre-freezing and freezing. Three nonlinear SVM binary classifiers were trained, each for classifying against the two others. If only one of the classifiers labels the new data as class i and the two others classify it to the rest of classes (which includes i ) the class label will be i . Otherwise, the result of the classifier with the largest margin will be used to classify the data point. Alternatively, a PNN classifier was built similar to the two-class approach, but with three neurons at the last layer. After classifying the pre-freezing events, if there is a bulk of length τ /2 of classified pre-freezing, then an FOG will be predicted on the τ /2 ahead sample. Classification of τ /2 pre-freezing samples was used to ensure the consistency of the FOG prediction.
E. Validation and Prediction Performance Analysis
This section describes the procedure to evaluate and validate the result of the prediction algorithm. This includes the evaluation of the discrimination power of the extracted families of features, time-series prediction performance and finally the gait freezing prediction performance of the proposed method and also the 3-class approach based on sensitivity, specificity and the prediction horizon.
1) Feature Evaluation: Top features were selected using three techniques including two variations of mRMR (based on mutual information and correlation), and the backward elimination of features when using a nonlinear SVM (as a binary classifier). The classifiers were trained and cross validated for each family of features separately to show the merits and limitations of each family in the detection of FOG. For the latter assessment a 10-fold cross validation was implemented with a 5-time uniform subsampling of the training data. This subsampling was implemented to cope with the class imbalance and to generate samples with an equal number of FOG (almost 60% of the original number) and normal walking data. Therefore, after each subsampling, the remaining part of the training set was temporarily discarded and was not used for training of the associated classifier to that subsample. The 5 subsamples of the training data which consists of 9 folds of data in the 10-fold cross validation, resulted in total 50 training sets on which 50 models were trained and then tested for each feature set.
The Friedman test was applied on sensitivity and specificity of classification of FOG and non-FOG (both for detection and prediction problems) with SVM to identify the group level significant difference, following by a Wilcoxon signed rank test with 5% significance level and Bonferroni correction.
2) Classifier Evaluation: After applying a 10-fold cross validation, with 5-time subsampling of training set at each fold for label imbalance compensation, sensitivity and specificity were computed for a classifier when using each feature family and the top selected ones from the pool of 75 features. A Wilcoxon signed rank test was used to compare both the sensitivity and specificity.
3) Time-Series (Feature) Prediction Assessment: The mean squared error (MSE) between the true and predicted feature time series were computed, then normalized by the mean square value of each feature (NMSE) as the first metric for evaluation. Besides, the cross correlation between the true and predicted time series was used to pinpoint the latency of the predicted time series.
4) FOG Prediction Assessment:
The sensitivity and specificity of different prediction algorithms were estimated in a 10-fold cross validation, with 5-time subsampling. In addition, the percentage of successful prediction of FOG onset and the prediction horizon were estimated. The FOG onset was defined as when only the last sample in a window is labeled as FOG while the preceding samples in the window are labeled as non-FOG. The prediction horizon of each approach (indicating how far ahead each approach predicts the FOG onset) was quantified separately, Algorithm 1 was used for the two-class approach and Algorithm 2 for the three-class approach.
Algorithms for estimation of prediction horizon Algorithm 1 (used for the two-class approach) 1. Perform FOG prediction 2. Find the onsets of the predicted FOG 3. If a predicted FOG onset was detected in the [− 8 8] seconds interval about the true onset, estimate the latency between the true and predicted onsets. Otherwise, mark the freezing onset as undetected 4. Expected prediction horizon is the minimum lag used for the prediction of feature time series minus the average latency (to be obtained from step 3) Algorithm 2 (used for the three-class approach) 1. Perform FOG prediction (with pre-freezing interval of length τ preceding the true onset of FOG) 2. Find the onsets of the predicted FOG 3. If a predicted FOG onset was detected in the [− 8 8] seconds interval about the true onset, estimate the latency between the true and predicted onsets. Otherwise, mark the freezing onset as undetected 4. Expected prediction horizon is an ideal horizon of τ /2 (as an interval to ensure a proceeding freezing incident) minus the average latency (from step 3)
To compare the approaches in prediction of FOG, a Wilcoxon signed rank test was performed on the sensitivity of onset detection, and on the prediction horizon. Furthermore, using the same statistical test, a comparison between the sensitivity and specificity of detection versus prediction was provided when using either the SVM or PNN.
III. RESULTS

A. Feature Analysis and Classification
A list of top-ranked features when using mRMR are illustrated in Table 1 . mRMR was applied to randomly-selected 25% of data from all subjects. The procedure was repeated 7 times to make sure the feature selection is robust to the change in data, features with constant presence were reported in Table 1 and ranked based on their average rank across the repetitions. These features exhibited high relevance to the class labels (in detection problem) and low redundancy.
The best features selected based on BE were shank anteriorposterior EFI, thigh mediolateral and vertical EFIs, trunk anterior-posterior APD, shank vertical and thigh mediolateral APDs, VAR of trunk anterior-posterior, thigh vertical and mediolateral, NZJ of thigh mediolateral, shank vertical and trunk anterior-posterior, and NZA of thigh anteriorposterior and shank anterior-posterior and vertical, NDP of shank anterior-posterior and vertical and trunk mediolateral acceleration and APW of shank and trunk anterior-posterior, and thigh mediolateral acceleration. These features are the top rank features across all subjects which were identified after applying BE on each subject's training sets.
To quantify the merit of each feature family, SVM classifiers were trained to distinguish the FOG from the nonfreezing samples (detection problem) and validated in the 10-fold cross validation setting. The expected sensitivity and specificity and their standard deviations are depicted in Fig.3a,b . Friedman test showed a statistically significant difference at the group level for both sensitivities and specificities. Fig.3c,d shows the result of Wilcoxon signed rank test after Bonferroni correction indicating the feature families that result in significantly different sensitivity and specificity. These results showed the superior sensitivity of the EFI feature family (significantly better than NDP, APW, NZJ and DSV) and higher specificity of NZJ (significantly better than AN, EFI, NDP, VAR, NZA and DSV) in the detection problem. The relatively high variability in sensitivity and specificity, as illustrated in Fig.3a,b, indicates that the performance of each feature family is changing across different folds of data and subjects. AN and NZA showed to obtain the most robust sensitivity performance, smaller variability, while their specificity is slightly more variable. Fig.4 illustrates the representative waveforms of AN, NZA and EFI features during the transition to an FOG.
B. Feature Time-Series Prediction
An NMSE of 8.06 ± 1.96% obtained using AR model over different features, while ARMA model resulted in 8.3±1.96% of NMSE. The cross correlation analysis revealed that the expected latencies are less than 0.72 seconds and 0.96 seconds for AR and ARMA, respectively. AR obtained expected latency of 0.36 ± 0.18 seconds while the ARMA models yield a latency of 0.42 ± 0.22 seconds. Considering that the smallest lag used in the predictive modelling was 1.92 seconds, the time series prediction expected horizons were larger than 1.56 and 1.4 seconds for AR and ARMA respectively.
C. FOG Prediction
SVM and PNN were trained and tested both on separate feature families and the feature sets selected by the feature selection algorithms, mutual information based and correlation based mRMR, and BE, the results of the best combinations were described here. The prediction sensitivity and specificity of the test data, obtained in 10-fold cross validation, of the proposed algorithm (two-class approach) are presented in Fig.5 . This figure highlights the results obtained for the best four feature families as well as the mixed features (from three different input selection techniques) when applied to the classifier with better results. This figure also illustrates the performance of a majority voting fusion of nine SVM classifiers, each trained on a separate feature family. The best expected prediction sensitivity was obtained by AN-SVM from single feature family predictors, and by BE-PNN and majority voting SVM. The sensitivity standard deviation is relatively high for most of the FOG predictors based on feature families and mixed selected features, except AN-SVM, NZA-SVM, and majority voting SVM. The highest prediction specificity was obtained by EFI-PNN, APD-SVM, and SVM majority voting, however, the large standard deviations of those specificities indicate that they are relatively variable. The prediction performance of the two-class approach (with a minimum input lag of 1.92 seconds) and the three-class approach (with optimal pre-freezing duration of 3.84 seconds) were assessed based on the percentage of correctly predicted onsets of FOG, and the obtained prediction horizon. These results for the features and classifier with the best sensitivity and specificity in the two-class approach are depicted in Fig.6 . It must be noted that the technique with the highest expected sensitivity and specificity in prediction of events is not necessarily the optimal one in the sense of prediction horizon and correct prediction of FOG onsets. The best onset prediction and obtained prediction horizons for both two-class and three-class approaches are illustrated in Fig.7 . Using the predicted features in the 2-class based predictor (proposed method), we obtained up to 94% of correctly predicted onsets of FOG, 1.72 seconds before the actual freezing event. The prediction horizon can be increased to 2 seconds with a decrease in the number of correctly detected FOG onsets. The best results for FOG onset prediction were obtained with twoclass SVM-based prediction when using mRMR-selected mix (a) Prediction sensitivities (b) prediction specificities. Four left boxplots show the best feature-classifier combinations when using predicted features only from a family, the three next boxplots indicate the best performances when using mixed features from feature selection algorithms, and the last boxplot (on the right) indicates the performance of majority voting fusion of SVM classifiers when each fed with predicted features of a separate family.
features or the NDP feature family. The best prediction horizon was obtained when using two-class PNN using AN feature family. The three-class approach exhibits weaker performance in the correct prediction of FOG onsets (the best result reached 77% correct FOG onset prediction). The FOG onset prediction of the 2-class algorithms was significantly better than 3-class algorithms (Wilcoxon signed rank p < 0.004 for both SVM and PNN). The 2-class approach when using PNN showed statistically larger prediction horizon than the 3-class (p < 0.004). However, the prediction horizons of the two algorithms when using SVM classifiers were not significantly different (p = 0.0547).
When comparing the PNN and SVM in the 2-class prediction approach, SVM-based predictors showed statistically better sensitivities when applied to separate families (p < 0.004), while PNN obtained better sensitivities on mixed features (p < 0.036). No statistical differences were found on the percentage of correctly predicted FOG onsets, prediction horizon and the prediction specificity when comparing SVM to PNN in the 2-class approach.
IV. DISCUSSION
This paper introduced a method for FOG prediction based on prediction of movement features time series followed by a binary classification, and an extensive analysis of different feature families was carried out to identify the most effective ones. The proposed prediction technique was benchmarked against a previously proposed 3-class approach optimized on the duration of pre-freezing class to provide a fair comparison. A cross validation and statistical analysis demonstrated the superiority of the novel technique, with an expected sensitivity of 93±4%, specificity of 87±7% which are significantly better than the three-class approach [28] , [29] (about 10% higher sensitivity and 20% higher specificity than the expected values reported in [28] , [29] ). The novel technique also exhibits better performance than other investigations which use different sensors, for instance, 7% higher sensitivity and 12% higher specificity in FOG prediction when compared to an EEG-based technique [33] . The proposed method also obtained up to 94% of correctly predicted FOG onsets and an expected prediction horizon of 1.72 seconds, which is large enough to trigger different intervention mechanisms, e.g., a robotic assistance.
A subsampling mechanism was used to cope with the data imbalance by keeping the majority of FOG samples (underrepresented samples in the original training data) while temporarily discarding a significant amount of normal walking in each of 5 subsamples so that the FOG samples are implicitly weighted higher. While this might slightly worsen the false-positives, this was preferred as false positives are more tolerable in FOG prediction for intervention than false negatives which were better minimized using the subsampling.
The highest FOG detection sensitivity and specificity obtained using EFI and NZJ feature families, respectively, which are also selected as top rank features by the mRMR algorithm, demonstrate that the information to effectively discriminate FOG from walking is present in the frequency content of the body segment accelerations. This is in agreement with previous findings on FI [30] and can be explained as EFI is explicitly defined on the frequency content of the windowed acceleration. NZJ can be seen as a rough estimator of averaged frequency content of the acceleration.
The extended freezing index about anterior-posterior direction was selected by feature selection methods as one of the top-ranked features. This demonstrates the presence of relevant and non-redundant information to FOG in directions other than vertical (which was the original freezing index).
Mutual information-and correlation-based mRMR and BE selected 33%, 27% and 35% of the top features from the shank sensor, while these algorithms chose 27%, 46% and 40% of their features from the thigh sensor. Although this study did not target to analyze which sensor can provide sufficient information for an accurate gait freezing detection or prediction, the feature selection result highlighted the benefit of multiple sensor locations. 47% of the features selected by mRMR based on mutual information and correlation are the same. This indicates the robustness of selected features to the input selection algorithm and supports the presence of relevant information to the detection of FOG in those features. The top-ranked features obtained in our study are similar to those obtained in [29] (although we use a different mutual information based feature selection and a slightly different feature pool). For instance, vertical and anterior-posterior EFI directions (ranked top by correlation based mRMR) carry similar information to the variance of acceleration in these two directions as presented in [29] .
In the prediction problem, among the feature families, AN-SVM and EFI-PNN resulted in the best sensitivity (90 ± 2%) and specificity (85 ± 7%), respectively. It can be argued that the features from these two families are more predictable than NZJ features which showed better specificity in the detection problem. This weaker predictability of NZJ resulted in suboptimal prediction performance when using this feature family. When using feature selection, mixed features from different families, the best sensitivity obtained by BE-PNN (sensitivity: 91 ± 3%). BE-PNN specificity was 82 ± 6%, lower than the best specificity of single feature family results. Majority-voting SVM obtained the superior sensitivity and specificity of 93±4% and 87±7%, respectively. However, this latter algorithm fuses the results of 9 separately trained SVM classifiers on the predicted features, is thus computationally more expensive, which may be a concern for a future wearable prototype. Although the majority voting technique obtained the best sensitivity and specificity in prediction of the samples belong to FOG and non-FOG classes, as a result of fusing 9 classifiers' decisions, it was neither strong in correct prediction of FOG onset, nor had a good prediction horizon. A latency was observed in FOG prediction using SVM majority voting that can be explained as the fusion operator only outputs an FOG label when a majority of decisions on FOG label from 9 different classifiers can be obtained; as some of the feature families including DSV and VAR were not performant in FOG onset detection, they potentially undermined the accurate predictors of FOG onsets with feature families such as AN, NDP and APD.
The proposed two-class approach showed significantly better performance in prediction of FOG onsets than the threeclass approach, but the obtained prediction horizons are not statistically different. This is mainly due to a large variance in prediction horizons. These large variances reduce the ability of the FOG predictors in accurate prediction of the onset time.
It must be noted that a fair comparison between the FOG prediction performance of the two-class approach and the optimized three-class approach is only possible on the FOG onset prediction and the prediction horizon. This is due to the inability of three-class approach, when being used in prediction mode, to anticipate the length of the FOG as the correct classification of samples in pre-freezing can only forecast the occurrence of a gait freezing. We found that using a 3.84-second pre-freezing window, in three-class approach, maximizes the sensitivity of FOG onset prediction. This duration is different than the selected 2-second duration in [28] , but in agreement with findings of [29] that FOG prediction performance increases with the increase of prefreezing duration but reaches a plateau about 5-6 seconds.
The overlapping window-based feature computation used in this work, which is similar to ones used in the previous studies, e.g. [29] , [32] , [35] , would slightly influence the reported test results of the 10-fold cross validation, as there exist some test samples that received influence from the neighboring training samples. This effect, however, was minimized by, first, using a single chunk of data for testing fold which minimizes the number of neighboring training samples to the test data; second, by using a step size of 32 samples in windowing the data each neighbor train data at most would influence 7 test samples; third, subsampling of training data, as a necessary step to cope with the data imbalance, decreases the probability of each neighboring training sample, in average to 0.16±0.09, to be included in the training of the models. The expected percentage of test samples which received some influence from the training set was computed to be only 4.2 ± 3.5%.
The dataset used in this study has no angular velocity measurements which limits the choice of computable features. For instance, no joint kinematic parameter was included in this study, while similar approach can be applied to other feature sets and dataset for further investigation of informative and specific features for FOG and to build FOG predictor with better performance. It must be also noted that no gait cycle specific spatiotemporal features (such as stride parameters, foot clearance and ankle kinematics [39] [40] [41] ) were included. This is to make the prediction algorithm independent of the gait cycle real-time prediction and to avoid the propagation of inaccuracies due to the absence of gyroscopes and foot sensor in the dataset. These features can be included in a future work with inertial measurement units.
The performance of the novel method to predict FOG events is comparable to its FOG detection performance. This was highlighted by a slight 4% drop of the prediction sensitivity when compared to the detection sensitivity. In our proposed approach, when comparing the choice of SVM and PNN classifier used for detection and prediction, SVM classifiers showed significantly better sensitivity in the prediction of FOG than PNN when both being fed by separate feature families. PNN, however, showed significantly better prediction sensitivity on combined feature sets. In contrast, there was no significant difference in FOG onset prediction and prediction horizon nor on the specificity of the detection and prediction of FOG. This reflects the robustness of the approach to the choice of classifier. A naïve Bayes classifier was trained to further test the robustness of the proposed approach which exhibited an expected reduction of sensitivity and specificity of 1.8% and 10.7%, respectively.
Separate predictive models were built for each subject, as the FOG prediction performance has been reported to be highly subject dependent [29] . The proposed subject-specific FOG predictive models resulted in superior performance when compared to the previous studies, however, being dependent on each subject's data can limit the applicability of the proposed method. The results presented in this article do not reflect the performance of a generic FOG predictor to be used for any unseen subject. Further analyzing the movement features on a larger population of PD patients with regular FOG can be done as a future study to identify different subgroups and similar pre-FOG motor behaviors. Such a study would enable building a generic FOG predictor that can be used effectively for a new PD subject.
The time series prediction of each feature family only uses a few lagged samples of the same time series which can be identified and fixed before a real-time use of the prediction algorithm. The classifiers can also be trained prior to using the prediction algorithm and all the weights can be fixed. Therefore, the computational cost and the memory usage can be reduced to accommodate for a real-time application of the prediction algorithm. By using a PNN as the core of FOG prediction algorithm, the probability of FOG can be evaluated in real-time and used as an FOG risk indicator, which can be then used to trigger an intervention. The performance of the proposed method highlights its potential to be used with one or a combination of cueing techniques to prevent the FOG.
V. CONCLUSION
This paper analyzed the merit and limitations of different feature families in the detection and prediction of FOG. Freezing Index was extended to multiple axes and sensors, which is shown to play an important role in FOG detection and prediction. The results showed that the feature families which provide the best prediction sensitivity and specificity are different than the ones which provide the best FOG onset prediction and the largest prediction horizon. A novel approach to predict FOG was proposed and benchmarked against a more conventional three-class prediction approach. The novel approach introduced in this paper, which consists of feature time series prediction followed by a binary classification, outperformed the conventional approach.
