The coordination of metabolism and growth with cell division is crucial for proliferation. While it 20 has long been known that cell metabolism regulates the cell division cycle, it is becoming 21 increasingly clear that the cell division cycle also regulates metabolism. In budding yeast, we 22 previously showed that over half of all measured metabolites change concentration through the 23 cell cycle indicating that metabolic fluxes are extensively regulated during cell cycle progression. 24 However, how this regulation is achieved still remains poorly understood. Since both the cell cycle 25 and metabolism are regulated to a large extent by protein phosphorylation, we here decided to 26 measure the phosphoproteome through the budding yeast cell cycle. Specifically, we chose a cell 27 cycle synchronisation strategy that avoids stress and nutrient-related perturbations of metabolism, 28 and we grew the yeast on ethanol minimal medium to force cells to utilize their full biosynthetic 29 repertoire. Using a tandem-mass-tagging approach, we found over 200 sites on metabolic enzymes 30 and transporters to be phospho-regulated. These sites were distributed among many pathways 31 including carbohydrate catabolism, lipid metabolism and amino acid synthesis and therefore likely 32 contribute to changing metabolic fluxes through the cell cycle. Among all one thousand sites 33 whose phosphorylation increases through the cell cycle, the CDK consensus motif and an arginine-34 directed motif were highly enriched. This arginine-directed R-R-x-S motif is associated with 35 protein-kinase A, which regulates metabolism and promotes growth. Finally, we also found over 36 one thousand sites that are dephosphorylated through the G1/S transition. We speculate that the 37 phosphatase Glc7/ PP1, known to regulate both the cell cycle and carbon metabolism, may play 38 an important role because its regulatory subunits are phospho-regulated in our data. In summary, 39 our results identify extensive cell cycle dependent phosphorylation and dephosphorylation of 40 metabolic enzymes and suggest multiple mechanisms through which the cell division cycle 41 regulates metabolic signalling pathways to temporally coordinate biosynthesis with distinct phases 42 of the cell division cycle.
Introduction 44
For cells to proliferate, they need to coordinate cell growth driven by metabolism with the cell time points of replicate 2. Samples from corresponding times after release correlated well with p-126 values (Pearson correlation) of 10 -15 or less for each of the ten time points (Figure 2A ). As data. To test if our data captures known cell cycle regulation, we used the DeRegNet software 132 (Winkler et al in preparation, see methods), which identifies regulated subnetworks from large 133 interaction networks. Here, we used the KEGG interaction network and searched for regulated 134 subnetworks in our top-ranking phospho-sites (see methods). This approach recapitulated many 135 aspects of the G1/S regulation ( Figure 2C ), indicating that our data is in good agreement with 136 known cell cycle regulation. 137 Having established the quality of our phosphoproteomics time course, we next investigated which 138 metabolic enzymes were dynamically phosphorylated and possibly regulated. To analyse the 139 trends in the data set and how they relate to metabolism, we clustered the top-ranking sites using 140 k-means clustering into five distinct clusters ( Figure 3A Figure 3A ). Proteins related to metabolism were found in 144 every cluster, and, in total 243 sites on 134 metabolic proteins were changing ( Figure 3B ). 145 Interestingly, more sites on these metabolic proteins were dephosphorylated than phosphorylated 146 ( Figure 3C ). To determine which metabolic pathways were most likely affected by phospho-147 regulation, we sorted the 81 most dynamic sites on metabolic proteins from clusters 1, 2, and 5 148 into KEGG categories. All major metabolic pathways were represented and there was no particular 149 category enriched relative to the whole dataset. In line with our previous metabolomics data 150 showing that over half of ~500 measured metabolites change throughout the cell cycle (Ewald et 151 al., 2016), these phosphoproteomics data suggest that global adaptations across metabolism are 152 occurring during the cell cycle and are at least in part regulated by phosphorylation. 153 We next wanted to determine which of the measured changes in enzyme phosphorylation may 154 directly contribute to changes in metabolic activity. As a rough approximation of metabolic 155 activity we use the product-to-substrate ratios from our previous metabolomics data set (Ewald et 156 al., 2016) . A change in the product-to-substrate ratio indicates a change in the kinetics of the 157 reaction. For 174 sites on 82 proteins in our data set we had at least one substrate and one product 158 (not including cofactors) for the reaction catalysed by the phosphorylated enzyme. For each of 159 these reactions we correlated the phospho-site abundance with the product-to-substrate ratio 160 ( Supplementary Table 3 ). We found 19 sites on 15 enzymes with an R 2 of the correlation greater 161 than 0.5 ( Supplementary Figure 3) . One example is an enzyme well known to be upregulated 162 during the cell cycle: the ribonucleotide-reductase complex, which catalyzes the conversion of 163 NTPs to dNTPs (Lowdon and Vitols, 1973) . The CDK consensus site S816 on Rnr1 correlates 164 well with the ratio of dCTP to CTP (We note that cytosine nucleotides were chosen as example 165 since they have unique masses in our metabolome data set and they do not participate in as many 166 other reactions as adenylate or guanylate nucleotides) ( Figure 4A -C). It therefore seems likely that 167 Rnr1 S816 contributes to activating enzyme activity. Additionally, Rnr1 is also transcriptionally 168 upregulated, but the increase in phosphorylation on S816 greatly exceeds the increase in total 169 protein ( Supplementary Figure 4) . A second example is glutamine-fructose-6-phosphate 170 amidotransferase (Gfa1), which catalyses the first step in the chitin pathway necessary for cell wall 171 synthesis. The site S332 on this Gfa1 is dephosphorylated during the cell cycle which anti-172 correlates with the product to substrate ratio (Figure 4 D-F). We therefore suggest that this is an 173 inhibitory phosphorylation which is being released during the cell cycle to increase chitin synthesis 174 for surface expansion and cytokinesis. Whether this dephosphorylation is directly regulated by the 175 cell cycle machinery or whether it is a secondary effect downstream of other metabolic changes 176 (such as trehalose and glycogen utilization (Ewald et al., 2016; Zhao et al., 2016) ) remains to be 177 investigated. The resulting slopes and R 2 of all correlations that could be determined based on the 178 two datasets are reported in Supplementary Table 3 . 179 To investigate which kinases contribute most to increasing phosphorylation in metabolic and all 180 other proteins, we performed an unbiased motif analysis using the motif-x algorithm (Schwartz 181 and Gygi, 2005) implemented on the Meme-suite (Bailey et al., 2009; Cheng et al., 2019) . Not 182 surprisingly, the two clusters corresponding to phosphorylation sites increasing early and late 183 through the cell cycle were highly enriched for CDK consensus sites (S/T-P-X-K/R) and minimal 184 CDK sites (S/T-P) sites ( Figure 5A-B ). However, the most enriched motif in the gradually 185 increasing cluster 3 was RRxS/T and not proline-directed. This motif is the consensus sequence Figure 5C ). When we were only examining phosphorylation sites on metabolic proteins, we 190 obtained a similar distribution ( Figure 5D ).
191
That we identified consensus PKA phosphorylation sites as being dynamic through the cell cycle experiment, we noticed that there are at least as many dephosphorylation events as phosphorylation 209 events during the G1/S transition and S-phase, which are cell cycle transitions typically associated 210 with increasing kinase activity. For metabolic proteins, twice as many sites were dephosphorylated 211 through G1 to S as phosphorylated.
212
The prevalence of dephosphorylation through the cell cycle led us to wonder which phosphatases 213 could be contributing, especially with regard to metabolism. In this context, we noticed that one 214 of the top-ranking phosphorylation sites in our list was on Reg1, a regulatory subunit of the 215 phosphatase Glc7 of the well-conserved PP1 family (Verbinnen et al., 2017) . Glc7 has many 216 targets and important functions in the cell cycle and in carbon metabolism (Cannon, 2010) . Glc7 217 obtains its specific activity through interactions with regulatory subunits like Reg1 ( Figure 7B ) 218 and has little specificity on its own. It does not seem to be regulated in abundance or in its 219 phosphorylation state during the cell cycle ( Supplementary Tables 1 and 2) . Motivated by the 220 identification of Reg1 as a dynamically phosphorylated protein, we searched our list of high-221 ranking phosphorylation sites for other Glc7 subunits. We found regulatory subunits that are 222 known to regulate cell cycle functions including Bni4, which regulates bud neck and septum 223 assembly, and Gip3, which regulates chromosome segregation ( Figure 7A ). Additionally, several 224 of the subunits involved in regulating metabolism including Reg1 (glucose repression) and Gac1 225 (glycogen metabolism) were dynamically phosphorylated ( Figure 7C ). Although we did not find 226 any annotated functions to these specific sites, it is tempting to speculate that these phosphorylation 227 sites impact either binding of its targets or binding of the regulatory subunit to the catalytic subunit.
228
To further investigate the idea that the cell division cycle drives changes in Glc7 phosphatase 229 activity, we searched for known Glc7-Reg1 targets among our list of dephosphorylated sites. One Reg1-Glc7 (Tu and Carlson, 1995) . Consistent with our model, we find that Snf1 T210 is 234 decreasing in abundance during the G1/S transition and seems to recover later in the cycle ( Figure   235 8A). This was surprising given that Snf1 normally responds to changes in external glucose , which 236 was constantly absent throughout our experiment. In response to glucose limitation, Snf1 regulates 237 several aspects of carbon metabolism including the deactivation of the transcription factor Mig1.
238
Mig1 is phosphorylated by Snf1 on at least four sites in its nuclear localization sequence and at 239 least some of these sites are also reported to be dephosphorylated by Reg1-Glc7 (Smith et al., 240 1999). We therefore wondered whether Mig1 was also phospho-regulated during the cell cycle. 241 We found one site S302, which closely follows the pattern of Snf1 dephosphorylation 242 (Supplementary Figure 5A ). While this site has not been specifically reported to be either a Snf1 contrast to previous phospho-proteomics studies, our main focus was to explore the phospho-257 regulation of metabolism through the cell cycle. We therefore took extreme care to employ a 258 synchronisation strategy that would not lead to metabolic alterations through media changes or 259 stress responses. To achieve this, our study was conducted with prototrophic strains growing on 
264
In summary, we found over 200 sites on metabolic enzymes that were either increasingly 265 phosphorylated or dephosphorylated throughout the cell cycle. In agreement with our previous 266 metabolomics study (Ewald et al., 2016) , many different metabolic pathways were affected 267 including carbohydrate, lipid, amino acid and nucleotide metabolism. While most of these sites 268 still need to be functionally validated, the sheer number of phosphorylated or dephosphorylated 269 sites suggests that phosphorylation contributes significantly to tailoring metabolic fluxes to the 270 specific requirements of different cell cycle phases.
271
The identification of large-scale changes in phospho-isoforms through the cell division cycle 272 raised the question as to which signalling pathways were responsible. We and others previously minimal media conditions, we further expand the list of putative direct CDK targets in metabolism.
279
However, the data also suggest that a direct regulation of enzymes by the cell cycle-dependent 280 increase in proline directed CDK activity is not the main driver of adjusting metabolic fluxes, since 281 many enzymes get dephosphorylated rather than phosphorylated, and only a minority of all 282 phosphorylated sites are proline directed. We therefore suggest that a lot of the cell cycle-283 dependent phospho-regulation controlling metabolic fluxes is not directly through CDK activity, 284 but entails additional pathways. 285 One such additional pathway could be the protein-kinase A signalling pathway. Our data suggests 286 that the PKA pathway is cell cycle regulated and in turn contributes to cell cycle-dependent 287 phosphorylation of downstream pathways. Two independent observations lead to this conclusion. 
298
While the putative PKA and CDK sites we identified are increasingly phosphorylated through the 299 cell cycle, for many of the sites we identified the opposite is true. We were surprised at the large 300 amount of dephosphorylation we observed as cells pass the G1/S transition. Many of these targets 
Materials and Methods

348
Cell cultivation and synchronization 349
Cells were grown in 1 % ethanol minimal media (1.7 g yeast nitrogen base, 5 g/L ammonium phosphate, transferred to fresh test tubes for a second round of centrifugation. Lysates from two parallel samples were 362 combined to increase starting material. This was followed by an alkylation step using 14 mM iodoacetamide 363
for 45 minutes at room temperature in the dark and the reaction was then quenched with DTT. In order to 364 clean the proteins a methanol-chloroform precipitation was performed and the protein pellet was washed 365 twice with acetone. The pellet was re-suspended with 8M urea in 50 mM HEPES (pH 8) and the total 366
protein concentration was determined using the Pierce™ BCA Protein Assay Kit (Pierce, Rockford, IL).
367
Approximately 4 mg of protein of each sample were diluted to 4 M urea using 50 mM HEPES (pH8) and 368 digested with LysC (1:100) for 4 hours at room temperature. Samples were further diluted to 1 M urea using 369 50 mM HEPES (pH8) and trypsin (Promega, Madison, WI) was added at a ratio of 1:20 enzyme: substrate 370
for 16 hours at 37 °C. The digestion was quenched with formic acid and the peptides desalted using a Sep-371
Pak C18 1 cc Vac 50 mg Cartridge (Waters, Milford, MA). 5% of each sample was used for total proteome 372 analysis and the remaining peptide was used for phosphopeptide enrichment. 373 374
Phosphopeptide enrichment 375
TiO2 powder was resuspended in 2M lactic acid/50% acetonitrile (binding solution) at a concentration of 376 25 mg/mL. Peptides were resuspended in 400 µl of binding solution and added to 640 µl of TiO2 slurry and 377 incubated for one hour while shaking. The samples were then spun down at 10,000 rpm for 1 min and the 378 supernatant was removed. The TiO2 pellet was washed with binding solution twice and then 0.1% 379 trifluoroacetic acid/50% acetonitrile three times. Phosphopeptides were eluted off TiO2 using 50 mM 380 KH2PO4 (pH 10 adjusted with ammonium hydroxide) twice, acidified with formic acid, and desalted using 381 a Sep-Pak C18 column as above. 382
383
TMT labelling and high-pH reversed-phase fractionation 384
The TMT labelling reagents were obtained from Pierce and the labelling was performed according to the 385 manufactures suggested procedure and previously published protocol (Zhang and Elias, 2017) . In brief, in 386 brief, 100 μg samples were resuspended in 100 μl of 50mM Na-HEPES and then 30 μl of acetonitrile was 387 added to each sample. A TMT-10plex kit was used and each TMT reagent (0.8 mg per vial) was 388 reconstituted in 40 μl of acetonitrile. 10 μl of the reagent was added to the corresponding sample to incubate 389
for 1 h. To reverse unwanted TMT labelling with tyrosine residues, the reaction was quenched with a final 390 concentration of 0.3 % (v/v) hydroxylamine for 15 min at room temperature. Samples were acidified with 391 formic acid to pH 2. In order to assess the labelling efficiency a ratio-check was performed by combining 392 5 μL of each sample, desalting by StageTip and then analysing with LC-MS. Based on the result from the 393 ratio-check equal amounts of each individual labelled sample were then combined to deliver an overall 394 equal amounts across all channels. The combined peptides were desalted using a Sep-Pak C18 column and 395 then fractionated by high-pH reverse phase fractionation (Yang et al., 2012) using an 84 min gradient 396 (buffer A: 10 mM ammonium formate, pH 10; buffer B: 10 mM ammonium formate, 90 % ACN, 10 % 397
H2O, pH 10) on an Agilent 1200 HPLC (Agilent Technologies, Santa Clara, USA). In total 84 fractions 398
were collected, concatenated, combined into a total of 12 fractions, and then dried down. All fractions were 399 desalted using Sep-Pak C18 column, dried down and resuspended in 0.1% formic acid for LC-MS analysis. 400 401
Mass Spectrometry Analysis 402
Peptides were separated on a 24 cm reversed phase column (100 µm inner diameter, packed in-house with 403
ReproSil-Pur C18-AQ 3.0 m resin, Dr. Maisch GmbH) over 180 min using a two-step linear gradient with 404 4-25 % buffer B (0.2% (v/v) formic acid in acetonitrile) for 120 min followed by 25-45 % buffer B for 15 405 min at a 400 nL/min flowrate on an Dionex Ultimate 3000 LC-system (Thermo Scientific, San Jose, CA). 406
Eluted peptides were analysed with a Fusion Lumos mass spectrometry system (Thermo Scientific, San 407
Jose, CA). Full MS scans were performed in the Orbitrap in the mass range of 400-1500 m/z and the 408 resolution was set to 120,000. The AGC setting was 4E5 and maximum injection time for FTMS1 was 50 409 ms. Data dependent mode was set to top speed with duty cycle of 3s. Precursor ions with charge states 2-7 410
were selected for fragmentation using collision induced dissociation (CID) with quadrupole isolation, 411
isolation window of 0.7 m/z, normalized collision energy of 35% and activation Q of 0.25. MS2 fragments 412
were analysed in the ion trap mass analyzer with turbo scan rate and maximum injection time of 50ms. Ions 413 within a +/-10 ppm m/z window around ions selected for MS2 were excluded from further selection for 414 fragmentation for 90 s. Following each MS2 CID, a MS3 higher-energy collisional dissociation (HCD) is 415 performed with synchronous precursor selection enabled (the number of precursors set to 5) and collision phosphorylation of Serine, Tyrosine and Threonine (+79.967) were also set as differential modifications. 431
Percolator was applied to filter incorrect identifications down to an estimated false discovery rate of 1% for 432
both peptides and proteins. The PtmRS node was used for phosphosite assignment. For quantification, a 433 mass tolerance of +/-20 ppm window was applied to the integration of report ions using the 'most confident' 434 centroid method and S/N values were reported as reporter abundances. For total proteome analysis, the 435 threshold for average reporter S/N was set to 5, the threshold for co-isolation was set to 30%, and 436 quantification results were rejected for missing channels. The data normalization mode was set to "total 437 peptide amount" and scaling mode was set to "on channels average". 438
Phosphorylation site quantification 439
For phosphosite analysis, PSMs were filtered to meet the following criteria: The phosphosite position 440 confidence (ptmRS score) was set to > 75%; the threshold for average reporter S/N was set to 10; and the 441 threshold for co-isolation was set to 30%. Only PSMs quantified in nine consecutive channels were included 442 (so only the first or last time point were allowed to be zero). After filtering, the channels were normalized 443 to the total intensity. PSMs were summed to unique peptides. Each phosphorylated site was then summed 444 across all peptides containing that site. The quantification of each site was scaled by its mean before 445 averaging the replicates. 446 447
Statistical analysis 448
Heuristic p-value and ranking 449
To avoid any a priori assumptions of the shape of the time profiles, we ranked our time courses based on a 450
heuristic p-value calculated in the following ways. For each phosphorylation site, we calculated a p-value 451
from a t-test comparing the average of the first four to the last four time points. Also a regression over all 452 timepoints as independent variables was performed to detect linear trends. Finally, we calculated the p-453 value of linear regressions in time windows of five time points moving across the time series to detect 454 trends which do not span the whole time span. All values were corrected for multiple hypothesis testing 455
with the Holm-Sidak correction. The minimum p-value obtained from these tests was then used to rank the 456 phosphorylation sites. 457
To test whether this ranking separates changing from non-changing sites, we performed k-means clustering 458 (see below) on sets of 1,000 sites from top to bottom rank, see Supplementary Figure 1 . Based on the results 459 from this clustering, we empirically decided to use the top third ranking phosphorylation sites for further 460
analysis. For each site in each replicate, the correlation between the protein und phosphosite abundance 461
was calculated. Phosphosites that correlated with Pearson's R greater than 0.8 in either replicate were 462 removed from downstream phosphorylation analysis. Above procedures were carried out with statsmodels 463 (0.9.0) in Python 3.6.8. 464
465
K-means Clustering 466
k-means clustering was performed using the Matlab 2018b built-in algorithm with 1,000 iterations and 100 467
replicates. The number of clusters was empirically set to five (see Supplementary Figure 2 for results for 4, 468 6, and 8 clusters). 469
Principal Component Analysis 470
A principal component analysis was performed on the normalized abundance data using Perseus 1. value across all associated sites was taken as a basis to calculate deregulation socres. As deregulation score 484
we used binary scores defined as 1 for p-values < 0.1 and as 0 otherwise. DeRegNet then calculated a 485 connected subnetwork within the Yeast KEGG network with maximal average deregulation score (sum of 486 deregulation score of nodes in subgraph divided by number of nodes in the subgraph). 487 488 pathway assignments of most changing the phosphorylation sites whose abundance changes the most 699 through the cell cycle. 
