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a b s t r a c t
Let G(V , E, w, l) denote an n-vertex and m-edge graph in which w is a function mapping
each vertex v to a positiveweightw(v) and l is a functionmapping each edge e to a positive
length l(e). Given a positive integer p, the p-Center problem involves finding a set Q with
p vertices of G to be the locations for building facilities. The objective is to minimize the
maximumweighted distance from each vertex in V–Q to its nearest vertex inQ . This paper
considers a practical restriction: the induced subgraph of the selected p vertices must be
connected. The new variant is called the Connected p-Center problem (the CpC problem).
For each fixed integer t ≥ 1, on block graphs with exactly t blocks, we first show that the
CpC problem is NP-hard when (1) w(v) = 1, for all vertices v, and l(e) ∈ {1, 2}, for all
edges e, and (2) w(v) ∈ {1, 2}, for all vertices v, and l(e) = 1, for all edges e, respectively.
Second, an O(n+m)-time algorithm for solving the CpC problem on block graphs with unit
vertex-weights and unit edge-lengths is proposed. Then, the algorithmic result is extended
to handle the situation in which some vertices in G cannot be included to form feasible
solutions. The complexity of the extended algorithm is also O(n+m).
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Throughout this paper, all graphs considered are connected, undirected, simple and no selfloops. The notation G(V , E,
w, l) represents an n-vertex andm-edge graph inwhichw is a functionmapping each vertex v to a positive weightw(v) and
l is a functionmapping each edge e to a positive length l(e). For any u, v ∈ V and a path P(u, v): u = y0 → y1 → · · · → yq−1
from u to v, the length of the path P is defined as L(P(u, v)) =
q−1
j=1 l(yj−1, yj). If L(P(u, v)) is minimized among all possible
paths from u to v, then the path is called a shortest path from u to v, denoted by PS(u, v). The length of any shortest path
PS(u, v) is called the distance from u to v and is denoted by d(u, v), i.e., d(u, v) = L(PS(u, v)). It is reasonable to set
d(u, v) = 0 if u = v. Meanwhile, dw(u, v) denotes the value w(u) ∗ d(u, v), called the weighted distance from u to v.
Note that d(u, v) = d(v, u), for all u, v ∈ V . However, dw(u, v) ≠ dw(v, u), for all u ≠ v andw(u) ≠w(v). Given any subset
Q of V , let δ(Q ) = max {dw(v,Q )|v /∈ Q } in which dw(v,Q ) = min {dw(v, u)|u ∈ Q }, for all v /∈ Q . For simplicity, we
define δ(Q ) = 0 if Q = V . Let δ(G) = min {δ(Q )|Q is a p-vertex subset of V }. The p-Center problem is very fundamental to
many practical issues and its formal definition can be stated as follows:
The p-Center problem [8,9]
Input: A graph G(V , E,w, l) and an integer p, 1 ≤ p ≤ n.
Output: A p-vertex subset H of V such that δ(H) = δ(G).
Let us examine the graph G shown in Fig. 1, where w(v) = 1, for all vertices v. Clearly, H = {v3, v5} satisfies that
δ(H) = 8 ≤ δ(Q ), for all 2-vertex subsets Q of V , i.e., H is an optimal solution of the 2-Center problem for G and δ(G) =
δ(H) = 8.
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Fig. 1. A graph Gwith lengths on edges.
Due to wide-area applications and theoretical significance, the p-Center problem has played a fundamental and kernel
issue of various real-world systems and environments for a long time. It is a useful and natural model for finding the best
locations of public and business facilities such as industrial factories,warehouses, ambulance or fire stations, shoppingmalls,
and so on. Identifying optimal locations for building routers/servers in telecommunication systems and computer networks
is also a typical and direct application of the p-Center problem. Thus, rich research results exist for the p-Center problem
and its related problems [2,5,11,12,14,16]. The p-Center problem is NP-Hard on general graphs [9,13]. Exact algorithms for
the problem on general graphs exist [17,26]. Many papers focused on special graphs, including trees [5,12,19,20], cactus
graphs [2,18], interval graphs and circular-arc graphs [3,6,21], such that optimal p-centers can be identified in polynomial
time. Meanwhile, some papers dealt with issues for deriving good heuristics and approximation algorithms to resolve the
p-Center problem and its related problems [7,10,15,22,24]. For more recent surveys, please refer to [8,25,29].
Besides the previous works stated above, some variants or generalizations of the p-Center problem were ever proposed.
The authors in [4,23,27,28] studied the problems of identifying optimal centers subject to path/tree-shaped facility locations
and/or subtree-shaped customers. In another, the variations in which d(u, v) and d(v, u), for any two vertices u and v, may
be very different, called the Asymmetric p-Center problem, were studied in [7,14,22].
Motivated from the above useful variants, the authors in [30] originally proposed a practical variant requiring the induced
subgraph of the p center vertices must be connected. To determine the backup sites or to balance the workloads among
the center vertices in real networks effectively, this requirement is very important and practical. Assume that Fig. 1 is a
regional backbone network of Internet consisting of seven Web servers. Three of them are to be assigned as Proxy servers
or security firewalls. Assume that {v3, v5, v7} are selected. Because v3 is not adjacent to both v5 and v7, the server v3 cannot
select v5 and v7 as its backup sites without indirect communication overhead. Suppose that v3 receives a request from v2
while its workload is very heavy. Then, v3 dynamically determines a route such that it can forward the request to v5 or v7
for distributing its workload. This route must travel through some non-server nodes. Thus, it is desirable to allocate these
servers so that the induced subgraph of their corresponding nodes is connected. Such arrangement can reduce dynamic
routing overhead for improving workload balance among the server nodes and can also improve the efficiency of backup
process.
This paper will study the following variant of the p-Center problem, where ⟨H⟩ denotes the subgraph induced by any
subset H of V .
The Connected p-Center Problem(The CpC problem)
Input: A graph G(V , E,w, l) and an integer p, 1 ≤ p ≤ n.
Output: A p-vertex set Q = {q1, . . . , qp} of G such that δ(Q ) is minimized under the requirement that ⟨Q ⟩ must be
connected.
For any graph G(V , E), any subset H of V with |H| = pwill be called a p-center hereafter. When ⟨H⟩ is also connected, H
will be called a connected p-center. Meanwhile, if δ(H) is minimized, then H will be called an optimal connected p-center, or
an optimal solution of the CpC problem on G.
Let us examine the graph shown in Fig. 1 again. Also consider p = 2. It is easy to verify that Q = {v3, v4} is a connected
2-center such that δ(Q ) = 8 is minimized.
The CpC problem is NP-Hard on both bipartite graphs and split graphs. An O(n)-time algorithm on trees with unit vertex-
weights has also been designed in [30]. Section 2 will show that the CpC problem is NP-Hard even restricted on some
subclasses of block graphs with l(e) ∈ {1, 2}, for all edges e, or w(v) ∈ {1, 2}, for all vertices v. Section 3 will resolve
the CpC problem on block graphs with unit vertex-weights and unit edge-lengths. After performing an O(n + m)-time
preprocessing, an O(n)-time algorithm will be proposed. Then, Section 4 will extend the proposed algorithm to handle the
situation in which some of the vertices in G cannot be included to form feasible solutions. Finally, the concluding remarks
will be described in Section 5.
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Fig. 2. Constructing the block graph G∗ with 4 blocks from the graph Gwith five vertices and seven edges.
2. NP-hardness for the CpC problem on some subclasses of block graphs
Given a graph G(V , E), a vertex u is called a cut vertex of G if κ(G − {u}) > κ(G), where κ(G) denotes the number of
components of G. A connected subgraph H of G is called a block of G if H is maximal and it contains no cut vertices. A graph
G is a block graph if all blocks of G are cliques and any two distinct blocks B1 and B2 have at most one common vertex [1].
Meanwhile, the block degree of G, denoted by β(G), is the number of blocks in G.
This section will verify the NP-hardness for the CpC problem on some special block graphs. The following decision
problem, the CpC decision problem, is considered for achieving our goal.
The CpC decision problem:
Input: A graph G(V , E,w, l), an integer p, 1 ≤ p ≤ n, and a positive constant λ.
Output: TRUE if and only if there exists a connected p-center Q such that δ(Q ) = λ.
Note that a nondeterministic algorithm A for the CpC decision problem can be easily obtained as follows: the first phase
of A simply guesses a p-vertex set Q of G. Then, it checks whether ⟨Q ⟩ is connected and δ(Q ) = λ or not in polynomial time.
This ascertains that the CpC decision problem belongs to the class of NP problems.
The NP-hardness of the CpC problem will be verified by the reduction from the following fundamental NP-complete
problem [13].
The k-Dominating Set decision problem (The k-DS decision problem):
Input: A graph G(V , E) and a positive integer k, 1 ≤ k ≤ n
Output: TRUE if and only if there exists a k-vertex dominating set D of G.
Theorem 1. On block graphs G with β(G) = t, w(v) = 1, for all v ∈ V , and l(e) ∈ {1, 2}, for all e ∈ E, the CpC problem is
NP-hard, for each fixed positive integer t.
Proof. The proof will be completed via showing that the CpC decision problem is NP-complete. Let G(V , E), where V =
{v1, . . . , vn}, and k be an input instance of the k-DS decision problem. The corresponding input instance G∗(V ∗, E∗, w∗, l∗),
p, and λ of the CpC decision problem can be constructed by executing the following code segment.
V ∗ = V ∪ {y1, . . . , yt};
E∗ = {(u, v)|u, v ∈ V ∪ {y1}};
if (t > 1)
E∗ = E∗ ∪ {(yj, yj+1)|1 ≤ j ≤ (t − 1)};
endif
w∗(v) = 1, for all v ∈ V ∗;
l∗(e) = 1, for all edges e ∈ E;
l∗(e) = 2, for all other edges e of E∗;
p = k+ t;
λ = 1;
It is easy to check that G∗ is a block graph with t blocks B1, . . . , Bt such that B1 is induced by V ∪ {y1} and Bj is induced
by {yj−1, yj}, 2 ≤ j ≤ t . In Fig. 2, G∗(V ∗, E∗, w∗, l∗) is a block graph with β(G∗) = t = 4, where w∗(v) = 1, for all v ∈ V ∗,
and l∗(e) = 1, for all solid edges and l∗(e) = 2, for all dashed edges. Note that D = {v2, v4, v5} is a 3-vertex dominating set
of G and Q = {v2, v4, v5, y1, y2, y3, y4} is a connected 7-center of G∗ such that δ(Q ) = 1.
Suppose that D is a solution of the k-DS decision problem on G. Put Q = D ∪ {y1, . . . , yt}. Since D is a dominating set
of G, in G∗, it must have d(u, Q ) = 1, for all u /∈ D. This implies that Q must be a connected (k + t)-center of G∗ such
δ(Q ) = 1 = λ.
Next, let Q be a solution of the CpC decision problem on G∗. Since l(y1, vi) = 2, 1 ≤ i ≤ n, and l(yj, yj+1) = 2,
1 ≤ j ≤ (t − 1), the t vertices, y1, . . . , yt , must be included in Q by the definition of the CpC decision problem. The
assumption δ(Q ) = 1 easily implies that D = Q − {y1, . . . , yt}must be a k-vertex dominating set of G.
The above reasoning concludes that there exists a solution of the k-DS decision problem on G if and only if there exists a
solution of the CpC decision problem on G∗, where p = k+ t and λ = 1. Thus, the proof is completed. 
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Theorem 2. On block graphs G with β(G) = t, l(e) = 1, for all e ∈ E, and w(v) ∈ {1, 2}, for all v ∈ V , the CpC problem is
NP-hard, for each fixed positive integer t.
Proof. Let G(V , E), where V = {v1, . . . , vn}, and k be an input instance of the k-DS decision problem. The corresponding
input instance G∗(V ∗, E∗,w∗, l∗), p, and λ of the CpC decision problem can be constructed using the following code segment.
V ∗ = V ∪ {y1, . . . , yt};
E∗ = {(u, v)|u, v ∈ V ∪ {y1}};
if (t > 1)
E∗ = E∗ ∪ {(yj, yj+1)|1 ≤ j ≤ (t − 1)};
endif
l∗(e) = 1, for all e ∈ E∗;
w∗(v) = 1, for all vertices v ∈ V ;
w∗(v) = 2, for all other vertices v of V ∗;
p = k+ t;
λ = 1;
By the similar technique for proving Theorem 1, we can easily ascertain that D is a solution of the k-DS decision problem
on G if and only if Q = D ∪ {y1, . . . , yt} is a solution of the CpC decision problem on G∗, where p = k+ t and λ = 1. Thus,
this theorem holds. 
3. The CpC problem on block graphs with unit vertex-weights and unit edge-lengths
Given a block graph G, let r be any vertex of G. First, a label L(v), called the level of v, is associated with each vertex v by
the BFS traversal from the vertex r as follows, we assume that the initial values of L(x)= NULL, for all vertices x of G.
L(r) = 0;
Initial_Queue(Q );
/* Set Q as an empty queue. */
Insert_Queue(Q , r)
/* Insert the vertex r into the queue Q . */
while (Q is not empty)
u= Delete_Queue(Q );
N(u) = {y|(y, u) is an edge of G};
for each vertex v ∈ N(u)
if L(v)== NULL
L(v) = L(u)+ 1;
Insert_Queue(Q , v);
endif
endfor
endwhile
Now, r is called the root of G and G is denoted by G(r), and the following definitions are made.
Definition 1. The following assumes that v is any vertex of G(r).
(1) The parent of v, denoted by par(v), is the vertex ywith L(y) = L(v)− 1 and par(v) = NULL if v is the root r .
(2) The children-set of v, denoted by chi(v), is defined as chi(v) = {y|(v, y) ∈ E and L(y) = L(v)+ 1}.
(3) The descendant-set of v, denoted by des(v), is defined as des(v) = {y|L(y) > L(v) and there exists a path P: v = x0—x1—
· · ·—xq = y, q ≥ 1, such that L(xj−1) ≤ L(xj), 1≤ j ≤ q. If des(v) is empty, then v is called a leaf vertex of G(r). Otherwise,
v is a non-leaf vertex of G(r).
Definition 2. For each vertex v of G(r), G(v) denotes the subgraph of G(r) induced by {v}∪ des(v). In the rest of this paper,
G(v)will also denote its vertex-set when no confusions could occur. Meanwhile, f (v) denotes any vertex in G(v) such that
d( f (v), v) is maximized, i.e., d( f (v), v) ≥ d(y, v), for all y ∈ G(v). Since d(y, y) = 0, for each vertex y of G(r), if v is a leaf
vertex, then f (v) = v.
Definition 3. For any two distinct vertices u and v of G(r), if (u, v) ∈ E and L(u) = L(v), then u is called a close sibling of v,
and vice versa. For each vertex v of G(r), let cs(v)= {y|y is a close sibling of v} and N∗(v)= par(v)∪ cs(v). Note that cs(v)
may be empty under this definition.
Definition 4. For each vertex v of G(r), v is called a Type I vertex if cs(v) = ∅. Otherwise, v is called a Type II vertex.
Let us examine the graph in Fig. 3 to illustrate the above definitions.
(1) par(v8)= par(v9)= par(v10) = v1 and par(v29)= par(v30)= par(v31) = v18.
(2) chi(v6)= {v16, v17, v18, v19, v20} and chi(v10)= {v21, v22, v23, v24, v25, v26}.
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Fig. 3. A block graph G(r)with four levels and some of its subgraphs.
(3) des(v6)= {v16, v17, v18, v19, v20, v29, v30, v31, v32, v33}.
(4) {v3, v7, v8, v9, v11, v12, v13, v15, v16, v17, v21, v22, v23, v24, v25, v26, v27, v28, v29, v30, v31, v32, v33} is the set of all leaf vertices.
(5) f (v4) ∈ {v27, v28} and f (v6) ∈ {v29, v30, v31, v32, v33}.
(6) cs(v5)= {v6, v7}, cs(v6)= {v5, v7}, and cs(v7)= {v5, v6}. Meanwhile,N∗(v5)= {r , v6, v7},N∗(v6)= {r , v5, v7}, andN∗(v7)
= {r , v5, v6}.
(7) Π1 ={r , v1, v2, v8, v11, v15, v21, v32, v33} andΠ2 = {v3, v4, v5, v6, v7, v9, v10, v12, v13, v14, v16, v17, v18, v19, v20, v22, v23, v24,
v25, v26, v27, v28, v29, v30, v31} are the sets of Type I and Type II vertices, respectively.
Theorems 1 and 2 give us the motivation to focus on the CpC problem on unweighted block graphs G, i.e., w(v) = 1, for
all vertices v, and l(e) = 1, for all edges e. It is so trivial to solve the CpC problem on G if n = 1. Therefore, wewill only discuss
the case n ≥ 2 in the rest of this paper. Given an unweighted block graph G(V , E), the notation PS(u∗, v∗) denotes a diameter
path of G, i.e., L(PS(u∗, v∗))≥ L(PS(u, v)), for all u, v ∈ V . Then, middle vertices of any PS(u∗, v∗) can be defined as follows:
Definition 5. For any PS(u∗, v∗) of an unweighted block graph G, if L(PS(u∗, v∗)) is even, then a middle vertex of PS(u∗, v∗)
is a vertexm in PS(u∗, v∗) such that d(u∗,m) = d(m, v∗) = L(PS (u∗,v∗))2 . Otherwise, L(PS(u∗, v∗)) is odd and amiddle vertex of
PS(u∗, v∗) is a vertexm in PS(u∗, v∗) such that d(u∗,m) =

L(PS (u∗,v∗))
2

or d(m, v∗) =

L(PS (u∗,v∗))
2

.
Definition 5 implies that if L(PS(u∗, v∗)) is even, then PS(u∗, v∗) has only one middle vertex. Otherwise, PS(u∗, v∗) has
exactly twomiddle verticesm1 andm2 such that (m1,m2) is an edge of PS(u∗, v∗). Definition 5 also implies that there exists a
middle vertexm of PS(u∗, v∗) such that d(u∗,m) =

L(PS (u∗,v∗))
2

regardless whether L(PS(u∗, v∗)) is even or not. To proceed
our discussion, the following lemma is established.
Lemma 1. Given an unweighted block graph G(V , E), let r be any middle vertex of PS(u∗, v∗). There must exist an optimal
connected p-center of G containing the vertex r.
Proof. Let L(PS(u∗, v∗)) = η and Q be a connected p-center such that r ∈ Q . To prove this lemma is equivalent to
show that δ(Q ) ≤ δ(H), for all connected p-centers H such that r /∈ H . Suppose that chi(r) = {x1, . . . , xk, y1,1, . . . ,
y1,q1 , . . . , yh,1, . . . , yh,qh} as shown in Fig. 4, where x1, . . . , xk are Type I vertices and y1,1, . . . , y1,q1 , . . . , yh,1, . . . , yh,qh are
Type II vertices. Meanwhile, all vertices in {r} ∪y(j), where y(j) = {yj,1, . . . , yj,qj}, induce a clique and G(y(j)) denotes the
subgraph formed by G(yj,1) ∪ . . . ∪ G(yj,qj) ∪ {(u, v)|u, v ∈ y(j)}, 1 ≤ j ≤ h.
Since l(e) = 1, for all edges e of G(r), it is clear that u∗ and v∗ must lie within two distinct subgraphs in {G(x1), . . . ,G(xk),
G(y(1)), . . . ,G(y(h))}, respectively. One of the following cases could occur.
Case 1. u∗ ∈ G(xi) and v∗ ∈ G(xj), for some 1 ≤ i ≠ j ≤ k
Case 2. u∗ ∈ G(xi), for some 1 ≤ i ≤ k, and v∗ ∈ G(y(j)), for some 1 ≤ j ≤ h
Case 3. u∗ ∈ G(y(i)) and v∗ ∈ G(y(j)), for some 1 ≤ i ≠ j ≤ h
We just deal with Case 3 here. It is clear that Case 1 and Case 2 can be handled by the similar way.
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Fig. 4. A block graph G(r)with a diameter path PS(u∗ , v∗) and its subgraphs, where all vertices in {r}∪ y(j) , y(j) = {yj,1, . . . , yj,qj } induce a clique, 1 ≤ j ≤ h.
Without loss of a generality, assume that u∗ ∈ G(y(1)), v∗ ∈ G(y(h)), and d(u∗, r) =  η2 as illustrated in Fig. 4. Definition 5
implies that δ(Q ) ≤ d(u∗, r) ≤  η2. Let H be any connected p-center of G(r) such that r /∈ H . Since ⟨H⟩ is connected, ⟨H⟩
cannot lie within two or more distinct subgraphs in {G(x1), . . . ,G(xk),G(y(1)), . . . ,G(y(h))}. The reasoning of the following
cases can complete the proof.
Case 1. H lies within G(xj), for some 1 ≤ j ≤ k, or H lies within G(y(i)), for some 2 ≤ i ≤ h
We can easily derive that δ(H) ≥ d(u∗, r)+ 1 > d(u∗, r) =  η2 ≥ δ(Q ).
Case 2. H lies within G(y(1))
We can also derive that δ(H) ≥ d(v∗, y1,1) ≥ d(u∗, r) =

η
2
 ≥ δ(Q ). 
Now, take the vertex r stated in Lemma 1 as the root of the input block graph G. For each non-root vertex u of G(r), define
µ(u) = max {d(y, par(u))|y ∈ G(u)}. Meanwhile, let µ(r) = max {d(y, r)|y ∈ G(r)}. We can easily obtain and verify the
following equations, where u denotes any non-root vertex of G(r).
µ(u) = 1, u is a leaf vertex (1)
µ(u) = max {µ(y)|y ∈ chi(u)} + 1, u is a non-leaf vertex (2)
µ(r) = max {µ(y)|y ∈ chi(r)} (3)
The following two lemmas can be easily obtained since l(e) = 1, for all edges e.
Lemma 2. For each Type I vertex u of G(r), µ(u) = d( f (u), par(u)). For each Type II vertex v of G(r), µ(v) = d( f (v), y), for all
y ∈ N∗(v).
Lemma 3. µ(v), for all v ∈ G(r), can be computed in O(n)-time totally by the Post-Order traversal from the root r.
Lemma 4. Let Q = {q1, . . . , qp} be a p-vertex set of G such thatµ(q1), . . . , µ(qp) are the first p largest numbers among {µ(v)|
for all v ∈ G(r)}. Then, Q forms an optimal solution of the CpC problem on G(r).
Proof. Obviously, for each non-root vertex u, µ(u) < µ(par(u)). Meanwhile, µ(r) ≥ µ(v), for all v ∈ G(r). It implies that
r ∈ Q . The second task is to show that ⟨Q ⟩ is connected. We will prove this statement by mathematical induction on p.
Without loss of a generality, assume that µ(q1) ≥ · · · ≥ µ(qp), and qp+1 is a vertex such that µ(qp+1) is the (p+ 1)-largest
number among {µ(v)| for all v ∈ G(r)}. In addition, let Qj = {q1, . . . , qj}, 1 ≤ j ≤ q.
It is trivial that ⟨Q1⟩ is connected, i.e., the lemma is true for p = 1. Assume that the lemma is true for p = k ≥ 1, i.e.,
⟨Qk⟩ is connected. Let x be a vertex of G(r) such that µ(x) is the (k + 1)-largest number among {µ(v)| for all v ∈ G(r)}.
Eqs. (1)–(3) and the fact µ(v) > µ(z), for all z ∈ des(v), for all v ∈ G(r), can imply that x ∈ {y|y ∈ chi(Qk) − Qk}, where
chi(Qk) =1≤j≤k chi(qj). This certainly implies that qk+1 ∈ {y|y ∈ chi(Qk)− Qk} and ⟨Qk+1⟩ is connected, i.e., the lemma is
true for p = k+ 1. The above reasoning and Lemma 2 can further ascertain that δ(Q ) = µ(qp+1).
The remaining job is to verify that δ(Q ) ≤ δ(D), for all connected p-centers D of G(r). By Lemma 1, we only need
to show that δ(Q ) ≤ δ(R), for all connected p-centers R of G(r) with r ∈ R. Suppose that there exists a connected
p-center S ≠ Q of G(r) with r ∈ S and δ(S) < δ(Q ). Let qi be the vertex in Q with the smallest i such that qi /∈ S.
Since r = q1 ∈ (S ∩ Q ), we have 2 ≤ i ≤ p. In such situation, we can easily verify that S contains no vertices in G(qi). This
implies that δ(S) ≥ µ(qi) ≥ µ(qp+1) = δ(Q ). A contradiction occurs. 
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The results so far can guarantee the correctness of the following algorithm.
Algorithm The_CpC_on_Unweighted_Block_Graphs
Input: An unweighted block graph G(V , E) and an integer p, 1 ≤ p ≤ n.
Output: A connected p-center Q of G such that δ(Q ) is minimized.
{
if n = 1
return(V );
endif
find a diameter path PS(u∗, v∗) of G;
let r be any middle vertex of PS(u∗, v∗);
pick the vertex r as root of G;
compute µ(v), for all vertices v of G(r);
Q = {u1, . . . , up} such that µ(u1), . . . , µ(up) are the first p largest numbers among {µ(v)|v ∈ G(r)};
return (Q );
}
End The_CpC_on_Unweighted_Block_Graphs
The final task is to find a diameter path PS(u∗, v∗) of an unweighted block graph Gwith at least two vertices, i.e., n ≥ 2.
Pick any vertex r as root of G and let Ω be the set of all leaf vertices of G(r). The assumption n ≥ 2 implies that |Ω| ≥ 1.
The following two lemmas can be easily verified.
Lemma 5. For each diameter path PS(u∗, v∗) of G(r), either |Ω ∩ {u∗, v∗}| = 1 or |Ω ∩ {u∗, v∗}| = 2. If |Ω ∩ {u∗, v∗}| = 1,
i.e., only one vertex in {u∗, v∗}, say v∗, belongs toΩ , then u∗ must be the root r.
Lemma 6. Suppose that PS(u∗, v∗) be a diameter path of G(r) such that |Ω ∩ {u∗, v∗}| = 2. Let Π(PS(u∗, v∗)) = {x|x ∈
PS(u∗, v∗) such that L(x) is minimized}. Then, either
Π(PS(u∗, v∗)) = 1 or Π(PS(u∗, v∗)) = 2. If Π(PS(u∗, v∗)) = {a, b},
then a ∈ cs(b) and b ∈ cs(a), i.e., both a and b are Type II vertices. In addition, ifΠ(PS(u∗, v∗))= {b}, then κ(G(b)− {b}) ≥ 2.
Based upon Lemmas 5 and 6, the following algorithm can be designed for finding a diameter path of any unweighted
block graph G correctly.
Algorithm Find_A_Diameter_Path_on_Unweighted_Block_Graphs
Input: An unweighted block graph G(V , E)with n ≥ 2 vertices.
Output: A diameter path PS(u∗, v∗) of G.
{
pick any vertex r as the root of G;
Compute_Levels(r);
/* Compute L(v), for all v ∈ G(r). */
Compute_f (r);
/* Find a f (v), for all v ∈ G(r). */
current_length= 0;
for each vertex v of G(r)with κ(G(v)− {v}) ≥ 2
let chi(v)= {x1, . . . , xk, y1,1, . . . , y1,q1 , . . . , yh,1, . . . , yh,qh};
let zj be a vertex in {yj,1, . . . , yj,qj} with maximum µ value, 1 ≤ j ≤ h;
Find b and t in {x1, . . . , xk, z1, . . . , zh} such that µ(b) and µ(t) are the first two largest numbers among
{µ(x1), . . . , µ(xk), µ(z1), . . . , µ(zh)};
if ((µ(b)+ µ(t)) > current_length)
u = v;
t1 = b; t2 = t;
current_length= µ(t1)+ µ(t2);
endif
endfor
if current_length ≠ 0
P1 = P s( f (t1), t1) ∪ {(t1, u), (u, t2)} ∪ P s(t2, f (t2));
else
P1 = NULL;
/* Assume that the length of a path P is zero if P is NULL. */
endif
type_2_current_length= 0;
H = the set of all Type II vertices of G(r);
while (H is not empty) do
take any vertex v from H;
H = H − ({v} ∪ cs(v));
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let b and t be two vertices in cs(v)∪ {v} such that µ(b) and µ(t) are the first two largest numbers among {µ(z)|z ∈
cs(v) ∪ {v}};
if ((µ(b)+ µ(t)− 1) > type_2_current_length)
t1 = b;
t2 = t;
type_2_current_length= µ(t1)+ µ(t2)− 1;
endif
endwhile
if type_2_current_length ≠ 0
P2 = P s( f (t1), t1) ∪ {(t1, t2)} ∪ P s(t2, f (t2));
else
P2 = NULL;
endif
if L(P1) > L(P2)
P = P1;
else
P = P2;
endif
if (κ(G(r)− {r}) = 1) and (µ(r) > L(P))
P = PS( f (r), r);
endif
return(P);
}
End Find_A_Diameter_Path_on_Unweighted_Block_Graphs
The following lemma can be easily established.
Lemma 7. Algorithm Find_A_Diameter_Path_on_Unweighted_Block_Graphs can correctly find a diameter path PS(u∗, v∗) of an
unweighted block graph G in O(n+m) time.
Obviously, the results obtained so far can be directly applied to the situation that w(v) = λ1, for all vertices v, and
l(e) = λ2, for all edges e, where λ1 and λ2 are two input positive constants. Meanwhile, it is well-known that finding the
first p largest numbers among any nnumbers, 1 ≤ p ≤ n, can be done inO(n) time. The following theorem can be established
consequently.
Theorem 3. On block graphs G with unit vertex-weights and unit edge-lengths, the CpC problem is O(n+m)-time solvable.
4. Extension to graphs with forbidden vertices
For determining the locations to place facilities such as Security servers for a network G, some vertices in G could not
be selected subject to the limitation on hardware as well as system platform. Thus, this section will consider the following
more general problem.
The Forbidden Connected p-Center Problem(The FCpC problem)
Input: A graph G(V , E,w, l), a subset F of V , and an integer p, 1 ≤ p ≤ n.
Output: A p-vertex setQ = {q1, . . . , qp} ofG such that δ(Q ) isminimized under the requirement that ⟨Q ⟩must be connected
and Q∩ F = ∅.
In [30], the authors showed that the FCpC problem is O(n)-time solvable on trees with unit vertex-weights. Since the CpC
problem is a special case of the FCpC problem inwhich F = ∅, all NP-hard properties established in Section 2 are valid for the
FCpC problem immediately. This section will extend the algorithm in Section 3 for solving the FCpC problem on unweighted
block graphs.
In the rest of this section, for a graph G(V , E) and a subset F of V , any subset H of (V − F) with |H| = p will be called
a forbidden p-center. When ⟨H⟩ is also connected, H will be called a forbidden connected p-center. Meanwhile, if δ(H) is
minimized, then H will be called an optimal forbidden connected p-center, or an optimal solution of the FCpC problem on G.
To resolve the FCpC problem on an unweighted block graph Gwith the root r , we compute∆(v), for each v ∈ G(r), using
the following equations.
∆(v) = 0, if v ∈ F (4)
∆(v) = 1, if v is a leaf vertex and v /∈ F (5)
∆(v) = 1+

x∈chi(v)
∆(x), if v is a non-leaf vertex and v /∈ F (6)
Eqs. (4)–(6) can easily imply the following lemma.
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Fig. 5. The∆(v) and θ(v), for all vertices v, of a block graph G, where the black vertices are forbidden vertices and the red vertices are additional forbidden
vertices for p = 3. (For interpretation of the references to colour in this figure legend, the reader is referred to the Web version of this article.)
Lemma 8. Given an unweighted block graph G(r) with the forbidden vertex-set F ,∆(v), for each v ∈ G(r), can be computed in
O(n)-time totally by the Post-Order traversal from the root r.
Next, another value θ(v), for each v ∈ G(r), is computed using the following rules, where u denotes any non-root vertex
of G(r).
θ(r) = 0 (7)
θ(u) = θ(par(u))+∆(par(u))−∆(u), if u is Type I, u /∈ F and par(u) /∈ F (8)
θ(u) = 0, if u is Type I and (u ∈ F or par(u) ∈ F) (9)
θ(u) = θ(par(u))+∆(par(u))−∆(u), if u is Type II, u /∈ F and par(u) /∈ F (10)
θ(u) =

y∈cs(u)
∆(y), if u is Type II, u /∈ F and par(u) ∈ F (11)
θ(u) = 0, if u is Type II and u ∈ F . (12)
Fig. 5 illustrates a block graph G with the forbidden vertex-set F = {v1, v5, v7, v14, v22}. Each vertex v is associated the
pair (∆(v), θ(v)). For examples, (∆(v2), θ(v2)) = (2, 16), (∆(v6), θ(v6)) = (11, 7), and so on. Since (∆(v), θ(v)) = (0, 0),
for all v ∈ F , this figure does not show them explicitly. Moreover, consider the case p = 3, the four vertices in A= {v8, v15,
v27, v28} can be viewed as additional forbidden vertices since∆(v)+ θ(v) < 3, for all v ∈ A.
Lemma 9. Given an unweighted block graph G(r) with the forbidden vertex-set F , θ(v), for each v ∈ G(r), can be computed in
O(n)-time totally using the BFS search from the root r. Meanwhile, for each forbidden connected p-center Q of G(r), we must have
v /∈ Q , for all v ∈ G(r) with∆(v)+ θ(v) < p.
Proof. For each vertex v ∈ G(r), let Πv denote the component in G(r) satisfying the conditions: (1) V (Πv) ∩ F = ∅, (2)
v ∈ V (Πv), and (3) |V (Πv)| is maximized.
Careful examining Eqs. (4)–(12) can easily verify that |V (Πv)| = ∆(v)+ θ(v). If v ∈ Q , then it is clear that |V (Πv)| ≥ p.
This conclusion contradicts to the assumption |V (Πv)| = ∆(v)+ θ(v) < p. 
Lemma 9 implies that all vertices in {y|y ∈ (G(r) − F) and ∆(y) + θ(y) < p} can be viewed as additional forbidden
vertices. Thus, we assume that∆(v)+ θ(v) ≥ p, for all v ∈ (G(r)− F) in the rest of this section.
Lemma 10. Given an unweighted block graph G(V , E) and a subset F of V , let PS(u∗, v∗) be a diameter path of G and M be the
set of the middle vertices of PS(u∗, v∗). Let r be a vertex selected by executing the following code segment.
ifM ⊆ F
let r be a non-forbidden vertex such that d(r ,M) is minimized;
else
let r be any vertex ofM;
/* r is a middle vertex of PS(u∗, v∗). */
endif
Then, there must exist an optimal forbidden connected p-center of G containing the vertex r .
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Fig. 6. The diameter path PS(u∗ , v∗) lies within G(y(1)), where black vertices means that they are forbidden vertices.
Proof. Obviously, if r is a middle vertex of PS(u∗, v∗) or r lies in PS(u∗, v∗), these situations can be resolved by the same
reasoning used in Lemma 1. Thus, we only consider the case M ⊆ F and r does not lie in PS(u∗, v∗). Let Q be a forbidden
connected p-center of G(r) such that r ∈ Q . To prove this lemma is equivalent to show that δ(Q ) ≤ δ(H), for all forbidden
connected p-centers H such that r /∈ H .
Take the vertex r as the root of G. Let chi(r) = {x1, . . . , xk, y1,1, . . . , y1,q1 , . . . , yh,1, . . . , yh,qh} as shown in Fig. 6, where
x1, . . . , xk are Type I vertices and y1,1, . . . , y1,q1 , . . . , yh,1, . . . , yh,qh are Type II vertices. By the definition of r , the entire path
PS(u∗, v∗)must lie within one of the (k+ h) subgraphs, G(x1), . . . ,G(xk), G(y(1)), . . . , and G(y(h)). It is trivial to see that the
situations in which PS(u∗, v∗) lies within G(xj), for some j, are more easy to be handled. Therefore, we deal with the case
that PS(u∗, v∗) lies within G(y(i)), for some i, here.
Without loss of a generality, assume that PS(u∗, v∗) lieswithinG(y(1)) as shown in Fig. 6, wherewe assume that PS(u∗, v∗)
has two middle vertices. Obviously, at least one vertex in {y1,1, . . . , y1,q1} belong to F . Let tj, 1 ≤ j ≤ k, be a vertex in
G(xj) such that d(tj, r) ≥ d(y, r), for all y ∈ G(xj), and bj, 1 ≤ j ≤ h, be a vertex in G(y(j)) such that d(bj, r) ≥ d(y, r),
for all y ∈ G(y(j)). Let H be any connected p-center of G(r) such that r /∈ H . Since ⟨H⟩ is connected, ⟨H⟩ cannot lie
within two or more distinct subgraphs in {G(x1), . . . ,G(xk), G(y(1)), . . . ,G(y(h))}. It is easy to verify that max{d(u∗,H),
d(v∗,H)} ≥ max {max1≤j≤k{d(tj, r)}, max2≤j≤h{d(bj, r)}}. The following cases are considered, respectively.
Case 1. H lies within G(xj), for some 1 ≤ j ≤ k, or H lies within G(y(i)), for some 2 ≤ i ≤ h.
We can easily derive that δ(H) ≥ max {d(u∗, H), d(v∗, H)} ≥ max {d(u∗, r), d(v∗, r)} + 1 ≥ δ(Q ) since δ(Q ) ≤
max {d(u∗, r), d(v∗, r)}.
Case 2. H lies within G(y(1)).
It is easy to see that at least one vertex in {u∗, v∗} lies in the subgraph different from the subgraph in which H lies.
The selection rules of r can derive that d(r , M) ≤ miny∈M{d(y, H)}. Verifying that δ(H) ≥ max {d(u∗, H), d(v∗,H)} ≥
max {d(u∗, r), d(v∗, r)} is simple. This implies that δ(H) ≥ δ(Q ). 
Using the similar reasoning in the proof of Lemma 4, the following lemma can be easily established.
Lemma 11. Let Q = {q1, . . . , qp} be a p-vertex set of G such thatµ(q1), . . . , µ(qp) are the first p largest numbers among {µ(v)|
for all v ∈ (G(r)− F)}. Then, Q must be an optimal solution of the FCpC problem on G(r) with the forbidden vertex-set F .
All reasoning and results obtained so far can guarantee the correctness of the following algorithm and Theorem 4.
Algorithm The_FCpC_on_Unweighted_Block_Graphs
Input: An unweighted block graph G(V , E), a forbidden vertex-set F , and an integer p, 1 ≤ p ≤ n.
Output: A forbidden connected p-center Q of G such that δ(Q ) is minimized.
{
pick any vertex r as the root of G;
compute∆(v) and θ(v), for all vertices v of G(r);
F = F∪ {v|∆(v)+ θ(v) < p};
if F = V
return(NULL);
endif
if |V − F | = 1
return(V − F);
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endif
find a diameter path PS(u∗, v∗) of G;
LetM be the set of the middle vertices of PS(u∗, v∗);
ifM ⊆ F
let r be a non-forbidden vertex such that d(r ,M) is minimized;
else
let r be any vertex ofM;
endif
pick the vertex r as root of G;
compute µ(v), for all vertices v of G(r);
Q = {u1, . . . , up} such that µ(u1), . . . , µ(up) are the first p largest numbers among {µ(v)|v ∈ (V − F)};
return (Q );
}
End The_FCpC_on_Unweighted_Block_Graphs
Theorem 4. On unit vertex-weights and unit edge-lengths block graphs G(V , E) with a subset F of V , the FCpC problem is
O(n+m)-time solvable.
5. Conclusions
This paper studied the Connected p-Center problem (the CpC problem) on block graphs. The CpC problem is a practical
variant of the traditional p-Center problem. For each fixed integer t ≥ 1, we proved that the CpC problem is NP-Hard on
block graphs G with block degree β(G) = t such that (1) w(v) = 1, for all vertices, and l(e) ∈ {1, 2}, for all edges e, and
(2)w(v) ∈ {1, 2}, for all vertices v, and l(e) = 1, for all edges e, respectively. On block graphsGwith unit vertex-weights and
unit edge-lengths, anO(n+m)-timeoptimal algorithmwasdesigned for the problem. After then, the algorithmwas extended
for the block graphs with forbidden vertices, called the Forbidden Connected p-Center problem (the FCpC problem).
In the future, it is meaningful to study the CpC/FCpC problems on other classes of graphs such as planar graphs. Finding
good approximation solutions for CpC/FCpC problems on any graph classΠ , where the CpC/FCpC problems have been known
to be NP-hard onΠ , is also an important research issue.
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