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Abstract
Consider two random vectors C1{2
1
x P Rp and C1{2
2
y P Rq , where the entries of x and y are i.i.d.
random variables with mean zero and variance one, and C1 and C2 are respectively p ˆ p and q ˆ q
deterministic population covariance matrices. With n independent samples of pC
1{2
1
x,C
1{2
2
yq, we study
the sample correlation between these two vectors using canonical correlation analysis. We denote by
Sxx and Syy the sample covariance matrices for C
1{2
1
x and C
1{2
2
y, respectively, and Sxy the sample
cross-covariance matrix between C1{2
1
x and C1{2
2
y. Then the sample canonical correlation coefficients
between C1{2
1
x and C1{2
2
yq are the square roots of the eigenvalues of the sample canonical correlation
matrix CXY :“ S
´1
xx SxyS
´1
yy Syx.
Under the high-dimensional setting with p{n Ñ c1 P p0, 1q and q{n Ñ c2 P p0, 1 ´ c1q as n Ñ 8,
we prove that the largest eigenvalue of CXY converges to the Tracy-Widom distribution as long as we
have limsÑ8 s
4
Pp|xij | ě sq “ 0 and limsÑ8 s
4
Pp|yij | ě sq “ 0, which we believe to be a sharp moment
condition. This extends the result in [16], which established the Tracy-Widom limit of the largest
eigenvalue of CXY under the assumption that all moments exist for the entries of x and y. Our proof is
based on a new linearization method, which reduces the problem to the study of a pp`q`2nqˆpp`q`2nq
random matrix H . In particular, we shall prove an optimal local law on its inverse G :“ H´1, which
is called the resolvent. This local law is the main tool for both the proof of the Tracy-Widom law in
this paper, and the study in [22, 23] on the canonical correlation coefficients of high-dimensional random
vectors with finite rank correlations.
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1 Introduction
In multivariate statistics, the canonical correlation analysis (CCA) has been one of the most general and
classical methods to study the correlations between two random vectors x P Rp and y P Rq since the seminal
work by Hotelling [18]. CCA seeks two sequence of orthonormal vectors, such that the projections of x and
y onto these vectors have maximized correlations. The corresponding sequence of correlations are called the
canonical correlation coefficients (CCC). More precisely, we first find the unit vectors a1 P Rp and b1 P Rp
that maximize the correlation,
ρpa1,b1q “ sup
}a}“1,}b}“1
ρpa,bq, ρpa,bq :“ CorrpaTx,bTyq.
Then ρ1 :“ ρpa1,b1q is the first CCC, and paT1 x,bT1 yq is called the first pair of canonical variables. Suppose
we have obtain the first k CCC, ρi, 1 ď i ď k, and the corresponding pairs of canonical variables paTi x,bTi yq,
1 ď i ď k. We then define inductively the pk`1q-th CCC by seeking the vectors pak`1,bk`1q that maximize
ρpak`1,bk`1q subject to the constraint that paTk`1x,bTk`1yq is uncorrelated with the first k pairs of canonical
variables. Then ρk`1 :“ ρpak`1,bk`1q is the pk ` 1q-th CCC.
Define the population covariance and cross-covariance matrices
Σxx :“ Covpx,xq, Σyy :“ Covpy,yq, Σxy “ ΣTyx :“ Covpx,yq.
It is well-known that ρ2i is the i-th largest eigenvalue of the population canonical correlation matrix Σ :“
Σ´1xxΣxyΣ
´1
yy Σyx. Given n independent samples of px,yq, we study the CCC through their sample counter-
parts, which are defined as the eigenvalues of the sample canonical correlation (SCC) matrix
CXY :“ S´1xx SxyS´1yy Syx,
where
Sxx :“ 1
n
nÿ
i“1
xix
T
i , Syy :“
1
n
nÿ
i“1
yiy
T
i , Sxy “ Syx6T :“
1
n
nÿ
i“1
xiy
T
i .
We denote the eigenvalues of CXY , i.e. the sample CCC, as λ1 ě λ2 ě ¨ ¨ ¨ ě λp^q .
This paper is the first part of a series of papers, where the next two parts are [22, 23]. In this series,
we study the sample CCC of two high-dimensional random vectors px P Rp and py P Rq with finite rank
correlations as following: px “ C1{21 x`Az, py “ C1{22 y `Bz,
where C1 and C2 are respectively p ˆ p and q ˆ q deterministic non-negative definite symmetric matrices,
which give the population covariances, and A and B are p ˆ r and q ˆ r deterministic matrices, which
are the factor loading matrices. Moreover, we assume that the entries of x P Rp, y P Rq and z P Rr are
real independent random variables with zero mean and unit variance. For n independent samples ppxi, pyiq,
1 ď i ď n, we can arrange them into the following data matrix with a conventional scaling n´1{2:
X :“ C1{21 X `AZ, Y :“ C1{22 Y `BZ.
Now X , Y and Z are p ˆ n, q ˆ n and r ˆ n matrices, respectively, with real independent entries with
mean zero and variance n´1. We consider the high-dimensional setting with low-rank perturbations, that
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is, p{n Ñ c1 P p0, 1q and q{n Ñ c2 P p0, 1 ´ c1q as n Ñ 8, and r is assumed to be of order Op1q. For this
model, the canonical correlation matrix Σ is of rank ď r, and has at most r nonzero eigenvalues ti :“ ρ2i ,
1 ď i ď r. Bao et al. [4] consider this setting for Gaussian vectors, that is, X , Y and Z are all random
matrices with i.i.d. Gaussian entries. They show that ti will give rise to an outlier of the spectrum of CXY
if it is above some threshold tc. The outlier lies around a fixed location determined by ti, and moreover, it
is asymptotic Gaussian under an
?
n scaling. The goal of this series is to extend the results in [4] to more
general distributions, assuming only certain moments conditions on the entries of X , Y and Z.
This paper is the base of the whole series [22, 23]. Here we consider the null case with A “ 0 and B “ 0.
We are interested in the behaviors of the eigenvalues of the SCC matrix CXY , including the convergence of
all the eigenvalues and the limiting distribution of the largest few eigenvalues. If the entries of X and Y
are i.i.d. Gaussian distributed, then the eigenvalues of CXY reduce to those of the double Wishart matrices
[19]. Moreover, the joint distribution of the eigenvalues of double Wishart matrices has been studied in the
context of the so-called Jacobi ensemble, and it is shown that the largest eigenvalue converges to the Type-1
Tracy-Widom distribution under a proper scaling [17, 19]. For general distribution of the entries of X and
Y , the Tracy-Widom law of the largest eigenvalue of CXY was established in [16] under the assumption that
all the moments of the entries are finite. One purpose of this paper is to extend that result to the case with
weaker moment assumptions on the entries of X and Y . In fact, we prove that the largest eigenvalue of CXY
converges to the Tracy-Widom distribution as long as the following tail condition holds (see Theorem 2.7):
lim
sÑ8
s4
“
Pp?n|X11| ě sq ` Pp
?
n|Y11| ě sq
‰ “ 0. (1.1)
We believe it to be the sharp moment condition, because this condition has been shown to be necessary
and sufficient for the Tracy-Widom limit of the largest eigenvalue of sample covariance matrices [9]. Besides
the Tracy-Widom law for the largest eigenvalue, we will also prove a rigidity estimate for (almost) all the
eigenvalues of CXY , including the ones in the bulk of the spectrum. This rigidity estimate was not presented
[16], and we expect that it will be of independent interest. Different from the methods used in [4, 16], we will
develop a new linearization method, which reduces the problem to the study of a pp` q` 2nq ˆ pp` q` 2nq
random matrixH that is linear in X and Y ; see (2.19) below. Moreover, we will prove an optimal local law on
it inverse G :“ H´1, i.e. the so-called resolvent, which is another main result of this paper. The linearization
idea and the local law allow us to relax the moment assumptions in [16] and prove the Tracy-Widom law
under the tail condition in (1.1).
Based on the main results of this paper, in [22, 23] we study the eigenvalues of SCC matrices with non-
vanishing population canonical correlation matrices Σ, that is, the general case with nontrivial A and B.
The proof in [4] depends crucially on the fact that multivariate Gaussian distribution is rotational invariant,
which is not true for more general distributions. On the other hand, the linearization method developed in
this paper allows us to circumvent this issue. In [23], we shall study the convergence of the spiked eigenvalues
of the SCC matrices, and establish the Tracy-Widom law for the extreme non-spiked eigenvalues. Then in
[22], we will prove a central limit theorem for the spiked eigenvalues of the SCC matrices. For all these
proofs, the local law for G and the eigenvalue rigidity play central roles.
This paper is organized as follows. In Section 2, we define our model and state the main results—
Theorem 2.5 and Theorem 2.7, which give the eigenvalue rigidity and Tracy-Widom law, and Theorem 2.11
and Theorem 2.12, which give the local law for the resolvent G. In Section 3, we introduce the notations
and collect some basic tools that will be used in the proof. Section 4 is devoted to the proof of Theorem 2.5
and Theorem 2.12, and Section 5 contains the proof of Theorem 2.7. Finally, the proof of Theorem 2.11 is
divided into two parts: in Section 6, we prove a weaker version of Theorem 2.11, which gives the entrywise
local law for G; the proof of Theorem 2.11 is then completed in Section 7 based on the entrywise local law.
Conventions. The fundamental large parameter is n and we always assume that p, q are comparable to n.
All quantities that are not explicitly constant may depend on n, and we usually omit n from our notations.
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We use C to denote a generic large positive constant, whose value may change from one line to the next.
Similarly, we use ε, τ , δ and c to denote generic small positive constants. If a constant depend on a quantity
a, we use Cpaq or Ca to indicate this dependence. We use τ ą 0 in various assumptions to denote a small
positive constant. All constants appear in the statements or proof may depend on τ ; we neither indicate nor
track this dependence.
For two quantities an and bn depending on n, the notation an “ Opbnq means that |an| ď C|bn| for
some constant C ą 0, and an “ opbnq means that |an| ď cn|bn| for some positive sequence cn Ó 0 as
n Ñ 8. We also use the notations an À bn if an “ Opbnq, and an „ bn if an “ Opbnq and bn “ Opanq.
For a matrix A, we use }A} :“ }A}l2Ñl2 to denote the operator norm, }A}F to denote the Frobenius norm,
and }A}max :“ maxi,j |Aij | to denote the max norm. For a vector v “ pviqni“1, }v} ” }v}2 stands for the
Euclidean norm. In this paper, we often write an identity matrix as I or 1 without causing any confusions.
If two random variables X and Y have the same distribution, we write X
d“ Y .
2 Definitions and main results
2.1 The model
We consider two data matrices
X :“ C1{21 X, Y :“ C1{22 Y,
where C1 and C2 are p ˆ p and q ˆ q deterministic population covariance matrices, and X “ pxijq and
Y “ pyijq are p ˆ n and q ˆ n random matrices, respectively. We assume that the entries xij , 1 ď i ď p,
1 ď j ď n and yij , 1 ď i ď q, 1 ď j ď n are independent (but not necessarily identically distributed) random
variables satisfying
Exij “ Eyij “ 0, E|xij |2 “ E|yij |2 “ n´1. (2.1)
For definiteness, in this paper we focus on the real case, that is, all the random variables are real. However,
we remark that our proof can be applied to the complex case after minor modifications. In this paper, we
consider the high dimensional setting, i.e.,
c1pnq :“ p
n
Ñ cˆ1 P p0, 1q, c2pnq :“ q
n
Ñ cˆ2 P p0, 1q, with c1pnq ` c2pnq P p0, 1q. (2.2)
For simplicity, we will always abbreviate c1pnq ” c1 and c2pnq ” c2 in the rest of the paper. Without loss
of generality, we can assume that c1 ě c2. In this paper, we are interested in the eigenvalues of the sample
canonical correlation matrix
CXY :“
`
XX T
˘´1{2 `
XYT
˘ `
YYT
˘´1 `
YX T
˘ `
XX T
˘´1{2
Since the canonical correlations are invariant under block diagonal transformations pX,Y q Ñ pC1{21 X,C1{22 Y q,
it is equivalent to study the eigenvalues of
CXY :“ S´1{2xx SxyS´1yy SyxS´1{2xx ,
where
Sxx :“ XXT , Syy :“ Y Y T , Sxy “ STyx :“ XY T . (2.3)
We will also use the following matrix
CYX :“ S´1{2yy SyxS´1xx SxyS´1{2yy ,
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and denote its eigenvalues by λ1 ě λ2 ě ¨ ¨ ¨ ě λq ě 0. Note that CXY shares the same eigenvalues with
CYX , except that it has pp´ qq more trivial zero eigenvalues λq`1 “ ¨ ¨ ¨ “ λp “ 0.
We now summarize the main assumptions for future reference. For our purpose, we shall relax the
assumption (2.1) a little bit.
Assumption 2.1. Fix a small constant τ ą 0. Let X “ pxijq and Y “ pYijq be two real independent
pˆ n and qˆn matrices, whose entries are independent random variables that satisfy the following moment
conditions:
max
i,j
|Exij | ď n´2´τ , max
i,j
|Eyij | ď n´2´τ , (2.4)
max
i,j
ˇˇ
E|xij |2 ´ n´1
ˇˇ ď n´2´τ , max
i,j
ˇˇ
E|yij |2 ´ n´1
ˇˇ ď n´2´τ . (2.5)
Note that (2.4) and (2.5) are slightly more general than (2.1). Moreover, we assume that
τ ď c2 ď c1, c1 ` c2 ď 1´ τ. (2.6)
2.2 The Tracy-Widom limit and eigenvalue rigidity
We denote the ESD of CYX by
Fnpxq :“ 1
q
qÿ
i“1
1λiďx.
If X and Y are both i.i.d.Gaussian matrices, then it is known that, almost surely, Fn converges weakly to a
deterministic probability distribution F pxq with density [25]
fpxq “ 1
2pic2
a
pλ` ´ xqpx ´ λ´q
xp1 ´ xq , λ´ ď x ď λ`, (2.7)
where
λ˘ :“
´a
c1p1´ c2q ˘
a
c2p1 ´ c1q
¯2
. (2.8)
The convergence of the ESD actually holds under a more general distribution assumption on the entries of
X and Y as proved by [29]. We define the quantiles of the density (2.7), which correspond to the classical
locations of the eigenvalues of CYX .
Definition 2.2 (Classical locations of eigenvalues). The classical location γj of the j-th eigenvalue is defined
as
γj :“ sup
x
"ż `8
x
fpxqdx ą j ´ 1
q
*
, (2.9)
where f is defined in (2.7). Note that we have γ1 “ λ` and λ` ´ γj „ pj{nq2{3 for j ą 1.
Before stating the main results, we first define the following notion of stochastic domination, which was
first introduced in [10] and subsequently used in many works on random matrix theory, such as [5, 6, 7, 11,
12, 20]. It simplifies the presentation of the results and their proofs by systematizing statements of the form
“ξ is bounded by ζ with high probability up to a small power of N”.
Definition 2.3 (Stochastic domination). (i) Let
ξ “
´
ξpnqpuq : n P N, u P U pnq
¯
, ζ “
´
ζpnqpuq : n P N, u P U pnq
¯
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be two families of nonnegative random variables, where U pnq is a possibly n-dependent parameter set. We
say ξ is stochastically dominated by ζ, uniformly in u, if for any fixed (small) ε ą 0 and (large) D ą 0,
sup
uPUpnq
P
”
ξpnqpuq ą nεζpnqpuq
ı
ď n´D
for large enough n ě n0pε,Dq, and we shall use the notation ξ ă ζ. Throughout this paper, the stochastic
domination will always be uniform in all parameters that are not explicitly fixed (such as matrix indices, and
z that takes values in some compact set). Note that n0pε,Dq may depend on quantities that are explicitly
constant, such as τ in Assumption 2.1. If for some complex family ξ we have |ξ| ă ζ, then we will also write
ξ ă ζ or ξ “ Oăpζq.
(ii) We extend the definition of Oăp¨q to matrices in the weak operator sense as follows. Let A be a
family of random matrices and ζ be a family of nonnegative random variables. Then A “ Oăpζq means that
|xv, Awy| ă ζ}v}2}w}2 for any deterministic vectors v and w.
(iii) We say an event Ξ holds with high probability if for any constant D ą 0, PpΞq ě 1 ´ n´D for large
enough n.
For X and Y , we introduce the following bounded support condition.
Definition 2.4 (Bounded support condition). We say a random matrix X satisfies the bounded support
condition with φn, if
max
i,j
|xij | ď φn. (2.10)
Usually φn is a deterministic parameter and satisfies n
´1{2 ď φn ď n´cφ for some (small) constant cφ ą 0.
Whenever (2.10) holds, we say that X has support φn.
Then we have the following eigenvalue rigidity and edge universality result for CYX , which extends the
result in [16].
Theorem 2.5. Suppose Assumption 2.1 holds. Suppose X and Y have bounded support φn such that
n´1{2 ď φn ď n´cφ for some constant cφ ą 0. Assume that
max
i,j
E|xij |3 “ Opn´3{2q, max
i,j
E|yij |3 “ Opn´3{2q, max
i,j
E|xij |4 ă n´2, max
i,j
E|yij |4 ă n´2. (2.11)
Then the eigenvalues λi of the SCCA matrix CYX satisfy the following eigenvalue rigidity estimate:
|λi ´ γi| ă ri^ pq ` 1´ iqs´1{3 n´2{3, 1 ď i ď q, (2.12)
if λ´ ě ε for some constant ε ą 0. Otherwise, (2.12) hold for all 1 ď i ď p1 ´ εqq for any constant ε ą 0.
Moreover, we have that for any fixed k,
lim
nÑ8
P
ˆˆ
n2{3
λi ´ λ`
cTW
ď si
˙
1ďiďk
˙
“ lim
nÑ8
P
GOE
ˆ´
n2{3pλi ´ 2q ď si
¯
1ďiďk
˙
, (2.13)
for all s1, s2, . . . , sk P R, where
cTW :“
«
λ2`p1´ λ`q2a
c1c2p1´ c1qp1 ´ c2q
ff1{3
,
and PGOE stands for the law of the Gaussian orthogonal ensemble (GOE) of dimension nˆ n.
6
Recall that the joint distribution of the k largest eigenvalues of GOE can be written in terms of the Airy
kernel for any fixed k [15]. Moreover, taking k “ 1 in (2.13), we obtain that
n2{3
λi ´ λ`
cTW
ñ F1,
where F1 is the Type-1 Tracy-Widom distribution. The result (2.13) was proved in [16] under the assumption
that all the moments of
?
nxij and
?
nyij exist. On the other hand, combining our result with a simple
cutoff argument allows us to obtain the following corollary under the finite p4 ` εq-th moment assumption.
Since we do not assume the entries of X and Y are identically distributed, the means and variances of the
truncated entries may be different. This is why we assume the slightly more general conditions (2.4) and
(2.5).
Corollary 2.6. Suppose (2.6) holds. Assume that X “ pxijq and Y “ pYijq are two real independent pˆ n
and q ˆ n matrices, whose entries are independent random variables that satisfy (2.1) and
max
i,j
E|?nxij |4`τ ď C, max
i,j
E|?nyij |4`τ ď C, (2.14)
for some constants τ, C ą 0. Then both (2.12) and (2.13) hold with probability 1´ op1q.
Proof. We choose the constants cφ ą 0 small enough such that
`
n1{2´cφ
˘4`τ ě n2`ε for some constant ε ą 0.
Then we introduce the following truncation
rX :“ 1ΩX, rY :“ 1ΩY, Ω :“ "max
i,j
|xij | ď n´cφ ,max
i,j
|yij | ď n´cφ
*
.
By the moment conditions (2.14) and a simple union bound, we have
Pp rX ‰ X, rY ‰ Y q “ Opn´εq. (2.15)
Using (2.14) and integration by parts, it is easy to verify that
E |xij | 1|xij|ąn´cφ “ Opn´2´εq, E |xij |
2
1|xij|ąn´cφ “ Opn´2´εq,
which imply that
|Ex˜ij | “ Opn´2´εq, E|x˜ij |2 “ n´1 `Opn´2´εq.
Moreover, we trivially have
E|x˜ij |4 ď E|xij |4 “ Opn´2q.
Similar estimates also hold for the entries of Y . Hence rX and rY are random matrices satisfying Assumption
2.1 and condition (2.11). Now combing (2.15) and Theorem 2.5, we conclude the corollary.
If we assume that the entries of X and Y are identically distributed, respectively, then the Tracy-Widom
law actually holds under the weaker tail condition (2.16), which we believe to be sharp.
Theorem 2.7 (Tracy-Widom law for the non-outliers). Suppose (2.6) holds. Assume that xij “ n´1{2pxij
and yij “ n´1{2pyij, where tpxiju and tpyiju are independent families of i.i.d. random variables with mean zero
and variance one. Then for any fixed k, (2.13) holds under the following tail condition:
lim
tÑ8
t4 rP p|px11| ě tq ` P p|py11| ě tqs “ 0. (2.16)
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2.3 The linearization method and local law
The self-adjoint linearization method has been proved to be useful in studying the local laws of random
matrices of the Gram type [1, 2, 8, 20, 27, 28]. We now introduce a generalization of this method, which
will be the starting point of this paper.
For now, we assume that XXT and Y Y T are both non-singular almost surely. This is trivially true if,
say, the entries of X and Y have continuous densities. For any λ ą 0, it is an eigenvalue of CXY if and only
if the following equation holds:
det
´`
XY T
˘ `
Y Y T
˘´1 `
Y XT
˘´ λXXT¯ “ 0. (2.17)
By Schur complement, it is equivalent to
det
ˆ
λXXT λ1{2XY T
λ1{2Y XT λY Y T
˙
“ 0 ô det
ˆ
X 0
0 Y
˙ˆ
λIn λ
1{2In
λ1{2In λIn
˙ˆ
XT 0
0 Y T
˙
“ 0.
Using Schur complement again, if λ R t0, 1u, then it is equivalent to
det
¨˚
˚˝ 0
ˆ
X 0
0 Y
˙
ˆ
XT 0
0 Y T
˙ ˆ
λIn λ
1{2In
λ1{2In λIn
˙´1‹˛‹‚“ 0. (2.18)
Inspired by the above discussion, we define the following pp ` q ` 2nq ˆ pp ` q ` 2nq self-adjoint block
matrix
Hpλq :“
¨˚
˚˝ 0
ˆ
X 0
0 Y
˙
ˆ
XT 0
0 Y T
˙ ˆ
λIn λ
1{2In
λ1{2In λIn
˙´1‹˛‹‚. (2.19)
We can also extend the argument λ to z P C` :“ tz P C : Im z ą 0u and define Hpzq in general, where we
take z1{2 to be the branch with positive imaginary part. We then define the resolvent (or Green’s function)
as
Gpzq :“ rHpzqs´1 , z P C`, (2.20)
whenever the inverse exists.
Definition 2.8 (Index sets). For simplicity of notations, we define the index sets
I1 :“ J1, pK, I2 :“ Jp` 1, p` qK, I3 :“ Jp` q ` 1, p` q ` nK, I4 :“ Jp` q ` n` 1, p` q ` 2nK.
We will consistently use the latin letters i, j P I1,2 and greek letters µ, ν P I3,4. Moreover, we shall use the
notations a, b P I :“ Y4i“1Ii. We label the indices of the matrices according to
X “ pxiµ : i P I1, µ P I3q, Y “ pyjν : j P I2, ν P I4q.
Moreover, we denote i :“ i ` p for i P I1, j :“ j ´ p for j P I2, µ :“ µ ` n for µ P I3, and ν :“ ν ´ n for
ν P I4.
Definition 2.9 (Resolvents). We denote the Iα ˆ Iα block of Gpzq by Gαpzq for α “ 1, 2, 3, 4. We denote
the pI1 Y I2q ˆ pI1 Y I2q block of Gpzq by GLpzq, the pI1 Y I2q ˆ pI3 Y I4q block of Gpzq by GLRpzq, the
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pI3 Y I4q ˆ pI1 Y I2q block of Gpzq by GRLpzq, and the pI3 Y I4q ˆ pI3 Y I4q block of Gpzq by GRpzq. We
introduce the following random quantities:
mαpzq :“ 1
n
TrGαpzq “ 1
n
ÿ
aPIα
Gaapzq, α “ 1, 2, 3, 4.
Recalling the notations in (2.3), we define H :“ S´1{2xx SxyS´1{2yy and
R1pzq :“ pCXY ´ zq´1 “ pHHT ´ zq´1, R2pzq :“ pCYX ´ zq´1 “ pHTH ´ zq´1, mpzq :“ 1
q
TrR2pzq.
(2.21)
Note that we have R1H “ HR2, HTR1 “ R2HT , and
TrR1 “ TrR2 ´ p´ q
z
“ qmpzq ´ p´ q
z
, (2.22)
since CXY has pp´ qq more zeros eigenvalues than CYX .
By Schur complement formula, we immediately obtain that
GL “
˜
S
´1{2
xx R1S
´1{2
xx ´z´1{2S´1{2xx R1HS´1{2yy
´z´1{2S´1{2yy HTR1S´1{2xx S´1{2yy R2S´1{2yy
¸
, (2.23)
and
G1 “ S´1{2xx R1S´1{2xx “
`
SxyS
´1
yy Syx ´ zSxx
˘´1
, G2 “ S´1{2yy R2S´1{2yy “
`
SyxS
´1
xx Sxy ´ zSyy
˘´1
.
The other blocks are
GR “
ˆ
zIn z
1{2In
z1{2In zIn
˙
`
ˆ
zIn z
1{2In
z1{2In zIn
˙ˆ
XT 0
0 Y T
˙
GL
ˆ
X 0
0 Y
˙ˆ
zIn z
1{2In
z1{2In zIn
˙
, (2.24)
and
GLRpzq “ ´GLpzq
ˆ
X 0
0 Y
˙ˆ
zIn z
1{2In
z1{2In zIn
˙
, GRLpzq “ ´
ˆ
zIn z
1{2In
z1{2In zIn
˙ˆ
XT 0
0 Y T
˙
GLpzq. (2.25)
Expanding the product in (2.24) using (2.23) and calculating the partial traces, one can verify directly that
m3pzq “ z ` 1
n
`´2zp´ z2TrR1 ` zTrR2˘ “ c2zp1´ zqmpzq ` p1´ c1 ´ c2qz, (2.26)
and
m4pzq “ z ` 1
n
`´2zq ´ z2TrR2 ` z TrR1˘ “ c2zp1´ zqmpzq ´ pc1 ´ c2q ` p1´ 2c2qz. (2.27)
where we also used (2.22). In particular, we have the identity
m3pzq ´m4pzq “ p1 ´ zqpc1 ´ c2q. (2.28)
We now give the deterministic limit of mα, α “ 1, 2, 3, 4, as nÑ8:
m1cpzq “ ´z ` c1 ` c2 `
a
pz ´ λ´qpz ´ λ`q
2p1´ c1qzp1´ zq ´
c1
p1 ´ c1qz , (2.29)
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m2cpzq “ ´z ` c1 ` c2 `
a
pz ´ λ´qpz ´ λ`q
2p1´ c2qzp1´ zq ´
c2
p1 ´ c2qz , (2.30)
m3cpzq “ 1
2
”
p1´ 2c1qz ` c1 ´ c2 `
a
pz ´ λ´qpz ´ λ`q
ı
, (2.31)
m4cpzq “ 1
2
”
p1´ 2c2qz ` c2 ´ c1 `
a
pz ´ λ´qpz ´ λ`q
ı
, (2.32)
where we recall (2.8). One can verify when z Ñ 1, m1cpzq and m2cpzq have finite limits, which we define as
m1cp1q and m2cp1q. Moreover, by (2.26) the deterministic limit of m is
mcpzq “ m3cpzq ` pc1 ` c2 ´ 1qz
c2zp1´ zq “
1´ c2
c2
m2cpzq. (2.33)
One can directly verify that the following equations hold:
m1c “ ´ c1
m3c
, m2 “ ´ c2
m4c
, m3cpzq ´m4cpzq “ p1´ zqpc1 ´ c2q, (2.34)
m3cpzq “ 1´ pz ´ 1qm2cpzq
z´1 ´ pm1cpzq `m2cpzqq ` pz ´ 1qm1cpzqm2cpzq , (2.35)
m23cpzq ` rp2c1 ´ 1qz ´ c1 ` c2sm3cpzq ` c1pc1 ´ 1qzpz ´ 1q “ 0. (2.36)
We then define the matrix limit of Gpzq as
Πpzq :“
¨˚
˚˝
ˆ
c´11 m1cpzqIp 0
0 c´12 m2cpzqIq
˙
0
0
ˆ
m3cpzqIn hpzqIn
hpzqIn m4cpzqIn
˙‹˛‹‚, (2.37)
where
hpzq : “ z
´1{2m3cpzq
1` p1´ zqm2cpzq “
z´1{2m4cpzq
1` p1´ zqm1cpzq
“ z
1{2
2
”
´z ` p2´ c1 ´ c2q `
a
pz ´ d´qpz ´ d`q
ı
. (2.38)
For simplicity of notations, we introduce the notion of generalized entries.
Definition 2.10 (Generalized entries). For v,w P CI, a P I and an I ˆ I matrix A, we shall denote
Avw :“ xv,Awy, Ava :“ xv,Aeay, Aaw :“ xea,Awy, (2.39)
where ea is the standard unit vector along a-th coordinate axis, and the inner product is defined as xv,wy :“
v˚w with v˚ denoting the conjugate transpose. Given a vector v P CIα, α “ 1, 2, 3, 4, we always identify it
with its natural embedding in CI . For example, we shall identify v P CI1 with
ˆ
v
0q`2n
˙
P CI .
Now we are ready to state the local laws for Gpzq. For any constant ε ą 0, we define a domain of the
spectral parameter z as
Spεq :“  z “ E ` iη : ε ď E ď 1, n´1`ε ď η ď ε´1( . (2.40)
We define the distance to the two edges as
κ ” κE :“ min t|E ´ λ´|, |E ´ λ`|u , for z “ E ` iη. (2.41)
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Theorem 2.11 (Local laws). Suppose the assumptions of Theorem 2.5 hold. Then for any fixed ε ą 0, the
following estimates hold.
(1) Anisotropic local law: For any z P Spεq and deterministic unit vectors u,v P CI ,
|Guvpzq ´Πuvpzq| ă φn `Ψpzq, (2.42)
where Ψpzq is a deterministic control parameter defined as
Ψpzq :“
d
Immcpzq
nη
` 1
nη
, z “ E ` iη. (2.43)
(2) Weak averaged local law: For any z P Spεq, we have
|mαpzq ´mαcpzq| ă min
"
φn,
φ2n?
κ` η
*
` 1
nη
, α “ 1, 2, 3, 4. (2.44)
Moreover, outside of the spectrum we have the following stronger estimate
|mαpzq ´mαcpzq| ă min
"
φn,
φ2n?
κ` η
*
` 1
npκ` ηq `
1
pnηq2?κ` η , α “ 1, 2, 3, 4, (2.45)
uniformly in z P Soutpεq :“ Spεq X tz “ E ` iη : E R rλ´, λ`s, nη?κ` η ě nεu.
The above estimates are uniform in the spectral parameter z and any set of deterministic vectors of cardinality
nOp1q.
With Theorem 2.11 as input, we can prove an even stronger estimate on mpzq that is independent of φn.
This averaged local law will give the rigidity of eigenvalues for Q1 in (2.12). For fixed rε ą 0, we define the
following domainsrSpε, rεq :“  z “ E ` iη : ε ď E ď 1´ rε, n´1`ε ď η ď ε´1( , rSoutpε, rεq :“ rSpε, rεq X Soutpεq.
Note that these two domains are away from z “ 1.
Theorem 2.12 (Strong averaged local law). Suppose the assumptions of Theorem 2.5 hold. Then for any
fixed ε, rε ą 0, we have
|mpzq ´mcpzq| ă pnηq´1, (2.46)
uniformly in z P rSpε, rεq. Moreover, outside of the spectrum we have the following stronger estimate
|mpzq ´mcpzq| ă 1
npκ` ηq `
1
pnηq2?κ` η , (2.47)
uniformly in z P rSoutpε, rεq. These estimates also hold for pmαpzq ´mαcpzqq, α “ 1, 2, 3, 4. Finally, given
any small constant 0 ă ε0 ă 1´ λ`, we have
max
Eěε0
|npEq ´ ncpEq| ă n´1, (2.48)
where
npEq :“ 1
q
#tλj ě Eu, ncpEq :“
ż 1´ε0
E
fpxqdx, (2.49)
for fpxq defined in (2.7).
The rest of the paper is devoted to proving these main results—Theorems 2.5, 2.7, 2.11 and 2.12.
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3 Basic notations and tools
In this preliminary section, we introduce some basic notations and tools that will be used in the proof. First,
the following lemma collects basic properties of stochastic domination ă, which will be used tacitly in the
proof.
Lemma 3.1 (Lemma 3.2 in [5]). Let ξ and ζ be families of nonnegative random variables.
(i) Suppose that ξpu, vq ă ζpu, vq uniformly in u P U and v P V . If |V | ď nC for some constant C, thenř
vPV ξpu, vq ă
ř
vPV ζpu, vq uniformly in u.
(ii) If ξ1puq ă ζ1puq and ξ2puq ă ζ2puq uniformly in u P U , then ξ1puqξ2puq ă ζ1puqζ2puq uniformly in u.
(iii) Suppose that Ψpuq ě n´C is deterministic and ξpuq satisfies Eξpuq2 ď nC for all u. Then if ξpuq ă Ψpuq
uniformly in u, we have Eξpuq ă Ψpuq uniformly in u.
We have the following lemma, which can be verified through direct calculation using (2.29)-(2.32).
Lemma 3.2. Fix any constants c, C ą 0. If (2.6) holds, then for z P C` X tz : c ď |z| ď Cu we haveˇˇ
z´1 ´ pm1cpzq `m2cpzqq ` pz ´ 1qm1cpzqm2cpzq
ˇˇ „ 1, (3.1)
and
|m3cpzq| „ |hpzq| „ 1, 0 ď Imm3cpzq „
#
η{?κ` η, if E R rλ´, λ`s?
κ` η, if E P rλ´, λ`s
. (3.2)
The estimate (3.2) also holds for m1c, m2cpzq, m4cpzq and mcpzq.
Note that by (3.1) and (3.2, we have for z P Spεq (recall (2.43)),
}Π} “ Op1q, Ψ Á n´1{2, Ψ2 À pnηq´1, Ψpzq „
d
Immαcpzq
nη
` 1
nη
with α “ 1, 2, 3, 4. (3.3)
Note that Sxx (resp. Syy) is a standard sample covariance matrix, and it is well-known that its eigenvalues
are all inside the support of the Marchenko-Pastur law rp1´?c1q2, p1`?c1q2s (resp. rp1´?c2q2, p1`?c2q2s)
with probability 1 ´ op1q [3]. Hence both S´1xx and S´1yy behaves well under the assumption (2.6). In our
proof, we shall need a slightly stronger probability bound, which is given by the following lemma. Denote
the eigenvalues of Sxx and Syy by λ1pSxxq ě ¨ ¨ ¨ ě λppSxxq and λ1pSyyq ě ¨ ¨ ¨ ě λqpSyyq.
Lemma 3.3. Suppose Assumption 2.1 holds. Suppose X and Y have bounded support φn such that n
´1{2 ď
φ ď n´cφ for some constant cφ ą 0. Then for any constant ε ą 0, we have with high probability,
p1´?c1q2 ´ ε ď λppSxxq ď λ1pSxxq ď p1`?c1q2 ` ε, (3.4)
and
p1´?c2q2 ´ ε ď λqpSyyq ď λ1pSyyq ď p1`?c2q2 ` ε. (3.5)
Proof. Note that X can be written as
X “M1 d rX `M2,
where d denotes the Hadamard product, rX is a pˆn random matrices whose entries are independent random
variables that satisfy (2.1), and M1 and M2 are pˆ n deterministic matrices with pM1qij “ 1`Opn´2´τ q
and pM2qij “ Opn´2´τ q. In particular, we have that
}M2} ď }M2}HF “ Opn´1´τ q. (3.6)
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Moreover, rX has bounded support Opφnq. Then we claim that for any constant ε ą 0,
p1´?c1q2 ´ ε ď λpp rX rXT q ď λ1p rX rXT q ď p1`?c1q2 ` ε (3.7)
with high probability. This result essentially follows from [5, Theorem 2.10], although the authors considered
the case with φn ă n
´1{2 only. The results for more general φn follows from [9, Lemma 3.12], but only the
bounds for the largest eigenvalues are given there in order to avoid the issue with the smallest eigenvalue
when c1 is close to 1. However, under the assumption (2.6), the lower bound for the smallest eigenvalue
follows from the exactly the same arguments as in [9]. Hence we omit the details. Now using (3.6), (3.7)
and the estimates on the entries of M1, we conclude (3.4). The estimate (3.5) can be proved in the same
way.
Next we provide a rough bound on the operator norms of the resolvents.
Lemma 3.4. For z “ E ` iη P C` such that c ď |z| ď c´1 for some constant c ą 0, we have
}Rpzq} ď C
η
, Rpzq :“
ˆ
R1 ´z´1{2R1H
´z´1{2HTR1 R2
˙
, (3.8)
and
}Gpzq} ď Cp1 ` }S
´1
xx } ` }S´1yy }q
η
, (3.9)
for some constant C ą 0.
Proof. Let H “ řqk“1?λkξkζTk be a singular value decomposition of H, where
λ1 ě . . . ě λq ě 0 “ λq`1 “ . . . “ λp,
tξkupk“1 are the left-singular vectors, and tζkuqk“1 are the right-singular vectors. Then we have
R pzq “
qÿ
k“1
1
λk ´ z
ˆ
ξkξ
T
k ´z´1{2
?
λkξkζ
T
k
´z´1{2?λkζkξTk ζkζTk
˙
´ 1
z
ˆ řp
k“q`1 ξkξ
T
k 0
0 0
˙
. (3.10)
The estimate (3.8) follows immediately from this representation. The bound (3.9) holds for GL by noticing
that
GL “
˜
S
´1{2
xx 0
0 S
´1{2
yy
¸
Rpzq
˜
S
´1{2
xx 0
0 S
´1{2
yy
¸
. (3.11)
For GR, GLR and GRL, stronger bounds hold by (3.11) and (2.24)-(2.25):
}GRpzq} ď C
η
, }GLRpzq} ` }GRLpzq} ď Cp1 ` }S
´1{2
xx } ` }S´1{2yy }q
η
,
where we used }S´1{2xx X} ď 1 and }S´1{2yy Y } ď 1.
One subtle point is that in order to apply Lemma 3.1 (iii) in our proof, we need a bound on the high
moments of }S´1xx } and }S´1yy } (since we will take expectation over the products of many resolvent entries).
However instead of using such a bound, we shall regularize the resolvents a little bit in the following way.
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Definition 3.5 (Regularized resolvents). For z “ E ` iη P C`, we define the regularized resolvent pGpzq as
pGpzq :“ „Hpzq ´ zn´10ˆIp`q 0
0 0
˙´1
.
Then we define pGLpzq, pGRpzq, pGαpzq and pmαpzq, α “ 1, 2, 3, 4, in the obvious way. We define
pH :“ pS´1{2xx Sxy pS´1{2yy , pSxx :“ Sxx ` n´10, pSyy :“ Syy ` n´10.
Then pR1, pR2 and pmpzq can be defined in the obvious way. We also define pRpzq and the spectral decomposition
pRpzq : “ ˜ pR1 ´z´1{2 pR1 pH´z´1{2 pHT pR1 pR2
¸
“
qÿ
k“1
1pλk ´ z
¨˝ pξkpξTk ´z´1{2bpλkpξkpζTk
´z´1{2
bpλkpζkpξTk pζkpζTk ‚˛´
1
z
ˆ řp
k“q`1
pξkpξTk 0
0 0
˙
.
(3.12)
By Schur complement formula, we have
pGL “
˜ pS´1{2xx pR1 pS´1{2xx ´z´1{2 pS´1{2xx pR1 pHpS´1{2yy
´z´1{2 pS´1{2yy pHT pR1 pS´1{2xx pS´1{2yy pR2 pS´1{2yy
¸
, (3.13)
pGR “ ˆ zIn z1{2In
z1{2In zIn
˙
`
ˆ
zIn z
1{2In
z1{2In zIn
˙ˆ
XT 0
0 Y T
˙ pGL ˆX 00 Y
˙ˆ
zIn z
1{2In
z1{2In zIn
˙
, (3.14)
and
pGLRpzq “ ´pGLpzqˆX 00 Y
˙ˆ
zIn z
1{2In
z1{2In zIn
˙
, pGRLpzq “ ´ˆ zIn z1{2In
z1{2In zIn
˙ˆ
XT 0
0 Y T
˙ pGLpzq. (3.15)
With a straightforward calculation and using (2.28), we obtain that
pm3pzq ´ pm4pzq “ p1´ zqpc1 ´ c2q ` zp1´ zqn´11 ´Tr pG1pzq ´ Tr pG2pzq¯ . (3.16)
For the regularized resolvents, it is easy to prove the following result using the same argument for the proof
of Lemma 3.4.
Lemma 3.6. For z “ E` iη P C` such that c ď |z| ď c´1 for some constant c ą 0, (3.8) and (3.9) hold forpGpzq and pRpzq. Moreover, we have ››› pGpzq››› ď Cn10
η
, (3.17)
for some constant C ą 0.
In the proof, we will take η " n´1, and the deterministic bound (3.17) then justifies the application of
Lemma 3.1 (iii) when we calculate the expectation of polynomials of resolvent entries pGpzq. For simplicity
of presentation, we will not repeat this again in the proof.
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Remark 3.7. The results for pGpzq can be extended to Gpzq with a standard perturbative argument. We will
show that there exists a high probability event Ξ on which } pGpzq}max “ Op1q for z in some bounded regime.
Then we define
Gtpzq :“
„
Hpzq ´ tzn´10
ˆ
Ip`q 0
0 0
˙´1
, G0pzq “ Gpzq, G1pzq “ pGpzq.
Taking the derivative, we get
BtGtpzq “ zn´10Gtpzq
ˆ
Ip`q 0
0 0
˙
Gtpzq. (3.18)
Thus applying the Gronwall’s inequality to
}Gtpzq}max ď } pGpzq}max ` Cn´9 ż 1
t
}Gspzq}2maxds,
we can obtain that }Gtpzq}max ď C for all 0 ď t ď 1 on Ξ. Then using (3.18) again, we obtain that
}Gpzq ´ pGpzq}max ď n´8 on Ξ. Such a small error will not affect any of our results. We emphasize that the
above argument is purely deterministic on Ξ, so we do not lose any probability here.
We record the following resolvent estimates, which will be used in the proof of Theorem 2.11.
Lemma 3.8. For any deterministic unit vα P CIα , α “ 1, 2, we have for β “ 1, 2, 3, 4,ÿ
aPIβ
|Gavαpzq|2 “
ÿ
aPIβ
|Gvαapzq|2 ă |Gvαvαpzq| `
ImGvαvαpzq
η
, z “ E ` iη. (3.19)
For any deterministic unit vβ P CIβ , β “ 3, 4, we have for α “ 1, 2, 3, 4,
ÿ
aPIα
ˇˇ
Gavβ
ˇˇ2
ă 1` ImpUGRqvβvβ
η
,
ÿ
aPIα
ˇˇ
Gvβa
ˇˇ2
ă 1` ImpGRU
T qvβvβ
η
, (3.20)
where
U :“ z1{2
ˆ
zIn z
1{2In
z1{2In zIn
˙ˆ
zIn z
1{2In
z1{2In zIn
˙´1
.
Proof. First, we prove some simple resolvent estimates on RpzqR˚pzq and R˚pzqRpzq for Rpzq in (3.8). Using
spectral decomposition (3.10), for any vector w P Cp and z “ E ` iη, we have
w˚R˚1 pzqR1pzqw “ w˚R1pzqR˚1 pzqw “
pÿ
k“1
|xw, ξky|2
|λk ´ E|2 ` η2 “
ImpR1pzqqww
η
. (3.21)
For R2, we have a similar estimate. With Schur complement, notice that we can write
Rpzq “ z´1{2
´
H ´ z1{2
¯´1
, H “
ˆ
0 ´H
´HT 0
˙
.
Then using a same argument as in (3.21), we obtain that for any vector w P Cp`q,
w˚R˚pzqRpzqw “ |z|´1 Im
`
z1{2w˚Rpzqw˘
Im z1{2
. (3.22)
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We first pick α “ 1 and β “ 1, 2. Using (2.23) and Lemma 3.3, we get
ÿ
aPIβ
|Gavαpzq|2 ď
ÿ
aPI1YI2
|Gavαpzq|2 “ pG˚LGLqvαvα ă
´
v˚αS
´1{2
xx , 0
¯
R˚pzqRpzq
ˆ
S
´1{2
xx vα
0
˙
“ v˚αS´1{2xx
“
R˚1 pzqR1pzq ` |z|´1R˚1 pzq
`
HHT
˘
R1pzq
‰
S´1{2xx vα
“
ˆ
1` z|z|
˙
v˚αS
´1{2
xx R
˚
1 pzqR1pzqS´1{2xx vα ` |z|´1v˚αS´1{2xx R1pzqS´1{2xx vα
“
ˆ
1` z|z|
˙
ImGvαvα
η
` |z|´1Gvαvα ,
where in the third step we used (3.11), in the fourth step we write HHT “ pR˚1 pzqq´1 ` z, and in the last
step we used (3.11) and (3.21). For α “ 1 and β “ 3, 4, the proof is similar except that we need to use (2.25)
and ››››ˆX 00 Y
˙ˆ
zIn z
1{2In
z1{2In zIn
˙ˆ
zIn z
1{2In
z1{2In zIn
˙ˆ
XT 0
0 Y T
˙›››› ă 1
by Lemma 3.3. For α “ 2, the proof is the same. This concludes (3.19).
Then we consider the case α “ 3 and β “ 3, 4. Using (2.24), (3.11), Lemma 3.3 and (3.22), we get that
ÿ
aPIβ
|Gavαpzq|2 ď
ÿ
aPI3YI4
|Gavαpzq|2 ă 1`w˚αR˚pzqRpzqwα À
Im
`
z1{2w˚Rpzqw˘
η
,
where
wα :“
˜
S
´1{2
xx X 0
0 S
´1{2
yy Y
¸ˆ
zIn z
1{2In
z1{2In zIn
˙
vα.
By (2.24), we have
z1{2w˚Rpzqw “ v˚αU
„
GR ´
ˆ
zIn z
1{2In
z1{2In zIn
˙
vα.
Then using
Imv˚αU
ˆ
zIn z
1{2In
z1{2In zIn
˙
vα “ Opηq,
we conclude (3.20).
The anisotropic local law (2.42) together with the rigidity estimate (2.12) implies the following delocal-
ization properties of eigenvectors.
Lemma 3.9 (Isotropic delocalization of eigenvectors). Suppose (2.12) hold, and (2.42) holds for G. Then
for any fixed δ ą 0 and any deterministic unit vectors uα P CIα , α “ 1, 2, 3, 4, the following estimates hold:ˇˇˇ
xu1, S´1{2xx ξky
ˇˇˇ2
`
ˇˇˇ
xu2, S´1{2yy ζky
ˇˇˇ2
ă n´1, 1 ď k ď q, (3.23)
and ˇˇˇ
xu3, XTS´1{2xx ξky
ˇˇˇ2
`
ˇˇˇ
xu4, Y TS´1{2yy ζky
ˇˇˇ2
ă n´1, 1 ď k ď q. (3.24)
If (2.12) only holds for i ď p1´ εqq, then (3.23) and (3.24) still hold for 1 ď k ď p1´ εqq.
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Proof. Choose z0 “ E ` iη0 P Spεq with η0 “ n´1`ε. By (2.42) for G, we have Imxu1, Gpz0qu1y “ Op1q with
high probability. Then using (2.23) and the spectral decomposition (3.10), we get
qÿ
k“1
η0|xu1, S´1{2xx ξky|2
pλk ´ Eq2 ` η20
“ Im xu1, Gpz0qu1y “ Op1q with high probability. (3.25)
By (2.12), we have that λk ` iη0 P Spεq with high probability. Then choosing E “ λk in (3.25) yields that
|xu1, S´1{2xx ξky|2 À η0 with high probability.
Since ε is arbitrary, we get |xu1, S´1{2xx ξky|2 ă n´1. In a similar way, we can prove
ˇˇˇ
xu2, S´1{2yy ζky
ˇˇˇ2
ă η0.
Now for z0 “ λk ` iη0 P Spεq, we denote
ru3 :“
˜
z0In z
1{2
0 In
z
1{2
0 In z0In
¸´1ˆ
u3
0
˙
.
Note that z0 is well-separated from 0 and 1 by a distance of order 1 by (2.12), so we have }ru3}2 “ Op1q. By
(2.42), we have Im ruT3Gpz0qru3 “ Op1q with high probability. Using (2.24) and the spectral decomposition
(3.10), we get
η´10 |xu3, XTS´1{2xx ξky|2 ď
qÿ
l“1
η0|xu3, XTS´1{2xx ξly|2
pλl ´ Eq2 ` η20
“ ImxruT3 , Gpz0qru3y `Op1q with high probability.
This gives
ˇˇˇ
xu3, XTS´1{2xx ξky
ˇˇˇ2
ă n´1. Similarly, we get
ˇˇˇ
xu4, Y TS´1{2yy ζky
ˇˇˇ2
ă n´1
The second moment of the error xu, pGpzq ´Πpzqqvy in fact satisfies a stronger bound. It will be used in
the proof of Theorem 2.7.
Lemma 3.10. Suppose the assumptions of Theorem 2.5 hold. Then for any fixed ε ą 0, we have
E|xu, Gpzqvy ´ xu,Πpzqvy|2 ă Ψ2pzq, (3.26)
for any deterministic unit vectors u,v P CI .
4 Proof of Theorem 2.5, Theorem 2.12 and Lemma 3.10
In this section, we prove Theorem 2.5, Lemma 3.10 and Theorem 2.12 using Theorem 2.11, whose proof is
postponed to Sections 6-7. The following proofs will use a comparison argument developed in [21] for Wigner
matrices, which was later extended to sample covariance matrices [9] and separable covariance matrices [28].
This argument can be extended to our setting without difficulties, where the only inputs are the linearization
in (2.19) and the anisotropic local law, Theorem 2.11. Hence we will not give all the details, and only focus
on the part that is significantly different from the pervious works.
Given any random matrices X and Y satisfying the assumptions in Theorem 2.5, we can construct
matrices rX and rY that match the first four moments as X and Y but with smaller support φn ă n´1{2,
which is the content of the next lemma.
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Lemma 4.1 (Lemma 5.1 in [21]). Suppose X and Y satisfy the assumptions in Theorem 2.5. Then there
exists another matrix rX “ prxijq and rY “ pryijq, such that rX and rY satisfy the bounded support condition
(2.10) with φn ă n
´1{2, and the following moments matching holds:
Exkij “ Erxkij , Eykij “ Erykij , k “ 1, 2, 3, 4. (4.1)
We can define rHpzq and rGpzq by replacing pX,Y q with p rX, rY q. Of course rGLpzq, rGRpzq, rmαpzq, rH, rR1,2,
etc. can be defined in the obvious way.
Proof of Lemma 3.10. By Theorem 2.11, we see that (3.26) hold for rGpzq using (3.3). Thus Lemma 3.10
follows immediately from the following comparison lemma.
Lemma 4.2. Let pX,Y q and p rX, rY q be pairs of random matrices defined as above. Suppose Theorem 2.11
holds for both Gpzq and rGpzq. For any small constant ε ą 0, we have that
E
ˇˇˇ
xu, Gpzqvy ´ xu, rGpzqvyˇˇˇ2 ă Ψ2pzq, (4.2)
for any z P Spεq and deterministic unit vectors u,v P CI ,
The proof of this lemma is the same as the one for Lemma 3.7 in [28, Section 7] and the one for Lemma
3.8 in [21, Section 6]. The only inputs are Theorem 2.11 and the moment matching conditions in (4.1).
Hence we omit the details.
We have a similar comparison lemma for the estimates (2.44) and (2.45). Notice that (2.46) and (2.47)
holds for rGpzq since
Ψ2pzq À pnηq´1, and Ψ2pzq À 1
npκ` ηq `
1
pnηq2?κ` η for z P Soutpεq,
by (3.2).
Lemma 4.3. Let pX,Y q and p rX, rY q be pairs of random matrices defined as above. Fix any small constant
ε ą 0. For z P Spεq or z P Soutpεq, if there exist deterministic quantities J ” JpNq and K ” KpNq such
that J ď n´c and K ď n´c for some constant c ą 0, andrGpzq ´Π “ OăpJq, |rmαpzq ´mcpzq| ă K, α “ 1, 2, 3, 4. (4.3)
Then we have
|mαpzq ´mαcpzq| ă Ψ2pzq ` J2 `K, α “ 1, 2, 3, 4. (4.4)
Proof. The proof is similar to the one for [21, Lemma 5.4] or [28, Lemma 7.1] (the latter is closer to our
current setting and we can copy its proof almost verbatim). Hence we omit the details.
Now we are ready to give the proof of Theorem 2.12 using this lemma.
Proof of Theorem 2.12. By Theorem 2.11 with φn “ n´1{2, one can choose J “ Ψpzq and
K “ 1
nη
, or
1
npκ` ηq `
1
pnηq2?κ` η for z P Soutpεq.
Then using (4.4) and |mpzq ´mcpzq| À |1´ z|´1|m3pzq ´m3cpzq| by (2.26), we get (2.46) and (2.47). Note
that due to the |1´ z|´1 factor, we need to stay away from z “ 1, which is the main reason why we need to
restrict ourself to the domain rSpε, rεq or rSoutpε, rεq. The estimate (2.48) follows from (2.46) through a standard
argument, see e.g. the proofs for [13, Theorems 2.12-2.13], [14, Theorem 2.2] or [24, Theorem 3.3].
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Next we give the proof of Theorem 2.5. We first prove the rigidity result (2.12).
Proof of (2.12). Without loss of generality, we only consider the case λ´ Á 1 in the proof. For the case with
λ´ “ op1q, since we only need to prove a weaker result with 1 ď i ď p1 ´ εqq, the proof is the same except
that we do not need to provide the bound in (4.6) below.
Using (2.48) and the method in [13, 14], we can prove the following rigidity estimate: for any fixed δ ą 0
and all nδ ď i ď q´nδ, (2.12) holds. To obtain this estimate for the largest and smallest nδ eigenvalues, we
still need to provide the following upper and lower bounds: for any constant ε ą 0,
λ1 ď λ` ` n´2{3`ε with high probability, (4.5)
and
λq ě λ´ ´ n´2{3`ε with high probability. (4.6)
Given this bound, the estimate (2.48) and the method in [13, 14] allow us to conclude (2.12) for all i.
First, we claim that for any small constants c, ε ą 0, with high probability,
#ti : λi P rλ` ` n´2{3`ε, 1´ csu “ 0, and #ti : λi P rc, λ´ ´ n´2{3`εsu “ 0. (4.7)
We choose η “ n´2{3 and E “ λ`` κ ď 1´ c outside of the spectrum with some κ ě n´2{3`2ε " nεη. Then
using (2.47), we get that
| Immpzq ´ Immcpzq| ă 1
npκ` ηq `
1
pnηq2?κ` η À
n´ε
nη
. (4.8)
On the other hand, if there is an eigenvalue λj satisfying |λj ´ E| ď η for some 1 ď j ď n, then
Immpzq “ 1
q
qÿ
i“1
η
|λi ´ E|2 ` η2 Á
1
nη
. (4.9)
On the other hand, by (3.2) we have
Immcpzq “ O
ˆ
η?
κ` η
˙
“ O
ˆ
n´ε
nη
˙
.
Together with (4.9), this contradicts (4.8). Hence we conclude the first estimate in (4.7) since ε can be
arbitrarily chosen. The second estimate in (4.7) can be proved in the same way.
Then it remains to prove that for a sufficiently small constant c ą 0, with high probability,
#ti : λi P r1´ c, 1su “ 0 and #ti : λi P r0, csu “ 0. (4.10)
We pick i.i.d. Gaussian X ” XG and Y ” Y G, which are independent of the matrices X and Y we are
considering. We denote the eigenvalues of CXGY G by λ
G
1 ě λG2 ě ¨ ¨ ¨ ě λGp . Then with Lemma 1 in Section
8.2 of [16], we know that |λG1 ´ λ`| ă n´2{3, which implies
#ti : λGi P rλ` ` n´2{3`ε, 1su “ 0 with high probability. (4.11)
Now we define a continuous path of random matrices as
Xt :“
?
1´ tXG `
?
tX, Yt :“
?
1´ tY G `
?
tY, t P r0, 1s. (4.12)
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Correspondingly, we define Htpzq and Gtpzq by replacing pX,Y q with pXt, Ytq in the definitions (2.19) and
(2.20). We denote the eigenvalues of CXtYt by λ
t
i. We claim that with high probability,
for any 1 ď i ď q, λti is continuous in t for all t P r0, 1s. (4.13)
and
}Gtp1´ cq}max is finite for all t P r0, 1s. (4.14)
Recall that with high probability, the eigenvalues of CX0Y0 are all inside r0, λ``n´2{3`εs. Moreover, if (4.14)
holds, then
mtp1 ´ cq “ 1
q
qÿ
i“1
1
λti ´ p1 ´ cq
is finite for all t P r0, 1s, which means that there is no eigenvalue λti crossing the point E “ 1 ´ c for all
t P r0, 1s. Hence using the continuity of eigenvalues in (4.13), we conclude the first estimate in (4.10), which,
together with (4.7), concludes (4.5).
By the definition of CXtYt , to prove (4.13), it suffices to prove that with high probability, pXtXTt q´1
and pYtY Tt q´1 are continuous in t for all t P r0, 1s. For this purpose, we only need to show that with high
probability,
XtX
T
t and YtY
T
t are non-singular for all t P r0, 1s.
We consider discrete times tk “ kn´10. Note that Xt satisfies the assumptions of Lemma 3.3, hence with a
simple union bound we get that there exists a high probability event Ξ1 such that
1pΞ1q min
0ďkďn10
λppXtkXTtkq ě 1pΞ1q
1
2
p1 ´?c1q2.
Moreover, using the bounded support condition for X , we get that there exists a high probability event Ξ2
such that
1pΞ2qmax
i,µ
|pXtqiµ| ď 1 ñ 1pΞ2q sup
0ďtď1
}Xt} “ Opnq. (4.15)
This implies
sup
tk´1ďtďtk
}XtXTt ´XtkXTtk} À n´5 ¨ n2 “ n´3
Therefore, on the event Ξ1 X Ξ2 we have
inf
0ďtď1
λppXtXTt q “ min
1ďkďn10
inf
tk´1ďtďtk
λppXtXTt q ě
1
2
p1´?c1q2 ´O
`
n´3
˘ Á 1.
We have a similar estimate for YtY
T
t . This concludes (4.13).
To prove (4.14), we consider discrete times tk “ kn´100. Note that Xt and Yt satisfy the assumptions of
Theorem 2.11, hence the local law (2.42) holds for any t P r0, 1s. We claim that there exists a high probability
event Ξ, on which
max
0ďkďn100
} pGtkp1´ c` in´10q}max “ Op1q, (4.16)
where we recall that pG is defined in Definition 3.5. Now suppose (4.16) holds. With the deterministic bound
(3.17) and (4.15), we have that for any tk´1 ď t ď tk,ˇˇˇ pGtp1´ c` in´10q ´ pGtkp1´ c` in´10qˇˇˇ ď Cn´50} pGtp1´ c` in´10q} `}X} ` }XG}˘ } pGtkp1 ´ c` in´10q}
ď n´50 ¨ `Cn20˘2 ¨ n “ Opn´9q, on Ξ2.
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Thus we conclude that on ΞX Ξ2,
max
0ďtď1
} pGtp1´ c` in´10q}max ď C.
Finally, the perturbation argument in Remark 3.7 allows us to remove the in´10 and the regularization inpG, which gives (4.14) on Ξ.
It remains to prove (4.16). Since Xt and Yt also satisfy the assumptions of Theorem 2.5, by (4.7) we
know that for any fixed t, the eigenvalues λti are either inside r0, λ` ` n´2{3`εs or r1 ´ c{2, 1s with high
probability. With a simple union bound, we obtain that
min
0ďkďn100
min
1ďiďp
|p1´ cq ´ λtki | Á 1 with high probability.
Together with (3.10), this immediately gives that
max
0ďkďn100
}Rtkpzq} ď C, z “ 1´ c` in´10.
Combining this bound with (2.23)-(2.25) and Lemma 3.3, we get
max
0ďkďn100
}Gtkpzq} ď C, z “ 1´ c` in´10.
Finally, applying the arguments in Remark 3.7 gives (4.16) for pG. This concludes (4.14), which further gives
the first estimate in (4.10).
Finally, the second estimate in (4.10) can be proved in the same way using the continuous interpolation
in (4.12), except that we still need to provide a similar estimate as in (4.11) for the smallest eigenvalues in
the Gaussian case: there exists a constant c ą 0 such that
#ti : λGi P r0, csu “ 0 with high probability. (4.17)
In fact, it is known that the eigenvalues of CXGY G reduce to those of the double Wishart matrices [19], that
is, the eigenvalues of pW1 `W2q´1W1, where W1 „ Wqpp, Iq (i.e. W1 is a q ˆ q Wishart matrix with p
samples) and W1 „ Wqpn ´ p, Iq (i.e. W2 is a q ˆ q Wishart matrix with pn ´ pq samples). Note that we
have 1´ q{p Á 1 and 1´ q{pn´ pq Á 1 under (2.6) and the assumption that λ´ Á 1. Hence by Lemma 3.3,
we have
λGq Á
λqpW1q
λ1pW1q ` λ1pW2q Á 1 with high probability.
This gives (4.17), which further concludes the second estimate in (4.10).
Finally we prove (2.13), which will conclude Theorem 2.5.
Proof of (2.13). The proof is similar to the one for [9, Theorem 3.16], so we only outline the argument. For
the matrices rX and rY constructed in Lemma 4.1, the Tracy-Widom limit of CĂX rY has been proved in [16].
Lemma 4.4 (Theorem 2.1 of [16]). Let X and Y be random matrices satisfying the assumptions in Theorem
2.5 and the bounded support condition with φn ă n
´1{2. Then (2.13) holds.
Now it is easy to see that (2.13) in the general case follows from the following comparison lemma.
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Lemma 4.5. Let pX,Y q and p rX, rY q be two pairs of random matrices as in Lemma 4.1. Then for any fixed
k, there exist constants ε, δ ą 0 such that, for all s1, s2, . . . , sk P R, we have
rPˆ´n2{3pλi ´ λ`q ď si ´ n´ε¯
1ďiďk
˙
´ n´δ ď P
ˆ´
n2{3pλi ´ λ`q ď si
¯
1ďiďk
˙
ď rPˆ´n2{3pλi ´ λ`q ď si ` n´ε¯
1ďiďk
˙
` n´δ,
(4.18)
where P and rP denote the laws for pX,Y q and p rX, rY q, respectively.
To prove Lemma 4.5, it suffices to prove the following Green’s function comparison result. Its proof is
the same as the ones for [21, Lemma 5.5] and [9, Lemma 5.5], so we omit the details.
Lemma 4.6. Let pX,Y q and p rX, rY q be two pairs of random matrices as in Lemma 4.1. Suppose F : RÑ R
is a function whose derivatives satisfy
sup
x
|F pkqpxq|p1` |x|q´C1 ď C1, k “ 1, 2, 3, (4.19)
for some constant C1 ą 0. Then for any sufficiently small constant δ ą 0 and for any
E,E1, E2 P Iδ :“
!
x : |x´ λ`| ď n´2{3`δ
)
and η :“ n´2{3´δ, (4.20)
we have
|EF pnη Immpzqq ´ EF pnη Im rmpzqq| ď n´cφ`C2δ, z “ E ` iη, (4.21)
and ˇˇˇˇ
ˇEF
˜
n
ż E1
E2
Immpy ` iηqdy
¸
´ EF
˜
n
ż E1
E2
Im rmpy ` iηqdy¸ˇˇˇˇˇ ď n´cφ`C2δ, (4.22)
where cφ is a constant as given in Theorem 2.5 and C2 ą 0 is some constant independent of cφ and δ.
Moreover, a general multivariate comparison estimate as in [14, Theorem 6.4] holds: fix any k P N and let
F : Rk Ñ R be a bounded smooth function with bounded derivatives, then for any sequence of real numbers
Ek ă ¨ ¨ ¨ ă E1 ă E0 satisfying (4.20), we haveˇˇˇˇ
ˇEF
˜˜
n
ż E0
Ek
Immpy ` iηqdy
¸
1ďiďk
¸
´ EF
˜˜
n
ż E0
Ek
Im rmpy ` iηqdy¸
1ďiďk
¸ˇˇˇˇ
ˇ ď n´cφ`C2δ. (4.23)
Proof of Lemma 4.5. Although not explicitly stated, it was shown in [14] that if (2.46), (2.12) and Lemma
4.6 hold, then the edge universality (4.18) holds. More precisely, in Section 6 of [14], the edge universality
problem was reduced to proving Theorem 6.3 of [14], which corresponds to our Lemma 4.6. In order for this
conversion to work, only the the averaged local law and the rigidity of eigenvalues are used, which correspond
to (2.46) and (2.12), respectively.
Finally, (2.13) follows immediately from Lemma 4.1, Lemma 4.4 and Lemma 4.5.
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5 Proof of Theorem 2.7
In this section, we prove Theorem 2.7. The proof is an extension of the one for Theorem 2.7 in [28]. Given
the matrices X and Y satisfying Assumption 2.1 and the tail condition (2.16), we introduce a cutoff on their
matrix entries at the level n´ε. For any fixed ε ą 0, define
αp1qn :“ P
´
|px11| ą n1{2´ε¯ , βp1qn :“ E ”1´|px11| ą n1{2´ε¯px11ı .
By (2.16) and integration by parts, we get that for any fixed δ ą 0 and large enough n,
αp1qn ď δn´2`4ε, |βp1qn | ď δn´3{2`3ε. (5.1)
Let ρp1qpdxq be the law of px11. Then we define independent random variables pxsij , pxlij , cp1qij , 1 ď i ď p, 1 ď
j ď n, in the following ways.
• pxsij has law ρs, which is defined such that
ρp1qs pΩq “
1
1´ αp1qn
ż
1
˜
x` β
p1q
n
1´ αp1qn
P Ω
¸
1
´
|x| ď n1{2´ε
¯
ρp1qpdxq
for any event Ω. Note that if px11 has density ρpxq, then the density for pxs11 is
ρp1qs pxq “ 1
˜ˇˇˇˇ
ˇx´ βp1qn1´ αp1qn
ˇˇˇˇ
ˇ ď n1{2´ε
¸
ρ
´
x´ βp1qn
1´α
p1q
n
¯
1´ αp1qn
.
• pxlij has law ρl, such that
ρ
p1q
l pΩq “
1
α
p1q
n
ż
1
˜
x` β
p1q
n
1´ αp1qn
P Ω
¸
1
´
|x| ą n1{2´ε
¯
ρp1qpdxq
for any event Ω.
• c
p1q
ij is a Bernoulli 0-1 random variable with Ppcp1qij “ 1q “ αp1qn and Ppcp1qij “ 0q “ 1´ αp1qn .
Let Xs, X l and Xc be random matrices such that xsij “ n´1{2pxsij , xlij “ n´1{2pxlij and xcij “ cp1qij . It is easy
to check that for independent Xs, X l and Xc,
xij
d“ xsij
`
1´ xcij
˘` xlijxcij ´ 1?n β
p1q
n
1´ αp1qn
. (5.2)
We have a similar decompostion for Y :
yij
d“ ysij
`
1´ ycij
˘` ylijycij ´ 1?n β
p2q
n
1´ αp2qn
, (5.3)
where the relevant terms are defined in the obvious way using
αp2qn :“ P
´
|py11| ą n1{2´ε¯ , βp2qn :“ E ”1´|py11| ą n1{2´ε¯py11ı .
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Notice that the deterministic matrices consist of the constant terms in (5.2) or (5.3) have operator norms
Opn´1`3εq, which perturb the eigenvalues at most by Opn´1`3εq. Such a small error is negligible for our
result, and hence we will omit the constant terms in (5.2) or (5.3) throughout the proof.
By (2.16) and integration by parts, it is easy to check that
Epxs11 “ 0, E|pxs11|2 “ 1´Opn´1`2εq, E|pxs11|4 “ Oplognq. (5.4)
We have similar estimates for the ys11 variable. Thus X1 :“ pE|pxs11|2q´1{2Xs and Y1 :“ pE|pys11|2q´1{2Y s are
random matrices that satisfy the assumptions for X and Y in Theorem 2.5 with φn “ Opn´εq. Again, the
Opn´1`2εq in the denominator can be neglected.
We define the SCCA matrix CsXY by replacing pX,Y, Zq with pXs, Y s, Zsq in the definition, and let λsi
be its eigenvalues. Then by Theorem 2.5,
lim
nÑ8
P
ˆ
n2{3
λs1 ´ λ`
cTW
ď s1
˙
“ lim
nÑ8
P
GOE
´
n2{3pλ1 ´ 2q ď s1
¯
. (5.5)
Here and throughout the following proof, we only consider the largest eigenvalue. It is easy to extend to the
case with multiple largest eigenvalues. Now we write the first two terms on the right-hand side of (5.2) as
xsij
`
1´ xcij
˘` xlijxcij “ xsij `∆p1qij xcij , ∆p1qij :“ xlij ´ xsij .
Similarly, we have
ysij
`
1´ ycij
˘` ylijycij “ ysij `∆p1qij ycij , ∆p2qij :“ ylij ´ ysij .
We define the matrices Ep1q :“ p∆p1qij xcijq and Ep2q :“ p∆p2qij ycijq. It remains to show that the effect of Ep1q
and Ep2q on the eigenvalue λ1 is negligible.
We introduce the following event
A :“  #tpi, jq : xcij “ 1u ď n5ε(X  xcij “ xckl “ 1ñpi, jq “ pk, lq or ti, ju X tk, lu “ H( .
Using Bernstein inequality, we have that
P
` 
#tpi, jq : xcij “ 1u ď n5ε
(˘ ě 1´ expp´nεq, (5.6)
for sufficiently large n. Suppose the number n0 of the nonzero elements in X
c is given with n0 ď n5ε. Then
it is easy to check that
P
`D i “ k, j ‰ l or i ‰ k, j “ l such that xcij “ xckl “ 1 ˇˇ#tpi, jq : xcij “ 1u “ n0 ˘ “ Opn20n´1q. (5.7)
Combining the estimates (5.6) and (5.7), we get that
PpA q ě 1´Opn´1`10εq. (5.8)
On the other hand, by condition (2.16), we have
P
´
|Ep1qij | ě ω
¯
ď P
´
|pxij | ě ω
2
n1{2
¯
“ opn´2q,
for any fixed constant ω ą 0. With a simple union bound, we get
P
ˆ
max
i,j
|Ep1qij | ě ω
˙
“ op1q. (5.9)
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Similarly, we can define the event
B :“  #tpi, jq : ycij “ 1u ď n5ε(X  ycij “ yckl “ 1ñpi, jq “ pk, lq or ti, ju X tk, lu “ H( .
By (5.8), (5.9) and similar estimates for matrix Y , we get
PpA XBq “ 1´ op1q, PpC1q “ 1´ op1q, C1 :“
"
max
i,j
|Ep1qij | ď ω
*
X
"
max
i,j
|Ep2qij | ď ω
*
. (5.10)
Then recall (2.18), we only need to study the determinant of H1pλq on event A X B X C1, where we
define Htpλq, t P r0, 1s, as
Htpλq :“ Hspλq ` t
¨˚
˚˝ 0
ˆ
Ep1q 0
0 Ep2q
˙
ˆpEp1qqT 0
0 pEp3qqT
˙
0
‹˛‹‚,
where
Hspλq :“
¨˚
˚˝ 0
ˆ
Xs 0
0 Y s
˙
ˆpXsqT 0
0 pY sqT
˙ ˆ
λIn λ
1{2In
λ1{2In λIn
˙´1‹˛‹‚
We would like to use a continuity argument to extend (5.5) in the t “ 0 case all the way to the t “ 1 case. It
is easy to observe that with probability 1´op1q, the eigenvalues λt1 ” λ1ptq is continuous in t for all t P r0, 1s.
In fact, on even A XB X C1, we have
}Ep1q} ď ω, }Ep2q} ď ω. (5.11)
Hence with Lemma 3.3, as long as ω is chosen sufficiently small, rpXs ` tEp1qqpXs ` tEp1qqT s´1 and rpY s `
tEp2qqpY s ` tEp2qqT s´1 will be continuous in t on a high probability event, which implies the continuity of
eigenvalues. Now we claim that for µ :“ λ1p0q ˘ n´3{4 ” λs1 ˘ n´3{4,
P pdetHtpµq ‰ 0 for all 0 ď t ď 1q “ 1´ op1q . (5.12)
Suppose (5.12) holds true, then by continuity λ1 ” λ1pt “ 1q P rλs1 ´ n´3{4, λs1 ` n´3{4s with probability
1´ op1q, which concludes the proof together with (5.5).
The rest of the proof is devoted to proving (5.12). In the following proof, we condition on the event A XB
and the event Cnxny that X
c and Y c have nx and ny nonzero entries for some fixed maxtnx, nyu ď n5ε.
Without loss of generality, we can assume the positions of the nx nonzero entries ofX
c are p1, 1q, ¨ ¨ ¨ , pnx, nxq,
and the positions of the ny nonzero entries of Y
c are p1, 1q, ¨ ¨ ¨ , pny, nyq, that is, we also condition on these
two event. For other choices of the positions of nonzero entries, the proof is the same. Then we rewrite
rHtpµq “ Hspµq ` tOˆ 0 De
De 0
˙
OT , O :“
ˆ
F1 0
0 F2
˙
,
where
De :“
˜
Σ
p1q
e 0
0 Σ
p2q
e
¸
, Σp1qe :“ diag
´
E
p1q
11 , ¨ ¨ ¨ , Ep1qnxnx
¯
, Σp2qe :“ diag
´
E
p2q
11 , ¨ ¨ ¨ , Ep2qnyny
¯
,
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and
F1 :“
¨˝´
e
ppq
1 , ¨ ¨ ¨ , eppqnx
¯
0
0
´
e
pqq
1 , ¨ ¨ ¨ , epqqny
¯‚˛, F2 :“
¨˝´
e
pnq
1 , ¨ ¨ ¨ , epnqnx
¯
0
0
´
e
pnq
1 , ¨ ¨ ¨ , epnqny
¯‚˛.
Here e
plq
i means the standard unit vector along i-th coordinate direction in R
l.
Applying the identity detp1 `ABq “ detp1` BAq, we obtain that if µ is such that detGspµq ‰ 0, then
detHtpµq “ detGspµq ¨ det p1` tF pµqq , F pµq :“ t
ˆ
0 De
De 0
˙
OTGspµqO. (5.13)
In the following proof, we use z “ λ` ` in´2{3. Then we can write
OTGspµqO “ OT rGspµq ´GspzqsO `OT rGspzq ´ΠpzqsO `OTΠpzqO. (5.14)
By Lemma 3.10, we have that
E
ˇˇˇ“
OT pGspzq ´ΠpzqqO‰2
ij
ı
ă Ψ2pzq “ Opn´2{3q, 1 ď i, j ď nx ` ny,
where we used (3.2) and (2.43) in the second step. Then with Markov’s inequality and a union bound, we
can get that
max
1ďi,jďnx`ny
ˇˇ“
OT pGspzq ´ΠpzqqO‰
ab
ˇˇ ď n´1{6
holds with probability 1´Opn´1{3`5εq. In particular, this gives that with probability 1´Opn´1{3`5εq,
}OT rGspzq ´ΠpzqsO} À n´1{6`5ε. (5.15)
On the other hand, we claim that
}OTt rGspµq ´GspzqsOt} ď n´1{6 with probability 1´ op1q. (5.16)
If (5.16) holds, together with (5.14) and (5.15), we get that with probability 1´ op1q,
}OTGspµqO} ď }Πpzq} `Opn´1{6`5εq ď 2}Πpzq} ñ max
0ďtď1
t}F pµq} ď 2ω}Πpzq} ď 1
2
,
as long as ω is chosen small enough. Hence we have with probability 1´ op1q, 1` tF pµq is non-singular for
all t P r0, 1s, which concludes (5.12).
Finally it remains to prove (5.16). Since the largest eigenvalues for GOE are separated in the scale n´2{3,
by (2.13) we have that
P
´
min
i
|λsi ´ µ| ě n´3{4
¯
“ 1´ op1q. (5.17)
On the other hand, the rigidity result (2.12) gives that
|µ´ λ`| ă n´2{3. (5.18)
Then using Lemma 3.3, Lemma 3.9, (5.17), (5.18) and the rigidity estimate (2.12), we can get that for any
set Ω of deterministic unit vectors of cardinality nOp1q,
sup
u,vPΩ
|u˚ pGspzq ´Gspµqqv| ď n´1{4`3ε (5.19)
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with probability 1 ´ op1q. We only give the derivation of (5.19) for u,v P CI1 . For the rest of the cases
u P CIα and v P CIβ , α, β “ 1, 2, 3, 4, the proof is similar. For deterministic unit vectors u,v P CI1 , we
have with probability 1´ op1q that
|xu, pGspzq ´Gspµqqvy| ď
ÿ
k
|z ´ µ|
ˇˇˇ
xu, S´1{2xx ξkyxξkS´1{2xx ,vy
ˇˇˇ
|λsk ´ z||λsk ´ µ|
` |z ´ µ||zµ|
pÿ
k“q`1
ˇˇˇ
xu, S´1{2xx ξky
ˇˇˇ ˇˇˇ
xξkS´1{2xx ,vy
ˇˇˇ
ă
1
n2{3
ÿ
kěq{2
ˇˇˇ
xu, S´1{2xx ξky
ˇˇˇ ˇˇˇ
xξkS´1{2xx ,vy
ˇˇˇ
` 1
n5{3
ÿ
kăq{2
1
|λsk ´ z||λsk ´ µ|
ď }S
´1{2
xx u }2 ` }S´1{2xx v }2
n2{3
` 1
n5{3
ÿ
1ďkďnε
1
|λsk ´ z||λsk ´ µ|
` 1
n5{3
ÿ
nεăkăq{2
1
|λsk ´ z||λsk ´ µ|
ă
1
n2{3
` n
ε
n1{4
` 1
n2{3
¨˝
1
n
ÿ
nεăkăq{2
1
|λsk ´ z||λsk ´ µ|
‚˛ă n´1{4`ε,
where in the first step we used (3.10) and (3.11); in the second step we used (3.23) and |λk ´ z||λk ´ µ| Á 1
for k ě q{2 due to (2.12); in the third step we used Cauchy-Schwarz inequality; in the fourth step we used
(3.4) and (5.17); in the last step we used |λsk ´ z||λsk ´ µ| „ pk{nq´4{3 for k ą nε by the rigidity estimate
(2.12).
Thus we have proved (5.19), which implies (5.16), which further concludes (5.12). This completes the
proof of Theorem 2.7.
6 Proof of Theorem 2.11: the entrywise local law
The proof of Theorem 2.11 is divided into two steps. In this section, we prove a weaker local law as in
Proposition 6.1 below. Based on this estimate, we shall complete the proof of Theorem 2.11 in next section.
Note that (2.42) justifies the arguments in Remark 3.7, so we only need to prove this theorem for pGpzq.
However, for simplicity of notations, we will still use the notations Gpzq, while keeping in mind that there
is a small regularization term in Gpzq such that the deterministic bounds in (3.17) holds. In particular, we
will tacitly use the following fact: for z P Spεq and a (complex) polynomial of the entries of Gpzq, say PpGq,
if |PpGq| ă Φpzq for some deterministic parameter Φpzq ě n´C , then
|EPpGq| ă Φpzq
by Lemma 3.1 (iii).
The goal of this section is to prove the averaged local laws (2.44) and (2.45), and the entrywise local law
in Proposition 6.1 below. For simplicity of notations, we first assume that the entries of X and Y satisfy
Exiµ “ Eyjν “ 0, (6.1)
and
E|xiµ|2 “ E|yjν |2 “ n´1, (6.2)
for i P I1, j P I2, µ P I3 and ν P I4. Later in Section 6.3, we will discuss how to relax (6.1) and (6.2) to
(2.4) and (2.5).
Proposition 6.1. Suppose that (6.1), (6.2) and the assumptions of Theorem 2.5 hold. Then for any fixed
ε ą 0, we have that ˇˇ“
Π´1pzq pGpzq ´ΠpzqqΠ´1pzq‰
ab
ˇˇ
ă φn `Ψpzq, (6.3)
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uniformly in a, b P I and z P Spεq.
With (6.3), we shall use a polynomialization method as in [5, Section 5] and [27, Section 5] to get the
anisotropic local law (2.42). This will be presented in Section 7.
6.1 Basic tools
In this subsection, we introduce more notations and collect some basic tools that will be used in the proof.
Definition 6.2 (Minors). For any J ˆ J matrix A and T Ď J , where J and T are some index stes, we
define the minor ApTq :“ pAab : a, b P J zTq as the pJ zTq ˆ pJ zTq matrix obtained by removing all rows and
columns indexed by T. Note that we keep the names of indices when defining ApTq, i.e. pApTqqab “ Aab for
a, b R T. Correspondingly, we define the resolvent minor as
GpTqpzq : “ pHpTqpzqq´1.
As in Definition 2.9, its minors are denoted as G
pTq
α pzq, α “ 1, 2, 3, 4, and GpTqL pzq, GpTqLRpzq, GpTqRLpzq, GpTqR pzq;
its partial traces are
mpTqα pzq :“
1
n
TrGpTqα pzq “
1
n
ÿ
aPIα
G
pTq
aa pzq, α “ 1, 2, 3, 4.
Moreover, we define S
pTq
xx , S
pTq
xy , S
pTq
yy , HpTq, RpTqpzq and mpTqpzq by replacing pX,Y q with pXpTq, Y pTqq.
For T Ă I3 Y I4, we denote rTs :“ tµ P I3 Y I4 : µ P T or µ P Tu (recall Definition 2.8). Then we define
the minor H rTs :“ HprTsq, and correspondingly GrTs :“ pH rTsq´1.
For convenience, we will adopt the convention that for any minor ApT q, A
pT q
ab “ 0 if a P T or b P T. We
will abbreviate ptauq ” paq, ras ” rtaus, pta, buq ” pabq, rta, bus ” rabs, and řpTqa :“ řaRT .
Using Schur complement formula, one can obtain the following resolvent identities.
Lemma 6.3. (Resolvent identities).
(i) For i P I1 Y I2, we have
1
Gii
“ ´zn´10 ´
´
WGpiqWT
¯
ii
. (6.4)
where we abbreviate
W :“
ˆ
X 0
0 Y
˙
.
(ii) For i ‰ j P I1 Y I2, we have
Gij “ ´Gii
´
WGpiq
¯
ij
“ ´
´
GpjqWT
¯
ij
Gjj “ GiiGpiqjj
´
WGpijqWT
¯
ij
. (6.5)
For i P I1 Y I2 and µ P I3 Y I4, we have
Giµ “ ´Gii
´
WGpiq
¯
iµ
“ ´
´
GpµqWT
¯
iµ
Gµµ, Gµi “ ´GµµpWTGpµqqµi “ ´pGpiqW qµiGii. (6.6)
(iii) For a P I and b, c P Iztau,
Gbc “ Gpaqbc `
GbaGac
Gaa
,
1
Gbb
“ 1
G
paq
bb
´ GbaGab
GbbG
paq
bb
Gaa
. (6.7)
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(iv) All of the above identities hold for GpTq instead of G for T Ă I.
For I ˆ I matrix A and µ, ν P I3, we define the 2ˆ 2 minors as
Arµνs “
ˆ
Aµν Aµν
Aµν Aµν
˙
, (6.8)
where we recall the notations in Definition 2.8. We shall call Arµνs a diagonal group if µ “ ν, and an
off-diagonal group otherwise. Similarly, for i P I1, j P I2 and µ P I3, we define the minors
Aij,rµs “
ˆ
Aiµ Aiµ
Ajµ Ajµ
˙
, Arµs,ij “
ˆ
Aµi Aµj
Aµi Aµj
˙
, Ai,rµs “ pAiµ,Aiµq , Arµs,i “
ˆ
Aµi
Aµi
˙
. (6.9)
For G, sometimes it is convenient to deal with 2 ˆ 2 blocks directly, and we record the following resolvent
identities obtained from Schur complement formula.
Lemma 6.4. (Resolvent identities for Grµνs groups).
(i) For µ P I3, we have
G´1rµµs “
1
z ´ 1
ˆ
1 ´z´1{2
´z´1{2 1
˙
´
ˆpXTGrµsXqµµ pXTGrµsY qµµ
pY TGrµsXqµµ pY TGrµsY qµµ
˙
. (6.10)
(ii) For i P I1 and µ P I3, we have
Gi,rµs “ ´
`pGrµsXqiµ, pGrµsY qiµ˘Grµµs “ Grµsii `pXGpiµµqXqiµ , pXGpiµµqY qiµ˘Grµµs, (6.11)
and
Grµs,i “ ´Grµµs
ˆpXTGrµsqµi
pY TGrµsqµi
˙
“ Grµµs
ˆpXTGpiµµqXT qµi
pY TGpiµµqXT qµi
˙
G
rµs
ii . (6.12)
We have similar expansions for Gj,rµs and Grµs, j for j P I2 by interchanging X and Y .
(iii) For µ ‰ ν P I3, we have
Grµνs “ ´Grµµs
ˆpXTGrµsqµν pXTGrµsqµν
pY TGrµsqµν pY TGrµsqµν
˙
“ ´
ˆpGrνsXqµν pGrνsY qµν
pGrνsXqµν pGrνsY qµν
˙
Grννs
“ GrµµsGrµsrννs
ˆpXTGrµνsXqµν pXTGrµνsY qµν
pY TGrµνsXqµν pY TGrµνsY qµν
˙
. (6.13)
(iv) For µ P I3 and a1, a2, b1, b2 P Iztµ, νu, we haveˆ
Ga1b1 Ga1b2
Ga2b1 Ga2b2
˙
“
˜
G
pµµq
a1b1
G
pµµq
a1b2
G
pµµq
a2b1
G
pµµq
a2b2
¸
`
ˆ
Ga1µ Ga1µ
Ga2µ Ga2µ
˙
G´1rµµs
ˆ
Gµb1 Gµb2
Gµb1 Gµb2
˙
, (6.14)
and ˆ
Ga1a1 Ga1a2
Ga2a1 Ga2a2
˙´1
“
˜
G
pµµq
a1a1 G
pµµq
a1a2
G
pµµq
a2a1 G
pµµq
a2a2
¸´1
´
ˆ
Ga1a1 Ga1a2
Ga2a1 Ga2a2
˙´1ˆ
Ga1µ Ga1µ
Ga2µ Ga2µ
˙
G´1rµµs
ˆ
Gµb1 Gµb2
Gµb1 Gµb2
˙˜
G
pµµq
a1a1
G
pµµq
a1a2
G
pµµq
a2a1
G
pµµq
a2a2
¸´1
.
(6.15)
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(iii) All of the above identities hold for GpTq instead of G for T Ă I.
The following lemma gives large deviation bounds for bounded supported random variables.
Lemma 6.5 (Lemma 3.8 of [13]). Let pxiq, pyjq be independent families of centered and independent random
variables, and pAiq, pBijq be families of deterministic complex numbers. Suppose the entries xi, yj have
variance at most n´1 and satisfy the bounded support condition (2.10) with φn ď n´cφ for some constant
cφ ą 0. Then we have the following bound:ˇˇˇÿ
i
Aixi
ˇˇˇ
ă φnmax
i
|Ai| ` 1?
n
´ÿ
i
|Ai|2
¯1{2
,
ˇˇˇÿ
i,j
xiBijyj
ˇˇˇ
ă φ2nBd ` φnBo `
1
n
´ÿ
i‰j
|Bij |2
¯1{2
, (6.16)
ˇˇˇÿ
i
xiBiixi ´
ÿ
i
pE|xi|2qBii
ˇˇˇ
ă φnBd,
ˇˇˇ ÿ
i‰j
xiBijxj
ˇˇˇ
ă φnBo ` 1
n
´ÿ
i‰j
|Bij |2
¯1{2
, (6.17)
where Bd :“ maxi |Bii| and Bo :“ maxi‰j |Bij |.
Corresponding to the lower right block of Πpzq in (2.37), we define the 2ˆ 2 matrix
pipzq : “
ˆ
m3cpzq hpzq
hpzq m4cpzq
˙
“ 1
2
´
1´ c1 ´ c2 `
a
pz ´ λ´qpz ´ λ`q
¯ˆ
1 z1{2
z1{2 1
˙
` z ´ 1
2
ˆ
1´ 2c1 ´z1{2
´z1{2 1´ 2c2
˙
.
(6.18)
Using (2.34)-(2.36), one can check that
pipzq´1 “ 1
z ´ 1
ˆ
1´ pz ´ 1qm1c ´z´1{2
´z´1{2 1´ pz ´ 1qm2c
˙
. (6.19)
For the proof of Proposition 6.1, it is convenient to introduce the following random control parameters.
Definition 6.6 (Control parameters). We define the random errors
Λo : “ max
i‰jPI1YI2
|Gij | ` max
µ‰νPI3
}pi´1Grµνspi´1} ` max
iPI1YI2,µPI3
`››Gi,rµspi´1››` ››pi´1Grµs,i››˘ ,
Λ : “ Λo ` max
iPI1YI2
|Gii ´Πii| `max
µPI3
››pi´1 `Grµµs ´ pi˘pi´1›› , (6.20)
and
θ :“ |m1 ´m1c| ` |m2 ´m2c| `
››››› 1nÿ
µ
`
Grµµs ´ pi
˘››››› . (6.21)
Here Λ controls the entrywise error, Λo controls the size of the off-diagonal entries, and θ gives the averaged
error. Note that these parameters all depend on z, and we did not write down this dependence explicitly in
the definitions. Moreover, replacing G with GpTq for any T Ă I, we can define parameters ΛpTqo , ΛpTq and
θpTq. We then define the random control parameter (recall Ψ defined in (2.43))
ΨΛpzq :“
d
Immcpzq ` Λpzq
nη
` 1
nη
. (6.22)
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Define a z-dependent event
Ξpzq :“ tΛpzq ď plog nq´1u.
Then on Ξ, using (3.2) and (6.20), we have that for i P I1 Y I2 and µ P I3,
Gii „ 1, Grµµs “ pipzq ` pipzqEpzqpipzq with }Epzq} “ O
`plognq´1˘ . (6.23)
Then using (6.23) and (6.7), we obtain that for k P I1 Y I2, i, j P I1 Y I2ztku and µ, ν P I3,
1pΞq|Gij ´Gpkqij | À Λ2o, 1pΞq
›››pi´1 ´Grµνs ´Gpkqrµνs¯pi´1››› À ››pi´1Grµs,k›› ››Gk,rνspi´1›› À Λ2o,
and
1pΞq
›››pi´1 ´Grµs,i ´Gpkqrµs,i¯››› À ››pi´1Grµs,k›› |Gik| À Λ2o.
Similarly, for i, j P I1 Y I2, µ P I3 and α, β P I3ztµu, using (6.23) and (6.14) we obtain that
1pΞq
ˇˇˇ
Gij ´Grµsij
ˇˇˇ
À ››Gi,rµs›› ››pi´1Grµs,j›› À Λ2o,
1pΞq
›››pi´1 ´Grαβs ´Grµsrαβs¯pi´1››› À ››pi´1Grαµspi´1›› ››Grµβspi´1›› À Λ2o,
and
1pΞq
›››pi´1 ´Grαs,i ´Grµsrαs,i¯››› À ››pi´1Grαµspi´1›› ˇˇGrµs,i›› À Λ2o.
Thus with an induction on the indices, we obtain that for any T Ă I such that T “ ti1, ¨ ¨ ¨ , ik, µ1, µ1, ¨ ¨ ¨ , µl, µlu
for some fixed integers k, l P N, we have
1pΞq max
i,jPI1YI2
ˇˇˇ
Gij ´GpTqij
ˇˇˇ
` 1pΞq max
µ,νPI3
}pi´1
´
Grµνs ´GpTqrµνs
¯
pi´1}
`1pΞq max
iPI1YI2,µPI3
´›››´Gi,rµs ´GpTqi,rµs¯ pi´1›››` ›››pi´1 ´Grµs,i ´GpTqrµs,i¯›››¯ À Λ2o. (6.24)
In particular, we have
1pΞqΛpTqo “ OpΛoq, 1pΞqΛpTq “ OpΛq, 1pΞqθpTq “ 1pΞqθ `OpΛ2oq, (6.25)
which we shall use tacitly in the proof.
6.2 Entrywise local law
In analogy to [13, Section 3] and [20, Section 5], we introduce the Z variables
Z
pTq
a :“ p1´ Eaq
`
G
pTq
aa
˘´1
, a R T,
where Ear¨s :“ Er¨ | Hpaqs, i.e. it is the partial expectation over the randomness of the a-th row and column
of H . By (6.4), we have that for i P Iα, α “ 1, 2,
Zi “ pEi ´ 1q
´
WGpiqWT
¯
ii
“
ÿ
µ,νPIα`2
Gpiqµν
ˆ
1
n
δµν ´WiµWiν
˙
. (6.26)
We also introduce the matrix value Z variables:
Z
pTq
rµs :“ p1´ Erµsq
´
G
rTs
rµµs
¯´1
, µ, µ R T,
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where Erµsr¨s :“ Er¨ | H rµss, i.e. it is the partial expectation over the randomness of the µ and µ-th row and
column of H . By (6.10), we have
G´1rµµs “
1
z ´ 1
ˆ
1 ´z´1{2
´z´1{2 1
˙
´
˜
m
rµs
1 0
0 m
rµs
2
¸
` Zrµs, (6.27)
where
Zrµs “
˜ř
i,jPI1
G
rµs
ij pn´1δij ´XiµXjµq
ř
iPI1,jPI2
G
rµs
ij XiµYjµř
iPI1,jPI2
G
rµs
ji XiµYjµ
ř
i,jPI2
G
rµs
ij pn´1δij ´ YiµYjµq
¸
. (6.28)
Then using Lemma 6.5, we can prove the following large deviation estimates for the Z variables and
off-diagonal entries.
Lemma 6.7. Suppose the assumptions in Proposition 6.1 hold. Let c0 ą 0 be a sufficiently small constant and
fix C0, ε ą 0. Then the following estimates hold uniformly for all i P I1 Y I2, µ P I3, and z “ E ` iη P Spεq:
1pΞpzqq `|Zi| ` }Zrµs}˘ ă φn `ΨΛ; (6.29)
1pΞpzqqΛo ă φn `ΨΛ; (6.30)
1 pη ě 1q `|Zi| ` }Zrµs} ` Λo˘ ă φn. (6.31)
Proof. For i P I1, applying Lemma 6.5 to Zi in (6.26), we get that on Ξ,
|Zi| “
ˇˇˇˇ
ˇ ÿ
µ,νPI3
Gpiqµν
ˆ
1
n
δµν ´XiµXiν
˙ˇˇˇˇ
ˇ ă φn ` 1n
˜ ÿ
µ,νPI3
ˇˇˇ
Gpiqµν
ˇˇˇ2¸1{2
ă φn ` 1
n
»– ÿ
µPI3
¨˝
1`
Im
´
UpzqGpiqrµµs
¯
11
η
fifl‚˛1{2 ,
where we used (3.20), Upzq is the 2ˆ 2 matrix
Upzq :“ z1{2
ˆ
z z1{2
z1{2 z
˙ˆ
z z1{2
z1{2 z
˙´1
,
and the subscript “11” means the p1, 1q-th entry of the 2ˆ2 matrix. Then using (6.20), (6.25) and n´1{2 ď φn,
we obtain that
1pΞpzqq |Zi| ă φn `
ˆ
Im pUpzqpipzqq11 ` Λ
nη
˙1{2
ă φn `ΨΛ. (6.32)
Here we used that for pi in (6.18),
Upzqpipzq “ 1
2
´
1´ c1 ´ c2 `
a
pz ´ λ´qpz ´ λ`q
¯ˆ
z1{2 z
z z1{2
˙
` 1
2
ˆ
z z1{2
z1{2 z
˙ˆ
z1{2 ´1
´1 z1{2
˙ˆ
1´ 2c1 ´z1{2
´z1{2 1´ 2c2
˙
such that by (3.2), we have
}Im pUpzqpipzqq} “ OpImmcpzqq. (6.33)
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Similarly, for i P I2, we can prove the same estimate (6.32) for 1pΞq|Zi|. Next we pick µ P I3. Applying
Lemma 6.5 again to Zrµs in (6.28) and using (3.19), we obtain that on Ξ,
}Zrµs} ă φn `
1
n
˜ ÿ
i,jPI1YI2
ˇˇˇ
G
rµs
ij
ˇˇˇ2¸1{2
ă φn `
˜
Imm
rµs
1 pzq ` Immrµs2 pzq
nη
¸1{2
ă φn `ΨΛ. (6.34)
This completes the proof of (6.29).
Then we prove (6.30). For i ‰ j P I1Y I2, using (6.5), Lemma 6.5 and Lemma 3.8, we obtain that on Ξ,
|Gij | ă φn ` 1
n
˜ ÿ
µ,νPI3
ˇˇˇ
Gpiqµν
ˇˇˇ2¸1{2
ă φn `ΨΛ. (6.35)
For µ ‰ ν P I3, using (6.13), Lemma 6.5 and Lemma 3.8, we obtain that on Ξ,
››pi´1Grµνspi´1›› ă φn ` 1
n
˜ ÿ
i,jPI1YI2
ˇˇˇ
G
rµs
ij
ˇˇˇ2¸1{2
ă φn `ΨΛ.
For i P I1 Y I2 and µ P I3, using (6.12), Lemma 6.5 and Lemma 3.8, we obtain that on Ξ,
››pi´1Grµs,i›› ă φn ` 1
n
˜ ÿ
jPI1YI2,νPI3YI4
ˇˇˇ
G
piµµq
jν
ˇˇˇ2¸1{2
ă φn `
˜
Imm
piµµq
1 ` Immpiµµq2
nη
¸1{2
ă ΨΛ.
Thus we conclude (6.30).
The proof of (6.31) is similar, except that when η ě 1 we use 1pη ě 1q}GpTqpzq} “ Op1q with high
probability by (3.9) and }pi´1pzq} “ Op1q. For example, for the estimate (6.34), we have that for η ě 1,
}Zrµs} ă φn `
˜
Imm
rµs
1 pzq ` Immrµs2 pzq
nη
¸1{2
ă φn ` n´1{2 “ Opφnq.
We omit the rest of the details.
A key component of the proof for Proposition 6.1 is an analysis of the self-consistent equation. Recall
the equations in (2.34)-(2.36).
Lemma 6.8. Fix any constant ε ą 0. The following estimates hold uniformly in z P Spεq:
1pΞq `ˇˇm´11 ` c1m´13 ˇˇ` ˇˇm´12 ` c2m´14 ˇˇ˘ ă φn `ΨΛ, (6.36)
1pΞq ˇˇm23pzq ` rp2c1 ´ 1qz ´ c1 ` c2sm3pzq ` c1pc1 ´ 1qzpz ´ 1qˇˇ ă φn `ΨΛ. (6.37)
Moreover, we have the finer estimates
1pΞq `ˇˇm´11 ` c1m´13 ˇˇ` ˇˇm´12 ` c2m´14 ˇˇ˘ ă |xZy1| ` |xZy2| ` φ2n `Ψ2Λ, (6.38)
1pΞq ˇˇm23pzq ` rp2c1 ´ 1qz ´ c1 ` c2sm3pzq ` c1pc1 ´ 1qzpz ´ 1qˇˇ
ă |xZy1| ` |xZy2| ` }rZs} ` φ2n `Ψ2Λ, (6.39)
where
xZy1 :“ 1
n
ÿ
iPI1
Zi, xZy2 :“ 1
n
ÿ
jPI2
Zj, rZs :“ 1
n
ÿ
µPI3
Grµµs. (6.40)
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Finally, there exists a constant C0 ą 0 such that
1pC0 ď η ď 2C0q
`ˇˇ
m1 ` c1m´13
ˇˇ` ˇˇm2 ` c2m´14 ˇˇ˘ ă φn, (6.41)
1pC0 ď η ď 2C0q
ˇˇ
m23pzq ` rp2c1 ´ 1qz ´ c1 ` c2sm3pzq ` c1pc1 ´ 1qzpz ´ 1q
ˇˇ
ă φn. (6.42)
Proof. We first prove (6.38) and (6.39), from which (6.36) and (6.37) follow due to (6.29). By (6.4), (6.26)
and (6.27), we have that for i P I1, j P I2 and µ P I3,
1
Gii
“ ´m3 ` εi, 1
Gjj
“ ´m4 ` εj , (6.43)
and
G´1rµµs “
1
z ´ 1
ˆ
1 ´z´1{2
´z´1{2 1
˙
´
ˆ
m1 0
0 m2
˙
` εµ, (6.44)
where
εi :“ Zi `
´
m3 ´mpiq3
¯
`Opn´10q, εj :“ Zj `
´
m4 ´mpjq4
¯
`Opn´10q,
and
εµ :“ Zµ `
ˆ
m1 0
0 m2
˙
´
˜
m
rµs
1 0
0 m
rµs
2
¸
.
By (6.24), (6.29) and (6.30), we have
1pΞq p|εi| ` |εj | ` }εµ}q ă φn `ΨΛ, (6.45)
and
1pΞq
´
|m1 ´mrµs1 | ` |m2 ´mrµs2 | ` |m3 ´mpiq3 | ` |m4 ´mpjq4 |
¯
ă φ2n `Ψ2Λ. (6.46)
Now using (6.43), (6.45), (6.46), (3.1) and the definition of Ξ, we can obtain that for i P I1 and j P I2,
1pΞqGii “ 1pΞq
ˆ
´ 1
m3
´ Zi
m23
`Oă
`
φ2n `Ψ2Λ
˘˙
,
1pΞqGjj “ 1pΞq
ˆ
´ 1
m4
´ Zj
m24
`Oă
`
φ2n `Ψ2Λ
˘˙
.
(6.47)
Taking average 1
n
ř
iPI1
and 1
n
ř
jPI2
, we get
1pΞqm1 “ 1pΞq
ˆ
´ c1
m3
´ xZy1
m23
`Oă
`
φ2n `Ψ2Λ
˘˙
,
1pΞqm2 “ 1pΞq
ˆ
´ c2
m4
´ xZy2
m24
`Oă
`
φ2n `Ψ2Λ
˘˙
,
(6.48)
which proves (6.38). On the other hand, using (6.44), (6.45), (6.46) and the definition of Ξ, we obtain that
for µ P I3,
1pΞqGrµµs “ 1pΞq
`rpi´1 ` εµ˘´1 “ 1pΞq `rpi ´ rpiεµrpi `Oăpφ2n `Ψ2Λq˘ . (6.49)
where we define rpipzq as
rpipzq´1 “ 1
z ´ 1
ˆ
1´ pz ´ 1qm1 ´z´1{2
´z´1{2 1´ pz ´ 1qm2
˙
. (6.50)
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(Note rpi is actually a random version of pi in (6.19).) On Ξ, we have the estimate pi´1rpi “ 1 ` OpΛq “
1`Opplognq´1q. Hence taking average of the p1, 1q entry of (6.49) over µ, we get that
1pΞqm3 “ 1pΞq
„
1´ pz ´ 1qm2pzq
z´1 ´ pm1pzq `m2pzqq ` pz ´ 1qm1pzqm2pzq ´ prpirZsrpiq11 `Oă `φ2n `Ψ2Λ˘

. (6.51)
The plugging (6.48) into (6.51), and using (3.1) and the definition of Ξ, we can obtain that
1pΞq
„
z´1m3 `m3
ˆ
c1
m3
` c2
m4
˙
` pc1 ´ 1qpz ´ 1q c2
m4
´ 1

ă |xZy1| ` |xZy2| ` }rZs} ` φ2n `Ψ2Λ. (6.52)
Then using (2.28) and rearranging terms, we can obtain (6.39).
Then we prove (6.41) and (6.42). When η ě C0, by (6.31) we have
max
iPI1YI2
|Zi| `max
µPI3
}Zrµs} ` Λo ă φn.
On the other hand, applying (3.9) and Lemma 3.3 to (6.43) and (6.44), we obtain that
max
iPI1YI2
G´1ii `max
µPI3
}G´1rµµs} “ Op1q
with high probability when η ě C0. Together with (6.7) and (6.14), we get that
|m1 ´mrµs1 | ` |m2 ´mrµs2 | ` |m3 ´mpiq3 | ` |m4 ´mpjq4 | ă Λ2o ă φ2n. (6.53)
Moreover, we still have
1pC0 ď η ď 2C0qp|εi| ` |εj | ` }εµ}q ă φn. (6.54)
Then going through the previous argument on event Ξ, one can see that in order to prove (6.41) and (6.42),
it suffices to bound m´13 , m
´1
4 and }rpi} from above. In particular, it suffices to prove the following bounds:
with high probability,
1pC0 ď η ď 2C0q
“|m3|´1 ` |m4|´1‰ ď C (6.55)
and
1pC0 ď η ď 2C0q
“|z´1 ´ pm1 `m2q ` pz ´ 1qm1m2|´1‰ ď C (6.56)
for some constant C ą 0.
First using (3.9) and Lemma 3.3, we obtain that for C0 ď η ď 2C0, with high probability,
|m1| ` |m2| ` |m3| ` |m4| ď C
C0
, (6.57)
for some constant C ą 0 that is independent of C0. Using the spectral decomposition (3.10) and (3.11), it
is easy to see that Imm1pzq ě 0 and Imm2pzq ě 0. Hence we haveˇˇˇˇ
1
z ´ 1 ´m1
ˇˇˇˇ
ě ´ Im 1
z ´ 1 ě cC
´1
0 ,
ˇˇˇˇ
1
z ´ 1 ´m2
ˇˇˇˇ
ě ´ Im 1
z ´ 1 ě cC
´1
0 , (6.58)
for some constant c ą 0 that is independent of C0. Thus we obtain thatˇˇˇˇˆ
1
z ´ 1 ´m1
˙ˆ
1
z ´ 1 ´m2
˙
´ 1
zpz ´ 1q2
ˇˇˇˇ
ě c2C´20 ´
1
|z||z ´ 1|2 ě
1
2
c2C´20
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as long as C0 is taken large enough, which then implies (6.56). Now by (6.50), (6.56) and (6.57), we know
that rpipzq “ Op1q with high probability. Thus as in (6.51), we can derive from (6.49) and (6.54) that
m3 “ 1´ pz ´ 1qm2pzq
z´1 ´ pm1pzq `m2pzqq ` pz ´ 1qm1pzqm2pzq `Oă pφnq .
Then using (6.58) and (6.56), we obtain that with high probability, |m3| ě c for some constant c ą 0.
Similarly, we can obtain the same bound for m4. This gives (6.55).
The following lemma gives the stability of the equation f3pu, zq “ 0, where
f3pu, zq :“ u2pzq ` rp2c1 ´ 1qz ´ c1 ` c2supzq ` c1pc1 ´ 1qzpz ´ 1q.
Roughly speaking, it states that if fpm3pzq, zq is small and m3przq ´m3cprzq is small for Im rz ě Im z, then
m3pzq ´m3cpzq is small. For an arbitrary z P Spεq, we define the discrete set
Lpzq :“ tzu Y tz1 P Spc0, C0, εq : Re z1 “ Re z, Im z1 P rIm z, ε´1s X pn´100Nqu.
Thus, if Im z ě ε´1, then Lpzq “ tzu; if Im z ă ε´1, then Lpzq is a 1-dimensional lattice with spacing n´100
plus the point z.
Lemma 6.9. Fix a constant ε ą 0. The self-consistent equation f3pu, zq “ 0 is stable on Spεq in the
following sense. Suppose the z-dependent function δ satisfies n´2 ď δpzq ď plognq´1 for z P Spεq and that δ
is Lipschitz continuous with Lipschitz constant ď n2. Suppose moreover that for each fixed E, the function
η ÞÑ δpE` iηq is non-increasing for η ą 0. Suppose that u3 : Spεq Ñ C is the Stieltjes transform of a measure
µ3 with µ3pRq “ Op1q. Let z P Spεq and suppose that for all z1 P Lpzq we haveˇˇ
f3pz1, u3q
ˇˇ ď δpz1q. (6.59)
Then we have
|u3pzq ´m3cpzq| ď Cδ?
κ` η ` δ , (6.60)
for some constant C ą 0 independent of z and n, where κ is defined in (2.41).
Proof. This lemma can proved with the same method as in e.g. [5, Lemma 4.5] and [20, Appendix A.2]. The
only inputs are the form of the function f3 and Lemma 3.2.
Note that by Lemma 6.9, (6.41), (6.42) and (2.28), we immediately get that
1pC0 ď η ď 2C0q|mαpzq ´mαcpzq| ă φn, α “ 1, 2, 3, 4. (6.61)
From (6.31), we obtain the off-diagonal estimate
1pC0 ď η ď 2C0qΛopzq ă φn. (6.62)
Plugging (6.31) and (6.61) into (6.43), we get that
1pC0 ď η ď 2C0q max
iPI1YI2
|Gii ´Πii| ă φn. (6.63)
Plugging (6.31) and (6.61) into (6.44), we obtain that for C0 ď η ď 2C0,
G´1rµµspzq “ pi´1pzq `Oăpφnq ñ 1pC0 ď η ď 2C0qmaxµPI3
››pi´1 `Grµµs ´ pi˘pi´1›› ă φn. (6.64)
Starting from these initial resolvent estimates, using a standard continuity (in z) argument, the self-consistent
estimates (6.36)-(6.37), and Lemma 6.7, we can prove the following weak version of (6.3).
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Lemma 6.10 (Weak entrywise local law). For any small constant ε ą 0, we have
Λpzq ă φ1{2n ` pnηq´1{4, (6.65)
uniformly in z P Spεq.
Proof. One can prove this lemma using a continuity argument as in e.g. [5, Section 4.1], [12, Section 5.3] or
[13, Section 3.6]. The key inputs are Lemmas 6.7, Lemma 6.8, Lemma 6.9, and the estimates (6.61)-(6.64)
in the C0 ď η ď 2C0 case. All the other parts of the proof are essentially the same.
To get the strong entrywise local law as in (6.3), we need stronger bounds on xZy1, xZy2 and rZs in
(6.40). They follow from the following fluctuation averaging lemma.
Lemma 6.11 (Fluctuation averaging). Suppose Φ and Φo are positive, n-dependent deterministic functions
on Spεq satisfying n´1{2 ď Φ,Φo ď n´c for some constant c ą 0. Suppose moreover that Λ ă Φ and Λo ă Φo.
Then for all z P Spεq we have
|xZy1| ` |xZy2| ` }rZs} ă Φ2o. (6.66)
Proof. The bound on |xZy1| ` |xZy2| can be proved in the same way as [12, Theorem 4.7]. The bound on
}rZs| can be proved in the same way as [27, Lemma 4.9].
Now we give the proof of Proposition 6.1.
Proof of Proposition 6.1. By Lemma 6.10, the event Ξ holds with high probability. Then by Lemma 6.10
and Lemma 6.7, we can take
Φo “ φn `
d
Immc ` Φ
nη
` 1
nη
, Φ “ φ1{2n ` pnηq´1{4, (6.67)
in Lemma 6.11. Then (6.39) gives
|f3pz,m3q| ă φ2n `
Immc ` Φ
nη
À φ2n `
Immc
nη
` n
2τ
pnηq2 ` n
´2τΦ2
for any fixed constant τ ą 0. Using Lemma 6.9, we get
|m3 ´m3c| ă min
"
φn,
φ2n?
κ` η
*
` Immc
nη
?
κ` η `
nτ
nη
` n´τΦ ă min
"
φn,
φ2n?
κ` η
*
` n
τ
nη
` n´τΦ, (6.68)
where we used Immc “ Op?κ` ηq by (3.2) in the second step. With (6.38), (2.28) and (6.68), we get the
same bound for mα, α “ 1, 2, 3, 4,
|mαpzq ´mαcpzq| ă min
"
φn,
φ2n?
κ` η
*
` n
τ
nη
` n´τΦ. (6.69)
Plugging (6.69) into (6.43) and using (6.45), we obtain that
max
iPI1YI2
|Gii ´Πii| ă Φo `min
"
φn,
φ2n?
κ` η
*
` n
τ
nη
` n´τΦ ă φn `Ψpzq ` n
τ
nη
` n´τΦ.
Similarly plugging (6.69) into (6.44) and using (6.45), we obtain that
max
µPI3
››pi´1pGrµµs ´ piqpi´1›› ă φn `Ψpzq ` nτ
nη
` n´τΦ.
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Finally by (6.30), we have
Λo ă φn `Ψpzq ` n
τ
nη
` n´τΦ.
In sum, we obtain a self-improving estimate on Λ:
Λ ă Φ ñ Λ ă φn `Ψpzq ` n
τ
nη
` n´τΦ.
Afer Opτ´1q many iterations, we obtain that
Λ ă φn `Ψpzq ` n
τ
nη
.
Since τ can be arbitrarily small, we conclude (6.3).
Finally, we prove the weak averaged local laws in Theorem 2.11.
Proof of (2.44) and (2.45). We can repeat the argument at the beginning of the above proof of Proposition
6.1. Taking Φ “ Φo “ φn `Ψ, (6.39) and Lemma 6.11 give that
|f3pz,m3q| ă φ2n `Ψ2pzq À φ2n `
Immc
nη
` 1pnηq2 .
Using Lemma 6.9, we get
|m3 ´m3c| ă min
"
φn,
φ2n?
κ` η
*
` Immc
nη
?
κ` η `
1
nη
ă min
"
φn,
φ2n?
κ` η
*
` 1
nη
. (6.70)
With (6.38), (2.28) and (6.70), we conclude (2.44).
For z P Soutpεq, we use Lemma 6.9 again to get that
|m3 ´m3c| ă min
"
φn,
φ2n?
κ` η
*
` Immc
nη
?
κ` η `
1
pnηq2?κ` η
ă min
"
φn,
φ2n?
κ` η
*
` 1
npκ` ηq `
1
pnηq2?κ` η ,
(6.71)
where we used the stronger bound Immc “ Opη{?κ` ηq by (3.2) in the second step. With (6.38), (2.28)
and (6.71), we conclude (2.45).
6.3 A centralization argument
In this subsection, we discuss how to relax the assumptions (6.1) and (6.2) to the weaker ones in (2.4) and
(2.5). First, under the relaxed variance assumption (2.5), the only differences from the previous argument
in Section 6.2 are the equations (6.43) and (6.44). More precisely, we now have
EipWGpiqWT qii “ mpiq3,4 `Opn´1´τ }G}maxq, if i P I1,2,
and hence εi in (6.43) will contain an extra error Opn´1´τ }G}maxq. Similarly, the term εµ in (6.44) will also
contain this kind of error. This extra error will lead to an negligible term Opn´1´τ q in all the bounds of
Theorem 2.11, and hence does not affect our results.
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Then we relax (6.1) to (2.4). For X and Y satisfying the assumptions in Theorem 2.5, we write X “
X1 ` E1 and Y “ Y1 ` E2, where E1 :“ EX and E2 :“ EY . Then X1 and Y1 are random matrices satisfying
the assumptions in Theorem 2.5 and (6.1), and E1 and E2 are deterministic matrices such that
max
iPI1,µPI3
|pE1qiµ| ` max
jPI2,νPI4
|pE2qjν | ď n´2´τ . (6.72)
We denote G1pzq :“ H´11 pzq and Gpzq :“ rH1pzq ` V s´1, where
H1pλq :“
¨˚
˚˝ 0
ˆ
X1 0
0 Y1
˙
ˆ
XT1 0
0 Y T1
˙ ˆ
λIn λ
1{2In
λ1{2In λIn
˙´1‹˛‹‚, V :“
¨˚
˚˝ 0
ˆ
E1 0
0 E2
˙
ˆ
ET1 0
0 ET2
˙
0
‹˛‹‚.
Lemma 6.12. If Theorem 2.11 holds for G1, then it also holds for G.
Proof. We expand G using the resolvent expansion
G “ G1 ´G1V G1 ` pG1V q2G1 ´ pG1V q3G. (6.73)
For any unit vectors v P CI , we have
|xv, G1V G1vy| ď 2
ÿ
µPI3YI4
ˇˇˇ ÿ
iPI1YI2
pG1qvi Viµ
ˇˇˇ
| pG1qµv | ă maxµ
´ ÿ
iPI1YI2
|Viµ|2
¯1{2 ÿ
µPI3YI4
| pG1qµv |
ă n´1´τ
´ ÿ
µPI3YI4
| pG1qµv |2
¯1{2
ă n´1´τη´1{2,
(6.74)
where in the second step we used (2.42) for G1 with vectors v and
ř
i Viµei, in the third step the Cauchy-
Schwarz inequality and (6.72), and in the last step Lemma 3.8 and (2.42) for G1. With a similar argument,
we obtain that ˇˇxv, pG1V q2G1vyˇˇ ă n´2´2τη´1. (6.75)
Combining this estimate with the rough bound (3.9) for G, we get thatˇˇxv, pG1V q3Gvyˇˇ “ ˇˇˇ ÿ
iPI1YI2,µPI3YI4
`pG1V q2G1˘
vi
ViµGµv
ˇˇˇ
`
ˇˇˇ ÿ
iPI1YI2,µPI3YI4
`pG1V q2G1˘
vµ
VµiGiv
ˇˇˇ
ă η´1
«ÿ
µ
ˇˇˇÿ
i
`pG1V q2G1˘
vi
Viµ
ˇˇˇ2
`
ÿ
i
ˇˇˇÿ
µ
`pG1V q2G1˘
vµ
Vµi
ˇˇˇ2ff1{2
ă
`
n´2´2τη´1
˘
η´1
´ÿ
i,µ
|Viµ|2
¯1{2
ď n´2´3τη´1, (6.76)
where we used η " n´1 in the last step. Plugging the estimates (6.74)-(6.76) into (6.73), we conclude that
|xv, Gvy ´ xv, G1vy| ă n´1´τη´1{2, (6.77)
for any deterministic unit vectors v P CI . Together with a simple application of the polarization identity,
this concludes (2.42) and (2.44) for Gpzq.
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For (2.45), the bounds (6.75) and (6.76) are already good enough. It suffices to show thatˇˇˇˇ
ˇ 1n ÿ
aPIα
pG1V G1qaa
ˇˇˇˇ
ˇ ă 1npκ` ηq ` 1pnηq2?κ` η , α “ 1, 2, 3, 4, . (6.78)
Using Lemma 3.8, we obtain that for α “ 1, 2,ˇˇˇˇ
ˇ 1n ÿ
iPIα
pG1V G1qii
ˇˇˇˇ
ˇ ă n´2´τ ÿ
jPI1YI2,µPI3YI4
1
n
ÿ
iPIα
|pG1qijpG1qµi|
ă n´τ max
µPI3YI4
˜
1
n
`
Im pGLqjj ` Im
`
GRU
T
˘
µµ
nη
¸
ă n´1´τ ` n´τ Immc ` φn `Ψpzq
nη
ă n´τ
`
φ2n `Ψ2pzq
˘
ă
n´τ
npκ` ηq `
n´τ
pnηq2?κ` η ,
where in the third step we used (2.42) for G1 and (6.33). The proof for the α “ 3, 4 case is similar. This
concludes (2.45).
7 Proof of Theorem 2.11: the anisotropic local law
To conclude Theorem 2.11, it remains to prove the anisotropic local law (2.42). For any vector u P CI and
µ P I3, we denote urµs :“
ˆ
uµ
uµ
˙
. By the entrywise local law (6.3), we have that for deterministic unit vectors
u,v P CI ,
|xu, pGpzq ´Πpzqqvy| ă φn `Ψpzq `
ˇˇˇ ÿ
i‰jPI1YI2
uiGijvj
ˇˇˇ
`
ˇˇˇ ÿ
µ‰νPI3
u˚rµsGrµνsvrνs
ˇˇˇ
`
ˇˇˇ ÿ
iPI1YI2,µPI3
uiGi,rµsvrµs
ˇˇˇ
`
ˇˇˇ ÿ
iPI1YI2,µPI3
u˚rµsGrµs,ivi
ˇˇˇ
.
(7.1)
Note that applying the entrywise local law naively, one can only get that
|xu, pGpzq ´Πpzqqvy| ă pφn `Ψpzqq}u}1}v}1 ď npφn `Ψpzqq,
using }u}1 ď n1{2}u}2 and }v}1 ď n1{2}v}2. To get (2.42), we need to explore the cancellations (due to the
random signs of the G entries) in the four sums on the right hand side of (7.1).
We can simplify the problem a little bit. We first notice that by polarization identity of inner products,
it suffices to take u “ v in (7.1). Moreover, since G is symmetric, the last two terms on the right hand side
of (7.1) can be bounded in the same way. Then with Markov’s inequality, it suffices to prove the following
lemma. With Lemma 6.12, it suffices to assume (6.1) for X and Y .
Lemma 7.1. Suppose (6.1) and (6.3) hold. Let v P CI be any deterministic unit vector. Then for any
a P N, we have the following bounds:
E
ˇˇˇ ÿ
i‰jPI1YI2
viGijvj
ˇˇˇ2a
ă Φ2a; (7.2)
E
ˇˇˇ ÿ
µ‰νPI3
v˚rµsGrµνsvrνs
ˇˇˇ2a
ă Φ2a; (7.3)
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Eˇˇˇ ÿ
iPI1YI2,µPI3
viGi,rµsvrµs
ˇˇˇ2a
ă Φ2a. (7.4)
Here we denote Φ :“ φn `Ψpzq for simplicity.
The proof of Lemma 7.1 is based on a polynomialization method developed in [5, section 5]. We first
give the proof of (7.2) in Section 7.1, which is the easiest, and then give the proof of (7.3) in Section 7.2,
which is the hardest. The proof of (7.4) is an easier version of (7.3), and will be omitted.
7.1 Proof of (7.2)
For the proof of (7.2), we will adopt an argument in [26, Appendix A.4]. Recall that in (2.11), we assumed
that the X and Y entries have finite third moments. Together with the bounded support condition, we get
E|xiµ|n ă φn´3n n´3{2, E|yjν |n ă φn´3n n´3{2, i P I1, j P I2, µ P I3, ν P I4. (7.5)
Note that we have a stronger fourth moment assumption in (2.11), but it is not necessary for the proof in
this section.
We first rewrite the product in (7.2) as
ˇˇˇÿ
i‰j
viGijvj
ˇˇˇ2a
“
ÿ
ik‰jkPI1
aź
k“1
vikGikjkvjk ¨
2aź
k“a`1
vikGikjkvjk . (7.6)
To organize the sum over indices, we consider all possible partitions of the indices, such that two indices
always take the same value if they are in the same partition, and different values otherwise. We use symbol-
to-symbol functions to represent the partitions: a partition Γ denotes a map
Γ : ti1, ¨ ¨ ¨ , i2a, j1, ¨ ¨ ¨ , j2au Ñ LpΓq, LpΓq “ pb1, ¨ ¨ ¨ , bnpΓqq,
where Γ´1pbkq is an equivalence class of the partition, npΓq is the number of equivalence classes, and bk are
indices taking values in I1 Y I2. Then we can write (7.6) as
ÿ
Γ
ÿ˚
b1,...,bnpΓq
aź
k“1
vΓpikqGΓpikqΓpjkqvΓpjkq ¨
2aź
k“a`1
vΓpikqGΓpikqΓpjkqvΓpjkq,
where Γ ranges over all the partitions, and
ř˚
denotes the summation subject to the condition that
b1, . . . , bnpΓq all take distinct values and Γpikq ‰ Γpjkq for all k. Since the number of such partitions Γ
is finite and depends only on a, to prove (7.2) it suffices to show that for any fixed Γ,
E
ÿ˚
b1,...,bnpΓq
aź
k“1
vΓpikqGΓpikqΓpjkqvΓpjkq ¨
2aź
k“a`1
vΓpikqGΓpikqΓpjkqvΓpjkq ă Φ
2a. (7.7)
We abbreviate
P pb1, ..., bnpΓqq :“
aź
k“1
GΓpikqΓpjkq ¨
2aź
k“a`1
GΓpikqΓpjkq.
For simplicity, we shall omit the overline for complex conjugate in the following proof. In this way, we can
avoid a lot of immaterial notational complexities that do not affect the proof.
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For k “ 1, ..., npΓq, we denote degpbk, P q :“ |Γ´1pbkq|, which is the number of times that bk appears as
an index of the G entries in P . We define h :“ #tk : degpbk, P q “ 1u, i.e. h is the number of bk’s that only
appear once in the indices of P . Without loss of generality, we assume these bk’s are b1, ..., bh. These indices
are the ones that cause the main trouble: the sum of bk, 1 ď k ď h, in (7.7) contributes a factor
ř
bk
|vbk |,
which can be of order n1{2 as discussed above. However, we can obtain an extra n´1{2 factor from the G
entries with indices bk, 1 ď k ď h. Heuristically, suppose that b1 “ i, there is an entry Gij in P , and all the
other G entries are independent of the entries in the i-th row and column of H . Then using (6.5) we get
EiGij “ Gpiqjj Ei
„
pGii ´mq
´
WGpijqWT
¯
ij

, i ‰ j.
Recalling (6.43), if we replace Gii ´m with the leading term Zi, then
Ei
„
Zi
´
WGpijqWT
¯
ij

“ ´Gpiqµµ
ÿ
µ
`
EiW
3
iµ
˘ pGpijqWT qµj ă n´1{2Φ,
where we used (7.5) and the fact that pGpijqWT qµj has the same order as the Gpiqµj entry by (6.6). In
general, one can expand Gii ´m using the Taylor expansion of (6.43). It is easy to see that each term in
the expansion contains even number of Wi‹ entries. Together with the Wi‹ entry in pWGpijqWT qij , there
cannot be a perfect pairing of all of them, so we obtain an extra n´1{2 factor due to the loss of a half free
index. Finally, even without the exact independence, we know that the other Gab entries only have weak
correlations with the entries in the i-th rows and columns of H if a, b ‰ i. This fact will be explored using
resolvent expansions in Lemma 6.3 as in Definition 7.4 below.
Claim 7.2. We have
|EP | ă n´h{2Φ2a. (7.8)
With this claim, we can complete the proof of (7.2).
Proof of (7.2). Note that by }v}2 “ 1 and Cauchy-Schwarz inequality, we have
ř
i |vi| ď
?
n and
ř
i |vi|n ď 1
for n ě 2. Then if (7.8) holds, we can bound the left hand side of (7.7) by
n´h{2Φ2a
npΓqź
k“1
ÿ
bk
|vbk |degpbk,P q ď n´h{2Φ2ap
?
nqh ď CΦ2a,
which further concludes (7.2).
It remains to prove Claim 7.2. We define the S variables as
Sij :“ pWGpLqWT qij , i, j P I1 Y I2, (7.9)
where L :“ tb1, ..., bnpΓqu. With the entrywise local law (6.3), (6.5) and (6.43), we have that
|Sij ´ c´1α mαcδij | ă Φ, i, j P Iα, α “ 1, 2.
Our first step is to keep expanding the G entries in P using the resolvent expansions in Lemma 6.3, until
each monomial either consists of S variables only or has sufficiently many off-diagonal terms. To perform
the resolvent expansion in a systematic way, we introduce the following notions of string and string operator.
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Definition 7.3 (Strings). Let A be the alphabet containing all symbols that will appear during the expansion:
A “ tGpJqkl : J Ă L, k, l P Lu Y tpGpJqkk q´1 : J Ă L, k P Lu Y tSkl : k, l P Lu .
We define a string s to be a concatenation of the symbols from A, and we use JsK to denote the random
variable represented by s. We denote an empty string by H with value JHK “ 0. Here we need to distinguish
the difference between a string s and its value JsK. For example, “G
pLzti,juq
ij ” and “G
pLzti,juq
ii G
pLztjuq
jj Sij” are
different strings, but they represent the same random variable by (6.5).
We shall say G
pJq
kl (resp. pGpJqkk q´1) is maximally expanded if J Y tk, lu “ L (resp. J Y tku “ L). Also
the S variables are always maximally expanded. A string s is said to be maximally expanded if all of its
symbols are maximally expanded. We shall call G
pJq
kl and Skl off-diagonal symbols if k ‰ l, and all the other
symbols are diagonal. Note that by the local law (6.3), we have JaoK ă Φ if ao is an off-diagonal symbol.
We use Fn-maxpsq and Foffpsq to denote the number of non-maximally expanded symbols and the number
of off-diagonal symbols in string s, respectively.
Definition 7.4 (String operators). We define the following operators.
(i) We define the operator τ0 acting on a string s in the following way. Find the first non-maximally
expanded symbol in the s, if G
pJq
ij is found, replace it with G
pJYtkuq
ij for the first k in LzpJ Y ti, juq;
if pGpJqii q´1 is found, replace it with pGpJYtkuqii q´1 for the first k P LzpJ Y tiuq; if neither is found, set
τ0psq “ s and we say that τ0 is trivial for s.
(ii) We define the operator τ1 acting on a string s in the following way. Find the first non-maximally
expanded symbol in the s, if G
pJq
ij is found, replace it with G
pJq
ik pGpJqkk q´1GpJqkj for the first k in LzpJ Y
ti, juq; if pGpJqii q´1 is found, replace it with ´GpJqik GpJqki pGpJqii q´1pGpJYtkuqii q´1pGpJqkk q´1 for the first k P
LzpJ Y tiuq; if neither is found, set τ1psq “ H and we say that τ0 is null for s.
(iii) Define the operator ρ acting on a string s in the following way. Replace each maximally expanded
off-diagonal G
pLzti,juq
ij in s with G
pLzti,juq
ii G
pLztjuq
jj Sij .
By Lemma 6.3, it is clear that for any string s,
Jτ0psqK` Jτ1psqK “ JsK, JρpsqK “ JsK. (7.10)
Moreover, a string s is trivial under τ0 and null under τ1 if and only if s is maximally expanded. Given a
string s, we abbreviate s0 :“ τ0psq and s1 :“ ρpτ1psqq. Then by (7.10) we haveÿ
|w|“m
JswK “ JsK, (7.11)
where w “ wp1qwp2q . . . wpmq with wpiq P t0, 1u ranges over all binary sequences w with length |w| “ m,
and we used the notation
sw :“ ρwpmqτwpmq . . . ρwp2qτwp2qρwp1qτwp1qpsq, where ρ0 ” 1.
Lemma 7.5 (Lemma 5.9 of [5]). Consider the string s “ “P pb1, ..., bnpΓqq”. Fix any l0 P N. There exists
a constant Kpa, l0q P N depending on a and l0 only such that the following property holds. For any binary
sequence w with |w| “ Kpa, l0q and sw ‰ H, either Foffpswq ě l0 or sw is maximally expanded.
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Let ω ą 0 be a constant such that Φ ď n´ω{2. If we choose l0 “ rphω´1 ` 2aqs, thenÿ
|w|“Kpa,l0q
JswK ¨ 1pFoffpswq ě l0q ă 2Kpa,l0qΦl0 ă n´h{2Φ2a. (7.12)
Then by Lemma 7.5, to prove Claim 7.2 it suffices to show that
|EJswK| ă n´h{2Φ2a (7.13)
for any maximally expanded string sw with |w| “ Kpa, l0q. Note that the maximally expanded string sw
thus obtained consists only of S symbols and diagonal G symbols G
pLztiuq
ii and pGpLztiuqii q´1. By (6.4), we
can replace pGplqkkq´1 with pGpLztiuqii q´1 “ ´Sii´ zn´10. Then as in (6.43), for i P Iα, α “ 1, 2, we can expand
G
pLztiuq
ii as,
G
pLztiuq
ii “
1
´mpα`2qc `
`
mpα`2qc ´ Skk ´ zn´10
˘
“ ´1
mpα`2qc
Kpa,l0qÿ
k“0
ˆ
mpα`2qc ´ Skk ´ zn´10
mpα`2qc
˙k
`Oăpn´h{2Φ2aq.
We apply the above expansions to the G symbols in sw, disregard the sufficiently small tails, and denote
the resulting polynomial (in terms of the symbols Sij) by Pw. Then Pw can be written as a finite sum of
maximally expanded strings (or monomials) consisting of the S symbols only. Moreover, the number of such
monomials depends only on a and l0. Hence it suffices to show that for any such monomial Mw, we have
|EJMwK| ă n´h{2Φ2a. (7.14)
Recall that in the initial string P , we assume the following setting
nÿ
k“1
degpbk, P q “ 4a, and degpbk, P q “ 1, for k “ 1, ..., h. (7.15)
Now in Mw, let degopbk,Mwq denotes the number of times that bk appears as an index of the off-diagonal S
variables in Mw. Then it is easy to verify the following relations:
degopbk,Mwq ě degpbk, P q, degopbk,Mwq “ degpbk, P q mod 2, (7.16)
where the first inequality is trivial, and the second identity follows from the simple fact that none of the
above expansions changes the parity of the index bk.
Suppose Mw takes the form
Mw “
Kwź
j“1
Sbkj blj “
ÿ
µj ,νjPI2
Kwź
j“1
WbkjµjG
pLq
µjνj
WTνjblj
“
ÿ
rΓ
ÿ˚
rb1,...,rbnprΓq
Kwź
j“1
W
bkj
rΓpµjqGpLqrΓpµjqrΓpνjqWblj rΓpνjq
whereKw is the number of S-variables inMω, rΓ ranges over all partitions of the set of the labels tµ1, ..., µKw , ν1, ..., νKwu,
trb1, ...,rbnprΓqu denotes the set of distinct equivalence classes for a particular rΓ, andř˚ denotes the summation
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subject to the condition that rbk’s all take distinct values. Here again rΓp¨q is regarded as a symbolic mapping
from the set of labels to the set of equivalence classes. Note that the number of partitions depends only on
Kw. For a fixed partition rΓ, we denote
Rprb1, ...,rbnprΓq; rΓq :“ Kωź
j“1
W
bkj
rΓpµjqGrΓpµjqrΓpνjqWblj rΓpνjq.
Then to prove (7.14), it suffices to show thatˇˇˇ
ERprb1, ...,rbnprΓq; rΓqˇˇˇ ă n´nprΓq´h{2Φ2a. (7.17)
for any partition rΓ.
To facilitate the description of the proof, we introduce the graphical notations. We use a connected
graph pV,Eq to represent R, where the vertex set V consists of black vertices b1, . . . , bnpΓq and white verticesrb1, . . . ,rbnprΓq, and the edge set E consists of pk, αq edges representing Wbkrbα and pα, βq edges representing
Grbαrbβ . We denote
ekα :“ number of pk, αq edges in R, dα :“ number of pα, αq edges in R,
and
e
poq
kα :“ number of pk, αq edges that are from off-diagonal S in Mw.
Due to the mean zero condition (6.1), to attain a nonzero expectation we must have
ekα “ 0 or ekα ě 2 for all k, α. (7.18)
We also have that, by definition, ÿ
α
e
poq
kα “ degopbk,Mwq (7.19)
By (7.15), (7.16) and (7.18), there exist edges p1, α1q, ..., ph, αhq such that ekαk is odd and ekαk ě 3,
1 ď k ď h. Let H :“ tp1, α1q, ..., ph, αhqu be the set of these edges. Denote by F the set of pk, αq edges such
that ekα ě 2 and pk, αq R H . Denote
sα :“
npΓqÿ
k“1
ekα, hkα :“ 1pk,αqPH , hα :“
npΓqÿ
k“1
hkα, fα :“
npΓqÿ
k“1
1pk,αqPF
for all k “ 1, ..., npΓq and α “ 1, ..., nprΓq. From the above definitions, it is easy to see that sα ě 2 and
hα ` fα ą 0 (since the classes rbα are nontrivial), sα ě 2dα (since one pα, αq edge corresponds to two pk, αq
edges), and ÿ
α
hkα “ 1p1 ď k ď hq,
ÿ
α
hα “ h. (7.20)
Since there are totally 1
2
ř
α sα ´ dα off-diagonal G edges in R, by (6.3) and (7.5) we have
|ER| ă
nprΓqź
α“1
´
Φ
1
2
sα´dα
npΓqź
k“1
E|W
bkrbα |ekα
¯
ă
nprΓqź
α“1
Φ
1
2
sα´dα
´ ź
pk,αqPH
φekα´3n n
´3{2
¯´ ź
pk,αqPF
φekα´2n n
´1
¯
“:
mź
α“1
Rα.
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Now we consider the following four cases for Rα. The arguments essentially are the same as the ones in [26,
Appendix A.4], and we repeat them for reader’s convenience.
Case 1: dα “ 0. In this case we have
Rα ă Φ
sα{2n´phα`fαq´hα{2 ă Φsα{2n´1´hα{2 ă Φ
řh
k“1 hkα{2`
řn
k“h`1 e
poq
kα
{2n´1´hα{2
where in the second step we used hα ` fα ą 0, and in the third step we used
sα ě
ÿ
k
e
poq
kα ě
hÿ
k“1
hkα `
nÿ
k“h`1
e
poq
kα ,
where we used that e
poq
kα ě hkα for 1 ď k ď h (recall that if pk, αq P H , then ekαk is odd and hence one of
the edges must come from the off-diagonal S).
Case 2: dα ‰ 0, hα “ 1 and fα “ 0. Then there is only one k such that ekα ą 0 and sα “ ekα is odd.
Hence we have sα{2 ě dα ` 1{2 and we can bound Rα as
Rα ă Φ
1
2
sα´dαn´phα`fαq´hα{2 ă Φ1{2n´1´hα{2 “ Φ
ř
h
k“1 hkα{2`
ř
n
k“h`1 e
poq
kα
{2n´1´hα{2,
where in the last step we used 1 “ řhk“1 hkα `řnk“h`1 epoqkα , since all the summands except one hkα are 0.
Case 3: dα ‰ 0, hα “ 0 and fα “ 1. Then there is only one k such that ekα ą 0 and sα “ ekα. Thus the
pα, αq edges are expanded from the diagonal S variables, which implies sα´ 2dα “ epoqkα . Then we can bound
Rα ă Φ
1
2
sα´dαn´phα`fαq´hα{2 “ Φ
ř
k e
poq
kα
{2n´1´hα{2 ă Φ
řh
k“1 hkα{2`
řn
k“h`1 e
poq
kα
{2n´1´hα{2
where we used e
poq
kα ě hkα for 1 ď k ď h in the last step.
Case 4: dα ‰ 0 and hα ` fα ě 2. Then using sα ě 2dα, φn ă Φ and n´1{2 ă Φ, we get that
Rα ă
ź
pk,αqPH
Φekα´3n´3{2
ź
pk,αqPF
Φekα´2n´1 ă
ź
pk,αqPH
Φekα´2n´1
ź
pk,αqPF
Φekα´1n´1{2
ď Φ
řh
k“1 hkα{2`
řn
k“h`1 e
poq
kα
{2n´1´hα{2
where in the last step we used ekα ě hkα ` 2 for pk, αq P H and ekα ě 2 for pk, αq P F .
Combining the above four cases, we obtain that
|ER| “
nprΓqź
α“1
Rα ă n
´nprΓqn´ 12 řα hαΦřα
´řh
k“1 hkα{2`
řn
k“h`1 e
poq
kα
{2
¯
.
Since
ř
α hα “ h, to prove (7.17) it remains to show that
ÿ
α
¨˝
hÿ
k“1
hkα `
npΓqÿ
k“h`1
e
poq
kα
‚˛ě 4a. (7.21)
For k “ 1, ..., h, using (7.20) and (7.15) we get that
mÿ
α“1
hkα “ 1 “ degpbk, P q.
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For k “ h` 1, ..., n, using (7.19) and (7.16) we get that
mÿ
α“1
e
poq
kα “ degopbk, Qq ě degpbk, P q.
With (7.15), we then conclude (7.21), which concludes the proof of Claim 7.2.
7.2 Proof of (7.3)
The proof of this sections adopts the arguments in [27, Section 5]. We expand the left-hand side in (7.3) asˇˇˇˇ
ˇ ÿ
µ‰ν
v˚rµsGrµνsvrνs
ˇˇˇˇ
ˇ
2a
“
ÿ
Γ
ÿ˚
b1,...,bnpΓq
aź
k“1
v˚rΓpµkqsGrΓpµkqΓpνkqsvrΓpνkqs ¨
2aź
k“a`1
v˚rΓpµkqsGrΓpµkqΓpνkqsvrΓpνkqs,
(7.22)
where we again define partition of indices
Γ : tµ1, ¨ ¨ ¨ , µ2a, ν1, ¨ ¨ ¨ , ν2au Ñ LpΓq, LpΓq “ pb1, ¨ ¨ ¨ , bnpΓqq,
Γ´1pbkq are equivalence classes of the partition, npΓq is the number of equivalence classes, bk are indices
taking values in I3, and
ř˚
denotes the summation subject to the condition that b1, . . . , bnpΓq all take distinct
values and Γpµkq ‰ Γpνkq for all k. Since the number of such partitions Γ is finite and depends only on a,
to prove (7.3) it suffices to show that for any fixed Γ,
ÿ˚
b1,...,bnpΓq
E∆pb1, ..., bnpΓqq ă Φ2a, (7.23)
where we abbreviated
∆pΓq :“
aź
k“1
v˚rΓpikqsGrΓpikqΓpjkqsvrΓpjkqs ¨
2aź
k“a`1
v˚rΓpikqsGrΓpikqΓpjkqsvrΓpjkqs. (7.24)
For simplicity, we again omit the overline for complex conjugate in the following proof. In this way, we can
avoid a lot of immaterial notational complexities that do not affect the proof.
For any bk P L, we can define a corresponding I4-valued variable bk in the obvious way, and we denote
rLs :“ tb1, ..., bn, b1, ..., bnu. (7.25)
We shall abbreviate GprJsq ” GrJs for any index set J Ă I3. Then we define S groups as
Srµνs :“
ˆpXTGrLsXqµν pXTGrLsY qµν
pY TGrLsXqµν pY TGrLsY qµν
˙
.
We can define strings as in Definition 7.3 with bigger alphabet which includes the G and S groups. Given
any index set J Ă L, we shall say GrJsrµνs (resp. pG
rJs
rµµsq´1) is maximally expanded if J Y tµ, νu “ L (resp.
J Ytµu “ L). Also the S groups are always maximally expanded. We shall call GrJsrµνs and Srµνs off-diagonal
symbols if µ ‰ ν, and all the other symbols are diagonal. Note that by the local law (6.3) and (6.24), we
have that for off-diagonal group ao, pi
´1 JaoKpi
´1 ă Φ. We use Foffpsq to denote the number of off-diagonal
symbols in the string s. We can define string operators as in Definition 7.4 using the resolvent expansions in
Lemma 6.4, and we can perform the resolvent expansions systematically using string operators as in (7.11).
But we omit the details here. Instead, we directly give the following result, which has been proved in [27].
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Lemma 7.6 (Lemma 5.9 of [27]). Consider the string s “ “∆pΓq”. Fix any l0 P N. There exists a constant
Kpa, l0q P N depending on a and l0 only such that the following property holds. For any binary sequence w
with |w| “ Kpa, l0q and sw ‰ H, either Foffpswq ě l0 or sw is maximally expanded.
As in (7.12), if we take l0 “ rphω´1 ` 2aqs, thenÿ
|w|“Kpa,l0q
JswK ¨ 1pFoffpswq ě l0q ă nh{2 ¨ n´h{2Φ2a “ Φ2a,
where the nh{2 comes from the vector v, since we have included vΓp¨q into ∆pΓq. It remains to handle the
maximally expanded strings. With (6.10) and (6.44), we can write
pGrLztµusrµµs q´1 “ pi´1pzq ´
„
Srµµs ´
ˆ
m1c 0
0 m2c
˙
,
where by local law (6.3) and (6.29), we have››››Srµµs ´ ˆm1c 00 m2c
˙›››› ă Φ.
Then we can Taylor expand G
rLztµus
rµµs in terms of Srµµs, and replace the diagonal maximally expanded G
groups with diagonal S groups. Finally, as in (7.14), one can see that in order to prove (7.23) it suffices to
show that for any such monomial Mwp∆pΓqq consisting of S variables only, we haveÿ˚
b1,¨¨¨ ,bnpΓq
|EJMwp∆pΓqqK| ă Φ2a. (7.26)
Now we decompose Srµνs in Mw as
Srµνs “ Sµν
ˆ
1 0
0 0
˙
` Sµν
ˆ
0 1
0 0
˙
` Sµν
ˆ
0 0
1 0
˙
` Sµν
ˆ
0 0
0 1
˙
, (7.27)
where we define the following symbols:
Sµν :“
´
XTGrLsX
¯
µν
, Sµν :“
´
XTGrLsY
¯
µν
, Sµν :“
´
Y TGrLsX
¯
µν
, Sµν :“
´
Y TGrLsY
¯
µν
. (7.28)
We expand the Srijs’s in Mwp∆pΓqq using (7.27), and write Mwp∆pΓqq as a sum of monomials
Mwp∆pΓqq “
ÿ
γ
PwpΓ, γqMγ , (7.29)
where γ is an index to label these monomials, PwpΓ, γq denotes a scalar monomial in terms of Sµν variables
only, and Mγ contains the factor depending only on the entries of v. We make a simple observation that
Foff pPwpΓqq “ Foff pMwp∆pΓqqq ě Foff p∆pΓqq “ 2a. (7.30)
As in the proof of (7.2), we define degpbk,∆pΓqq :“ |Γ´1pbkq| and h :“ #tk : degpbk, P q “ 1u. We have
already seen that the indices with degree 1 cause the main trouble. Since the number of summands in (7.29)
is of order Op1q, to prove (7.26) it suffices to prove that for any fixed monomial PwpΓq in (7.29),
|EJPwpΓqK| ă n´h{2Φ2a. (7.31)
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To prove (7.31), we need to keep track of the “single” indices in rLs during the expansion. In Pw , let
degopbk, Pwq denotes the number of times that bk or bk appears as an index of the off-diagonal S variables
in Pw. Again we have the following simple relations:
degopbk, Pwq ě degpbk,∆pΓqq, degopbk, Pwq “ degpbk,∆pΓqq mod 2. (7.32)
We expand the S variables in Pw using (7.28), and call the resulting string Qw. We now introduce graphs
to conclude the proof of (7.31). We use a connected graph to represent the string Qw, call it by GQ. The
indices in rLs are represented by black nodes in GQ, and the i, j summation indices in the S variables are
represented by white nodes. The X or Y variables are represented by wavy edges, and G are represented by
solid lines. In Figure 1, we give an example of the graph GQ. Note that in graph GQ, the G edges and X
edges are mutually independent, since the G variables are maximally expanded.
b1
b1
b2
b2
b3
b3
R
X
SX
Figure 1: An example of the graph GQ.
Notice that each white node represents a summation index. As we have done for the black nodes, we
first partition the white nodes into blocks and then assign values to the blocks when doing the summation.
Let rΓ be a fixed partition and denote its blocks by rw1, ..., rwnprΓq. If two white nodes of some off-diagonal
S variable happen to lie in the same block, then we merge the two nodes into one white node and call the
resulting graph GQ1. Note that we do not merge the white nodes for diagonal S variables. Let n
poq
d be the
number of diagonal G edges in the off-diagonal S variables. We trivially have
# of white nodes “ ´npoqd `
nÿ
k“1
“
deg pbkq ` degpbkq
‰
, (7.33)
where the degrees of the nodes are defined in the usual graphical sense.
We define the subset of single indices
V :“ tbk P L| degpbk,∆pΩqq “ 1u, |V | “ h. (7.34)
By (7.32), there are at least h black nodes with odd deg in rVs. WLOG, we may assume these nodes are
b1, ..., bh. To have nonzero expectation, for each k “ 1, ..., h, there must exist a block rwik connecting to bk
which contains at least 3 white nodes. Then we denote by Apbkq Ď rwik the set of the adjacent white nodes
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to bk in rwik (the block rwik may also contain white nodes that do not connect to bk, hence in general Apbkq
may not be equal to rwik). We call a white node that is not connected to loops of solid G edges a normal
white node, i.e. normal white nodes are white nodes that have not been merged before. The other white
nodes are called merged white nodes. Then we define
V0 :“ tbk| Apbkq has no normal white nodes, 1 ď k ď hu ,
and
V1 :“ tbk| Apbkq has at least one normal white node, 1 ď k ď hu .
The following lemma gives the key estimates we need.
Lemma 7.7. For any partition of white nodes rΓ,
2nprΓq ď ´|V1| ´ |V0|{2´ npoqd ` nprΓqÿ
k“1
“
deg pbkq ` degpbkq
‰
, (7.35)
and
no ě 2a` |V0|, (7.36)
where no is the total number of off-diagonal S variables in Qw.
Proof. WLOG, let rw1, ..., rwd be the distinct blocks among the blocks rwik , k “ 1, ¨ ¨ ¨ , h.
A merged white node is connected to two black nodes and a normal white node is connected to one black
node. Hence a merged white node belongs to two sets Apbk1q, Apbk2q, and a normal white node belongs to
exactly one set Apbkq. Therefore for each i “ 1, ..., d, if rwi contains exactly one Apbkq, then
| rwi| ě 3 ě 2` 1V1pbkq ` 1V0pbkq2 .
If rwi contains at least two Apbkq, then
| rwi| ě ÿ
bk:ApbkqĎ rwi
ˆ
2 ¨ 1V1pbkq `
3
2
¨ 1V0pbkq
˙
ě 2`
ÿ
bk:ApbkqĎWi
ˆ
1V1pbkq `
1V0pbkq
2
˙
. (7.37)
Here the first inequality holds due to the following reasoning. For each black node bk with Apbkq Ď rwi, we
count the number of white nodes in Apbkq and add them together. During the counting, we assign weight
1 to a normal white node and weight 1{2 to a merged white node (since it is shared by two different black
nodes). If bk P V0, there are at least three merged white nodes in Apbkq with total weight ě 3{2. If bk P V1,
there are at least one normal white node and two other white nodes in Apbkq with total weight ě 2.
Then summing (7.37) over i, we get that
dÿ
i“1
| rwi| ě 2d` |V1| ` |V0|
2
.
For the other nprΓq ´ d blocks, each of them contains at least two white nodes, so we get that
2nprΓq ` |V1| ` |V0|
2
ď
dÿ
i“1
| rwi| ` 2pnprΓq ´ dq ď ´npoqd ` nprΓqÿ
k“1
“
deg pbkq ` degpbkq
‰
,
where we used (7.33) in the last step. Rearranging terms gives (7.35).
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For bk P V0, Apbkq contains at least three white nodes from off-diagonal R-groups. Hence we have
degpbk, Qwq ě 3, compared with degpbk,∆pΓqq “ 1. This means that we have applied (6.14) or (6.15)
with respect to µ “ bk at least once and picked the second terms at some step of the expansions (which
corresponds to the τ1 operation in Definition 7.4). Each such operation increases the off-diagonal S variables
at least by 1, which gives (7.36).
Now we prove (7.31). By (7.5) and the discussion below (7.34) for the single indices b1, ¨ ¨ ¨ , bh, we get
|EJPwK| “ |EJQwK| ă
ÿ
rΓ
ÿ˚
rw1,..., rwnprΓq
Φno´n
poq
d n´np
rΓq´h{2φřnprΓqk“1 rdegpbkq`degpbkqs´2nprΓq´hn
ă n´h{2Φ
řnprΓq
k“1 rdegpbkq`degpbkqs´2nprΓq´h`no´npoqd ă n´h{2Φ´|V0|{2`no ă n´h{2Φ2a,
where in the third step we used (7.35) and |V0| ` |V1| “ h, and last step (7.36). Thus we have proved (7.31),
which concludes the proof of (7.3).
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