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1 INTRODUCTION
This chapter is devoted to describing fundamental methods of signal processing used in
normal MST radar observations. Complex time series of received signals obtained in
each range gate are converted into Doppler spectra, from which the mean Doppler shift,
spectral width and signal-to-noise ratio (SNR) are estimated. These spectral parameters
are further utilized to study characteristics of scatterers and atmospheric motions.
Since it is beyond a scope of this note to describe general techniques developed in radar
engineering, readers are encouraged to study a comprehensive textbooks on modern radar
techniques such as Cook and Bernfeld [1967], Barton [1976], Skolnik [1981]. Fundamental
and advanced techniques of digital signal processing are also summarized by Gold and
Racier [1969] and Bendat and Piersol [1971].
Detailed descriptions of clear air radars operating at frequencies ranging from VHF
to a microwave are given by Gossard and Strauch [1983] and Doviak and Zrnid [1984].
General MST radar techniques are also reviewed by many authors [e.g., Gage and Balsley,
1978].
https://ntrs.nasa.gov/search.jsp?R=19910017304 2020-03-19T16:47:04+00:00Z
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2 RECEIVER HARDWARE
Fig. 1 schematically shows the simplified structure of an MST radar system and the flow
of received signals. A VHF or UHF sine wave carrier generated by a stable oscillator is
modulated by a rectangular pulse with a width of a few microseconds. This is commonly
called a pulsed continuous wave (CW). The transmitted radio wave is backscattered
toward the radar. The radar echo is fed to a receiver system through a TR-switch that
protects the receiver from damage caused by the high power of the transmitter during
the transmission. The received RF signal, which is usually a replica of the transmitted
signal, is pre-amplified by a radio frequency (RF) amplifier. The RF signal is mixed with
a coherent local (LO) signal and is down-converted to an intermediate frequency (IF)
signal.
After maximizing the peak-signal-to-noise power ratio in the IF amplifier, the IF
signal is detected by a quadrature detector, which produces a time series of sine and
cosine components oi_ the received signal: The-detected signal is finally converted to
digital signal by an analogue-to-d_gital (AD) converter, then transferred to a digital
signal processing system.
The puise may be compressed by phase modulation, which is decoded before or after
the AD conversion by an analogue or digital correlator, respectively.
3 MATCHED FILTER
The IF-amplifier is generally regarded as a filter with gain, which should be designed to
maximize the peak signal-to-noise power ratio SNRp. Note that the peak signal power
defined here corresponds to the maximum instantaneous power, and not to the integrated
signal power within the bandwidth. Thus, the SNRp is not equal to the SNR, which is a
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ratio of the integrated signal power to the integrated noise power within the bmldwidth.
The latter is used in later sections.
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Fig. 1. Block diagram of a typical MST radar system, together with sig_al waveforms.
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Fig.2 shows typical frequency spectra of a pulsed CW signal with a width (duration)
1" and of noise. The former is approximated by
sin(2r]/2))2
(1)
where 9? is a frequency normalized by l/T, while the noise can be considered to be white,
i.e., its intensity is statically independent of frequency. Although the received signal
contains many Fourier spectral components, the receiver amplifies only components that
are within a finite bandwidth.
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Fig. 2. Frequency spectrum of a pulsed CW signal (top panel) and white noise
(bottom panel). The frequency is normalized by the inverse of the rectangular pulse
width.
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Fig. 3 shows the integrated power of the signal and noise spectra shown in Fig. 2
as a function of double-sided bandwidth B. Since noise spectral density is distributed
uniformly in the frequency range of the signal, the integrated noise power is proportional
to the receiver bandwidth B. On the other hand, the signal power increases rapidly when
B is small, then approaches a constant value as B becomes larger.
When B is considerably narrower than the bandwidth occupied by the signal, the
signal energy is not effectively detected by the signal processing, although the noise
energy is reduced. On the other hand, if B is wide compared with the signal bandwidth,
extraneous noise is introduced by the excess bandwidth, which lowers the output SNRp.
Thus, there is an optimum bandwidth depending on the signal spectrum.
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Fig. 3. Integrated power of the signal (upper curve) and noise (lower curve) spectra
shown in Fig. 2. The bandwidth is a double-sided frequency range.
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The optimum filter is obtained by applying a matched filter design [e.g., Barton, 1976;
Skolnik, 1981], which is generally defined as a network whose frequency-response function
is matched to the pre-filter signal spectrum in order to maximize SNRp.
The frequency-response function of the IF-amplifier H(f) specifies the relative mupli-
tude and phase of the output signal with respect to the input when the input is a pure
sinusoid. For a received signal voltage spectrum S(f), H(f) for the matched filter can
be expressed as
H(f) = G,S'(f) exp(-i2_fQ) (2)
where G, and ta are the gain of the network and the time delay. H(f) is the complex
conjugate of the signal spectrum except for a phase shift due to the time delay.
As a result, the normalized amplitude spectrum of the matched filter, which corre-
sponds to the filter passband characteristics, is the same as the anaplitude spectrum of the
signal, but the phase spectrum of the matched filter is the negative of the phase spectrum
of the signal plus a phase shift proportional to frequency. By using phase spectra Cs(f)
and Cn(f) for the signal and matched filter, respectively, Eq. (2) can be rewritten as
follows:
lg(f)l= IS(/)l
Cx(f) = -¢s(f) + 2rftd (3)
Specificationofthe optimum receivercharacteristicsinvolvesthe frequency-responsefunc-
tionand the shape of the received waveform, which is usually a replica of the transmitted
signal spectrum. The transmitted signal spectrum is usually tapered from the spectrum
of a rectangular pulsed CW in order to suppress harmonics and spurious transmission.
Therefore, the matched filter design largely depends on the transmitter characteristics.
It is often impractical to construct the exact matched filter. If the signal wave form
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is a rectangular pulsed CW, to simplify the filter hardware the matched filter for the
IF-amplifier is approximated by a band-pass filter (BPF). The optimum IF bandwidth
BIF is the order of 1/r. More precisely, it can be shown that BIF should be 1.4/r for
the optimum rectangular filter.
4 OUTLINE OF A DIGITAL PROCESSING SYSTEM
Fig. 4 shows the flow of the signal processing for a digital signal transferred from the
receiver. This processing can be done either in real-time or in an off-line computation,
depending on the capability of the system-installed computer system.
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Fig. 4. Flow diagram of a typical digital signal processing system.
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The sampled digital signal is arranged as a function of a round-trip time from trans-
mission to reception, which is generally called ranging, and is coherently integrated in
order to increase a signal-to-noise ratio SNR. The complex time series of the received
signal is Fourier transformed into Doppler spectra. After incoherently averaging the
Doppler spectra, the noise level is estimated. Spectral parametem such as the SNR,
mean Doppler shift and spectral width are estimated from the Doppler spectra. They
are usually stored in a mass storage system for further analysis of radar reflectivity, wind
fields and turbulence parameters.
5 RANGING
For a monostatic pulse radar, the distance, or range R to the scatterer from the radar
becomes
R = CTn2 (4)
where c is the speed of light c = 3 x l0 s m/s, and Ta is the time interval between the pulse
transmission and detection. The denominator 2 appears in (4) because T_ corresponds to
the round-trip time interval for radio wave propagation over the range R. In convenient
units (4) becomes
R(km) = 0.15TR(/_s) (5)
Fig. 5 schematically shows a time-height chart between the range and the round-trip
time interval for a radar echo. The interval tlpp between successive pulse transmissions
is called the inter-pulse-period (IPP), and the corresponding frequency is called the pulse
repetition frequency (PRF). NotTnally MST radars are operated with uniform IPP, which
is, for an example, set equal to 1 ms in Fig. 5. Hm in Fig. 5 is defined as Ctlpp/2.
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The SNI:t is linearly dependent on the average transmitted power in the IPP. There-
fore, in order to increase the SNR, the IPP should be as short as possible when the pulse
length and peak transmitting power are fixed. On the other hand, a sufficient length of
time must elapse after a pulse is transmitted in order to receive all of the radar echoes
before the transmission of the next pulse. Thus, the IPP is determined primarily by the
longest range at which targets are expected.
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Fig. 5. Time-height chart for MST radar observations when whea IPP is 1 ms. Thick
and thin solid lines correspond to propagation of transmitted and scattered radiowaves,
respectively. The received signal is sampled 10 times with equally spaced range gates as
indicated by the dash lines. The dot-dash lines show a second-time-around echoes due
to ionospheric scattering.
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If the IPP is too short, echo signals from some targets might arrive after the trans-
mission of the next pulse, as indicated by the dot-dash lines in Fig. 5. These echoes from
a range greater than ctlee/2 are received during the same interval that as echoes from
targets nearer than ctlpp/2 return echoes from the next pulse. As a result, instead of
their actual range R, they appear to have a range R - H,, or R minus a multiple of H,_.
This ambiguity in the ranging is called a range aliasing. Signals that arrive after the
transmission of the next pulse are generally called second-time-around (or multiple-time-
around) echoes. The range H,, is called the maximum unambiguous range, beyond which
targets appear as second-time-around echoes.
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Fig. 6. Time-height chart for an MST radar whose antenna beam is steered every
IPP into three directions as shown in the right panel.
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For normal MST radar observations, clear air echoes are usually detected at heights
lower than 100 km, which corresponds to t_pp = 667/_s. So, the IPP is usually set equal
to less than 1 ms. Then, echoes scattered from the ionosphere would be received as shown
in Fig. 5. These can be considered as a kind of multiple-time-around echoes, although
characteristics of radar echoes are fairly different between the flint and multiple-time-
around echoes. The normal ionospheric echoes are much weaker than the clear air echoes
and have much a broader spectral distribution, therefore, they may instead act as a
white noise added to the normal cosmic noise. Although range-aliased ionospheric echoes
increase the noise level, depending on the electron density, they do not usually present
a large problem in estimating the spectral parameters of the Doppler spectra when the
SNR is significantly large.
However, the intense radar echoes that are sometimes received from ionospheric irreg-
ularities such as sporadic E layers or meteor trails may seriously contaminate the clear
air echoes. In such cases, tips, should be made large enough to remove the range aliasing.
Another way to weaken the effects of range aliasing is to change the antenna beam
direction between every pulse. Fig. 6 shows%he time-height chart for an MST radar that
is steered sequentially into three directions, eastward, vertical and southward, denoted 1,
2 and 3. Thus, the effective IPP in each beam direction becomes three times the original
IPP, which is usually large enough to remove the multiple-time-around echoes from the
ionosphere. Of course, this technique can only be used with a directionally agile radar
such as the MU radar [Kato et al., 1984].
=
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6 RADAR SAMPLING VOLUME
Normal MST radar observations assume that the volume illuminated by the radar antenna
beam is filled with scatterers. Fig. 7 schematically shows transmission and reception of a
purely rectangular pulse with a width r. The leading edge of the transmitted pulse covers
distances from Zo to zo + cr/2, while the tail end of the pulse goes from Zo - cr/2 to z0.
In total, the sampling volume extends from zo - cr/2 to z0 + cr/2 with a thickness of cr.
The right panel in Fig. 7 shows that the weighting function of the sampling volume has
a triangular distribution partly overlapping the weighting function of the adjacent upper
and lower sampling volumes. The range resolution is usually expressed as cr/2, which
corresponds to the half power width of the weighting function.
TX-PULSE _ RECEIVED SIGNAL WEIGHTING
TIME FUNCTION
Fig. 7. Time-height chart and sampling weight when a rectangular pulse is transmit-
ted.
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The effective direction of radar echoes is usually assumed to be aligned with the
antenna bore-sight direction. Therefore, the height of the radar sampling volume can
be calculated by multiplying the range times cos 8 as shown in Fig. 8. In the vertical
direction, the height resolution is the same as the range resolution. On the other hand,
since the sampling volume for an oblique antenna beam is inclined to the horizon, the
vertical distance between the highest and lowest points of the sanapling volume is usually
larger than the range resolution. That is, ARcos0 is not necessarily equal to AH as
shown in Fig. 8.
/
RADAR
Fig. 8. The sampling volume for an oblique antenna beam.
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The actual shape of the sampling volume depends on the exact shape of the transmit-
ted pulse and antenna gain pattern. Fig. 9 shows an example of the weighting function at
a range of 10 km when the pulse length and half-power, full-width antenna beam width
are 1 ps and 3.7 °, respectively. In order to optimize the range resolution, the pulse width
should be as short as possible within the limitations of the radar system. However, the
height resolution in oblique directions may not be improved by shortening the transmitted
pulse width when the antenna beam is not narrow enough.
So far we have assumed that radar scatterers are uniformly distributed in the radar
sampling volume. In the real atmosphere, scatterers are sometimes horizontally stratified
in layers with thicknesses thinner than the sampling volume. When these thin layers
are distributed unevenly in the sampling volume, the effective antenna direction becomes
different from the antenna bore-sight direction, which causes an error in converting from
range to altitude [e.g, Fukao et al., 1988; May et al., 1988].
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Fig. 9. The sampling weight for MU radar observations when the transmitted pulse
width and half-power, full-width beam width are 1 ps and 3.7 °, respectively.
165
In the lower stratosphere scattering from stratified layers is usually not isotropic, but
has characteristics of specular reflection. In this case, the effective antenna direction is
determined by the product of the antenna pattern and the angular distribution of the
reflectivity. This usually biases the beam direction toward the zenith. [e.g., RdttgcT,
1981; Tsuda et al., 1986].
7 COHERENT INTEGRATION
The detected quadrature signals are usually integrated for many pulses in order to increase
the SNR. This digital signal processing is called a coherent integration, which requires
that the phase of successively received signals be consistent with that of the local reference
signal.
Before proceeding to a discussion of the effects of the coherent integration, it might
be useful to review briefly the concept of a x2-distribution, which is commonly used in
expressing noise power characteristics. We first assume that a random variable x has a
Gaussian probability distribution function, expressed as
1 x 2
a(z) = -_ exp(-_-) (6)
where the mean value and standard deviation are assumed to be 0 and 1, respectively.
When intensities of x are integrated M times as
v = x, + + :4+--. + (7)
it can be shown that y has a x2-distribution given by
(y/2) MI2-1 exp(-y/2)
b(v) = 2r(M/2) (S)
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where F(M/2) is defined as
M
F(M/2) = (T - 1)! (when M=even integer)
M 1
=(_--1)(M-2)..._v_
(when M=odd integer and M_>3)
= v_ (when M=I)
The mean value # and standard deviation a of the x2-distribution are
(9)
p=M
o = (1o)
Therefore, when the square of a random variable is integrated M times, the resultant
mean value is increased by M, where M is called the degTees of freedom of the X 2-
distribution. It is noteworthy that the ratio between the standard deviation and mean
value is
= (II)
which means that after M of integrations, as in (7), the distribution about the mean
becomes narrower.
Now we investigate the increase of the SNR after coherent integration. If Nc coherent
signals with the same SNR are integrated, the resultant signal amplitude becomes N
times that of a single value, therefore, the signal intensity is increased by N_.
On the other hand, when uncorrelated noise amplitudes are integrated over Nc sam-
ples, the resultant noise power can be expressed by (7). Because we can assume that the
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noise amplitude has a Gaussian distribution, the noise power follows the x2-distribution
with degrees of freedom equal to No, so that the integrated noise power is increased by
N,. As a result, coherent integration over Arc pulses improves the SNR by Arc.
Coherent integration corresponds to digital filtering with a boxcar weighting in the
time domain. The signal power spectrum after coherent integration becomes the product
of the original IF-signal spectrum and a weighting function expressed as
• 2_'I 2_I 2
(sin( (12)
where At = N, tjpp.
In order to increase the SNR, the number of coherent integrations should be selected to
span the interval over which the received signals are phase coherent with each other. There
axe two effects that make the integration time finite: movement of the scatterem relative
to each other within the radar sampling volume, and the mean motion of scatterers
relative to the radar due to background wind fields.
The relative motion of the scatterers is estimated by the con'elation time, which is
defined as the half-power width of the auto-correlation function of the received signal.
It depends on the radar wavelength, antenna beam width and altitude [Gossard and
Strauch, 1983] and becomes of the order of 0.1 to 1 sec for MST radars operating at VHF
or UHF (radar wavelengths ranging from 0.1 to 10 m).
As described later, the inverse of the coherent integration time corresponds to half of
the maximum frequency range of the Doppler spectra. Therefore, the integration time
should be short enough to determine unambiguously the maximum radial wind velocity.
This condition usually puts a practical limit on the length of the coherent integration.
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8 DOPPLER VELOCITY
As shown in Fig. 4 the main procedure of digital signal processing is Fourier transforma-
tion of the time series of the received signal constructed at each range gate after increasing
the SNR by coherent integration.
For a monostatic radar, signals received from stationaD" targets have time indepen-
dent phase ¢ = -2r(2R/_)+constant, where _ is the radar wavelength. If R increases
with time because of the radial component VR of the motion of the scatterer, the phase
decreases and the time rate of change of phase becomes
de 4_r dR 47r
dt - -_ -_ -- ---_ VR = -- 27rf D (13)
which appears as the Doppler shift from the carrier frequency of the scattered radiowave.
The Doppler frequency shift is related to the radial Doppler velocity as
A
VR= (14)
The shift is positive for motion toward the radar.
In the earth's atmosphere the horizontal wind velocity can range up to about 100 m/s
near the peak of jet streams, while the vertical wind speed is only of the order of one tenth
to a few m/s. Thus when radial wind velocities are sampled at zenith angles of 10 to 30 °,
they can be as large as 10 to 50 m/s. The Doppler spectrum should be constructed by
taking into account the wind velocity resolution and the maximum unambiguous velocity.
9 DISCRETE FOURIER TRANSFORM
The Fourier transform F(f) of an infinite time series X(t) is defined as
FF(f) = X(t)e-12"Pdt (15)
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where f is the frequency. An actual signal processing system treats only a finite time
series that is discretely sampled N times at intervals of At. Thus the total length of the
time series is T,_ = NAt.
Fig. 10 shows three sinusoidal oscillations with slightly different frequencies. The
vertical lines indicate sample timings. The oscillation plotted by the dashed curve has a
frequency fn = 1/(2At), which is half of the sampling frequency. When an oscillation
has a frequency lower than .f_, it can be detected if the sampling is continued long
enough, while oscillations with frequencies higher than ]N cannot be correctly estimated.
In order to specify completely a sinusoidal oscillation, at least two sampling points are
needed within one cycle of the oscillation. Therefore, f_, called the Nyquist frequency, is
the highest frequency that can be unan_biguously measured in a discretely sampled time
series.
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Fig. 10. Three sinusoidal signals with frequencies lower (solid), equal to (dash) and
higher (dot-dash) than the sampling frequency. The sample timings axe indicated by the
thin vertical lines.
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The Fourier transform of a discrete complex time series Xn (n=0 to N-l) is usually
approximated by a finite series of harmonic functions, called a discrete Fourier transform.
The coefficient of the k-th harmonic component Fk (k=0 to N-l) is defined as
1 N-1
Fk = -_ _ XnW *k
while the time series of data Xn (n=O to N-I) can be recomposed as
(16)
N-I
x. = _ FkW -"_ 07)
k--O
where
exp(- i21rAt ) i21r,W = T_ = exp(---_-) (18)
Note that F_+N = Fk__ = Fk, because W _ = 1; that is, the width of the unambiguous
frequency range of a discrete Fourier transform is 2fN. Doppler spectra are usually
plotted in a frequency range from -f_ to f_. The frequency resolution of a discrete
Fourier transform then becomes 2f_/N = 1/(NAt) = 1/T,_.
10 FREQUENCY ALIASING
We demonstrate in this section that a time series X, sometimes cannot be related to a
unique frequency because of the finite sampling resolution. We assume three oscillations
with different frequencies. The dot-dash line in Fig. 11 shows an oscillation with a
frequency of 0.SfN, while the solid and dash lines correspond to 2.8fN and -1.2f_,
respectively, which differ by 2f_ in the frequency domain. When these three oscillations
are sampled at the same timings indicated by the vertical lines, they produce the same
data time series. This effect, which occurs when frequencies of signals are separated by
an integer multiple of 2fN, is called a frequency aiiasing.
171
If there are signals with frequencies outside of 4-f_, they contaminate the signal within
-t-fir. However, because the weighting function of the coherent integration has the filter
pass characteristics described by (12) and also plotted in the center panel in Fig. 12, the
intensities of the components outside of =k/_ are significantly reduced, as shown in the
bottom panel in Fig. 12. It should be noted that the power spectral density_within =l=f_
is also reduced because of the weighting. Note also that when the spectral width is large
the mean Doppler shift is slightly shifted. This is due to the asymmetric weighting of the
signal spectrum by the coherent integration.
m
I,I
--i 0
O_
<:-1
tC,. // '\
TIME
Fig. 11. The same as Fig. 10 except that the frequencies are at 0.8 (dot-dash), -1.2
(dash), and 2.8 (solid) times the Nyquist frequency (after Doviak and Zrnid, 1984).
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Fig. 12. Schematic diagram of frequency aliasing. The top panel shows Doppler spec-
tra of three signals with center frequencies at 0.Sf# (solid), -1.2f# (dash) and 2.8f#
(dot-dash), where fn is the Nyquist frequency. The center panel is the weighting func-
tion due to coherent integration, while the bottom panel shows the resultant spectrum.
Vertical solid lines indicate the limits of the frequency range, while the dash line is at 0.8
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II FAST FOURIER TRANSFORM (FFT)
Some recent MST radars have installed an array processor which is suitable for a large
matrix calculations such as the discrete Fourier transform shown by Eq. (16). Most of
them utilize a sophisticated technique called fast Fourier transform (FFT) [Singleton,
1967] in order to reduce computation time in analyzing the Doppler spectra.
Equation (16) indicates that N 2 multiplications are required to calculate a discrete
Fourier transform. However, when N is a power of 2, part of the computation can
be eliminated by using the characteristics of harmonic functions. For example, when
N = 8 = 23, (16) becomes
NF_ = Xo + X_W k + X2W _ + XaW 3k + X4W 4k + XsW 5_ + X6W °k + X_W TM
= (Xo + X2W 2k + X4W 4k + XsW 6_) + (X1W k + X3W 3_ + XsW 5_ + XTI.V TM)
= (Xo + X2W 2k + X4W 4k + _'6W 6k) + W_(XI + )(3 w21" + X._W 41'+ XTW _) (19)
which can be further rewritten as
N/2 - i N/2- l
Fk = r, x2t w_k + Wk _ x_+t w2tk = Gk + l'V_Hk
1=6 I=0
(20)
Note that Gk and HA are a matrix with a size of N/2. Therefore, total number of matrix
computations becomes 2(N/2) 2, which is reduced by a factor of 2 from (16). If N/2 is
again a power of 2, then Gk and H_ can be further divided into smaller matrices to further
reduce number of calculations. When N is a large power of 2, it can be shown that the
total number of additions and multiplications to calculate an FFT increase approximately
as N log2 N and ½N log2 N, respectively, which is significantly less than N 2 when N is
large. The basic idea of the FFT can also be applied in cases when N is expressed by a
mixed radix [Singleton, 1967].
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12 INCOHERENT INTEGRATION
AND DETECTABILITY
A typical Doppler velocity spectrum is shown in Fig. 13, which was observed by the MU
radar in the lower atmosphere at a zenith angle of 10 °. The horizontal axis corresponds
to the radial wind velocity, while the vertical axis shows relative power spectral density.
The signal is the broad enhancement centered at about 9 m/s, and the peak signal
spectral density is indicated by Ps. Random fluctuations spread in fl'equency ranges
located at the left and right of the signal are due to white noise with a mean value and
standard deviation of PN and aN, respectively.
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Fig. 13. A typical example of a Doppler velocity spectrum taken by the MU radar.
The peak signal spectral density is indicated as Ps, while the noise level and standard
deviation of noise are denoted as PN and aN, respectively.
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The detectability of a Doppler spectrum can be defined as
Ps
D - (21)
_$+N
where Ps is peak spectral density of the signal spectrum, and o's+ N is standard deviation
of spectral densities. When the fluctuation of the signal spectral densities is much smaller
than that of the noise, (21) becomes
D = Ps (22)
6rN
which is more commonly used as a definition of the detectability [e.g., Gage and Balsley,
1978; Balsley and Gage, 1980].
The noise spectral density has a x2-distribution with 2 degrees of freedom, because the
noise spectral density is a summation of the squares of the real and imaginary components
of the amplitude spectrum, which are assumed to have a Gaussian distribution.
For a single spectrum a_ is equal to PN. When Doppler spectra are integrated
incoherently by averaging N_ times, the mean values of the spectral densities of both
the signal and noise are not changed. But, aN/PN becomes 1/v/_ according to (11),
because N_ incoherent integration of the noise produces a x2-distribution with 2N_ degrees
of freedom. As a result, D is increased by vr_.
Fig. 14 demonstrates the effects of incoherent integration by using a numerical simu-
lation. The signal portion is not clearly recognizable in the spectrum plotted in the top
panel in Fig. 14, which does not include any incoherent integration. On the other hand,
the signal spectrum becomes easily visible in the bottom panel, which is the result of 20
incoherent integration. In normal MST radar observations, spectral parameter estimation
can be done reasonably well when D is larger than about 3.
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Fig. 14. Doppler spectra produced by a numerical simulation. The top panel shows
a single spectrum, while the bottom panel shows a spectrum after 20 incoherent integra-
tions.
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13 NOISE LEVEL
In explaining Fig. 13 we have defined Pjv as the mean value of the x2-distribution of
the noise spectral density. A correct estimate of P_r, commonly called the noise level,
is important in determining SNR, from which the characteristics of the radar scatterers
such as reflectivity or reflection coefficients are derived.
Since a x2-distribution approaches a Gaussian distribution as its degrees of fi'eedom
becomes larger, a simple averaging of noise spectral densities might give an estimate of
the noise level. However, the simple mean could be easily biased toward larger values due
to spurious enhancements of the noise power by radio interference or airplane echoes.
Another estimate of the noise level can be obtained by taking the median values of
the noise spectral densities. A median filter is more insensitive to spurious enhancements
than simple averaging, and therefore it gives a more reliable estimate: Nevertheless, since
calculation of the medians needs a large memory area and significant computation time,
it cannot be practically realized in a real-time data processing systems.
We here introduce a convenient method to estimate the noise level, which can also
be applied to determination of the echo power profile of incoherent scattering in the
ionosphere [Sato et al., 1988]. First, we need to pick up a portion of Doppler spectra
that includes only noise, and separate it into I(m sub-sets eacl_ of which includes I(_
spectral points. Second, in each sub-set the noise spectral densities for I(a data points
are averaged. The resultant value follows a x2-distribution with the degree of freedom of
2I(a. Repeat this process I(,, times for all of sub-sets and get a series of averaged noise
spectral densities. Finally, among these I(m determinations we need to find the minimum
value P_.
For any distribution Q(x) in order for a to be a minimum, the other I(,,-1 events
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musthaveavaluelargerthana, whose probability ]? becomes
fl = I(m x)dx) ''-I (23)
where the factor Km appears because we do not specify the order of occurrence of the
events.
The expectation of the minimum value can be given by calculating the first moment
as follows
e = a a K., x dx)K'-lda (24)
oO
When Q(x) is a normalized Gaussian distribution with a mean value and standard devi-
ation of 0 and 1, (24) can be simplified to
e = /L aQ(a)K,_l (1- Erf(-_))da (25)
which is further modified to
PM- (2s)
1 -lell_7_-:
where Err is the error function definedas
Ers(y)= ]0'exp(-t')et (26)
Note that e is always negative, since it is the expectation of the minimum value for the
normalized Ganssian distribution with zero mean.
In our case Q(x) is a x2-distribution with 2I(° degrees of freedom, whose mean value
and standard deviation are P_ and P_/vf_. However, when I(. is large enough, it
can be approximated by a normalized Gaussian distribution. In this approximation, the
x-axis must be normalized by the standaxd deviation and displaced by the mean value.
In summary, e for the normalized Gaussian distribution can be related to P., as
P_v (27)P,_ = PN - lel ,--_-
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Since the denominator of (28) is a constant for fixed K,_ and I(_, PN can be estimated
by a simple computation when Pm is determined from observed Doppler spectra.
The SNR is defined as the ratio between the integrated signal and the noise power.
If the signal spectrum is approximated by a Gaussian distribution with a peak value and
standard deviation of Ps and as, the SNR becomes
SNR = v/_asPs
PNBD (29)
where BD is the bandwidth of the Doppler spectra.
14 OBSERVATION PARAMETERS
We need to obtain a Doppler spectrum with large SNR and detectability in order to
estimate easily the spectral parameters such as the SNR, mean Doppler shift and spectral
width. Likewise, we need to take into account the effects of range or frequency aliasing
so as to remove ambiguities in the range and velocity measurements.
Fig. 15 schematically shows the relations among observation parameters. The IPP
is proportional to the maximum unambiguous range of the obse_-cation H,_. The time
interval At of samples after coherent integration should be determined in order for the
Doppler spectra to include the maximum radial wind velocity V,,, expected in the observa-
tion height range. The number of coherent integrations N,_, which is the ratio At/IPP,
is required to be as large as possible to improve the SNR; that is, IPP should be as short
as possible, and At should be as long as possible.
The velocity resolution AV of a Doppler spectrum in c/s is equal to the inverse of
the maximum time length T,_ of the data samples. The number of FFT points NFFT,
which is determined by dividing T,, by AT, needs to be a power of 2. Since AV does not
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necessarily correspond to the velocity resolution of a spectral parameter estimation, AV
could be adjusted in order to get an appropriate value of NFrr.
l.m [I vm
I PPcx:H m J [At=_
\/
Ncoh =
AV
' II2Vm
\/
IN,,T; 
1
Tm- AV-I
\/
Fig. 15. The relations among observation parameters. Hm and Vm are the maximum
range and radial velocity, respectively. At is the interval of data sampling. The minimum
unit of the Doppler velocity spectrum is AV, while T,_ is the total length of data samples.
AT corresponds to a time resolution of Doppler spectra. Nc,_, NFFr and N_,c are the
number of coherent integrations, FFT points and incoherent integrations, respectively.
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The time resolution At of the spectral parameter estimation ranges from a few minutes
to several hours, depending on the time scale of the phenomena to be detected by the
MST radar observations. The number of incoherent integrations N_nc is the ratio of AT
to T,,,, which is required to be larger than about 10. Because the observation parameters
are closely related to each other, we may need some experience to find a set of optimum
observation parameters.
This chapter is concentrated on the description of basic concepts of the digital signal
processing used in normal MST radar observations. The author hopes it will contribute
to the understanding of Doppler spectra and stimulate further MST radar obsel-cations.
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