ABSTRACT Multipath TCP (MPTCP) benefits the signals transmission during the progress of array signal processing, since it can provide higher aggregated bandwidth and reliable link connection with the existence of backup paths. However, the small amount files (short flows) appear poor performance with MPTCP, especially when they compete with some larger files (long flows). To alleviate this issue, this paper proposes a MPTCP Transmission Optimization Algorithm for Short Flows, namely MPTCP-TOASF (A MPTCP Transmission Optimization Algorithm for Short Flows). MPTCP-TOASF designs an optimal path group to transmit short flows based on round-trip time (RTT) and switches to traditional MPTCP for transmission of long flows. Moreover, to address the issue that long flows occupy the most of buffer space, MPTCP-TOASF utilizes the idea of the delay-sensitive Veno congestion control over paths in optimal path group, so as to avoid the resource preemption of long flows and reduce the transport delay of short flows. Finally, we conduct extensive experiments based on NS-3 to validate the performance of proposed algorithm in various scenarios, such as only short flow transmitting, long and short flows coexisting, and background traffic existing. Moreover, we measure the completion time of short flows and goodput of long flows with different number of subflows, different concurrent number of short flows, different value of thresholds etc. The experimental results show that the MPTCP-TOASF algorithm can effectively reduce the short-flow completion time while maintain long-flow throughput when long and short flows occur concurrently, thereby improving the mean goodput of network and achieving a great performance enhancement.
MPTCP can concurrently transmit data through multiple paths. When the data volume is large, the performance can be effectively improved with MPTCP. However, short flows can show performance degradation with MPTCP [14] , [15] . One of the main reasons is the path asymmetry among the subflows belonging to an MPTCP connection. Another one is the RTOs caused by the small data amount of short flows when packet loss occurs and the flow cannot recovery from fast retransmit.
In practical network applications, using the Internet to search information, to shop and so on will generate a large number of short flows, which requires the network response to be as fast as possible. Therefore, how to reduce the completion time of short flows in the MPTCP protocol under the premise of ensuring enough network throughput is an urgent problem to be solved and becomes a hot research topic [14] [15] [16] .
Currently, in order to reduce the completion time of short flows, existing works have conduct some researches. The DMPTCP algorithm [17] optimizes the MPTCP by taking the path asymmetry into consideration and proposes a data transmission model based on TCP. This model can select different paths for different data flows based on the prediction of the data volume that fast subflows can send during the RTT of the slower subflow, thereby reducing the completion time of short flows. The MMPTCP proposes an idea of transmitting data flows in stages. At the beginning, the algorithm uses the Packet Scatter (PS) protocol [18] , and when the transmitted data is more than 100 KB, it will switch to the MPTCP protocol. It combines the advantages of PS in transmitting short flows and that of MPTCP in transmitting long flows, consequently reducing the completion time of short flows. However, MMPTCP requires protocol conversion. The MP-FSFS classifies flows into different groups based on the flow size, ranks the paths according to RTT and selects different paths sets for different groups of flows. The MPTCP-FSFS algorithm and the MPTCP-SF algorithm can effectively solve the problem of short-flow completion time increase due to the small data volume caused frequent RTOs. However, none of the above algorithms takes the impact caused by the competing long flows into consideration.When long and short flows coexist, there is possibility of long flows preempting resources of short flows and thus increases the completion time of short-flows since long flows use all paths for transmission.
According to the above analysis, this paper proposes an MPTCP transmission optimization algorithm for short flows, namely MPTCP-TOASF, which can effectively reduce the completion time of the short flows when competing with long flows while ensuring the throughput of long flows. The algorithm groups the paths according to path quality and divides the data flows into long and short flows according to the data volume. It transmits the delay-sensitive short flows with the optimal path group and long flows with all path groups. When the optimal path group concurrently transmits both long and short flows, MPTCP-TOASF uses the default loss-based congestion control algorithm for short flows while adopts the Veno algorithms for long flows. TCP Veno is delay-based which uses the round trip time to predict the degree of path congestion, controls the number of packets sent by short flows to the buffer, and then prevents the packet loss of short flows. Compared with the MPTCP protocol, the algorithm proposed in this paper reduces the completion time of short flows and improves network utilization.
The main contributions of this paper are as follows:
• It first comprehensively analyzes the reasons for performance degradation of short flows with MPTCP especially when the long and short flows are coexistence. Then, this paper proposes a new algorithm which can effectively alleviate the performance degradation of short flows caused by path heterogeneity, RTO and competing long flows.
• It dynamically groups the paths according to the RTT and introduces different congestion control policies for different path groups. MPTCP-TOASF adopts the delaybased Veno algorithm for long flows to improve the performance of short flows when the long and short flows coexist in the optimal path group.
II. PROBLEMS ANALYSIS
Multipath TCP can use multiple subflows for data transmission at the same time, which improves the transmission efficiency of long flows. However, the completion time of short flows will increase in many cases: (1) RTO caused by packet loss in some paths; (2) vast path differences; (3) resources preemption by long flows. There are fewer subsequent packets for short flows when packet loss occurs in some paths and the receiver cannot complete the acknowledgments of three duplicate ACK transmissions, which results the RTO phenomenon. Therefore the sender cannot start the fast retransmission mechanism. If the data is sent by the timeout retransmission mechanism, the completion time of short flows will significantly increase. As shown in Fig. 1 , there are four data packets on the sender side in the scenario. If packet 3 is lost, the sender can only receive two duplicate ACKs. Then the fast retransmission mechanism cannot be launched and it has to wait for the transmission timeout.
For the second case, due to the vast path differences, some paths have already finished data transmission, while others are still in the process of transmission, resulting in increasement of short-flow completion time. As shown in Fig. 2 , taking the two paths and four packet transmissions as examples, supposing the RTT of path 1 is 10ms, the RTT of path 2 is 3.5 times of path 1, that is, 35 ms. According to MPTCP's default round-robin scheduling, firstly packet 1 is placed on path 1 and packet 2 is placed on path 2. When packet 2 on path 2 is still being sent, path 1's sender and receiver have already received the feedback information of the arrival of packet 1, making the congestion window (CWND) of path 1 increases. Then packets 3 and 4 are sent out. When the receiver receives packets 1, 3, and 4 from path 1, packet 2 is still in the process of transmission on path 2, and packet 1, 3, 4 are waiting for packet 2 on the receiver side. Thus, the completion time of short flows increases.
The third case comes in a network where long flows and short flows coexist. If the queue of the input buffer is occupied by long flows before short flows enter the switch, short flows have to queue up behind long flows when short flows enter the same port. If the buffer is full, packet loss will occur on short flows according to the Tail-Drop [19] policy. In this paper, corresponding experiments are carried out in terms of long-short flows concurrency. The experiments compare the short-flow completion time of taking a 10MB long flow as the competitive flow and that of a single short flow. From Fig. 3a , the results clearly show that when there is a competitive flow, the completion time is longer than that of a single short flow. Moreover, the completion time also gets longer as the short flow data volume increases. In addition, this paper selects competitive flows of different sizes as comparative experiments. As shown in Fig. 3b , the larger the competition flow is, the greater impact it will have on the short-flow completion time. It shows that long flows will preempt resources of short flows in this condition, which will cause an increase of shortflow completion time.
When long and short flows are coexist, how to avoid the problem of long flows preempting resources of short flows and reduce the short-flow completion time without any longflow throughput loss becomes a difficulty. This paper believes that this problem can be effectively solved by monitoring the path in real time, estimating the congestion status of the path, and controlling the number of packets.
III. MPTCP AND RELATED WORK
With the development of internet technology, many terminals are configured with multiple interfaces. In order to better utilize the interface and improve network performance, researchers have extended the TCP protocol and the MPTCP protocol was proposed. The MPTCP protocol can VOLUME 7, 2019 use multiple interfaces at the same time to establish multiple subflows to transmit data, thereby improving network throughput. The main research aspects of MPTCP are congestion control and path scheduling [12] .
The congestion control of MPTCP is mainly to adjust the data rate and balance the congestion degree of each sub-flow to improve the throughput and link utilization. For example, LIA (Linked Increases Algorithm) [20] implements the increase/decrease window control of CWND by setting the aggression factor. wVegas (Weighted Vegas) [21] controls the congestion degree between different paths by setting the path weight to realize the load balance between the paths. BALIA (Balanced Linked Adaptation) [22] carefully selects the parameters to achieve good friendliness with TCP flows.
Path scheduling is to distribute data packets to different paths to improve transmission efficiency. MPTCP utilized the Round-Robin (RR) [23] algorithm as default scheduler. The algorithm fills the window of each subflows by the polling method. However, there are fast subflows and slow subflows among the MPTCP paths, the mechanism of RR does not fully utilize the best paths. In order to improve the utilization of the path, researchers designed the lowest RTT first (minRTT) [24] based on the RR. The algorithm prioritizes the data packets to the fast subflows and then distributes them to other subflows. But researchers found that path difference of each subflow would cause the packets to be out of order, so as to degrade the performance of minRTT which does not make good use of resources especially in the heterogeneous network. In order to mitigate this problem, BLEST (Blocking Estimation-based MPTCP Scheduler) [25] , DAPS (DelayAware Packet Scheduler) [26] , and OTIAS (Out-of-order Transmission for In Order Arrival Scheduler) [27] have been proposed.
Moreover, short flows is sensitive to delay. Generally, the flow that is sensitive to delay has a deadline [28] , [29] . If the user's request is not completed within this deadline, the user will give up the request and the bandwidth loss will be large. It is very inconvenient and causes great losses to the company's revenue. For example, if the delay in the network is increased by 100ms, the revenue of Amazon's sales will drop by 1%; if the delay is increased by 500ms, Microsoft's bing search revenue will be decreased by 1.2% [30] . On the other hand, when data of long and short flows are transmitted on the same path, the long flows delays the completion time of short flows due to the preemption of the short flows resources by the huge amount of long flows. Therefore, how to reduce long flows preemption for short flows' resources, shorten the completion time of short flows, and ensure the higher throughput of long flows at the same time have become an important issue.
To address the above issues, Hwang and Yoo [31] designed a packet scheduling protocol to give advantage to not only long-lived flows but also short flows. Specifically, it firstly categorized MPTCP paths into fast path and slow path and then freezes the slow path temporarily when the path difference between fast and slow path is large, therefore the small amount of data can be transmitted quickly via the fast path. BLEST [25] worked as a proactive scheduler which decides at packet scheduling time whether to send packets over the slow subflow or not. However, both these two mechanisms only consider the situation where the number of the subflows is two. Vinodha et al. [32] proposed the MMPTCP, which achieves its objective by transmitting data in two phases. Initially, it utilized the technology of PS [18] to scatter packets to all available paths which is beneficial for the transmission of short flows. And then, after reaching a predefined threshold, it switches the scheduler to traditional MPTCP for the higher goodput of long flows. However, PS is only suitable for the topology that traffic load is equal among servers in data center [33] , such as FatTree [34] and VL2 [35] . As long as the symmetry of topology is disrupted, PS will have a diminished performance for TCP flows. The MPTCP-FSFS [36] algorithm sorts paths according to RTT and then uses different paths for different data flows. The MPTCP-FS [37] algorithm classifies the data flows into different classes. According to the model established by RTT, the path is classified into different sets. For each data flow of different class, MPTCP-FS selects the appropriate set of paths to transmit it. The DMPTCP [12] dynamically adjusts the subflows according to application workloads. However, all of these algorithms do not take into account the problem that the long flows preempt short flows' resources causing the completion time of short flows largely increased when the long and short flows coexist in the network.
IV. ALGORITHM DESIGN
MPTCP can improve the throughput of long flows during the transmission, but will increase the completion time of short flows, which is not conducive to the transmission of short flows. TCP can shorten the completion time of short flows, but it is not conducive to the completion time of long flows since it uses only one path to transmit. In order to shorten the completion time of short flows of MPTCP under the premise of ensuring enough long-flow throughput, this paper combines the advantages of MPTCP and TCP and makes an improvement from these aspects. Based on the traditional MPTCP, this paper proposes the MPTCP-TOASF algorithm which combines MPTCP scheduler and congestion control. The symbols used in the paper are depicted in Table 2 .
A. OVERALL DESIGN
The core idea of the algorithm in this paper is to divide the data flows into long and short flows according to the data volume. In order to avoid long flows preempting resources of short flows, delay-based congestion judgment is adopted for long flows on the path where long and short flows coexist to avoid path congestion and prevent packet loss in short flows because of buffer queue overflow. At the same time, for better data transmission, paths are divided into two categories according to quality, and short flows dynamically select the optimal path group for data transmission. The algorithm firstly divides data flows into two categories: long flows larger than 100 KB and short flows of less than or equal to 100 KB. Then, the paths are also classified into two classes according to path quality. The high quality paths with lower RTT are classified into the first type, namely, P0 and the rest are the ones belonging to the second type, namely, P1. Short flows are transmitted through the first type of paths and long flows use all paths for data transmission. Finally, when long flows and short flows are both transmitted through the first-type paths, in order to reduce long flows' bandwidth resources preemption of short flows, the Veno algorithm [38] is introduced to perform congestion control on long flows by calculating the number of backlog packets S ij in the current path and making a comparison with the threshold value β. The algorithm is shown in Algorithm 3. Because of the differences between the data volume transmitted, it is necessary to select the appropriate path to achieve better data transmission. The paths are classified according to the method shown in [39] . Firstly, every time the sender receives an ACK, the measurement of RTT j for the current path j is performed to select the minimum RTT min of all paths. Then all paths are classified into two categories by comparing the RTT j of path j with the minimum RTT min of all paths. If RTT j ≤ RTT min * C, path j is defined as the first type of path. Otherwise, it will be defined as the second type. The algorithm pseudo code is shown in Algorithm 2. In order to ensure the fairness of MPTCP and guarantee that long flows does not affect the completion time of short flows when long flows and short flows use the first type of paths simultaneously, this paper performs different congestion control on long and short flows in different situations. For those long flows that use the first type of paths for transmission, the paper adopts the Veno algorithm. Specifically, Veno first calculates the backlog packets number S ij of the current flow. If S ij is greater than or equal to β, which is a threshold defined in Veno, it indicates that there is a congestion in the network. Then the congestion window CWND is adjusted to:
If S ij is less than β, it means there is no congestion in the network, and the formula of CWND is adjusted to:
For long flows transmitted by the second type of paths and short flows transmitted by the first type of paths, we adopts the loss based congestion control. Specifically, the network state is judged by whether it receives three duplicate ACKs in the congestion avoidance phase. If the receiver of path j receives three duplicate ACKs, it is confirmed that congestion occurs and then the CWND of all subflows SUBF ij on path j will be halved. Otherwise, it indicates that there is no congestion on path j and the CWND increases. The algorithm of congestion control is shown in Algorithm 3.
V. PERFORMANCE EVALUATION
In this section, we explore the performance of MPTCP-TOASF by conducting extensive experiments based on NS-3 [40] , [41] under various network scenarios, and then VOLUME 7, 2019 
compare its performance with traditional MPTCP scheduler (Round-Robin) and regular TCP. Regarding to experimental metrics, we make use of the mean goodput of network as well as completion time, where mean goodput of networks means the average value of long flows' throughput and the short flows' throughput.
A. EXPERIMENTAL SCENARIOS AND PARAMETERS SETTING
Based on the NS-3 platform, we construct three scenarios to evaluate MPTCP-TOASF's performance. The SS scenario depicted as Fig. 4 represents that there are only short flows being transmitted. The LS scenario which has the same topology as SS scenario shown in Fig. 4 runs both short flows and long-flows and the BT scenario is used to generate TCP background traffic to validate the performance of MPTCP-TOASF under the condition of TCP flows coexisting by equipping with some TCP hosts shown in Fig. 5 . As shown in Fig. 4 , in the SS and LS scenario, there are M concurrent flows running between the MPTCP client and the MPTCP server with N disjoint subflows where the bandwidth is 5Mbps, the delay ranges from 40ms to 800ms and the size of the long flows are all set to 10MB.
In Fig. 5 , namely in the BT scenario, we add TCP flows as the background traffic to each path where the bandwidth of each path is 100Mbps, the delay ranges from 20ms to 400ms and the number of subflows varies from 2 to 8. In addition, the network traffic is constituted 80% short flows and 20% long flows. 
B. EXPERIMENTAL RESULTS
In this subsection, we first measure the completion time with different short flow size. Then, we investigate the performance of each algorithm with various network configurations to illustrate how each scheduler performs when dealing with long-short mixed flows. Finally, the behavior of each algorithm when the background traffic exists is investigated. Fig. 6 describes the completion time of each algorithm in the SS scenario with the topology shown in Fig. 4 when there are 10 concurrent short flows. According to this figure, the completion time of MPTCP is almost the highest, while MPTCP-TOASF keeps the minimum completion time. In addition, we can obtain from Fig. 6 that the completion time of TCP is less than that of MPTCP.
1) PERFORMANCE ANALYSIS IN SHORT FLOWS TRANSMITTING SCENARIO
The reason why MPTCP performs worse than TCP lies in that MPTCP use multiple subflows for data transmission, including good subflows and bad subflows. Therefore, the large path difference, e.g., difference of path delay, bandwidth or loss rate, among each path will cause packets with larger sequence number to arrive at the receiver before packets with smaller sequence number. In that case, the receiver has to wait for the previous data packet, causing the completion time of short flows increases. On the other hand, the usage of all paths of traditional MPTCP causes that the amount of data allocated on each path is very small when transmitting short flows. So when packet loss happens, the MPTCP has to recover by triggering retransmission timeout (RTO). As a result, the completion time of short flows may been greatly increased with MPTCP.
To find the reasons why MPTCP-TOASF performs better than both MPTCP and TCP, we further conduct experiments when the path are homogeneous, which means the RTT of each MPTCP subflow is the same and the TCP's RTT is the same as MPTCP. These experimental results are shown in Fig. 7 . According to this figure, we can find that the gains of MPTCP's performance are benefit from the reduced completion time. Since each path has the same RTT, the path difference is eliminated and the completion time is reduced afterwards.
Based on the above analysis, we can conclude why the proposed MPTCP-TOASF algorithm has the minimum completion time is because it takes the path heterogeneity into consideration. Specifically, it dynamically selects an optimal path group to transmit the short flows with the aim to shorten its completion time by mitigating the RTO phenomenon and packet re-ordering caused by large path difference. At the same time, the optimal path group contains multiple paths, i.e., more than one path, so MPTCP-TOASF retains the advantage of concurrent transmission compared with TCP especially under the condition that there are huge amount of short flows waiting for transmission.
2) PERFORMANCE ANALYSIS IN MIXED LONG-SHORT FLOWS TRANSMITTING SCENARIO
In the LS scenario, we test the performance of each algorithm with different number of short flows, different short flow size, different number of subflows, and with different thresholds, where thresholds are used to measure the path quality.
a: DIFFERENT NUMBER OF SHORT FLOWS
Firstly, we validate the behavior of each algorithm under different number of concurrent short flows, where the short flows are set to 50KB. The experimental results are shown in Fig. 8 .
As shown in Fig. 8 , the completion time of MPTCP-TOASF is lowest since MPTCP-TOASF uses the optimal group of paths to deal with short flows, that is, it take advantage of multiple high qualified paths to transmit multiple short flows. So it outperforms single-path TCP. In addition, we can also obtain from Fig. 8 that MPTCP performs even worse than TCP. As described above, this is caused by the resource preemption of long flows. Specifically, long flows may take up most of the router buffer size, causing the packet loss of short flows and increased completion time of short flows when the network is congstion. In addition, the utilization of a large number of paths of the default MPTCP also leads to the problem that the completion time of short flows is susceptible to RTO phenomenon. The reason lies in that the data amount is spread to multiple subflows and the cwnd of a subflow may be very small over its life-time. Therefore, timeout will occur when a single lost packet as MPTCP cannot be recovered through the fast retransmission. Fig. 9 depicts the number of timeouts with different subflows for MPTCP, where the number of concurrent short flows is 15. According to Fig. 9 , as time goes on, the number of timeouts of each subflows increases. What's worse, the number of timeouts reached more than 200 for subflow2. To further analyze the relationship between the number of timeouts and the cwnd, we trace the change of each subflow's cwnd with the time changes. As shown in Fig. 10 , we can see that when timeout occurs over certain subflow, the size of CWND will remain very small. In particular, the cwnd of subflow2, which suffers the most number timeouts, stays at 1 in a long time. That is, there is no new data being sent for a long time, thus, MPTCP sender can not receive acknowledgment information sent by the receiver, so that sender can't trigger fast retransmission by dupACK but waiting timeout to recover lost packet. Fig. 11 and Fig. 12 describes the mean goodput of the network and the obtained throughput of long flows of each algorithm with varying number of short flows when the short flows size is 50KB. From these two figures, we can see that the MPTCP-TOASF outperforms MPTCP. The reason lies in that MPTCP-TOASF makes use of Veno mechanism for long flows. Veno is a RTT-based congestion control algorithm, which adjusts its congestion window based on the measured RTT. By doing so, MPTCP-TOASF avoids the router buffer overflow caused by long flows when the network is congestion, thereby improving the throughput of long flows and decreasing the completion time of short flows. As a restult, MPTCP-TOASF can improve the whole goodput of network significantly.
b: DIFFERENT SHORT FLOW SIZE
The resuts are shown in Fig. 13 , according to this figure, when the short flows size is 50KB, MPTCP's completion time is largest. A large part of this problem is caused by RTO due to small amount of short flows as analyzed above, and the completion time of MPTCP is smaller than that of TCP when the data size reaches 100KB. This reveals that using MPTCP to transmit small amount of data may cause performance degradation. However, MPTCP-TOASF uses the optimal path group rather than all the paths to transmit short flows. Thus, the data volume will be concentrated on the optimal path group for transmission, and the completion time of short flows is reduced.
To validate the performance of MPTCP-TOASF when long-flows and short-flows co-exist, we test mean goodput of networks with different file size of short flows. As shown in Fig. 14 , since TCP use only one path to transmit, it achieves the lower goodput compared with MPTCP. In addition, MPTC-TOASF performs better than both MPTCP and TCP as it comprehensively designs schedule policy both for short flows and long flows. For short flow, it selects optimal group of paths to transmit to mitigate the impact of path heterogeneity. When transmitting long flows, MPTCP-TOASF switches to traditional MPTCP and applies Veno algorithm to control the preemption of long flows for short flows, which reduces the path congestion and improves the whole throughput of network.
c: DIFFERENT NUMBER OF SUBFLOWS
In this part, we conduct a series of experiments to explore each algorithm's behavior under different subflows. Take the scenario where the short flows size is 50KB and the threshold that is used to measure the path quality with the value of 2 as an example. As shown in Fig. 15 , when the number of subflows is 2, the completion time of MPTCP is larger than both MPTCP-TOASF and TCP. Base on the analysis, we find that the performance degradation of MPTCP is caused by the usage of all paths regardless of path heterogeneity. Take the situation when the number of subflows is 4 as an example. The results are shown Fig. 15 , where MPTCP has the largest completion time and even performs worse than the situation when the number of subflows is 2. The reason lies in that the RTT of the four paths varies a lot, which is 40ms, 400ms, 80ms, and 800ms respectively. The utilization of the poor path causes the poor performance of MPTCP. On the other hand, MPTCP-TOASF can select optimal group of paths to transmit short flows to eliminate this issue as shown in Table 2 . For example, MPTCP-TOASF only uses the paths whose RTT are 40ms and 80ms in this situation. In addition, we can also obtain from Fig. 15 that, when the number of subflows reaches to 6, MPTCP and MPTCP-TOASF perform better than TCP, the performance enhancement is mainly due to the concurrent transmission. Fig. 16 depicts the mean goodput of networks under each algorithm when the short flows size is 50KB. According to Fig. 16 , MPTCP-TOASF has the highest the mean goodput of networks, followed by MPTCP. The reason lies in that the optimal path group is used in the MPTCP-TOASF, the completion time of short flows is shortened and the throughput of short flows is increased. Moreover, MPTCP-TOASF uses the idea of Veno algorithm to monitor the path and adjust the CWND in real time. So those paths being selected to transmit data can stay in the good quality, consequently, the throughput of long flows increases and the mean goodput of networks increases. The lower mean goodput of TCP lies in that it only utilizes one path for transmission, causing it can't achieve higher mean goodput compared with multipath transport protocol. 
d: DIFFERENT THRESHOLDS
With different thresholds, the optimal path group selected by MPTCP-TOASF will be different, resulting in different performance of short flows and the mean goodput of networks. Therefore, we conduct some experiments in the LS scenario to validate the performance of each algorithm with different thresholds.
Take the short flow with the file size of 80KB as an example. We analyze the completion time of short flows and the mean goodput of networks with each algorithm. The results are shown in Fig. 17 and Fig. 18 . When the threshold is set to 2, MPTCP-TOASF has the lowest completion time and the highest mean goodput of networks. As analyzed above, in MPTCP-TOASF, the Veno algorithm is used to monitor the path quality of the long flow on the optimal path group. As soon as the path quality is found to be worse, the cwnd for these paths used to transmit long flows will be reduced. In this way, MPTCP-TOASF can improve the quality of the path and reduce the long flows' resource preemption for short flows. Namely, the long flows will not occupy large amounts of router buffer which may result buffer flow and packet loss, thereby reducing the completion time of short flows and increasing their throughput. Moreover, real-time path monitoring and cwnd adjustment of MPTCP-TOASF can keep CWND within a relatively large range and increase long flows' throughput.
3) PERFORMANCE ANALYSIS WITH BACKGROUND TRAFFIC
Finally, we test the completion time of short flows with different subflows under the BT scenario. The results are shonw in Fig. 19 and Fig. 20 . According to the Fig. 19 , MPTCP-TOASF stays in the best performance no matter what the number of subflows is, while MPTCP show a performance degradation especially when the number of subflows is 2. Due to congestion control of Veno algorithm on the long flows, MPTCP-TOASF can relieve the resource preemption of long flows when background traffic co-exists, attaining the lowest completion time of short flows in all situations. Meanwhile, MPTCP takes no consideration about resource preemption of long flows, and the usage of all paths will be prone to RTO occurrence. When using TCP to transmit the mixed long-short flows in the BT scenario, the long flows also will occupy most of router buffer, resulting in higher completion time of short flows. However, the corresponding completion time of TCP is less than MPTCP because it only uses a single path. Fig. 20 that the mean goodput of MPTCP-TOASF is 2.58 times higher than MPTCP, and it is also 2.62 times higher than TCP. Since in the BT scenario, MPTCP-TOASF uses Veno algorithm to control path congestion, it can make a judgment on the path state in time, the CWND can be maintained within a relatively large state in its life span, thus improving the performance of short flows. Moreover, TCP has only one path to transmit, it can not deal with large amounts of data especially in the BT scenarios, so the network throughput of TCP is lowest.
VI. CONCLUSION AND FUTURE WORK
This paper proposes a MPTCP transmission optimization algorithm for short-flows named MPTCP-TOASF. By carrying real-time monitoring towards path qualities status and drawing on the sensitive-delay congestion control strategy over certain path, it reasonably allocates data volume for each path to avoid buffer overflow and reduce the long-flow resources preemption of short flows. At the same time, it classifies paths and flows, and selects the optimal path group for short flow transmission, which narrows the vast path differences and shortens the short-flow completion time caused by the RTO phenomenon and packet loss. The experiment verifies that the proposed algorithm, compared with MPTCP, effectively reduces the completion time of short flows while ensuring long-flow throughput. Therefore, MPTCP-TOASF is of great importance in terms of speeding the transmission of WSN, so as to provide a high-quality network system for array signal processing technologies.
In the future, MPTCP will combine other emerging technologies such as edge computing, Software Defined Network (SDN) to support the development of smart city. Consider the construction of smart city, there must be lots of sensors equipped with which receive and process a wide variety of signals. However, the information generated explosively will bring up a significant challenges for sensors due to its limited battery capacity. Thus, our future work should focus on the design of energy efficiency of MPTCP algorithm, such as how to control the number of available paths transmitting signals to minimize energy cost of MPTCP? How to achieve a great balance between energy consumption and data rate? How should we optimize the algorithm of congestion control of MPTCP for longer battery lifespan? In addition, with the explosive growth of the interactive video applications, how to improve their Quality of Service (QoS) with MPTCP will also be an interesting future work.
