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Abstract—Multi-exposure image fusion is a method for pro-
ducing an image with a wide dynamic range by fusing multiple
images taken under various exposure values. In this paper, we
discuss color distortion included in fused images, and propose
a novel color compensation method for multi-exposure image
fusion. In the proposed method, an inverse camera response
function (CRF) is estimated by using multi-exposure images, and
then a high dynamic range (HDR) radiance map is recovered.
The color information of the radiance map is applied to images
fused by conventional multi-exposure imaging to correct the color
distortion. The proposed method can be applied to any existing
fusion approaches for improving the quality of the fused images.
Index Terms—Multi-exposure image, Image fusion, Color dis-
tortion.
I. INTRODUCTION
The low dynamic range (LDR) of imaging sensors used in
modern digital cameras is a major factor preventing cameras
from capturing images as good as those with human vision.
Accordingly, the interest of multi-exposure image fusion has
recently been increasing. Various research works on multi-
exposure image fusion have so far been reported [1]–[4].
These fusion methods utilize a set of differently exposed
images, i.e. multi-exposure images, and fuse them to produce
an image with high quality. However, conventional multi-
exposure image fusion methods have not paid enough attention
to the color of fused images, although they have paid attention
to the spread of luminance.
Because of such a situation, we pointed out that multi-
exposure images have different colors, so the fused images
have to include some color distortion [5]. To improve this
issue, we focus on two insights: the constant hue plane in
RGB color space [6] and inverse camera response function
(CRF). In this paper, an inverse CRF is estimated by using
multi-exposure images, and then a high dynamic range (HDR)
radiance map is recovered to estimate the correct colors of
a scene. Next, the estimated color information is applied to
a conventional multi-exposure image fusion method on the
constant hue plane in the RGB color space. The proposed
method is not only a hue-preserving fusion method without
gamut problem, but also a method applicable for any existing
fusion methods to improve the quality of fused images.
Fig. 1: Proposed multi-exposure image fusion
II. PROPOSED METHOD
A. Overview of Proposed Method
The diagram of the proposed method is illustrated in Fig.
1. To improve the quality of images fused by using a conven-
tional image fusion method, we propose a color compensation
method. Our approach is carried out as follows (See Fig. 1).
1) A fused image If is produced by using a conventional
image fusion method. It can be expressed as
If = f(I1, I2, ..., IN ), (1)
where f(·) is an image fusion function and I1, I2, ...IN
are multi-exposure images.
2) An HDR radiance map is recovered from the multi-
exposure images by estimating the inverse camera re-
sponse function (ICRF) [7] and then utilizing the esti-
mated ICRF to reconstruct an HDR image IH .
3) Color compensation is carried out to improve the color
distortion of the fused image If . The constant hue plane
in the RGB color space [6] is used for computing the
maximally saturated color cf from If , and cf is then
replaced with a new one cˆf calculated from IH to obtain
an improved image I′f .
The following is the detail of the proposed color compen-
sation i.e. 2) and 3).
B. Inverse Camera Response Function
We focus on the relationships between real scene luminance
and pixel values [7]. Let a camera response function for
mapping the scene radiance Ei into a pixel value xij be g(·).
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Fig. 2: Constant hue plane in RGB color space
The pixel value xij at a spatial index i with an exposure index
j is written as
xij = g(Ei∆tj), (2)
where ∆tj is an exposure time for an exposure index j.
In order to reproduce an HDR image from the multi-
exposure images, Eq. (2) is solved to obtain the scene lu-
minance map for each image by
lnEi = g
−1(xij)− ln ∆tj , (3)
where g−1(·) is an inverse camera response function. The
scene luminance maps are used to estimate an HDR image
IH as
yi =
∑N
j=1 ω(xij)(g
−1(xij)− ln ∆tj)∑N
j=1 ω(xij)
, (4)
where yi is referred to as pixel intensity in IH , and ω(xij) is
weight for each image. When the pixel value is closer to the
middle of intensity range, which is given by (xmin+xmax)/2,
the higher weight is used [7].
C. Constant Hue Plane in RGB Color Space
We utilize the constant hue plane in the RGB color space
[6], as shown in Fig. 2. Each pixel of an input image is repre-
sented in the RGB color space as x = (ar, ag, ab), x ∈ [0, 1]3.
When a set of pixels has the same hue value, its intensity
will align on the triangle, which consists of three vertices
correspond to white, black and maximally saturated color
represented by w = (1, 1, 1), k = (0, 0, 0) and c = (cr, cg, cb),
respectively. The maximally saturated color c is computed by
cl =
al −min(x)
max(x)−min(x) . (5)
where l ∈ {r, g, b}, and max(·) and min(·) are functions that
return the maximum and minimum elements of the pixel x,
respectively. Note that the elements of c are in the range of
[0, 1]. When max(x) = min(x), i.e. ar = ag = ab, the hue of
the pixel x is not defined.
The relationship between the RGB color space and the
constant hue plane can be expressed by a linear combination
with w, k, and c components as
x = arr + agg + abb,
= aww + akk + acc.
(6)
Let pixels at the same location in If and IH be xf and xH ,
respectively, namely, as
xf = awfw + akfk + acfcf , (7)
xH = awHw + akHk + acHcH . (8)
The proposed color compensation method is carried out by
replacing cf with cH , as
xˆf = awfw + akfk + acfcH . (9)
By using this replacement, xf = arfr + agfg + abfb in the
RGB color space is modified, as
xˆf = aˆrfr + aˆgfg + aˆbfb. (10)
The constant-hue plane have been studied for improving some
color distortions [5], [8].
III. EXPERIMENT
In this experiment, 32 multi-exposure image sets were
prepared form 32 HDR images IH0 [9]. Each image set
consists of 5 images with different exposure vales, i.e. EV =
[0,±0.5,±2] or EV = [0,±1,±2].
In addition, we evaluated the color difference between If
and IH0 in terms of the difference of hue values ∆Hab between
two images based on the CIEDE 2000 color-difference formula
[10], which was published by the CIE [11].
TABLE I: Average values of ∆Hab (with Mertens [1])
EV Value Method ∆Hab
EV = [0,±0.5,±2] Conventional 3.638Proposed with cH 2.452
EV = [0,±1,±2] Conventional 3.668Proposed with cH 2.420
As shown in Table I, color distortions included in images
generates by a conventional fusion method were improved by
our proposed method.
IV. CONCLUSION
We proposed a color compensation method for multi-
exposure image fusion using HDR images reconstructed by
estimating inverse camera response functions. In an experi-
ment, the proposed method was demonstrated to be effective
in terms of the CIEDE 2000 color-difference formula.
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