Abstract. This paper examines the clean intersection hypothesis required for the expression of the wave invariants, computed from the asymptotic expansion of the classical wave trace by Duistermaat and Guillemin. The main result of this paper is the calculation of a necessary and sufficient condition for an arbitrary Riemannian two-step nilmanifold to satisfy the clean intersection hypothesis. This condition is stated in terms of metric Lie algebra data. We use the calculation to show that generic two-step nilmanifolds satisfy the clean intersection hypothesis. In contrast, we also show that the family of two-step nilmanifolds that fail the clean intersection hypothesis are dense in the family of two-step nilmanifolds. Finally, we give examples of nilmanifolds that fail the clean intersection hypothesis.
Introduction
The spectrum of a closed Riemannian manifold (M, g), denoted spec (M, g) , is the collection of eigenvalues of the Laplace-Beltrami operator ∆ acting on smooth functions. Two manifolds (M, g) and (M , g ) are isospectral if spec(M, g) = spec(M , g ). The length spectrum of (M, g), denoted by spec [L] (M, g) , is the collection of lengths of smoothly closed geodesics of (M, g), counted with multiplicity. The multiplicity of a length is defined as the number of free homotopy classes of loops containing a closed geodesic of that length. The absolute length spectrum of a Riemannian manifold (M, g), denoted spec L (M, g) , is the set of lengths of smoothly closed geodesics, with no multiplicity assigned.
A major open question in spectral geometry is the precise relation between the Laplace spectrum on functions and the (absolute) length spectrum. In a few cases, the Laplace spectrum on functions and the length spectrum are known to be equivalent. Huber showed that two closed Riemann surfaces are isospectral if and only if they have the same length spectrum (see [Bu] for an exposition and references), and the Poisson summation formula shows that two flat tori are isospectral if and only if they have the same length spectrum (see [BGM] ). In contrast, the Zöll and standard spheres provide us with examples of manifolds that have the same length spectrum, but not the same Laplace spectrum. Indeed, by definition, all of the closed geodesics on Zöll spheres have length an integer multiple of 2π; the same is true for standard spheres. However, the standard sphere is known to be spectrally determined in dimension less than or equal to six. (See [Bs] and [BGM] .)
Using the heat equation, Colin de Verdière [CdV] has shown that generically (in the family of all Riemannian manifolds), the Laplace spectrum determines the absolute length spectrum. This result supports the widely held belief that all isospectral manifolds must share the same absolute length spectrum.
In sharp contrast, Miatello and Rossetti [MR] have constructed pairs of compact flat manifolds that are isospectral on one-forms but which do not have the same absolute length spectrum. Also in contrast, C. S. Gordon [G1] has constructed pairs of isospectral Heisenberg manifolds that have unequal multiplicities in the length spectrum, and Gornet [Gt1] has constructed other higher-step nilmanifolds with this property. There is no known example of a pair of manifolds that are isospectral on functions but with unequal absolute length spectra.
Our objects of study in this paper are Riemannian two-step nilmanifolds: closed manifolds of the form (Γ\G, g) , where G is a simply-connected two-step nilpotent Lie group, Γ is a uniform (i.e., Γ\G compact) discrete subgroup of G, and g is a left invariant metric on G, which descends to a Riemannian metric on Γ\G that we also denote by g. A Heisenberg manifold is a two-step Riemannian nilmanifold whose covering Lie group G is one of the (2n+1)-dimensional Heisenberg Lie groups. Twostep nilmanifolds in general, and Heisenberg manifolds in particular, have been a rich source of examples of isospectral manifolds, producing a wealth of geometric properties not determined by the spectrum; see [DG1] , [DG2] , [O] , [P1] , [P2] , [P3] , [P4] , [GW1] , [GW2] , [GW3] , [G1] , [G2] , [G3] , [E1] .
The classical way to express the relation between the Laplace spectrum and the length spectrum on general manifolds is the following. For (M, g) a Riemannian manifold, define e M (t) = trace(exp(it √ ∆)) = λ∈spec (M,g) 
λ . This is a spectrally determined tempered distribution of t. The classical trace formula, arising from the study of the wave equation, provides information about the singularities of e M (t). In particular [DGu] , The existence of "unclean" left invariant metrics on Heisenberg manifolds was previously observed by H. Pesce in [P4, Remark II.5 ].
This paper is organized so that anyone with a background in Riemannian geometry should be able to read Section 1 and Section 2, including the statements of the main theorem and its corollaries. The highly technical aspects of two-step nilmanifolds and the proof of main theorems are left to Section 3. Section 1 starts with an exposition of the Clean Intersection Hypothesis, and directly calculates the Clean Intersection Hypothesis on all flat tori (Example 1.19) and for certain three-dimensional Heisenberg manifolds (Example 1.20). Section 2 includes a very brief, expository introduction to two-step nilmanifolds, which is enough to state the main theorem (Theorem 2.6) and its corollaries. In contrast to its statement, the proof of the main theorem is quite technical and is the focus of Section 3, which also includes detailed background information on the length spectrum of two-step nilmanifolds.
The author wishes to thank Alejandro Uribe and Jeffrey M. Lee for inspiring conversations about this paper.
The Clean Intersection Hypothesis
Throughout this paper, a prime (e.g. X (t)) will denote derivation with respect to the t or r variable, and a dot (e.g.α(s)) will denote derivation with respect to the s variable.
Notation.
Denote by X the unit tangent bundle of a Riemannian manifold (M, g) . For v p ∈ X, denote by σ v p (t) the unique geodesic in (M, g) with initial velocity v p . So σ v p (0) = p ∈ M, and σ v p (0) = v p ∈ X. Denote geodesic flow on (M, g) by Φ : R × X → X. So Φ(t, v p ) = σ v p (t).
Denote by c a free homotopy class of loops of M. For τ > 0, define
F (τ, c) is the set of all initial velocities producing smoothly closed, unit speed geodesics of period τ (i.e. of length τ ) that are, as closed loops, contained in the free homotopy class c. Note that F (τ, c) is empty if there does not exist a closed, unit speed geodesic in the free homotopy class c of length τ. The calculation of the wave invariants by Duistermaat and Guillemin uses the cotangent bundle [DGu] . As we are working on Riemannian manifolds, there is a natural identification between the cotangent bundle and the tangent bundle in this context. The paper [GuU] has a nice expository explanation of the wave trace, and the set F (τ, c) here is equal to the set W τ (c) there.
For
Define FPS(τ, v p ) to be the fixed point set of Φ τ * v p .
Definition.
A period τ in spec L (M, g) satisfies the Clean Intersection Hypothesis if for all c such that F (τ, c) is nonempty, F (τ, c) is a finite union of submanifolds of X, and for all v p in F (τ, c),
The manifold (M, g) satisfies the Clean Intersection Hypothesis if for all τ in spec L (M, g), τ satisfies the Clean Intersection Hypothesis.
The issue, then, when studying the Clean Intersection Hypothesis is whether there can exist fixed points of Φ τ * v p that are normal to F (τ, c).
The manifolds we consider in this paper are constructed as follows. Let G be a simply-connected Lie group, and consider the action of G on itself by left translations. Let Γ be a cocompact (i.e., Γ\G compact), discrete subgroup of G; the existence of Γ implies that G is unimodular. A Riemannian metric g is left invariant if the left translations L p of G are isometries for all p in G, so the action of Γ on G is by isometries. Note that a left invariant metric on G is determined by specifying an inner product , on the Lie algebra g of G and vice versa. A Lie algebra together with an inner product (g, , ) is called a metric Lie algebra. The left invariant metric g descends to a Riemannian metric on Γ\G, also denoted by g. With this metric, the mapping
is a Riemannian covering.
As is standard, we study closed geodesics on (Γ\G, g) by lifting them to the universal cover (G, g).
1.7 Definition. Let σ be a unit speed geodesic of (G, g). A nonidentity element γ in G translates σ by an amount τ > 0 if γσ(t) = σ(t + τ ) for all t ∈ R. The number τ is called a period of γ.
As G is simply-connected, the free homotopy classes of Γ\G correspond to the conjugacy classes in the fundamental group Γ. We denote the conjugacy class in Γ containing γ ∈ Γ by c γ , so c γ = {γ γγ −1 : γ ∈ Γ}. As π 1 is a Riemannian covering,
we have the following: We likewise study the geodesic flow of (Γ\G, g) by first studying the geodesic flow of (G, g). Let X (resp.X) denote the unit tangent bundle of Γ\G (resp. G).
Because the metric on G is left invariant, the unit tangent bundleX is equivalent to the sphere bundle (viewing g as T e G)
interchangeably in what follows. Note that the left action of G on G by isometries determines an action of G onX by isometries:
The subgroup Γ then acts onX by isometries as above, and
We let π denote the canonical mapping
so that π 1 defined in (1.6) is just π restricted to the first factor. Throughout this paper, elements with tildes such asp, vp, denote elements in G andX, respectively; elements without tildes such as p and v p denote the image of p and vp in Γ\G and X, respectively, under the canonical mapping π :X → X. The element e is the identity element of G and we denoteē = π 1 (e).
We define
With these identifications, we have, for the free homotopy class c γ and the length τ > 0 in the manifold Γ\G,
To see the last equality, note that if γ ∈ c γ , then there exists
Since left translations are isometries, this implies (1.14)
). We have shown:
Proposition. With notation as above, let
AsX is a Riemannian cover of X, we study fixed points of Φ τ * v p by studying
Note that under the identificationX ∼ = G × S n−1 , we may write T vpX as follows:
where by S n−1 we mean the unit sphere in g. Likewise we have
We abuse notation slightly by identifying the components of
We may do this since π is a Riemannian covering, so T p (Γ\G) and TpG are isomet-
We may use the left action on G to identify elements of TpG and T γ·p G, i.e., to identify T vpX and T γ·vpX . We have shown:
1.18 Proposition. With notation as above, let
Two examples. The Clean Intersection Hypothesis is difficult to grasp intuitively, and as it is the focus of this paper, we present the following two "warm-up" examples before stating and proving the more general results in Section 2 and Section 3. The purpose of looking at these particular examples is to illustrate the process on manifolds that are familiar and interesting to the general audience.
Flat torus.
We show that any flat torus satisfies the Clean Intersection Hypothesis.
Let G = R n . Here Γ = L, a lattice of full rank in R n . Then L\R n with the metric induced from the Euclidean metric on R n is a closed Riemannian manifold. Note that both L\R n and R n are Lie groups under addition and are endowed with a left (and right) invariant metric, as translations are isometries. As in the general case, we identifyX 
n is a Riemannian submersion with totally geodesic fibers, for
Free homotopy classes of L\R n correspond to conjugacy classes in L. As R n is abelian, the free homotopy classes of L\R n are in one-to-one correspondence with the elements of L. The unit speed geodesic σ vp (t) on R n projects to a closed geodesic of L\R n with period τ in the free homotopy class c l if and only if σ vp (t + τ ) = l + σ vp (t) for all t. In this case
so l = vτ and, as v is a unit vector, τ = |l|. The length spectrum of L\R n is thus
As in (1.13), F (τ, c l ) = π(F (τ, l)), and
We conclude that if |l| = τ, then F (τ, c l ) = ∅, and if |l| = τ, then
, by (1.17) and Remark 1.5,
thus vectors normal to F (|l|, c l ) cannot be fixed points.
Clearly, the fixed point set of Φ τ * v p is T v p F (τ, c l ), and L\R n satisfies the Clean Intersection Hypothesis.
1.20 Three-dimensional Heisenberg manifold. We show that certain cocompact, discrete subgroups of the three-dimensional Heisenberg group produce manifolds that fail the Clean Intersection Hypothesis.
In this example, G = H, the three-dimensional Heisenberg group. Recall that the three-dimensional Heisenberg group can be defined by
The mapping
is a diffeomorphism from R 3 to H and determines local coordinates on H. Note that other "standard" local coordinates are often used in the literature, which differ from those we use here by a diffeomorphism of R 3 . In particular, the logarithmic coordinates used in Section 3, in which we generalize the behavior of this example to all two-step nilmanifolds, uses a different coordinate system when applied to the Heisenberg group. The diffeomorphism from the matrix coordinate system used here to the logarithmic coordinate system used in Section 3 is (x, y, z) → exp(xX + yY + (z − 1 2 xy)Z). In matrix coordinates, the corresponding Lie algebra h of H is determined in local coordinates at the pointp = (x, y, z) by the basis
and Z spans the center z of h. We specify a left invariant metric on H by requiring that {X, Y, Z} be an orthonormal basis of h. Let v =xX +ȳY +zZ be a unit vector at the identity e = (0, 0, 0) of H. Kaplan [Kp] showed that (see also [G1, Prop. 2.7 
where, ifz = 0,
If c(t) = (x(t), y(t), z(t)) is a curve in H, then in the matrix coordinate system,
where x(t) and y(t) are given above. Let Γ be a cocompact, discrete subgroup of
and later P. Eberlein [E1] computed the periods of γ, which are precisely
An example of a cocompact, discrete subgroup Γ that satisfies the hypothesis of this theorem is
Proof of Theorem 1.21. We omit many straightforward but tedious details, as this is just a special case of Theorem 2.6 below. Since γ ∈ Z(H) and τ = |z * |, careful analysis of the geodesic equations shows thatF
This also follows from Theorem 3.8 and Remarks 3.9 below. The sign of ±Z is determined by the sign of z * . Thus, for vp ∈F (τ, γ),
Without loss of generality, we assume that z * > 0. Now let
Note that α(0) = Z e andα(0) = X Z e . Plugging the initial velocity v = sin(s)X + cos(s)Z into the geodesic equations above, so thatx = sin(s),ȳ = 0, andz = cos(s), we obtaiñ
sin s cos(τ cos s), sin s sin(τ cos s), cos s).
We compute that
which by Proposition 1.18, shows that (0, X) Zē is a fixed point of Φ τ * Zē , but clearly (0, X) Zē is not tangent to F (τ, c γ ).
Two-step nilmanifolds and the Clean Intersection Hypothesis
The purpose of this section is to state the main result of this paper: a necessary and sufficient condition for a two-step nilmanifold to satisfy the Clean Intersection Hypothesis. In this section, we also include several corollaries and their proofs. The proof of the main result, Theorem 2.6 (as generalized in Theorem 3.1) is very technical, and is the focus of Section 3.
Before proceeding, we need to introduce additional background information on two-step nilmanifolds. We continue the notation established in Section 1.
For a Lie algebra g, denote by
⊂ z, where z denotes the center of g, and g (1) ≡ 0. A Lie group G is two-step nilpotent if its Lie algebra is. Let Γ be a cocompact, discrete subgroup of a simply-connected two-step nilpotent Lie group G with left invariant metric g. The left invariant metric g descends to a metric on Γ\G that we also denote by g. The locally homogeneous space (Γ\G, g) is called a Riemannian two-step nilmanifold.
As in Section 1, we study the geometry of (Γ\G, g) by studying the geometry of its simply-connected Riemannian covering (G, g) and its associated metric Lie algebra (g, , ) .
Throughout the remainder of this paper, G will denote a simply-connected twostep nilpotent Lie group, g will denote a left invariant metric on G, and (g, , ) will denote the associated metric Lie algebra. We denote the orthogonal complement of z in g by v and write g = v ⊕ z.
On all simply-connected nilpotent Lie groups, the Lie group exponential exp : g → G is a diffeomorphism [R] , so G is diffeomorphic to R n , where n = dim g. For two-step nilpotent Lie groups, by the Campbell-Baker-Hausdorff formula [V] , we may easily write the group operation of G in terms of the Lie algebra g by
where X, Y ∈ g. Thus,
(2.1)
Let log : G → g denote the inverse of the diffeomorphism exp . We use the following information about two-step nilpotent metric Lie algebras, which was first developed by Kaplan [Kp] for the study of Heisenberg groups.
Definition
for all X, Y ∈ g, and (adX) * denotes the (metric) adjoint of adX.
By skew-symmetry, j(Z) has dim R (v) purely complex eigenvalues counting (algebraic) multiplicities and the nonzero eigenvalues occur in complex conjugate pairs; the eigenvalues of j (Z) 2 are then real and nonpositive. If j(Z) is nonsingular for some Z in z, then the (real) dimension of v is even.
Each two-step nilpotent metric Lie algebra carries with it the j operator. On the other hand, given inner product spaces v and z and a linear transformation j : z → so(v), one can define a two-step nilpotent metric Lie algebra (v ⊕ z, , ) by requiring that z be central, that ⊕ be an orthogonal direct sum, and by defining the Lie bracket [ , ] via (2.3). All two-step nilpotent metric Lie algebras are determined this way.
2.4 Definitions. Let (g, , ) be a two-step nilpotent metric Lie algebra and let Z ∈ z.
(1) Let µ(Z) denote the number of distinct eigenvalues of j(Z) 2 . For ease of notation, we write µ rather than µ(Z) when Z is understood.
V is the component of Z that is orthogonal to [V, g] . We are now ready to state the main theorems of this paper.
Main Theorem. Let (Γ\G, g) be a Riemannian two-step nilmanifold. With notation as above, (Γ\G, g) satisfies the Clean Intersection Hypothesis if and only if for all V + Z ∈ log Γ and for all
Theorem 2.6 actually follows directly from the more precise statement Theorem 3.1 below. The proof of Theorem 3.1 together with further background information of two-step nilmanifolds is the focus of Section 3.
Example: Heisenberg manifold (continued).
We continue with example 1.20, where H is the three-dimensional Heisenberg Lie group and g is the unique left-invariant metric on H such that {X, Y, Z} is an orthonormal basis. For this metric,
and ϑ 1 (cZ) = |c| for all c ∈ R. Let Γ be any cocompact, discrete subgroup of H such that 2πkZ ∈ log Γ ∩ z for some k ∈ Z + , such as the one defined in Example Proof of Corollary 2.9. This follows from the process described in the previous corollary, by choosing a sequence λ k such that λ k ϑ m (Z * ) ∈ Qπ and lim k→∞ λ k = 1.
In other words, "unclean" two-step nilmanifolds are dense among two-step nilmanifolds. However, the family of two-step nilmanifolds that satisfy the hypotheses of Theorem 2.6 are clearly measure zero in the family of all two-step nilmanifolds.
Theorem. Generic two-step nilmanifolds satisfy the Clean Intersection Hypothesis.
2.11. See [G1] for the first examples and [Gt2] for further examples of pairs of two-step nilmanifolds that are isospectral on functions but which have different multiplicities in the length spectrum. It is interesting to note that the lengths that produce different multiplicities in the isospectral pairs are not those associated to the "unclean" lengths, described above. Thus, the multiplicity phenomena does not appear related to the Clean Intersection Hypothesis. See [Gt6] for results comparing the wave invariants of these examples.
2.12 Remark. In special cases, using Riemannian submersions, one should be able to construct higher-step nilmanifolds that fail the Clean Intersection Hypothesis. Technical difficulties arise in proving that the clean intersection hypothesis must respect Riemannian submersions.
Proof of the main theorem
Recall that throughout this paper, a prime (e.g. X (t)) denotes derivation with respect to the t or r variable, and a dot (e.g.α(s)) denotes derivation with respect to the s variable. Also recall that elements with tildes such asp, vp, denote elements in G andX, respectively; elements without tildes such as p and v p denote the image ofp and vp in Γ\G and X, respectively, under the canonical mapping π :X → X. The element e is the identity element of G.
The purpose of this section is to prove the following theorem, from which Theorem 2.6 follows directly.
Theorem. Let (Γ\G, g) be a Riemannian two-step nilmanifold. With notation as established in Section 1 and Section 2, (Γ\G, g) satisfies the Clean Intersection Hypothesis if and only if for all
To see that Theorem 3.1 implies Theorem 2.6, let (Γ\G, g) be a Riemannian two-step nilmanifold. Let
+ . We need additional information and notation about two-step nilmanifolds before proceeding with the proof of Theorem 3.1.
We continue the notation of Section 1 and Section 2.
Notation.
(
. By the skew-symmetry of j(Z), v is the orthogonal direct sum of the invariant subspaces W m (Z) and we write
and for m = 1, . . . , µ,
where J = j(Z) and ϑ m = ϑ m (Z).
3.3 Notation. Let X 0 + Z 0 be a vector in n with X 0 ∈ v and Z 0 ∈ z.
(1) Define X 1 and X 2 by X 0 = X 1 + X 2 such that X 1 ∈ ker j(Z 0 ) and
Definitions.
⊥ as projection onto [V, g] ⊥ , the orthogonal complement of [V, g] 
, which is consistent with the notation of 2.5.
(2) With notation as above, define K : g → z by
Thus K(X 2 + Z 0 ) = 0 if and only if X 2 + Z 0 = 0, and,
Geodesic flow of two-step nilmanifolds. By left invariance,
for allp ∈ G. So it is enough to calculate the geodesic flow of (G, g) at the identity e ∈ G. Let v e ∈ T e G ∼ = g, with v e = X 1 + X 2 + Z 0 as in Notation 3.3. By [E1, Prop 3.5] σ v e (t) =Φ(t, (e,
For a more detailed expression of Z(t), involving X 1 , ξ m , and ϑ m , see [E1, Prop 3.5].
Theorem ([E1]). Let G be a simply-connected two-step nilpotent Lie group with left invariant metric g and metric Lie algebra (g, , )
.
. Given a unit speed geodesic σ with σ(0) = e andσ(0) = X 0 + Z 0 , the following statements hold: 
where
Given X 2 ∈ v and Z 0 ∈ z, the conditions referred to in ( †) are the following:
We need information about the initial velocities that achieve the periods in Theorem 3.7. We now show: 
( )
Givenp ∈ G, X 2 ∈ v and Z 0 ∈ z, the conditions referred to in ( ) are the following: and (v) [V, logp] 
3.9 Remarks. a. Note that X 2 + Z 0 satisfies (i)-(iv) of Theorem 3.7, and thus produces the period 
This also follows from Theorem 3.7. In this case, condition (v) becomes [V, logp] 
whereq is any fixed element in G such that
To see this, note that by (2.1), [V, logp] = [V, logq] if and only ifpq
is a unit speed geodesic with period τ. Note that by (2.1), 
logp]. Let α(s) = exp(X(s) + Z(s)) as in Subsection 3.5. Denote the initial velocity of α(s) by
Note that this holds even if V = 0, since then X 1 = 0 and X 2 + Z 0 is a unit vector. Let X 2 + Z 0 = X 2 +Z 0 |X 2 +Z 0 | , so that conditions (i) and (ii) of ( ) are satisfied, since V = τ X 1 .
Then
and condition (iii) of ( ) is satisfied. By part (1) of Theorem 3.6, we must have τ ϑ m (Z 0 ) ∈ 2πZ for all m such that ξ m = 0. This implies
for all m such that ξ m = 0, and condition (iv) of ( ) is satisfied.
Finally,
implies condition (v) of ( ) after normalizing to X 2 + Z 0 .
Thus if vp ∈F (τ, γ), then vp mast satisfy the conditions of ( ).
To prove equality, let vp satisfy the conditions of ( ). Let α(s) be the unit speed geodesic with initial velocity vp. We must show γα(s) = α(s + τ ) for all s. Recall that γ = exp(V + Z), where V ∈ v and Z ∈ z.
Left translate α(s) to e, by defining σ(s) :=p −1 α(s) for all s. This new curve σ(s) is a geodesic since left translations are isometries. We must now showp
To do this, we must first show σ(τ ) =p −1 γp. Let σ(s) = exp(X(s) + Z(s)) as in Subsection 3.5. By (2.1), we must show that X(τ ) = V and Z(τ ) = Z + [V, logp] . By the conditions of ( ), v = X 1 +X 2 +Z 0 where
τ V, and X 2 + Z 0 satisfies the conditions of ( ). By the geodesic equations in Subsection 3.5 and condition (iv) of ( ), X(τ ) = τ X 1 = V. Note that by condition (ii) of ( ), this implies [log σ(τ ), g] ⊥ Z 0 , so by part (2) of Theorem 3.6, σ(s) is periodic by σ(τ ) =p −1 γp. We may now use condition (1) of Theorem 3.6, so that
. After normalizing to X 2 + Z 0 as above, we obtain
. Using conditions (iii) and (v) of ( ), we see that Z(τ ) = [V, logp] +Z, as desired.
Notation: Fixed points on two-step nilmanifolds. With notation as above, let γ = exp(V + Z) ∈ Γ, with
where x ∈ C(γ, G) and a is an arbitrary element in G.
We identify vp = (p, v)
as in (1.9) and let
with a 1 (0) = 0 and a 2 (0) = v, so that α(0) = (p, v) = vp. Since exp * e = Id, we have
For v p ∈ F (τ, c), we seek conditions so that π * α (0) is a fixed point of Φ τ * v p .
Equivalently by Proposition 1.18, for vp ∈F (τ, γ) we calculate conditions so that
Note that this impliesΦ τ (α(0)) = γ · α(0).
For each s, we orthogonally decompose is the orthogonal decomposition ofȧ 2 (0) into its central and noncentral components. For each s, let X s (t), Z s (t) and X s (t) denote the components of the geodesic flow as described in Subsection 3.5, generated by initial velocity α(s). We now compute necessary and sufficient conditions for the curveα(0) to satisfy Proposition 1.18 and thus generate a fixed point of Φ τ * v p . These necessary and sufficient conditions are used throughout the proof of Theorem 3.1.
Theorem. Let G be a two-step nilpotent Lie group with left invariant metric
g. Let γ = exp(V +Z) ∈ G. Letp = xqa, whereq −1 γq = exp(V +Z ⊥ V ), x ∈ C(γ, G), and a ∈ G. Let α(s) = (p exp(a 1 (s)), a 2 (s)) ∈X such that a 1 (0) = 0 and a 2 (0) = v. Let a 2 (s) = X s 0 +Z s 0 with Z s 0 ∈ z and X s 0 ∈ v. Let exp(X s (t)+Z s (t
)) be the geodesic through e with initial velocity a 2 (s). Then the geodesic flow of (G, g) satisfies
0 . Recall that a prime denotes derivation with respect to the t or r variable and a dot denotes derivation with respect to the s variable.
Proof of Theorem 3.11. Let β(s) = (Φ τ • α)(s).
Define b 1 (s) and b 2 (s) by We now calculate the values of b 1 (s) and b 2 (s) in terms of a 1 (s) and a 2 (s). 
One easily calculates thaṫ We are now ready to prove the main theorem of the paper.
Proof of Theorem 3.1. Let (Γ\G, g) be a two-step nilmanifold.
We 
. By Theorem 3.8 and Remarks 3.9, we have
Letp
= xq for some x ∈ C(γ, G) and let p = π(p). So in the notation of 3.10, a = e. Note that
Also note that, in the notation of 3.3,
where a 1 (s) is a curve in g with a 1 (0) = 0 and with derivativeȧ 1 (0) that will be specified later. Note that
To show that (ȧ 1 (0), ξ) v p is a fixed point of Φ τ * v p , we must show that (ȧ 1 (0), ξ) vp satisfies conditions (1) through (6) of Theorem 3.11.
Note that by Definitions 2.4 and Notation 3.2, j(Z
+ and by Notation 3.2, one easily calculates that e
We now calculate from Subsection 3.5 that
so X 0 (t) = tV and X 0 (τ ) = V ; therefore, condition (1) of Theorem 3.11 is satisfied. Also by Subsection 3.5,
so X 0 (t) =V and condition (3) of Theorem 3.11 is satisfied. Finally from Subsection 3.5,
Thus condition (2) of Theorem 3.11 is satisfied, since a = e and log e = 0. NowẊ
and condition (4) of Theorem 3.11 is satisfied. From above,
and condition (6) of Theorem 3.11 is satisfied. Finally, from Subsection 3.5
Since everything in sight is analytic in both s and t and bounded with a bounded derivative in s near 0, and since we are integrating over a finite, closed interval, we can use uniform convergence to bring the derivative d ds under the integral sign.
Using the linearity of the Lie bracket in each component and the product rule, we thus have
and soŻ
Since [V, g] is a closed subspace of z, we conclude thatŻ 0 (τ ) ⊂ [V, g] . We now choose a 1 (s) so that
With this choice of a 1 (s), condition (5) of Theorem 3.11 is satisfied. Since α(s) = (p exp(a 1 (s)), a 2 (s)) satisfies conditions (1) through (6) of Theorem 3.11, we conclude thatΦ
As vp and γ · vp are identified under π : X →X, we see that (
We have proved that if γ = exp(V + Z) ∈ Γ and ϑ m (Z ⊥ V ) ∈ 2πZ + , then Γ\G does not satisfy the Clean Intersection Hypothesis.
We now prove that the only "unclean" lengths τ are those associated with a
To do this, let α(s) = (p exp(a 1 (s), a 2 (s)) ∈X with a 1 (0) = 0 and a 2 (0) = v where vp ∈F (τ, γ). Assume that
i.e., by Proposition 1.18, assume that π * (α(0)) is a fixed point of Φ τ * v p for v p ∈ F (τ, c γ ). We use the fact thatα(0) satisfies conditions (1) through (6) of Theorem 3.11 to show that either
Because we will be taking limits and derivatives of vector curves X s + Z s in g, and because the number of distinct eigenvalues of j(Z s ) can vary with s, we will need the following definitions and properties.
3.12 Definition. Let (g, , ) be a two-step nilpotent metric Lie algebra. Define U = {Z ∈ z : there exists an open neighborhood O of Z such that µ is constant on O}. We call U the simple subdomain of z. ([GtM1, Prop. 1.19] ). Let (g, , ) be a two-step nilpotent metric Lie algebra. Then the following hold:
Proposition
(1) The simple subdomain U is open and dense in z.
First assume that Z 0 ∈ U. We may then assume that the number of distinct eigenvalues of j(Z s ) is constant for s in a neighborhood of 0. By [A] If Z 0 ∈ U, then we must be more precise. As U is dense in z, Z 0 is a limit point of U. By Proposition 3.13 and continuity of the set of (unordered) eigenvalues [Kt, §II.5] , two of the eigenvalue curves must approach each other as Z approaches Z 0 ∈ z − U and the counting function µ has a discontinuity at Z 0 . We proceed as though exactly two eigenvalue curves ϑ m and ϑ m intersect at Z 0 ; the statements generalize in the obvious manner in the case that more than two eigenvalue curves intersect at Z 0 . As U is dense and open in z, there exist
Z s takes any desired value, and such that as s → 0,
We may assume that the curves ϑ m (Z s ) and ϑ m (Z s ) are analytic (in s) in what follows.
Note that if we write X 
and
Note that since W m (Z s ) and W m (Z s ) are orthogonal, invariant subspaces of j(Z s ) for all s, their limit spaces W (Z 0 ), W (Z 0 ) are orthogonal, invariant subspaces of j(Z 0 ), and
3.14 Proposition. Let (g, , ) be a two-step nilpotent metric Lie algebra and let
Proof of Proposition 3.14. This result is contained in the proof of Lemma 4.6 in [GtM1] .
Thus, by passing to refined invariant subspaces when necessary, we deduce that all of the derivatives exist below, even in the case that Z 0 ∈ U, and that the limiting values are as given. For most of the proof, we do not separate the cases Z 0 ∈ U and . We now proceed with the proof of the necessary condition of Theorem 3.1. Let α(s) = (p exp(a 1 (s)), a 2 (s)) be a curve inX such that 
with a 1 (0) = 0. Using Subsection 3.5, we see that the values for X s (r) and Z s (r) are as follows: 
Note that for m ∈ M, the values above are clearly well defined, since all of the values are analytic in s. For n ∈ N, observe that | 
We now havė 
A similar analysis yieldṡ
We now consider two special cases, and use the fact thatα(0) must satisfy conditions (1) through (6) of Theorem 3.11.
Case I:
+ for all m = 1, . . . , µ. By Theorem 3.8 and Remarks 3.9 we know
After substituting these values into (♠) we obtaiṅ
Since this must satisfy condition (6) of Theorem 3.11, after setting r = τ we obtain 
Note that the right hand side of this equation is an orthogonal decomposition, using linearity of the derivative, the fact that we started with an orthogonal decomposition (before taking derivatives with respect to s), and the values J 0 ξ Since this must satisfy condition (4) of Theorem 3.11, we may assume that
for all s. Now by Subsection 3.5,
Since everything in sight is analytic in both s and r and bounded with a bounded derivative in s near 0, and since we are integrating over a finite, closed interval, we can use uniform convergence to bring the derivative d ds under the integral sign. Using the linearity of the Lie bracket in each component and the product rule, we thus have
The fact thatẊ 0 (r) = 0 andẊ 0 (r) = 0 follows from (♣) and (♠), using the fact that ξ 
since by the definition of X s 1 , we must have J s X s 1 = 0 for all s. Taking the derivative of both sides and using the fact that for n ∈ N,
We conclude thatŻ Recall that we assume that α(s) = (p exp(a 1 (s)), a 2 (s)) ∈X with a 1 (0) = 0 and
as above. The geodesic with initial velocity α(s) can be written asp exp(a 1 (s)) exp(X s (t) + Z s (t)), with a 1 (0) = 0, where X s (t) and X s (t) satisfy (♣) and (♠), respectively.
We use the fact thatα(0) satisfies conditions (1) through (6) of Theorem 3.11 to show thatα(0) is tangent toF (τ, γ) and hence π * (α(0)) is tangent to F (τ, c γ ).
Since condition (1) we cannot yet make this conclusion. We thus divide the set M into two disjoint subsets:
We thus have τ ϑ 0 m ∈ 2πZ + for m ∈ M . Substituting this into (♠) we obtaiṅ
Since this must satisfy condition (6) of Theorem 3.11, we obtain
As in Case I, this is an orthogonal decomposition. We first conclude that Since everything in sight is analytic in both s and r and a bounded with a bounded derivative in s near 0, and since we are integrating over a finite, closed interval, we can use uniform convergence to bring the derivative Since condition (6) of Theorem 3.11 must be satisfied,Ż 0 (τ ) ⊂ [V, g] , so that we must have In conclusion, (ȧ 1 (0),ȧ 2 (0)) vp is tangent to a curve inF (τ, γ), as desired. Thus, there cannot exist "unclean" lengths coming from Case II.
