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1 Influences of the Similarity Measures
As discussed in the main submission, the similarity measure based on the same family
of image features as the detection framework yields the best performances. Table 1 of
the main submission illustrates the influence of different similarity measures on the
detection accuracy of various classifiers. We provide the corresponding plots here.
(a) DPM (b) AdaBoost (c) CNN
Fig. 1. The similarity measure has a strong influence on the final performance. We achieve better
performance when using the similarity measure that relies on the same family of image features
as the detection framework (best seen in color)
DPM AdaBoost CNN
Fig. 2. Performances when using the Euclidean distance as a similarity measure. (best seen in
color)
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Fig. 1 shows the precision-recall curves for all possible combinations of the de-
tection methods and the similarity measures we consider, and confirms that using the
similarity measure that relies on the same family of images features as the detection
framework yields better performance.
As shown in Fig. 2, relying on the Euclidean distance as a similarity measure to
optimize the rendering parameters actually degrades the final performances for all the
detectors.
2 Importance of the Rendering Parameters
To check whether the rendering effects have all a positive influence, and the importance
of optimizing synthetic data generation parameters, we performed a set of evaluations
in addition to those presented in Section 5.4 and Fig. 8 of the main submission.
We fixed all the capture parameters in Θ, setting their values to 0, which effectively
means completely discarding the influence of the corresponding effect. We then varied
only one of them and repeated this experiment with different values of the parameter,
and for each of the capture parameters.
Classification method Average precision
Boundaries blurring:
No effects σs = 1 σs = 1.5 σs = 2
DPM 0.78 0.77 0.84 0.75
AdaBoost 0.65 0.73 0.79 0.79
CNN 0.86 0.89 0.85 0.86
Motion blurring:
No effects σmu = 0.3 σ
m
u = 0.5 σ
m
u = 1
σmv = 0.3 σ
m
v = 0.5 σ
m
v = 1
DPM 0.78 0.84 0.81 0.79
AdaBoost 0.65 0.72 0.79 0.79
CNN 0.86 0.87 0.88 0.89
Random noise:
No effects σn = 0.5 σn = 0.9 σn = 1.1
DPM 0.78 0.83 0.81 0.83
AdaBoost 0.65 0.75 0.79 0.75
CNN 0.86 0.89 0.86 0.85
Material properties:
No effects wd = 0.5 wd = 1 wd = 2
DPM 0.78 0.83 0.84 0.86
AdaBoost 0.65 0.70 0.76 0.66
CNN 0.86 0.88 0.89 0.81
Table 1. Influence of various post-processing effects on the detection accuracy of different detec-
tors.
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The results are shown in Table 1 and Fig. 3. This shows that all the classifiers benefit
from the application of every single post-processing effect.
To further highlight the effectiveness of the rendering parameters, in Fig. 4 we also
compared the performance of every detector, trained on the real and synthetic data that
was generated without using any of the post-processing steps with the ones when syn-
thetic data was generated using all the post-processing steps with the parameters, opti-
mized using appropriate similarity measures.
3 Importance of the Optimization over the Rendering Parameters
To show the importance of optimizing over the rendering parameters Θ, in Fig. 5 we
compared the final performance obtained using optimized parameters with the final
performance obtained with random parameters drawn from a uniform distribution. The
minimum and maximum values for the random parameters were taken as the minimum
and maximum values of the optimised parameters.
4 Rendering Parameters Distribution
Our method computes the capture parameters for each available real image. To show
that these parameters are correlated in practice, Fig. 6 shows the distribution of each
possible pair of parameters, for all the similarity measures we consider.
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Boundaries blurring (BB)
Motion blurring (MB)
Random noise (RN)
Material properties (MP)
DPM AdaBoost CNN
Fig. 3. Evaluation of the synthetic data generation effects. We fixed one capture parameter in Θ
and then optimized the other parameters using the best similarity measure for each classification
method. Each effect has clearly a positive influence of the quality of the synthetic data, however
the impact is different for every classification method. (best seen in color)
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DPM AdaBoost CNN
Fig. 4. Performances when using real data only, synthetic data without any post-processing effects
and synthetic data with all the introduced effects, with the Θ parameters optimised according to
the appropriate for every detector similarity measures. (best seen in color)
DPM AdaBoost CNN
Using real Random Optimised
images only parameters parameters
Classification method: Average precision:
DPM 0.84 0.82 0.93
AdaBoost 0.80 0.82 0.92
CNN 0.85 0.87 0.89
Fig. 5. Comparison of the performances of different classifiers trained on real and synthetic data
generated using corresponding similarity measures with those where the capture parameters are
randomly selected. The optimized parameters always yield better performance. (best seen in
color)
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Fig. 6. Joint distributions of each possible pair of capture parameters, optimised using different
similarity measures. The different parameters are clearly correlated, in a complex way. (best seen
in color)
