ABSTRACT: The problem of deriving approximations for multinormal integrals is examined using results of asymptotic analysis. The boundary of the integration domain given by g(x) = 0 is simplified by replacing g(x) by its Taylor expansion at the points on the boundary with minimal distance to the origin. Two approximations which are obtained by using a linear or quadratic Taylor expansion are compared. It is shown that, applying a quadratic Taylor expansion, an asymptotic approximation for multinormal integrals can be obtained, whereas using linear approximations large relative errors may occur.
INTRODUCTION
In many reliability problems it is necessary to calculate the probability content of part of an n-dimensional probability space. Especially, if the dimension of the space is large, the direct computation by numerical or Monte-Carlo integration is too time consuming. Therefore, approximation methods for this task were developed (5, 7, 9, 12) . The basic idea of the proposed methods is to transform the random variables into a probability space, where they are mutually independent, standardized, normal distributed random variables and then to approximate the integral by simplifying the boundary of the integration domain. For independent random variables with continuous densities the transformation is quite simple (5, 7, 9) . In the case of dependent random variables, a numerical procedure is put forward in Ref. 9 which transforms pointwise into the standardized space. But in this case no theoretical results about the performance of this algorithm are known to the author (6) . Nevertheless, it can be assumed that in many cases the problem of integration can be reduced to the problem of integrating the n-dimensional standard normal density function over a part of the n-dimensional space.
In this space the so-called limit state function g(x) (x = {x x , ..., x n )) is defined, it divides the space into the safe domain S = \x;g(x) > 0], the failure domain F = [x; g(x) < 0] and the limit state surface G = [%;g(x) -0]. The failure occurs, if g(x) < 0. The quantity to be computed is probability of failure P, i.e.
in which \x\ = (2" =1 x 2 )
igin are computed, i.e. the points with |y,| = min gfe)=0 \x\. A globally convergent algorithm to minimize a function on hypersurfaces which can be used to find these points, is described in Ref. 11 . The approximations are now obtained by replacing g(x) atx lf ..., x" by its Taylor expansion g*(x) to the first or second order. Then, P(g*(X) < 0) is taken as approximation for P(g(X) < 0). The usual method which is described in Refs. 5 and 9 is to take only the first derivatives of g(x), i.e. to replace the limit surface by a hyperplane through the point with the same gradient as g(x) at this point. In the cited papers it is stated that the quality of the obtained estimate is good and that it produces accurate approximations for the integral but no theoretical considerations or general error estimates to underline this proposition are given. For a fixed failure domain the error of the approximation can be found only by comparing it with the exact result obtained by numerical integration. Since reliability problems are considered the probability content of the failure region which is in general, small, and the distance of the limit surface tp the origin is usually large due to the standardization. It therefore appears reasonable to study the asymptotic behavior of the approximations for sequences of increasing safe domains to obtain information on their quality. Methods of asymptotic analysis are used to do this.
Asymptotic Behavior of Approximations.-In the case of n independent, standard normal random variables, the limit state function g(x) is given as a twice continuously differentiable function. Further, it is assumed that min gfe)=0 \x\ = 1, g(0) > 0 and that there is only one point x 0 on the surface G = [x; g(x) = 0] with |x 0 | = 1. The restriction that there is only one point on the limit surface is usually made since for the case of several minimal distance points no general procedure to deal with them was developed so far, it was only proposed that polyhedrical approximations should be used (5,9). Beginning with this one limit state function now a sequence g(x;fi) of limit state functions depending on the parameter p is g(z; P) = gft' 1 *)
It is obvious that g(x; 1) = g(x) and that the limit surface G(P) = {%; g{x; P) = 0} has only one point with minimal distance to the origin, namely px 0 . For these limit surfaces two approximations are considered. The first approximation is obtained by replacing g(x; p) by its first order Taylor expansion g L (x; p) at $x 0 , i.e.
(Vg(x; p) denotes the gradient of the function g(x; p) atx). This is due to the definition of g(x; p)
Then, instead of the hypersurface G(P) the hyperplane defined by gi{x; P) = 0 is taken as approximating limit surface. The second approximation is given by replacing g(x; P) by its second order Taylor expansion g Q (x; P) at px 0 , i.e.:
with D(P) the matrix d 2 g(x; p)/3x,axy| J=Pn of the second derivatives of g(x; P) at px 0 . This is, due to the definition:
The hypersurface G(P) is replaced by the hypersurface given by g<}( x '' P) = 0-Also, this new surface has only $x 0 as point with minimal distance to the origin. This can be shown by the Lagrange multiplier theorem see Ref. 13, p. 19 . Then there are three probability contents to be compared:
The second and the third are approximations for the first one.
To evaluate P(p) a substitution is made:
.., y") with y ; = p -1 *,-: 
in which / (defined in Eq. 23a, Appendix I) is a quantity independent of p depending only on the first and second derivatives of g(x; 1) at x 0 . This yields for P(P)
The asymptotic behavior of P(P) depends only on the value of p and the first and second derivatives of g(x; 1) at x 0 . For the second probability Q(P) which is given by Q(P) = P[g Q (X; p) < 0], the same result is obtained analogously since £Q(X; 1) and g(x; 1) have the same first and second derivatives at x 0 due to the definition of g Q (x; p)
This yields P(P) ~ Q(P) (P ^ oo)
The result shows that Q(P) is an asymptotic approximation for P(p) in the sense of asymptotic analysis, i.e. the relative error tends to zero for p -> oo. For the linear approximation L(P) the estimate is
This gives, using Eqs. 12 and 12a:
^f~l/r 1/2 <P-) 03a)
The relative error of the linear approximation given by |L(P)/P(p) -1| converges therefore to ||/|~1 /2 -1|, a quantity depending on the first and second derivatives of g(x; 1) at x 0 . Due to this, if an estimate for the failure probability P(p) is needed, the quadratic approximation should be used. In particular, if further arithmetic operations with this estimate are performed, as in the case of decision problems, in which the result is multiplied by the costs in case of a failure, at least asymptotically correct results can be obtained using the outlined procedure of quadratic approximation.
Generalized Reliability Index.-In Ref. 4 Ditlevsen defines the generalized reliability index which is a generalization of the reliability index of Hasofer/Lind (8) . For the failure domain F(p) = {x;g(x; p) < 0} the generalized reliability index p G is given by
The Hasofer/Lind index for F(P) is, due to the definition of F(P), simply p. This is also the estimate for the generalized index which is obtained by a linearization of the limit surface at x Q . For p -> oo, for P(P) the asymptotic approximation given in Eq. 11 is valid; this yields <K-PG)~<f>(-P)|J|- 
>=i with /, denoting the value given in Eq. 23 computed for the point x, instead of x 0 .
From the mathematical considerations given in Appendix I it follows that it would be sufficient to postulate that g(x) is twice continuously differentiable near the points on the surface G which have minimal distance to the origin and continuous elsewhere. The results are valid also in this case.
Calculation of the Quadratic Approximation for Given Limit State.-Let a limit state function g(x) be given in the n-dimensional space of standard normal independent variables with g(0) > 0. This function defines a limit surface G = [x; g(x) = 0], Define g(x) by g(x) = g{$ox) with Po = min 2eG \z\. Then, g(x) = g(x; p 0 ) with g(x p) defined as before. If p 0 is large the asymptotic approximation Q(p 0 ) can be used to approximate P(g(X) < 0) = P(g(X; Po) < 0). The approximation can be found according to the following procedure: (1) Calculate all points z x , ..., z K on G with |si| = ... = |sit| = Po (=min2 E G |s|); (2) for each point Po 2; calculate J, as defined in Eq. 23; and (3) the approximation for P(g(X) < 0) is 
This formula gives the estimate in terms of the distance of the limit surface from the origin and the curvatures of the surface at the minimal distance points. functions g(x; 0) = (xi/a) 2 + x| -p 2 (a > 1) are given. There are two points on the curve g(x; 1) = 0 with minimal distance to the origin Xi = (0,1) and x 2 = (0,-1). This yields, using Eq. 16:
for the quadratic approximation Q(P). This approximation is compared with the exact probability P(P) (which is given in Ref. 10 , p. 164, Eq. 78) in Fig. 1 for a = 1.25, 2, 4. The relative error converges to zero for p -» oo. 2. Sum of Exponentially Distributed Random Variables: Given are n independent, identically distributed random variables, Y lt ... Y". Each has a standardized exponential distribution with cumulative distribution function F(y) = 1 -exp (-y). Let the limit state function be given by Siy) = n + <*V" -2?=i yt (in which a is constant). The transformation in the space of standard normally distributed variables X lf ..., X n is given by x { = -<1>~1 (exp (-y,)) (/ = 1, ..., n). The limit state function in this space is g(%) = 2" =1 In [4>(-x,)] + n + aVn. Using the method of Lagrange multipliers (see Ref. 13, p. 19) , the only point Z\ on the limit surface with minimal distance to the origin is found 2l = (z, ...,z) with z = -$-'lexpl I 1
The distance to the origin is Vn z. For / x using Eq. 23 and denoting the standard normal density by <j>(z) this yields 
h^1 -Z M-z)-z]
The approximation is then
Ptf(X)<Q)-*(-Vn«)-{l-«[^r^]}
In Fig. 2 the exact probability (given by the incomplete gamma function), the approximation by Eq. 20(b) and the approximation <I>(-Vn z) obtained by linearizing the limit surface are compared for 0 < a < 3 and n = 10.
SUMMARY AND CONCLUSIONS
The problem of obtaining approximations for multinormal integrals is reviewed. Two approximations, the linear and the quadratic, are examined. The result shows that only the quadratic approximation gives an asymptotic approximation for the integral in the sense of asymptotic analysis, whereas the linear approximation produces an uncontrollable relative error. Only in the case in which the generalized reliability index has to be computed does the linear approach produce an asymptotic approximation. This implies that, if the failure probability has to be estimated, only the quadratic approximation should be used.
