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ABSTRACT
I explore the possibility of finding an equivalent string represen-
tation of two dimensional QCD. I develop the large N expansion of
the QCD2 partition function on an arbitrary two dimensional Euclidean
manifold. If this is related to a two-dimensional string theory then many
of the coefficients of the 1N expansion must vanish. This is shown to be
true to all orders, giving strong evidence for the existence of a string
representation.
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1. Introduction
It is an old idea that QCD might be represented as a string the-
ory. This notion dates back even before the development of QCD. In-
deed, string theory itself was stumbled on in an attempt to guess sim-
ple mathematical representations of strong interaction scattering ampli-
tudes which embodied some of the features gleamed from the experi-
ments of the 1960’s. Many of the properties of hadrons are understand-
able if we picture the hadrons as string-like flux tubes. This picture
is consistent with linear confinement, with the remarkably linear Regge
trajectories and with the approximate duality of hadronic scattering
amplitudes.
Within QCD itself there is internal support for this idea. First, the
1
N expansion of weak coupling perturbation theory can be interpreted as
corresponding to an expansion of an equivalent string theory in which
the string coupling is given by 1
N
. This is the famous result of ’t-
Hooft’s analysis of the 1N expansion of perturbative QCD[1]. The same
is true for any matrix model–i.e. a model invariant under SU(N) or
U(N), in which the basic dynamical variable is a matrix in the adjoint
representation of the group. The Feynman graphs in such a theory
can be represented as triangulations of a two dimensional surface. ’t-
Hooft’s principal result was that one can use 1N to pick out the topology,
i.e. the genus=number of handles, of the surface, since a diagram which
corresponds to a genus G Riemann surface is weighted by ( 1N )
2G−2. The
leading order in the expansion of the free energy in powers of 1N is given
by the planar graphs and is proportional to N2.
Another bit of evidence comes from the strong coupling lattice for-
mulation of the theory. The strong coupling expansion of the free energy
can indeed be represented as a sum over surfaces [2]. Again there is a
natural large N expansion which picks out definite topologies for these
surfaces. This result is an existence proof for a string formulation of
QCD. However, the weights of the surfaces are extremely complicated
and it is not at all clear how to take the continuum limit.
⋆
From quite general considerations we expect that the large N limit
of QCD is quite smooth, and should exhibit almost all of the qualita-
tive features of theory. Thus an expansion in powers of 13 or (
1
3)
2 might
be quite good. The longstanding hope has been to find an equivalent
(dual) description of QCD as some kind of string theory, which would
⋆ There is also the problem that for large N there is typically a phase transition
between the strong and weak coupling regimes [3].
be useful in to calculate properties of the theory in the infrared. QCD
is a permanent part of the theoretical landscape and eventually we will
have to develop analytic tools for dealing with the theory in the infra-
red. Lattice techniques are useful but they have not yet lived up to
their promise. Even if one manages to derive the hadronic spectrum
numerically, to an accuracy of 10% or even 1%, we will not be truly sat-
isfied unless we have some analytic understanding of the results. Also,
lattice Monte-Carlo methods can only be used to answer a small set
of questions. Many issues of great conceptual and practical interest–in
particular the calculation of scattering amplitudes, are thus far beyond
lattice control. Any progress in controlling QCD in an explicit analytic
fashion would be of great conceptual value. It would also be of great
practical aid to experimentalists, who must use rather ad-hoc and prim-
itive models of QCD scattering amplitudes to estimate the backgrounds
to interesting new physics.
The problems with this approach are many. First, if QCD is de-
scribable as a string theory it is not as simple a theory as that employed
for critical strings. It appears to be easier to guess the string theory
of everything than to guess the string theory of QCD. Most likely the
weights of the surfaces that one would have to sum over will depend on
the extrinsic geometry of the surface and not only its intrinsic geometry.
We know very little about such string theories. Also there are reasons to
believe that a string formulation would require many (perhaps an infi-
nite) new degrees of freedom in addition to the coordinates of the string
[4]. Finally, there is the important conceptual problem–how do strings
manage to look like particles at short distances. The one thing we know
for sure about QCD is that at large momentum transfer hadronic scat-
tering amplitudes have canonical powerlike behavior in the momenta,
up to calculable logarithmic corrections. String scattering, on the other
hand, is remarkably soft. Critical string scattering amplitudes have, for
large momentum transfer, Gaussian fall-off [5]. How do QCD strings
avoid this? Recently there have been some interesting speculations re-
garding this problem [6], however it remains open.
In this paper I shall present some evidence in favor of the hypothesis
that two-dimensional QCD might be equivalent to a string theory. I
shall use the exact solution of pure QCD, i.e. with no quarks, as a
testing ground for these ideas. In particular I examine the free energy of
QCD on an arbitrary space-time background. Because of the simplicity
of two dimensional gauge theories, there being no propagating degrees
of freedom, the partition function can be explicitly calculated on an
arbitrary Euclidean manifold. I study the 1
N
expansion of the theory
and find that many features of this expansion are consistent with the
string picture, indeed would be hard to understand otherwise.
2. Two Dimensional QCD
2.1. The Theory
Two dimensional Quantum Chromodynamics (QCD2) is the perfect
testing ground for the idea that a confining gauge theories might be
equivalent to a string theory. First, many features of the theory are
stringier in two than in four dimensions. For example, linear confine-
ment is a perturbative feature which is exact at all distances. Most
important is that the theory is exactly solvable. This is essentially be-
cause in two dimensions gluons have no physical, propagating degrees
of freedom, there being no transverse dimensions. In fact QCD2 is the
next best thing to a topological field theory. The correlation functions
in this theory will depend, as we shall see, only on the topology of the
manifold on which formulate the theory and on its area. For this reason
it is possible to solve the theory very easily and explicitly.
Consider for example the expectation value of the Wilson loop for
pure QCD2 , TrR Pe
∮
C
Aµdx
µ
, for any contour, C, which does not inter-
sect itself. Choose an axial gauge, say A1 = 0, then the Lagrangian is
quadratic, given by 12 TrE
2, where E = ∂1A0 is the electric field. The
Wilson loop describes a pair of charged particles propagating in time.
This source produces, in two dimensions, a constant electric field. The
Wilson loop is then given by the exponential of the constant energy of
the pair integrated over space and time. This yields,
TrR Pe
∮
C
Aµdx
µ
= e−g
2C2(R)A , (2.1)
where g is the gauge coupling, C2(R) the quadratic Casimir operator for
representation R and A the area enclosed by the loop. The expectation
value of more complicated Wilson loops that do self intersect can also be
calculated. Kazakov and Kostov worked out a set of rules for such loops
in the large N limit [7]. They are quite complicated. QCD2 with quarks
is also soluble, at least in the large N limit. The meson spectrum was
solved for N →∞ by ’t Hooft. It consists of an infinite set of confined
mesons with masses mn that increase as m
2
n ∼ n. This provides one
with a quite realistic and very instructive model of quark confinement
[1], [8].
Is QCD2 describable as a string theory? The answer is not known,
although there is much evidence that the answer is yes. I shall present
below some additional evidence that supports this hypothesis. To sim-
plify matters I shall discard the quarks and consider the pure gauge
theory. This would correspond to a theory of closed strings only, quarks
are attached to the ends of open strings. We shall consider the partition
function for a U(N) or SU(N) gauge theory, on an arbitrary Euclidean
manifoldM,
ZM =
∫
[DAµ]e− 14g2
∫
M
d2x
√
gTrFµνFµν . (2.2)
One might think that in the absence of quarks the theory is totally
trivial, since in two dimensions there are no physical gluon degrees of
freedom. This is almost true, however the free energy of the gluons will
depend non-trivially on the manifold on which they live. In fact, one
cannot simply gauge the gluons away. If, for example, M contains a
non-contractible loop C, then if TrPe
∮
C
Aµdx
µ 6= 1, one can not gauge
Aµ to zero along C. Thus, the partition function will be sensitive to the
topology of M.
Although non-trivial the theory is extremely simple, almost as sim-
ple as a topological theory. It is easy to see that the partition function
will only depend on the topology and on the area of the manifold M.
This is because the theory is invariant under all area preserving diffeo-
morphisms. To demonstrate this note that the two-dimensional field
strength can be written as Fµν = ǫµνf , where ǫµν is the anti-symmetric
tensor and f a scalar field. Thus the action is S =
∫
Tr f2dµ, where
dµ =
√
gd2x is the volume form on the manifold. This action is inde-
pendent of the metric, except insofar as it appears in the volume form.
Therefore the theory is invariant under area preserving diffeomorphisms
(W∞). The partition function can thus only depend on the topology
and on the area of the manifoldM,
ZM = Z[G, g2, A,N ] = Z[G, g2A,N ] , (2.3)
where G is the genus of M.
Now we can state the conjecture that the logarithm of this partition
function, the free energy, is identical to the partition function on some
string theory, with target space M, where we would identify the string
coupling with 1N and the string tension with g
2N ,
lnZ[G, g2A,N ] = ZStringM [gst =
1
N
,α′ = g2N ] . (2.4)
As a candidate for the type of string theory I am thinking of consider
the Nambu action, wherein
ZStringM =
∑
h=genus
(gst)
2h−2
∫
Dxµ(ξ)e
∫
d2ξ
√
g , (2.5)
where g is the determinant of the induced metric,
g = det[gαβ ] = det[
∂xµ
∂ξα
∂xν
∂ξβ
Gµν(x)] , (2.6)
and Gµν(x) is the metric on the manifoldM. This string theory, when
the target space is two-dimensional, is indeed invariant under area pre-
serving diffeomorphisms of the target space. To see this note that√
g = |∂xµ
∂ξα
|√G, which is obviously unchanged by a map xµ → x′µ
as long as the Jacobian of the map, | ∂xµ
∂x
′ν
| = 1. Actually the Polyakov
action with a two-dimensional target space also has a W∞ symmetry,
although is is realized in a very nonlinear fashion. One might specu-
late that this is related to the well known W∞ symmetry of the c = 1
string theory [9]. Unfortunately the only way we know to quantize the
Nambu action is to transform it into the Polyakov action [10], which
upon quantization yields the standard non-critical string. This is not
what we want to do here, since the resulting theory is not even Lorentz
invariant.
Is there another quantization of the Nambu string that differs from
the Polyakov quantization in two-dimensions? The answer is not known.
However the arguments that lead to the Polyakov action [10] do require
some dynamical assumptions. They are especially suspect in low dimen-
sions of the embedding space, where the generic maps are singular. In
two dimensions the Nambu action would be topological were it not for
these singularities. The area of the surface mapped out by the string is
only non-trivial because of folds. If the Jacobian |∂xµ∂ξα | never vanishes,
then the Nambu action is equivalent to the oriented area–i.e. the topo-
logical winding number, n =
∫
d2ξ det
(
∂xµ
∂ξα
)
, which measures how many
times the we cover the target space. The true area differs from this by
the contribution of folds. These occur when det
(
∂xµ
∂ξα
)
= 0, due to the
vanishing of one of the eigenvalues of
[
∂xµ
∂ξα
]
. They occur on smooth
curves which terminate at Whitney points. Such singularities cannot be
seen in the usual conformal gauge, where the induced metric is written
as gαβ = e
φgˆαβ , where gαβ is a fiducial, non-singular metric.
This remarks lead one to suspect that the standard Liouville ap-
proach to the two-dimensional string might be modified. One approach
might be to write the action as the topological winding number plus
the contribution of the folds, and to replace the latter by an action
due to pointlike particles moving along trajectories. Thus, locally the
Lagrangian is a total derivative as long as the determinant, det
(
∂xµ
∂ξα
)
,
does not vanish. The total derivative yields the winding number of the
map and thus the action can be rewritten as
S =
∫
d2ξ| det
(
∂x
∂ξ
)
|
√
G = n+ 2
∑
i
∮
Ci
dxµǫµνx
ν
√
G , (2.7)
where Ci denotes a curve on which det
(
∂x
∂ξ
)
= 0. The additional, non-
topological term, counts the area of the folds of the map. It is tempt-
ing to replace this theory of maps with a theory of particles (fermions,
perhaps, to give the correct counting of the loops), moving along trajec-
tories which correspond to the boundaries of the folds, with some sort
of (gauge?) interaction to account for the area term. However, to date,
we have not been able to construct such a particle action to replace the
Nambu action.
In the absence of a well defined candidate for the string action and
measure we shall proceed in the reverse, experimentally constructive
fashion. We shall examine the partition function of QCD2, expand it
in a power series in 1N , determine whether this expansion can be inter-
preted in terms of maps of two dimensional surfaces onto two dimen-
sional surfaces and finally, hopefully, reconstruct the string action and
measure.
2.2. Evaluation of the Partition Function
The partition function for QCD2 can easily be evaluated by means
of the following idea, originally due to Migdal [11]. The trick is to
use a particular lattice regularization of the theory which is both exact
and additive. For the lattice we take an arbitrary triangulation of the
manifold (by triangulation I mean an arbitrary representation of the
surface by means of polygons), as depicted in Fig.1,
PU U1
U2
3
Fig. 1 A triangulation ofM with group matrices along the edges.
and define the partition function as
ZM =
∫ ∏
L
dUL
∏
plaquettes
ZP [UP ] , (2.8)
where UP =
∏
L∈plaq. UL, and ZP [UP ] is some appropriate lattice ac-
tion. Any action will do as long as it reduces in the continuum limit
to the usual continuum action. Instead of the Wilson action, ZP (U) =
e
− 1
g2
Tr(U+U †)
, we shall choose the heat kernel action,
ZP =
∑
R
dR χR(UP )e
−g2C2(R)AP , (2.9)
where the sum runs over representations R of SU(N) (or U(N)), dR is
the dimension of R, χR(UP ) the character of UP in this representation,
C2(R) the quadratic Casimir operator of R and AP the area of the
plaquette.
It is easy to see, using the completeness of the characters to ex-
pand about ZP
UL→1+iAµdxµ→ ∑R dRχR(UP ) = δ(UP − 1) + . . ., that in
the continuum limit of this theory reduces to ordinary Yang-Mills the-
ory. What is special about the heat kernel action is that it is additive.
Namely, we can integrate over each link on the triangulation and the
action remains the same! Thus we can integrate out U1, which appears
in precisely two triangles, as illustrated in Fig. 2, using the
U
U
U
U
U1
2
3
4
5
Fig. 2
orthogonality of the characters,
∫
dV χa(XV )χb(V
†Y ) = δabda χa(XY ),
and obtain,∫
dU1ZP1(U2U3U1)ZP2(U
†
1U4U5) = ZP1+P2(U2U3U4U5) . (2.10)
This formula expresses the unitarity of the action, since in fact ZP (U) =
〈U |e−g2A∆|1〉, where ∆ is the Laplacian on the group.
We can use this remarkable property of the heat kernel action to
argue that the lattice representation is exact and independent of the
triangulation. This is because we can use (2.10) in reverse to add as
many triangles as desired, thus going to the continuum limit. On the
other hand we can use (2.10) to reduce the number of triangles to
the bare minimum necessary to capture the topology of MG. A two-
dimensional manifold of genus G can be described by a 4G-gon with
identified sides: a1b1a
−1
1 b
−1
1 . . . aGbGa
−1
G b
−1
G . The partition function can
be written using this triangulation as,
ZMG =
∑
R
dRe
−g2C2(R)A
∫ ∏
DUiDViχR[U1V1U †1V †1 . . . UGVGU †GV †G] .
(2.11)
We can now evaluate the partition function using the orthogonality of
the characters and the relation,
∫ DUχa[AUBU †] = 1daχa[A]χa[B], to
obtain [12], [13],
ZMG =
∑
R
d2−2GR e
−λA
N
C2(R) , (2.12)
where λ ≡ g2N is kept fixed. Thus we have an explicit expression for
the partition function. It depends, as expected, only on the genus and
the area of the manifold.
So far we have considered both the groups SU(N) and U(N). In
fact most of the discussion given below will be the same for both of
these groups. It would appear that they both yield expansions that
have a stringy interpretation. One could also consider, using the same
techniques, other groups. It would be very interesting to explore the
group O(N), which presumably would correspond to a non-orientable
string.
2.3. The Large N expansion
The formula (2.12) for the partition function is quite complicated,
being written as a sum over all representations. The representations of
SU(N) or U(N) are labeled by the Young diagrams, with m (m ≤ N)
boxes of length n1 ≥ n2 ≥ n3 ≥ . . . nm ≥ 0. Such a representation has
dimensions and Casimirs given by,
C
U(N)
2 (R) = N
m∑
i=1
ni +
m∑
i=1
ni(ni + 1− 2i);
C
SU(N)
2 (R) = N
m∑
i=1
ni +
m∑
i=1
ni(ni + 1− 2i)− (
∑
i ni)
2
N
;
dR =
∆(h)
∆(h0)
, hi = N + ni − i, h0i = N − i
∆(h) =
∏
1≤i<j≤N
(hi − hj) .
(2.13)
Thus we have a very explicit sum and one can, in principle, expand each
term in powers of 1N and evaluate the sum.
Note that the 1N expansion is an expansion in powers of
1
N2
, i.e. there
are no odd powers of 1N . This is because in the sum over representa-
tions of SU(N) or U(N), for every representation R, corresponding to
a Young tableaux, λR, there is a conjugate representation, R¯, whose
Young tableaux, λR¯, has its rows and columns interchanged. For such
conjugate representations the dimensions and value of the Casimir op-
erator satisfy (see Appendix A.1),
C
U(N)
2 (R)
N
=
m∑
i=1
ni +
C˜(R)
N
;
C
SU(N)
2 (R)
N
=
C
U(N)
2 (R)
N
− (
∑
i ni)
2
N2
C˜(R) = −C˜(R¯)
d2(R,N) = d2(R¯,−N) .
(2.14)
Now consider the 1N expansion of (2.12). Odd powers of
1
N can only arise
from the expansion of d2(R)e−
λAC˜(R)
N . Summing over each representation
and its conjugate we get
∞∑
k=0
1
k!
[
λAC˜(R)
N
]k (
d2−2G(R,N) + (−1)kd2−2G(R,−N)
)
. (2.15)
But, since d2−2G(R,N) = Nn(2−2G)
∑
i d
G,i
R
1
N i
, we see that only even
powers of 1N survive. This is as expected for a matrix model of Her-
mitean matrices–or a string theory of closed orientable surfaces.
2.4. Stringy Expectations
What do we expect from the 1N expansion if the string conjecture is
correct? Consider the expansion in powers of 1N of the free energy,
ln[ZMG] =
∞∑
g=0
1
N2g−2
fGg (λA) . (2.16)
Mg
M G
Fig. 3 A Map fromMg to MG
If this were given by a sum over maps of a two-dimensional surface
of genus g, Mg, onto a two-dimensional surface of dimension G, MG,
we would expect that fGg (λA) ∼ ( 1N )2g−2e−λAn, where n is the winding
number of the map, i.e. the topological index that tells us how many
times the map x(ξ) covers M. This is the integral of the Jacobian of
the map ξ → x, ∫ d2ξ det[∂xµ
∂ξi
], which differs from the Nambu area,∫
d2ξ| det[∂xµ
∂ξi
]|, since the surface can fold over itself.
However we can say more if the partition function is a sum of smooth
maps. This is because there is a minimum value that g can take, given
the genus G of the target space and the winding number n. Thus, for
example, there are no smooth maps of a sphere onto a torus, or of a
torus onto a genus two surface. Similarly there are no smooth maps of
a genus g > 1 surface onto a genus g > 1 surface that wind around it
more than once. To get an idea of the relation between the genus of
Mg and MG consider holomorphic maps, in which case the Riemann-
Hurwitz theorem states that 2(g − 1) = 2n(G− 1) +B, where B is the
total branching number. In the case of smooth maps there exists the
following bound, known as Kneser’s formula
⋆
[14],
2(g − 1) ≥ 2n(G− 1) . (2.17)
It is not difficult to picture the maps that saturate this bound. These
are covering maps that do not have branchpoints or collapsed handles.
To picture these cut the genus G surface,MG along a cycle, as in Fig.3;
take n copies of the resulting surface which has G− 1 handles and two
boundary circles. Then join these along the circles to form a surface
with g = n(G− 1) + 1 handles.
⋆ I thank A. Schwarz for providing me with this reference.
M
CC
G G-1
x n=
G-1
} n
n(G-1)+1g=
Fig. 4 A n-fold covering of MG by Mg, where g − 1 = n(G− 1)
If we add to Mg additional handles and map these to points on
MG or if the map has branchpoints then clearly the Euler character ofMg is increased and the bound improves. The actual proof of Kneser’s
formula is quite simple. Essentially one shows that any map can be
continuously deformed into a covering map with no branch points or
collapsed handles and in the process of deformation the Euler character
can only increase.
Thus, if QCD2 is described by a string theory we would expect that
fGg (λA) =
∑
n
{
0 if (g − 1) < n(G− 1)
e−nλAωng,G(A) otherwise
. (2.18)
We might expect that the coefficients ωng,G(A) are related to the number
of maps from Mg to MG with winding number n. If Kneser’s formula
is saturated, namely if (g − 1) = n(G − 1) we might conjecture that
ωng,G(A) is determined topologically, it counts the number of maps up
to homotopy. Thus it should be independent of A. However, when
(g − 1) > n(G − 1) then the map must contain collapsed handles or
branchpoints. In that case we would expect to find powers of the area
since the branchpoints or collapsed handles can occur anywhere on the
surface. We might expect ωng,G(A) to be a polynomial in A, whose
maximum power is the number of branchpoints plus collapsed handles.
Thus we would conjecture that
ωng,G(A) =
g−1−n(G−1)∑
i=0
ω
n,i
g,GA
i . (2.19)
We therefore have a stringent set of conjectures that we can use to
test whether QCD2 is describable as a theory of maps.
3. Comparison of QCD2 with
the String Expectations
To do test our expectations, summarized by equations (2.18), (2.19),
we must expand (2.12) in a power series in 1N . This we do below.
3.1. Genus > 1
First, we shall consider the case of G > 1. For these manifolds the
sum over representations of the group converges very rapidly due to the
factor
(
1
dR
)2G−2
. In fact, the leading term in the partition function
is given by the fundamental representation, with d = N, C2 = N ,
and contributes
(
1
N
)2G−2
e−λA to the partition function. This clearly
corresponds to the map of a genus g = G surface onto our genus G
manifold with winding number one. As we might expect this appears
with weight one in Z or in lnZ.
To go beyond this we use the fact that for large N the dimensions
of the representations behave as (see Appendix A.1), dRn =
fR
n!N
n,
for a representation whose Young tableaux has n boxes, and fR is the
dimension of the representation of the symmetric group of n objects,
Sn, corresponding to the same Young tableaux. For fixed n the Casimir
operator of the representation grows as C2(Rn) ∼ Nn. Therefore the
leading terms in the 1N expansion are,
ZG →
∞∑
n=0
(
1
N
)2n(G−1)e−nλA
∑
r=rep of Sn
[n!
fr
]2(G−1)
, (3.1)
where the second sum is over representations of the symmetric group
Sn. The corrections to (3.1) are of order
1
N
(coming from the corrections
to the formula for the dimensions dR), and of order
λA
N (coming from
the corrections to the formula for the Casimir operator.)
This structure is precisely what we expected from the string picture.
If we consider the 1N expansion of lnZ we obviously find that
ωng,G = 0; if (g − 1) < n(G− 1)
and that the term which corresponds to the covering map, for which
g − 1 = n(G − 1), has a coefficient which is independent of the area.
Furthermore, since every power of A in the expansion is accompanied
by a factor of 1N , we see that (2.19) is satisfied. Thus all of the string
expectations are true to all orders in the 1N expansion. This would be
very hard to understand if the string picture were not true.
Recently we have been able to do more and (with W. Taylor) show
that for the covering maps for which g = 1+ n(G− 1), ωng,G is precisely
equal to the number of topologically inequivalent maps from the genus
g manifold onto the genus G manifold with winding number n[15]!
3.2. The Torus
In the case of the torus, (G = 1), the sum is independent of the
dimensions of the representations,
ZG=1 =
∑
R
e−
λA
N
C2(R) . (3.2)
One can easily derive (for SU(N) or U(N)), the leading terms as
N →∞,
ZG=1 =
∑
R
e−
λA
N
C2(R) →
∞∑
n1≥n2≥...nN≥0
e−λA
∑
i
ni =
∞∑
ki=ni+1−ni≥0
e−λA
∑
n
nkn
=
N∏
n=1
1
1− e−nλA → exp
[
N0 ln η(e−λA)
]
,
(3.3)
where η(x) is the Dedekind function, η(x) =
∏∞
n=1(1 − xn)−1. This is
as expected. These terms corresponds to maps of a torus (g = 1) onto
a torus (G = 1) with any winding number. The N2 term, which would
correspond to the sphere (g = 0) is, as expected, absent.
The coefficient of the expansion of the free energy can easily be
interpreted. We see that,
lnZ = −N0 ln η(−e−λA) = N0
∑
n
e−nλA
1
2n
∑
a·b=n
(a+ b) . (3.4)
It is easy to see that the coefficient of e−nλA counts, as expected, the
number of different maps of a torus onto a torus n times [15](the above
sum runs over maps for which the two cycles of the torus wind a and b
times respectively around the two cycles of the target space torus).
The corrections to this leading term are, again, in accord with our
stringy expectations. The corrections appear in powers of λAN (in the
case of SU(N) there are also powers of λAN2 ), thus they increase 16the
genus of the internal space and presumably corresponds to the occur-
rence of a new branchpoint, or collapsed handle. Indeed the form of
these corrections is very suggestive. For example, the correction to lnZ
of order λAN2 , (in the case of SU(N)), is given by
λA
N2
∞∑
n=1
e−nλA[
n
2
∑
ab=n
(a+ b) +
∑
ab+cd=n
ac] . (3.5)
The 1N expansion is not likely to be convergent. We expect the usual
asymptotic series with a behavior like
∑
k
1
Nk
k!, corresponding to the ex-
pected essential singularity in 1N of the form e
−N . In QCD2 these would
arise from instantons, whose action is proportional to 1
g2
= Nλ . In string
theory these would come from string instantons and be very interesting
to understand. These singularities can be seen from our expansion if we
take more care. For example, in the derivation of (3.3) there are correc-
tions that come from the fact that the product has a cutoff at n = N .
A more careful calculation yields,
lnZ = ln η(e−λA) +
∞∑
n=N+1
ln (1− e−nλA)
∼ ln η(e−λA)− e
−λA(N+1)
(1− e−λA) −
1
2
e−λA(2N+2)
(1− e−2λA) + . . . .
(3.6)
3.3. The Sphere
The hardest case to expand in powers of 1N is that of the sphere
(G = 0), since the sum over representations blow up rapidly. It is
not even evident that there exists a tamed large N expansion when
we take the logarithm of Z. Here the inequalities described above are
trivially satisfied, and we get contributions from surfaces of all genus.
Nonetheless the structure of the terms is of great interest.
For large N , C(Rn)
N→∞→ N∑i ni = Nn, it would appear reason-
able to break up the sum in (2.12) into a sum over representations with
n boxes in the Young tableaux. Thus,
ZG=0 =
∑
R
d2Re
−λA
N
C2(R) N→∞−→
∑
n
∑
Rn
d2Rne
−nλA(1 + . . .) . (3.7)
To evaluate this we need to evaluate the sum over the squares of the
dimensions of the representations of SU(N) or U(N),
∑
Rn
d2Rn . As
described in Appendix A.2, this can be done using a method of discrete
orthogonal polynomials, yielding,
∑
Rn
d2Rn =
(
N2 + n− 1
n
)
. (3.8)
Thus, it follows that,
ZG=0 → exp[−N2 ln(1− e−λA) + O(N0) + . . .] . (3.9)
However, if we examine the sum in (3.7) we see that it is dominated
by terms with n ∼ N2. Thus the dominant representations have ni ∼
N . Therefore the corrections to the nN term in the Casimir operator,
namely
∑m
i=1 ni(ni+1−2i) (plus , in the case of SU(N), −
(
∑
i
ni)
2
N
), are
of equal importance. One can extend the method of discrete orthogonal
polynomials to deal with this case, although the complete structure of
even the leading (order N2), term is not known. Some of the terms in
this expansion are given by (with x = e−λA),
Z0 = −N2
[
ln(1− x) + 2λA
(1− x)2 + . . .
]
+N0
[
λ2A2x2
(1− x)4 + . . .
]
+ . . . .
(3.10)
It is not difficult to show that the behavior of the N2 terms is in
accord with string expectations[15]. In particular the coefficient of the
term which behaves as e−nλA, which should correspond to maps of the
sphere onto the sphere with winding number n, is proportional to A2k−2.
This is what we expect since such a map should have at least 2k − 2
branchpoints, which can be located anywhere on the surface.
4. Conclusions
In this paper I have explored the possibility of representing QCD2 as
a string theory. The results of the 1N expansion of the theory look
precisely like what we would expect from string considerations. What
remains to be understood are the all the rational numbers that appear
as coefficients of the powers of e−λA and of 1N in terms of the counting
of maps ofMg ontoMG. Some of these are understood[15], but not all.
Once we can reconstruct the QCD partition function as a sum of maps
it remains to construct a string action that reproduces these counting
rules. Then we would like to extend the program to include Wilson
loops and quarks into the theory. Finally we would like to generalize
the string representation to four dimensions. Clearly, much remains to
be done.
APPENDIX
A.1. Conjugate Representations
We shall consider the relation between the dimensions and quadratic
Casimirs of conjugate representations of U(N) (or SU(N)), i.e. between
the representation R, corresponding to a Young tableaux, λR, and the
conjugate representation, R¯, whose Young tableaux, λR¯, has its rows
and columns interchanged. Take the Young tableaux λR to have rows of
lengths n1 ≥ n2 ≥ n3 ≥ . . . ≥ nN ≥ 0. The conjugate Young tableaux,
λR¯, will have rows of lengths m1 ≥ m2 ≥ m3 ≥ . . . ≥ mN ≥ 0. The
relation between the ni’s and the mi’s is given by
mk =
∑
i
θ(ni + 1− k) ; θ(n) =
{
1 for n > 0
0 for n ≤ 0 (A.1)
The quadratic Casimir is given byC2(R)=N
∑
i ni+
∑
i
[
n2i − ni(2i− 1)
]
.
Now we note that
∑N
k=1m
2
k =
∑N
k=1
∑N
i,j=1 θ(ni+1−k)θ(nj+1−k) =∑N
i=1
∑N
k=1 θ(ni+1−k)+2
∑N
1≤i<j≤N
∑N
k=1 θ(ni+1−k) =
∑N
i=1 ni+
2
∑N
1≤i<j≤N nj =
∑N
i=1 ni(2i− 1).
Therefore
C2(R) = N
∑
i
ni +
∑
i
[
n2i −m2i
]
C2(R¯) = N
∑
i
mi +
∑
i
[
m2i − n2i
]
.
(A.2)
In particular, with the definitions of Section 2.2, C˜(R) = −C˜(R¯).
The dimensions of conjugate representations are also simply related.
We recall Weyl’s formula for the dimensions,
dR =
∏
1≤i<j≤N(hi − hj)∏
1≤i<j≤N(i− j)
; hi = N + ni − 1 . (A.3)
Now assume that the Young tableaux of this representation has r rows
(i.e. nr+1 = 0, . . . , nN = 0). We can separate out of this formula the di-
mension fR of the representation of the symmetric group of n ≡
∑r
i=1 ni
objects, corresponding to the partition [n1 ≥ n2 ≥ . . . ≥ nr],
f[n1,n2,...nr] = n!
∏
1≤i<j≤r(hi − hj)∏
1≤i<j≤r(i− j)
, (A.4)
To derive
dR =
fR
n!
r∏
i=1
(N + ni − i)!
(N − i)! . (A.5)
This formula is well suited for a 1N expansion. Note that
(N+ni−i)!
(N−i)! =
Nni
∏ni
k=1
(
1 + k−iN
)
, where the index k (i) in this formula runs over
the columns (rows) of the tableaux. Thus we can write the dimension
as,
dR =
fRN
n
n!
∏
v
(
1 +
∆v
N
)
, (A.6)
where the product rums over all the cells of the tableaux and ∆v is
defined for each cell to be the column index minus the row index.
Now, since the dimension of conjugate representations of the sym-
metric group are equal and since under conjugation the rows and column
are switched, we immediately derive that
dR¯(N) =
fRN
n
n!
∏
v
(
1− ∆v
N
)
= dR(−N) . (A.7)
A.2. Discrete Orthogonal Polynomials
We wish to evaluate the partition function for QCD2 on the sphere
Z0 =
∑
R
d2Re
−λAC2(R)
N . (A.8)
This is the hardest sum to perform, since the dimensions of the rep-
resentations appear in the numerator. To leading order in 1N , the
Casimir operator behaves as C2(R) → N
∑
i ni + . . . = Nn + . . .,
where the representation is specified by a Young tableaux with rows
n1 ≥ n2 ≥ . . . ≥ nm. Naively, it would appear that we can replace C2
by nN to get the the leading term. Using (2.13) for the dimensions of
the representations, we can write the leading term as
Z0 =
1
N !
∞∑
h1,h2...,hN=0
[ ∆(h1, h2, . . . , hN )
∆(0, 1, . . . , N − 1)
]2
eλA
[
N(N−1)
2
−∑
i
hi
]
, (A.9)
where the 1N ! accounts for the fact that the hi are not ordered.
The fact that the dimensions are given by a Van de Monde determi-
nant, ∆(h1, h2, . . . , hN ) =
∏
i<j(hi − hj) = det[hj−1i ], suggest that we
use the method of orthogonal polynomials, so successful in the recently
solved matrix models.The new ingredient here is that the variables hi
are discrete
⋆
. We introduce a complete set of orthogonal polynomi-
als, Pn(h) , n = 0, 1, . . .∞, orthogonal with respect to the measure,∑∞
h=0 e
−αh, i.e.
Pn(h) = h
n + f1nh
n−1 + . . .+ fn−1n h+ f
n
n , n = 0, 1, . . . ,∞
∞∑
h=0
e−αhPn(h)Pm(h) = δnmrn .
(A.10)
We can then express the Van de Monde determinant in terms of the Pn’s,
∆(h1, h2, . . . , hN ) = det[Pi(hj)], expand the product of determinants in
(A.9) and use the orthogonality of the Pn’s to derive that (for α = λA),
Z0 =
eλA
[
N(N−1)
2
]
∏N−1
k=1
[
k!
]2
N−1∏
n=0
rn . (A.11)
Thus we need to calculate the rn’s as a function of α. To do this
differentiate the sum in (A.10) , for n = m, with respect to α; use the fact
that
∑∞
h=0 e
−αh ∂Pn(h)
∂α Pn(h) = 0, and that hPn(h) = h
n+1+f1nh
n+. . . =
Pn+1(h) + [f
1
n − f1n+1]Pn(h) + . . ., to derive,
∂rn
∂α
= −
∞∑
h=0
e−αhhPn(h)Pn(h) = [f1n+1 − f1n]rn . (A.12)
Next differentiate the sum in (A.10) , for m = n+ 1, with respect to α,
to derive,
⋆ I am indebted to Andrei Matysin for developeing the technique of discrete
orthogonal polynomials described here.
0 =
∞∑
h=0
e−αh
[−hPn(h)Pn+1(h) + Pn∂Pn+1
∂α
]
= −rn+1 +
∂f1n+1
∂α
rn .
(A.13)
These equations can be used to construct the rn’s and the f
1
n’s.
Define Rn ≡ rnrn−1 , so that rn =
∏n
i=1Rir0. Then, using (A.13) , Rn =
∂f1n
∂α , and thus,
Rn+1 −Rn =
∂[f1n+1 − f1n]
∂α
=
∂2 ln rn
∂α2
=
n∑
i=1
∂2 lnRi
∂α2
+
∂2 ln r0
∂α2
.
(A.14)
With the ansatz that Rn = n
2R, we then derive that (2n + 1)R =
n∂
2 lnR
∂α2 +
∂2 ln r0
∂α2 , which leads to,
R = 12
∂2 lnR
∂α2
; R =
∂2 ln r0
∂α2
. (A.15)
Now r0 =
∑∞
h=0 e
−αh = 1(1−e−α) , and thus
R =
e−α
(1− e−α)2 ; rn = (n!)
2 e
−αn
(1− e−α)2n+1 . (A.16)
Finally,
Z0 =
1
(1− e−λA)N2 =
∞∑
n=0
e−λAn
(
N2 + n− 1
n
)
. (A.17)
However, it is now clear that our initial assumption was incorrect.
As noted in the text the corrections to C2 are not small as N → ∞,
since the sum in (A.17) is dominated by terms where n ∼ N2. The
method of discrete orthogonal polynomials can be extended to include
these corrections, however the resulting equations have so far proved
intractable.
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