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Abstract: The fluid velocity inside the tank of agricultural sprayers is an indicator of the quality
of the mixture. This study aims to formulate the best generalized linear mixed model to infer the
fluid velocity inside a tank under specific operational parameters of the agitation system, such as
liquid level, circuit pressures, and number of active nozzles. A complex model was developed that
included operational parameters as fixed effects (FE) and the section of the tank as the random
effect. The goodness of fit of the model was evaluated by considering the lowest values of Akaike’s
information criteria and Bayesian information criterion, and by estimating the residual variance.
The gamma distribution and log-link function enhanced the goodness of fit of the best model.
The Toeplitz structure was chosen as the structure of the covariance matrix. SPSS and SAS software
were used to compute the model. The analysis showed that the greatest influence on the fluid velocity
was exerted by the liquid level in the tank, followed by the circuit pressure and, finally, the number of
active nozzles. The development presented here could serve as a guide for formulating models to
evaluate the efficiency of the agitation system of agricultural sprayers.
Keywords: information criteria; residual variance; random-effects; link function; covariance structure
1. Introduction
The velocity of the fluid inside an agricultural sprayer, necessary for the homogeneous mixing
of the active matter, is determined by the internal agitation system, which is hydraulic in most cases.
It differs according to (a) certain working parameters such as circuit pressure, number of active nozzles,
and liquid level in the tank; and (b) the geometry of the tank height, width, section type, presence of
barriers and irregularities inside the tank, and the location of the nozzles.
The combination of these two sets of parameters makes it difficult for the observed fluid velocity
data to fit a normal distribution. This requires the use of non-parametric methods when evaluating
possible velocity variations based on working and geometry parameters [1]. This analytical approach
helps reveal the effect of the parameters separately, masking the possible interactions between them,
as well as the weight that each one exerts on the velocity variations.
Fluid velocities inside spray tanks can be correlated with the efficacy of the agitation.
Xiongkui et al. [2] concluded that the efficacy of agitation was improved by increases in both flow
rate and working pressure; similar conclusions were obtained by [3]. In turn, it can be concluded that
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an increase in fluid velocity will produce an improvement in the efficacy of the agitation system [4].
Different studies have investigated fluid velocities inside spray tanks using Computational Fluid
Dynamics (CFD) [5]. The use of this type of model is very useful, but it has the drawback of requiring
long calculation times and the need for very precise data on the geometry of the interior of the tank
and the location and characteristics of the components of the agitation system [6]. In this sense,
Generalized Linear Mixed Models (GLMM) are an alternative to the CFD.
GLMM extend the set of generalized linear models by adding random effects to the linear
estimator [7], allowing the modelling of correlated observations. In addition to generalized linear
models [8], the GLMM can be formulated using a three-part sequence [9], on the basis of its general
formulation [10,11] (Equation (1)).
y = Xβ+ Zu + ε (1)
where y = n × 1 observed data in a column vector; X = n × p matrix of the p predictor variables
(all levels of fixed effects); β = p × 1 column vector of the fixed-effects regression coefficients; Z = n × q
design matrix for the q random effects; u = q × 1 vector of the random effects; ε = n × 1 unobserved
error vector.
1.1. Theoretical Sequencing of the Model
The conditional distribution of each yij, given a vector q × 1 of random effects ui, belongs to
the exponential family of distributions (positive or negative binomial, Poisson, normal, and gamma,
among others). The variance is given by (yij|ui) = φυ(E(yij|ui)), where, υ(·) is a known function for the
variance, a function of the conditional mean E(yij|ui), and φ is a scalar parameter that may be known or
needs to be estimated. It should be noted that, given the random effects ui, it is assumed that values of
yij are independent of each other, which assumes conditional independence [12].
The conditional mean of yij, which is dependent on the fixed effects (FE) β and random effects
(RE) ui, is linked to the linear predictor ηij, through the application of a known linkage function, g(·),
which is monotonous and differentiable [13], as follows (Equation (2)):
g{E(yij|ui; xij; zij)} = ηij = xijTβ + zijTui, (2)
where, xij and zij are two vectors of covariates p × 1 and 1 × q dimensional, respectively.
Although any function can be chosen for g(·), each distribution belonging to the exponential
family has a special linking function called the canonical linking function. The known linkage function
g(·) is given by (Equation (3)):
g{E(yij)} = θi, (3)
where, θi is the canonical location parameter.
Generally, any multivariate distribution can be supported for ui. In practice, it is common to
assume that the ui has a multivariate normal distribution [14], with zero mean and variance-covariance
matrix G, sized q × q [15], where G is some function of θ. Additionally, the RE ui are assumed to be
independent of covariates xi, if any.
The adjustment of the model requires the maximization of the marginal likelihood, which is
obtained by integrating the RE. The form of distribution of RE has a notable influence on the unbiased
inference of the maximum likelihood estimators (MLE) of FE [14]. Software packages offer several
answers to solve this [16].
SPSS and SAS, by default, use iterative linear methods that maximize the penalized quasi-likelihood
residual (PQL [17–19]; RSPL method in SAS), whose main criticism is that the inference of the plausibility
that it may be inappropriate, as it generates a bias for large variances or small means. Existing methods
to approximate the likelihood to estimate GLMM parameters include, marginal quasi-likelihood
methods (MQL) [20], Laplace approximations [21], Gauss-Hermite quadrature (GHQ) [22], and Markov
chain Monte Carlo (MCMC) algorithms [23]. Adaptive quadrature (GHQ) or Laplace approximations
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are the preferred methods for categorical response variables [15,22,24]. Residual methods account for
the FE in the construction of the objective function, which reduces the bias in covariance parameter
estimates. Estimation methods involving the Taylor series create pseudo-data for each optimization,
which are transformed to have a zero mean in a residual method. While the covariance parameter
estimates in a residual method are the maximum likelihood estimates for the transformed problem,
the fixed-effects estimates are (estimated) the generalized least squares estimates. In a likelihood
method that is not residual based, both the covariance parameters and the fixed-effects estimates are
maximum likelihood estimates, but the former are known to have greater bias. In certain problems,
residual likelihood estimates of covariance parameters are unbiased.
The degrees of freedom (df) for RE, required for Wald tests or F tests or Akaike’s information
criteria (AICc), must be between 1 and N-1 (where N is the number of RE levels). Software packages
vary enormously in their approach to computing df. The simplest approach uses the minimum number
of df contributed by RE that affect the term being tested (residual method) [25]. The Satterthwaite and
Kenward-Roger (KR) approximations [25,26] use more complicated rules to approximate the df and
adjust standard errors.
The overview of the model implies that the variance matrix of the target variable has the following













The R matrix is by default the scaled identity matrix, R = σ2I, where I is the n × n identity
matrix, and G is a diagonal matrix containing variance components [27]. The usual estimate of the
variance-covariance matrix of the mean model parameters depends on the specified variance-covariance
model for the data. The consideration of a wide class of variance-covariance models helps ensure that
this specification is logical [28].
1.2. Objective
This study aims to explore, describe, and adjust a generalized linear mixed model, appropriate for
the analysis of the influence that each variable (geometric and agitation system regulation) exerts on
the internal velocity of the fluid. Considering that these models allow the dependent variable to not
have a normal distribution [29], there are correlated observations and a linear relationship with the
independent variables and covariates through a given linkage function.
2. Material and Methods
2.1. Source of the Data
For this study, the data from the trial conducted by [4] with a hydropneumatic sprayer tank
(Figure 1) was used, in which the fluid velocity (cm/s; FV) was measured using a 3-D microacoustic
Doppler velocimeter, at 32 points, distributed in several positions inside the tank (Figure 2; height-H;
side-S; and section-SC), and at varying pressure of the agitation system (8, 10, 12 bar; P), number of
active nozzles (2, 4; NN), and liquid level in the tank (1000, 2000, 3000 L; LT). General terminology
notation is specified in Table 1.






Figure 1. Geometry of the sprayer tank with  3000 L of capacity. (a) Exterior 3D view; *(b) longitudinal 
interior 2D view. Dimensions in mm. 
 
(a) (b) 
Figure 2. (a) Cross sections of where velocity measurements were made inside the tank (dimensions 
in mm); (b) Velocity measurement points within each of the four sections. 
Table 1. General terminology notation. 
Notation Meaning 
yij Observation of the jth individual (j = 1; 2; …; ni) within the ith set (i = 1; 2; …; p) 
Ŝ2r Estimated residual variance  
I Identity covariance matrix structure 
AR(1) First-order autoregressive covariance matrix structure 
ARH(1) Heterogeneous first-order autoregressive covariance matrix structure 
ARMA(1,1) First-order autoregressive moving-average covariance matrix structure 
CS Compound-symmetry covariance matrix structure 
CSH Heterogeneous compound-symmetry covariance matrix structure 
D Diagonal covariance matrix structure 
Toep Toeplitz covariance matrix structure 
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Table 1. General terminology notation.
Notation Meaning
yij Observation of the jth individual (j = 1; 2; . . . ; ni) within the ith set (i = 1; 2; . . . ; p)
Ŝ2r Estimated residual variance
I Identity covariance matrix structure
AR(1) First-order autoregressive covariance matrix structure
ARH(1) Heterogeneous first-order autoregressive covariance matrix structure
ARMA(1,1) First-order autoregressive moving-average covariance matrix structure
CS Compound-symmetry covariance matrix structure
CSH Heterogeneous compound-symmetry covariance matrix structure
D Diagonal covarianc matrix structure
Toep Toeplitz covariance matrix structure
UN Unstructured covariance matrix structure
β̂0 and β̂1 Estimated linear regression intercept and slope (computed from ŷi = β̂0 + β̂1xi)
ei = yi − ŷi Error in prediction of linear regression
2.2. Software Used
The SPSS package (IBM Corp. Released 2017. IBM SPSS Statistics for Windows, Version 25.0.
Armonk, NY: IBM Corp.) and PROC GLIMMIX of SAS/STAT, version 9.4 of the SAS System for
Windows (SAS Institute Inc. 2018), whose scripts are shown in Appendix A, were used.
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2.3. Useful Sequencing of the Best Model
In this study, for the formulation and selection of the best model in terms of the number and
nature of the fixed and random effects (Tables 2–4), a canonical link function was assumed under
the premise of a normal distribution of the errors of the model and the target variable, fluid velocity
(FV). The Kolmogorov–Smirnov (K–S) test was used to evaluated conformance with the normal
distribution (theoretical curve shown in Figure 3). Once the best model was selected and the FV
showed positive scale values that deviated towards larger positive values, it was tested until the
combination “distribution form-linking function”, providing a better fit, was obtained.
Table 2. Corrected Akaike (AICc) and Bayesian (BIC) information criteria for proposed and numbered
models (N). FE: fixed effects. RE: random effects. LT: liquid level in the tank. NN: number of active
nozzles. P: circuit pressure. SC: section of the measured points. S: side. H: height. The first model is null.
N Model AICc BIC
1 FV = f(none variable) 46,439.09 46,445.98
2 FV = f(FE(LT)) 45,613.44 45,620.32
3 FV = f(FE(NN)) 46,318.66 46,325.54
4 FV = f(FE(P)) 46,406.36 46,413.24
5 FV = f(FE(LT, NN)) 45,478.07 45,484.95
6 FV = f(FE(LT, P)) 45,576.50 45,583.38
7 FV = f(FE(NN, P)) 46,285.34 46,292.22
8 FV = f(FE(LT, NN, P)) 45,440.38 45,447.26
9 FV = f(FE(LT, NN, P, SC)) 44,656.55 44,663.43
10 FV = f(FE(LT, NN, P, SC) + RE(H, S)) 44,314.36 44,328.12
11 FV = f(FE(LT, NN, P) + RE(SC)) 43,681.51 43,695.27
12 FV = f(FE(LT, NN, P) + RE(SC, H)) 43,684.51 43,698.27
13 FV = f(FE(LT, NN, P) + RE(SC, H, S)) 43,687.52 43,701.28
14 FV = f(FE(LT, NN, P) + RE(H, S)) 45,137.79 45,151.55
Table 3. Increments of the Akaike information criterion corrected for each model with respect to the
best model (minimum), and the relative likelihood of each model expressed through its relative Akaike
weight (wi).
Model ∆i = AICi − AICmin wi = exp(−0.5·∆i)/Σ(exp(−0.5·∆i))
1 2757.59 0.00 × 100
2 1931.94 0.00 × 100
3 2637.15 0.00 × 100
4 2724.86 0.00 × 100
5 1796.56 0.00 × 100
6 1895.00 0.00 × 100
7 2603.83 0.00 × 100
8 1758.88 0.00 × 100
9 975.04 1.47 × 10−212
10 632.85 2.97 × 10−138
11 0.00 7.86 × 10−1
12 3.00 1.75 × 10−1
13 6.02 3.88 × 10−2
14 1456.29 0.00 × 100
With respect to the variance-covariance matrix, the basic rationale was that “parsimony means
power”, that is, to obtain the most efficient inferences about the mean model, one selects the most
parsimonious covariance structure possible, that continues to reasonably fit the data. It is, thus,
recommended, in each case, to test both the formats with the least number of parameters and
heterogeneous structures [30].
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Figure 3. Descriptive statistics of the distribution of fluid velocity according to the variable levels.
Histogram of fluid velocity (cm/s) observed inside the sprayer tank according to the liquid level in the
tank, pressure, and the number of active nozzles (a–c). The curve is theoretical normal.
Table 5 shows estimates of mean and variance of the Pearson’s residues according to the different
covariance matrix structures tested. A linear regression was performed between the predicted and
observed values (Table 6), assessing their significance through an analysis of variance of the regression
model, the constant, and the slope. The results obtained with the best model, through SPSS and SAS,
through three iterations, using the information criteria and the estimates of the residual variances
(Table 7); using estimated averages for the different levels of FE and theirs p-values (Table 8 and
Figure 4); and through the adjustment coefficients of a regression between observed and predicted
values, were compared (Table 9).
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Table 4. Values of the estimated residual variance (Ŝ2r) of each model, its standard error, the value
of the statistic (z), and the values of the lower and upper limits of the 95% confidence interval of the
estimated residual variance. The p-value of the significance test was < 0.001 in all models.
Model Ŝ2r Standard Error z Lower Limit Upper Limit
1 37.02 0.62 59.996 35.83 38.24
2 33.00 0.55 59.987 31.94 34.09
3 36.39 0.61 59.992 35.23 37.61
4 36.84 0.61 59.987 35.66 38.06
5 32.38 0.54 59.983 31.34 33.45
6 32.82 0.55 59.979 31.77 33.91
7 36.22 0.60 59.983 35.06 37.42
8 32.20 0.54 59.975 31.17 33.27
9 28.87 0.49 59.962 27.94 29.83
10 27.40 0.46 59.933 26.52 28.31
11, 12, 13 24.76 0.41 59.845 23.96 25.58
14 30.74 0.51 59.945 29.75 31.76
Table 5. Adjustment AICc and BIC coefficients and relative weight of each (wi). Estimated residual
variance (Ŝ2r) was 0.183 in all items, covariance estimation of the random effect –or levels– (σ̂2 SC) and
p-value as a single value or main diagonal value (random effect levels), according to the covariance
matrix structure.
Structure AICc wi (AICc) BIC wi (BIC) ^σ
2
SC p
I 8371.42 0.084 8385.18 0.353 0.056 <0.001
AR(1) 8371.59 0.077 8392.23 0.010 0.057 <0.001
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Table 6. Adjustment regression between the values observed and those predicted by the model;
intercept and slope of the equation. R2ad: adjusted determination coefficient; SEE: Standard Error of
our Estimate; Ŝ2pr: estimated Pearson residual variance; µ̂pr: estimated Pearson residual mean. P-value
was < 0.001 in all items, according to the structure of the covariance matrix.








I 0.34044 7.459 0.336 2.8493 0.99753 −6.68 × 10−10
AR(1) 0.34045 7.459 0.336 2.8494 0.99753 −6.10 × 10−10
ARH(1) 0.34038 7.452 0.337 2.8558 0.99755 −2.34 × 10−11
ARMA(1,1) 0.34057 7.458 0.337 2.8491 0.99755 −1.00 × 10−11
CS 0.34042 7.459 0.336 2.8493 0.99753 −9.31 × 10−10
CSH 0.34035 7.452 0.337 2.8554 0.99755 −3.14 × 10−11
D 0.34038 7.453 0.337 2.8548 0.99755 −2.39 × 10−11
Toep 0.34060 7.455 0.337 2.8513 0.99757 −9.60 × 10−10
UN 0.34075 7.450 0.337 2.8549 0.99770 −2.77 × 10−10




Appl. Sci. 2020, 10, 5029 9 of 18
Appl. Sci. 2020, 10, x FOR PEER REVIEW 14 of 20 
 
Figure 4. Model predicted averages for fluid velocity (cm/s) with 95% confidence intervals according 
to liquid level in the tank (a), internal pressure (b), and the number of active nozzles (c), in SPSS and 
SAS. 
Results obtained with both software agreed that fluid velocity was significantly lower as the 
liquid level inside the tank increased. While no differences were observed at 8 or 10 bar, the fluid 
velocity increased significantly when the pressure reached 12 bar. However, the results differed in 
the effect of the number of active nozzles. While the SPSS model did not observe differences between 
the presence of 2 and 4 open nozzles, the SAS model observed and separated them, highlighting that 
the velocity was significantly lower with four open nozzles, potentially due to their geometric 
location in the tank as they were facing each other (Figure 1). 
Thus, when the four nozzles operated, the liquid flowed facing 2 to 2 and produced a braking 
effect. In this case, the four nozzles were arranged on the same work plane and aligned with two sets 
of nozzles facing each other, with each pair located at the ends of the tank. In contrast, when two 
nozzles were used, they were located in the same plane but misaligned with each other, and thus did 
not directly face the fluid flows. There was, however, a gap in the flow lines of approximately 700 
mm. This is consistent with the significance of the σ3 covariance, between the first and last section, 
observed in the Toeplitz variance-covariance matrix (Equation (6)). Generally, the least square means 
obtained with SAS were slightly higher than those obtained with SPSS, with the exception of the cases 
of 2000 L and 3000 L of liquid in the tank. 
The predictions on the fluid velocity of the best model revealed significant differences between 
all the levels of FE (Figure 4). It is noteworthy that these were slightly lower than those observed 
during the test (Table 8), with the differences between what was predicted by the SPSS and SAS 
models, and the differences in the analysis of the observations made by both software being in a 
certain proportion. 
Without the pretension of establishing a correct linear regression, as several of its premises are 
not fulfilled, if this method was used to find the output that adjusts its predictions with the 
measurements in the laboratory better, it was observed that the best model, computed with SAS, 
revealed a better adjustment in the coefficient of determination (R2; almost 8%), a higher correlation 

























Figure 4. Model pre icted av r g s for fluid velocity (c /s) ith 95% confid nc intervals according to
liquid level in the tank (a), internal pressure (b), and the number of active nozzles (c), in SPSS and SAS.
Table 7. Best model information criterion AICc and BIC, Ŝ2r: estimation of the residual variance,
Chi-square value/degrees of freedom, Ŝ2pr: estimation of the Pearson residual variance.
Software AICc BIC Ŝ2r Chi-Square/df Ŝ2pr
SPSS 8368.94 8403.34 0.1828 - 0.995
SAS 7703.14 7758.17 0.1637 0.16 0.991
Table 8. Contrast statistic (F) and p-value for each fixed effect (FE): Liquid level in the Tank-L,
Pressure-bar, and Number of active Nozzles. Estimated averages of fluid velocity for the different
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Fixed Effects Levels
SPSS (df: Satterthwaite)
FE F p 1000 L 8 bars 2 2000 L 10 bars 4 3000 L 12 bars
LT 38.64 0.0015 15.17c 12.80b 9.37a
P 27.94 <0.0001 11.60a 12.17a 12.88b
NN 6.43 0.0501 13.05 11.42
SAS (df: Between-Within)
LT 17.01 <0.0001 17.79c 12.23b 9.31a
P 9.99 <0.0001 12.03a 12.61a 13.35b
NN 8.42 0.0052 13.48b 11.88a
Table 9. Adjustment regression between the values of fluid velocity observed (regressor) and those
predicted by the best model with SPSS and SAS software; intercept and slope of the equation. R2ad: adjusted
determination coefficient. Rho: Spearman’s rank correlation coefficient. p-value its < 0.001 in all items.




β1” Residual Skewness Residual Kurtosis Rho
SPSS 0.341 7.455 0.337 0.544 0.410 0.515
SAS 0.419 6.629 0.409 0.465 0.343 0.584
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The relationship between the observed and predicted values estimated using the best model is
represented in Figure 5, through the linear regression that relates them. Starting from this, 95% predictor
intervals are shown, whose calculation responds to what is explained in (Equation (5)) [31]. The points
excluded from the prediction interval, the section they belonged to, and the dispersion statistic that
characterized them were identified.
yi ≤ ŷi ± tα/2,n−2
√
σ̂2
1 + 1n + (xi − x)2Sxx
 (5)
Appl. Sci. 2020, 10, x FOR PEER REVIEW 15 of 20 
 
Table 9. Adjustment regression between the values of fluid velocity observed (regressor) and those 
predicted by the best model with SPSS and SAS software; intercept and slope of the equation. R2ad: 
adjusted determination coefficient. Rho: Spearman’s rank correlation coefficient. p-value its < 0.001 in 
all items. 
Software R2ad Intercept “ ” Slope “ ” Residual Skewness Residual Kurtosis Rho 
SPSS 0.341 7.455 0.337 0.544 0.410 0.515 
SAS 0.419 6.629 0.409 0.465 0.343 0.584 
Therefore, the best model was the one computed with SAS, considering the parameters that have 
been discussed throughout the study. However, the predicted values reproduce the highest values 
in the positive direction of the target variable, fluid velocity (FV), overestimating some predictions 
from 2 cm/s to 32 cm/s, but reducing the maximum predicted velocity by at least 15 to 17 cm/s (Figure 
5). The best fit occurred when the liquid level in the tank was 1000 L (R2ad = 0.467), at a pressure of 8 
bar, with two active nozzles (R2ad = 0.661). The model setting for the variable pressure was better for 
a pressure of 8 (R2ad = 0.453) and 12 bars (R2ad = 0.410), as opposed to 10 bars (R2ad = 0.392). Finally, the 
model was always better adjusted with two active nozzles (R2ad = 0.456) than with four (R2ad = 0.352). 
The model’s worst adjusted combination of variables occurred with LT = 2000 L, P = 12 bar, and NN 
= 2 (R2ad = 0.146). 
 
Figure 5. Linear regression between the fluid velocity (cm/s) predicted by the SAS model and that 
observed during the trial (regressor), with a 95% prediction limits. 
The values excluded from the prediction limits in Figure 5 are those whose residue exceeding 
twice the width of the 95% prediction interval (e ≥ 5.85; Equation (5)). Sixty-nine percent of these were 
measured in Section 2, with σ2FV,SC2 all data = 49.27 (n = 1800) versus σ2FV,SC2 excluded data = 52.74 (n = 255), 
which was the closest to the breakwater element; while 21% were measured in Section 1, with σ2FV,SC1 
all data = 39.10 (n = 1800) versus σ2FV,SC1 excluded data = 42.31 (n = 80). This shows that the excluded values in 
each section not only contain the variability of the whole section but also exceed it. In this regard, the 
following combination of FE levels are highlighted: LT = 2000 L, P = 10 bar, and NN = 4, with σ2FV 


























Figure 5. Linear regression bet een the fluid velocity (c /s) predicted by the S S odel and that
observed during the trial (regressor), ith a 95 prediction li its.
3. Results and Discussion
3.1. Distribution Analysis of the Targeted Variable: Fluid Velocity
The analysis of the fluid velocity (cm/s) variable as a whole (n = 7200) revealed an average value of
11.25 ± 6.08 cm/s, within a range of values from 0.69 cm/s to 61.73 cm/s, highlighting a mismatch with
the normal distribution (K−S = 0.08; p < 0.001). The representation of the data based on the operational
parameters of interest: LT, NN, and P, showed various extremes and outliers in the right tail of the
distribution, with Skewness = 1.24, and Kurtosis = 2.68 (Figure 3). It is known that, to develop models
that describe what is observed in reality, the variable should not be transformed, nor should extremes
and outliers be treated and/or eliminated [32].
3.2. Model Comparison
Models without interactions between FE and with an increasing level of complexity were
developed, whose fit was compared with (a) the AICc corrected [33,34], despite a high number of
observations in relation to the number of parameters in the model (K), such that n/K > 40, and (b) the
Schwarz’s Bayesian criterion (BIC) [34,35], which modifies the model parameter scores with respect to
the AICc (Table 2). This obviates the need to establish a level of significance in accepting or rejecting
effects, similar to the stepwise method [36].
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As can be seen in Table 2, the best model showed a lower value of the AICc and BIC information
criteria coefficients, and also the highest relative Akaike weight (wi; Table 3). The model that
best represented the reality measured by the data, was number 11, which included the operational
parameters of liquid level in the tank, number of active nozzles, and pressure, with FE and the section of
the geometric shape of the tank as a RE. Models 12 and 13, respectively, followed this with a decreasing
plausibility in terms of adjustment to the observed data.
Model 11, together with the Models 12 and 13, were those that estimated the lowest residual
variance among the other models (Table 4).
Models which excluded SC, in the fixed and the random effects (Models 1 to 10 and 14),
showed the lowest relative weights (wi) in the aggregate, and the highest estimates of residual variance.
The smallest values of residual variance, corresponding to the models that best fit the description of
the observations [37] highlight the importance of SC, as a descriptor of the sprayer tank geometry,
when assessing the velocity of the fluid inside, and the need for their inclusion as RE and not as FE.
The practical use of such sprayers causes them to gain importance in the interactions between the
factors [38]. Nevertheless, the introduction of double interactions: LT×P, LT×NN, and P×NN, and the
three-way interaction: LT×P×NN, among the FE, barely improves the fit by 0.41% (∆AICc = −179.75).
It must be highlighted here that, the interaction double, LT×P, displayed greatest influence (absorbed
more variability) on the fluid velocity inside the tank. Since the formulation of an efficient model was
tested here, the inclusion of the double and triple interactions were dismissed, even as RE [29] (the G
matrix did not converge), to simplify the interpretation of the results.
In this type of GLMM models, the normal parametric distribution for RE has been assumed [39].
This is mainly for conventional reasons [40], understanding that, despite having chosen four
cross-sections for the location of the control points within the sprayer’s tank, the cut-off point
for the choice of the section could take any value from one end to the other. It should be remembered
that it is not highly recommended that random effects have many levels so that the Z matrix can
converge [27].
No further information was provided on the form of the joint distribution of the RE (SC, H, S),
and, thus, the normal distribution assumption, for these RE as a whole, was not evaluated directly in
the Models 12, 13, and 14 [41]. The choice of a RE only partly outweighs the natural concern about the
incorrect specification of RE in GLMM models [42], and its possible impact on the FE inferences [43].
No evidence was found of the use of GLMM in the analysis of the operation of the agitation
system of agricultural sprayers. Until now, studies carried out in this regard have focused on the use
of linear models such as ANOVA [4] or numerical modeling using CFD [1,6]. Therefore, the GLMM
application methodology proposed in this research can be extended to different tank geometries
(cylindrical, asymmetric, cubic, etc.) and to different designs of the agitation system (number of nozzles,
location of nozzles, etc.).
3.3. Best Model Description
The data was structured from control points, as observation units that were independent of each
other. The measurements were carried out according to different levels of the FE, such as liquid level in
the tank, pressure, and the number of active nozzles, in four sections and at three heights and distances
from the perimeter (sides).
The target variable (dependent) is the fluid velocity inside the tank. As previously warned,
considering the form of the distribution of the target variable and the outcome of the various tests
carried out, the combination that best matched what was observed was a Gamma-type distribution [31]
with a logarithmic link function (f(x) = log(x)).
The values of the information criteria after the assessment of the different forms of the
variance-covariance matrix (Table 5) show that, in the case of the AICc, the structures that best
fit the model are the First-order autoregressive moving-average, followed by the Toeplitz, while with
the BIC, the best fit model was the identity model followed by the first-order autoregressive, and then
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the first-order autoregressive moving-average model, which corresponded to their respective relative
weights (wi AICc or BIC). Among these, the model that recorded a minor statistical significance for σ̂2
SC was the Compound-symmetry covariance structure, being the one that most closely related the
observations to the assumption of independence [19,44].
Despite having a large number of observations, and only one RE, it was difficult to choose the
most appropriate covariance structure based only on the information criteria shown in Table 5 [45].
The degree of adjustment of the model’s predictions to the observed data was, thus, analyzed according
to the different covariance structures (Table 6) [27,28].
The accordance between the observed and predicted values of the model with regard to the
determination coefficient, based on the structure of the covariance matrix (Table 6), revealed that the
best fit corresponded to Unstructured and Toeplitz. The smallest standard error in the estimation was
provided by First-order autoregressive moving-average, followed by the Identity. As for the estimation
of the variance of Pearson’s residues, the values closest to unity came from Unstructured, followed by
the Toeplitz. Pearson’s average residue estimate was very close to zero for all structures.
Through the AICc and BIC information criteria (Table 5), and with the coefficients of fit between
what was observed and what was predicted by the model (Table 6), it seems that the Toeplitz covariance
structure could be the most appropriate for the case under consideration (Equation (6)), obtaining the
following p-values: p(σ2) = 0.001; p(σ1) = 0.308; p(σ2) = 0.367; and p(σ3) = 0.001. This shows that the
variability of the fluid velocity within each level of SC was significant, as was the difference in the
observed variability between the first and last sections of the tank.
Toeplitz covariance structure =












The number of samples in this test was high, and only one RE was included, which made it
difficult to bias the iterative linear methods that maximize the PQL. The Laplace and Gauss-Hermite
quadrature approaches were tested, resulting in higher (worse) values in the AICc and BIC information
criteria (41,652.69). The MQL method was also tested, obtaining lower (better) values in the information
criteria with respect to the PQL. A lower adjustment, however, between what was inferred and what
was observed, as well as a clear bias due to excess in the estimation of the FE was observed.
The KR [46] and Satterthwaite [47] approaches for the calculation of degrees of freedom did not
improve the reporting criteria and the estimation of residual variance, compared to the Between-Within,
Containment, and Residual methods. Thus, without complicated covariance structures, when the
sample size is moderate to large, and the design is reasonably balanced, similar to the case considered
here, the Between-Within method offered greater accuracy and compatibility with robust fixed-effects
estimators [48]. As the approximate variance matrix of the fixed-effects estimates depends on the
estimation method, assuming the least square mean is estimable, PROC GLIMMIX constructs an
approximate t-test to test the null hypothesis that the associated population size equals zero. By default,
the denominator for degrees of freedom for this test was the same as that of the effect in the type
III tests of FE, although the Between-Within method divided the residual degrees of freedom into
between-subject and within-subject portions so that PROC GLIMMIX determined changes in a FE
within any subject. If so, it assigned the within-subject degrees of freedom to the effect, and assigned
the between-subject degrees of freedom to the effect, if otherwise [49]. As multiple effects within the
subject (measurement point) were related to the classification variables (LT, P, and NN), the degrees
of freedom within the subject were divided into components that correspond to the subject of the
interactions by the effect. Therefore, Tukey’s test was conducted with the row adjustment, and multiple
comparisons of the probability and confidence intervals were obtained for the differences between the
least quadratic means of the FE levels [50].
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The tests of effects and fixed coefficients were carried out with SPSS, and robust estimation was
applied, in view of the extreme and atypical data whose effect could violate the homoscedasticity
premise of the model [7,12]. In SAS, various estimators (known as sandwich or empirical) reduce to
the heteroscedasticity consistent covariance matrix estimators (HCMM) [51]. Based on simulations in
regression models, some authors strongly recommend the one known as HC3 estimator to accommodate
non-normal data and correlated observations [52,53]. This approximation was motivated as a jack-knife
estimator, based on the “leave-one-out” estimates of β̂ [54].
3.4. Comparison of IBM SPSS and SAS Model Results
The estimate of the residual variance and the estimated variance of Pearson’s residues, predicted by
the model computed through SAS, offered better values than the one computed through SPSS (Table 7).
Additionally, SAS showed the ratio of the generalized chi-square with its degrees of freedom, which is
a measure of the variability of the observation on the mean model.
The distribution of Pearson’s residues on the predicted values did not fit a normal distribution in
either case. However, the probability of the result of the model computed with SAS showed a lower
significance (K–S = 0.029; p = 2.79× 10−15) than the one computed with SPSS (K–S = 0.034; p = 4.61× 10−21).
As shown in Table 8, with the exception of the number of active nozzles in the SPSS model,
all three FE had a significant effect on the internal fluid velocity. Both software showed that the level of
liquid in the tank (TL) had the greatest influence on the fluid velocity, followed by the agitation system
pressure (P), and finally, the number of open nozzles (NN). Considering the SPSS model, the most
different FE was the number of open nozzles, as it seemed to have the least influence, with respect to
the other two (<F). Considering the SAS model, the agitation system pressure and the number of open
nozzles had a significant effect, and which was more similar to each other and much less than that of
the liquid level in the tank.
Results obtained with both software agreed that fluid velocity was significantly lower as the liquid
level inside the tank increased. While no differences were observed at 8 or 10 bar, the fluid velocity
increased significantly when the pressure reached 12 bar. However, the results differed in the effect of
the number of active nozzles. While the SPSS model did not observe differences between the presence
of 2 and 4 open nozzles, the SAS model observed and separated them, highlighting that the velocity
was significantly lower with four open nozzles, potentially due to their geometric location in the tank
as they were facing each other (Figure 1).
Thus, when the four nozzles operated, the liquid flowed facing 2 to 2 and produced a braking
effect. In this case, the four nozzles were arranged on the same work plane and aligned with two sets
of nozzles facing each other, with each pair located at the ends of the tank. In contrast, when two
nozzles were used, they were located in the same plane but misaligned with each other, and thus
did not directly face the fluid flows. There was, however, a gap in the flow lines of approximately
700 mm. This is consistent with the significance of the σ3 covariance, between the first and last section,
observed in the Toeplitz variance-covariance matrix (Equation (6)). Generally, the least square means
obtained with SAS were slightly higher than those obtained with SPSS, with the exception of the cases
of 2000 L and 3000 L of liquid in the tank.
The predictions on the fluid velocity of the best model revealed significant differences between all
the levels of FE (Figure 4). It is noteworthy that these were slightly lower than those observed during
the test (Table 8), with the differences between what was predicted by the SPSS and SAS models, and the
differences in the analysis of the observations made by both software being in a certain proportion.
Without the pretension of establishing a correct linear regression, as several of its premises are not
fulfilled, if this method was used to find the output that adjusts its predictions with the measurements
in the laboratory better, it was observed that the best model, computed with SAS, revealed a better
adjustment in the coefficient of determination (R2; almost 8%), a higher correlation and, the residues,
having less skewness and kurtosis, than that computed using SPSS (Table 9).
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Therefore, the best model was the one computed with SAS, considering the parameters that have
been discussed throughout the study. However, the predicted values reproduce the highest values in
the positive direction of the target variable, fluid velocity (FV), overestimating some predictions from
2 cm/s to 32 cm/s, but reducing the maximum predicted velocity by at least 15 to 17 cm/s (Figure 5).
The best fit occurred when the liquid level in the tank was 1000 L (R2ad = 0.467), at a pressure of
8 bar, with two active nozzles (R2ad = 0.661). The model setting for the variable pressure was better
for a pressure of 8 (R2ad = 0.453) and 12 bars (R2ad = 0.410), as opposed to 10 bars (R2ad = 0.392).
Finally, the model was always better adjusted with two active nozzles (R2ad = 0.456) than with four
(R2ad = 0.352). The model’s worst adjusted combination of variables occurred with LT = 2000 L,
P = 12 bar, and NN = 2 (R2ad = 0.146).
The values excluded from the prediction limits in Figure 5 are those whose residue exceeding
twice the width of the 95% prediction interval (e ≥ 5.85; Equation (5)). Sixty-nine percent of these
were measured in Section 2, with σ2FV,SC2 all data = 49.27 (n = 1800) versus σ2FV,SC2 excluded data = 52.74
(n = 255), which was the closest to the breakwater element; while 21% were measured in Section 1,
with σ2FV,SC1 all data = 39.10 (n = 1800) versus σ2FV,SC1 excluded data = 42.31 (n = 80). This shows that the
excluded values in each section not only contain the variability of the whole section but also exceed
it. In this regard, the following combination of FE levels are highlighted: LT = 2000 L, P = 10 bar,
and NN = 4, with σ2FV excluded data = 124.67 (Figure A1 in Appendix B).
4. Conclusions
The best model tested included the liquid level in the tank, circuit pressure, and number of
active nozzles as FE, and only the section of the tank as RE; height, and side of the control points,
being·irrelevant. The inclusion of double and triple interactions among the FE hardly improved the fit
of the best model and did not favor the interpretation of the results.
After the obligatory singular evaluation in the choice of the covariance structure, particularly
for the fixed and random effects of this study, the Toeplitz covariance matrix structure showed the
best values in terms of information criteria and adjustment between predicted and observed data as a
whole. However, agreeing with prior studies, this structure did not show a conclusive advantage over
other structures, so its choice could be discussed.
Using SPSS, the Satterthwaite approximation could be performed for the calculation of the degrees
of freedom while using robust estimation methods for the tests of FE and coefficients. With SAS,
however, the Between-Within method and the HC3 estimator were used. The best model in terms of
reporting criteria was obtained using SAS.
Through this generalized linear mixed model, it has been possible to evaluate fixed and random
effects together so that the FE that most influenced the fluid velocity could be identified as the liquid
level in the tank, followed by circuit pressure, and finally, the number of active nozzles. The results
obtained for the variable liquid levels in the tank and circuit pressure showed similar significant
differences considering the best model calculated with both software. However, they differed with
regard to the significance of the effect of the active nozzle. While the SAS calculation observed a
significant effect, the SPSS did not.
The best model smoothed and moderated the extreme and outliers observed in the test but did
not entirely eliminate its influence. Thus, it overestimated the predictions (from 2 cm/s to 32 cm/s)
but limited the highest values (at least 15–17 cm/s). Almost 70% of the outliers were found in a single
section, which was the one closest to the breakwater element.
The main limitation of this type of model (GLMM) is its singularity; it will always be necessary to
formulate and validate the most appropriate one for each combination of variables. However, the use
of GLMM will allow evaluating the influence of FE and RE simultaneously, and even by adding
covariates. This opens up the possibility of evaluating the efficiency of different agricultural sprayers
with variable geometries and specific operational parameters.
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Appendix A.
Appendix A.1. SPSS Scripts to Compute the Best Model
GENLINMIXED
/DATA_STRUCTURE SUBJECTS=point
/FIELDS TARGET=Fluid velocity TRIALS=NONE OFFSET=NONE
/TARGET_OPTIONS DISTRIBUTION=GAMMA LINK=LOG
/FIXED EFFECTS=LT P NN USE_INTERCEPT=TRUE
/RANDOM EFFECTS = SC USE_INTERCEPT = FALSE SUBJECTS = Point COVARIANCE_TYPE
= TOEPLITZ SOLUTION = FALSE
/BUILD_OPTIONS TARGET_CATEGORY_ORDER = ASCENDING INPUTS_CATEGORY_ORDER
= ASCENDING LCONVERGE =0.000001(ABSOLUTE) MAX_ITERATIONS = 100 CONFIDENCE_LEVEL
= 95 DF_METHOD = SATTERTHWAITE COVB = ROBUST SCORING = 0 SINGULAR = 0.000000000001
/EMMEANS TABLES= LT COMPARE= LT CONTRAST=PAIRWISE
/EMMEANS TABLES=P COMPARE=P CONTRAST=PAIRWISE
/EMMEANS TABLES=NN COMPARE=NN CONTRAST=PAIRWISE
/EMMEANS_OPTIONS SCALE=ORIGINAL PADJUST=TUKEY.
The code for this subsection was generated using IBM Corp. Released 2017. IBM SPSS Statistics
for Windows, Version 25.0. Armonk, NY: IBM Corp.
Appendix A.2. SAS Scripts to Compute the Best Model
/* GLMM sprayer*/
proc glimmix data=sprayer empirical=hc3 plots=residualpanel(ilink) method=RSPL IC=PQ;
class LT P NN;
model FV = LT P NN / dist=gam link=log ddfm=bw;
random SC / type=TOEP subject=point;
lsmeans LT P NN / adjust=tukey adjdfe=row pdiff cl ilink lines;
output out=pulout1 pred(ilink)=pred pearson=pears;
run;
The code for this subsection was generated using SAS software. Copyright© 2018 SAS Institute
Inc. SAS and all other SAS Institute Inc. product or service names are registered trademarks or
trademarks of SAS Institute Inc., Cary, NC, USA.
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