The focusing NLS equation with step-like oscillating background: the
  genus 3 sector by de Monvel, Anne Boutet et al.
THE FOCUSING NLS EQUATION WITH STEP-LIKE OSCILLATING
BACKGROUND: THE GENUS 3 SECTOR
ANNE BOUTET DE MONVEL, JONATAN LENELLS, AND DMITRY SHEPELSKY
Abstract. We consider the Cauchy problem for the focusing nonlinear Schrödinger equation
with initial data approaching different plane waves Ajeiφj e−2iBjx, j = 1, 2 as x → ±∞. The
goal is to determine the long-time asymptotics of the solution, according to the value of ξ = x/t.
The general situation is analyzed in [7] where we develop the Riemann–Hilbert approach and
detect different scenarios of asymptotic analysis, depending on the relationships between the
parameters A1, A2, B1, and B2. In particular, in the shock case B1 < B2, some scenarios include
genus 3 sectors, i.e., ranges of values of ξ where the leading term of the asymptotics is given in
terms of hyperelliptic functions attached to a Riemann surface M(ξ) of genus three. The present
paper is devoted to the complete asymptotic analysis in such a sector.
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1. Introduction
We consider the Cauchy problem for the focusing nonlinear Schrödinger (NLS) equation
iqt + qxx + 2|q|2q = 0, x ∈ R, t ≥ 0, (1.1a)
q(x, 0) = q0(x), x ∈ R, (1.1b)
when the initial data behave like oscillatory waves as x→ ±∞:
q0(x) ∼
{
A1e
iφ1e−2iB1x, x→ −∞,
A2e
iφ2e−2iB2x, x→ +∞, (1.2)
where {Aj , Bj , φj}21 are real constants such that Aj > 0. Our general objective is the study of the
long-time behavior of the solution q(x, t) of (1.1)–(1.2), according of the value of ξ := x/t.
Nonlinear integrable equations with nonzero boundary (as |x| → ∞) conditions and, particularly,
with conditions that are different at different infinities (the so-called step-like conditions) have
attracted considerable interest of physicists and mathematicians since the 1970s [2,23,24,26,27,35],
due to remarkable features of their solutions, in particular, a multitude of patterns for the large time
behavior. The inverse scattering transform method for the Cauchy problems for nonlinear integrable
equations with step-like initial data rests on the analysis of direct and inverse scattering problems
for associated linear equations (from the Lax pair) with step-like potentials originally developed in
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[10] with later contributions in [11]. For recent developments we refer to [4, 6, 17,18,20,28,29,34].
An outlook of recent developments in the case of the nonlinear Schrödinger equation (1.1a) is given
in [7].
With regard of the long time behavior of solutions, one can usually distinguish two cases:
expansive (rarefaction) [1, 13, 28] and compressive (shock) [19, 29]. For the Korteweg–de Vries
equation, rarefaction and shock are associated with the step up and step down boundary conditions
respectively, whereas in the case of the focusing NLS, the difference between these two cases is
characterized by the relationship between B1 and B2: if B1 > B2, then we are in the rarefaction
case while B1 < B2 leads to the development of the dispersive shock waves [7].
It turns out that the solutions of equations with shock step-like conditions exhibit richer large-
time behavior: depending on the way we are looking at the solution, one can see a number of
different large time patterns [7]. In some cases, they can be qualitatively catched using the Whitham
modulated equations [3].
In [9], the long-time asymptotic analysis was presented for the symmetric case where A1 = A2 = 1
and B1 = −B2 (which is not a restriction provided B1 6= B2). The analysis was based on the
nonlinear steepest descent method introduced by Deift and Zhou [16] and extended by Deift,
Venakides, and Zhou [14,15], which was applied to the representation of the solution of problem
(1.1)–(1.2) in terms of the associated Riemann–Hilbert problem. The asymptotic picture presented
there consists of five sectors in the (x, t) half-plane (t > 0) with different qualitative behaviors.
Namely, the central sector (the residual region, containing the half-axis x = 0, t > 0) was described
as a modulated elliptic (genus 1) wave [9, Theorem 1.2], two contiguous sectors (the transition
region) as modulated hyperelliptic (genus 2) waves [9, Theorem 1.3], and two sectors (the plane-wave
region, adjacent to the x-axis), as modulated plane (genus 0) waves.
Two important features of [9] are (i) the development of the g-function mechanism used in the
transformations of the original RH problem (leading to explicitly solvable model problems) and (ii)
rigorous error estimates based on the analysis of the associated local (parametrix) RH problems.
A closer look at the conditions characterizing various asymptotic regions for problem (1.1)–(1.2)
has revealed [7] that the asymptotic scenario presented in [9] is valid only for a particular range of
parameters involved in the boundary conditions (1.2). In [7] we analyzed the general situation,
developing the Riemann–Hilbert (RH) formulation of the problem. This led us to detect several
scenarios of asymptotic analysis, depending on the relationships between the parameters A1, A2,
B1, and B2. Each scenario corresponds to a typical division of the (x, t) half-plane into sectors
ξ1 < ξ < ξ2 where the long-time behavior of the solution q is qualitatively different. Each sector is
characterized by a g-function of a particular type, associated with a Riemann surface of genus 0, 1,
2, or 3. In such a sector the solution can be slowly decaying as t→ +∞, or its long time behavior
can be expressed in terms of functions attached to Riemann surfaces of different genera.
In the shock case, i.e., when B1 < B2, some of these scenarios include genus 3 sectors. More
precisely, a genus 3 sector arises for ξ close (but not equal) to 0. Our goal here is to perform the
complete asymptotic analysis of q(x, t) in such a sector.
In Section 2 we state the main result that gives the leading term of the long time asymptotics
of q in a genus 3 sector ξ1 < ξ < ξ2. In Section 3 we present the RH formulation of the problem
together with the Riemann surface and the g-function that are specific to the genus 3 sector under
consideration. Sections 4 to 7 present the steps in the proof of the main result.
2. Main result
Henceforth, we assume we are in the shock case, i.e., B1 < B2.
2.1. Notation. Let Ej := Bj + iAj in the complex k-plane C. We denote by Σj , j = 1, 2 the
vertical segment [E¯j , Ej ] oriented upward. See Figure 3.1.
Let C+ = {Im k > 0} and C− = {Im k < 0} denote the open upper and lower halves of the
complex k-plane. The Riemann sphere will be denoted by C¯ = C ∪ {∞}. We write ln k for the
logarithm with the principal branch, that is, ln k = ln|k|+ i arg k where arg k ∈ (−pi, pi]. Unless
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specified otherwise, all complex powers will be defined using the principal branch, i.e., kα = eα ln k.
We let f∗(k) := f(k¯) denote the Schwarz conjugate of a function f(k).
Given an open subset D ⊂ C¯ bounded by a piecewise smooth contour Σ, we let E˙2(D) denote
the Smirnoff class consisting of all functions f(k) analytic in D with the property that for each
connected component Dj of D there exist curves {Cn}∞1 in Dj such that the Cn eventually surround
each compact subset of Dj and supn≥1‖f‖L2(Cn) <∞. We let E∞(D) denote the space of bounded
analytic functions D → C. RH problems in the paper are generally 2× 2 matrix-valued. They are
formulated in the L2-sense using Smirnoff classes (see [30,31]):{
m ∈ I + E˙2(C \ Σ),
m+(k) = m−(k)J(k) for a.e. k ∈ Σ,
(2.1)
where m+ and m− denote the boundary values of m from the left and right sides of the contour Σ.
Further on, the contours are invariant under complex conjugation and for all 2× 2 matrix-valued
RH problems the jump matrix J ≡ J(k) satisfies
J =
{
σ3σ1J
∗σ1σ3, k ∈ Σ \ R,
σ3σ1(J
∗)−1σ1σ3, k ∈ Σ ∩ R,
(2.2)
where σ1 := ( 0 11 0 ) and σ3 :=
(
1 0
0 −1
)
. Together with uniqueness of the solution of the RH problem
(2.1), this implies the symmetry
m = σ3σ1m
∗σ1σ3, k ∈ C \ Σ. (2.3)
2.2. Asymptotics in a genus 3 sector. According to [7, Section 2.2], since B1 < B2, we may
assume, without loss of generality, that
B2 = −B1 = 1, φ2 = 0, φ1 = φ.
We thus have E1 = −1 + iA1 and E2 = 1 + iA2. In what follows, q : R× [0,∞)→ C is a smooth
solution of (1.1a)-(1.1b) with initial data
q0(x) =
{
A1e
iφe2ix, x < −C,
A2e
−2ix, x > C,
(2.4)
where C, A1, A2 are positive constants and φ ∈ R. We also assume that q satisfies
q(x, t) ∼ q0j(x, t) as x→ (−1)j∞ (2.5)
for all t ≥ 0, where q0j(x, t) = Ajeiφje−2iBjx+2iωjt, and ωj = A2j − 2B2j .
The main result deals with the long time behavior of q in a genus 3 sector ξ1 < ξ < ξ2, ξ = x/t
in the (x, t) half plane. That means a sector where the leading term of the asymptotics can be
expressed in terms of quantities defined on a genus 3 Riemann surface M ≡M(ξ). More precisely:
Assumption. We henceforth assume that there exists a genus 3 sector ξ1 < ξ < ξ2, a sector where
the system of equations (3.21) has a unique solution and that ξ lies in this sector.
According to [7, Section 5.3] where scenarios for the symmetric case A1 = A2 = A are listed this
should happen when AB > 1 (here B := B2 = −B1 = 1). See the 3rd, 4th, and 5th scenarios. In
these cases we expect that a genus 3 sector exists for ξ 6= 0 close to 0. Let us state without proof
the following result:
Theorem (existence). Suppose AB > 1. Then there exists a ξm > 0 and a smooth curve
ξ 7→ (α1(ξ), α2(ξ), β1(ξ), β2(ξ), µ(ξ)) ∈ R5
defined for ξ ∈ (0, ξm) such that the following hold (see Figs. 3.2, 3.4, and 3.5):
(a) For each ξ ∈ (0, ξm), (ξ, α1(ξ), α2(ξ), β1(ξ), β2(ξ), µ(ξ)) is a solution of the system of equa-
tions (3.21) which means that a g-function appropriate for this range of ξ is given by (3.20).
(b) µ(ξ) is a smooth real-valued function of ξ ∈ (0, ξm).
(c) The curves ξ 7→ α(ξ) = α1(ξ) + iα2(ξ) and ξ 7→ β(ξ) = β1(ξ) + iβ2(ξ) are smooth maps
(0, ξm)→ C+ \ {E1, E2} and α(ξ) 6= β(ξ) for all ξ ∈ (0, ξm).
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(d) As ξ ↓ 0, we have
α(ξ)→ iα0, β(ξ)→ iα0, µ(ξ)→ 0, (2.6)
where α0 =
√
A2 −B2.
(e) As ξ ↑ ξm, at least one of the following occurs:
(i) β(ξ) and β(ξ) merge at a point on the real axis, i.e., β2(ξ) ↓ 0.
(ii) α(ξ) hits E1.
(iii) Two or more of the four branch points α(ξ), β(ξ), E1, E2 collide.
(iv) ξm = +∞.
Assumption. In what follows we assume that the scattering coefficients a(k) and b(k) defined in
[7, Section 2.4] are everywhere nonzero in C.
Theorem 2.1 (asymptotics). Let I denote a compact subset of a genus 3 sector (ξ1, ξ2). The
asymptotics in this sector is given by
q(x, t) = Q0(ξ, t) +
Q1(ξ, t)√
t
+ O
(
ln t
t
)
, t→∞, ξ ∈ I, (2.7)
where the error term is uniform with respect to ξ ∈ I, the leading order term Q0 is given by
Q0(ξ, t) = e
2i(tg(0)+h(∞)) Im(E1 + E2 + α+ β)
Θ(ϕ(∞+) + d)Θ(ϕ(∞+)− v(t)− d)
Θ(ϕ(∞+) + v(t) + d)Θ(ϕ(∞+)− d) , (2.8)
and the coefficient Q1 of the subleading term is given by
Q1(ξ, t) = −2ie2i(tg(0)+h(∞)) (Yµ(x, t, µ)m
X
1 Yµ(x, t, µ)
−1)12
ψµ(µ)
. (2.9)
The standard theta function Θ on M is defined in (3.15). The Abel map ϕ is defined in (3.17).
The branch points α and β of M are determined by the system (3.21). The constants g(0) ≡ g(0)(ξ)
and h(∞) ≡ h(ξ,∞) are defined in (3.24) and (4.12), respectively. The vector-valued function v(t)
is defined in (5.6). The vector d ≡ d(ξ) is defined in (5.5). The constant ψµ(µ) ≡ ψµ(ξ, µ) > 0 is
defined in (6.17). The matrices Yµ and mX1 ≡ mX1 (ξ) are defined in (6.26) and (6.31), respectively.
In this theorem α(ξ) and β(ξ) are critical points of the g-function g(ξ, k) (see Section 3.3). They
are distinct for any ξ ∈ (ξ1, ξ2). The above analysis is completed in [8] when the genus 3 sector
consists of two parts ξ1 < ξ < ξ0 and ξ0 < ξ < ξ2 separated by a point ξ0 at which α(ξ) and β(ξ)
merge.
The remainder of the paper is devoted to proving Theorem 2.1.
3. RH problem, Riemann surface, and g-function
3.1. The basic RH problem. We briefly recall the description of the basic RH problem introduced
in [7, Section 2.5]. Its formulation involves two spectral functions a(k) and b(k) which are defined
through the scattering relation between the Jost solutions Φ1 and Φ2:
Φ2(x, t, k) = Φ1(x, t, k)
(
a∗(k) b(k)
−b∗(k) a(k)
)
, k ∈ R, k 6= B1, B2. (3.1)
See [7, Section 2.4]. The Jost solutions Φ1 and Φ2 are defined through Volterra integral equations
[7, (2.15)] which, for t = 0, are defined only from the initial data q0(x). Then, setting t = 0 in
(3.1) it follows that a(k) and b(k) are uniquely determined by q0(x), and similarly for the reflection
coefficient which is defined by
r(k) :=
b∗(k)
a(k)
. (3.2)
Then we introduce the 2× 2 matrix-valued function m(x, t, k) by
m(x, t, k) :=

(
Φ
(1)
1
a Φ
(2)
2
)
e(ikx+2ik
2t)σ3 , k ∈ C+,(
Φ
(1)
2
Φ
(2)
1
a∗
)
e(ikx+2ik
2t)σ3 , k ∈ C−,
(3.3)
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and find that m(x, t, k) can be characterized as the solution of a RH problem (3.8) whose data
(3.7) are uniquely determined by q0(x) through the associated scattering functions a(k) and b(k).
By (2.4) the initial data q0(x) are exact exponentials for |x|  1. Both functions a(k) and b(k)
are then analytic of k ∈ Cˆ \ (Σ1 ∪ Σ2). See [7, Section 2.5.3].
The smoothness of q0 implies that
a(k) = 1 + O(k−1), b(k) = O(k−N ), k ∈ R, k →∞, (3.4)
for every N ≥ 1. Moreover, under assumption (2.4) on q0,
a(k) = 1 + O
(
e4C|Im k|+1
k
)
, b(k) = O
(
e4C|Im k|+1
k
)
, k →∞. (3.5)
See [7, Lemma 2.4].
On Σ1 and Σ2, the spectral functions a(k) and b(k) satisfy the relations{
a+ = −ie−iφ1b−,
b+ = −ieiφ1a−,
k ∈ Σ1, (3.6a){
a+ = −ieiφ2b∗−,
b+ = ie
iφ2a∗−,
k ∈ Σ2. (3.6b)
See [7, Section 2.5.3]. Their behavior near E1, E2, E¯1, and E¯2 is described in [7, Section 2.5.5].
We have one of the two possibilities:
(i) (generically) a(k) and b(k) have singularities of order O((k − Ej)− 14 ) and O((k − E¯j)− 14 );
(ii) they decay to zero at order O((k − Ej) 14 ) or O((k − E¯j) 14 ).
Moreover, the singularities κl (if any) of the entries of the function m(x, t, k) given by (3.3) are of
order O((k − κl)− 14 ).
Σ1
Σ2
E1
E¯1
E2
E¯2
B1 B2
•• R
Figure 3.1. The contour Σ = R ∪ Σ1 ∪ Σ2 for the basic RH problem.
Let m be defined by (3.3). The RH problem satisfied by m is as follows, see [7, Section 2.5]. Its
contour is Σ := R ∪ Σ1 ∪ Σ2, see Figure 3.1. Its jump matrix is
J(x, t, k) := e−itθ(k)σ3J0(k)eitθ(k)σ3 , k ∈ Σ, (3.7a)
where the phase θ(k) is
θ(k) ≡ θ(ξ, k) := 2k2 + ξk, ξ := x
t
. (3.7b)
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and
J0(k) =

(
1 r∗
0 1
)(
1 0
r 1
)
=
(
1 + rr∗ r∗
r 1
)
, k ∈ R,(
1 0
ie−iφ
a+a−
1
)
, k ∈ Σ1 ∩ C+,(
a−
a+
i
0 a+a−
)
, k ∈ Σ2 ∩ C+,(
1 ie
iφ
a∗+a
∗
−
0 1
)
, k ∈ Σ1 ∩ C−, a∗+a∗− 0
i
a∗−
a∗+
 , k ∈ Σ2 ∩ C−.
(3.7c)
Basic RH-problem. Given r(k) for k ∈ R, a+(k) and a−(k) for k ∈ (Σ1∪Σ2)∩C+, find m(x, t, k)
analytic in k ∈ C \ Σ that satisfies{
m ∈ I + E˙2(C \ Σ),
m+(k) = m−(k)J(k) for a.e. k ∈ Σ,
(3.8)
where Σ = R ∪ Σ1 ∪ Σ2 and J is defined by (3.7).
Its unique solution m(x, t, k) provides a representation of the solution q(x, t) of the Cauchy
problem as follows:
Proposition 3.1. Let m(x, t, k) be the solution of the basic RH problem. Then, the solution q(x, t)
of the Cauchy problem (1.1a)-(1.2) is given by
q(x, t) = 2i lim
k→∞
km12(x, t, k). (3.9)
The jump matrix J satisfies
J(x, t, k) =
{
σ3σ1J(x, t, k¯)σ1σ3, k ∈ Σ1 ∪ Σ2,
σ3σ1J(x, t, k¯)
−1
σ1σ3, k ∈ R.
(3.10)
Together with uniqueness of the solution of the RH problem, this implies the important symmetry
m(x, t, k) = σ3σ1m(x, t, k¯)σ1σ3, k ∈ C \ Σ. (3.11)
3.2. The Riemann surface. A genus 3 sector is characterized by the fact that the leading order
asymptotics of q(x, t) can be expressed in terms of theta functions defined on a family of genus 3
Riemann surfaces parametrized by ξ := x/t. The genus 3 structure arises because the derivative
of the g-function has five zeros: one real zero, which we denote by µ ≡ µ(ξ), and two complex
conjugate pairs of zeros, which we denote by {α, α¯} and {β, β¯}, where α ≡ α(ξ) and β ≡ β(ξ) lie
in C+ \ (Σ1 ∪ Σ2). Assuming for the moment that the level set Im g = 0 connects the points E1,
E¯1, E2, E¯2, α, α¯, β, β¯, µ, and ∞ as in Figure 3.2 (see also Figure 4.1), we next introduce the
Riemann surface M ≡M(ξ) associated to ξ; the precise definition of the g-function will be given
in the following subsection.
Let γ(β,α) and γ(α¯,β¯) denote the oriented contour from β to α and from α¯ to β¯, respectively, on
which Im g = 0, see Figure 3.2. Similarly, let γ(β¯,β) denote the oriented contour from β¯ to β on
which Im g = 0.
We define the hyperelliptic surface M ≡Mαβ as the set of all points P := (w, k) ∈ C2 such that
w2 = (k − E1)(k − E¯1)(k − E2)(k − E¯2)(k − α)(k − α¯)(k − β)(k − β¯) (3.12)
together with two points ∞+ and ∞− at infinity which make the surface compact. We view M as
a two-sheeted cover of the complex plane by introducing a set of branch cuts C which connect the
eight branch points. For k ∈ Cˆ \ C, we let k+ and k− denote the corresponding points on the upper
NLS WITH STEP-LIKE OSCILLATING BACKGROUND: GENUS 3 SECTOR 7
µ
β
β¯
α
α¯
E1
E¯1
E2
Σ1 Σ2
γ(β,α)
γ(α¯,β¯)
Im g > 0
Im g < 0
•
•
•
•
•
•
•
•
•
Figure 3.2. The four branch cuts (solid black) and the level set Im g = 0 in the
genus 3 sector in the case of A1 = A2 = 3/2 and ξ = 2. The region where Im g < 0
is shaded and the region where Im g > 0 is white.
and lower sheet of M , respectively. By definition, the upper (resp. lower) sheet is characterized by
w = k4 + O(k3) (resp. w = −k4 + O(k3)) as k →∞. For two complex numbers z1 and z2, we let
[z1, z2]
+ and [z1, z2]− denote the covers of [z1, z2] in the upper and lower sheets, respectively.
a1 a2
a3
b1
b2
b3
β
β¯
α
α¯
E1
E¯1
E2
E¯2
•
•
•
•
•
•
•
•
Figure 3.3. A possible, but inappropriate, choice of branch cuts and canonical
homology basis for the genus three surface M .
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We next discuss the choice of branch cuts and the choice of a canonical homology basis {aj , bj}31
for M . One possibility is to let all branch cuts be vertical segments and adopt the standard choice
of canonical homology basis {aj , bj}31 displayed in Figure 3.3. However, for the purposes of the
nonlinear steepest descent method, the cuts connecting the branch points α and β and their complex
conjugates must lie in the level set where the imaginary part of the g-function vanishes. Thus, we
deform the vertical cut from β¯ to β into the curve segment γ(β¯,β) which passes through µ. Similarly,
we deform the vertical cut connecting α¯ to α into the curve segment γ(α¯,α) := γ(α¯,β¯)∪γ(β¯,β)∪γ(β,α).
Since both cuts then proceed along the curve segment γ(β¯,β), this segment ceases to be a cut
and the homology basis of Figure 3.3 turns into the canonical homology basis {aj , bj}31 displayed
in Figure 3.4. We will henceforth adopt the four branch cuts in the complex k-plane shown in
Figure 3.4 and let C ⊂ C denote the union of these cuts, i.e.,
C := Σ1 ∪ Σ2 ∪ γ(β,α) ∪ γ(α¯,β¯). (3.13)
a1
a2
a3
b1
b2
b3
β
β¯
α
α¯
E1
E¯1
E2
E¯2
•
•
•
•
•
•
•
•
Figure 3.4. The canonical homology basis {aj , bj}31 for the genus three surface M .
We will also adopt the homology basis for M shown in Figure 3.4, but with the following
important specification: Unless stated otherwise, all integrals along paths on M for which only the
endpoints are specified are assumed to lie within the fundamental polygon obtained by cutting
the Riemann surface along the basis {aj , bj}31. This implies that some integrals will depend on
the particular choices of the aj and bj within their respective homology classes. We therefore
henceforth fix the curves aj and bj so that they are invariant under the involution ς : k± → k∓,
more precisely ς(aj) = −aj and ς(bj) = −bj . For the present case, this is accomplished by letting
a1, a2, a3 be the paths in the homology classes specified by Figure 3.4 which as point sets consist
of the points of M lying directly above Σ1, γ(α¯,α), and γ(β¯,β), respectively, and by letting b3, b2,
b1 be the paths in the homology classes specified by Figure 3.4 which as point sets consist of the
points of M lying directly above
[E2, β¯], [E2, β¯] ∪ γ(α¯,β¯) ∪ γ(β¯,β), and [E2, β¯] ∪ γ(α¯,β¯) ∪ γ(β¯,β) ∪ [α, E¯1],
respectively, see Figure 3.5.
For k ∈ Cˆ \ C, we let w(k) ≡ w(ξ, k) denote the value of w corresponding to the point k+ ∈M ,
that is,
w(k) =
√
(k − E1)(k − E¯1)(k − E2)(k − E¯2)(k − α)(k − α¯)(k − β)(k − β¯), k ∈ Cˆ \ C,
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a1
a3
b3
b 1
−
b 2
a2 + b2 − b3
a3 − b2 + b3
β
β¯
α
α¯
E1
E¯1
E2
E¯2
•
•
•
•
•
•
•
•
Figure 3.5. The particular choices of the curves aj and bj within their homology classes.
where the branch of the square root is such that w(k) > 0 for k ∈ R, k  0. We let ζ = (ζ1, ζ2, ζ3)
be the normalized basis of H1(M) dual to the canonical homology basis {aj , bj}31, in the sense that
{ζj}31 are holomorphic differentials such that∫
ai
ζj = δij .
The basis {ζj}31 is explicitly given by ζj =
∑3
l=1Ajlζˆl, where ζˆl :=
kl−1
w dk and
(
A−1
)
jl
=
∫
aj
ζˆl.
Since w satisfies w(k+) = −w(k−), we have the same symmetry for ζ:
ζ(k+) = −ζ(k−). (3.14)
We let τ =
(
τjl
)
denote the 3× 3 period matrix, defined by
τjl :=
∫
bj
ζl.
It is a standard result that τ is symmetric and has positive definite imaginary part, see [21,
Proposition III.2.8]. The symmetries ς(aj) = −aj , ς(bj) = −bj , together with (3.14) imply∫
a+j
ζ =
1
2
∫
aj
ζ =
1
2
e(j) and
∫
b+j
ζ =
1
2
∫
bj
ζ =
1
2
τ (j),
where a+j , b
+
j denote the restrictions of aj , bj to the upper sheet, e
(j) denotes the jth column of
the 3× 3 identity matrix I, and τ (j) denotes the jth column of τ = (τjl). The theta function Θ
associated to τ is defined by
Θ(z) :=
∑
N∈Z3
e2pii(
1
2N
T τN+NT z), z ∈ C3. (3.15)
We have
Θ(z + e(j)) = Θ(z), Θ(z + τ (j)) = e2pii(−zj−
τjj
2 )Θ(z), j = 1, 2, 3, z ∈ C3, (3.16)
We also have Θ(z) = Θ(−z) for all z ∈ C3.
We let ϕ : M → C3 denote the Abel-type map with base point E¯2, i.e.,
ϕ(P ) =
∫ P
E¯2
ζ, P ∈M, (3.17)
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where the contour is chosen to lie within the fundamental polygon specified by {aj , bj}. We see
from equation (3.14) and Figures 3.4 and 3.5 that
ϕ+(k
+) + ϕ−(k+) = −ϕ+(k−)− ϕ−(k−) =

τ (1), k ∈ Σ1,
τ (2), k ∈ γ(β,α),
τ (2) + e(1) + e(2), k ∈ γ(α¯,β¯),
0, k ∈ Σ2,
(3.18)
and
ϕ+(k
+)− ϕ−(k+) = τ (2) − τ (3) + e(1) + e(2), k ∈ γ(β¯,β), (3.19)
where ϕ+(k±) and ϕ−(k±) denote the boundary values of ϕ(l±) as l ∈ C approaches k from the
left and right sides of the contour, respectively.
3.3. The g function. We let dg denote the differential on C \ C defined by
dg := 4
(k − µ)(k − α)(k − α¯)(k − β)(k − β¯)
w(k)
dk, k ∈ C \ C, (3.20)
where µ ≡ µ(ξ) is a real number. Let d̂g denote the differential onM given by dg on the upper sheet
and by −dg on the lower sheet, i.e., d̂g(k±) = ±dg(k) for k ∈ C \ C. Then d̂g is a meromorphic
differential on M which is holomorphic everywhere on M except for two poles at ∞±.
The definition of dg depends on the five real numbers µ, α1, α2, β1, β2, where α1, β1 and α2,
β2 denote the real and imaginary parts of α and β:
α = α1 + iα2, β = β1 + iβ2.
These five real numbers are determined by the five conditions∫
a1
d̂g =
∫
a2
d̂g =
∫
a3
d̂g = 0, (3.21a)
lim
k→∞
(
dg
dk
− 4k
)
= ξ, lim
k→∞
k
(
dg
dk
− 4k − ξ
)
= 0. (3.21b)
The solvability of this system of equations characterizes a genus 3 sector. Since
dg
dk
(k) =
dg
dk
(k¯), k ∈ C \ C, (3.22)
we have
∫ B
A
dg =
∫ B¯
A¯
dg where the contour in the second integral is the complex conjugate of the
contour in the first integral. This implies that∫
aj
d̂g ∈ iR, j = 1, 2, 3,
so the conditions in (3.21a) are three real conditions.
Let Σmod := C ∪ γ(β¯,β) = Σ1 ∪ Σ2 ∪ γ(β,α) ∪ γ(α¯,β¯) ∪ γ(β¯,β) denote the union of the four branch
cuts and the curve γ(β¯,β), oriented as in Figure 5.1. The g-function g(k) ≡ g(ξ, k) is defined by
g(k) :=
∫ k
E¯2
dg, k ∈ C \ Σmod, (3.23)
where the contour is required to lie in C \ Σmod. For convenience, we choose the same base point
for the integral in (3.23) as for the integral in (3.17) defining ϕ.
The two conditions in (3.21b) ensure that
g′(k) = 4k + ξ + O(k−2), k →∞,
and hence
g(k) = θ(k) + g(0) + O(k−1), k →∞, (3.24)
uniformly with respect to arg k ∈ [0, 2pi], where g(0) ≡ g(0)(ξ) ∈ R is a finite real number independent
of k. Since the O(k−1) term vanishes in the expansion of dg/dk, the meromorphic form d̂g has no
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residue at ∞. Hence we can deform contours freely through infinity. By deforming the contour
through∞, it follows from (3.21a) that the loop integral of d̂g around the cut [E¯2, E2] also vanishes.
Thus the conditions in (3.21) imply that the value of g is independent of the choice of contour in
C \ Σmod.
Let g+ and g− denote the boundary values of g from the left and right sides of the different
pieces of Σmod.
Lemma 3.2. The function g(k) defined in (3.23) has the following properties:
(a) g(k)− 2k2 − ξk is an analytic and bounded function of k ∈ Cˆ \Σmod with continuous boundary
values on Σmod.
(b) g(k) obeys the symmetry
g = g∗, k ∈ C \ Σmod. (3.25)
(c) g(k) satisfies the following jump conditions across Σmod:
g+(k) + g−(k) =

2Ω1, k ∈ Σ1,
2Ω2, k ∈ γ(α¯,β¯) ∪ γ(β,α),
0, k ∈ Σ2,
(3.26a)
and
g+(k)− g−(k) = 2Ω3, k ∈ γ(β¯,β), (3.26b)
where the three real constants Ωj ≡ Ωj(ξ), j = 1, 2, 3, are given by
Ω1 = g(E1) = g(E¯1), Ω2 = g(α) = g(α¯),
Ω3 =
g+(β)− g−(β)
2
=
g+(β¯)− g−(β¯)
2
.
(3.27)
Proof. It is clear that g(k) is an analytic function of k ∈ C \ Σmod with bounded and continuous
boundary values on Σmod. Since equation (3.24) implies that g(k)− 2k2 − ξk is analytic also at
infinity, part (a) follows.
Using that (
dg
dk
)
+
=
(
dg
dk
)
−
×
{
−1, k ∈ C,
1, k ∈ γ(β¯,β),
we find that g+ + g− is constant on each of the curves in (3.26a) and that g+ − g− is constant
on γ(β¯,β). These constant values are fixed by evaluation at the endpoints. This proves (3.26). In
particular, g(E2) = g(E¯2) = 0, and, using (3.22), we conclude that (b) follows.
The three conditions in (3.21a) together with (3.22) ensure that Im g = 0 on R and that
Im g(E1) = Im g(α) = Im g+(β) = Im g−(β) = 0. Hence the constants Ωj defined in (3.27) are real.
This completes the proof of (c). 
3.4. Contour deformations. On several occasions we will need to transform RH problems by
deforming the contour. In this subsection, we give assumptions under which these deformations
are allowed.
Γ Γˆ
γ
Figure 3.6. The contour Γ (left) and the contour Γˆ = Γ ∪ γ (right).
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Let Γ be a piecewise smooth contour and let Γˆ = Γ ∪ γ denote Γ with a lens added as in
Figure 3.6. Consider the 2× 2-matrix RH problem{
m ∈ I + E˙2(C \ Γ),
m+(k) = m−(k)v(k) for a.e. k ∈ Γ,
(3.28)
where v : Γ→ GL(2,C) is a jump matrix defined on Γ.
Lemma 3.3 (contour deformation). Let u be a 2× 2-matrix valued function such that u, u−1 ∈
E∞(C \ Γˆ). Then m satisfies the RH problem (3.28) if and only if the function mˆ defined by
mˆ(k) := m(k)u(k), k ∈ C \ Γˆ,
satisfies the RH problem {
mˆ ∈ I + E˙2(C \ Γˆ),
mˆ+(k) = mˆ−(k)vˆ(k) for a.e. k ∈ Γˆ,
(3.29)
with
vˆ =
{
u−1− vu+, k ∈ Γ,
u−1− u+, k ∈ γ,
(3.30)
If γ passes through infinity as in Figure 3.7, then the same conclusion holds provided that u, u−1 ∈
I + (E˙2 ∩ E∞)(C \ Γˆ).
Γˆ
γ
Figure 3.7. The contour Γˆ = Γ ∪ γ in the case when γ passes through infinity.
We will also come across situations where γ passes through infinity, but u does not approach
the identity matrix as k →∞, see Figure 3.7. In this case, the following result is useful.
Lemma 3.4 (contour deformation when u(∞) 6= I). Let u be a 2× 2-matrix valued function such
that u, u−1 ∈ E∞(C\ Γˆ) and u, u−1 are analytic at k =∞. Then m satisfies the RH problem (3.28)
if and only if the function mˆ defined by
mˆ(k) := u(∞)−1m(k)u(k), k ∈ C \ Γˆ,
satisfies the RH problem (3.29) with vˆ given by (3.30).
4. Transformations of the RH problem
In order to determine the long-time asymptotics of the solution m of the RH problem (3.8), we
will perform a series of transformations of the RH problem. More precisely, starting with m, we
will define functions m(j)(x, t, k), j = 1, . . . , 5, such that each m(j) satisfies an RH problem which
is equivalent to the original RH problem (3.8). The RH problem for m(j) has the form{
m(j)(x, t, · ) ∈ I + E˙2(C \ Σ(j)),
m
(j)
+ (x, t, k) = m
(j)
− (x, t, k)v
(j)(x, t, k) for a.e. k ∈ Σ(j), (4.1)
where the contours Σ(j) and jump matrices v(j) are specified below.
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The jump matrix v(5) obtained after the fifth transformation has the property that it is a
constant off-diagonal matrix on each of the four branch cuts and a constant diagonal matrix on
γ(β¯,β). Moreover, on all other parts of the contour, it approaches the identity matrix as t → ∞.
The leading order asymptotics as t → ∞ can therefore be obtained by solving the model RH
problem with jump across Σmod obtained by replacing v(5) with its large t limit.
The symmetries (3.10) and (3.11) will be preserved at each stage of the transformations, so that
v(j)(x, t, k) =
{
σ3σ1v(j)(x, t, k¯)σ1σ3, k ∈ Σ(j) \ R,
σ3σ1v(j)(x, t, k¯)
−1
σ1σ3, k ∈ Σ(j) ∩ R,
j = 1, . . . , 5, (4.2)
and
m(j)(x, t, k) = σ3σ1m(j)(x, t, k¯)σ1σ3, k ∈ C \ Σ(j), j = 1, . . . , 5. (4.3)
4.1. First transformation. Define m(1) by
m(1)(x, t, k) := e−itg
(0)σ3m(x, t, k)eit(g(k)−θ(k))σ3 ,
where g(0) ≡ g(0)(ξ) = (g − θ)(ξ,∞) is defined in (3.24). Part (a) of Lemma 3.2 implies that
eit(g−θ)σ3 ∈ E∞(Cˆ \ Σmod).
Hence, by Lemma 3.4, m satisfies the RH problem (3.8) iff m(1) satisfies the RH problem (4.1)
with j = 1, where the contour Σ(1) is defined by (see Figure 4.1)
Σ(1) := R ∪ Σ1 ∪ Σ2 ∪ γ(β,α) ∪ γ(α¯,β¯) ∪ γ(β¯,β),
and the jump matrix v(1) is given by
v(1)(x, t, k) := e−itg−(k)σ3J0(k)eitg+(k)σ3 ,
with J0(k) as in Section 3.1 for k ∈ R ∪ Σ1 ∪ Σ2 and J0(k) = I elsewhere, that is,
v(1) =

(
1 r∗e−2itg
0 1
)(
1 0
re2itg 1
)
, k ∈ R,(
eit(g+−g−) 0
ie−iφ
a+a−
e2itΩ1 e−it(g+−g−)
)
, k ∈ Σ1 ∩ C+,(
a−
a+
eit(g+−g−) i
0 a+a− e
−it(g+−g−)
)
, k ∈ Σ2 ∩ C+,(
eit(g+−g−) ie
iφ
a∗+a
∗
−
e−2itΩ1
0 e−it(g+−g−)
)
, k ∈ Σ1 ∩ C−, a∗+a∗− eit(g+−g−) 0
i
a∗−
a∗+
e−it(g+−g−)
 , k ∈ Σ2 ∩ C−,(
eit(g+−g−) 0
0 e−it(g+−g−)
)
, k ∈ γ(β,α) ∪ γ(α¯,β¯) ∪ γ(β¯,β).
4.2. Second transformation. The jump matrix v(1) has the wrong factorization for k ∈ (−∞, µ).
Hence we introduce m(2) by
m(2)(x, t, k) := m(1)(x, t, k)δ(k)−σ3 ,
where the complex-valued function δ(k) ≡ δ(ξ, k) is defined by
δ(k) := e
1
2pii
∫ µ
−∞
ln(1+|r(s)|2)
s−k ds, k ∈ C \ (−∞, µ].
Lemma 4.1. The function δ(k) has the following properties:
(a) δ(k) and δ(k)−1 are bounded and analytic functions of k ∈ C\(−∞, µ] with continuous boundary
values on (−∞,−1) ∪ (−1, µ).
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µ
β
β¯
α
α¯
E1
E¯1
E2
E¯2
•
•
•
•
•
•
•
•
•
Figure 4.1. The jump contour Σ(1) (red with arrows indicating orientation)
together with the set where Im g = 0 (dashed).
(b) δ obeys the symmetry
δ = (δ∗)−1, k ∈ C \ (−∞, µ].
(c) δ satisfies the jump condition
δ+ = δ−(1 + |r|2), k ∈ (−∞,−1) ∪ (−1, µ).
(d) As k goes to infinity,
δ(k) = 1 + O(k−1), k →∞,
uniformly with respect to arg k ∈ [0, 2pi].
Proof. The function ln(1 + |r(s)|2) is a smooth function of s ∈ (−∞, µ] except for a possible jump
discontinuity at s = −1 where the real axis intersects the branch cut Σ2. Since we also have
ln(1 + |r(s)|2) = O(|s|−N ) for every N ≥ 1 as s→ −∞, parts (b), (c), and (d) follow. Since the
constants ln(1 + |r−(−1)|2), ln(1 + |r+(−1)|2), and ln(1 + |q|2) are real, Lemma C.1 implies that δ
is bounded near the points −1 and µ. This shows that (a) also holds. 
Lemma 4.1 implies that
δ(ξ, · )σ3 ∈ I + (E˙2 ∩ E∞)(C \ (−∞, µ]).
Hence it follows from Lemma 3.3 that m satisfies the RH problem (3.8) iff m(2) satisfies the RH
problem (4.1) with j = 2, where Σ(2) = Σ(1) and the jump matrix v(2) is given by
v(2) =
(
δ− 0
0 δ−1−
)
v(1)
(
δ−1+ 0
0 δ+
)
.
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We can write
v(2) =

(
1 0
r
1+|r|2 δ
−2
− e
2itg 1
)(
1 r
∗
1+|r|2 δ
2
+e
−2itg
0 1
)
, k ∈ (−∞, µ),(
1 r∗δ2e−2itg
0 1
)(
1 0
rδ−2e2itg 1
)
, k ∈ (µ,∞),(
eit(g+−g−) 0
ie−iφ
a+a−
δ−2eit(g++g−) e−it(g+−g−)
)
, k ∈ Σ1 ∩ C+,(
a−
a+
eit(g+−g−) iδ2e−it(g++g−)
0 a+a− e
−it(g+−g−)
)
, k ∈ Σ2 ∩ C+,(
eit(g+−g−) ie
iφδ2
a∗+a
∗
−
e−it(g++g−)
0 e−it(g+−g−)
)
, k ∈ Σ1 ∩ C−, a∗+a∗− eit(g+−g−) 0
iδ−2eit(g++g−) a
∗
−
a∗+
e−it(g+−g−)
 , k ∈ Σ2 ∩ C−,(
eit(g+−g−) 0
0 e−it(g+−g−)
)
, k ∈ γ(α¯,β¯) ∪ γ(β¯,β) ∪ γ(β,α).
µ
β
β¯
α
α¯
E1
E¯1
E2
E¯2
U1
U2
U3
U4
U5
U6
•
•
•
•
•
•
•
•
•
Figure 4.2. The sets {Uj}61 together with the set where Im g = 0 (dashed black).
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4.3. Third transformation. Let {Uj}61 denote open sets of the form displayed in Figure 4.2 and
define m(3)(x, t, k) by
m(3) := m(2) ×

(
1 0
−rδ−2e2itg 1
)
, k ∈ U1,(
1 − r∗1+rr∗ δ2e−2itg
0 1
)
, k ∈ U3,(
1 0
r
1+rr∗ δ
−2e2itg 1
)
, k ∈ U4,(
1 r∗δ2e−2itg
0 1
)
, k ∈ U6,
I, k ∈ U2 ∪ U5.
Then, there is no more jump across the real axis.
Across the curve Σ1 ∩ C+ which lies in U3, we find the jump
v(3) = (m
(3)
− )
−1m(3)+ =
(
1 − r
∗
−
1+r−r∗−
δ2e−2itg−
0 1
)−1
v(2)
(
1 − r
∗
+
1+r+r∗+
δ2e−2itg+
0 1
)
=
(
1
r∗−
1+r−r∗−
δ2e−2itg−
0 1
)(
eit(g+−g−) 0
ie−iφ
a+a−
δ−2eit(g++g−) e−it(g+−g−)
)(
1 − r
∗
+
1+r+r∗+
δ2e−2itg+
0 1
)
=
(
0 ia+a−eiφδ2e−it(g++g−)
ie−iφ
a+a−
δ−2eit(g++g−) 0
)
, k ∈ Σ1 ∩ C+,
where we have used (3.6a) in the last step, together with aa∗ + bb∗ = 1. Similarly, across the curve
Σ2 ∩ C+ which lies in U1, we find the jump
v(3) = (m
(3)
− )
−1m(3)+ =
(
1 0
−r−δ−2e2itg− 1
)−1
v(2)
(
1 0
−r+δ−2e2itg+ 1
)
=
(
1 0
r−δ−2e2itg− 1
)(a−
a+
eit(g+−g−) iδ2e−it(g++g−)
0 a+a− e
−it(g+−g−)
)(
1 0
−r+δ−2e2itg+ 1
)
=
(
0 iδ2e−it(g++g−)
iδ−2eit(g++g−) 0
)
, k ∈ Σ2 ∩ C+,
where we have used (3.6b) in the last step.
Across the cut γ(β,α) which lies on the boundary between U2 and U3 with U3 to the left, we find
the jump
v(3) = (m
(3)
− )
−1m(3)+ = v
(2)
(
1 − r∗1+rr∗ δ2e−2itg+
0 1
)
=
(
eit(g+−g−) 0
0 e−it(g+−g−)
)(
1 − r∗1+rr∗ δ2e−2itg+
0 1
)
= e−itg−σ3
(
1 −abδ2
0 1
)
eitg+σ3 , k ∈ γ(β,α).
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Across the curve γ(µ,β) which lies on the boundary between U1 and U3 with U3 to the left, we find
the jump
v(3) = (m
(3)
− )
−1m(3)+ =
(
1 0
−rδ−2e2itg− 1
)−1
v(2)
(
1 − r∗1+rr∗ δ2e−2itg+
0 1
)
=
(
1 0
−rδ−2e2itg− 1
)−1(
eit(g+−g−) 0
0 e−it(g+−g−)
)(
1 − r∗1+rr∗ δ2e−2itg+
0 1
)
= e−itg−σ3
(
1 −abδ2
rδ−2 aa∗
)
eitg+σ3 , k ∈ γ(µ,β).
Estimate (3.5) together with Lemma 3.2 and Lemma 4.1 shows that
rδ−2e2itg ∈ (E˙2 ∩ E∞)(U1), r
∗
1 + rr∗
δ2e−2itg ∈ (E˙2 ∩ E∞)(U3),
r
1 + rr∗
δ−2e2itg ∈ (E˙2 ∩ E∞)(U4), r∗δ2e−2itg ∈ (E˙2 ∩ E∞)(U6).
Since g is quadratic in k the decay of e2itg in regions where Im g > 0 indeed prevails over the growth
of r(k) provided by (3.5). Hence it follows from Lemma 3.3 that m satisfies the RH problem (3.8)
µ
β
β¯
α
α¯
E1
E¯1
E2
E¯2
Im g > 0
Im g < 0
•
•
•
•
•
•
•
•
•
12
3 4
5
6
Figure 4.3. The jump contour Σ(3) (red with arrows indicating orientation)
together with the set where Im g = 0 (dashed black). The region where Im g < 0
is shaded and the region where Im g > 0 is white.
iff m(3) satisfies the RH problem (4.1) with j = 3, where Σ(3) is the jump contour displayed in
Figure 4.3 and the jump matrix v(3) is given in the upper half-plane by (v(3)l denotes the restriction
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of v(3) to the contour labeled l in Figure 4.3)
v
(3)
1 =
(
1 0
rδ−2e2itg 1
)
, v
(3)
2 =
(
1 abδ2e−2itg
0 1
)
,
v
(3)
3 =
(
0 ia+a−eiφδ2e−it(g++g−)
ie−iφ
a+a−
δ−2eit(g++g−) 0
)
,
v
(3)
4 =
(
0 iδ2e−it(g++g−)
iδ−2eit(g++g−) 0
)
,
v
(3)
5 = e
−itg−σ3
(
1 −abδ2
0 1
)
eitg+σ3 , v
(3)
6 = e
−itg−σ3
(
1 −abδ2
rδ−2 aa∗
)
eitg+σ3 ,
and extended to the lower half-plane by means of the symmetry (4.2).
4.4. Fourth transformation. The purpose of the fourth transformation is to make the jumps
across γ(β,α) ∪ γ(α¯,β¯) and γ(β¯,β) off-diagonal and diagonal, respectively.
Using the factorization(
1 P−1
0 1
)
=
(
1 0
P 1
)(
0 P−1
−P 0
)(
1 0
P 1
)
we can write the jump matrix v(3) for k ∈ γ(β,α) as
v(3) = e−itg−σ3
(
1 0
− 1abδ2 1
)(
0 −abδ2
1
abδ2 0
)(
1 0
− 1abδ2 1
)
eitg+σ3 , k ∈ γ(β,α).
Similarly, using the factorization(
1 P
Q 1 + PQ
)
=
(
1 P1+PQ
0 1
)( 1
1+PQ 0
0 1 + PQ
)(
1 0
Q
1+PQ 1
)
the jump matrix v(3) for k ∈ γ(µ,β) can be written as
v(3) = e−itg−σ3
(
1 − ba∗ δ2
0 1
)(
1
aa∗ 0
0 aa∗
)(
1 0
b∗
a2a∗ δ
−2 1
)
eitg+σ3 , k ∈ γ(µ,β).
Let {Vj}81 denote the open sets displayed in Figure 4.4. Define m(4) for k in the upper half-plane
by
m(4) := m(3) ×

(
1 0
− e2itgabδ2 1
)
, k ∈ V1,(
1 0
e2itg
abδ2 1
)
, k ∈ V2,(
1 0
− b∗a2a∗ δ−2e2itg 1
)
, k ∈ V3,(
1 − ba∗ δ2e−2itg
0 1
)
, k ∈ V4,
I, elsewhere in C+,
and extend the definition to the lower half-plane by means of the symmetry (4.3).
Lemma 3.2 and Lemma 4.1 imply
e2itg
abδ2
∈ E∞(V1), e
2itg
abδ2
∈ E∞(V2),
b∗
a2a∗
δ−2e2itg ∈ E∞(V3), b
a∗
δ2e−2itg ∈ E∞(V4).
Hence it follows from Lemma 3.3 that m satisfies the RH problem (3.8) iff m(4) satisfies the
RH problem (4.1) with j = 4, where Σ(4) is the jump contour displayed in Figure 4.5 and the
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µ
β
β¯
α
α¯
E1
E¯1
E2
E¯2
V1
V4
V2
V3
V5
V8
V6
V7
•
•
•
•
•
•
•
•
•
Figure 4.4. The sets {Vj}81 together with the level set Im g = 0 (dashed).
jump matrix v(4) is given on the part of Σ(4) that lies in the upper half-plane by (v(4)l denotes the
restriction of v(4) to the contour labeled by l in Figure 4.5):
v
(4)
1 =
(
1 0
b∗
a δ
−2e2itg 1
)
, v
(4)
2 =
(
1 abδ2e−2itg
0 1
)
,
v
(4)
3 =
(
0 ia+a−eiφδ2e−it(g++g−)
ie−iφ
a+a−
δ−2eit(g++g−) 0
)
,
v
(4)
4 =
(
0 iδ2e−it(g++g−)
iδ−2eit(g++g−) 0
)
, v
(4)
5 = v
(4)
7 =
(
1 0
− e2itgabδ2 1
)
,
v
(4)
6 =
(
0 −abδ2e−it(g++g−)
1
abδ2 e
it(g++g−) 0
)
, v
(4)
8 =
(
1 0
1
a2a∗bδ
−2e2itg 1
)
,
v
(4)
9 =
(
1 0
−a∗b δ−2e2itg 1
)
, v
(4)
10 =
(
1 − ba∗ δ2e−2itg
0 1
)
,
v
(4)
11 =
(
eit(g+−g−)
aa∗ 0
0 aa∗e−it(g+−g−)
)
, v
(4)
12 =
(
1 0
b∗
a2a∗ δ
−2e2itg 1
)
,
and is extended to the part of Σ(4) that lies in the lower half-plane by means of the symmetry (4.2).
4.5. Fifth transformation. The purpose of the fifth transformation is to make the jumps across
the four branch cuts and across the curve γ(β¯,β) constant in k.
We define m(5) by
m(5)(x, t, k) := e−ih(∞)σ3m(4)(x, t, k)eih(k)σ3 ,
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µ
β
β¯
α
α¯
E1
E¯1
E2
E¯2
•
•
•
•
•
•
•
•
•
3 4
1
96
11 10
2
5
8
12
7
Figure 4.5. The jump contour Σ(4) (red with arrows indicating orientation)
together with the set where Im g = 0 (dashed black). The region where Im g < 0
is shaded and the region where Im g > 0 is white.
where h(k) ≡ h(ξ, k) is a function yet to be determined. Suppose h(k) is an analytic function of
k ∈ Cˆ \ Σmod such that h = h∗ and
eihσ3 ∈ E∞(Cˆ \ Σmod). (4.4)
Then Lemma 3.4 implies that m satisfies the RH problem (3.8) iff m(5) satisfies the RH problem
(4.1) with j = 5, where Σ(5) = Σ(4) and
v(5) = e−ih−σ3v(4)eih+σ3 .
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The jump matrix v(5) is given in the upper half-plane by (v(5)l denotes the restriction of v
(5) to the
contour labeled l in Figure 4.5)
v
(5)
1 =
(
1 0
b∗
a δ
−2e2itge2ih 1
)
, v
(5)
2 =
(
1 abδ2e−2itge−2ih
0 1
)
,
v
(5)
3 =
(
0 ia+a−eiφδ2e−2itΩ1e−i(h++h−)
ie−iφ
a+a−
δ−2e2itΩ1ei(h++h−) 0
)
,
v
(5)
4 =
(
0 iδ2e−i(h++h−)
iδ−2ei(h++h−) 0
)
, v
(5)
5 = v
(5)
7 =
(
1 0
− 1abδ2 e2itge2ih 1
)
,
v
(5)
6 =
(
0 −abδ2e−2itΩ2e−i(h++h−)
1
abδ2 e
2itΩ2ei(h++h−) 0
)
,
v
(5)
8 =
(
1 0
1
a2a∗bδ
−2e2itge2ih 1
)
, v
(5)
9 =
(
1 0
−a∗b δ−2e2itge2ih 1
)
,
v
(5)
10 =
(
1 − ba∗ δ2e−2itge−2ih
0 1
)
, v
(5)
12 =
(
1 0
b∗
a2a∗ δ
−2e2itge2ih 1
)
,
v
(5)
11 =
(
e2itΩ3ei(h+−h−)
aa∗ 0
0 aa∗e−2itΩ3e−i(h+−h−)
)
,
(4.5)
and is extended to the lower half-plane by means of the symmetry (4.2). We can make the jumps
across the four cuts constant in k by choosing the function h so that it obeys the symmetry h = h∗
and satisfies the jump conditions
h+ + h− =

2ω1 − i ln(a+a−δ2eiφ), k ∈ Σ1 ∩ C+,
2ω1 + i ln(a
∗
+a
∗
−δ
−2e−iφ), k ∈ Σ1 ∩ C−,
2ω2 − i ln(iabδ2), k ∈ γ(β,α),
2ω2 + i ln(−ia∗b∗δ−2), k ∈ γ(α¯,β¯),
−i ln δ2, k ∈ Σ2,
(4.6a)
and
h+ − h− =
{
2ω3 − i ln(aa∗), k ∈ γ(µ,β),
2ω3 + i ln(aa
∗), k ∈ γ(β¯,µ),
(4.6b)
where {ωj}31 are real constants yet to be determined. The branches of the logarithms in (4.6a) can
be chosen arbitrarily as long as the function hs := h+ + h− satisfies the following two conditions:
(i) hs is continuous on each of the five segments Σ1 ∩ C+, Σ1 ∩ C−, γ(β,α), γ(α¯,β¯), and Σ2.
(ii) hs obeys the symmetry hs = h∗s for all k ∈ C = Σ1 ∪ Σ2 ∪ γ(β,α) ∪ γ(α¯,β¯).
Since a(k) and b(k) are assumed to be nonzero, these conditions can easily be fulfilled. The branches
of the logarithms in (4.6b) are fixed by requiring that ln(aa∗) = ln(|a(µ)|2) > 0 for k = µ and
extended in such a way that h+ − h− is continuous on each of the contours γ(µ,β) and γ(β¯,µ).
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If the conditions in (4.6) are satisfied, then the jump matrix takes the form
v
(5)
1 =
(
1 0
b∗
a δ
−2e2itge2ih 1
)
, v
(5)
2 =
(
1 abδ2e−2itge−2ih
0 1
)
,
v
(5)
3 =
(
0 ie−2i(tΩ1+ω1)
ie2i(tΩ1+ω1) 0
)
, v
(5)
4 =
(
0 i
i 0
)
,
v
(5)
5 = v
(5)
7 =
(
1 0
− e2itgabδ2 e2ih 1
)
, v
(5)
6 =
(
0 ie−2i(tΩ2+ω2)
ie2i(tΩ2+ω2) 0
)
,
v
(5)
8 =
(
1 0
1
a2a∗bδ
−2e2itge2ih 1
)
, v
(5)
9 =
(
1 0
−a∗b δ−2e2itge2ih 1
)
,
v
(5)
10 =
(
1 − ba∗ δ2e−2itge−2ih
0 1
)
, v
(5)
11 =
(
e2i(tΩ3+ω3) 0
0 e−2i(tΩ3+ω3)
)
,
v
(5)
12 =
(
1 0
b∗
a2a∗ δ
−2e2itge2ih 1
)
.
4.6. Construction of h. In order to construct a function h(k) satisfying (4.6), we define the
function H(k) ≡ H(ξ, k) for k ∈ Σmod ∩ C+ by
H(k) :=

2ω1−i ln(a+a−δ2eiφ)
w+
, k ∈ Σ1 ∩ C+,
2ω2−i ln(iabδ2)
w+
, k ∈ γ(β,α),
2ω3−i ln(aa∗)
w , k ∈ γ(µ,β),
− i ln δ2w+ , k ∈ Σ2 ∩ C+,
(4.7)
and extend it to Σmod ∩ C− by means of the symmetry
H = H∗. (4.8)
Then we define h by
h(k) :=
w(k)
2pii
∫
Σmod
H(s)
s− k ds, k ∈ C \ Σ
mod. (4.9)
In general, the function h has a pole at ∞ and is unbounded as k approaches µ and −1. The
following lemma shows that by choosing the constants ωj appropriately, the pole at ∞ can be
removed. Even for this choice of ωj , the function h(k) is, in general, unbounded as k approaches µ
and −1; however, as the lemma shows, eihσ3 is bounded and analytic for k ∈ Cˆ \ Σmod. For r > 0
and z ∈ C, we let denote Dr(z) the open disk of radius r centered at z.
Lemma 4.2. There is a unique choice of the real constants ωj ≡ ωj(ξ), j = 1, 2, 3, such that the
function h(k) defined in (4.9) has the following properties:
(a) h obeys the symmetry
h = h∗, k ∈ Cˆ \ Σmod. (4.10)
(b) As k goes to infinity,
h(k) = h(∞) + O(k−1), k →∞, (4.11)
where h(∞) ≡ h(ξ,∞) is a finite real number given by
h(∞) = − 1
2pii
∫
Σmod
s3H(s)ds. (4.12)
(c) eihσ3 is a bounded and analytic function of k ∈ Cˆ \ Σmod.
(d) h satisfies the jump conditions in (4.6) across Σmod.
Proof. For any choice of the ωj , h(k) is an analytic function of k ∈ C \ Σmod which satisfies the
jump conditions in (4.6). Moreover, the symmetry (4.8) and the general identity∫
γ
f(s)ds =
∫
γ¯
f(s¯)ds (4.13)
NLS WITH STEP-LIKE OSCILLATING BACKGROUND: GENUS 3 SECTOR 23
valid for functions f : γ → C, imply that h obeys the symmetry (4.10).
We next show that there is a unique choice of the ωj such that h is bounded at infinity. We
have w(k) = k4 + O(k3) as k →∞ and∫
Σmod
H(s)
s− k ds = −
1
k
∫
Σmod
H(s)ds− 1
k2
∫
Σmod
sH(s)ds
− 1
k3
∫
Σmod
s2H(s)ds+ O(k−4), k →∞.
Hence h is bounded as k →∞ provided that∫
Σmod
snH(s)ds = 0, n = 0, 1, 2. (4.14)
Define the holomorphic differentials {ζ˜n}20 on M by
ζ˜n :=
2sn
w
ds, n = 0, 1, 2.
Isolating the dependence on the ωj , we can write the conditions in (4.14) as
ω1
∫
Σ1
(ζ˜n)+ + ω2
∫
γ(β,α)∪γ(α¯,β¯)
(ζ˜n)+ + ω3
∫
γ(β¯,β)
ζ˜n = Fn, n = 0, 1, 2, (4.15)
where Fn ≡ Fn(ξ), n = 0, 1, 2, are some complex numbers. The relations∫
Σ1
(ζ˜n)+ = −1
2
∫
a1
ζ˜n,
∫
γ(β,α)∪γ(α¯,β¯)
(ζ˜n)+ = −1
2
∫
a2+a3
ζ˜n,
∫
γ(β¯,β)
ζ˜n =
1
2
∫
a3
ζ˜n,
show that equation (4.15) imposes three linear conditions on the periods of {ζ˜n}20 along a1, a2,
and a3. But the ζ˜n form a basis for the space H1(M) of holomorphic differentials on M . If all the
a-periods of a holomorphic differential η on M vanish, then η = 0, see e.g. [21, Proposition III.3.3].
Hence there is a unique choice of ωj for which the conditions in (4.14) are satisfied. For this choice,
h(k) is analytic at k = ∞, so equation (4.11) follows. Moreover, the ωj are real, because (4.13)
shows that the constants Fn and the values of the three integrals on the left-hand side of (4.15)
are all pure imaginary.
We henceforth assume that the ωj are chosen so that (4.11) holds. The proof of the lemma will
be complete if we can show that e±ih is bounded as k approaches the points E1, E2, α, β, µ, and
−1.
We first show that h is bounded near α. By the definition (4.9) of h, we have
h(k) = w(k)
(
1
2pii
∫ α
β
f1(s)
(
√
s− α)+
ds
s− k + f2(k)
)
,
where
√
s− α has the branch cut along the curve γ(β,α) and the functions f1 and f2 are analytic
at α. The function
f(k) :=
1
2pii
∫ α
β
f1(s)
(
√
s− α)+
ds
s− k
has the jump f+ − f− = f1(k)√k−α across γ(β,α). Since the function 12f1(k)(k − α)−1/2 has the same
jump, the difference
f(k)− 1
2
f1(k)(k − α)−1/2
is analytic at α. It follows that |f | ≤ C|k − α|−1/2 for k near α. Hence h is bounded near α. The
boundedness near E1 and E2 follows in a similar way.
We next show that h is bounded near β. For k near β, we let lnα(k − β) denote the function
ln(k − β) with branch cut along γ(β,α) and the branch fixed so that lnα(k − β) > 0 for k − β > 0.
Similarly, we let lnµ(k − β) denote the function ln(k − β) with branch cut along γ(µ,β) and the
branch fixed so that lnµ(k − β) > 0 for k − β > 0. By (4.9), we can write
h(k) = w(k) (Fα(k) + Fµ(k) + f3(k)) , k ∈ C \ Σmod,
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where Fα and Fµ are defined by
Fα(k) :=
1
2pii
∫ α
β
f1(s)e
− 12 (lnα(s−β))+ ds
s− k ,
Fµ(k) :=
1
2pii
∫ β
µ
f2(s)e
− 12 (lnµ(s−β))+ ds
s− k
and {fj(s)}31 are functions which are analytic at β. The function Fα(k) has the same jump
as 12f1(k)e
− 12 lnα(k−β) near β; hence the difference of these functions is analytic at β, showing
that |Fα(k)| ≤ C|k − β|−1/2 for k near β. Similarly, the function Fµ(k) has the same jump as
1
2f2(k)e
− 12 lnµ(k−β) near β, and hence |Fµ(k)| ≤ C|k − β|−1/2 for k near β. This shows that h is
bounded near β.
We next show that the functions e±ih(k) are bounded near µ. In this case, we write (4.9) as
h(k) =
w(k)
2pii
∫
γ(β¯,β)
2ω3
w(s)(s− k)ds+ Fβ(s) + Fβ¯(s) + f3(k), k ∈ C \ Σ
mod, (4.16)
where f3 is analytic at µ,
Fβ(k) :=
w(k)
2pii
∫
γ(µ,β)
f1(s)
s− kds, Fβ¯(k) :=
w(k)
2pii
∫
γ(β¯,µ)
f2(s)
s− kds,
and
f1(s) := − i ln(a(s)a
∗(s))
w(s)
, f2(s) :=
i ln(a(s)a∗(s))
w(s)
ds.
Let  > 0 be small. Since the function w(s), s ∈ γ(β¯,β), is smooth and nonzero at s = µ, the
first term on the right-hand side of (4.16) is bounded for k ∈ D(µ) \ γ(β¯,β). Moreover, since
w(µ)fj(µ) ∈ iR for j = 1, 2, Lemma C.1 implies that e±iFβ and e±iFβ¯ are bounded as k → µ. It
follows that e±ih is bounded near µ.
It only remains to show that the functions e±ih(k) are bounded near −1. In this case, we write
(4.9) as
h(k) =
w(k)
2pii
∫
Σ1
2ω1
w+(s)(s− k)ds− w(k)
(
FE1(k)− FE¯1(k)
)
+ f1(k), (4.17)
where
FE1(k) :=
1
2pi
∫
Σ1∩C+
ln
(
a+(s)a−(s)δ(s)2eiφ
)
w+(s)(s− k) ds, (4.18a)
FE¯1(k) :=
1
2pi
∫
Σ1∩C−
ln
(
a+(s¯)a−(s¯)δ(s)−2e−iφ
)
w+(s)(s− k) ds, (4.18b)
and f1(k) is analytic at k = −1. Since the function w+(s), s ∈ Σ1, is smooth and nonzero at
s = −1, the first term on the right-hand side of (4.17) is bounded for k ∈ D(−1) \ Σ1. In general,
the function r(k) is discontinuous at k = −1, so that the function δ(s) oscillates rapidly as s ∈ Σ1
approaches −1. Therefore, in order to analyze FE1(k) − FE¯1(k) for k near −1, we first deform
the contours in (4.18). Assume first that k ∈ D(−1) with Re k > −1. We know from (3.6a)
that a− = ie−iφb+ on Σ1. We use this relation to eliminate a− from (4.18). Then, deforming the
contours so that they pass through −1− , we find
FE1(k) = −
1
2pi
∫ −1
−1−
ln
(
ia(s)b(s)δ+(s)
2
)
w(s)(s− k) ds+ f2(k), (4.19)
FE¯1(k) =
1
2pi
∫ −1
−1−
ln
(−ia(s)b(s)δ−(s)−2)
w(s)(s− k) ds+ f3(k), (4.20)
where the functions f2(k) and f3(k) are analytic near k = −1. By assumption, b is everywhere
nonzero; in particular, b±(−1) 6= 0. Hence, shrinking  if necessary, we may assume that r(s) 6= 0
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for s ∈ (−1− ,−1). We find
FE1(k)− FE¯1(k) = −
1
2pi
∫ −1
−1−
ln
(
ia(s)b(s)δ+(s)
2
)
+ ln
(−ia(s)b(s)δ−(s)−2)
w(s)(s− k) ds+ f4(k)
= − 1
2pi
∫ −1
−1−
ln
(|a(s)b(s)|2(1 + |r(s)|2)2)
w(s)(s− k) ds+ f4(k)
= − 1
2pi
∫ −1
−1−
ln(|r(s)|2)
w(s)(s− k)ds+ f4(k),
where f4(k) is analytic at k = −1. Since ln(|r(−1)|2) is real, Lemma C.1 implies that the functions
e±iw(k)(FE1 (k)−FE¯1 (k)) are bounded as k → −1. This shows that e±ih is bounded for k ∈ D(−1)
with Re k > −1; the boundedness for k ∈ D(−1) with Re k < −1 can be proved in a similar way
by deforming the contours so that they pass through −1 + . This completes the proof of the
lemma. 
5. Solution of the model problem
µ
β
β¯
α
α¯
E1
E¯1
E2
E¯2
Im g > 0
Im g < 0
•
•
•
•
•
•
•
•
•
Figure 5.1. The jump contour Σmod (red with arrows indicating orientation)
together with the set where Im g = 0 (dashed black).
Recall that Σmod := C ∪ γ(β¯,β) denotes the union of the four branch cuts Σ1, Σ2, γ(β,α), γ(α¯,β¯)
and the curve γ(β¯,β), oriented as in Figure 5.1. Away from Σmod, i.e., on Σ(5) \ Σmod, the jump
matrix v(5) approaches the identity matrix as t → ∞. This leads us to expect that in the limit
t→∞, the solution m(5) approaches the solution mmod of the RH problem{
mmod(x, t, · ) ∈ I + E˙2(Cˆ \ Σmod),
mmod+ (x, t, k) = m
mod
− (x, t, k)v
mod(x, t, k) for a.e. k ∈ Σmod, (5.1)
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where vmod denotes the restriction of v(5) to Σmod, i.e.,
vmod :=

(
0 ie−2i(tΩ1+ω1)
ie2i(tΩ1+ω1) 0
)
, k ∈ Σ1,(
0 ie−2i(tΩ2+ω2)
ie2i(tΩ2+ω2) 0
)
, k ∈ γ(β,α) ∪ γ(α¯,β¯),(
e2i(tΩ3+ω3) 0
0 e−2i(tΩ3+ω3)
)
, k ∈ γ(β¯,β),(
0 i
i 0
)
, k ∈ Σ2.
(5.2)
The jump matrix vmod is off-diagonal and independent of k on each of the four branch cuts and
it is diagonal and independent of k on γ(β¯,β¯). This implies that we can write down an explicit
solution of the RH problem (5.1) in terms of theta functions.
Define the function ν(k) ≡ ν(ξ, k) for k ∈ C \ Σmod by
ν(k) :=
(
(k − E1)(k − α)(k − β)(k − E2)
(k − E¯1)(k − α¯)(k − β¯)(k − E¯2)
) 1
4
, k ∈ C \ Σmod,
where the branch is fixed by requiring that ν = 1 + O(k−1) as k →∞. Let νˆ ≡ νˆ(ξ, · ) denote the
function M → Cˆ which is given by ν2 on the upper sheet and by −ν2 on the lower sheet of M , that
is, νˆ(k±) = ±ν(k)2 for k ∈ C\Σmod. Then νˆ is a meromorphic function onM . Noting, for example,
that νˆ has four simple zeros at E1, α, β, E2, we see that νˆ has degree four. Hence the function
νˆ − 1 has four zeros on M counting multiplicity; we denote these zeros by ∞+, P1, P2, P3 ∈ M .
Let D denote the divisor
D := P1P2P3 (5.3)
on M . We define the vector K ≡ K(ξ) ∈ C3 by
K := 1
2
(
e(1) + e(3) + τ (1) + τ (2) + τ (3)
)
. (5.4)
We will show below that the projection of K in the Jacobian variety is the vector of Riemann
constants.
We define the complex vector d ≡ d(ξ) ∈ C3 by
d := ϕ(D) +K, (5.5)
where ϕ(D) :=
∑3
1 ϕ(Pj); if a zero Pj has projection in Σ
mod, then we fix the value of d by letting
ϕ(Pj) denote the boundary value ϕ+(Pj) from the left say. We also define the vector-valued
function v(t) ≡ v(ξ, t) by
v(t) := − 1
pi
(
tΩ1 + ω1, tΩ2 + ω2, t(Ω2 − Ω3) + ω2 − ω3 + pi
2
)
. (5.6)
Theorem 5.1 (Solution of the model RH problem). For each choice of the six real constants
{Ωj , ωj}31 and for each t ≥ 0, the RH problem (5.1) has a unique solution mmod(x, t, k). Moreover,
this solution satisfies
lim
k→∞
k(mmod(x, t, k))12 = − i
2
Im(E1 + E2 + α+ β)
× Θ (ϕ(∞
+) + d) Θ (ϕ(∞+)− v(t)− d)
Θ (ϕ(∞+)− d) Θ (ϕ(∞+) + v(t) + d) , (5.7)
where the limit is uniform with respect to arg k ∈ [0, 2pi].
Proof. Define the vector-valued functionM(k, u, e) ≡M(x, t, k, u, e) by
M(k, u, e) :=
(
Θ (ϕ(k+) + u+ e)
Θ (ϕ(k+) + e)
,
Θ (ϕ(k+)− u− e)
Θ (ϕ(k+)− e)
)
, k ∈ C \ Σmod, u, e ∈ C3.
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The function P 7→ Θ(ϕ(P )− e) either vanishes identically on M or has exactly three zeros counting
multiplicity [21, p. 309]. In the following, we assume that u ∈ C3 is arbitrary and that e ∈ C3 is
such that the functions Θ(ϕ( · )± e) are not identically zero. Since the function P 7→ Θ(ϕ(P )− c),
c ∈ C3, is invariant under continuation along the curve aj as a consequence of (3.16), we see that
M is a well-defined and analytic function of k ∈ C \ Σmod except for possible singularities at the
zeros of Θ(ϕ(k+)± e).
Claim 1. The functionM satisfies the following jump conditions across Σmod:
M+(k, u, e) =M−(k, u, e)×

(
0 e2piiu1
e−2piiu1 0
)
, k ∈ Σ1,(
0 e2piiu2
e−2piiu2 0
)
, k ∈ γ(β,α) ∪ γ(α¯,β¯),(
0 1
1 0
)
, k ∈ Σ2,(
e−2pii(u2−u3) 0
0 e2pii(u2−u3)
)
, k ∈ γ(β¯,β).
(5.8)
Proof of Claim 1. It follows from (3.16) and (3.18) that
M1+(k, u, e) := Θ (ϕ+(k
+) + u+ e)
Θ (ϕ+(k+) + e)
=
Θ
(−ϕ−(k+) + τ (1) + u+ e)
Θ
(−ϕ−(k+) + τ (1) + e)
=
e2pii(−(−ϕ−(k
+)+u+e)1− τ112 )Θ (−ϕ−(k+) + u+ e)
e2pii(−(−ϕ−(k+)+e)1−
τ11
2 )Θ (ϕ−(k+)− e)
=
e−2piiu1Θ (ϕ−(k+)− u− e)
Θ (ϕ−(k+)− e)
= e−2piiu1M2−(k, u, e), k ∈ Σ1.
SinceM2(k, u, e) =M1(k,−u,−e) it follows that
M2+(k, u, e) = e2piiu1M1−(k, u, e), k ∈ Σ1.
This establishes (5.8) in the case of k ∈ Σ1. The other cases are established in a similar way, the
only difference being that the case of k ∈ γ(β¯,β) utilizes (3.19) instead of (3.18). 
Define the 2× 2-matrix valued function N (k, u, e) ≡ N (x, t, k, u, e) by
N (k, u, e) := 1
2
(
(ν + ν−1)M1(k, u, e) (ν − ν−1)M2(k, u, e)
(ν − ν−1)M1(k, u,−e) (ν + ν−1)M2(k, u,−e)
)
, k ∈ C \ Σmod, u, e ∈ C3.
(5.9)
Claim 2. The function N satisfies the following jump conditions across Σmod:
N+(k, u, e) = N−(k, u, e)×

(
0 ie2piiu1
ie−2piiu1 0
)
, k ∈ Σ1,(
0 ie2piiu2
ie−2piiu2 0
)
, k ∈ γ(β,α) ∪ γ(α¯,β¯),(
−e−2pii(u2−u3) 0
0 −e2pii(u2−u3)
)
, k ∈ γ(β¯,β),(
0 i
i 0
)
, k ∈ Σ2.
(5.10)
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Proof of Claim 2. The function ν(k) is analytic for k ∈ C \ Σmod and satisfies the following jump
condition across Σmod:
ν+(k) = ν−(k)×
{
i, k ∈ C,
−1, k ∈ γ(β¯,β).
The claim now follows from (5.8) and straightforward computation. For example,
N+(k, u, e) = 1
2
(
i(ν− − ν−1− )e−2piiu1M2−(k, u, e) i(ν− + ν−1− )e2piiu1M1−(k, u, e)
i(ν− + ν−1− )e
−2piiu1M2−(k, u,−e) i(ν− − ν−1− )e2piiu1M1−(k, u,−e)
)
= N−(k, u, e)
(
0 ie2piiu1
ie−2piiu1 0
)
, k ∈ Σ1,
which establishes the jump across Σ1. 
Taking u = v(t) and e = d in (5.10), where v(t) and d are defined in (5.5) and (5.6) respectively,
we see that the function N (k, v(t), d) satisfies the correct jump condition N+ = N−vmod across
Σmod.
Let L(M) ⊂ C3 be the lattice generated by the six vectors {e(j), τ (j)}31, so that C3/L(M) is the
Jacobian variety of M .
Claim 3. The projection of K ∈ C3 in C3/L(M) is the vector of Riemann constants.
Proof of Claim 3. We infer from Figure 3.4 that the following relations are valid in C3/L(M):
ϕ(E¯2) = 0, ϕ(E2) =
1
2
(
e(1) + e(2) + e(3)
)
,
ϕ±(β¯) =
1
2
(
e(1) + e(2) + e(3) + τ (3)
)
, ϕ±(β) =
1
2
(
e(1) + e(2) + τ (3)
)
,
ϕ(α¯) =
1
2
(
e(1) + e(2) + τ (2)
)
, ϕ(α) =
1
2
(
e(1) + τ (2)
)
,
ϕ(E¯1) =
1
2
(
e(1) + τ (1)
)
, ϕ(E1) =
1
2
τ (1).
We see that ϕ(E¯1), ϕ(α¯), and ϕ(β¯) are odd half-periods. Hence Θ ◦ ϕ has the zero divisor E¯1α¯β¯
and the vector of Riemann constants is given by (see [21, p. 325])
K = ϕ(E¯1α¯β¯E¯2) = 1
2
(
e(1) + e(3) + τ (1) + τ (2) + τ (3)
)
mod L(M). (5.11)
This proves the claim. 
According to the next claim, the assumption that Θ(ϕ( · )±e) is not identically zero automatically
holds for e = d.
Claim 4. The divisor D defined in (5.3) is the zero divisor of the multivalued holomorphic function
ψ on M defined by
ψ : P 7→ Θ(ϕ(P )− d).
In particular, Θ(ϕ(∞+)± d) 6= 0.
Proof of Claim 4. Let ∞, k1, k2, k3 denote the natural projections of the zeros ∞+, P1, P2, P3 of
νˆ − 1 in Cˆ. We first show that the points ∞, k1, k2, k3 are all distinct. Since
ν(k) = 1− i
2k
Im(E1 + E2 + α+ β) + O(k
−2), k →∞, (5.12)
the zero ∞+ of νˆ − 1 is simple. Since νˆ(∞−) = −1, this shows that the kj are all finite numbers.
To show that the kj are distinct, we note that νˆ 6= 1 at the branch points; hence no kj is a branch
point. Furthermore, the function νˆ obeys the symmetries νˆ(k+) = νˆ(k¯+)−1 and νˆ(k+) = −νˆ(k−)
for k ∈ C \ Σmod. Hence the divisor D is invariant under complex conjugation. Since D has order
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three, it follows that if P0 is a double or triple zero of νˆ − 1, then the natural projection k0 = k(P0)
must be real. However, writing E3 := α and E4 := β, we have
νˆ(k±) = ±
√√√√ 4∏
j=1
k − Ej
k − E¯j ,
and hence
d
dk
νˆ(k±) =
νˆ(k±)
2
4∑
j=1
(
1
k − Ej −
1
k − E¯j
)
.
For k real, this gives
d
dk
νˆ(k±) =
νˆ(k±)
2
4∑
j=1
2i ImEj
|k − Ej |2 , k ∈ R,
where |νˆ(k±)| = 1. Since all Ej have strictly positive imaginary part, we conclude that ddk νˆ(k±) 6= 0
for all k ∈ R. We conclude that νˆ − 1 has no double or triple zero on M . If νˆ − 1 has a zero at Pj ,
then the symmetry νˆ(k+) = −νˆ(k−) shows that σ(Pj) is not a zero, where σ(k±) := k∓ denotes
the sheet-changing involution. This shows that the points ∞, k1, k2, k3 ∈ Cˆ are all distinct.
Let i(D) denote the index of specialty of the divisor D. The function ψ(P ) = Θ(ϕ(P )−ϕ(D)−K)
is not identically zero on M iff i(D) = 0, and if this is the case then D is the divisor of zeros of ψ
(cf. [21, part (b) of Theorem VI.3.3, p. 313]). Proceeding as on [21, p. 324], we see that i(D) = 0
provided that the matrix 1 k1 k211 k2 k22
1 k3 k
2
3

has full rank. But the determinant of this matrix equals −(k1 − k2)(k1 − k3)(k2 − k3), which is
nonzero because no two of the kj are equal. This shows that i(D) = 0; hence D is the zero divisor
of ψ.
We have shown that Θ(ϕ(P ) − d) has zero divisor D. Since Θ is even, the symmetry (3.14)
implies that Θ(ϕ(P ) + d) = Θ(ϕ(σ(P ))− d) has zero divisor σ(D). Since D contains neither of the
points ∞± as a factor, we conclude that Θ(ϕ(∞+)± d) 6= 0. 
Claim 5. We have ϕ(∞+) + d = 0 in C3/L(M). Hence,
Θ(ϕ(∞+)± v(t) + d) 6= 0, t ≥ 0.
Proof of Claim 5. By (5.5), we have ϕ(∞+) + d = ϕ(∞+D) +K, where ∞+D is the zero divisor
of the meromorphic function νˆ − 1 on M . Now νˆ has pole divisor E¯1α¯β¯E¯2. Hence Abel’s theorem
and equation (5.11) give
ϕ(∞+D) = ϕ(E¯1α¯β¯E¯2) = K = −K mod L(M).
Thus ϕ(∞+)+d = 0 in C3/L(M), and hence Θ vanishes at ϕ(∞+)±v(t)+d iff Θ(±v(t)) = Θ(v(t))
vanishes. But Θ(v(t)) don’t vanish for any t ≥ 0 because v(t) ∈ R3 and Θ(u) 6= 0 for any u ∈ R3
(see [22, Corollary 6.13, p. 122]). 
Claim 6. For each choice of the six real constants {Ωj , ωj}31 and for each t ≥ 0, the function
mmod(x, t, k) defined by
mmod(x, t, k) := N (∞, v(t), d)−1N (k, v(t), d), k ∈ Cˆ \ Σmod, (5.13)
is the unique solution of the RH problem (5.1).
Proof of Claim 6. The solution is unique because det vmod = 1. We will show that the function
mmod(x, t, · ) is well-defined and belongs to I + E˙2(Cˆ \ Σmod). Since we have already seen that
N (k, v(t), d) has the correct jump across Σmod, this will complete the proof of the claim.
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Define the multi-valued meromorphic functions Pj(P ) ≡ Pj(x, t, P ), j = 1, 2, on M by
P1(P ) := (νˆ(P )− 1)Θ(ϕ(P )− v(t)− d)
Θ(ϕ(P )− d) ,
P2(P ) := (νˆ(P )− 1)Θ(ϕ(P ) + v(t)− d)
Θ(ϕ(P )− d) .
Then, using the symmetry ϕ(k+) = −ϕ(k−),
N (k, v(t), d) = 1
2ν(k)
(−P1(k−) P1(k+)
P2(k+) −P2(k−)
)
, k ∈ Cˆ \ Σmod.
The holomorphic functions k 7→ Θ(ϕ(k±)± v(t)− d) are bounded on Cˆ \ Σmod. Also, by Claim 4,
the denominator of Θ(ϕ(P )− d) has zero divisor D on M , which is a factor of that of νˆ − 1. It
follows that
|N (k, v(t), d)| ≤ C(|ν(k)|+ |ν(k)−1|), k ∈ Cˆ \ Σmod, (5.14)
where C ≡ C(x, t) is independent of k. In particular, N (k, v(t), d) is an analytic function of
k ∈ Cˆ \ Σmod which is bounded away from the eight branch points. If k0 denotes one of the eight
branch points, then (5.14) shows that
|N (k, v(t), d)| ≤ C|k − k0|−1/4 (5.15)
as k ∈ Cˆ \ Σmod approaches k0. Letting k →∞ in the definition (5.9) of N , we obtain
N (∞, v(t), d) =
(M1(∞, v(t), d) 0
0 M2(∞, v(t),−d)
)
=
(
Θ(ϕ(∞+)+v(t)+d)
Θ(ϕ(∞+)+d) 0
0 Θ(ϕ(∞
+)−v(t)+d)
Θ(ϕ(∞+)+d)
)
.
By Claims 4 and 5, the values of Θ(ϕ(∞+) + d) and Θ(ϕ(∞+)± v(t) + d) are finite and nonzero.
It follows that N (∞, v(t), d) is invertible. This shows that mmod(x, t, · ) is well-defined by (5.13)
and belongs to I + E˙2(Cˆ \ Σmod). 
Claim 7. The solution mmod(x, t, k) defined in (5.13) satisfies (5.7).
Proof of Claim 7. We have
lim
k→∞
kmmod12 (x, t, k) =
1
M1(∞, v(t), d) limk→∞ kN12(k, v(t), d)
=
Θ(ϕ(∞+) + d)
Θ(ϕ(∞+) + v(t) + d) limk→∞
k(ν(k)− ν(k)−1)
2
Θ(ϕ(k+)− v(t)− d)
Θ(ϕ(k+)− d) .
Since, by (5.12),
ν(k)− 1
ν(k)
= − i
k
Im(E1 + E2 + α+ β) + O(k
−2), uniformly as k →∞,
equation (5.7) follows. 
Remark 5.2. Although the function N depends on the value of d in C3, the function mmod defined
in (5.13) only depends on the projection of d in C3/L(M). Indeed, N satisfies
N (k, u, d+ e(j)) = N (k, u, d), N (k, u, d+ τ (j)) = e−2ipiujσ3N (k, u, d), j = 1, 2, 3.
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6. Local models
The many transformations presented in Section 2 resulted in a RH problem for m(5) with the
property that the matrix v(5)− I decays to zero for k ∈ Σ(5) \Σmod as t→∞. However, this decay
is not uniform with respect to k as k approaches Σmod. Thus, on the parts of the contour Σ(5)
that lie near Σmod, we need to introduce local solutions that are better approximations of m(5)
than mmod is. Using these local approximations, we can derive appropriate error estimates as well
as higher order asymptotics beyond the O(1) term.
Recall that α, β, α¯, β¯, and µ are distinct. Let  ≡ (ξ) be so small that the five disks
D(α), D(β), D(µ), D(α¯), and D(β¯) (6.1)
are disjoint from each other and from the cuts Σ1 and Σ2. In the following three subsections, we
define three local solutions, denoted by mα(x, t, k), mβ(x, t, k), and mµ(x, t, k), which are good
approximations of m(5) for k in the three disks D(α), D(β), and D(µ), respectively.
6.1. Local model near α. We define the function m(α0) for k near α by
m(α0)(x, t, k) := m(5)(x, t, k)e−i(
i
2 ln(−δ(k)2a(k)b(k))+tg(α)+h(k))σ3 , k ∈ D(α) \ Σ(5). (6.2)
Lemmas 4.1 and 4.2 imply that the exponential in (6.2) is bounded and analytic for k ∈ D(α)\Σ(5).
We also define the function gα(k) ≡ gα(ξ, k) for k near α by
gα(k) := g(k)− g(α), k ∈ D(α) \ γ(β,α).
Let {Sj}41 denote the open subsets of D(α) shown in Figure 6.1. Let Yj = S¯j−1 ∩ S¯j , j = 1, . . . , 4,
S¯0 ≡ S¯4, denote the curves separating the Sj oriented toward α as in Figure 6.1.
It follows from the expression (4.5) for the jump matrix v(5) that m(α0) satisfies the following
jump condition on the part of Σ(5) that lies in D(α):
m
(α0)
+ (x, t, k) = m
(α0)
− (x, t, k)v
(α0)(x, t, k), k ∈ Σ(5) ∩D(α),
where
v(α0) =

(
1 −e−2itgα
0 1
)
, k ∈ Y1,(
1 0
e2itgα 1
)
, k ∈ Y2 ∪ Y4,(
0 1
−1 0
)
, k ∈ Y3.
α
Y1
Y2 Y3
Y4
S1
S2
S3
S4
Figure 6.1. The contour in the -neighborhood D(α) of α and the sets {Sj}41.
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In order to relate m(α0) to the Airy solution mAi of Appendix B, we make a local change of
variables for k near α and introduce the new variable ζ ≡ ζ(k) by
ζ :=
(
3it
2
gα(k)
)2/3
.
Since gα(k) =
∫ k
α
√
s− α f(s)ds where f(k) is analytic and nonzero at k = α, we can write
(shrinking  if necessary)
ζ :=
(
3t
2
)2/3
(k − α)ψα(k), (6.3)
where the function ψα(k) ≡ ψα(ξ, k) is analytic for k ∈ D(α) and ψα(α) 6= 0. Equation (6.3)
shows that the map k 7→ ζ is a biholomorphism from the disk D(α) onto a neighborhood of the
origin. Since Im gα = 0 on γ(β,α), by choosing a different branch in the definition of ζ if necessary,
we may assume that the map k 7→ ζ sends Y3 into R−. Actually, by deforming the contours Y1,
Y2, and Y4 if necessary, we may assume that it maps Yj and Sj into Yj and Sj , respectively, for all
j, where Yj and Sj are as in Figure B.1.
Since ζ satisfies
4
3
ζ3/2 = 2itgα(k),
we see that m(α0)(k) has the same jumps as mAi(ζ(k)) near α. Hence we seek a parametrix mα for
m(5) near α of the form
mα(x, t, k) = Yα(x, t, k)m
Ai(ζ(k))ei(
i
2 ln(−δ2ab)+tg(α)+h(k))σ3 , k ∈ D(α) \ Σ(5), (6.4)
where Yα(x, t, k) is analytic in D(α). To ensure that mα is a good approximation of m(5), we want
to choose Yα(x, t, k) so that mα(mmod)−1 → I on ∂D(α) as t→∞. Hence we choose
Yα(x, t, k) := m
mode−i(
i
2 ln(−δ2ab)+tg(α)+h(k))σ3(mAias,N (ζ(k)))
−1, (6.5)
where N ≥ 0 is some integer. Equation (B.5) implies that mAias,N (ζ(k)) is analytic near α except
for a jump across Y3 given by
(mAias,N (ζ(k)))+ = (m
Ai
as,N (ζ(k)))−
(
0 1
−1 0
)
, k ∈ Y3. (6.6)
Equation (5.2) shows that mmod(k)e−i(
i
2 ln(−δ2ab)+tg(α)+h(k))σ3 also satisfies the jump condition
(6.6). We conclude that the function Yα is analytic in D(α).
The functions mmod, e−i(
i
2 ln(−δ2ab)+tg(α)+h)σ3 , and their inverses are bounded on the circle
∂D(α) as a consequence of Lemmas 4.1 and 4.2. Moreover, shrinking  if necessary, we may assume
that
inf
k∈∂D(α)
|gα(k)| > 0.
The asymptotic formula (B.6) then implies
mα(k)mmod(k)−1 = I + O(t−N−1), t→∞, k ∈ ∂D(α), (6.7)
uniformly with respect to k in the given range. We have proved the following lemma.
Lemma 6.1. The function mα(x, t, k) defined in (6.4) is an analytic and bounded function of
k ∈ D(α) \ Σ(5), which satisfies the same jump conditions as m(5) across Σ(5) ∩ D(α). The
function Yα(x, t, k) defined in (6.5) is an analytic and bounded function of k ∈ D(α). As t→∞,
mα satisfies (6.7).
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β
Z1
Z2
Z3
Z4
Z5
T1
T2
T3
T4 T5
Figure 6.2. The contour in the -neighborhood D(β) of β and the sets {Tj}51.
6.2. Local model near β. We define the function m(β0) for k near β by
m(β0)(x, t, k) := m(5)(x, t, k)e−i(
i
2 ln(δ(k)
2a(k)b(k))+h(k))σ3 , k ∈ D(β) \ Σ(5). (6.8)
Lemmas 4.1 and 4.2 imply that the exponential in (6.8) is bounded and analytic for k ∈ D(β)\Σ(5).
Let {Tj}51 denote the open subsets of D(β) shown in Figure 6.2. Let Zj := T¯j−1∩T¯j , j = 1, . . . , 5,
T¯0 ≡ T¯5, denote the curves separating the Tj oriented toward β as in Figure 6.2.
It follows from the expression (4.5) for the jump matrix v(5) that m(β0) satisfies the following
jump condition on the part of Σ(5) that lies in D(β):
m
(β0)
+ (x, t, k) = m
(β0)
− (x, t, k)v
(β0)(x, t, k), k ∈ Σ(5) ∩D(β),
where
v(β0) :=

(
1 − 1aa∗ e−2itg
0 1
)
, k ∈ Z1,(
1 0
aa∗e2itg 1
)
, k ∈ Z2,(
0 e−it(g++g−)
−eit(g++g−) 0
)
, k ∈ Z3,(
1 0
1
aa∗ e
2itg 1
)
, k ∈ Z4,(
eit(g+−g−)
aa∗ 0
0 aa∗e−it(g+−g−)
)
, k ∈ Z5.
We define the function gβ(k) ≡ gβ(ξ, k) for k near β by
gβ(k) :=
∫ k
β
dg =
{
g(k)− g−(β), k ∈ T1 ∪ T2 ∪ T5,
g(k)− g+(β), k ∈ T3 ∪ T4,
where the integration contour lies in D(β) \ (γ(β¯,β) ∪ γ(β,α)). Let
m(β1)(x, t, k) := m(β0)(x, t, k)A(k), k ∈ D(β) \ Σ(5),
where A(k) ≡ A(ξ, k) denotes the sectionally holomorphic function
A(k) :=
{
(aa∗)−σ3/2e−itg−(β)σ3 , k ∈ T1 ∪ T2 ∪ T5,
(aa∗)σ3/2e−itg+(β)σ3 , k ∈ T3 ∪ T4.
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Using that g+ + g− = g+(β) + g−(β) on γ(β,α) and g+ − g− = g+(β) − g−(β) on γ(µ,β), we find
that m(β1) satisfies the jump condition m(β1)+ = m
(β1)
− v
(β1) with
v(β1) :=

(
1 −e−2itgβ
0 1
)
, k ∈ Z1,(
1 0
e2itgβ 1
)
, k ∈ Z2 ∪ Z4,(
0 1
−1 0
)
, k ∈ Z3,
I, k ∈ Z5.
In order to relate m(β0) to the solution mAi of Appendix B, we make a local change of variables
for k near β and introduce the new variable ζ ≡ ζ(k) by
ζ :=
(
3it
2
gβ(k)
)2/3
.
As in (6.3), we can write
ζ =
(
3t
2
)2/3
(k − β)ψβ(k), (6.9)
where the function ψβ(k) ≡ ψβ(ξ, k) is analytic for k ∈ D(β) and ψβ(β) 6= 0. Replacing ψβ by
e
2pii
3 ψβ or e
4pii
3 ψβ if necessary, we may assume that the map k 7→ ζ maps Z3 into R−. Furthermore,
deforming the contours Z1, Z2, and Z4 if necessary, we may assume that it maps Zj into Yj for all
j, where Yj are the rays in Figure B.1.
Since ζ satisfies
4
3
ζ3/2 = 2itgβ(k),
we see that m(β1)(k) has the same jumps as mAi(ζ(k)) near β. Hence we seek a parametrix mβ for
m(5) near β of the form
mβ(x, t, k) = Yβ(x, t, k)m
Ai(ζ(k))A(k)−1ei(
i
2 ln(abδ
2)+tg(β)+h(k))σ3 , k ∈ D(β) \ Σ(5), (6.10)
where Yβ(x, t, k) is analytic in D(β). To ensure that mβ is a good approximation of m(5), we want
to choose Yβ(x, t, k) so that mβ(mmod)−1 → I on ∂D(β) as t→∞. Hence we choose
Yβ(x, t, k) := m
mode−i(
i
2 ln(abδ
2)+tg(β)+h)σ3A(k)(mAias,N (ζ(k)))
−1, (6.11)
where N ≥ 0 is some integer. Equation (B.5) implies that mAias,N (ζ(k)) is analytic near β except
for a jump across Z3 given by
(mAias,N (ζ(k)))+ = (m
Ai
as,N (ζ(k)))−
(
0 1
−1 0
)
, k ∈ Z3.
Equation (5.2) shows that mmode−i(
i
2 ln(abδ
2)+tg(β)+h)σ3A(k) has the same jump near β. We
conclude that the function Yβ is analytic in D(β).
The matrices mmod, e−i(
i
2 ln(abδ
2)+tg(β)+h)σ3 , A(k), and their inverses are uniformly bounded for
k ∈ ∂D(β). Shrinking  if necessary, we may assume that
inf
k∈∂D(β)
|gβ(k)| > 0.
The asymptotic formula (B.6) and the boundedness of mmod then implies
mβ(k)mmod(k)−1 = I + O(t−N−1), t→∞, k ∈ ∂D(β), (6.12)
uniformly with respect to k in the given range. We have proved the following lemma.
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Lemma 6.2. The function mβ(x, t, k) defined in (6.10) is an analytic and bounded function of
k ∈ D(β) \ Σ(5), which satisfies the same jump conditions as m(5) across Σ(5) ∩ D(β). The
function Yβ(x, t, k) defined in (6.11) is an analytic and bounded function of k ∈ D(β). As t→∞,
mβ satisfies (6.12).
6.3. Local model near µ. Let {Rj}61 denote the open subsets of D(µ) displayed in Figure 6.3.
Let Xj = Rj−1 ∩Rj , j = 1, . . . , 6, R0 ≡ R6, denote the rays separating the Rj . Define gµ(k) for k
near µ by
gµ(k) :=
∫ k
µ
dg =
{
g(k)− g−(µ), k ∈ R1 ∪R2 ∪R6,
g(k)− g+(µ), k ∈ R3 ∪R4 ∪R5,
, k ∈ D(µ),
where the integration contour lies on D(µ) \ γ(β¯,β).
µ
X1
X2
X3
X4
X5
X6
R1
R2R3
R4
R5 R6
Figure 6.3. The contour in the disk of radius  centered at µ and the sets {Rj}51.
Define the piecewise constant function B(k) ≡ B(ξ, k) by
B(k) :=
{
e−itg−(µ)σ3 , k ∈ R1 ∪R2 ∪R6,
e−itg+(µ)σ3 , k ∈ R3 ∪R4 ∪R5,
(6.13)
and define the function m(µ0) for k near µ by
m(µ0)(x, t, k) := m(5)(x, t, k)e−ihσ3B(k), k ∈ D(µ) \ Σ(5). (6.14)
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Across the part of Σ(5) that lies in D(µ), m(µ0) satisfies the jump condition m
(µ0)
+ = m
(µ0)
− v
(µ0)
where
v(µ0) :=

(
1 0
b∗
a δ
−2e2itgµ 1
)
, k ∈ X1,(
1 − ba∗ δ2e−2itgµ
0 1
)
, k ∈ X2,(
1
aa∗ 0
0 aa∗
)
, k ∈ X3,(
1 0
b∗
a2a∗ δ
−2e2itgµ 1
)
, k ∈ X4,(
1 − ba(a∗)2 δ2e−2itgµ
0 1
)
, k ∈ X5,(
aa∗ 0
0 1aa∗
)
, k ∈ X6,
and all contours are oriented upward as in Figure 6.3.
We want to eliminate the jumps across γ(β¯,β). Hence we define the complex-valued function
δ˜(k) ≡ δ˜(ξ, k) by
δ˜(k) := e
− 12pii
∫
γ(µ,β)
ln(a(s)a(s¯))
s−k dse
1
2pii
∫
γ(β¯,µ)
ln(a(s)a(s¯))
s−k ds
, k ∈ C \ γ(β¯,β), (6.15)
where the branch of the logarithm is chosen so that ln(a(s)a(s¯)) is continuous on each contour and
strictly positive for s = µ. Since a(k) has no zeros or poles, the function aa∗ is nonzero and finite
everywhere on the contours. The function δ˜ is in general singular at β and β¯, but near µ (the only
region we are concerned about) it is bounded according to the following lemma.
Lemma 6.3. The function δ˜(k) has the following properties:
(a) δ˜(k) and δ˜(k)−1 are bounded and analytic functions of k ∈ D(µ) \ γ(β¯,β).
(b) δ˜ obeys the symmetry
δ˜ = (δ˜∗)−1, k ∈ C \ γ(β¯,β).
(c) δ˜ satisfies the jump condition
δ˜+ = δ˜− ×

1
aa∗ , k ∈ γ(µ,β),
aa∗, k ∈ γ(β¯,µ).
(6.16)
Proof. Since ln(|a(µ)|2) > 0, Lemma C.1 shows that δ˜(k) is bounded for k ∈ D(µ) \ γ(β¯,β). The
other properties follow easily from the definition (6.15). 
Let
m(µ1)(x, t, k) := m(µ0)(x, t, k)δ˜(k)−σ3 , k ∈ D(µ).
Then m(µ1) satisfies the jump condition m(µ1)+ = m
(µ1)
− v
(µ1) where
v(µ1) := δ˜σ3− v
(µ0)δ˜−σ3+ .
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Defining δ2(k) ≡ δ2(ξ, k) by δ2 := δδ˜, we find
v(µ1) =

(
1 0
b∗
a δ
−2
2 e
2itgµ 1
)
, k ∈ X1,(
1 − ba∗ δ22e−2itgµ
0 1
)
, k ∈ X2,(
1 0
b∗
a2a∗ δ
−2
2 e
2itgµ 1
)
, k ∈ X4,(
1 − ba(a∗)2 δ22e−2itgµ
0 1
)
, k ∈ X5,
I, k ∈ X3 ∪ X6,
or, in terms of r,
v(µ1) =

(
1 0
rδ−22 e
2itgµ 1
)
, k ∈ X1,(
1 −r∗δ22e−2itgµ
0 1
)
, k ∈ X2,(
1 0
r(1 + rr∗)δ−22 e
2itgµ 1
)
, k ∈ X4,(
1 −r∗(1 + rr∗)δ22e−2itgµ
0 1
)
, k ∈ X5,
I, k ∈ X3 ∪ X6.
0
µ
Dε(µ)
k 7→ z
Figure 6.4. The local change of variables k 7→ z is a biholomorphism of the disk
D(µ) onto a neighborhood of the origin in the z-plane which straightens out the
contour.
In order to relate m(µ1) to the solution mX of Appendix A, we make a local change of variables
for k near µ and introduce the new variable z ≡ z(k) by (see Figure 6.4)
z :=
√
tgµ(k),
where the branch of the square root is fixed as follows: Since gµ(k) has a double zero at k = µ, we
can write
z = i
√
t(k − µ)ψµ(k), (6.17)
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where the function ψµ(k) ≡ ψµ(ξ, k) is analytic for k ∈ D(µ). A computation using the definition
(3.20) of dg shows that d
2g
dk2 (µ) < 0, hence we can fix the branch by requiring that ψµ(µ) > 0.
Shrinking  > 0 if necessary, we may assume that Reψµ(k) > 0 for k ∈ D(µ). We note that z
satisfies
2itgµ(k) = 2iz
2.
The map k 7→ z is a biholomorphism from the disk D(µ) onto a neighborhood of the origin,
which maps X3 and X6 into R− and R+, respectively. By deforming the contours X1, X2, X4, and
X5 if necessary, we may assume that they are mapped into the straight rays of the complex z-plane
for which arg z equals pi4 ,
3pi
4 , − 3pi4 , and −pi4 , respectively.
We next consider the behavior of δ˜ as k approaches µ. Let lnβ(k− µ) and lnβ¯(k− µ) denote the
function ln(k − µ) with branch cut along γ(µ,β) and γ(µ,β¯), respectively. More precisely,
lnβ(k − µ) = ln(k − µ), k ∈ D \ γ(µ,β),
lnβ¯(k − µ) = ln(k − µ), k ∈ D \ γ(β¯,µ),
where the branches are fixed by requiring that lnβ(k − µ) and lnβ¯(k − µ) are strictly positive for
k > µ. We also define two functions Lβ and Lβ¯ by
Lβ(s, k) := ln(k − s), s ∈ γ(µ,β), k ∈ D \ γ(µ,β),
Lβ¯(s, k) := ln(k − s), s ∈ γ(β¯,µ), k ∈ D \ γ(β¯,µ),
where the branches are fixed by requiring that:
(i) Lβ(s, k) is a continuous function of s ∈ γ(µ,β) for each k ∈ D \ γ(µ,β).
(ii) Lβ¯(s, k) is a continuous function of s ∈ γ(β¯,µ) for each k ∈ D \ γ(β¯,µ).
(iii) For s = µ, we have Lβ(µ, k) = lnβ(k − µ) and Lβ¯(µ, k) = lnβ¯(k − µ).
Integrating by parts, we find∫
γ(µ,β)
ln(1 + r(s)r∗(s))
s− k ds = Lβ(β, k) ln(1 + r(β)r
∗(β))− lnβ(k − µ) ln(1 + |q|2)
−
∫
γ(µ,β)
Lβ(s, k)d ln(1 + r(s)r
∗(s))
and ∫
γ(β¯,µ)
ln(1 + r(s)r∗(s))
s− k ds = −Lβ¯(β¯, k) ln(1 + r(β¯)r
∗(β¯)) + lnβ¯(k − µ) ln(1 + |q|2)
−
∫
γ(β¯,µ)
Lβ¯(s, k)d ln(1 + r(s)r
∗(s)).
Hence we can write
δ˜(k) = eiν[lnβ(k−µ)+lnβ¯(k−µ)]+χ˜(k), k ∈ C \ γ(β¯,β), (6.18)
where the constant ν ≡ ν(ξ) > 0 is defined by
ν :=
1
2pi
ln(1 + |q|2), (6.19)
and the function χ˜(k) ≡ χ˜(ξ, k) is defined by
χ˜(k) :=
1
2pii
Lβ(β, k) ln(1 + r(β)r
∗(β)) +
1
2pii
Lβ¯(β¯, k) ln(1 + r(β¯)r
∗(β¯))
− 1
2pii
∫
γ(µ,β)
Lβ(s, k)d ln(1 + r(s)r
∗(s))
+
1
2pii
∫
γ(β¯,µ)
Lβ¯(s, k)d ln(1 + r(s)r
∗(s)). (6.20)
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We also consider the behavior of δ(k) as k approaches µ. Integration by parts gives∫ µ
−∞
ln(1 + |r(s)|2)
s− k ds = ln(k − s) ln(1 + |r(s)|
2)|−1s=−∞
+ ln(k − s) ln(1 + |r(s)|2)|µs=−1
−
(∫ −1
−∞
+
∫ µ
−1
)
ln(k − s)d ln(1 + |r(s)|2), k ∈ C \ (−∞, µ].
Hence we can write δ as
δ(k) = e−iν ln(k−µ)+χ(k), k ∈ C \ (−∞, µ], (6.21)
where the function χ(k) ≡ χ(ξ, k) is defined by
χ(k) :=
1
2pii
ln(k + 1) ln
1 + |r+(−1)|2
1 + |r−(−1)|2
− 1
2pii
(∫ −1
−∞
+
∫ µ
−1
)
ln(k − s)d ln(1 + |r(s)|2), k ∈ C \ (−∞, µ], (6.22)
with r+(−1) and r−(−1) denoting the values of r(k) on the left and right sides of Σ1, respectively.
For a real number a, let lna(k) denote the logarithm of k with branch cut along arg k = a, i.e.,
lna k = ln|k|+i arg k with arg k ∈ (a, a+2pi]. Then ln−pi k = ln k. Define the function p(z) ≡ p(ξ, z)
by
p(z) := e−iν[ln−pi/2(z)−ln z−ln0(z)], z ∈ C \ (R ∪ iR−).
Moreover, define the functions δ0(t) ≡ δ0(ξ, t) and δ1(k) ≡ δ1(ξ, k) by
δ0(t) := e
piν
2 t−
iν
2 e−iν lnψµ(µ)eχ(µ)+χ˜(µ), t > 0,
δ1(k) := e
−iν ln ψµ(k)
ψµ(µ) eχ(k)−χ(µ)+χ˜(k)−χ˜(µ), k ∈ D(µ).
Lemma 6.4. We have
δ2(k) = p(z(k))δ0(t)δ1(k), k ∈ D(µ) \
(
(−∞, µ] ∪ γ(β¯,β)
)
.
Proof. Using that the map k 7→ z takes (−∞, µ) ∩D(µ) into iR− and that Reψµ > 0 in D(µ),
we find
ln(k − µ) = ln −iz√
tψµ(k)
= −pii
2
− ln t
2
+ ln−pi/2(z)− lnψµ(k), k ∈ D(µ) \ (−∞, µ],
where z ≡ z(k). Thus equation (6.21) can be written as
δ(k) = e−
piν
2 t
iν
2 e−iν[ln−pi/2(z)−lnψµ(k)]+χ(k), k ∈ C \ (−∞, µ]. (6.23)
Similarly, since the map k 7→ z takes X3 into R− and X6 into R+,
lnβ(k − µ) = lnβ −iz√
tψµ(k)
= − ipi
2
− ln t
2
+ ln z − lnψµ(k), k ∈ D \ γ(µ,β),
lnβ¯(k − µ) = lnβ¯
−iz√
tψµ(k)
= − ipi
2
− ln t
2
+ ln0 z − lnψµ(k), k ∈ D \ γ(β¯,µ).
Substituting these expressions into (6.18), we obtain
δ˜(k) = epiνt−iνeiν[ln z+ln0 z−2 lnψµ(k)]+χ˜(k), k ∈ C \ γ(β¯,β). (6.24)
Equations (6.23) and (6.24) yield
δ2 = e
piν
2 t−
iν
2 eiν[− ln−pi/2 z+ln z+ln0 z−lnψµ(k)]eχ(k)+χ˜(k),
so the lemma follows. 
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Define m(µ2)(x, t, z) by
m(µ2)(x, t, z(k)) := m(µ1)(x, t, k)δ0(t)
σ3 , k ∈ D(µ) \ Σ(5).
Then m(µ2) is an analytic function of z except for a jump across the cross X displayed in Figure A.1.
Across X, m(µ2) satisfies the jump condition m(µ2)+ = m
(µ2)
− v
(µ2) where
v(µ2) :=

(
1 0
rδ−21 p(z)
−2e2iz
2
1
)
, arg z = pi4 ,(
1 r∗δ21p(z)
2e−2iz
2
0 1
)
, arg z = 3pi4 ,(
1 0
−r(1 + rr∗)δ−21 p(z)−2e2iz
2
1
)
, arg z = 5pi4 ,(
1 −r∗(1 + rr∗)δ21p(z)2e−2iz
2
0 1
)
, arg z = 7pi4 ,
and all contours are oriented toward the origin as in Figure A.1. Define the function ρ(z) ≡ ρ(ξ, z)
by
ρ(z) := eiν ln−pi/2(z),
that is, ρ(z) equals the function ziν with branch cut along the negative imaginary axis. Let q ≡ q(ξ)
denote the constant q := r(µ). Since
p(z) = ρ(z)×

1, arg z ∈ (0, pi),
e2piν , arg z ∈ (−pi,−pi/2),
e−2piν , arg z ∈ (−pi/2, 0),
and e2piν = 1 + |q|2, we can write
v(µ2) =

(
1 0
rδ−21 ρ
−2e2iz
2
1
)
, arg z = pi4 ,(
1 r∗δ21ρ
2e−2iz
2
0 1
)
, arg z = 3pi4 ,(
1 0
− r(1+rr∗)(1+|q|2)2 δ−21 ρ−2e2iz
2
1
)
, arg z = 5pi4 ,(
1 − r∗(1+rr∗)(1+|q|2)2 δ21ρ2e−2iz
2
0 1
)
, arg z = 7pi4 .
For a fixed z, r(k(z)) → q and δ1(k(z)) → 1 as t → ∞. This suggests that v(µ2) tends to the
jump matrix vX defined in (A.3) for large t. In other words, it suggests that the jumps of m(5) for
k near µ approach those of the function mXδ−σ30 δ˜
σ3B(k)−1eihσ3 as t→∞. This suggests that we
approximate m(5) near µ with a 2× 2-matrix valued function mµ of the form
mµ(x, t, k) = Yµ(x, t, k)m
X(q, z(k))δ0(t)
−σ3 δ˜(k)σ3B(k)−1eih(k)σ3 , (6.25)
where Yµ(x, t, k) is a function which is analytic for k ∈ D(µ). To ensure that mµ is a good
approximation of m(5) for large t, we want to choose Yµ(k) so that mµ(mmod)−1 → I on ∂D(µ)
as t→∞. Hence we choose
Yµ(x, t, k) := m
mod(x, t, k)e−ih(k)σ3B(k)δ˜(k)−σ3δ0(t)σ3 . (6.26)
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The function f(k) := mmod(x, t, k)e−ih(k)σ3 is analytic in D(µ) except for a jump across X3 ∪ X6
given by
f+ = f− ×

(
eit(g+−g−)
aa∗ 0
0 aa∗e−it(g+−g−)
)
, k ∈ X3,(
aa∗eit(g+−g−) 0
0 e
−it(g+−g−)
aa∗
)
, k ∈ X6.
But equations (6.13) and (6.16) show that δ˜(k)σ3B(k)−1 has the same jump across X3 ∪ X6. Thus
Yµ is analytic in D(µ).
The part of Σ(5) that lies in D(µ) is the union of the cross
X := X1 ∪ X2 ∪ X4 ∪ X5 (6.27)
and the segment γ(β¯,β) ∩D(µ) = X3 ∪ X6.
Lemma 6.5. The function mµ(x, t, k) defined in (6.25) is an analytic and bounded function of
k ∈ D(µ) \ Σ(5). The function Yµ(x, t, k) defined in (6.26) is an analytic and bounded function
of k ∈ D(µ). Across Σ(5) ∩D(µ), mµ satisfies the jump condition mµ+ = mµ−vµ, where the jump
matrix vµ satisfies
vµ = v(5), k ∈ γ(β¯,β) ∩D(µ),
and 
‖v(5) − vµ‖L1(X ) = O(t−1 ln t),
‖v(5) − vµ‖L2(X ) = O(t−3/4 ln t),
‖v(5) − vµ‖L∞(X ) = O(t−1/2 ln t),
t→∞. (6.28)
Furthermore, on ∂D(µ) the quotient mmod(mµ)−1 satisfies
‖mmod(mµ)−1 − I‖L∞(∂D(µ)) = O(t−1/2), (6.29)
and
1
2pii
∫
∂D(µ)
(
mmod(mµ)−1 − I) dk = Yµ(x, t, µ)mX1 Yµ(x, t, µ)−1√
tψµ(µ)
+ O(t−1), (6.30)
as t→∞, where mX1 ≡ mX1 (ξ) is defined by
mX1 :=
(
0 −e−piνβX(q)
epiνβX(q) 0
)
. (6.31)
Proof. It only remains to prove (6.28)-(6.31). In the following C ≡ C(ξ) denotes a constant
independent of k which may change within a computation.
Standard estimates show that
|χ(k)− χ(µ)| ≤ C|k − µ|(1 + |ln|k − µ||), k ∈ X ,
and
|χ˜(k)− χ˜(µ)| ≤ C|k − µ|(1 + |ln|k − µ||), k ∈ X .
Using that e−iν ln
ψµ(k)
ψµ(0) − 1 = O(k − µ), this yields
|δ1(k)− 1| =
∣∣e−iν ln ψµ(k)ψµ(µ) eχ(k)−χ(µ)eχ˜(k)−χ˜(µ) − 1∣∣
≤ C|k − µ|(1 + |ln|k − µ||), k ∈ X . (6.32)
On the other hand, the smoothness of r(k) implies that
r(k)− q = O(k − µ), k ∈ X . (6.33)
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Since
v(µ2) − vX =

(
0 0
(rδ−21 − q)ρ(z)−2e2iz
2
0
)
, arg z = pi4 ,(
0 (r∗δ21 − q¯)ρ(z)2e−2iz
2
0 0
)
, arg z = 3pi4 ,(
0 0
− r(1+rr∗)δ−21 −q(1+|q|2)(1+|q|2)2 ρ(z)−2e2iz
2
0
)
, arg z = 5pi4 ,(
0 − r∗(1+rr∗)δ21−q¯(1+|q|2)(1+|q|2)2 ρ(z)2e−2iz
2
0 0
)
, arg z = 7pi4 ,
equations (6.32) and (6.33) imply that
|v(µ2) − vX | ≤ C|k − µ|(1 + |ln|k − µ||)e−ct|k−µ|2 , k ∈ X ,
where c < 0. But
v(5) − vµ =
{
G−(k)−1(v(µ2) − vX)G+(k), k ∈ X ,
0, k ∈ γ(β¯,β) ∩D(µ),
where the function G(k) := δ0(t)−σ3 δ˜(k)σ3B(k)−1eih(k)σ3 and its inverse are bounded for k ∈
Σ(5) ∩D(µ), so we find
|v(5) − vµ| ≤ C|k − µ|(1 + |ln|k − µ||)e−ct|k−µ|2 , k ∈ X .
Thus
‖v(5) − vµ‖L1(X ) ≤ C
∫ 
0
u(1 + |lnu|)e−ctu2du ≤ Ct−1 ln t, t ≥ 0,
and
‖v(5) − vµ‖L∞(X ) ≤ C sup
0≤u≤
u(1 + |lnu|)e−ctu2 ≤ Ct−1/2 ln t, t ≥ 0,
which gives (6.28).
Note that
mmod(mµ)−1 − I = YµmX(q, z(k))Y −1µ − I.
Since infk∈∂D(µ)|ψµ(k)| > 0, the variable z = i
√
t(k − µ)ψµ(k) goes to infinity as t → ∞ if
k ∈ ∂D(µ). Thus equation (A.4) yields
mX(q, z(k)) = I +
mX1√
t(k − µ)ψµ(k)
+ O(t−1), t→∞, k ∈ ∂D(µ),
uniformly with respect to k ∈ ∂D(µ). Consequently,
mmod(mµ)−1 − I = Yµm
X
1 Y
−1
µ√
t(k − µ)ψµ(k)
+ O(t−1), t→∞, k ∈ ∂D(µ), (6.34)
uniformly with respect to k ∈ ∂D(µ). Since Y ±1µ and ψ−1µ are bounded for k ∈ ∂D(µ), this proves
(6.29). Using that the functions Y ±1µ and ψ−1µ are analytic in D(µ), equation (6.30) follows from
(6.34) and Cauchy’s formula. 
7. Final steps
7.1. The approximate solution. Define local solutionsmα¯ andmβ¯ for k ∈ D(α¯) and k ∈ D(β¯),
respectively, by
mα¯(x, t, k) := σ3σ1mα(x, t, k¯)σ1σ3, m
β¯(x, t, k) := σ3σ1mβ(x, t, k¯)σ1σ3.
Let D ⊂ C denote the union of the five open disks in (6.1), and ∂D its boundary:
D = D(α¯) ∪D(β¯) ∪D(µ) ∪D(β) ∪D(α).
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Let X denote the curved cross centered at µ defined in (6.27). The approximate solution mapp
defined by
mapp :=

mα, k ∈ D(α),
mβ , k ∈ D(β),
mα¯, k ∈ D(α¯),
mβ¯ , k ∈ D(α),
mµ, k ∈ D(µ),
mmod, elsewhere
satisfies a RH problem with jump across the contour Σapp = Σmod ∪ ∂D ∪ Y ∪ Y∗ ∪ Z ∪ Z∗ ∪ X
shown in Figure 7.1, where Y, Y∗, Z, and Z∗ denote curved crosses centered at α, α¯, β, and β¯,
respectively.
µ
β
β¯
α
α¯
E1
E¯1
E2
E¯2
Im g > 0
Im g < 0
•
•
•
•
•
•
•
•
•
Figure 7.1. The jump contour Σapp.
7.2. The solution mˆ. We will show that the function mˆ(x, t, k) defined by
mˆ := m(5)(mapp)−1
is such that mˆ− I is small for large t and is solution of the RH problem{
mˆ(x, t, · ) ∈ I + E˙2(C \ Σˆ),
mˆ+(x, t, k) = mˆ−(x, t, k)vˆ(x, t, k) for a.e. k ∈ Σˆ,
(7.1)
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µ
β
β¯
α
α¯
E1
E¯1
E2
E¯2
Im g > 0
Im g < 0
•
•
•
•
•
•
•
•
•
Figure 7.2. The jump contour Σˆ.
where the contour Σˆ =
(
Σ(5) \ (Σmod ∪ D¯)) ∪ ∂D ∪ X is displayed in Figure 7.2 and the jump
matrix vˆ is given by
vˆ :=

mmodv(5)(mmod)−1, k ∈ Σˆ \ D¯,
mmod(mα)−1, k ∈ ∂D(α),
mmod(mβ)−1, k ∈ ∂D(β),
mmod(mα¯)−1, k ∈ ∂D(α¯),
mmod(mβ¯)−1, k ∈ ∂D(β¯),
mmod(mµ)−1, k ∈ ∂D(µ),
mµ−v
(5)(mµ+)
−1 k ∈ X .
Let wˆ = vˆ − I. Away from the five critical points, v(5) − I is exponentially small on Σ(5) \ Σmod as
t→∞. Hence
‖wˆ‖(L1∩L2∩L∞)(Σˆ\D¯) = O(e−ct), t→∞, (7.2a)
where c ≡ c(ξ) > 0. On the other hand, equations (6.7) and (6.12) imply that
‖wˆ‖L∞(∂D(α)∪∂D(β)∪∂D(α¯)∪∂D(β¯)) = O(t−N ), t→∞, (7.2b)
for any N ≥ 1. According to equation (6.29),
‖wˆ‖L∞(∂D(µ)) = O(t−1/2), t→∞, (7.2c)
and for k ∈ X , we have
wˆ = mµ−(v
(5) − vµ)(mµ+)−1,
so Lemma 6.5 yields 
‖wˆ‖L1(X ) = O(t−1 ln t),
‖wˆ‖L2(X ) = O(t−3/4 ln t),
‖wˆ‖L∞(X ) = O(t−1/2 ln t),
t→∞. (7.2d)
NLS WITH STEP-LIKE OSCILLATING BACKGROUND: GENUS 3 SECTOR 45
Equations (7.2) show that {
‖wˆ‖(L1∩L2)(Σˆ) = O(t−1/2),
‖wˆ‖L∞(Σˆ) = O(t−1/2 ln t),
t→∞. (7.3)
Further on, we denote by Cˆ the Cauchy operator associated with Σˆ:
(Cˆf)(k) = 1
2pii
∫
Σˆ
f(s)
s− k ds, k ∈ C \ Σˆ,
and by Cˆ±f the nontangential boundary values of Cˆf from the ± sides of Σˆ. We then define the
operator Cˆwˆ : L2(Σˆ)→ L2(Σˆ) by Cˆwˆf = Cˆ−(fwˆ) (see, e.g.,[30, 31]). Hence
‖Cˆwˆ‖B(L2(Σˆ)) ≤ C‖wˆ‖L∞(Σˆ) = O(t−1/2 ln t), t→∞. (7.4)
In particular, I − Cˆwˆ(ζ,t, · ) ∈ B(L2(Σˆ)) is invertible for all large enough t. We define µˆ(x, t, k) ∈
I + L2(Σˆ) for large t by
µˆ := I + (I − Cˆwˆ)−1Cˆwˆ. (7.5)
Standard estimates using the Neumann series show that
‖µˆ− I‖L2(Σˆ) ≤ C
‖wˆ‖L2(Σˆ)
1− ‖Cˆwˆ‖B(L2(Σˆ))
.
Thus,
‖µˆ(x, t, · )− I‖L2(Σˆ) = O(t−1/2), t→∞. (7.6)
It follows that there exists a unique solution mˆ ∈ I + E˙2(Cˆ \ Σˆ) of the RH problem (7.1) for all
sufficiently large t. This solution is given by
mˆ(x, t, k) = I + Cˆ(µˆwˆ) = I + 1
2pii
∫
Σˆ
µˆ(x, t, s)wˆ(x, t, s)
ds
s− k . (7.7)
7.3. Asymptotics of mˆ. The exponential decay of wˆ as k →∞, shows that the following limit
exists uniformly with respect to arg k ∈ [0, 2pi]:
lim
k→∞
k(mˆ(x, t, k)− I) = − 1
2pii
∫
Σˆ
µˆ(x, t, s)wˆ(x, t, s)ds. (7.8)
By (7.2a) and (7.6),∫
Σ′
µˆ(x, t, s)wˆ(x, t, s)ds =
∫
Σ′
wˆ(x, t, s)ds+
∫
Σ′
(µˆ(x, t, s)− I)wˆ(x, t, s)ds
= O(‖wˆ‖L1(Σ′)) + O(‖µˆ− I‖L2(Σ′)‖wˆ‖L2(Σ′))
= O(e−ct), t→∞,
where Σ′ := Σˆ \ D¯. Hence the contribution to the integral in (7.8) from Σˆ \ D¯ is O(e−ct). Similarly,
the contribution from ∂D(α)∪∂D(β)∪∂D(α¯)∪∂D(β¯) is O(t−N ) for anyN ≥ 1. By (6.30),(7.2c),
and (7.6), the contribution from ∂D(µ) to the right-hand side of (7.8) is
− 1
2pii
∫
∂D(µ)
wˆ(x, t, k)dk − 1
2pii
∫
∂D(µ)
(µˆ(x, t, k)− I)wˆ(x, t, k)dk
= − 1
2pii
∫
∂D(µ)
(
mmod(mµ)−1 − I)dk + O(‖µˆ− I‖L2(∂D(µ))‖wˆ‖L2(∂D(µ)))
= −Yµ(x, t, µ)m
X
1 Yµ(x, t, µ)
−1
√
tψµ(µ)
+ O(t−1), t→∞.
Finally, by (7.2d) and (7.6), the contribution from X to the right-hand side of (7.8) is
O(‖wˆ‖L1(X )) + O(‖µˆ− I‖L2(X )‖wˆ‖L2(X )) = O(t−1 ln t), t→∞.
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Collecting the above contributions, we find from (7.8) that
lim
k→∞
k(mˆ(x, t, k)− I) = −Yµ(x, t, µ)m
X
1 Yµ(x, t, µ)
−1
√
tψµ(µ)
+ O(t−1 ln t), t→∞. (7.9)
7.4. Asymptotics of q. Recalling the many transformations of Section 4, we find
m = eitg
(0)σ3eih(∞)σ3mˆmmode−ihσ3δσ3e−it(g(k)−θ(k))σ3
for all large k in U2. It follows that
lim
k→∞
k(m(x, t, k)− I) = eitg(0)σ3eih(∞)σ3 lim
k→∞
k(mmod − I + (mˆ− I)mmod)e−ih(∞)σ3e−itg(0)σ3
= ei(tg
(0)+h(∞))σˆ3
(
lim
k→∞
k(mmod − I) + lim
k→∞
k(mˆ− I)
)
.
Hence
q(x, t) = 2i lim
k→∞
(m(x, t, k))12
= 2ie2i(tg
(0)+h(∞))
(
lim
k→∞
k(mmod(x, t, k))12 + lim
k→∞
k(mˆ(x, t, k))12
)
.
In view of (5.7) and (7.9), this yields (2.7) and completes the proof of Theorem 2.1.
Appendix A. Exact solution in terms of parabolic cylinder functions
Let X denote the cross X := X1 ∪ · · · ∪X4 ⊂ C, where the rays
X1 := {se ipi4 | 0 ≤ s <∞}, X2 := {se 3ipi4 | 0 ≤ s <∞},
X3 := {se− 3ipi4 | 0 ≤ s <∞}, X4 := {se− ipi4 | 0 ≤ s <∞} (A.1)
are oriented toward the origin as in Figure A.1. Define the function ν : C → [0,∞) by ν(q) :=
X1X2
X3 X4
Figure A.1. The contour X = X1 ∪ · · · ∪X4.
1
2pi ln(1 + |q|2). Let ρ(q, z) := eiν ln−pi/2 z, i.e., ρ(q, z) = ziν(q) with the branch cut along the negative
imaginary axis.
We consider the following family of RH problems parametrized by q ∈ C:{
mX(q, · ) ∈ I + E˙2(C \X),
mX+ (q, z) = m
X
− (q, z)v
X(q, z) for a.e. z ∈ X, (A.2)
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where the jump matrix vX(q, z) is defined by
vX(q, z) :=

(
1 0
qρ(q, z)−2e2iz
2
1
)
, k ∈ X1,(
1 q¯ρ(q, z)2e−2iz
2
0 1
)
, k ∈ X2,(
1 0
− q1+|q|2 ρ(q, z)−2e2iz
2
1
)
, k ∈ X3,(
1 − q¯1+|q|2 ρ(q, z)2e−2iz
2
0 1
)
, k ∈ X4.
(A.3)
The matrix vX has entries that oscillate rapidly as z → 0 and vX is not continuous at z =0;
however vX(q, · )− I ∈ L2(X) ∩ L∞(X). The RH problem (A.2) can be solved explicitly in terms
of parabolic cylinder functions [25].
Theorem A.1. The RH problem (A.2) has a unique solution mX(q, z) for each q ∈ C. This
solution satisfies
mX(q, z) = I +
i
z
(
0 −e−piνβX(q)
epiνβX(q) 0
)
+ O
(
1
z2
)
, z →∞, q ∈ C, (A.4)
where the error term is uniform with respect to arg z ∈ [0, 2pi] and q in compact subsets of C, and
the function βX(q) is defined by
βX(q) :=
√
ν(q)
2
ei(−
3pi
4 −2ν(q) ln 2−arg q+arg Γ(iν(q))), q ∈ C. (A.5)
Moreover, for each compact subset K ⊂ C,
sup
q∈K
sup
z∈C\X
|mX(q, z)| <∞. (A.6)
Proof. Uniqueness follows because det vX = 1. Define m(X1) by
m(X1)(q, z) := mX(q, z)ρ(q, z)σ3e−iz
2σ3 . (A.7)
Using that ρ(q, · ) has a branch cut along the negative imaginary axis, we see that mX satisfies the
jump condition in (A.2) iff m(X1) satisfies
m
(X1)
+ (q, z) = m
(X1)
− (q, z)v
(X1)(q, z) for a.e. z ∈ X ∪ iR−,
where
v(X1) :=

(
1 0
q 1
)
, z ∈ X1,(
1 q¯
0 1
)
, z ∈ X2,(
1 0
− q1+|q|2 1
)
, z ∈ X3,(
ρ−(q,z)
ρ+(z,q)
)σ3
=
(
1
1+|q|2 0
0 1 + |q|2
)
, z ∈ iR−,(
1 − q¯1+|q|2
0 1
)
, z ∈ X4,
with all contours oriented toward the origin. We next merge the contours X1 and X2 along iR+
and the contours X3 and X4 along iR−. Thus we let
ψ(q, z) = m(X1)(q, z)B(q, z), (A.8)
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where
B(z) :=

(
1 0
q 1
)
, arg z ∈ (pi4 , pi2 ) ,(
1 −q¯
0 1
)
, arg z ∈ (pi2 , 3pi4 ) ,(
1 0
− q1+|q|2 1
)
, arg z ∈ ( 5pi4 , 3pi2 ) ,(
1 q¯1+|q|2
0 1
)
, arg z ∈ ( 3pi2 , 7pi4 ) ,
I, else.
Then mX satisfies the jump condition in (A.2) iff ψ satisfies
ψ+(q, z) = ψ−(q, z)vψ(q) for a.e. z ∈ iR, (A.9)
where the constant matrix vψ is defined by
vψ(q) :=
(
1 + |q|2 q¯
q 1
)
, k ∈ iR, (A.10)
and the contour iR is oriented downward.
Let
βX := −e
pii
4 2−2iνe
piν
2
√
pi
q
√
2 Γ(−iν) . (A.11)
Then βX can be written as in (A.5). Define a sectionally analytic function ψ(q, z) by
ψ(q, z) :=
 ψ11(q, z) ( ddz−2iz)ψ22(q,z)4epiνβX(q)
( ddz+2iz)ψ11(q,z)
4e−piνβX(q) ψ22(q, z)
 , q ∈ C, z ∈ C \ iR, (A.12)
where the functions ψ11 and ψ22 are defined by
ψ11(q, z) :=
{
2−iνe−
3piν
4 Diν(2e
− 3pii4 z), Re z < 0,
2−iνe
piν
4 Diν(2e
pii
4 z), Re z > 0,
(A.13a)
ψ22(q, z) :=
{
2iνe
5piν
4 D−iν(2e
3pii
4 z), Re z < 0,
2iνe
piν
4 D−iν(2e−
pii
4 z), Re z > 0,
(A.13b)
and Da(z) denotes the parabolic cylinder function.
Since Da(z) is an entire function of both a and z, ψ(q, z) is analytic in the left and right halves
of the complex z-plane with a jump across the imaginary axis. The function ψ satisfies
∂zψ + 2izσ3ψ = 4
(
0 βXe−piν
β¯Xepiν 0
)
ψ, q ∈ C, z ∈ C \ iR.
Since ψ+ and ψ− solve the same second order ODE, there exists a function vψ independent of z
such that (A.9) holds. Setting z = 0 and using that
Diν(0) =
√
pi 2
iν
2
Γ
(
1
2 (1− iν)
) , D′iν(0) = −√pi 2 12 (1+iν)
Γ
(− iν2 ) ,
we find
vψ(q) = ψ−(q, 0)−1ψ+(q, 0) =
(
1 + |q|2 q¯
q 1
)
.
Hence ψ satisfies (A.9). This shows that mX satisfies the jump condition in (A.2).
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For each δ > 0, the parabolic cylinder function satisfies the asymptotic formula [33]
Da(z) = z
ae−
z2
4
(
1− a(a− 1)
2z2
+ O(z−4)
)
−
√
2pie
z2
4 z−a−1
Γ(−a)
(
1 +
(a+ 1)(a+ 2)
2z2
+ O(z−4)
)
×

0, arg z ∈ [− 3pi4 + δ, 3pi4 − δ],
eipia, arg z ∈ [pi4 + δ, 5pi4 − δ],
e−ipia, arg z ∈ [− 5pi4 + δ,−pi4 − δ],
z →∞, a ∈ C,
where the error terms are uniform with respect to a in compact subsets and arg z in the given
ranges. Using this formula and the identity
d
dz
Da(z) =
z
2
Da(z)−Da+1(z),
the asymptotic equation (A.4) follows from a tedious but straightforward computation. The
boundedness in (A.6) is a consequence of (A.4) and the definition (A.12) of ψ(q, z). 
Remark A.2. The definition (A.12) of ψ can be motivated as follows. Since (∂z + 2izσ3)ψ and
ψ have the same jump across iR, the function (∂zψ + 2izσ3ψ)ψ−1 is entire. Suppose mX =
1 +mX1 (q)z
−1 + O(z−2) as z →∞, where the matrix mX1 (q) is independent of z. Then we expect
ψ =
(
I +
mX1
z
+ O(z−2)
)
ρσ3e−iz
2σ3 , z →∞, (A.14)
which suggests that
(∂zψ + 2izσ3ψ)ψ
−1 = 2i[σ3,mX1 ] + O(z
−1), z →∞. (A.15)
Strictly speaking, due to the factor B(q, z) in (A.8), equation (A.14) is not valid for z close to iR.
Equation (A.15) implies that (∂zψ + 2izσ3ψ)ψ−1 is bounded; hence a constant. Thus
∂zψ + 2izσ3ψ = 2i[σ3,m
X
1 ]ψ.
Letting
β12 = 4i(m
X
1 )12, β21 = −4i(mX1 )21,
we find that the (11) and (22) entries of ψ satisfy the equations{
∂2zψ11 + (4z
2 + 2i− β12β21)ψ11 = 0,
∂2zψ22 + (4z
2 − 2i− β12β21)ψ22 = 0,
z ∈ C \ iR.
Introducing the new variable ζ by ζ := 2e−
3pii
4 z, we find that f(ζ) := ψ11(z) satisfies the parabolic
cylinder equation
∂2ζf +
(
1
2
− ζ
2
4
+ a
)
f = 0
for a = i4β12β21. This means that
ψ11(z) =
{
c1Da(2e
− 3pii4 z) + c2Da(2e
pii
4 z), Re z > 0,
c3Da(2e
− 3pii4 z) + c4Da(2e
pii
4 z), Re z < 0,
for some constants {cj}41. Since
Da(ζ) = ζ
ae−
ζ2
4
(
1 + O(ζ−2)
)
, ζ →∞, |arg ζ| < 3pi
4
− δ,
the sought-after asymptotics (A.14) of ψ can be obtained by choosing
a = iν, c1 = 0, c2 = 2
−iνe
piν
4 , c3 = 2
−iνe−
3piν
4 , c4 = 0.
50 A. BOUTET DE MONVEL, J. LENELLS, AND D. SHEPELSKY
This yields the expression (A.13a) for ψ11; the expression (A.13b) for ψ22is derived in a similar
way. The functions ψ12 and ψ21 can be obtained from the equations
ψ21 = β
−1
12 (ψ
′
11(z) + 2izψ11(z)), ψ12 = β
−1
21 (ψ
′
22(z)− 2izψ22(z)).
Using that detψ = 1, the (21) and (12) entries of the jump condition (ψ−)−1ψ+ = vψ evaluated at
z = 0 then yield
vψ21(q) = −
√
2pie
pii
4 2−2iν+1e−
piν
2
β12Γ(−iν) , v
ψ
12(q) = −
√
2pie−
pii
4 22iν+1e
3piν
2
β21Γ(iν)
.
Thus vψ has the form (A.10) provided that β12 = 4e−piνβX and β21 = 4epiν β¯X with βX given by
(A.11). This motivates the form of equation (A.12).
Appendix B. Exact solution in terms of Airy functions
Let Y := Y1 ∪ · · · ∪ Y4 ⊂ C denote the union of the four rays
Y1 := {s | 0 ≤ s <∞}, Y2 := {se 2ipi3 | 0 ≤ s <∞},
Y3 := {−s | 0 ≤ s <∞}, Y4 := {se− 2ipi3 | 0 ≤ s <∞}, (B.1)
oriented toward the origin as in Figure B.1. Define the open sectors {Sj}41 by
Y1
Y2
Y3
Y4
S1S2
S3 S4
Figure B.1. The sectors Sj , j = 1, . . . , 4.
S1 := {arg k ∈ (0, 2pi3 )}, S2 := {arg k ∈ ( 2pi3 , pi)},
S3 := {arg k ∈ (pi, 4pi3 )}, S4 := {arg k ∈ ( 4pi3 , 2pi)}.
Let ω := e
2pii
3 . Define the function mAi(ζ) for ζ ∈ C \ Y by
mAi(ζ) := Ψ(ζ)×

e
2
3 ζ
3/2σ3 , ζ ∈ S1 ∪ S4,(
1 0
−1 1
)
e
2
3 ζ
3/2σ3 , ζ ∈ S2,(
1 0
1 1
)
e
2
3 ζ
3/2σ3 , ζ ∈ S3,
(B.2)
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where
Ψ(ζ) :=

(
Ai(ζ) Ai(ω2ζ)
Ai′(ζ) ω2 Ai′(ω2ζ)
)
e−
pii
6 σ3 , ζ ∈ C+,(
Ai(ζ) −ω2 Ai(ωζ)
Ai′(ζ) −Ai′(ωζ)
)
e−
pii
6 σ3 , ζ ∈ C−.
Moreover, for each integer N ≥ 0, define the asymptotic approximation mAias,N (ζ) by
mAias,N (ζ) :=
e
ipi
12
2
√
pi
N∑
k=0
1(
2
3ζ
3/2
)k ζ− 14σ3( (−1)kuk uk−(−1)kνk νk
)
e−
pii
4 σ3 , ζ ∈ C \ Y, (B.3)
where the real constants {uj , νj}∞0 are defined by u0 := ν0 := 1 and
uk :=
(2k + 1)(2k + 3) . . . (6k − 1)
(216)kk!
, νk :=
6k + 1
1− 6kuk, k = 1, 2, . . .
For N = 0, we have
mAias,0(ζ) =
e
ipi
12
2
√
pi
(
ζ−
1
4 0
0 ζ
1
4
)(
1 1
−1 1
)
e−
pii
4 σ3 .
Theorem B.1. (a) The function mAi(ζ) defined in (B.2) is analytic for ζ ∈ C \ Y and satisfies
the jump condition
mAi+ (ζ) = m
Ai
− (ζ)v
Ai(ζ), ζ ∈ Y \ {0}, (B.4)
where the jump matrix vAi is defined by
vAi(ζ) :=

(
1 −e− 43 ζ3/2
0 1
)
, ζ ∈ Y1,(
1 0
e
4
3 ζ
3/2
1
)
, ζ ∈ Y2 ∪ Y4,(
0 1
−1 0
)
, ζ ∈ Y3.
(b) For each integer N ≥ 0, the function mAias,N (ζ) is analytic for ζ ∈ C \ (−∞, 0] and satisfies
the following jump across the negative real axis:
mAias,N+(ζ) = m
Ai
as,N−(ζ)
(
0 1
−1 0
)
, ζ < 0. (B.5)
(c) The function mAias,N approximates m
Ai as ζ →∞ in the sense that(
mAias,N (ζ)
)−1
mAi(ζ) = I + O(ζ−
3(N+1)
2 ), ζ →∞, (B.6)
where the error term is uniform with respect to arg ζ ∈ [0, 2pi]. Please
Proof. The analyticity of mAi is a direct consequence of the Airy function Ai(ζ) being entire. The
jump condition (B.3) can be verified by means of the identity
Ai(ζ) + ωAi(ωζ) + ω2 Ai(ω2ζ) = 0, ζ ∈ C.
On the other hand, the analyticity of mAias,N (ζ) is immediate from (B.3). Using that (ζ
3/2)± =
∓i|ζ|3/2 and (ζ1/4)± = e±pii4 |ζ|1/4 for ζ ∈ (−∞, 0), a straightforward computation gives (B.5). This
proves (a) and (b).
In order to prove (c), we note that, for each small number δ > 0, the Airy function satisfies the
following asymptotic expansions uniformly in the stated sectors, see [33]:
Ai(z) = e
− 2
3
z3/2
2
√
piz1/4
∞∑
k=0
(−1)kuk
( 23 z3/2)
k ,
Ai′(z) = − z1/4e−
2
3
z3/2
2
√
pi
∞∑
k=0
(−1)k(6k+1)uk
(1−6k)( 23 z3/2)
k ,
z →∞, |arg z| ≤ pi − δ, (B.7)
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and 
Ai(z) = (−z)
−1/4
√
pi
∞∑
k=0
(−1)k
(
u2k cos( 23 (−z)3/2−pi4 )
( 23 (−z)3/2)
2k +
u2k+1 sin( 23 (−z)3/2−pi4 )
( 23 (−z)3/2)
2k+1
)
,
Ai′(z) = (−z)
1/4
√
pi
∞∑
k=0
(−1)k
(
ν2k sin( 23 (−z)3/2−pi4 )
( 23 (−z)3/2)
2k − ν2k+1 cos(
2
3 (−z)3/2−pi4 )
( 23 (−z)3/2)
2k+1
)
,
z →∞, pi
3
+ δ ≤ arg z ≤ 5pi
3
− δ. (B.8)
The function mAias,N (ζ) is defined by the expression obtained by substituting the asymptotic sums
in (B.7) from k = 0 to k = N into the definition of mAi(ζ) for ζ ∈ S1. This establishes (B.6) for
ζ ∈ S¯1. Long but straightforward computations using (B.7) and (B.8) show that (B.6) holds as
ζ →∞ in S¯2 ∪ S¯3 ∪ S¯4 as well. 
Appendix C. Endpoint behavior of a Cauchy integral
Let γ : [α, β] → C be a smooth simple contour from a = γ(α) to b = γ(β) with a 6= b. By a
slight abuse of notation, we let γ denote both the map [α, β]→ C and its image γ := γ([α, β]) as a
subset of C.
Lemma C.1. Let f : γ → C be such that t 7→ f(γ(t)) is C1 on [α, β]. Suppose g(k) is a C1-function
of k ∈ C and define the function h(k) by
h(k) :=
g(k)
2pii
∫
γ
f(s)ds
s− k , k ∈ C \ γ.
Then the functions eih(k) and e−ih(k) are bounded as k ∈ C \ γ approaches b if and only if the
product g(b)f(b) is purely imaginary.
Proof. We know (see [32, Appendix A2]) that the endpoint behavior of the Cauchy integral (here
near k = b) is given by
1
2pii
∫ b
a
f(s)
s− k ds =
f(b)
2pii
ln(k − b) + Φb(k),
where Φb(k) is bounded near k = b. We thus have h(k) =
g(k)
2pii f(b) ln(k − b) + Ψb(k) where Ψb(k)
is bounded near k = b. Moreover,
g(k)
2pii
f(b) ln(k − b) = g(k)− g(b)
2pii
f(b) ln(k − b) + g(b)
2pii
f(b) ln(k − b),
where the first term on the right-hand side is clearly bounded as k → b. The term g(b)2pii f(b) ln(k− b)
is unbounded as k → b, but its contribution to e±ih(k) is bounded iff the product g(b)f(b) is purely
imaginary. 
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