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1. Introduction
Since the observation is often discontinuous, many discrete-time evolution models are derived from different ﬁelds,
such as the difference equations (see Kocic and Ladas [9]) and integrodifference equations (see Weinberger [34,35]). In the
past three decades, the spreading speeds and traveling wavefronts of integrodifference equations have been widely studied
because of their important roles in mathematical theory and ecological science, for example, the spreading speeds are
useful in understanding the invasion speed in population dynamics (see Hsu and Zhao [8], Kot [10], Liang and Zhao [15],
Lui [20,21], Neubert and Caswell [25]) and the stable traveling wavefronts can determine the long term behavior of the
corresponding Cauchy type problems (see Lin et al. [16], Lin and Pan [17], Lui [18,19]). As for the results mentioned above,
much attention has been paid to the following discrete-time model
un+1(x) = P [un](x), (1.1)
where x ∈H⊆R and H is a habitat (see [34]) and P is a continuous mapping with respect to proper topology, un(x) can be
thought of the population density of the species at the point x ∈H with n-th generation in population dynamics. And (1.1)
implies that the evolution of the current individuals only depends on the individuals at the previous unit time or generation.
In particular, many works mentioned above imply that the spreading speed of (1.1) is also linearly determinate (see [36]).
Besides these results, we also refer to [4,11,12,32,37] for the spreading speeds and traveling wavefronts of (1.1). Recently,
Liang and Zhao [15] have further developed the theory in [20,31,36] by introducing proper phase space, and their results
have been applied to many important models (see Liang et al. [14], Weng and Zhao [38] and Zhang and Zhao [39,40]).
In fact, even in discrete-time models, time delay is very common, such as a practical model used by International
Whaling Commission for the baleen whale (see Kocic and Ladas [9], Murray [24]). There are several reasons why the delay
is incorporated into these models, for example, from the different generations or the overlap of generations (see [26,29]),
from the maturation time to sexual maturity (see [24]), from different age-structure of the species (see [5]). These models
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discrete Nicholson’s blowﬂies equation
un+1 = (1− δ)un + pun−le−aun−l , n = 0,1,2, . . . , (1.2)
where all the parameters are nonnegative real numbers, l is a nonnegative integer and the initial values u−l, . . . ,u0 are
given. If we consider the spatial inhomogeneity of individuals in model (1.2) and let k(x − y) be the spatial dispersal
probability function of the species jumping from y to x, then we obtain the following model
un+1(x) =
∫
R
k(x− y)[(1− δ)un(y) + pun−l(y)e−aun−l(y)]dy, n = 0,1,2, . . . , (1.3)
and the corresponding initial values are given by u−l(x), . . . ,u0(x) for all x ∈ R. For the system (1.3), similar to the investi-
gation of (1.1), we are interested in the linear determinacy problem (see [36]) and the (stable) traveling wavefronts, which
cannot be answered directly by the results mentioned above. For the sake of simplicity, we ﬁrst consider these problems for
the following integrodifference equation
un+1(x) =
∫
R
k(x− y)b(un(y),un−1(y))dy, n = 0,1,2, . . . , (1.4)
herein b :R2 → R is the birth function in population dynamics, and it is clear that (1.3) with l = 1 is a special case of (1.4).
Analogous to that of difference equations, we call (1.4) as an integrodifference equation of second order.
If we let vn(x) = un−1(x), then (1.4) becomes⎧⎪⎨
⎪⎩
un+1(x) =
∫
R
k(x− y)b(un(y), vn(y))dy, n = 0,1,2, . . . ,
vn+1(x) = un(x), n = 0,1,2, . . .
(1.5)
with given u0, v0(= u−1). We also use the recursion (un+1(x), vn+1(x)) = Q [un, vn](x) to denote the above system (1.5) in
the remainder of this paper. By such a new variable, (1.4) reduces to (1.5) such that we can apply some known results and
techniques to further investigate the spreading speeds and traveling wavefronts of (1.4). In particular, it is proved that the
time delay (or the higher order) in (1.4) plays different effects from the viewpoint of spreading speeds and persistence in
population dynamics.
The rest of this paper is organized as follows. In Section 2, some preliminaries are listed. In Section 3, we shall use
the results in Lui [20] to establish the spreading speed of (1.5), so for (1.4). The existence and nonexistence of traveling
wavefronts will be established in Section 4, and we show that the spreading speed coincides with the minimal wave
speed for monotonic traveling waves. In Section 5, the stability of the traveling wavefronts will be proved by applying the
squeezing technique. This paper ends up with the spreading speeds and traveling wavefronts of (1.3), and the corresponding
ecology sense is analyzed.
2. Preliminaries
Let X and Y be the spaces of all bounded and uniformly continuous functions from R to R and R2 equipped with the
compact open topology, respectively. Moreover, X and Y are Banach spaces in the sense of the general super norm. We also
use the standard partial ordering in R and R2 in what follows. If a,b ∈ R with a < b, then deﬁne
X[a,b] =
{
u: u ∈ X, a u(x) b for all x ∈ R}.
If a,b ∈ R2 with a< b, then we use the following notation
Y [a,b] =
{
u: u ∈ Y , a u(x) b for all x ∈ R}.
For (1.4), we give the following assumptions which will be imposed throughout the remainder of this paper.
(H1) k(y) is a Lebesgue measurable function on R such that
∫
R
k(y)dy = 1, k(y) = k(−y)  0 for any y ∈ R, and∫
R
k(y)eαy dy < ∞ for any α ∈ [0,∞).
(H2) b(0,0) = 0,b(1,1) = 1 and b(u,u) > u for any u ∈ (0,1).
(H3) For any u, v ∈ [0,1], ∂1b(u, v), ∂2b(u, v) exist and are positive such that
0 b(u, v) ∂1b(0,0)u + ∂2b(0,0)v.
(H4) There exists a constant L > 0 such that∣∣b(u, v) − ∂1b(0,0)u − ∂2b(0,0)v∣∣< L(u2 + v2), u, v ∈ [0,1].
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On the initial value problem (1.5), the following comparison principle holds.
Theorem 2.1. Assume that (H1)–(H3) hold. Then the following statements are true.
(i) If (u0, v0) ∈ Y [0,1] , then (un, vn) ∈ Y [0,1] for each n ∈N.
(ii) If (un, vn), (un, v n) ∈ Y [0,1] , n = 0,1,2, . . . , satisfy the following inequalities{
(un+1, vn+1) − Q [un, vn] 0 (un+1, v n+1) − Q [un, v n], n = 0,1, . . . ,
(u0, v0) (u0, v0) (u0, v0),
then (un, vn) (un, vn) (un, v n) for each n ∈ N.
Theorem 2.1 also implies the following important fact.
Theorem 2.2. Assume that (H1)–(H3) hold. Then the following statements are true.
(i) If u0,u−1 ∈ X[0,1] , then un ∈ X[0,1] for each n ∈ N.
(ii) If un,un ∈ X[0,1] , n = −1,0,1,2, . . . , satisfy the following inequalities⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
un+1(x)
∫
R
k(x− y)b(un(y),un−1(y))dy, n = 0,1,2, . . . ,
un+1(x)
∫
R
k(x− y)b(un(y),un−1(y))dy, n = 0,1,2, . . . ,
u0  u0  u0, u−1  u−1  u−1,
then un  un  un for each n ∈ N.
The proofs of Theorems 2.1 and 2.2 are obvious, see Weinberger [34].
3. Spreading speeds
In this section, we shall investigate the spreading speed of (1.5) deﬁned as follows.
Deﬁnition 3.1. Assume that (u0(x), v0(x)) ∈ Y [0,1] and u0(x), v0(x) have nonempty compact supports. Then c∗ is called the
spreading speed of (1.5) if it satisﬁes the following two statements.
(i) For any given  ∈ (0, c∗),
lim
n→∞ inf|x|<(c∗−)n
(
un(x), vn(x)
)= (1,1).
(ii) For any given  > 0,
lim
n→∞ sup|x|>(c∗+)n
(
un(x), vn(x)
)= (0,0).
We now give our main result on the spreading speed of (1.5).
Theorem 3.2. Deﬁne constant c∗ = infμ>0 lnλ(μ)μ with
λμ =
∂1b(0,0)
∫
R
k(y)eμy dy +
√
[∂1b(0,0)
∫
R
k(y)eμy dy]2 + 4∂2b(0,0)
∫
R
k(y)eμy dy
2
.
Then c∗ is the spreading speed of (1.5), which is independent of the measure of the compact support of the initial value.
Proof. We shall use the results in Lui [20] to show the conclusion. Note that (H1) holds, then (un(x), vn(x)) > (0,0) on
an interval with measure increasing to inﬁnity as n → ∞ if u0(x), v0(x) have nonempty compact supports. Moreover, let
(u0(x), v0(x)) = (uˆ, vˆ) ∈ Y(0,1) , where ( ·ˆ,·ˆ ) denotes the constant vector-valued function in Y , then (1.5) with (u0(x), v0(x)) =
(uˆ, vˆ) satisﬁes that (un(x), vn(x)) → 1 as n → ∞ uniformly in x ∈ R. If (u, v) ∈ Y [0,1] and ρ ∈ [0,1], then (H5) indicates that
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compact support of the initial value.
For any real number μ, deﬁne matrix Bμ by
Bμ =
[
∂1b(0,0)
∫
R
k(y)eμy dy ∂2b(0,0)
∫
R
k(y)eμy dy
1 0
]
.
Then B0 is irreducible by (H3) and the positive eigenvalue λμ of Bμ is given by
λμ =
∂1b(0,0)
∫
R
k(y)eμy dy +
√
[∂1b(0,0)
∫
R
k(y)eμy dy]2 + 4∂2b(0,0)
∫
R
k(y)eμy dy
2
,
which is also the eigenvalue with larger moduli of the matrix Bμ . Moreover, since ∂1b(0,0) + ∂2b(0,0) > 1, we can verify
that λμ > 1 for each μ 0. According to the assumption (H3), it is also obvious
Q
[
(u, v)
]
(x)
(
∂1b(0,0)
∫
R
k(y)u(x− y)dy + ∂2b(0,0)
∫
R
k(y)v(x− y)dy,u(x)
)
for any (u, v) ∈ Y [0,1] . By Lui [20, Theorem 3.4], the spreading speed c∗ satisﬁes
c∗  inf
μ>0
lnλ(μ)
μ
.
For any given δ ∈ (0,1), there exists e ∈ R2 with 0< e< 1 such that
Q [u, v](x)
1− δ 
(
∂1b(0,0)
∫
R
k(y)u(x− y)dy + ∂2b(0,0)
∫
R
k(y)v(x− y)dy,u(x)
)
for any (u, v) ∈ Y [0,e] , which is clear by (H4). Then Lui [20, Corollary 3.6] indicates that
c∗ = inf
μ>0
lnλ(μ)
μ
.
The proof is complete. 
By Theorem 3.2, we obtain the following conclusion.
Theorem 3.3. Assume that c∗ is deﬁned by Theorem 3.2. We further suppose that u0 ∈ X[0,1] or u−1 ∈ X[0,1] has nonempty compact
support. If un(x) is deﬁned by (1.4) with given u0,u−1 , then un(x) satisﬁes the following results.
(i) For any given  ∈ (0, c∗), limn→∞ inf|x|<(c∗−)n un(x) = 1.
(ii) For any given  > 0, limn→∞ sup|x|>(c∗+)n un(x) = 0.
Proof. Since ∂1b(0,0) > 0, ∂2b(0,0) > 0 hold and the spreading speed of (1.5) is independent of the measure of the compact
support of the initial value, then the result is clear because u1(x) > 0 and u2(x) > 0 are obvious. The proof is complete. 
4. Existence of traveling wavefronts
In this section, we shall consider the existence of traveling wavefronts of (1.4), where a traveling wavefront is deﬁned as
follows.
Deﬁnition 4.1. A traveling wave solution of (1.4) is a special solution with the form un(x) = φ(x + cn), in which −c < 0
is the wave speed that the wave proﬁle φ ∈ C(R,R) spreads in R. In particular, if φ(t) is monotone in t ∈ R, then it is a
traveling wavefront.
By the above deﬁnition, a traveling wavefront of (1.4) satisﬁes
φ(t + c) =
∫
R
k(t − y)b(φ(y),φ(y − c))dy, t ∈ R, (4.1)
and we also require that φ satisfy the following asymptotic boundary conditions (see [10,25] for the ecology sense of the
asymptotic boundary conditions)
lim φ(t) = 0, lim φ(t) = 1. (4.2)
t→−∞ t→∞
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φ(t) =
∫
R
k(t − y)b(φ(y − c),φ(y − 2c))dy, t ∈ R. (4.3)
Namely, we shall investigate the existence of monotone solutions of (4.3) with (4.2). For the purpose, we deﬁne
	(λ, c) = [∂1b(0,0)e−λc + ∂2b(0,0)e−2λc]
∫
R
k(y)e−λy dy (4.4)
for any λ, c ∈ [0,∞). Then 	(λ, c) is well deﬁned such that the following result holds.
Lemma 4.2. There exists a constant c∗ > 0 such that 	(λ, c) = 1 has at least one positive root if c > c∗ while 	(λ, c) = 1 has no real
root if c < c∗ . Moreover, if c > c∗ holds and λ1(c) is the smaller root, then there exists (c) ∈ (0, λ1(c)) such that 	(λ1(c) + ε, c) < 1
for any ε ∈ (0, (c)).
Proof. Due to (H1), we see that 	(λ, c) is continuous in c > 0, λ > 0. For any given c > 0, it is clear that 	(λ, c) is convex
for λ > 0. Therefore, for any given c > 0, the monotonicity of 	(λ, c) in λ > 0 changes at most once. Moreover, we can
verify that 	(λ, c) is decreasing as λ → 0+ if c is given, and 	(λ, c) is decreasing in c > 0 if λ is ﬁxed. Since 	(λ,0) > 1
and 	(0, c) > 1 hold, then the result is clear (for some similar results, we refer to Liang and Zhao [15, Lemma 3.8]). The
proof is complete. 
Theorem 4.3. Assume that c > c∗ holds. Then (4.3) with (4.2) has a monotone solution φ(t) ∈ X such that
lim
t→−∞φ(t)e
−λ1(c)t = 1. (4.5)
Proof. By the constants in Lemma 4.2, we deﬁne continuous functions
φ(t) =min{1, eλ1(c)t + qeηλ1(c)t}, φ(t) =max{0, eλ1(c)t − qeηλ1(c)t},
where
q >
2L	(2λ1(c), c)
1− 	(ηλ1(c), c) + 1 and η ∈
(
1,min
{
2,1+ (c)
λ1(c)
})
.
Then 	(ηλ1(c), c) < 1 is obvious.
By the assumptions (H2)–(H4), we can verify that
φ(t)
∫
R
k(t − y)b(φ(y − c), φ(y − 2c))dy, t ∈ R, (4.6)
and
φ(t)
∫
R
k(t − y)b(φ(y − c),φ(y − 2c))dy, t ∈ R. (4.7)
In fact, if φ(t) = 1, then (4.6) is clear by (H2) and (H3). If φ(t) = eλ1(c)t + qeηλ1(c)t , then Lemma 4.2 indicates that
φ(t) > ∂1b(0,0)
∫
R
k(t − y)φ(y − c)dy + ∂2b(0,0)
∫
R
k(t − y)φ(y − 2c)dy
since
φ(t) eλ1(c)t + qeηλ1(c)t, t ∈ R.
Due to (H3), this implies (4.6).
If φ(t) = 0, then (4.7) is true by (H3). If φ(t) > 0, then t < 0 holds by q > 1. Applying (H4), we have the following
estimate∫
R
k(t − y)b(φ(y − c),φ(y − 2c))dy

∫
k(t − y)[∂1b(0,0)φ(y − c) + ∂2b(0,0)φ(y − 2c)]dy
R
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∫
R
k(t − y)[φ2(y − c) + φ2(y − 2c)]dy
> ∂1b(0,0)
∫
R
k(t − y)[(eλ1(c)(y−c) − qeηλ1(c)(y−c))]dy
+ ∂2b(0,0)
∫
R
k(t − y)(eλ1(c)(y−2c) − qeηλ1(c)(y−2c))dy
− L
∫
R
k(t − y)[e2λ1(c)y + e2λ1(c)y]dy
= eλ1(c)t	(λ1(c), c)− qeηλ1(c)t	(ηλ1(c), c)− 2Le2λ1(c)t	(2λ1(c), c).
By the deﬁnition of q, it is clear that
eλ1(c)t	
(
λ1(c), c
)− qeηλ1(c)t	(ηλ1(c), c)− 2Le2λ1(c)t	(2λ1(c), c) eλ1(c)t − qeηλ1(c)t,
which completes the proof of (4.7).
We now prove the result by standard iteration technique (see, e.g., Diekmann [6], Thieme and Zhao [31]). According to
(4.6)–(4.7), deﬁne continuous functions as follows
φ1(t) =
∫
R
k(t − y)b(φ(y − c), φ(y − 2c))dy, t ∈ R,
φ1(t) =
∫
R
k(t − y)b(φ(y − c),φ(y − 2c))dy, t ∈ R.
Then φ1(t),φ1(t) are well deﬁned such that
φ(t) φ1(t) φ1(t) φ(t), t ∈ R.
By mathematical induction, let
φn+1(t) =
∫
R
k(t − y)b(φn(y − c), φn(y − 2c))dy, t ∈ R,
φn+1(t) =
∫
R
k(t − y)b(φn(y − c),φn(y − 2c))dy, t ∈ R
for n = 1,2, . . . . Then
φn(t) φn+1(t) φn+1(t) φn(t), t ∈ R.
Moreover, the monotonicity of φ(t) means that φn(t) are monotone in t ∈ R for each n = 1,2, . . . . In addition, for any
t1, t2 ∈ R and ψ ∈ X[0,1] , it is clear that∣∣∣∣
∫
R
k(t1 − y)b
(
ψ(y),ψ(y − c))dy − ∫
R
k(t2 − y)b
(
ψ(y),ψ(y − c))dy∣∣∣∣

∫
R
∣∣k(y − t1) − k(y − t2)∣∣dy → 0 as t1 → t2,
which implies that φn(t) are equicontinuous for n = 1,2, . . . , and t ∈ R.
What we have done indicates that φn(t) converges to a nondecreasing function φ(t) uniformly on compact subsets of R,
which also satisﬁes (4.3). The iteration scheme also shows that φ(t)  φ(t) φ(t), t ∈ R. By the monotonicity of φ(t), we
obtain
lim
t→−∞φ(t) ∈
[
0, inf
t∈Rφ(t)
]
, lim
t→∞φ(t) ∈
[
sup
t∈R
φ(t),1
]
.
(H2) and Lebesgue’s dominated convergence theorem indicate that φ(t) satisﬁes (4.2).
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lim
t→−∞φ(t)e
−λ1(c)t = lim
t→−∞φ(t)e
−λ1(c)t = 1,
and so limt→−∞ φ(t)e−λ1(c)t = 1. The proof is complete. 
Theorem 4.4. Assume that c = c∗ holds. Then (4.1)–(4.2) have a monotone solution φ(t) ∈ X.
Proof. For each c > c∗ , since φ,φ in the proof of Theorem 4.3 are uniformly bounded, then φ is uniformly continuous
by (H1) (see the proof of Theorem 4.3).
For n ∈ N, let {cn} be a sequence such that cn > c∗ with cn → c∗ as n → ∞. Then (4.1) with c = cn has a monotone
solution φn(t) satisfying (4.2), and φn(t) are equicontinuous in n ∈ N and t ∈ R. By (H1), we can assume that φn(0) = 12 for
all n ∈N. In view of Ascoli–Arzela lemma and a standard nested subsequence argument [2,31], it follows that there exists a
subsequence of {cn}, still denoted by {cn}, such that the corresponding φn(t) converges uniformly on every bounded interval,
and hence pointwise on R to a continuous monotone function φ∗(t). Thus, the Lebesgue’s dominated convergence theorem
implies that φ∗(t) satisﬁes (4.1) with c = c∗ .
In addition, since φn(0) = 12 for all n ∈ N, then φ∗(0) = 12 is also obvious. By the monotonicity of φ∗(t), we see that
limt→±∞ φ∗(t) exist and
lim
t→−∞φ
∗(t) ∈
[
0,
1
2
]
, lim
t→∞φ
∗(t) ∈
[
1
2
,1
]
.
Again by the Lebesgue’s dominated convergence theorem, we know that φ∗(t) also satisﬁes (4.2) by (H2). The proof is
complete. 
Theorem 4.5. c∗ = c∗ .
Proof. If c∗ > c∗ , then lnλ(μ)μ > c
∗ for each μ > 0. Thus
∂1b(0,0)
∫
R
k(y)eμy dy +
√
[∂1b(0,0)
∫
R
k(y)eμy dy]2 + 4∂2b(0,0)
∫
R
k(y)eμy dy
2
> ec
∗μ,
which remains true if μ = λ1(c∗). Therefore, c∗ does not satisfy Lemma 4.2 by regarding 	(λ, c) = 1 as the equation of e−λc ,
which contradicts to the deﬁnition of c∗ , and c∗ > c∗ is impossible.
If c∗ < c∗ , then Lemma 4.2 implies that[
∂1b(0,0)e
−λc∗ + ∂2b(0,0)e−2λc∗
] ∫
R
k(y)e−λy dy  eλ(c∗−c∗)
for any λ 0. When minμ>0 lnλ(μ)μ exists for some ﬁnite μ > 0, then
[
∂1b(0,0)e
−μc∗ + ∂2b(0,0)e−2μc∗
]∫
R
k(y)e−μy dy = 1,
which leads to a contradiction since
e−μc∗ > e−μc∗ , e−2μc∗ > e−2μc∗
and c∗ is deﬁned by Lemma 4.2. If lnλ(μ)μ gets its minimum as μ → ∞ (by Lui [20], this can occur), then we can get a
similar contradiction by letting μ > 0 be large enough such that
[
∂1b(0,0)e
−μc∗ + ∂2b(0,0)e−2μc∗
]∫
R
k(y)e−μy dy < 1
2
[
1+ eλ(c∗−c∗)].
Thus, c∗ < c∗ is also impossible. The proof is complete. 
Remark 4.6. In view of the above theorem, we say that (1.4) is linearly determinate [36].
Theorem 4.7. If c < c∗ = c∗ , then (4.1)–(4.2) have no positive solution in X.
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assume that there exists δ > 0 such that
φ(x− c1) > δ, φ(x) > δ, x ∈ [−1,1].
Assume that u0,u−1 are continuous functions satisfying
u0(x) = u−1(x)
{= δ, x ∈ [−0.5,0.5],
∈ [0,0.5δ), 0.5< |x| < 1,
= 0, |x| 1.
Let un(x) be the solution of (1.4) with given u0,u−1, then un(x) φ(x + c1n) for any x ∈ R, n ∈ N. However, this implies a
contradiction between Theorems 2.2 and 3.3 as 2x+ (c1 + c∗)n → −∞. The proof is complete. 
5. Stability of traveling wavefronts
In this section, we shall show the stability of traveling wavefronts of (1.4). For the purpose, we further give the following
hypothesis.
(H6) If u(x), v(x) ∈ X and F (x) = ∫
R
k(x− y)b(u(y), v(y))dy, then F ′(x) ∈ X .
Remark 5.1. The assumption (H6) requires proper smooth property of k(x), and this is true for many functions, such as k(x)
is the Gaussian kernel function or a continuous function with compact support.
We now list our main result in this section.
Theorem 5.2. Assume that the initial value of (1.4) satisﬁes the following conditions
lim inf
x→∞ u0(x) > 0, lim infx→∞ u−1(x) > 0, u0(x),u−1(x) ∈ X[0,1], (5.1)
and
lim
x→−∞u0(x)e
−λ1(c)x = lim
x→−∞u−1(x)e
−λ1(c)(x−c) = 1 (5.2)
for some c > c∗ and λ1(c) given in Lemma 4.2. If un(x) is deﬁned by (1.4) with initial values u0,u−1 , and φ is a traveling wavefront
of (1.4) formulated by Theorem 4.3, then
lim
n→∞ supx∈R
∣∣∣∣ un(x)φ(x+ cn) − 1
∣∣∣∣= 0. (5.3)
Remark 5.3. In view of the asymptotic behavior of the traveling wavefronts, Theorem 5.2 implies the asymptotic stability
of traveling wavefronts in the weighted functional space, herein the weighted functional space can be described by the
asymptotic behavior of traveling wavefronts (see (5.1)–(5.2)). We also refer to Sattinger [27] for the stability of traveling
wavefronts of parabolic equations in weighted functional spaces.
Remark 5.4. Note that (H3) holds, then (5.1) can be replaced by the following two items: (i) u0(x),u−1(x) ∈ X[0,1];
(ii) lim infx→∞ u0(x) > 0 or lim infx→∞ u−1(x) > 0 holds.
We shall prove the theorem by the squeezing technique (see [3,16,17,22,23,30,33]). The proof will be divided into several
lemmas, throughout which the conditions of Theorem 5.2 remain true.
Lemma 5.5. φ(t) is strictly monotone such that φ′(t) > 0 for t ∈R. Furthermore, for any given M > 0, there exists a constant ι(M) > 0
such that φ′(t) > ι(M), |t| < M.
Lemma 5.5 is obvious from the monotonicity of traveling wavefronts and (H1), which further implies the following fact.
Lemma 5.6. For each δ0 ∈ (0,1), there exist positive constants β > 0 and σ > 0 such that for each δ ∈ (0, δ0] and t+ ∈ R, the
continuous function
un(x) =min
{(
1+ δe−βn)φ(x+ cn + t+ − σδe−βn),1} (5.4)
satisﬁes the following inequality
un+1(x)
∫
R
k(x− y)b(un(y),un−1(y))dy, x ∈ R, n = 0,1,2, . . . .
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1+ δe−β(n+1))φ(x+ cn + c + t+ − σδe−β(n+1))

∫
R
k(x− y)b((1+ δe−βn)φ(y + cn + t+ − σδe−βn), (1+ δe−β(n−1))φ(y + cn − c + t+ − σδe−β(n−1)))dy.
By (H3) and (H5), it suﬃces to verify(
1+ δe−β(n+1))φ(x+ cn + c + t+ − σδe−β(n+1))

(
1+ δe−β(n−1)) ∫
R
k(x− y)b(φ(y + cn + t+ − σδe−βn), φ(y + cn − c + t+ − σδe−β(n−1)))dy.
Since −σδe−βn is monotone in n ∈N, then∫
R
k(x− y)b(φ(y + cn + t+ − σδe−βn), φ(y + cn − c + t+ − σδe−β(n−1)))dy

∫
R
k(x− y)b(φ(y + cn + t+ − σδe−βn), φ(y + cn − c + t+ − σδe−βn))dy
= φ(x+ cn + c + t+ − σδe−βn).
So we shall ﬁrst prove that(
1+ δe−β(n+1))φ(x+ cn + c + t+ − σδe−β(n+1))

(
1+ δe−β(n−1))φ(x+ cn + c + t+ − σδe−βn) (5.5)
if x+ cn < M with M > 0 large enough. It is clear that (5.5) is true provided that
φ
(
x+ cn + c + t+ − σδe−β(n+1))− φ(x+ cn + c + t+ − σδe−βn)
 δe−β(n−1)φ
(
x+ cn + c + t+ − σδe−βn).
Because of limt→−∞ φ(t)e−λ1(c)t = 1 and (H6), then limt→−∞ φ′(t)e−λ1(c)t = λ1(c). Thus, it suﬃces to show that
σ
[
1− e−β]φ′(θ) eβφ(x+ cn + c + t+ − σδe−βn)
for some θ ∈ [x+ cn+ c+ t+ −σδe−βn, x+ cn+ c+ t+ −σδe−β(n+1)]. Let σ > 0, β−1 > 0 and σβ > 0 be large enough, then
(5.5) is evident.
In the above process, let M > 0 be large enough such that
∫∞
M
2
k(y)dy is small enough and ∂1b(u, v) + ∂2b(u, v) < 1− ε
with ε ∈ (0,1) and u, v ∈ [,1], herein  = φ(M2 − σδ). Therefore, if x+ cn > M , then we only need to verify that(
1+ δe−β(n+1))φ(x+ cn + c + t+ − σδe−β(n+1))

∫
R
k(x− y)b(φ(y + cn + t+ − σδe−βn), φ(y + cn − c + t+ − σδe−βn))dy
+ δe−β(n−1)(1− ε) + δe−β(n−1)
[
max
u,v∈[0,1]
(
∂1b(u, v) + ∂2b(u, v)
)] ∞∫
M
2
k(y)dy,
which is true if
e−βφ
(
x+ cn + c + t+ − σδe−β(n+1))
 eβ(1− ε) + eβ
[
max
u,v∈[0,1]
(
∂1b(u, v) + ∂2b(u, v)
)] ∞∫
M
2
k(y)dy. (5.6)
Let β > 0 be small enough, then (5.6) is clear. The proof is complete. 
G. Lin, W.-T. Li / J. Math. Anal. Appl. 361 (2010) 520–532 529Lemma 5.7. For each δ0 ∈ (0,1), there exist positive constants β > 0 and σ > 0 such that for each δ ∈ (0, δ0] and t− ∈ R, the
continuous function
un(x) =
(
1− δe−βn)φ(x+ cn + t− − σδe−βn) (5.7)
satisﬁes the following inequality
un+1(x)
∫
R
k(x− y)b(un(y),un−1(y))dy, x ∈ R, n = 0,1,2, . . . .
In particular, the following fact is obvious from the proofs of Lemmas 5.6 and 5.7.
Remark 5.8. β > 0 and σ > 0 are uniform for any δ ∈ (0, δ0].
Lemma 5.9. For any ε > 0, there exists t(ε) such that
un(x− 2ε) < φ(x+ cn) < un(x+ 2ε)
for all x+ cn t(ε) and n = 0,1,2, . . . .
It should be noted that q > 1 can be large enough in the proof of Theorem 4.3, then Lemma 5.9 is obvious by (5.2) and
Theorem 2.2, so we omit its proof here.
Lemma 5.10. Let δ0, β,σ be formulated by Lemmas 5.6 and 5.7. Then there exist n0 > 0, z0 > 0 such that(
1− δ0e−βn
)
φ
(
x+ cn − z0 + σδ0e−βn
)
 un(x)min
{(
1+ δ0e−βn
)
φ
(
x+ cn + z0 − σδ0e−βn
)
,1
}
for any n n0 and x ∈ R.
Proof. Note that (5.1) holds, then there exists an integer n0 > 0 such that
un0(x) > 0, lim infx→∞ un0(x) > 1−
δ0
2
by Theorem 3.3. Therefore, Lemma 5.9 means that(
1− δ0e−βn0
)
φ
(
x+ cn0 − z0 + σδ0e−βn0
)
 un0(x)min
{(
1+ δ0e−βn0
)
φ
(
x+ cn0 + z0 − σδ0e−βn0
)
,1
}
is obvious by letting z0 > 0 be large enough (see the proof of Theorem 3.2) and β > 0 small enough. Moreover, since these
parameters are deﬁned by Lemmas 5.6 and 5.7, then Theorem 2.2 implies what we wanted. The proof is complete. 
Lemma 5.10 indicates that un(x) can be estimated by a traveling wavefront with phase shift. In what follows, we shall
prove the phase shift goes to zero as n → ∞. For the purpose, we give more precise estimates.
Lemma 5.11. There exists a constant M0 > 0 such that
(1− ε)φ(t + 3εσ ) φ(t) (1+ ε)φ(t − 3εσ )
for any ε ∈ (0, δ0) and t  M0 .
Proof. Note that φ(t) is monotone and bounded, then limt→∞ φ′(t) = 0 holds and the result is clear by letting M0 be large
enough. The proof is complete. 
Lemma 5.12. Let z and M be any given positive constants and u+n (x),u−n (x) be solutions of (1.4) with initial values
u+n (x) = φ(x+ cn + z)χ(x+ cn + M) + φ(x+ cn + 2z)
[
1− χ(x+ cn + M)],
u−n (x) = φ(x+ cn − z)χ(x+ cn + M) + φ(x+ cn − 2z)
[
1− χ(x+ cn + M)]
for n = −1,0, where χ(y) = min{max{0,−y},1} for all y ∈ R. Then there exist n0 ∈ N,  ∈ (0,min{δ/2, z/(3δ)}) such that for any
x ∈ [−M,∞),
u+n0(x) (1+ )φ(x+ cn0 + 2z − 3σ ),
u−n0(x) (1− )φ(x+ cn0 − 2z − 3σ ).
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u+n (x) φ(x+ cn + 2z), n = 1,2, . . . .
Let M0 be deﬁned by Lemma 5.11, then the result is clear for x > M0. Note that u+n (x) < φ(x+ cn+ 2z) with n = −1,0 and
x ∈ (−∞,−M], then (H3) yields that there exists n0 ∈ N such that u+n0 (x) < φ(x + cn0 + 2z) for x ∈ [−M,M0]. The uniform
continuity of u+n0 (x) and φ(x+ cn0) further indicates the result if  > 0 is small enough.
Similarly, we can prove the result of u−n0 (x). The proof is complete. 
By what we have done, we now give the following proof.
Proof of Theorem 5.2. Deﬁne constants z+ and z− as follows
z+  inf
{
z
∣∣ z ∈ A+}, A+ = {z 0 ∣∣∣ lim
n→∞ supt∈R
un(x)
φ(t + 2z)  1
}
,
z−  inf
{
z
∣∣ z ∈ A−}, A− = {z 0 ∣∣∣ lim
n→∞ inft∈R
un(x)
φ(t − 2z)  1
}
,
hereafter t = x+ cn. Then Lemma 5.10 implies that z+ and z− are well deﬁned. We now prove that z+ = z− = 0. Were the
statements false, then there exists N > 0 such that
sup
t∈R
un(x)
φ(t + 2z+)  1+ , n > N,
where Kn0 = φ(−M − 3σ ), K = maxu,v∈[0,1](∂1b(u, v) + ∂2b(u, v)) and ,n0 are given in Lemma 5.12 with z = z+ > 0.
In particular, in Lemma 5.12, let
u+n (x) = φ
(
x+ cn + 2z+), x+ cn ∈ [−M,+∞), n = −1,0,
with M > 0 large enough. Then
uN+n0(x) u+N (x) + φ(−M − 3σ )
< (1+ 2)φ(x+ cN + cn0 + 2z+ − 3σ )
with x+ cN + cn0 ∈ [−M,∞). By Lemma 5.9, it is clear that
uN+n0(x) φ
(
x+ c(N + n0) + z+
)
with x+ c(N + n0) ∈ (−∞,−M] since M > 0 is large enough.
Let β > 0 be small enough, then
uN+n0(x)min
{(
1+ 2e−β)φ(x+ c(N + n0) + 2z+ − σ − 2σ e−β),1}
with x+ c(N +n0)+ 2z+ − σ − 2σ e−β ∈ R. Because these parameters also satisfy Lemmas 5.6–5.7, then Theorem 2.2 and
Remark 5.8 imply that
un(x)min
{(
1+ 2e−β(n−N−n0))φ(x+ cn + 2z+ − σ − 2σ e−β(n−N−n0)),1}
for any n > N + n0. Therefore,
lim
n→∞ supt∈R
un(x)
φ(t + 2z+ − σ )  1,
which contradicts to the deﬁnition of z+ . Thus z+ = 0.
In a similar way, we can prove that z− = 0. The proof is complete. 
By Theorem 5.2, the following result is also clear.
Theorem 5.13. Assume that φ1(x+ cn) is a positive solution of (4.1) such that
lim
t→−∞φ1(t + h)e
−λ1(c)t = 1, 1 lim inf
t→∞ φ(t) > 0 (5.8)
for some h ∈ R. Then φ(t) = φ1(t + h), t ∈R.
Remark 5.14. Theorem 5.13 indicates the uniqueness of traveling wavefronts satisfying (5.8) in the sense of phase shift. For
the similar results in other evolutionary models, we refer to [22,23,33].
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In this part, we ﬁrst apply the results in Sections 3–5 to (1.3) with l = 1. Then we shall consider the effects of delays
in (1.4).
Since k is a probability function describing the dispersal of individuals, we choose the Gaussian kernel function in this
example. Then, (1.3) becomes
un+1(x) =
∫
R
e−
(x−y)2
4d√
4πd
[
(1− δ)un(y) + pun−1(y)e−aun−1(y)
]
dy, n = 0,1,2, . . . , (6.1)
where all the parameters are positive such that δ ∈ (0,1) and 1 < p
δ
 e. Under these assumptions, the following result is
clear.
Corollary 6.1. There is a constant c > 0 such that c is the spreading speed and the minimal wave speed of (6.1), and (6.1) is linearly
determinate. Moreover, if c > c, then (6.1) has a stable traveling wavefront connecting 0 with 1a ln
p
δ
.
We now consider the effect of higher order in (1.4), this corresponds to the time delays in ecology and some examples
have been listed in Section 1. The corresponding ﬁrst order integrodifference equation takes the form as follows
un+1(x) =
∫
R
k(x− y)b(un(y),un(y))dy, n = 0,1,2, . . . . (6.2)
It is evident that (6.2) can be investigated by the conclusions in Sections 3–5, and we can obtain the following result.
Corollary 6.2. Let c1 be the spreading speed (or the minimal wave speed) of (6.2). Then c1 > c∗ = c∗ .
Proof. By Sections 3–4, we can deﬁne c1 by the existence of real roots of the following equation (see (4.4))
1= [∂1b(0,0) + ∂2b(0,0)]e−λc
∫
R
k(y)e−λy dy.
Because of ∂2b(0,0)e−λc > ∂2b(0,0)e−2λc with cλ > 0, then the result is evident. 
Corollary 6.2 implies that the delay can play a role by decreasing the spreading speed of the species, which is similar to
the results in reaction–diffusion equations (see Li et al. [13], Schaaf [28] and Zou [41]).
However, the delayed term also possesses another role in the population evolution. We ﬁrst list the corresponding
mathematical conclusion. If u0 = 0 holds and u−1 ∈ X has nonempty compact support, then un(x) satisﬁes
(i) un(x) ≡ 0 for all n ∈N, x ∈R when un(x) is deﬁned by (6.2);
(ii) for each n = 1,2, . . . , un(x) > 0 holds on a nonempty subset of x ∈R when un(x) is deﬁned by (1.4).
The above statements imply that (1.4) has stronger persistence (see [7]) than that of (6.2). In population evolution, if the
species admits several signiﬁcant different stage structures (see [1]) during its life period such that the infancy can be
mature without the care of the adult, such as the larva and imago of mosquitoes, then we can formulate the evolution
by delayed model. If the species admits such property, then the species is often survival when it encounters the change
of environment. On the contrary, if the species has similar habitat and habit during its life period, then it has weaker
survivability. For example, there are ﬁshes and larva of mosquitoes in a lake. If the lake were dried for several days, then
all ﬁshes and larvae of mosquito would be die. If the lake were added water again, then the mosquitoes would continue
to breed. At the same time, the ﬁshes maybe keep in extinction until new ﬁsh is introduced. Similarly, let us consider an
isolated marsh with the mosquito and other reptiles which cannot live in water during its life period. If the marsh were
submerged for several days, it is very likely that all reptiles would be extinct but the mosquitoes appear again after the
ﬂood.
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