












Abstract:  Simultaneous  localization  and  mapping  (SLAM)  of  a  monocular  projective  camera 
installed on an unmanned aerial vehicle (UAV) is a challenging task in photogrammetry, computer 




this  step  that  contains  a  sub‐window matching using high‐resolution  images. The  sub‐window 
matching increases the frequency of tie points by propagating locations of matched sub‐windows 
that leads to a list of high‐frequency tie points while keeping the execution time relatively low. A 
sparse  bundle  block  adjustment  (BBA)  is  employed  to  optimize  the  initial path  by  considering 


















Real‐time  trajectory  estimation  of  a  UAV  is  essentially  a  micro  task  for  many  advanced 
applications, e.g., smart city [4], emergency [5] or agricultural and forestry [6]. Smart city applications 
mainly  include  tasks  that require quick access  to 3D geometric or also spectrometric  information, 
such as near real‐time mapping [7], traffic monitoring [8], individual object tracking [9], smart car 
parking management [10], parks and green spaces management [11], crime‐scene investigation [12], 






















as  size  of  the  area,  requested  precision  level,  and  project‐specific  demands  such  as  customized 
postprocessing  steps.  Results  are  finally  expressed  as  products  such  as  point  clouds  and 
radiometrically  calibrated orthomosaics. Recent  advancements  in  5G  communication,  along with 
cloud  computing,  have  already  provided  a  suitable  base  for  real‐time  UAV mapping  [21].  An 
influential factor in a UAV solution is the computational time that limits the applicability of UAVs 
for cases where fast outputs are required. In a photogrammetric solution, usually a trade‐off between 






















Lowe  [28]  proposed  a method  for  localizing  points  that were  relatively  invariant  to  scale  and 
orientation (key points). He expressed his approach based on four steps. In the first step, he proposed 
creating a scale‐space by using Difference of Gaussian (DoG) operator to detect extrema, then a model 






of  SIFT was  successful,  it was  demonstrated  as  a  computationally  heavy module; moreover,  it 
required a considerable amount of  random‐access memory  (RAM)  for a medium‐size  image  (>20 
MPix.). Many researchers have continued Lowe’s original work by proposing solutions  that were 
able to address the computational burden and accuracy. For example, Ke and Sukthankar [29] applied 
principle  component  analysis  (PCA)  on  normalized  gradient  patches  to  build more  distinctive 
descriptors. Wu  [30] proposed  a  relatively  fast  implementation  of  SIFT  by  employing  a  graphic 
processing unit (GPU); he called his approach SIFT GPU. Guoshen and Morel [31] improved SIFT by 
incorporating six‐parameters affine transformation (ASIFT). Bay et al. [32] proposed a method called 







point  detector  feature  from  accelerated  test  (FAST).  They  demonstrated  that  their  localization 
approach was  approximately  30  times  faster  than  SIFT.  They  claimed  that  in  some  cases,  their 
proposed  feature detector outperformed  the others. As  a  complement  to  the  slow  and memory‐
hungry SIFT, Calonder et al.  [34] proposed a descriptor based on employing binary strings. They 
employed Hamming distance to compare two descriptors. They demonstrated that their proposed 
descriptor  was  “fast  to  build  and  match”.  Their  proposed  method  was  called  “binary  robust 
independent  elementary  feature  (BRIEF)”. Rublee  et al.  [35]  combined FAST and BRIEF,  thereby 
creating the oriented FAST and rotated BRIEF (ORB) method. They demonstrated that their approach 
was at two orders of magnitude faster than SIFT. Later, some researchers exposed the aforementioned 
techniques  to  a diverse  set  of  variables  and  compared  them.  For  example,  Juan  and Gwon  [36] 
compared SIFT, PCA‐SIFT, and SURF. They demonstrated  the slowness of SIFT compared  to  the 
others, while SIFT’s performance was superior in some cases. They concluded that the choice of a 
suitable method mainly depended on the application. Karami et al. [37] compared the performance 
of  SIFT,  SURF,  and ORB  against  affine  translation,  fish‐eye‐like  distortion,  and  shearing.  They 
showed that ORB was the fastest, while SIFT resulted in better outcomes.   
1.2. Image‐Based SLAM Approaches 













key  points  computed  by  “BRIEF+FAST”  for  visual  place  recognition  (in  their  notation:  a  bag  of 
words). Their work has successfully laid the foundation of a monocular SLAM (ORB‐SLAM). Mur‐
Artal et al.  [42] proposed a single‐camera SLAM (ORB‐SLAM) that was able to perform all major 








et  al.  [45]  used  monocular  SLAM  (ORB‐SLAM)  which  was  combined  with  GNSS  data  in  a 
combinatory model to estimate the trajectory.   
1.3. Novel Aspects of this Article 
Direct‐georeferencing  and  image‐based  reconstruction  are  two  alternative  overlapping 
scenarios  to  estimate  position  and  orientation  of  images.  Based  on  our  understanding,  recent 
developments  such  as  [39]  and  [40]  have  successfully  constructed  a  roadmap  for  image‐based 
solutions  for different  capturing  scenarios.  In  this work, we  aim  to  improve  the  recent  trend by 
proposing  a  novel  real‐time monocular  SLAM  solution.  Strictly  speaking,  we  follow  a  similar 
methodology as  those expressed by  [39] and  [40]  in detecting  loops; we modify  the  logic of  these 
works  based  on  analyzing  overlaps  of  aerial  images.  Finally,  a  real‐time  monocular  SLAM  is 
presented that suitably addresses an aerial case where the object is near planar. The recent methods, 
such as ORB‐SLAM are often used in applications where a high frequency of images is collected, for 




the  images  are  acquired,  for  example,  every  two  seconds.  This  is  currently  a more  complicated 




was  designed with  the  goal  to  reduce  the  computational  complexity  of  high‐resolution  image‐
matching, while keeping the accuracy and completeness of a full‐size image matching. The general 
structure of  this work  is a discussion about  techniques  to reduce  the processing  time of an aerial 
monocular SLAM. A novel angular parametrization based on a spherical rotation coordinate system 
is  also  implemented  in  this  article,  that addresses  the gimbal  lock  singularity problem. A  sparse 
bundle  block  adjustment  (BBA)  is  finally  introduced  by  employing  the  novel  angular 









connect  two  images by employing at‐least  five  common  image points  in a  stereo pair  (unknown 










with high  repeatability  that evenly covers  the surface of a set of  images. Existence of even a  few 
outliers could affect the convergence of the BBA where  𝐿2  norm is the target of the optimization. A 










frequently”  the same  image  tie point  is detectable among many  images of  the same object point. 
Repeatability is expressed by a frequency number that demonstrates the number of occurrences of an 
object point  in  the  image set. High‐frequency  tie points are advantageous  in  running subsequent 
algorithms such as the BBA. An insufficient number of high‐frequency tie points usually results in a 
weak network  structure. This weakness  appears  as  singularities  in  the BBA. Timing  is  the most 









be  represented by a nondirectional graph.  In  the graphical presentation, each node  represents an 
image shot and each edge corresponds to the existence of common tie points between two images. 
The  structure  shows  the distribution of  ties between oriented  images. Here, we  assume  that  the 










A  better way  to  create  a  connection  graph  is  to  employ  a  “connect‐to‐next”  (or  sequential) 
approach with complexity of [𝑁] that has a desirable performance compared to the dense approach. 
The drawbacks of the latter approach are threefold: firstly, it loses some high frequency tie points 
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(2) 
Applying  Euler  angles  in  different  orders  results  in  different  rotation  matrices.  Numeric 
estimation of partial derivatives of Equation (2) with respect to the Euler angles are straightforward. 
The  inverse  transform  of Equation  (2)  has  a  closed  form  and  is differentiable. One  of  the main 
drawbacks  of  employing Euler  angles  is  related  to  the  gimbal  lock problem. Gimbal  lock  is  the 








ℝ 𝑅    (3) 
where  𝑅  is an arbitrary  rotation matrix, and ℝ  is  the  inverse  function. To extract Euler angles 
from a  rotation matrix R, one may examine  the  size of  𝑅 , .  If  1 𝑅 ,   is bigger  than a small 
threshold, then 𝜙,𝜔  and  𝜅  are calculated as: 
𝜙 asin 𝑅 , ,  𝑎𝑡𝑎𝑛2
, , , , 𝜅 𝑎𝑡𝑎𝑛2 , , ,   (4) 
otherwise two singular cases occur: if 𝑅 , 0, then: 
𝜙 , 𝜅 0   (singular), 𝜔 𝑎𝑡𝑎𝑛2 𝑅 , ,𝑅 ,   (5) 
otherwise: 
𝜙 , 𝜅 0  (singular), 𝜔 𝑎𝑡𝑎𝑛2 𝑅 , , 𝑅 ,   (6) 
in  both  singular  cases  (5  and  6),  𝜅   takes  any  value  in  𝜋,𝜋 . Here,  𝑎𝑡𝑎𝑛2  is  a  two‐argument 












Quaternion is an angular system that is expressed by a quadruple of real numbers (𝑞 , 𝑞 ,𝑞 , 𝑞 ). 
Quaternion  is  closely  linked  to  rotation axis‐angle presentation with parameters  (𝑥,𝑦, 𝑧,𝑤) and a 
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2 ∗ 𝑎𝑐𝑜𝑠 𝑞  
(10) 
where  𝑞  is a quaternion with normalized elements  𝑞 ,𝑞 , 𝑞 , 𝑞 ,  𝑥, 𝑦, 𝑧   is the rotation axis, and 
𝑤  is the rotation angle. A length constraint is applied to the vector in Equation (10) in order to reduce 
the  number  of  degrees  of  freedoms  to  three.  By modifying  Equation  (10)  a  convenient  angular 
















 , 𝜅 𝑤,  (11) 
𝑙 𝑥 𝑦 𝑧    
2.8. Sparse Bundle Block Adjustment 
In a classic BBA problem, a system of observational equations is assumed as: 
𝑓 𝑙 , 𝑿
𝑓 𝑙 , 𝑿
⋮
𝑓 𝑙 , 𝑿
𝟎𝒎 𝟏,  (12) 
where  𝑓   is  the  ith  observational  equation,  𝑙   is  the  ith  observed  variable,  and  𝑿   is  the  set  of 
unknown  variables  that  are  involved  in  the  ith  observational  equation  (constant  parameters  are 
hidden here, and bold letters represent vectors). This equation is rewritten in a vector form as: 
𝒇 𝒙 , 𝒍 𝟎   (13) 
Standard least‐squares framework involves an optimization process concerning a cost function 
that  is  the sum of squares of the residuals  (Equation  (13)). The  least‐squares optimization process 
results in: 
𝑎𝑟𝑔𝑚𝑖𝑛𝒙,𝒍 𝒇 .Σ .𝒇,  (14) 
where  𝒇  is the vector of observational equations (Equation (13)), and  Σ is the covariance matrix of 
observations. The standard solution to Equation (14) is: 
𝑿 𝐴 . 𝐵.𝑃 .𝐵 .𝐴 . 𝐴 . 𝐵.𝑃 .𝐵 .𝑊 ,  (15) 
 
Figure 3. Structure of the N matrix with a suitable ordering of unknowns. 
𝑁  𝑁  
𝑁  𝑁  
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where  𝐴  is the Jacobian matrix with respect to unknowns, 𝐵  is the Jacobian matrix with respect to 
observations,  𝑃  is the weight matrix, 𝑊  is the residual matrix, 𝜎   is the a priori factor variance,  Σ is 
the covariance matrix of observations, and 𝑿  is the estimated unknown matrix. The structure of  𝐴 
in (Equation (15)) depends on the order of unknowns. A well‐designed ordering helps to simplify  𝐴 
by grouping similar parameters, e.g., a suitable ordering could be arranged such  that  𝑥 {sensor 
parameter, camera position and orientations, 3D object points coordinates}. 
In most real cases,  𝐴  requires a considerable amount of RAM. A more efficient solution  is to 
implicitly allocate and fill “𝑁 𝐴 . 𝐵.𝑃 .𝐵 .𝐴”, since the 𝑁’s dimension is independent of the 
number of  equations. The  former  indirect addressing  could  significantly decrease  the  amount of 
RAM required to address Equation (15), especially for cases where a large number of equations exists. 
A  second  improvement  is  feasible by considering object points as nuisance parameters. This 
splitting comes in handy when 𝑁  has a manageable big sub‐structure. In this case, by employing the 
given  ordering,  one may  split  𝑁 𝑁  𝑁  𝑁  𝑁  , where  𝑁   concerns  the  sub‐structure  part 















a Samsung 16 mm  f/2.4  lens. The payload  included a Raspberry PI computer, single band GNSS‐
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RTK DGNSS  (Trimble  Inc.,  Sunnyvale, CA, USA) with  an  accuracy  of  3  cm  vertically  and  4  cm 
horizontally [49]. The flying height of 140 m resulted in a ground sampling distance (GSD) of 3.2 cm, 
and forward and side overlaps of 93% and 75%, respectively. 
The second and  third datasets  (DS2 and DS3) were collected  in October 2018  in  the Sjökulla 
calibration  field of  the Finnish Geospatial Research  Institute  (FGI),  located  in  the municipality of 
Kirkkonummi in southern Finland (approximately 60°14′ N, 24°22′ E). In the Sjökulla calibration field, 


















(Figure  5).  The APX‐20 UAV GNSS  Inertial OEM was  stated  by  the manufacturer  to  achieve  a 









a stabilized rack with APX‐20 GNSS‐Inertial OEM. These cameras are  labeled  in  this work as  the 
“front” and the “back” cameras, and the datasets collected by the cameras were named DS2 and DS3, 
respectively. The cameras were  triggered  to capture  images  in  two‐second  intervals using Sony’s 
time‐lapse software, and APX‐20 was used to record the exact time of each camera’s hot shoe output 
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signal. We calculated PPK GNSS solutions and angles for each camera using single base differential 
GNSS‐Inertial  processing  in  Applanix  POSPac  UAV  (Version  8.3).  For  base  station  data  we 
downloaded Virtual Reference Station (VRS) from the National Land Survey of Finland (NLS) RINEX 
service, which offers observation data in Finland from FinnRef stations [50]. 
The  fourth  dataset  (DS4) was  captured  in  September  2017  in  a  grass  field  located  in  the 
municipality of  Jokioinen  in  southwest Finland  (approximately 60°48′ N, 23°30′ E). The Gryphon 
Dynamics quadcopter was  equipped with a positioning  system  consisting of an NV08C‐CSM L1 
GNSS receiver (NVS Navigation Technologies Ltd., Montlingen, Switzerland), a Vectornav VN‐200 












GT  750M  2  GBytes  GDDR5  graphical  processing  unit  (GPU)  was  used  to  simulate  real‐time 
computing of the trajectories and network estimations. The processor had four physical cores and 

















size and preserve  the geometric attributes of  the  source  images.  In  the matching phase, a  cosine 



























In  the  modified  connect‐to‐next  approach,  images  are  sequentially  connected  to  a  global 
network. Each sequence of 1020 images are considered as a local network. A new incoming image is 
added  to the global network, and  its status  (three positions and three orientations)  is adjusted by 
freezing  all  other parameters  of  the network  (single‐image  adjustment). Local networks  are  also 
individually  adjusted  and  analyzed  for  quality  control  and  outlier  filtering  by  employing  a 
minimum‐constraint sparse BBA. The index number of local networks is marked on images of the 
global  network.  Two  images  of  each  local  network  (middle  and  tail  images)  are  considered  for 
overlap analysis (Figure 7); For each of these two images, a corresponding image with furthest index 
distance and highest overlap is selected from the previous local network. The overlaps are calculated 
by assuming  that  the object  is planar;  therefore, a plan  is  fitted  to object points, projects of  image 
planes  are  calculated  on  the  estimated  plane,  and  consequently  overlaps  are  calculated.  The 








Figure  8  demonstrates  a  comparison  between  a  graph  resulting  from  the  “connect‐to‐all” 










An  “in‐UAV”  photogrammetric  module  was  considered  as  the  starting  point.  This  approach 
consequently  led  to  initial  structures of networks with  a  sufficient  amount of high‐frequency  tie 
points. When the size of the local network is relatively low (<10), the complexity of this algorithm 
becomes  [𝑁 s 𝑁 ], where  𝑠   is  the  sparsity  coefficient  of  a  network  determined  by  the 
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number of new connections (𝛼) after processing every (𝛽) captured image (𝛼 1:β ;  𝛼 0 connect‐




























was  performed without  GCPs  and  check‐points;  in  the  postprocessing  step  of  DS1,  GCPs  and 
checkpoints were included to estimate camera motion and locations of 3D object points in a global 
frame by employing an over‐constraint sparse BBA.   








point observations was set as 1 pixel for  𝑥  and  𝑦  components. The standard deviation value of GCPs 
was set as 1.2 cm for 𝑋,𝑌, and 𝑍  components. For GNSS readings, a standard deviation value of 2 













the quality of  intersections  and detect outliers  in  the BBA. The  average  root‐mean‐square  errors 








estimated  lever‐arm vector  and bore‐sight angles were  employed  to  transfer  the GNSS and  IMU 




In  Table  1,  SIFT,  SURF,  ORB,  and  multiwindow  SIFT  key  point  extraction  methods  are 
compared. Overall, SIFT demonstrated  the best distribution of match points among all  the other 
methods, however, it required a considerable amount of RAM, especially in comparison to ORB and 
multiwindow  SIFT.  SIFT  produced  an  almost  similar  inlier  percentage  to  that  of  SURF.  ORB, 
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conversely,  produced  better  results  than  SIFT  and  SURF.  The  internal  filtering  structure  in 
multiwindow  SIFT  successfully  increased  the  percentage  of  inliers,  while  reducing  the  overall 




matching decreased  from  ~60  s  to  3.1  s  for  a  stereo pair. On  average,  the  image‐based  network 





implies  that  a  lower  number  of  key‐points  are  favorable  for  constructing  a  real‐time matching 
scheme. 
Figure  12  demonstrates  a  scale  issue  during  connecting  a  new  image  to  the  network.  This 











system was considered, with  the  focal point of  the  first  image being  the origin of  the coordinate 
system, axis parallel to image plane, and an arbitrary scale (unit base‐line). A minimum constraint 
adjustment was employed by keeping the status of the first image and the furthest distance fixed. As 





































































DS3  35  16.1  39.0  55.1  9700  175k  37k  21.5% 
DS1  24  11  49  60  9500  215k  28k  13.3% 
SURF 
DS3  35  11  45  56  440  204k  39k  19.4% 
DS1  24  12  53  65  440  221k  34k  15.6% 
DS3  35  0.9  1.2  2.1  380  10k  4.1k  41.1% 
ORB 
DS1  24  1.2  200.7  201.9  390  200k  55k  27.8% 
DS1  24  1.0  0.9  1.9  380  10k  3.7k  37.8% 
DS3  35  1.4  212  213.4  391  200k  83k  41.7% 
*Multilevel match with SIFT kernel         
  DS1  24  0.031  0.144  6  232  4k  3k  92% 








Figure  16 demonstrates  the  structural matrices  of  the DS1 network,  by  employing different 
network  creation  strategies.  Blue  points  show  the  existence  of  common  tie  points  between  two 
images. In Figure 16a a connect‐to‐next approach was employed; consequently, the structure of the 
resulted  network was  sparse. More  links  are  visible  on  locations where  a  new  strip  starts.  For 

















observed  for GCPs of DS2. The checkpoints of DS2 presented similar accuracy  to  the GCPs, with 
mean residual of 1.32 cm and RMSE of 0.99 cm. 
Figure 17b demonstrates  the adjusted structure of DS3. On average, a 0.60 pixel  image‐point 
residual with  standard deviation of  0.71 pixel was observed  for DS3, which was  similar  to DS2. 
Residuals of GCPs and check points of DS3 are listed in Table 4 and Table 5. A mean residual of 1.4 
cm with RMSE of 0.76 cm was observed for GCPs of DS3. The checkpoints of DS3 had higher accuracy 
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Figure  18. Difference  between  inertial measurement unit  (IMU) values,  and  output  of BBA  after 
applying calibrated boresight angles for the back camera (DS3). 
Table 2. List of the ground control points (GCP) for the front camera (DS2). 
Point Name  No. Rays  Residual  Unit  Residual Vector  Unit 
25  11  3.1  cm  (−1.2, −2.0, −2.0)  cm 
27  10  4.4  cm  (−2.0, 2.6, −3.0)  cm 
29  10  0.9  cm  (0.3, 0.6, −0.6)  cm 
31  11  0.8  cm  (−0.2, 0.2, −0.8)  cm 
32  16  1.8  cm  (−1.0, 0.1, −1.5)  cm 
33  12  1.9  cm  (−0.8, −0.5, 1.6)  cm 
34  13  4.0  cm  (0.1, 0.4, −4.0)  cm 
36  10  1.9  cm  (1.0, −1.1, −1.2)  cm 
37  12  1.6  cm  (1.0, 0.4, −1.2)  cm 
38  11  0.6  cm  (−0.2, 0.2, 0.5)  cm 
40  10  3.6  cm  (2.2, −1.1, −2.6)  cm 
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Table  6  lists  the  calibrated  values  for  DS2  and  DS3  camera  IOPs  and  system  calibration 
parameters  and  their  standard deviation. On  average,  a  0.57 pixel  image  residual with  standard 
deviation of 0.68 pixel was observed for DS2. The estimated standard deviation values of the IOPs 
between  DS2  and  DS3  were  similar,  which  was  expected.  All  of  the  IOPs  were  observed  as 
meaningful,  since  the  standard  deviation  values  of  the  IOPs  were  less  than  estimated  values. 













Point Name  No. Rays  Residual  Unit  Residual Vector  Unit 
9  9  0.1  cm  (−0.1, −0.1, −0.0)  cm 
30  14  0.9  cm  (−0.3, −0.1, −0.9)  cm 
35  11  2.4  cm  (0.5, −0.9, −2.2)  cm 
39  10  1.8  cm  (0.6, −0.4, −1.7)  Cm 
Residual mean: 1.32 (cm), RMSE: 0.99 (cm) 
Table 4. List of the ground control points (GCP) for the back camera (DS3). 
Point Name  No. Rays  Residual  Unit  Res. Vector  Unit 
25  10  2.6  cm  (−0.8, −2.4,−0.6)  cm 
27  17  1.6  cm  (−0.5, 1.3, −0.7)  cm 
29  10  0.6  cm  (0.4, 0.4, −0.1)  cm 
31  11  0.6  cm  (−0.3, 0.3, −0.4)  cm 
32  10  1.2  cm  (−1.1, 0.1, −0.5)  cm 
33  11  1.7  cm  (−0.9, −0.6, −1.2)  cm 
34  10  1.6  cm  (−0.6, 0.3, −1.5)  cm 
36  10  1.4  cm  (0.0, −0.4, 1.3)  cm 
37  10  1.0  cm  (0.2, 0.2, 1.0)  cm 
38  10  1.1  cm  (0.3, 0.6, −0.8)  cm 
40  10  0.5  cm  (0.4, −0.3, 0.1)  cm 
41  10  2.9  cm  (1.8, 1.0, −2.1)  cm 
Residual mean: 1.4 (cm),RMSE: 0.76 (cm) 
Table 5. List of the checkpoints for the back camera (DS3). 
Point Name  No. Rays  Residual  Unit  Residual Vector  Unit 
9  10  1.0  cm  (0.2, −0.4, 0.9)  cm 
30  10  0.5  cm  (−0.2, 0.1, 0.4)  cm 
35  10  1.6  cm  (0.2, −0.5, −1.5)  cm 
39  10  0.5  cm  (−0.3, −0.3, −0.3)  cm 
Sample mean: 0.9 (cm) , RMSE: 0.52 (cm) 






Value  Std.  Value  Std. 
1  Principal Distance    px.  8006.8  0.20  7995.16  0.39 








px.  2623.4  0.14  2604.41  0.21 
5  K1  N/A  −0.0395  7e−5  −0.04583  7e−5 
6  K2  N/A  0.169570  4e−4  0.185436  4e−4 
7  K3  N/A  0.137138  9e−4  0.08950  9e−4 
8  P1  N/A  0.00104  4e−5  −5e−4  6e−6 
9  P2  N/A  −4e‐4  3e−6  −0.0017  3e−6 
10  Scale factor  N/A  −1e‐4  4e−5  1e−4  5e−6 
11  Shear factor  N/A  7e‐6  2e−6  −1e−4  2e−6 
12  Pixel size    µm  4.526  N/A  4.526  N/A 
13  Lever‐arm (𝜔   ◦  −105.12  0.01  −75.28  0.03 
14  Lever‐arm (𝜙   ◦  −1.76  2e−3  −1.39  0.01 
15  Lever‐arm (𝜅   ◦  −1.74  0.01  179.10  0.04 
16  Lever‐arm (𝑋   cm  −0.07  0.04  3.84  0.09 
17  Lever‐arm (𝑌   cm  −3.73  0.07  −14.55  0.20 
18  Lever‐arm (𝑍   cm  −15.79  0.04  −9.59  0.09 
Differences  between  the  IMU  observations  and  adjusted  image  orientations  that were  back 
projected by employing the calibrated boresight angles are demonstrated in Figure 18 for DS2. The 
observational  residuals  presented  were  mostly  less  than  0.2  degrees,  which  was  the  expected 
difference based on the IMU accuracy (standard deviation value of 0.2 degrees). Some outliers could 
be seen  in  this  figure which were  filtered out before  the adjustment step. Those differences were 
similar between the front and the back camera. 
5. Discussion 
The modified  sequential  approach  successfully  addressed drawbacks of  a  simple  sequential 
approach by proposing fixes to each of them: to address the first issue, image points were tracked in 
propagated  sub‐windows  to  produce  tie  points with  high  frequency  in  sufficient  numbers.  The 
complexity of the modified approach remained [𝑁] despite applying this modification. This was the 
initial  goal  of  the  modified  sequential  approach  that  was  fulfilled;  additional  edges  were 
consequently added  to  the structure of  the network by employing  label propagation. The second 
issue was addressed by implementing a progressive photogrammetric overlap analysis to effectively 






first  image;  then  a  low‐resolution  image matching  a  high  pyramid‐level was  employed  to  find 



















even  better performance  than  the  computer  system  employed  in  this  research. Despite  that,  the 













ellipses  of  camera  positions  by  adding  side  tie  points.  This  step  turned  out  to  be  important  in 
strengthening the structure of the network. Most of the outliers resulting from the matching phase 
were successfully detected by  the RANSAC module with a projective kernel. Adjustment of  local 
networks was demonstrated  as  a  very useful  tool  to detect  outliers. Accumulation  of  positional 
uncertainty of  the  trajectory estimation was considerably  improved by adding side tie points and 
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