HOMOGENEOUS NUCLEATION DATA FOR WATER
The homogeneous nucleation rate data for water of Viisanen et al. [1] and Miller et al. [2] , J exp (S,T), are plotted versus the classical model prediction for the nucleation rate, J class (S,T), in Fig. 1 . One can observe lines of approximately constant temperature falling roughly parallel to the dashed line (with T increasing left to right). With a perfect model prediction all the points would collapse onto the dashed line. We have suggested [3] that the spreading of the lines of constant T in the steady state classical model arises from the monomer flux factor, whose T dependence is roughly, e -W[Tc/ T-1] where W  6 . In fact, this is easy to FIGURE 1. Comparison of the experimental nucleation rate data [1] [2] [3] with the classical model prediction. verify as when one sets the classical prefactor equal to a constant, the above data of Viisanen et al. do indeed fall on a line. This is exactly what the scaled model predicts [3, 4] ,
(1) Figure 2 shows Since the monomer flux prefactor itself is not in question, one looks for additional terms in the n-cluster energy of formation to cancel the monomer flux T dependence. In our first attempt we made a simple summation over (classical) surface free energy differences, ≤f(n)  (2/3)An . But the extra term gave an overall nucleation rate which was three to four orders of magnitude too large. At this time Dillmann and Meier [5] reported their remarkable small cluster energies of formation which used the ≥ln(n) term of Fisher [6] . This latter term had negligible temperature and the correct sign and magnitude to restore agreement [3] with the toluene experimental data [Schmitt et al. [7] ] and the experimental nonane data [Adams et al. [8] ]. For water, however, this simple approach was less successful and we turned to a molecular model for the small cluster free energy differences. [9, 10] 
A MONTE CARLO MODEL FOR SMALL WATER CLUSTERS
The present work assumes a similar summation process over small cluster sizes but uses the Bennett Monte Carlo technique [11] to determine configurational Helmholtz free energy differences, ≤f c (n), for small water clusters interacting via the TIP4P water-water potentials [12] . The general procedure is described in references [9, 10] , and here we report TIP4P free energy differences for clusters ranging in size from n = 2 to n = 192 molecules at T = 260 K, 280 K, and 300 K The -≤f c (n) are in Fig. 3 . One can take advantage of this temperature dependence to generate free energy differences for arbitrary T within the range noted. This circumvents the prohibitive task of simulating clusters at a large number of temperatures. 
DISCRETE SUMMATION OVER SMALL CLUSTER SIZES
In this approach we have assumed a classical statistical mechanical vaporcluster system consisting of a non-interacting mixture of ideal gases with each cluster size, n, constituting an ideal gas of N(n) clusters in equilibrium with N(1) monomers in a total volume, V. Each n-cluster is described by a classical Hamiltonian with classical effective atom-atom potentials dependent only on separation distance. For such a system the law of mass action gives N(n) in terms of the cluster configurational partition functions, Q(n), as follows: [9, 10] water. The method of Lee, Barker and Abraham is used to define the n-cluster and v n = ∼ n/ ± liquid , where ∼ is of the order of 5. Equation (2) is formally independent of ∼.
One can see from Fig. 3 that the free energy differences behave like n -1/3 for n larger than about 8. So, for n > 8, we fit the -≤f c (n) data to a line passing through the experimentally predicted intercept, I o exp , as follows [10] :
for large n.
In Eq. (3) we use the form An
from the scaled model [4] . A discrete summation of -≤f c (n) is carried out from n = 2 to n = 8. While the ≤[≥ln(n)] term is included in the -≤f c (n), it is too small to be extracted for large n and too uncertain in functional form to be identifiable for small n = 2,3,…8. The summation approach however gives π 2 n ≤[≥ln(n')]=≥ln(n)-≥ln(n')| n'1 . We assume ≥ln(n')| n'1 = 0 and for n ∫ 20 ≥  2.2 as proposed by Dillmann [5 ] . The steady state nucleation rate is calculated from J MC = J o class (T,S) N(n*)/V, where J o class (T,S) = [8kT/(↓m)] 1/2 4↓ r n* 2 ƒ S N eqb (1)/V and ƒ is the Zeldovitch factor [14] . The critical cluster size is found from dlnN(n)/dn | n=n* = 0 and includes the ≥ln(n) contribution. In Fig. 4 , J MC , is plotted versus the experimental data.
CONCLUSIONS AND COMMENTS
One can see from Figs. 3 and 4 that our MCDS model approach produces nucleation rates for water which are effectively scaled. Cancellation of the monomer flux T dependence via the discrete summation over n = 2,3,..8 in Eq. (2) and the scaling of -≤f c (n) with [T c /T -1] give rise to the scaling of J. Our intent here has been to show how the scaling can emerge from a simple steady state model by including small cluster discrete size effects. And we note that the validity of the MCDS model for water otherwise rests on a number of factors including the assumed value of ≥, the accuracy of the classical TIP4P potentials, and the simulation cluster definition. 
