We define quasirandom geometric networks using low-discrepancy sequences, such as Halton, Sobol, and Niederreiter. The networks are built in d dimensions by considering the d-tuples of digits generated by these sequences as the coordinates of the vertices of the networks in a d-dimensional I d unit hypercube. Then, two vertices are connected by an edge if they are at a distance smaller than a connection radius. We investigate computationally 11 network-theoretic properties of two-dimensional quasirandom networks and compare them with analogous random geometric networks. We also study their degree distribution and their spectral density distributions. We conclude from this intensive computational study that in terms of the uniformity of the distribution of the vertices in the unit square, the quasirandom networks look more random than the random geometric networks. We include an analysis of potential strategies for generating higher-dimensional quasirandom networks, where it is know that some of the low-discrepancy sequences are highly correlated. In this respect, we conclude that up to dimension 20, the use of scrambling, skipping and leaping strategies generate quasirandom networks with the desired properties of uniformity. Finally, we consider a diffusive process taking place on the nodes and edges of the quasirandom and random geometric graphs. We show that the diffusion time is shorter in the quasirandom graphs as a consequence of their larger structural homogeneity. In the random geometric graphs the diffusion produces clusters of concentration that make the process more slow. Such clusters are a direct consequence of the heterogeneous and irregular distribution of the nodes in the unit square in which the generation of random geometric graphs is based on. 
any integer k 0, we write k into a unique digit expansion in 108 base b:
where a i ∈ Z b for all i 0 and l(k) = log b k with integers 110 0 a i (k) < b. Now we can define the radical-inverse function
The van der Corput sequence [38] in base b is defined as Ref. [27] ). high correlations and it is not appropriate for generating 128 quasirandom numbers [40] . Here we will consider sequences 129 of low-dimension only and then the Halton sequence is 130 appropriate for our purposes (see also Sec. 5).
131

B. Sobol sequence
132
Let m i be an odd positive integer smaller than 2 i . Let us 133 now define a set of direction numbers, {v i }, as
These direction numbers are generated by using a primitive 135 polynomial over the field F 2 with elements {0,1}. Suppose that 136 such a polynomial is given by 137 P (x) := x q + a 1 x q−1 + · · · + a q−1 + 1.
Then, 
where i > q, and ⊕ denotes the bitwise XOR operation.
139
Finally, the Sobol sequence [41] is given by
where b i ∈ {0,1} is a binary representation of k, that is
The Sobol sequence can be transformed by
where c is the position of the rightmost zero bit in the binary 143 representation of k.
144
For the coprimes p 1 = 2 and p 2 = 3, we get 
C. Niederreiter sequence
146
Let q d be a prime power and let k be an integer repre-147 sented as Eq. (1) . The (0,d) sequence known as Niederreiter 148 sequence [42] is defined for k 1 by 
with
where
and ψ denotes a one-to-one representation of the finite field
152
F q onto {0,1, . . . ,q − 1} satisfying ψ(0) = 0.
153
III. NETWORK-THEORETIC INVARIANTS
155
In this section we define a few network-theoretic invari-
156
ants that are commonly used to characterize the structural
Let d(i,j ) be the shortest-path distance between the nodes 163 i,j ∈ V . Then, the average shortest-path length and network
164
diameter are defined as follows, respectively:
Let t i be the number of triangles incident to the vertex 
for k i > 1. For k i = 1, the term 2t i /k i (k i − 1) is taken to be 170 equally to zero.
171
Let t = i t i be the total number of triangles in the network 172 and let k i be the degree of the node i. Then, the network 173 transitivity index is defined by
Let k i be the degree of the node i. Then, the degree 175 assortativity coefficient [45] of the network is defined as 
A network with r > 0 is said to be degree assortative,
179
which means that there is a preference of high degree nodes to 180 connect directly to other high degree nodes. In case r < 0 the 181 network is said to be degree disassortative, which indicates a 182 tendency of high degree nodes to connect directly to low degree 183 nodes.
184
Let λ 1 > λ 2 · · · λ n be the eigenvalues of the adjacency 185 matrix of the network ordered in nonincreasing order. Then, 186 λ 1 is known as the spectral radius of the network. Also, Δ = 187 λ 1 − λ 2 is the spectral gap, and Σ = λ 1 − λ n is the spectral 188 spread of the network.
189
Let 0 = μ 1 < μ 2 · · · μ n be the eigenvalues of the 190 Laplacian matrix of the network, L = K − A, where K is 191 a diagonal matrix of node degrees. Then, μ 2 is known as 192 the algebraic connectivity [46] of the network and μ n is the 193 spectral radius of the Laplacian. The ratio Q = μ n /μ 2 is 194 known as the spectral ratio of the network and it plays a 195 fundamental role in characterizing the synchronizability of 196 oscillators in the network (see, for instance, Ref. [47] ). 
197
IV. RESULTS
198
A. Construction of quasirandom geometric networks
210
In Fig. 1 we consider specifically the case when 500 points 211 generated by each of the three sequences studied here are 212 distributed in I 2 using disks of radius r = 0.075 centered at 213 each point. Hereafter, we will call these points the nodes of 214 the network, their connections the edges and r, the connection 215 radius. Thus, a quasirandom geometric network constructed 216 with the sequence τ = {H,S,N}, where the letters correspond 217 to Halton, Sobol, and Niederreiter, respectively, is defined by 218 G τ,d (n,r). In this work, we will mainly consider the two-219 dimensional case, thus we will remove the dimension from the 220 previous notation whenever it produces no confusion.
221
B. Connectivity
222
One of the most important aspects of random geometric 223 networks and consequently of the quasirandom analogues is 224 to consider the evolution of the network connectivity as a 225 function of the connection radius. That is, we are interested 226 in determining the connection radius for specific values of n 227 which guarantees that G τ,d (n,r) is asymptotically connected 228 with probability one. For the RGG, Penrose [48] proved that 229 if M n is the maximum length of an edge in the network, then 230 the probability that nπ M 2 n − log n α for a given α ∈ R is 231
When d = 2, we have M n = r, such that
This means that for α → +∞ the RGG is almost surely 233 connected when n → ∞, and almost surely disconnected 234 when α → −∞. Using this expression we can find the following bound 236 for the critical radius-the radius at which the random or 237 quasirandom geometric network is connected with probability 238 one:
where α c is the value of α for which exp [− exp (−α)] ≈ 1.
240
For instance, for α c = 10 we get exp [− exp (−α)] ≈ 0.9995.
241
Plugging this value of α c into Eq. (22) we obtain that with n = 500 nodes and r c 0.073 for those with n = 1000 244 nodes.
245
We then studied computationally the connectivity in the 246 quasirandom networks with n = 500 and n = 1000 nodes. We 247 calculated the probability of being connected as the size of In this section, we study a series of network-theoretic 292 invariants for the quasirandom networks generated with the 293 three low-discrepancy sequences studied and compare them 294 with the random geometric networks. The first property that we 295 study is the mean degree. It is easy to show that when the RGGs 296 are very sparse, there are no boundary effects and n → ∞, the 297 mean degree scales as k mean ∼ πr 2 n. If we consider boundary 298 effects-the effects produced by the fact that for the points 299 close to the borders of the square only fractions of the disks 300 are realized-then Estrada and Sheerin [19] 
The difference between the approximation k mean ∼ πr 2 n 303 and the one given by Eq. (23) Change of the probability of the quasirandom network to be connected as a function of the connection radius for quasirandom geometric networks with 500 nodes (a) and 1000 nodes (b) using Halton (red solid line), Sobol (blue dash-dot line), and Niederreiter (green dotted line) sequences. Bottom panels: Results of the simulations for the connectivity of 100 random realizations of the RGGs with the same size and connection radius as the ones in the top panels for 500 nodes (c) and 1000 nodes (d). Notice that there is an almost perfect overlap between the curves produced from the Sobol and Niederreiter sequences.
the quasirandom networks generated with the three studied , where α ∈ R is a constant 316 for a given number of nodes, then when n → ∞ and γ → ∞, 317 the average clustering coefficient of the d-dimensional random 318 geometric network is Coefficient of variation (%)
Coefficients of variations of the 11 network-theoretic parameters studied here as a function of the connection radius for quasirandom geometric networks with 500 nodes (a) and 1000 nodes (b). The coefficient of variations indicates the relative variation in the index across the three methods used to generate the quasirandom networks. The y axis is in logarithmic scale to make a better differentiation and the lines between the points are used to guide the eye. Some points appear disconnected in the plots due to the fact that the rest of points for this parameter are equal to zero. The lines between the points are used to guide the eye. Diam stands for the diameter D. 
346
On similar arguments as for the diameter we can obtain the 347 following bound for the average path length of the RGGs,
For instance, the value of l mean for a RGG with connection 349 radius r = 0.15 is l mean = 4.199 for n = 1000, while the 350 approximation gives l mean ≈ 5. 
356
We now calculate the coefficients of variations-standard 357 deviation relative to the mean-of each of the 11 network-358 theoretic invariants obtained by using the three low-359 discrepancy sequences studied in this work: Halton, Sobol, 360 and Niederreiter. That is, let P τ (n,r) be a network-theoretic 361 parameter calculated for a quasirandom geometric network 362 obtained using the sequence τ = {Halton,Sobol,Niederreiter} 363 for n nodes and connection radius r. Then, the coefficient of 364 variation of P (n,r) is obtained as the ratio of the standard 365 deviation of P τ (n,r) for the three sequences studied divided 366 by their means (see Fig. 3 ). For the case of networks with 367 n = 500 nodes the coefficients of variations averaged for the 368 values of r studied here are: As can be seen most of the coefficients of variation are around The large relative errors for the assortativity coefficient 406 and the algebraic connectivity when the connection radius is 407 relatively small r can be understood in the following way. 408 If we consider the distribution of the points in the unit 409 square when the number of points is relatively small, we 410 can observe that the distribution of the points generated by 411 the low-discrepancy sequences are significantly more uniform 412 than the one produced by the Matlab random number generator. 413 As can be seen in Fig. 5 , the distribution of 500 points using 414 Halton sequence covers most of the space of the unit square. 415 However, in many of the random realizations of the RGG 416 these 500 points leave many holes in the unit square which 417 are not covered by any point. Then, when the connection 418 radius is relatively small the RGG contains structural holes, 419 i.e., chordless cycles. In addition, because the number of nodes 420 is the same as for the Halton quasirandom network, there are 421 regions of the RGG where the nodes are more clumped together 422 than expected from a perfectly uniform distribution of points. 423 These two structural differences-presence of chordless cycles 424 and regions of clumped nodes-make that the assortativity, 425 spectral gap, and algebraic connectivity are significantly 426 different between quasirandom and RGG for small number of 427 nodes and small radius. For instance, in a region where there 428 are many nodes clumped together, these nodes form a clique 429 in which the degree of the nodes is relatively high-let us call 430 them hubs. These nodes are connected to each other giving rise 431 to a high number of hub-hub connections. This is immediately 432 translated into a higher than expected assortativity coefficient. node. Then, the modularity of the partition is defined by [50] 467
The modularity Q takes values in the (0,1) interval,
468
with values close to zero indicating that the partition is not it is harder to split into two almost equally-sized clusters.
487
The Halton network, however, is easier to split into these two 488 clusters, in spite of the fact that it does not contain many small 489 clusters (see Fig. 5 ).
490
D. Degree distribution
491
The degree distribution of RGG can be analyzed by 
Here we study computationally the degree distribution of 499 the quasirandom geometric networks with n = 1000 nodes and 500 connection radius of 0.05, 0.15, 0.25, and 0.5 for the three low-501 discrepancy sequences analyzed. In all cases we study both 502 the probability degree distribution and the cumulative degree 503 distribution of the three quasirandom networks. As can be seen 504 in Fig. 6 
519
We compare the degree distributions of the quasirandom 520 geometric networks with those of the RGGs for the same 521 number of nodes and connection radius [see Fig. 6 (bottom 522 panels)]. In this case we plot the results of 100 random 523 realizations. The resemblance between the shape of the 524 distributions of the quasirandom networks and those of the 525 RGGs is very clear from the plots. Taking averages of these dis-526 tributions is quite difficult due to the fact that the sizes of the 527 degree and probability vectors for each random realization are 528 different. That is, in some random realizations there are nodes 529 with certain degree that does not appear in another realization. 530 Then, the length of these degree vectors can change as much 531 as from about 60 to about 90 for RGGs with 1000 nodes in 532 100 random realizations of the networks.
533
The main difference between the distributions of the 534 quasirandom and the RGGs is that those for the quasirandom 535 networks are more concentrated around the mean degree 536 than those of the RGGs. This can be seen by the fact that 537 the probabilities for the quasirandom networks at k mean are 538 almost double of those of the RGGs, except for the case of 539 higher connection radius; i.e., r = 0.5. The reason for this 540 discrepancy can be spotted from the following observation. 541 The maximum degrees k max for the quasirandom networks at 542 a give connection radius are significantly smaller than those 543 of the RGG. For instance, the values of k max averaged for the 544 three quasirandom networks are: 11, 75.25, 204.25, and 790.75 545 for connection radii 0.05, 0.15, 0.25, and 0.5, respectively. 546 Those for the RGG are 17.45, 91.42, 221.14, and 785.33. With 547 the exception of the largest radius for which the networks 548 resembles more a complete network, the maximum degree of 549 the RGG is significantly larger than those of the quasirandom 550 networks. We notice that the minimum degree for RGGs is very 551 much similar to those of the quasirandom networks with the 552 same connection radius. This larger maximum degree makes 553 that the degree distributions of the RGGs are more elongated 554 along the x-axis than those of the quasirandom networks. The 555 reason why the RGGs have larger maximum degree than the 556 quasirandom networks is found in the lack of uniformity of 557 the distributions of the points in the unit square when the 558 random numbers from Matlab are used. This creates regions of 559 higher density of nodes, which form cliques in which the nodes 560 
E. Spectral statistics
564
In this section we study the spectrum of the adjacency 565 matrix of the quasirandom networks and its RGGs analogous.
566
In particular, we study the spectral density, which is the density 567 of the eigenvalues of the adjacency matrix,
where λ is a reference value and δ(·) is the Dirac's δ 569 function.
570
Blackwell et al. [52] of the spectral density involves a singularity at −1 due to the 578 structures previously described. In other words, the spectrum 579 of RGGs is concentrated at the point λ = −1. This shape of 580 the spectrum of RGGs was studied by Blackwell et al. [52] 581 and more recently by Dettmann et al. [54] . It seems from these 582 studies that the spectral density of RGGs follows a triangular 583 distribution peaked at λ = −1. However, no formal proof that 584 the shape of the distribution is a triangular one have been 585 reported in the literature.
586
Here we studied computationally the spectral density of the 587 three types of quasirandom networks developed here as well as 588 RGGs with the same number of nodes and connection radius. 589 The results for n = 1000 nodes and connection radius of 0.1, 590 0.25, and 0.5 are illustrated in Fig. 7 . In the top panels of 591 Fig. 7 we show the spectral densities of the three quasirandom 592 networks. As can be seen the shapes of the spectral densities 593 of the three quasirandom networks are almost identical for 594 the three connection radius studied. They show the known 595 triangular shape peaked at λ = −1. Also, as the connection 596 radius increases the spectrum is more and more concentrated 597 at this eigenvalue. This is expected from the fact that as 598 r increases, the network becomes more and more similar 599 to the complete network, which has eigenvalues n − 1 with 600 multiplicity one, and −1 with multiplicity n − 1.
601
The most interesting comparison is between the spectral 602 density of the quasirandom networks and that of the RGG. In 603 002300-10 
V. VARIATIONS ON THE THEME
629
In all of our previous experiments we have always used 630 the smallest coprimes, i.e., 2 and 3, for generating the 631 quasirandom sequences. Here we will centered on the Halton 632 sequence as an example of the extension of our construction 633 of quasirandom networks by using other series of coprimes. 634 This is necessary if we want to extend the current approach to 635 higher dimensions. For instance, to generate 10-dimensional 636 quasirandom networks we should use the first 10 primes: 2, 3, 637 5, 7, 11, 13, 17, 19, 23, 29 . The problem that arises with the 638 Halton sequence when the order of the primes is increased is 639 that there are correlations which start to appear between the 640 radical inverse functions [55, 56] . These correlations start to 641 be important already for medium and larger d. For instance, 642 in Fig. 8 (left panels) we illustrate the quasirandom networks 643 generated with the Halton sequence using the pairs 11, 13 (top 644 network) and 61 Quasirandom networks with n = 500 nodes and connection radius r = 0.1 obtained with the Halton sequence for coprimes 11 and 13 (top panels) and coprimes 61 and 67 (bottom panels). The left-hand side panels correspond to Halton sequences without skipping, leaping or scrambling. The right-hand side panels correspond to skipping the first 1000 numbers of the sequence, leaping every 100 numbers and using scramble with reverse-radix operation to all of the possible coefficient values.
for the coprimes 61, 67 the quasirandom network obtained is Halton sequence are very well-known among the users of 655 these sequences for its applications in quasi-Monte Carlo 656 methods and solutions for ameliorating these problems are 657 well-understood [57] . We now analyze the network-theoretic properties studied 3,5,7,11,13,17,19,23, . . . 59. In Fig. 9 we compare the 690 effects of S-L-S the Halton sequences obtained with the first 16 691 pairs of coprimes for 8 of the 11 network-theoretic descriptors 692 analyzed before (the other three descriptors behave similarly to 693 the ones illustrated in the figure). The quasirandom networks 694 obtained without S-L-S for primes of order higher than 17 are 695 disconnected and are not considered in the comparison. As can 696 be seen in this Figure the S-L-S process dramatically reduces 697 the standard deviations of these network-theoretic parameters 698 for the different coprimes considered. However, even after 699 S-L-S remediation the quasirandom networks obtained with 700 coprimes of order higher than 17 show in general significantly 701 more deviations from the mean than the rest of primes (images 702 not shown).
703
To quantitatively compare the effects of S-L-S over each 704 of the 11 network-theoretic parameters considered we plot 705 the standard deviations of each of them before and after 706 remediation of the Halton sequence. As can be seen in Fig. 10 707 the S-L-S reduces significantly the standard deviation for the 708 first 20 pairs of coprimes of most of the 11 network theoretic 709 properties studied. This means that using S-L-S gives much 710 stable results for the network-theoretic parameters considered 711 here when different pairs of coprimes are considered. In 712 closing, for generating Halton (as well as other) quasirandom 713 networks with higher coprimes, it is highly recommendable 714 to use S-L-S to obtain more reliable values of the network 715 theoretic parameters of the networks. In Fig. 10 we also 716 illustrate two three-dimensional networks generated by using 717 Halton sequence with primes 2, 3, and 5 as well as the similar 718 RGG. and peer-to-peer networks [3] [4] [5] . Here, the diffusion process 729 is known as the "consensus protocol" which is used to allow 
which can be written as
This equation is written in matrix form by using the
745
Laplacian matrix of the graph:
The solution of this equation is given by u t = e −tL u 0 . When 747 t → ∞ every node tends to a state dictated by the average of 748 the the values of the initial condition, which can be formally 749 defined as the set A ⊆ R n , which is the subspace span{1}; i.e., 750
Here we use the discrete-time diffusion model for the sake 752 of simulations, whose equation can be written as follows 753 [61, 62] :
with initial condition as before and where 0 < < k −1 max is the 755 time step for the simulation. Equation (34) can be written in 756 matrix form as follows:
where I is the corresponding identity matrix. The matrix 758 (I − L) is usually known as the Perron matrix [61] . For our 759 simulations we always consider u 0 to be a vector of random 760 numbers ranging between zero and one.
761
We focus our analysis here in the diffusion time, t c , which 762 is the time for which |u i − u j | δ for all pairs of nodes i and 763 j in the network, where δ = 10 −3 is our stopping threshold. 764 This diffusion time is bounded as [21] 
where μ 2 is the algebraic connectivity and ψ 2 the corre-766 sponding Fiedler vector of the graph. We have analyzed in 767 previous sections the algebraic connectivity of the quasi-RGG 768 in comparison with that of RGGs and we concluded that 769 for relatively small connection radii, r < 0.2, the difference 770 between the algebraic connectivity of quasi-RGG and RGG 771 is significantly large. We have seen that these differences are 772 maily due to the heterogeneities in the distributions of the 773 nodes in the unit square produced by the random generation 774 002300-14 
788
When we consider the Halton graphs with the same size and 789 connection radius as before, we obtain t c ≈ 402.74 ± 93.10.
790
The diffusion time here is less than half of that for the RGG points in the unit square produced by the use of the random 809 numbers. This produces the effect of having a not well-mixed 810 structure even at t c due to the fact that such concentration 811 clusters are not well connected among them and the diffusion 812 process takes longer times to reach the steady state.
813
Finally, it should be remarked that from a practical point 814 of view the use of the quasirandom graphs represents a 815 significant economy of time for modeling dynamical processes 816 on networks. For instance, in modeling a dynamical process in 817 which we start from a random initialization of the state of the 818 nodes it is necessary to generate a large number of such random 819 initial values. In the case of RGG we need to do so for each of 820 the random generation of the given graph. Suppose we want to 821 generate N random realizations of a given RGG and we need to 822 take the average of the process after M random initializations. 823 Then, we end up with NM simulations for the corresponding 824 RGG. The use of the quasirandom graph already saves the time 825 of generating N realizations of the graph, and we only need to 826 carry out M random initializations of the unique quasi-RGG. 827 Thus, instead of NM simulations we end up doing only M. 828 It is even possible that the number of random initializations 829 needed for the quasirandom graphs is significantly smaller than 830 those needed for the RGG due to the larger homogeneity of 831 the first compared to the second. In the analysis of very large 832 graphs, as it is typically the case for real-world networks, these 833 advantages of the quasirandom graphs should prove definitive 834 for their use in more realistic scenarios.
835
VII. CONCLUSIONS
836
We have developed a model of quasirandom geometric 837 networks using low-discrepancy sequences to generate points 838 randomly and uniformly distributed on a hypercube. As 839 usual in the random geometric network, the points are them 840 
856
The previously mentioned differences between the quasir- is a consequence of the fact that due to the less uniformity 862 of point distributions, the RGGs have largest maximum 863 degree than the quasirandom networks, which is translated 864 into wider distributions of the degrees. On the other hand, 865 the quasirandom networks have less concentrated spectrum 866 around the eigenvalue λ = −1 than the RGGs. The reason is 867 again the differences in the uniformity of point distributions 868 between the low-discrepancy sequences and the random 869 numbers generated in this case by Matlab. We must remark 870 that these differences are diminished when the edge density 871 of the networks increases. Based on this analysis we conclude 872 that in terms of the uniformity of the distribution of points in 873 the unit square, the quasirandom networks studied here look 874 more random than the random geometric networks generated 875 from Matlab random number generator.
876
We have also considered the use of higher-dimensional 877 quasirandom networks using low-discrepancy sequences. In 878 those cases where it is already known that these sequences 879 are highly correlated we recommend the use of S-L-S 880 techniques, i.e., scrambling-leaping-skipping, to minimize 881 the lack of uniformity in the distribution of points in the n 882 dimensional hypercubes. When S-L-S is used we show here by 883 computational experiments that the quasirandom networks 884 recover the appropriate uniformity as for the low-dimensional 885 cases.
886
Finally, we have studied computationally the behavior of a 887 diffusive process taking place on the nodes and edges of these 888 graphs. We have shown that there are significant differences 889 in the process taking place on quasi-RGG and on RGG. These 
896
In closing, the current work can serve in two directions. 897 First, as a way of generating quasirandom geometric networks 898 that can substitute the tedious generation of hundreds or 899 thousands of random realizations of RGGs during com-900 putational experiments in network theory. Second, it can 901 be used by practitioners of the study of low-discrepancy 902 sequences as a new way of investigating the properties of 903 such sequences. For instance, the study of the spectrum 904 of the quasirandom networks generated by these sequences 905 can be used as an indicator of their low-discrepancy via 906 the study of the spectral gap or other network spectral 907 parameters.
908
