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Abstract
We consider closed curves C  C∗ in the affine plane S  C2 that admit a good or very good asymptote.
By this we mean a curve L  C in S that in suitable coordinates for S is linear and tangent to C at infinity,
and meets C once or not at all at finite distance. We classify these curves up to automorphism of S. Relying
on the theory of open algebraic surfaces we first determine the possibilities for the singularities of C at
infinity and then proceed to give explicit equations.
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This paper is part of a project to describe all closed embeddings of U  C∗ into S  C2.
Using techniques from the theory of open algebraic surfaces developed in [KR2] we classify,
giving equations, the embeddings that admit what we call a good or very good asymptote, that is
a line tangent to U at infinity and meeting U once or not at all at finite distance. In a subsequent
paper [KR3] it will be shown that in a sense most U have this property and the few exceptions
will be listed.
* Corresponding author.
E-mail address: russell@math.mcgill.ca (P. Russell).
1 Supported by grants MTM2007-67908 CO2-01 and MTM2007-67908 CO2-02.
2 Supported by Polish Grant MNiSW.
3 Supported by NSERC, Canada.0021-8693/$ – see front matter © 2008 Elsevier Inc. All rights reserved.
doi:10.1016/j.jalgebra.2008.11.013
P. Cassou-Nogues et al. / Journal of Algebra 322 (2009) 2950–3002 2951The U with a very good asymptote were classified already in [Kal]. Most of those with a
good asymptote were found experimentally by the first author [C-N]. Our final complete list
agrees with that in [BZ], where possible parametrizations for U are found by different methods.
Their list (it covers all curves homeomorphic to C∗) depends on some quite plausible, but as yet
unproved, local estimates. We ask for the readers indulgence if we have to pull quite a few stops
of open surface theory to arrive at an unconditional classification.
In Section 1 we use certain quite natural birational transformations to transform U into what
we call a special one place curve V in X  C2. See 1.6 for the definition.
Sections 2 to 5 are devoted to the classification of these curves. We do this by listing all
possibilities for the characteristic pairs of their singularities. This classification task is simpler
than the original one since a parameter in the description of U is eliminated that tends to make U
very “negative” in the sense of making the square of a minimal resolution of the closure U¯ very
negative.
In Section 6 we construct equations for V from the characteristic pairs and then those for
U by reversing the above birational transformation. In Section 7 we describe the equivalence
classes up to automorphism of C2 of the embeddings defined by our equations. We summarize
our results in Section 8, listing the equations for special one place curves in Theorem 8.1 and the
equations for C∗-embeddings with a good or very good asymptote in Theorem 8.2.
1. Asymptotes and special one place curves
1.1. Definition. Let U be a closed algebraic curve in S = C2 isomorphic to C∗ and U¯ its closure
in P2. We put L∞ = P2 \ C2. We denote by λ and λ˜ the branches at infinity of U¯ . An asymptote
of U is a line L in P2, L = L∞, that is tangent to a branch at infinity of U¯ , say to λ. Let ξ denote
the total intersection of L and U in C2. We say that an asymptote L is good (resp. very good) if
ξ = 1 (resp. 0), i.e. if L meets U precisely once normally (resp. not at all) at finite distance.
1.2. We note that if L is an asymptote and if the branch λ˜ is also located at L ∩ L∞, then it is
tangent to L∞ since otherwise U¯ has a point with multiplicity equal to deg(U¯ ).
1.3. We find it convenient in studying U  C∗ with an asymptote L by first subjecting U to a
birational transformation ψ which we now describe.
Stage 1. We blow up P2 at L∩L∞. Let H be the exceptional curve. λ has separated from L∞
and will be k-times tangent to H , k  1.
Stage 2. We next blow up k-times along λ (until it separates from H ), creating exceptional
curves E1, . . . ,Ek .
L− −E1 − −E2 − −· · · − −Ek−1 − −Ek − −H − −L∞
is a chain with
L2∞ = 0, H 2 = −1 − k, L2 = E2k = −1 and E2j = −2 for j = k.
Here we distinguish two possibilities regarding the center of λ on Ek .
1.3.1. λ meets Ek−1, or L if k = 1. We call this a bad case.
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Stage 3. We successively contract L,E1, . . . ,Ek−1 to a point q0 ∈ Ek . Note that intersection
points of U with L will produce branches centered at q0 for the transform of U¯ . P2 has been
transformed into a Hirzebruch surface F −→ P1 with negative section H and f˜ = L∞, f = Ek
as fibers. Let V¯ be the transform of U¯ on F . We put
X = F \H ∪ f˜ .
Then X  C2, f ∩ X  C and V = V¯ ∩ X is a curve in X with one place at infinity. We denote
by
ψ : S −→ X
the birational map induced by the above procedure. Our strategy is to describe all possibilities
for V , giving explicit equations in suitable coordinates, and to reconstitute all possible U  C∗
by reversing ψ .
We note that V¯ ·Ek = ξ + λ ·Ek .
Stage 4. We have two possibilities.
1.3.3. Assume that V¯ · f˜ = λ˜ · f˜ = 1. Then V¯ is a 1-section in F . So V¯  P1 and V  C. More-
over ξ = 0, so L is a very good asymptote, and V · f = 1. We make elementary transformations
in the fiber f˜ of F (with centers on H · f˜ or V¯ · f˜ as needed) until
(i) λ˜ separates from H and
(ii) H 2 = −1.
1.3.4. Assume that V¯ · f˜ = λ˜ · f˜ > 1. We make elementary transformations in the fiber f˜ of F
until
(i) λ˜ separates from H and
(ii) λ˜ is tangent to (the new fiber) f˜ .
1.3.5. In either case we arrive at another Hirzebruch surface which we denote M ′. H is a section
and f, f˜ are fibers of M ′. We put
H 2 = −n.
Note that n may differ from k + 1 due to the elementary transformations performed. Also, f has
a distinguished point q0 /∈ H , the image of L.
We denote by E′0 the transform of U¯ in M ′. By construction, E′0 is disjoint from H .
X = F \H ∪ f˜ = M ′ \H ∪ f˜
has not been touched in this process. We put q˜0 = E′0 ∩ f˜ .
1.4. We assume now that U has a good or very good asymptote L and that we are in the situation
of 1.3.5. Then E′ is a rational curve in M ′ with the following properties:0
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(ii) E′0 meets f˜ in one point q˜0 with one irreducible branch λ˜. Either λ˜ · f˜ = 1 and H 2 = −1 or
λ˜ is tangent to f˜ .
(iii)
(iii vga) (very good asymptote case) E′0 meets f in one irreducible branch λ, either at a
point q = q0 (good case), or at q0 with λ tangent to f (bad case)
or
(iii ga) (good asymptote case) E′0 has two irreducible branches, λ0 and λ, on f , with λ0
simple and transversal to f at q0. The center q of λ is different from q0 (good case)
or it is q0 and λ is tangent to F (bad case).
(iv) E′0 \ f ∪ f˜ is smooth.
1.5. Lemma. We have n 1.
Proof. If λ˜ · f˜ = 1 this is 1.4(ii). So suppose that λ˜ · f˜  2 and H 2  0. Blow up over f ∩H until
H ′2 = 0 where H ′ is the proper transform of H . H ′ induces a P1-ruling with E′0 in a fiber and the
proper transform of f˜ is a 1-section of the ruling. Hence λ˜ is transversal to f˜ ; contradiction. 
1.6. Suppose conversely that a curve satisfying the conditions of 1.4 is given. We call such a
curve a special one place curve. We choose an integer k  1. In a good asymptote case we blow
up k-times following the branch λ0. In a very good asymptote case we instead blow up along
a virtual simple branch normal to f at q0. (This will involve a choice of parameters.) If from
the blown up surface we delete f,H, f˜ and all exceptional curves except the last one, L say, we
obtain a surface S  C2 and the intersection of the transform of E′0 with S is a curve U  C∗
with L as good or very good asymptote. For explicit equations see Section 6 below.
Before proceeding further we establish some notation and recall a number of results needed
later.
1.7. Let M be a complete, non-singular surface. Since this is the only case of interest in this
paper, we assume for simplicity that M is rational.
(i) We write KM for a canonical divisor on M . We write “∼ ” for linear equivalence of integral
divisors on M and “≡ ” for numerical equivalence of divisors, both over Z and over Q.
(ii) A (b)-curve on M is a curve L  P1 with L2 = b.
(iii) Let
T =
n∑
i=1
miTi
be a divisor on M with T1, . . . , Tn distinct, irreducible curves. (Usually mi ∈ Z and some
times mi ∈ Q, this will be clear from the context.)
(iii.1) We call the Tj with mj = 0 the components of T and denote by SuppT their union
and by #T their number. We say T is reduced if mi = 1 for each component Ti of T .
If T is reduced we call Q(T ) = (Ti · Tj )1i,jn the intersection matrix of T and put
d(T ) = det(−Q(T )).
(iii.2) We call T a normal crossing divisor (NC-divisor) if it is reduced, each component of
T is non-singular and at most two components meet at any point, and if so, transver-
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by an edge if and only if Ti · Tj = 0. A component of T is called branching in T (a
tip of T ) if it meets at least three (at most one) other component of T . We say T is
NC-minimal if each (−1)-component of T is branching. A maximal twig of T is a
maximal chain (connected divisor without branching component) in T that is either
a connected component of T or has one end that is a tip of T , with the other attached
to a unique component of T that is branching.
(iii.3) We say T is a tree of rational curves, or more briefly a rational tree, if it is an
NC-divisor with connected and simply connected support, i.e. if each component is
isomorphic to P1 and the dual graph is a tree. A rational chain is a rational tree
without branching component.
1.8. (i) Let T be a disjoint union of rational trees. We say that T is contractible if the intersection
matrix Q(T ) is negative definite.
(ii) A rational chain
T1 − −· · · − −Tn
is called admissible if T 2i  −2, i = 1, . . . , n. An NC-minimal rational chain is contractible if
and only if it is admissible. A non-contractible rational chain T can be modified (by a succession
of blow-ups over T and contractions of (−1)-components in T ) so that T1, say, is a (0)-curve.
T1 then induces a P1-ruling of M , i.e. is a fiber in a morphism M −→ P1 with general fiber P1.
(iii) We recall that the support of any fiber g in a P1-ruling of M is a tree of rational curves
that can be contracted to a (0)-curve. We denote by multg(C) the multiplicity of a component C
in the (scheme-theoretic) fiber. We note
(1) If C is a (−1)-component of g, then C meets one other component of g if multg(C) = 1 and
if C meets two other components then multg(C) 2.
(2) If C is the only (−1)-component of g, then multg(C) 2.
(3) If multg(C) = 1, then there is a contraction process that makes C into a (0)-curve.
1.8.1. Lemma. Let D be a divisor and T a disjoint union of rational trees such that T ∩
SuppD = ∅.
(a) If KM +D + T is effective, then KM +D is effective.
(b) If all components of T are (−2)-curves and m(KM + D + T ) is effective, m  1, then
m(KM +D) is effective.
Proof. (a) If C is a tip of T , then (KM + D + T ) · C  −1 and C is a fixed component of
KM +D + T . We delete it and proceed by induction on #T .
(b) We argue that T is in the fixed part of m(KM +D)+ (m− i)T , i = 0, . . . ,m− 1. 
1.9. We refer to [I] for the notion of the Kodaira dimension κ(D) of a divisor D on M . If T is an
NC-divisor on M , the logarithmic Kodaira dimension of M = M \ T is
κ(M) = κ(K + T ).M
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(i) If κ(M) = −∞, then T is a disjoint union of rational trees [Ru2, 2.1, 2.2].
(ii) If T has a non-contractible maximal twig consisting of rational curves, then κ(M) = −∞.
(This follows from 1.8(ii).)
1.10. We refer to [Fu1, §6] for the notion of the Zariski decomposition
D = D+ +D−
of an effective divisor D. We recall that SuppD− is contractible. If D = KM + T , where T is a
union of rational trees, then any maximal twig of T is contained in SuppD−.
The following is a key numerical result for our investigation.
1.11. Lemma. Let T be an NC-divisor on M with all components rational. Put M = M \ T .
Suppose that κ(M) 0 and that T has at least one maximal twig. Then
(KM + T )2 < 3χ(M),
where “χ” denotes topological Euler characteristic.
Proof. By the Miyaoka inequality [Mi, 1.1] (KM + T )2  3χ(M) + 14N2 where N =
(KM + T )− is the negative part in the Zariski decomposition of the divisor KM + T . Every
maximal twig of T is contained in SuppN , hence N = 0 and N2 < 0. 
We return now to the situation of 1.6. The resolution of E′0, more precisely the NC-resolution
of E′0 ∪ f ∪ f˜ , determines sequences of Hamburger–Noether pairs. For convenience of a reader
we briefly recall the notion. For more details we refer to [Ru1] and [KR1, Appendix].
1.12. Let M be a non-singular algebraic surface and let λ1 be an analytically irreducible branch
of a curve at q1 ∈ M . Let a local coordinate x1 at q1 be given and let Lx1 be the branch at q1 of
the curve defined by it. We put
c1 = (λ1 ·Lx1)q1 .
Here (T ·Z)p denotes the local intersection index of two curves T ,Z at a point p. We then pick
y1 so that {x1, y1} is a system of parameters at q1 and
p1 = (λ1 ·Ly1)q1
is the multiplicity of λ1 at q1. This forces c1  p1. If c1 = 1, we do nothing. Otherwise we
blow up successively over q1 until the proper transform λ2 of λ1 meets the inverse image of the
divisor Lx1 + Ly1 not in a node. The exceptional curves form a chain called the chain produced
by the pair
(
c1
p1
)
. Let C1 be the last exceptional curve. We then say that C1 is the exceptional
curve produced by the pair
(
c1
p1
)
. Now λ2 meets C1 in a point q2 and does not meet any other
component of the inverse image of Lx + Ly . We choose for x2 a local coordinate for C1 at1 1
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until the proper transform of λ1 meets the last exceptional curve transversally. This is the NC-
resolution of λ1 ∪Lx1 and
(
c1
p1
)
,
(
c2
p2
)
, . . . ,
(
ch
ph
)
,
are called the HN-pairs of λ1 ∪ Lx1 . We note that ci+1 = GCD(ci,pi), i = 1, . . . , h − 1, and
GCD(ch,ph) = 1.
If p1  c1, the HN-pairs depend on λ1 only. Otherwise they depend on x1 as well, even if λ1 is
singular. For instance, the sequences
{(
4
2
)
,
(
2
2
)
,
(
2
1
)}
,
{(
6
2
)
,
(
2
1
)}
,
{(
7
2
)}
all describe the same singularity.
1.12.1. (i) In a blow-up process as above, a blow-up is called subdivisional w.r.t. to an NC-divisor
T if its center is at the intersection of two components of T , and otherwise sprouting. In the
reverse direction, the contraction of a non-branching (−1)-component of T is called sprouting if
it is a tip of T and subdivisional otherwise.
(ii) We say a curve J is touched by a blow-up (blow-down) process if a point on J is blown
up (a curve is contracted to a point in J ).
(iii) If ϕ is the induced morphism and D is a reduced effective divisor in the target surface,
we denote by ϕ−1(D) the reduced effective divisor supported by the set-theoretic inverse image
of SuppD.
(iv) A blow-up process α = αk ◦· · ·◦α1 is called a connected sequence of blow-ups if, as above
in the resolution of an irreducible branch λ, the center of αi is on the exceptional curve produced
by αi−1, i = 2, . . . , k. The reverse process is called a connected sequence of blow-downs.
1.13. Let Π :M → M ′ be the resolution of E′0 ∪ f ∪ f˜ . Let T = Π−1(f + H + f˜ ). Let E0
be the proper transform of E′0 in M . Otherwise, if there is no danger of confusion, we will use
the same notation for a curve and its proper transforms at various stages of the blow-up process.
The P1-ruling of M ′ induces a ruling M → P1. Let F = Π−1(f ) and F˜ = Π−1(f˜ ). Hence
T = F +H + F˜ .
Let
(
c1
p1
)
, . . . ,
(
ch
ph
) (resp. ( c˜1
p˜1
)
, . . . ,
( c˜
h˜
p˜
h˜
)) be the sequence of HN-pairs of λ ∪ f (resp. λ˜ ∪ f˜ ).
The last curve produced in the blow up process determined by the sequence
(
c1
p1
)
, . . . ,
(
ci
pi
) (resp.(
c˜1
p˜1
)
, . . . ,
(
c˜i
p˜i
)) will be called the exceptional curve produced by the pair (ci
pi
) (resp. ( c˜i
p˜i
)) and
denoted by Ti (resp. T˜i ). We put T0 = f, T˜0 = f˜ .
Let Ri be the chain produced by the pair
(
ci
pi
)
. It is attached to Ti−1 and we write it as a chain
G′i − −Ti − −Gi,
with G′i meeting Ti−1. We note that G′i = ∅ if and only if pi |ci and that Gi = ∅ if and only if
pi = ci . We use analogous notation on the tilde-side.
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points. Hence E0 + T is an NC-divisor with rational components that is not a tree. We calculate
χ(M \ (T ∪E0) = ξ.
Suppose that c1 > 1 or ξ = 1. Then E0 + T has a maximal twig. By 1.9(i) and 1.11 we therefore
have
(KM + T +E0)2 < 3ξ.
We define ε0 by
(KM + T +E0)2 = 3ξ − 1 − ε0.
Then ε0  0. (KM + T + E0)2 is not changed by subdivisional blow-ups or contractions. From
this it is easy to deduce that ε0 is an invariant of M \ (T ∪E0), but we will not use this.
We have (KM +T +E0)2 = KM · (KM +T +E0)−4+2E0 ·T = KM · (KM +E0 +T )+2ξ .
Thus
KM · (KM +E0 + T ) = ξ − 1 − ε0.
1.13.2. We put γ = −E20 .
1.13.3. Lemma. If c1 > 1, then h + h˜ = n + ε0 + γ − ξ + 1. If c1 = 1 (resp. c˜1 = 1) the same
formula holds if we put h = 0 (resp. h˜ = 0).
Proof. We have KM ′ · (KM ′ + f + H + f˜ ) = 2 + n and KM · (KM + T ) = ξ − ε0 − γ + 1
by 1.13.1. The number of sprouting blow ups in Π (see 1.13) equals h+ h˜. Hence
h+ h˜ = KM ′ · (KM ′ + f +H + f˜ )−KM · (KM + T ) = n+ ε0 + γ − ξ + 1. 
1.13.4. We define l  0 to be the smallest integer so that pl+1 < cl+1.
1.14. Lemma. We keep the notation of 1.13. We then have the following:
(i) c˜1 > p˜1 unless c1 = 1, ξ = 0, c˜1 = 1; c1 >p1 in a bad case.
(ii) ci+1 = GCD(ci,pi), i = 1,2, . . . , h− 1, and c˜i+1 = GCD(c˜i , p˜i), i = 1,2, . . . , h˜− 1.
(iii) GCD(ch,ph) = GCD(c˜h˜, p˜h˜) = 1.
(iv) Let μ1,μ2, . . . (resp. μ˜1, μ˜2, . . .) be the sequence of multiplicities of all singular points of
E′0 infinitely near q = λ ∩ f (resp. q˜ = λ˜ ∩ f˜ ). (We always count a point as infinitely near
to itself.) Then
∑
i1
μ˜i = c˜1 + p˜1 + p˜2 + · · · + p˜h˜ − 1,
∑
μ˜2i = c˜1p˜1 + c˜2p˜2 + · · · + c˜h˜p˜h˜.i1
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∑
i1
μi = c1 + p1 + p2 + · · · + ph and
∑
i1
μ2i = c1p1 + c2p2 + · · · + chph + 2p1 + 1.
In all other cases
∑
i1
μi = c1 + p1 + p2 + · · · + ph − 1 and
∑
i1
μ2i = c1p1 + c2p2 + · · · + chph.
Proof. (i) follows from 1.4(iii). (ii)–(iv) are well-known properties of HN-pairs, see [Ru1],
[KR1, Appendix]. Notice that μ1 = p1 + 1 in a bad case with ξ = 1. 
1.15. Lemma. Let d = E0 · ft where ft is the general fiber of the ruling f :M → P1. Recall that
n = −H 2. Suppose that ξ = 1 and c1 > 1. Then:
(a) d = c1 + 1 = c˜1.
(b1) In a bad case
γ + nd =
h∑
i=1
pi +
h˜∑
i=1
p˜i .
(b2) In a good case
γ + 1 + nd =
h∑
i=1
pi +
h˜∑
i=1
p˜i .
(c1) In a bad case
γ + nd2 =
h∑
i=1
pici +
h˜∑
i=1
p˜i c˜i + 2p1 + 1.
(c2) In a good case
γ + nd2 =
h∑
i=1
pici +
h˜∑
i=1
p˜i c˜i .
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γ (d − 1) = −p1 − 1 +
h∑
i=2
pi(d − ci)+
h˜∑
i=2
p˜i(d − c˜i ).
(d2) In a good case
γ (d − 1)+ d = p1 +
h∑
i=2
pi(d − ci)+
h˜∑
i=2
p˜i(d − c˜i ).
Proof. (a) is obvious. We have E′0 = dH + ndf in PicM ′. Hence KM ′ · E′0 = −2d − nd and
E′20 = nd2. Also KM · E0 = −2 + γ and E20 = −γ . Since KM · E0 − KM ′ · E′0 =
∑
i1 μi +∑
i1 μ˜i and E′20 −E20 =
∑
i1 μ
2
i +
∑
i1 μ˜
2
i , we obtain (b) and (c) from 1.14(iv) and 1.15(a).
In order to get (d) multiply (b) by d and subtract (c). 
1.16. Lemma. Suppose we have a bad case and ξ = 1.
(i) If h 2 or h˜ 2, then
h∑
i=2
pi +
h˜∑
i=2
p˜i  2γ + 1.
(ii) If h 2 or h˜ 2, then γ  0.
(iii) If h 2 and
h∑
i=2
pi + 12
h˜∑
i=2
p˜i > 1 or c1 − p1 > c2, then
h∑
i=2
pi +
h˜∑
i=2
p˜i  2γ.
The conclusion holds in particular if h 2 and h˜ 2.
Proof. From 1.15(d1), since p1 + 1 c1 = d − 1, we get
(γ + 1)(d − 1)
∑
i2
(c1 − ci)pi +
∑
i2
(c˜1 − c˜i )p˜i +
∑
i2
pi.
It follows that γ −1. Suppose that γ = −1. Then h = 1 = h˜ since c1 > ci and c˜1 > c˜i for i > 1
by 1.14(i), (ii). So we have (ii). Since c1 − ci  c12 and c˜1 − c˜i  c˜12 for i  2, we get
(γ + 1)c1  c12
∑
i2
pi + c˜12
∑
i2
p˜i +
∑
i2
pi
= c1
2
(∑
pi +
∑
p˜i
)
+
∑
pi + 12
∑
p˜i .i2 i2 i2 i2
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2γ + 2 >
∑
i2
pi +
∑
i2
p˜i ,
that is (i). Suppose that h 2. By 1.14(ii), c1 − p1 − c2  0. Put p′2 = p2 − 1 and p′i = pi for
i > 2. Now 1.15(d1) gives
γ c1 =
∑
i2
(c1 − ci)p′i +
∑
i2
(c˜1 − c˜i )p˜i +
∑
i2
pi + c1 − p1 − c2 − 1
 c1
2
(∑
i2
p′i +
∑
i2
p˜i
)
+ 1
2
∑
i2
p˜i +
∑
i2
pi − 1.
Under the assumptions of (iii)
2γ >
∑
i2
p′i +
∑
i2
p˜i ,
which gives the result. 
In a good case it may happen that c1 = p1.
1.17. Lemma. Suppose that ξ = 1 and c1 > 1 in a good case.
(a) Suppose that c1 = p1. Let l be as in 1.13.4. Then
∑
il+2
pi +
∑
i2
p˜i  2γ and γ  0.
(b) Suppose that c1 >p1 and that h+ h˜ 3. Then
∑
i2
pi +
∑
i2
p˜i  2γ + 1 and γ  0.
Proof. (a) From 1.15(d2) we obtain, since cl+1 = c1,
γ (d − 1)+ d = lc1(d − c1)+ p1 +
∑
il+1
pi(d − ci)+
∑
i2
p˜i(d − c˜i )
 l(d − 1)+
∑
il+1
pi + c12
∑
il+2
pi + d2
∑
i2
p˜i ,
= l(d − 1)+ pl+1 + 12
∑
pi + d2
( ∑
pi +
∑
p˜i
)
.il+2 il+2 i2
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γ (d − 1) d
2
( ∑
il+2
pi +
∑
i2
p˜i
)
.
This gives γ  0 and
∑
il+2
pi +
∑
i2
p˜i  2γ.
(b) 1.15(d2) gives
(γ + 1)(d − 1)+ 1 p1 + d2
(∑
i2
pi +
∑
i2
p˜i
)
+ 1
2
∑
i2
pi.
Since ∑
i2
pi +
∑
i2
p˜i  1
we get γ  0 and
(γ + 1)d > d
2
(∑
i2
pi +
∑
i2
p˜i
)
,
which gives the statement. 
1.18. Lemma. Assume that ξ = 0 and c1 > 1. Then
(a1) γ + nd =
∑
i1
pi +
∑
i1
p˜i ,
(a2) γ + nd2 =
∑
i1
pici +
∑
i1
p˜i c˜i ,
(a3) γ (d − 1) =
∑
i2
pi(d − ci)+
∑
i2
p˜i(d − c˜i ).
(b) Suppose that c1 = p1. Let l be as in 1.13.4. Then∑
il+2
pi +
∑
i2
p˜i  2γ and γ  0.
(c) Suppose that c1 >p1. Then∑
i2
pi +
∑
i2
p˜i  2γ and γ  0.
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(a1) multiplied by d . (b) and (c) we prove as 1.17. 
1.18.1. Lemma. Suppose that c1 > 1. Then γ  0 unless we have a bad case where h = h˜ = 1,
p1 = c1 − 1, γ = −1, p˜1 = 1, n = 1, ε0 = 2 or a good case where ξ = 1, h = h˜ = 1, p1 = 1,
γ = −1, n = 1, d = p˜1 + 1, ε0 = 2.
Proof. By 1.17, 1.18, 1.16(ii), γ  0 if h + h˜  3. Suppose that γ < 0 in a bad case. Then
h = h˜ = 1 and 1.15(d1) gives γ c1 = −p1 − 1. Thus γ = −1 and p1 = c1 − 1. From 1.15(b1)
−1 + nd = p1 + p˜1 = d − 2 + p˜1. So d(n− 1)+ 1 = p˜1 which implies n = 1 and p˜1 = 1. In the
same way we get the second case. 
2. The basic inequality
In this section we prove the inequality 2.7 which provides bounds for γ and ε0 (defined in
1.13.1 and 1.13.2).
2.1. Throughout Section 2 we assume that
(i) ε0  1 and c1 > 1,
(ii) a bad case with ξ = 1,
or
(iii) a good case with ξ = 1, p1 = 1, h˜ 3.
2.2. We use the notation of 1.13. Let π :M → P be the NC-minimalization of the divisor T with
respect to E0. By this we mean that we successively contract curves in T so that Z + E0 is a
NC-divisor, where
Z = π(T ),
and any (−1)-curve in Z is branching in T + E0. Let us note for later use that this definition
remains meaningful if we replace E0 by a collection of disjoint smooth branches of curves.
Let T ′1 = T1 in a bad case and let T ′1 be the component of T which meets E0 and H in the
case 2.1(iii). Since p1 < c1 and p˜1 < c˜1, T ′1 and T˜1 are the first components (seen from H ) in
F and F˜ that are branching in T + E0. The part of T between T ′1 and T˜1 is a chain which we
call the H -chain of T . The contractions of π take place inside this chain. The process is not
necessarily unique, but becomes unique if we agree that in case of a choice (the image of) H
is to be contracted first, and then a component of (the image of) F before a component of (the
image of) F˜ .
2.2.1. By 1.13.1, since π does not involve sprouting contractions with respect to T +E0,
KP¯ · (KP¯ +E0 +Z) = ξ − 1 − ε0 = −ε0.
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definition π ′ is a minimal sequence of successive contractions in Z such that Z′ has the following
properties:
(a) Z′ is an NC-divisor.
(b) Every (−1)-component Z′i of Z′ is a branching component of Z′ or Z′i ·E0  2.
Minimal here means that a curve J with J · E0  2 is not contracted. It follows that E0 is
smooth. To obtain uniqueness, we agree to make necessary contractions in π(Rh) and π(R˜h˜)
first and then adopt the same convention as in 2.2. The contractions in π(F˜ ) then all take place
in π(R˜
h˜
) (see 1.13). A sprouting contraction occurs precisely when p˜
h˜
= 1. The situation is
similar for π(F) except that in a bad case with h = 1 no sprouting contraction occurs due to the
presence of the branch λ0.
The next is obvious.
2.3.1. Lemma. KP¯ ′ · (KP¯ ′ +E0) = KP¯ · (KP¯ +E0).
2.4. Proposition. Suppose that (E0 + 2KP¯ ′) · (KP¯ ′ +Z′) 0 and that P ′ is not isomorphic to a
Hirzebruch surface or P2. Then there exists a smooth rational curve A in P ′ such that A2 = −1
and A ·E0  1.
Proof. Suppose that such a curve does not exists. This will be in force until 2.5.
2.4.1. Lemma. There is no curve B in P ′ such that (E0 + 2KP¯ ′) ·B < 0.
Proof. Suppose B exists. Suppose first that |B + KP¯ ′ + Z′| = ∅. Let m be the greatest integer
such that |B +m(KP¯ ′ +Z′)| = ∅ (see [Fu2] for the existence of m). Write B +m(KP¯ ′ +Z′) =∑
Bi . Then |Bi +KP¯ ′ +Z′| = ∅ for every i. Since (E0 + 2KP¯ ′) · (KP¯ ′ +Z′) 0,
∑
Bi · (E0 +
2KP¯ ′) B · (E0 + 2KP¯ ′) < 0. Hence there exists Bi such that Bi · (E0 + 2KP¯ ′) < 0. Thus we
may assume that |B + KP¯ ′ + Z′| = ∅. It follows from the Riemann–Roch theorem that B is a
smooth rational curve and that B ·Z′  1, see [Ru2, 2.1, 2.2] for example. In particular B = E0.
Hence KP¯ ′ · B < 0, i.e. B2  −1. Suppose that B2  0. Let
∑
Bj be a singular member of
|B| such that B2j < 0 for every j (this exists since P ′ is not a relatively minimal surface, see
[KR1, 4.1]). There exists Bj such that Bj · (E0 + 2KP¯ ′) < 0. It follows that Bj · KP¯ ′ < 0 and
hence B2j = −1. We may assume therefore that B2 = −1. But then B · E0 < 2 and we have a
contradiction. 
We will use the following easily verifiable fact:
2.4.2. Let C be a (−1)-curve on a smooth complete surface M . Let A,E be reduced curves on
M such that C is not a component of A + E. Let A′,E′ be their images under the contraction
M → M ′ of C and let r be a non-negative integer. Then
A′ · (E′ + rKM ′) = A · (E + rKM)+A ·C(E ·C − r).
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(a) KP¯ ·Zi  0 for every Zi ⊂ Z,Zi = C, C˜.
(b) C2 = C˜2 = −1. Both C, C˜ are contracted by π ′.
Proof. (a) Suppose that KP¯ · Zi < 0. Then Z2i  −1. Clearly Zi is not contracted by π ′ (if
Z2i = −1, then it is a branching component of Z and at the moment it is touched during the con-
traction process π ′ it becomes a 0-curve). Let Z′i = π ′(Zi). Then, by 2.4.2, Z′i · (E0 + 2KP¯ ′)
Zi · (E0 + 2KP¯ ) < 0 and we reach a contradiction with 2.4.1.
(b) We have C2  −1. If C2 = −1, then C is contracted by π ′ since C · E0 = 1. Otherwise
C2  0,C · (E0 + 2KP¯ ′) < 0 and we reach a contradiction as in (a). The argument for C˜ is the
same. 
The next result follows from 2.4.2 (for r = 1).
2.4.4. Remark. For every Zi ⊂ Z, Zi · (E0 +KP¯ ) = Z′i · (E0 +KP¯ ′), where Z′i = π ′(Zi).
We need the following result on the Kodaira dimension on the complement of a single smooth
rational curve from [KM].
2.4.5. Proposition. Let E be a smooth rational curve on a smooth complete rational surface M .
Suppose that each (−1)-curve on M meets E at least twice. Then
(a) if κ(KM +E) 0, then E2 −4 (Corollary 2.5 in [KM]),
(b) κ(KM +E) = 0 or 1 if and only if h0(2KM +E) = 1 (Corollary 3.2 in [KM]).
2.4.6. Assume that κ(KP¯ ′ +E0) = −∞.
Suppose that KP¯ ′ · (KP¯ ′ + E0)  0. Let L be a (−1)-curve in P ′. Since L · E0  2,|L + KP¯ ′ + E0| = ∅ [Ru2]. We argue as in the proof of 2.4.1. There exists m  1 such that|L+m(KP¯ ′ +E0)| = ∅ and |L+ (m+ 1)(KP¯ ′ +E0)| = ∅. If R = L+m(KP¯ ′ +E0) =
∑
Ai ,
Ai irreducible, then |Ai + KP¯ ′ + E0| = ∅ and hence Ai  P1 and Ai · E0  1. We may as-
sume that A2i < 0 for every i. Since R · KP¯ ′ < 0, there exists Aj such that Aj · KP¯ ′ < 0. Hence
A2j = −1 and we get a contradiction.
Suppose that KP¯ ′ · (KP¯ ′ + E0)  1. Then −KP¯ ′ − E0  0 by the Riemann–Roch theorem
and, in fact, −KP¯ ′ − E0 > 0 since E0 · (−KP¯ ′ − E0) = 2. Let again L be a (−1)-curve in P ′.
Write L = L + KP¯ ′ + E0 + (−KP¯ ′ − E0). Since h0(L) = 1 and again L + KP¯ ′ + E0  0,
L+KP¯ ′ +E0 = 0. Since P ′ \Z′ is affine, there exists a component Z′i = π ′(Zi) of Z′ such that
Z′i = L and Z′i ·L> 0. Then Z′i · (KP¯ ′ +E0) = Z′i · (−L) < 0. It follows that Z′i ·KP¯ ′ < 0. We
obtain Z′i · (E0 + 2KP¯ ′) = Z′i · (E0 +KP¯ ′)+Z′i ·KP¯ ′ < 0. This contradicts Lemma 2.4.1.
2.4.7. Assume that κ(KP¯ ′ +E0) 0. Since every exceptional curve meets E0 at least twice, the
pair (P ′,E0) is almost minimal, [M, 3.11]. Hence
KP¯ ′ +E0 = (KP¯ ′ +E0)+ +
2
′E0γ
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γ ′  4. Since ((KP¯ ′ +E0)+)2  0,
−2 +KP¯ ′ · (KP¯ ′ +E0) = (KP¯ ′ +E0)2 =
(
(KP¯ ′ +E0)+
)2 − 4
γ ′
−1.
2.4.7.1. Assume that ((KP¯ ′ +E0)+)2 > 0. Then KP¯ ′ · (KP¯ ′ +E0) 2 by 2.4.7. From 2.3.1 and
2.2.1 we get KP¯ ·Z −2 − ε0. Since KP¯ ·Z = −2 +KP¯ · (Z −C − C˜) by 2.4.3(b) we obtain
KP¯ · (Z −C − C˜)−ε0.
In view of 2.4.3(a) this implies that ε0 = 0 and KP¯ · (Z − C − C˜) = 0, i.e. every component
Zi = C, C˜ of Z is a (−2)-curve. Since ξ = 1, E0 · Z = 3. Let Z0 be the component of Z such
that Z0 · E0 = 1 and Z0 = C, C˜. So (KP¯ + E0) · Zi = 0 for every Zi ⊂ Z, Zi = C, C˜,Z0. The
components of Z generate PicP and we may therefore write
E0 ∼ x0Z0 +
∑
xiZi + xC + x˜C˜.
Suppose that x0 = 0. Then −2 = E0 · (KP¯ + E0) = (KP¯ + E0) ·
∑
xiZi = 0; contradiction. It
follows that E0 and the components Z′i , i = 0, generate PicP ′ ⊗ Q. By 2.4.4,
Z′i · (KP¯ ′ +E0) = Zi · (KP¯ +E0) = 0 = Z′i · (KP¯ ′ +E0)+ +Z′i ·
4
γ ′
E′0.
Thus Z′i · (KP¯ ′ +E0)+ = 0. Also E0 · (KP¯ ′ +E0)+ = 0 by the properties of the Zariski decom-
position. It follows that (KP¯ ′ +E0)+ ≡ 0; contradiction.
2.4.7.2. We may assume therefore that ((KP¯ ′ + E0)+)2 = 0. Then κ(KP¯ ′ + E0) < 2 and
h0(2KP¯ ′ + E′0) = 1 by 2.4.5. This implies KP¯ ′ · (KP¯ ′ + E′0) < 2 (by the Riemann–Roch theo-
rem). Now 2.4.7 gives KP¯ ′ · (KP¯ ′ +E′0) = 1 and γ ′ = 4, K ′2P¯ ′ = −1. Thus (E0 +2KP¯ ′) ·KP¯ ′ = 0
and (E0 + 2KP¯ ′) ·Z′  0 by the assumption in 2.4. It follows that (E0 + 2KP¯ ′) ·Z′i = 0 for ev-
ery Z′i ⊂ Z′ since otherwise we have a contradiction with 2.4.1. We have KP¯ ′ · (KP¯ ′ +E0) = 1.
By 2.3.1 and 2.2.1, KP¯ ·Z + ε0 = −1. Hence KP¯ ·Z −1.
Suppose Z0 is a (−1)-component of Z other than C, C˜. Then (E0 + 2KP¯ ) · Z0 < 0. Z0 is
not contracted by π ′ since it becomes a ( 0)-curve as soon as it is touched in the contraction
process. Hence (E0 + 2KP¯ ′) · Z′0 < 0 by 2.4.2 and we have a contradiction to 2.4.1. It now
follows from KP¯ · Z  −1 that there exists at most one (< −2)-component of Z, Z0 say, and
that Z2i = −2 for every component Zi = Z0,C, C˜. (Actually Z20 = −3 if Z0 exists.)
Let Z1,1, Z1,2 be the components of Z adjacent to C. If Z21,1 = −2 = Z1,2, put J = Z1,1 +
2C + Z1,2. Then J · E0  3 and J induces a P1-ruling of P . A general fiber J0 of the ruling
satisfies J0 · E0  3 and hence (E0 + 2KP¯ ) · J0  −1. J0 is not contracted by π ′ :P → P ′
so, in view of 2.4.2, we reach a contradiction with 2.4.1. We may assume therefore that, say,
Z1,1 = Z0, i.e. Z0 exists and is adjacent to C. By symmetry, it is also adjacent to C˜, i.e. C and C˜
are connected by Z0 in Z. Since C2 = C˜2 = −1 by 2.4.3, the map π :M → P does not contract
a component of T adjacent to Th or T˜h˜. Therefore the shortest chain connecting C and C˜ in Z
has at least two components and we have reached a contradiction. 
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of the P1-ruling of M given in 1.13. In particular J  P1 and J 2 = 0.
Proof. If J meets one of F, F˜ , then it meets both and J · T  2. Hence J is a component of a
fiber. Since F, F˜ are the only reducible fibres, J is a fiber. 
2.5.1. Corollary. There is no curve J ′ in P ′ such that J ′ is not a component of Z′, J ′  P1,
J ′ ·Z′ = 1 and J ′2 < 0.
Proof. Consider J , the proper transform of J ′ in M and apply 2.5. 
2.5.2. Let t denote the number of sprouting contractions in π ′. Then t  2 (see 2.3, 1.12.1). We
compute
(E0 + 2KP¯ ′) · (KP¯ ′ +Z′) = (E0 + 2KP¯ ) · (KP¯ +Z)+ t
= E0 ·KP¯ +E0 ·Z + 2KP¯ · (KP¯ +Z)+ t
= E0 ·KP¯ + 3 + 2(−ε0 −E0 ·KP¯ )+ t (see 2.2.1)
= 3 − 2ε0 −E0 ·KP¯ + t
= 5 − 2ε0 − γ + t.
The following is well known.
2.5.3. Lemma. Let P be a Hirzebruch surface with fiber Φ and non-positive section Δ,−Δ2 =
ν  0. Suppose J ∈ |aΔ + bΦ|, a  0, is irreducible and has arithmetic genus 0. If ν = 0, then
a = 1 or b = 1. If ν  1, then a = 1 and b = 0 or b ν, or ν = 1 and a = b = 2.
2.5.3.1. Lemma. Let H1 − −H2 − −H3 be a rational chain in P with H 21 < 0. Then ν > 0,
H1 = Δ,H2 ∈ |Φ| and H3 ∈ |Δ+ νΦ|.
2.5.4. Lemma. Suppose that (E0 + 2KP¯ ′) · (KP¯ ′ + Z′)  0. Then P ′ is not isomorphic to a
Hirzebruch surface or P2.
Proof. This is clear in the case 2.1(iii) since then P ′ contains at least two negative curves, namely
the tip of the chain R˜1 and T˜h˜−1. Assume that we have the case 2.1(ii). Suppose P ′ is isomorphic
to a Hirzebruch surface or P2. Since P ′ \ Z′  C∗ × C1, Z′ has three components, at most one
negative, if P ′ is a Hirzebruch surface, and has two components, none of them negative, if P ′
is P2. Put π ′′ = π ′ ◦ π . We make the following observations.
(a) F and F˜ are not completely contracted by π ′′.
In fact, Th is not contracted by π . If it is touched by π , C2  0 and C is not contracted by π ′.
Otherwise there are two components of π(F) adjacent to C and C is contracted. If one of these
components is further contracted, the other acquires intersection at least 2 with E0 and is not
contracted. The argument for F˜ is the same.
(b) Suppose h˜ > 1. Then T˜1 is branching in F˜ . In view of (a), it remains branching in Z and
is not contracted by π ′. Hence G˜1 (see 1.13) is not touched by π ′′ and has one component only
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we have E0 · T˜1 = c2  2. Since E0 · G˜1 = 0, 2.5.3 and 2.5.3.1 imply that G˜21 = −1.
Hence h˜ = 1. We argue in a similar way that h = 1.
Combining 1.13.3, 2.5.2 and our assumption we find
2n+ γ + t + 5 2(h+ h˜) = 4.
This is not possible since t  0 and, by 1.5 and 1.18.1, n > 0 and γ −1. 
The following now is our basic numerical result for embeddings of C∗ with a good or very
good asymptote.
2.6. Proposition. We have (E0 + 2KP¯ ′) · (KP¯ ′ +Z′) > 0.
Proof. Suppose the opposite. By 2.5.4, P ′ is not isomorphic to a Hirzebruch surface or P2. Let
A ⊂ P ′ be as in 2.4. If A is not contained in Z′, then A · Z′  2 by 2.5.1. If A ⊂ Z′, then
A is a branching component since Z′ is 2-reduced w.r.t. E0. Again A · Z′  2. It follows that
|A+KP¯ ′ +Z′| = ∅. We argue as in the proof of 2.4.1.
Let m be the greatest integer such that |A+m(KP¯ ′ +Z′)| = ∅. Write
A+m(KP¯ ′ +Z′) ∼
∑
Ai.
For any i, since |Ai + KP¯ ′ + Z′| = ∅ by the choice of m, Ai is a smooth rational curve and
Ai · Z′  1. We may assume that A2i < 0. Since 0 > (E0 + 2KP¯ ′) · (A + m(KP¯ ′ + Z′)) there
exists Ai0 such that Ai0 · (E0 + 2KP¯ ′) < 0. So Ai0 ·E0  1. Clearly Ai0 = E0 since E0 ·Z′  2.
Hence Ai0 · KP¯ ′ < 0. It follows that A2i0 = −1. Therefore Ai0 is not a component of Z′ by the
definition of 2-reduction. We now have a contradiction with 2.5.1. 
2.7. Corollary. Under the assumptions of 2.1 we have 5 + t > 2ε0 + γ .
Proof. This follows from 2.6 and 2.5.2. 
3. The case 0 1
Throughout this section we assume ξ = 1. We prove that ε0  2 under the assumptions spec-
ified in 3.2. We return to the notation of 1.13.
3.1. Lemma. Assume that we have a bad case and h + h˜  3. Then h˜ = 1 implies ph = 1 and
h = 1 implies p˜
h˜
= 1.
Proof. Suppose h˜ = 1. From 1.15(d1) we obtain
γ c1 = −p1 − 1 +
h∑
(d − ci)pi = −p1 − 1 +
h∑
(c1 − ci)pi +
h−1∑
pi + ph.
i=2 i=2 i=2
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ph < ch, ph = 1.
Suppose h = 1. From 1.15(d1) we get γ d − γ = −p1 − 1 +∑i2 p˜i(d − c˜i ). From 1.15(b1)
we get γ + nd = p1 +∑i1 p˜i .
Adding these two equalities we obtain
γ d + nd = −1 +
∑
i2
p˜i(d − c˜i )+
h˜−1∑
i=1
p˜i + p˜h˜.
Thus c˜
h˜
|p˜
h˜
− 1 and therefore p˜
h˜
= 1. 
3.2. We assume
(i) ε0  1,
(ii) h+ h˜ 3,
(iii) a bad case with ξ = 1
or
(iv) a good case with ξ = 1, n = 1, h = 1, p1 = 1, h˜ 3, c˜1 = p˜1 + c˜2.
3.2.1. We consider M and the divisor T , see 1.13. The divisor W = E0 + T − Th − T˜h has three
connected components W0,W1,W2 which we label so that
W0 ⊃ H, W1 ⊃ Gh, W2 ⊃ G˜h˜.
Then W2 = G˜h˜. If h = 1 in (iii) then W1 = G1 +E0. Otherwise E0 ⊂ W0. Let
ν :M → X
be the NC-minimalization of W = W0 +W1 +W2. Let
V = ν(W), Vi = ν(Wi), i = 1,2,3.
We have KM · (KM +W) = −ε0 + 2 by 1.13.1.
These assumptions and notations will be in force until 3.10.
3.2.2. Lemma. Assume that n = 1. Then T1 or T˜1 is a branching component in W0.
Proof. This is clear if we have 3.2(iv). So assume 3.2(iii) and assume the contrary. Then we have
one of the following:
(i) h = 1, h˜ = 2 and p˜2 = 1,
(ii) h = 2, p2 = 1, h˜ = 1,
(iii) h = 2 = h˜, p2 = p˜2 = 1.
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that γ = 0. By 1.13.3, 3 = h+ h˜ = 1 + ε0  2; contradiction.
Assume (ii). From 1.15(d1) we obtain (γ − 1)(d − 1) = −p1 − c2. Again γ = 0 and we reach
contradiction in the same way.
Assume (iii). From 1.15(d1) we obtain (γ − 2)(d − 1) = −p1 − c2 − c˜2 + 1. This implies
γ  1. From 1.13.3, ε0 + γ = 3. This gives ε0  2; contradiction. 
3.2.3. Lemma. Suppose that γ  2. Then:
(i) If ε0 = 0 or if γ  1, then ph > 1 and p˜h˜ > 1.
(ii) If ε0 = 1 and ph = 1, p˜h˜ = 1, then γ = 2 and h = 1.
Proof. Let T i = Wi ∩ T .
(i) Suppose that ph = 1 or p˜h˜ = 1. Then T 1 or T 2 consists of (−2)-curves, i.e. we have
{1,2} = {i0, i1} such that KM · T i0 = 0. We have
KM ·
(
KM + T 0 + T 1 + T 2
)= KM · (KM +W0 +W1 +W2 −E0)
= −ε0 + 2 −KM ·E0  2
by 1.13.1 and the assumptions of (i). Hence
KM ·
(
KM + T 0 + T i1
)
 2.
From the Riemann–Roch theorem we get
h0
(−KM − T 0 − T i1)+ h0(2KM + T 0 + T i1)> 0.
Since κ(KM + T 0 + T i1) κ(KM + T ) = −∞, h0(2KM + T

0 + T i1) = 0 and hence
−KM − T 0 − T i1  0.
The Riemann–Roch theorem also gives
h0(−KM − T −E0)+ h0(2KM + T +E0) > 0.
If −KM − T −E0  0, then −KM − T −E0 = 0 since κ(KM + T +E0) 0. But Th · (KM +
T +E0) = 1, for instance. So
2KM + T +E0  0.
We have
2KM + T +E0 = 2KM +W0 +W1 +W2 + Th + T˜h˜
= 2K + T  + T  + T  +E0 + Th + T˜ ˜ .M 0 1 2 h
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KM + T i0 + Th + T˜h˜ +E0 = −KM − T

0 − T i1 + 2KM + T

0 + T 1 + T 2 +E0 + Th + T˜h˜  0.
If h 2, or if Wi0 = W2, or if we have the case 3.2(iv), then T i0 + Th + T˜h˜ + E0 is a chain and
we obtain KM  0, see 1.8.1(a); contradiction. If h = 1 in the case 3.2(iii), then p˜h˜ = 1 by 3.1,
so we may assume Wi0 = W2.
(ii) Now KM · T 1 = KM · T 2 = 0 and, in view of (i), γ = 2. We have
KM ·
(
KM + T 0
)= KM · (KM + T 0 + T 1 + T 2 )= −ε0 + 2 −KM ·E0 = 1.
Again using the Riemann–Roch theorem we argue as in (i) first that KM + T 0  0, and then that
2KM + T +E0  0. Hence
KM + T 1 + T 2 + Th + T˜h˜ +E0 = 2KM + T +E0 +
(−KM − T 0 ) 0.
If h 2, then T 1 + T 2 + Th + T˜h˜ +E0 is a chain and we get KM  0; contradiction. 
3.2.4. Corollary. We have γ  2.
Proof. Suppose that γ  1. Suppose we have a bad case. If h  2 and h˜  2 then ph = 1 or
p˜
h˜
= 1 by 1.16(iii). We obtain the same by 3.1 if h = 1 or h˜ = 1. In the case 3.2(iv), p1 = 1. In
all cases we reach contradiction with 3.2.3(i). 
3.2.5. Let α :M0 → M be an arbitrary sequence of blow-ups over W0. The proper transform
in M0 of a curve L will again be denoted by L. Let Z = α−1(W0) and let Z1, . . . ,Zs be the
(−1)-curves produced by α. We consider the following parts of α:
α1, the blow-ups over E0 ∪G1,
α2, the blow-ups over W0 ∩ F \E0 ∪G1 and
α˜, the blow-ups over W0 ∩ F˜ .
Let β :M0 → M1 be a connected sequence of contractions (see 1.12.1(iv)) inside Z − (Z1 +
· · · + Zs), starting with the contraction of (the proper transform of) H and such that β(Z) is an
NC-divisor.
Let A (resp. A˜) be the component of Z which meets Th (resp. T˜h˜).
3.2.6. Lemma. Let things be as in 3.2.5.
(i) Suppose we have 3.2(iii).
(i.1) If α2 = id, then β(A) is not a (−1)-curve.
(i.2) If α˜ = id, then β(A˜) is not a (−1)-curve.
(ii) Suppose we have 3.2(iv). Then β(T0) is not a (−1)-curve.
Proof. Assume (i.1) and that β(A) is a (−1)-curve. Then A is the component of W0 that meets
Th and A2 −2 in W0. It is, by assumption, not contracted by β . Hence β = id, n = 1 and H is
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in Z and all contractions in β take place inside the inverse image of the chain in T connecting
T˜1 and T1. Since h 2, A is not touched by β and β(A) is a (−2)-curve.
Suppose that T1 is not branching in W0, so h = 1 or h=2 and p2 = 1. In view of 3.2.2, T˜1 is
branching in W0, and hence in Z. Since A is not contracted by β , the contractions of β take place
inside the inverse image of the chain connecting T˜1 and A in W0. So β is no affected if we undo
the blow-ups of α1 and those of α˜ not over G˜′1 ∪ T˜1. Let V = β(A)+Th. Then β(A)2 = T 2h = −1
and the divisor V defines a P1-ruling of M1. Let r be the contraction of the chains R˜h˜, . . . R˜2.
They take place inside a fiber of the ruling, and r(E0) becomes a 1-section of the ruling. In
particular r(E0) is smooth. It follows that h˜ = 2 and p˜2 = 1. But then T˜1 is not branching in W0.
So suppose that T˜1 is not branching in W0. Then T1 is branching. Since A is touched by β ,
α−1(F˜ ∩W0) must be contracted. Therefore α−1(F˜ ∩W0) does not contain any Zi , i = 1, . . . , s.
It follows that α˜ = id. A˜ is eventually contracted by β , and this before T˜
h˜
is touched or T1 is
contracted. So we have β = β ′′ ◦ β ′ with β ′(A˜)2 = T˜ 2
h˜
= −1. Consider V˜ = β ′(A˜)+ β ′(T˜
h˜
). We
may again undo α1. E0 is then a 1-section of the ruling induced by V˜ . We contract the chains
Rh, . . . ,R2 and come to contradiction as above.
The argument in case (i.2) is similar.
Now suppose that we have 3.4(iv) and β(T0)2 = −1. Then T˜1 is branching in W0. T0 and T˜1
are connected by the chain
H: H − −T˜0 − −G˜′1,
where G˜′1 (see 1.13) consists of c˜1c˜2 −2 (−2)-curves, T˜ 20 = −2 and H 2 = −n. We have T 20 = −c1
and E0 is a tip of W0 meeting T0. After the blow-ups of α we have T 20  −c1 and the number
u of contractions in β which touch T0 is at most c˜1c˜2 , the length of H

. Hence −1 = −c1 + u
−c1 + c˜1c˜2 . From this we obtain c˜2(d − 2) d , which implies d  4. So d = 4 and c˜2 = 2. From
1.15(d1) we obtain 3γ + 1 = (h˜− 2)4. By 1.13.3, h˜ = ε0 + γ . Hence γ = 9 if ε0 = 0 or γ = 13
if ε0 = 1. In both cases we reach contradiction since γ  6 by 2.7. 
3.2.7. Lemma. Let the situation be as in 3.2.5. Then Z does not contain a component B such
that
(i) β(B)2 = 0,
(ii) β(B) meets β(Z1), . . . , β(Zs).
Proof. Suppose that B exists. Since Z consists of negative curves, β = id, n = 1, H is not
touched by α and B is touched by β .
Suppose first that we have 3.2(iii). We claim that β(B) and β(E0) do not meet.
Suppose T˜1 is branching in W0 and hence in Z. Suppose T1 is not branching. If h = 1, E0 is
not in W0 and the claim is clear. So suppose h = 2,p2 = 1. If α2 = id, let Z′ = T1 + Z′′, where
Z′′ is the chain in Z connecting T1 and H in Z. Then there is a component Z of Z′ that is either
branching in Z or is one of the Zi . Z is not contracted by β . If α2 = id put Z = A. Then Z is
not contracted by β in view of 3.2.6(i.2). If T1 is branching, put Z = T1. In all these cases the
contractions of β take place in the part Z of Z between T˜1 and Z, B is a component of Z, and
B and E0 are in different connected components of Z −Z. This establishes the claim.
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disjoint from β(B). We have also that T˜
h˜
· β(B) = 0 since T˜
h˜
is disjoint from Z. It follows
that E0 + T˜h˜ + W2 is contained in a fiber of the P1-ruling of M1 induced by β(B). Since T˜1
is branching and not contracted, A˜ · β(B) = 0 or A˜ · β(B) = 1 (then B = T˜1). In the first case
A˜ is in the fiber and the (−1)-curve T˜
h˜
meets three other components of the fiber. This is not
possible. In the second case the multiplicity of T˜
h˜
in the fiber equals 1 and we have contradiction
with 1.8(1).
We apply a similar argument when T1 is a branching component of W0.
Suppose we have 3.2(iv). We put Z = T0 and argue as above, using 3.2.6(ii). 
3.3. Let Y be a non-singular surface, D an NC-divisor on Y and g : Y → P1 a P1-ruling. Put
Y = Y \D. We recall a few facts about g from [Fu1, §4].
An irreducible component C of a fiber g′ of g is called a D-component of g′ if C ⊂ D,
otherwise a Y -component. We write the number of Y -components of g′ as σ(g′) and put
Σg =
∑
σ(g′)>0
(
σ(g′)− 1)
(of course σ(g′) = 1 for general g′).
Let υg denote the number of fibers g′ entirely contained in D, i.e with σ(g′) = 0. Let hg
denote the number of horizontal components of g, i.e. of components with g(A) = P1.
3.3.1. Lemma. (See [Fu1, §4].) The quantity
B(Y ) = hg −Σg + υg − 2
can be expressed in terms of the Betti numbers of Y and hence depends on Y only, i.e. it does not
depend on the completion Y and the ruling g.
3.4. Lemma. Put
M = M \W = X \ V.
We then have the following:
(a) χ(M) = −1 and B(M) = 0.
(b) W (and V ) is not a contractible divisor.
(c) There does not exist a morphism g :M → P1 with general fiber an irreducible complete
curve.
(d) κ(M) 0.
(e) Wi (and Vi ) is a contractible chain for i = 1,2. W0 (and V0) is not contractible.
(f) W0 (and V0) is not a chain.
Proof. (a) We use the ruling f :M → P1 to compute B(M) = 0 (there are 2 horizontal compo-
nents, E0 and H , υ = 0 and Σ = 0).
P. Cassou-Nogues et al. / Journal of Algebra 322 (2009) 2950–3002 2973(b) Suppose W is contractible, i.e. the intersection matrix of W is negative definite. Then the
components of W are independent in PicM . Since their number equals the rank of PicM we
reach contradiction with the Hodge Index Theorem.
(c) Suppose g exists. It extends to a morphism M → P1, which we also denote g, with
W1,W2,W3 contained in fibers. Let Γ (0),Γ (∞) be effective divisors without common compo-
nent and supported on fibers of g. If Γ (0) − Γ (∞) is the divisor of a rational function ζ on M ,
then ζ has no zero or pole on a general fiber of g, so is constant on fibers and hence the pull-
back of a rational function on P1. Hence both SuppΓ (0),SuppΓ (∞) are unions of full fibers.
We obtain the following: If Γi ⊂ gi , i = 1 · · · s, is a reduced effective divisor, gi a fiber of g,
and if Γi is a full fiber for at most one i, then the components of
⋃
Γi are linearly independent
in PicM . Now W1, W2 are contractible and hence not complete fibers. From this and the fact
that fibers are connected we conclude that if g0 is a fiber of g and g0 ⊃ W1 or g0 ⊃ W2, then
g0 ∩ W  g0. By the above argument the components of W are linearly independent in PicM .
Since the components are in fibers, the intersection matrix is negative semi-definite and we reach
a contradiction as in (b).
(d) Suppose that κ(M) = −∞. Since W is not contractible M is either C1-ruled or it contains
an open subset U which has a structure of Platonic fibration [MT]. The set M \ U is a disjoint
union of curves isomorphic to C1 or to C∗ or to P1. Thus χ(M) χ(U). It is well known that
χ(U) = 0. Since χ(M) < 0 this case cannot occur. Therefore M is C1-ruled. This means that
there exists a connected sequence of blow-ups (which we assume to be minimal) α :M0 → M
over a point in W such that there is a P1-ruling g :M0 → P1 which induces a ruling of M with
general fiber C1 since P1 is ruled out as a possibility by (c).
Put Z = α−1(W). Then by the above, g has a unique horizontal component Z1 ⊂ Z and Z1 is
a section of g.
We have B(M) = 1−Σg +υg −2 = 0. Hence υg  1 and there exists a fiber g0 ⊂ Z. We may
contract g0 to a (0)-curve B in such a way that Z1 is not contracted and meets B transversally. It
is clear that g0 ⊂ α−1(W0) and we reach contradiction with 3.2.7.
(e) In view of (d) this follows from 1.9(ii) since Wi , i = 1,2, is a chain, so a maximal twig
of W . By (b) W0 is not contractible and in particular not a chain. So we have (f). 
3.4.1. Lemma. Suppose that γ  2. If ε0 = 1, then ph > 1 or p˜h˜ > 1.
Proof. Suppose not. Then γ = 2 and h = 1 by 3.2.3(ii). It follows that W1 is a chain of (−2)-
curves containing E0 and we find κ(KM + W) = κ(KM + W0 + W2) κ(KM + T ) = −∞ by
1.8.1(ii), in contradiction to 3.4(d). 
3.4.2. Lemma. ν does not involve sprouting contractions.
Proof. Since γ  2 by 3.2.4, ν is a connected sequence of contractions starting with the con-
traction of H . Now we apply 3.2.6 for α = id. 
3.5. Lemma. We keep the assumptions of 3.2. Suppose that there exists a (−1)-curve L ⊂ X
such that L  V , L · Vi  1, i = 0,1,2, and L meets at most two connected components of V .
Then ε0 = 1 and L ·V = 2. Also (KX +V +L)2 = −4 and the NC-minimalization of the divisor
V +L does not involve a sprouting contraction.
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L)2 = −7 − ε0 + 2L · V . By 1.11
(KX + V +L)2 < 3χ(M \L) = 3
(−1 − (2 −L · V )). (∗)
We obtain 2 < ε0 +L ·V  ε0 + 2. Hence ε0 = 1,L ·V = 2. If the NC-minimalization of V +L
involves a sprouting contraction then the left-hand side of (∗) increases and the right-hand side
stays the same. We find ε0  2 in contradiction with 3.2(i). 
3.5.1. Remark. The analogue of Lemma 3.5 is true if we replace X by M and V by W .
3.6. Proposition. Under the assumptions of 3.2, M = M \W is not C∗-ruled.
Proof. Suppose the opposite. Then there exists a pencil τ  of rational curves in M with at most
two base points such that τ ′ ∩ M  C∗ for a general member τ ′ of τ . Let α :M0 → M be the
resolution of the base points. Let τ :M0 → P1 be the induced P1-ruling. If A is a reduced divisor
in M we use by A also to denote the strict transform and put A′ = α−1(A).
(a) We have hτ = 1 and τ has one 2-section in W ′, J say, or hτ = 2 and τ has two sections in
W ′, J1 and J2 say. An M-component C of a fiber τ ′ meets J1 or J2 at most once, and the same is
true for J if multτ ′(C) > 1. Any other component of W ′ is in a fiber of τ , and since τ ′ is a tree,
C meets any connected component of W ′ − J , or W ′ − (J1 + J2), at most once.
(b) If υτ  1, let τ0 be a fiber contained in W ′. Since all components of W ′ are negative
curves, τ0 contains a (−1)-curve which must be H in view of 3.2.4. Thus υτ = 1 and H is
not touched by α. It follows that τ0 ⊂ W ′0, that the horizontal components of τ are contained in
W ′0 and that W1,W2 are not touched by α. τ0 can be contracted to a (0)-curve by a connected
sequence of contractions β . If hτ = 2 we may assume that β satisfies the conditions of 3.2.5.
(They could be violated if we contract a (−1)-curve meeting both J1 and J2. But in such a case
there exists another (−1)-curve in the fiber not meeting J1 or J2 that can be contracted first.) By
3.2.7, hτ = 1 if υτ  1.
(c) We have χ(M0 \W ′) = χ(M) =∑χ(τ ′ ∩M), the sum extended over the singular fibers
of τ . Since χ(M) = −1 there exist a fiber τ1 such that χ(τ1 ∩ M) < 0. We note that for an
M-component C of a fiber, χ(C ∩M) = 2 − card(C ∩W ′).
Suppose that hτ = 1. We have, by 3.3.1 and 3.4(a), Στ = υτ −1 0. Thus υτ = 1 and Στ = 0.
If τ1 is as in (c), τ1 has a unique M-component C1 which is also the only (−1)-curve in τ1 by (b).
Hence multτ1(C1) > 1 and C1 is not branching in τ1. Since χ(C1) ∩ M < 0, C1 meets at least
three components of W ′. In view of 1.8(iii.1), it meets J and, by (a), two connected components
of W ′ − J precisely once. None of these is in W0 since otherwise τ1 · J > 2. (J meets τ0, so
J ⊂ W0.) Hence C1 meets W ′1 and W ′2. From this we conclude that W ′1,W ′2 have one component
each and that τ1 = W ′1 + 2C1 + W ′2 (scheme theoretically) with W ′21 = W ′22 = −2. If h  2 or
if we have 3.2(iv) then, in view of (b), W ′1 = Gh,W ′2 = G˜h˜ and hence 2 = ch = c˜h˜. So both
c1, c˜1 are even in contradiction to 1.15(a). If h = 1 in the case 3.2(iii), then W ′1 has at least two
components, in contradiction to the above.
Suppose that hτ = 2. Then υτ = 0 by (b). Hence Στ = 0, and with τ1 as in (c), C1 again is
the unique M-component of τ1 and meets at least three components of W ′. If multτ1(C1) > 1,
in particular if C1 is the only (−1)-component of τ1, then C1 does not meet J1 or J2 and C1 is
branching. It follows that multτ1(C1) = 1, H 2 = −1 and H ⊂ τ1. There is a connected sequence
of contractions β :M0 → M1, beginning with H and in τ1 ∩ W ′ , such that β(τ1) = β(C1) is a0
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β(C1). It follows that β contracts W0 to a point (on β(C1)). This is not possible, by 3.4(e) for
instance. 
3.7. We have two possibilities:
(a) There is no curve L as in 3.5. We then put Y = X, Q = V and Q(0) = V0.
(b) A curve L as in 3.5 exists. Let then α :X → Y be the NC-minimalization of the divisor
V +L and put Q = α(V ). By 3.5, Q has two connected components, Q(0) and Q(1) say, where
Q(0) ⊃ α(V0).
3.8. Lemma.
(a) α does not involve a sprouting contraction.
(b) In case 3.7(a), (KY + Q)2 = −4 − ε0. In case 3.7(b), (KY + Q)2 = −4. In both cases
χ(Y \Q) = −1.
(c) The pair (Y ,Q) is almost minimal. If κ(Y \Q) = 2, then the pair (Y ,Q) is strongly minimal,
see [GM], [M, 4.9].
(d) κ(Y \Q) = 0.
(e) Q(0) is not contractible.
Proof. (a) and (b) follow from 3.5. Note that χ(L \ V ) = 0 if we have 3.7(b).
(c) Suppose that (Y ,Q) is not almost minimal or it is not strongly minimal. Then there exists
a smooth rational curve L1  Q such that
• L1 meets each connected component of Q at most once.
• L1 meets at most two connected components of Q.
• L21 = −1 or L21 = −2.
We have, by (b),
(KY +Q+L1)2 = (KY +Q)2 + 2KY ·L1 + 2Q ·L1 +L21
= (KY +Q)2 − 2 +KY ·L1 + 2Q ·L1.
By 1.11,
(KY +Q+L1)2 < 3
(−1 − (2 −L1 ·Q)).
From this
(KY +Q)2 + 7 +KY ·L1 <L1 ·Q.
If α = id, then (KY +Q)2 = −4 by (b) and we get 2 <L1 ·Q; contradiction. Hence α = id and
L2 = −2 by 3.7. Again we get L1 ·Q> 2.1
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contradicts the Kobayashi–Sakai inequality [Ko], [M, 6.6.2]. In its simplest form, sufficient here,
it asserts that
0 < (KY +Q)+2  3χ(Y \Q).
If κ(Y \ Q) = 1, then Y \ Q and therefore M \ W is C∗-ruled or has a fibration by elliptic
curves [Ka]. This is ruled out by 3.6 and 3.4(c).
(e) This follows from 3.4(e). 
3.9. We keep the assumptions of 3.2. Fujita [Fu1, 8.7, 8.8] classifies boundary divisors of minimal
surfaces of Kodaira dimension 0. By 3.8(a) and 3.4(f), Q(0) is not a chain. It follows that Q(0) is
one of the following:
(1) A rational tree with precisely two branching components B1,B2, each meeting two tips of
Q(0) which are (−2)-curves.
(2) A rational tree with one branching component B and four tips S1, . . . , S4 which are (−2)-
curves.
(3) A rational fork, i.e. a rational tree with one branching component B and 3 admissible max-
imal twigs S1, S2, S3. Moreover,
∑3
i=1 1d(Si ) = 1 and (d(S1), d(S2), d(S3)) is up to permutation
one of (3,3,3), (2,4,4), (2,3,6).
3.9.1. Lemma.
(a) Q(0) is not of the type 3.9(1) or 3.9(2).
(b) We have case 3.7(a), so Y = X, Q = V .
Proof. (a) Suppose Q(0) is of type 3.9(1). It is readily proved, cf. [K1, 6.2] for instance, that Q(0)
is contractible if B21  −2 and B22  −2. In view of 3.8(e) we may assume that B21  −1. Let
S1, S2 be the (−2)-tips of Q(0) meeting B1. Blow up along B1 over the point B1 ∩ (Q(0) − (B1 +
S1 + S2)) until the proper transform B ′1 of B1 is a (−1)-curve. Then the divisor S1 + 2B ′1 + S2
induces a C∗-ruling of Y −Q in contradiction to 3.6.
Suppose that Q(0) is of the type 3.9(2). Since W does not contain a component with branch-
ing number 4, α cannot be the identity, i.e. we have case 3.7(b). Notice that then #Q =
1 + rank(PicY). The intersection matrix of the divisor Q − B is negative definite, in particu-
lar the irreducible components of Q − B are independent in PicY and we reach a contradiction
with the Hodge Index Theorem.
(b) Since Q(0) is of the type 3.9(3) by (a), the intersection matrix of Q−B is negative definite.
If α is not be the identity, we argue as in (a). 
3.10. Proposition. Assume that we have 3.2.(ii) and 3.2(iii) or (iv). Then ε0  2.
Proof. Suppose that ε0  1. We keep the notation of 3.2–3.9. By 3.9.1 and 3.8(a), V0 is a fork.
Hence T1 or T˜1 is not a branching component of W0.
3.10.1. Lemma.
(i) If R is a maximal twig of V0 and # R > 1, then R consists of (−2)-curves.
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and p˜3 = 1. Also h = 1, or h = 2 and p2 = 1.
(iii) If T˜1 is not a branching component of W0, then h˜ = 1, or h˜ = 2 and p˜2 = 1. Also h = 2 and
p2 > 1, or h = 3, c2 = p2 and p3 = 1.
Proof. (i) This is clear since d(R) is one of 2,3,4,6.
(ii) T˜1 is the unique branching component of W0. Suppose that h˜  4. Then the branch at
T˜1 containing T˜2 has at least two irreducible components. Since T˜h˜−1 is a (−3)-curve we get
contradiction with (i). If h˜ = 3, then the same argument gives p˜3 = 1. The rest of the statement
is clear.
(iii) We argue as in (ii). 
Suppose that T1 is not a branching component. We write V0 = B + S1 + S2 + S3 where
B = ν(T˜1), S1 is the twig which contains ν(H), S2 is the twig which meets T˜h˜.
By (ii) above, h = 2 and p2 = 1 or h = 1.
Suppose h = 2. Since T1 is not contracted by ν by 3.2.6, S1 has at least 3 irreducible com-
ponents (one of them is E0) and (i) above implies that γ = 2 and also p1|c1, so p1 = c2. Also
d(S1) 4. From 3.2.3 we obtain that ε0 = 1, and p˜h˜ > 1. From 3.10.1(ii), h˜ = 2. Hence n = 1
by 1.13.3. S1 has at least two components besides G1, namely T1 and E0. Thus d(S1) c1c2 + 2.
Since d(S1) = 4 or 6, we get c1c2 = 2 or 3 or 4.
Suppose that c1 = 2c2. From 1.15(d1) we obtain
2c1 = p˜2(d − c˜2).
Since GCD(c1, c˜1) = 1 by 1.15(a), c˜2 = 2. But then p˜2 = 1; contradiction.
Suppose that c1 = 3c2. From 1.15(d1) we obtain
5c1 = 3p˜2(d − c˜2).
Thus c˜2|5, so c˜2 = 5. Hence
3p˜2(d − 5) = 5d − 5 = 5(d − 5)+ 20.
It follows that (d −5)|20. Also 3|d −1. We get d = 10, p˜2 = 3 or d = 25, p˜2 = 2. We now know
T explicitly and find that S1 is not a (−2)-chain.
Suppose that c1 = 4c2. From 1.15(d1) we obtain
7c1 = p˜2(d − c˜2).
Hence c˜2 = 7. We find d = 21, c1 = 20, c2 = 5 and again S1 is not a (−2)-chain; contradiction.
Suppose h = 1. Then p˜
h˜
= 1 by 3.1. By 3.10.1(ii), h˜ = 3 and c˜2 = p˜2. Adding up 1.15(b1)
and 1.15(d1) we obtain
(γ + n)d = p˜1 + c˜2(d − c˜2)+ d. (∗)
By 1.13.3, 4 = n+ ε0 + γ and thus 2 γ  3. If γ = 2, then ε0 = 1 by 3.2.3(ii) and therefore
n = 1. The same holds if γ = 3. Since d(S2) = 1 + c˜2, c˜2 is one of 2, 3 or 5.
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So c1 = 9 and 1.15(b1) gives p1 = 2. Now we know T explicitly and it turns out that S1 does not
consist of (−2)-curves.
Suppose that c˜2 = 3. We obtain 9 = p˜1 + (3 − γ )d . If γ = 2, then d = 6 and p˜1 = 3, c1 = 5.
From 1.15(b1) we obtain p1 = 1, but this contradicts 3.2.3. If γ = 3, we get p˜1 = 9. By 1.15(b1),
d = p1 + 10, so c1 = p1 + 9. Since d(S2) = 4 we have d(S3) = c˜1c˜2 = 2 or 4. Since d > 10 we
get d = 12, so c1 = 11 and p1 = 2. Now we find d(S1) = 3; this is impossible in view of 3.9(3)
(since d(S3) = 4).
Suppose c˜2 = 2. From (∗) we get 4 = p˜1 + (2 − γ )d . Since d > p˜1, we have γ = 2 and
p˜1 = 4. Since d(S3) = c˜1c˜2 we have only three possibilities:
(1) d(S3) = 2, d = 4, d(S1) = 6, c1 = 3;
(2) d(S3) = 3, d = 6, d(S1) = 3, c1 = 5;
(3) d(S3) = 6, d = 12, d(S1) = 2, c1 = 11.
From 1.15(b1) we obtain c1 = p1 + 4. Hence (1) cannot occur. In case (2), p1 = 1, in contradic-
tion with 3.2.3. In case (3), p1 = 7 and we may find T explicitly. It turns out that ν contracts the
H -chain to a point, a contradiction in view of 3.2.6.
Now we assume that T˜1 is not a branching component of W0. Then T1 is the unique branching
component of W0. Write V0 = B + S1 + S2 + S3, where B = ν(T1), S3 is the twig which meets
(or contains) T˜1 and S2 is the twig which meets Th.
Since E0 ⊂ S1, S1 has at least two components, hence it consists of (−2)-curves by 3.10.1(i).
Thus γ = 2 and p1|c1, so p1 = c2. By 3.10.1(iii), h˜ = 2 and p˜2 = 1 or h˜ = 1.
Suppose h˜ = 1. By 3.1, ph = 1. Hence h = 3 by 3.10.1(iii). Since p3 = 1, ε0 = 1 by 3.2.3.
From 1.13.3, n = 1. From 1.15(d1) we obtain c1 + c2 = c2(c1 − c2) and from this c1 = 6 and
c2 = 2 or c2 = 3. In the first case, d(S1) = 4, d(S2) = 3. In the second case, d(S1) = 3, but
d(S2) = 4. We get a contradiction with 3.9(3).
Suppose now that h˜ = 2. Since p˜2 = 1, W2 consists of (−2)-curves. By 3.2.3 ε0 = 1 and also
ph > 1. Hence h = 2 by 3.10.1(iii). From 1.13.3 we get n = 1. Since T˜1 is not contracted by ν,
S2 has at least 2 components and so consists of (−2)-curves. It follows that p˜1|c˜1, i.e. c˜2 = p˜1.
From 1.15(b1) we obtain therefore
2 + d = c2 + p2 + c˜2 + 1 and c˜2 = d − c2 − p2 + 1.
Plugging this into 1.15(d1) we obtain 2c1 +2 = 2p2 +p2(c1 −c2). Hence c2|2(p2 −1). We have
d(S2) = p2, hence p2 ∈ {2,3,4,6}. If p2 is even, then c2 is odd. Then c2|p2 − 1, which implies
p2 = 1; contradiction. Therefore p2 = 3, so c2 = 4. We obtain 2c1 + 2 = 6 + 3(c1 − 4), which
gives c1 = 8. From 1.15(b1), p˜1 = 3. We find S3 is not a (−2)-chain; contradiction. 
4. The bad good asymptote case
In this section we provide the final classification of E′0 in the bad case with ξ = 1. By 1.14(i),
c1 > 1. The key to the classification is 3.10.
4.1. Lemma. If h+ h˜ 3, then ε0 = 2, n = 1 and 0 γ  2.
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2γ + 1
∑
i2
pi +
∑
i2
p˜i  2(h− 2)+ 1 + 2(h˜− 2)+ 1 = 2n+ 2γ + 2ε0 − 6.
Thus 7 2n+2ε0, which implies ε0 = 2 and n = 1 in view of 3.10 and 1.13.3. The last statement
follows from 1.16(ii) and 2.7. 
In 4.2–4.4 we assume h+ h˜ 3.
4.2. Assume γ = 2. By 1.13.3, h + h˜ = 5. From 2.7 we get t = 2. This implies ph =
p˜
h˜
= 1 and, since we are in a bad case, h  2 (if h = 1, then t  1, see 2.3). By 1.16(iii),∑
i2 pi +
∑
i2 p˜i  4 unless h = 4.
4.2.1. Assume h = 2. Then p˜2 + p˜3  4 − p2 = 3. Thus p˜2 = 2 = c˜3. We get 2c˜2 + d = p1 + 1
from 1.15(d1)and d = p1 + p˜1 + 2 from 1.15(b1). It follows that p1 + 2p˜1 + 3 = c2 + 2c˜2;
contradiction since p1  c2 and p˜1  c˜2.
4.2.2. Assume h = 3. Then p2  2, so p2 = c3 = 2. Arguing as above we get p1 + 2p˜1 + 3 =
2c2 + c˜2. It follows that p1 = c2, otherwise we reach contradiction as above. Hence
2p˜1 + 3 = c2 + c˜2. (∗)
This implies c˜2|c2 − 3. Since c2 is even (it is divisible by c3) and c˜2 > 1, we have c˜2 < c2.
Now 1.15(b1) gives c1 = c2 + p˜1 + 1. So p˜1 = c1 − c2 − 1. Substituting this into (∗) we obtain
c˜2 = 2c1 − 3c2 + 1. It follows that c2|c˜2 and therefore c2  c˜2; contradiction.
4.2.3. Assume that h = 4. Then p2 + p3 + 1  5 by 1.16(i). Thus p2 = p3 = 2 = c4 = c3,
p˜1 = p4 = 1 since t = 2. From 1.15(d1) we get 3c1 = p1 + 2c2 + 2. Since p1  c1 − c2 we have
2c1  c2 + 2, which gives 3c2  2; contradiction.
4.3. Assume γ = 1. Then h+ h˜ = 4.
4.3.1. Assume h = 1. By 1.16(i), p˜2 + p˜3  3. Thus p˜2 = 2 = c˜3, p˜3 = 1. 1.15(d1) gives 2+p1 =
2d − 2c˜2. Since p1  c1 − 1 = d − 2 and d  2c˜2, this implies p1 = c1 − 1 and d = 2c˜2. But
now 1.15(b1) gives d = p1 + p˜1 + 2 and therefore 2 = p˜1 + 2; contradiction.
4.3.2. Assume h = 2. We obtain p2 = p˜2 = 1 by 1.15(iii). 1.15(d1) gives p1 + c2 + c˜2 = d =
c1 +1. This implies c2|c˜2 −1 and c2 < c˜2. From 1.15(b1), d = p1 + p˜1 +1. Hence p1 +c2 + c˜2 =
p1 + p˜1 + 1, i.e. c2 + c˜2 = p˜1 + 1, which implies c˜2|c2 − 1 and so c˜2 < c2; contradiction.
4.3.3. Assume h = 3. Then p2 + p3  3 by 1.16(i). Hence p2 = 2,p3 = 1. Also p1 = c1 − c2
by 1.16(iii). From 1.15(d1) we obtain 2c1 = p1 + 2c2 and therefore c1 = c2; contradiction.
4.4. Assume γ = 0. Then h+ h˜ = 3.
2980 P. Cassou-Nogues et al. / Journal of Algebra 322 (2009) 2950–30024.4.1. Assume h = 1. By 1.16(i), p˜2 = 1. From 1.15(d1) we get d = p1 + c˜2 + 1. By 1.15(b1),
d = p1 + p˜1 + 1. Hence p1 + c˜2 + 1 = p1 + p˜1 + 1, which gives c˜2 = p˜1. Put c˜2 = p. Let
d = (s + 1)p. Then c1 = (s + 1)p − 1 and p1 = d − p˜1 − 1 = sp − 1. We get the numerical
solution
(
c1
p1
)
=
(
(s + 1)p − 1
sp − 1
)
;
(
c˜1
p˜1
)
=
(
(s + 1)p
p
)
;
(
c˜2
p˜2
)
=
(
p
1
)
; s,p  1, sp  2, n = 1.
4.4.2. Assume h = 2. We have p2 = 1 by 1.16(i). Also p1 = c1 − c2 by 1.16(iii). From 1.15(b1)
we get c1 = p1 + p˜1. It follows that p˜1 = c2. Put c2 = p and let p1 = sp. Then c1 = sp + p,
d = sp + p + 1. We get another numerical solution
(
c1
p1
)
=
(
sp + p
sp
)
;
(
c2
p2
)
=
(
p
1
)
;
(
c˜1
p˜1
)
=
(
sp + p + 1
p
)
; s,p  1, n = 1.
4.5. Assume that h = h˜ = 1. From 1.15(d1) we get −γ (d − 1) = p1 + 1. This implies γ < 0.
Thus we are in the bad case described in 1.18.1. Put c1 = s. We get the numerical solution(
c1
p1
)
=
(
s
s − 1
)
;
(
c˜1
p˜1
)
=
(
s + 1
1
)
; s  2; n = 1, γ = −1, ε0 = 2.
5. The good case and the bad very good asymptote case
In this section we consider the bad case with ξ = 0 and the good case.
Let X = M ′ \ (H ∪ f˜ ), see 1.3.5. Then X  C2 and E′0 ∩X is a contractible curve in X with
one place at H ∪ f˜ .
5.1. Definition. Let E be an irreducible curve in a smooth projective surface X and let D be
a reduced effective divisor in X. We say that D is negative minimal with respect to E if the
following holds:
• D is an NC-divisor and E meets D transversally.
• Every component of D is a ( −2)-curve except possibly for components branching in
D +E.
5.2. Lemma. Let Ei be an irreducible curve in a smooth projective irreducible surface Xi ,
i = 1,2. Let Xi be non-empty open in Xi with Ei ∩X1 = ∅. Let f :X1 → X2 be an isomorphism
such that f (E1 ∩X1) = E2 ∩X2. Suppose that D1 = X1 \X1 is negative minimal w.r.t. E1. We
have the following:
(a) If D2 is an NC-divisor and E2 meets D2 transversally then #D1  #D2.
(b) If D2 = X2 \X2 is negative minimal w.r.t. E2 then f extends to an isomorphism X1 → X2.
Proof. There exists a sequence of blow-ups α :Y → X1 over D1 such that f ◦ α = β is a mor-
phism. We take α minimal.
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a component D(0)1 ⊂ D1. D(0)1 is a branching component of E1 + D1 since otherwise L2 −2.
But now E2 + D2 = β(E1 + D1) contains 3 components meeting at one point; contradiction.
Hence β does not contract a curve, so β is an isomorphism. In particular #D1  #α−1(D1) =
#β(α−1(D1)) = #D2.
(b) If α is not the identity, then the divisor α−1(E1 +D1) contains a (−1)-component which
is not branching and therefore α−1(D1) is not negative minimal w.r.t. E1. But then D2 is not
negative minimal w.r.t. E2 since β maps α−1(E1 +D1) isomorphically onto E2 +D2. 
5.3. Lemma. Let X be a smooth compactification of X = C2. Let E ⊂ X be an irreducible curve
which meets D = X \X transversally at one point. Assume that D is NC-minimal w.r.t. δ, where
δ is the branch of E at D. If E is singular then D is negative minimal w.r.t. E.
Proof. Let D0 be a component of D that is non-branching in D + δ. Then D20 = −1. Suppose
that D20  0. After blowing up over a point of D0 \E we may assume D20 = 0. So E is contained
in a fiber of the ruling induced by D0 (if E ∩ D0 = ∅) or E is a 1-section of the ruling (if
E ∩D0 = 1). In both cases E is smooth; contradiction. Thus D20 −2. 
5.3.1. We recall that a resolution of a singular branch γ is a sequence of blow ups such that the
proper transform of γ and all exceptional curves form an NC-divisor.
5.4. Proposition. Let X be a smooth compactification of X = C2. Let E ⊂ X be an irreducible
curve such that E∩X is a topologically contractible singular curve that does not meet T = X\X
normally. Let p :Y → X be the minimal resolution of E + T . Let E0 be the proper transform
of E in Y . Then E20 = 0.
Proof. Let λ˜ denote the branch of E at T . By the Lin–Zaidenberg theorem [ZL], [M, 3.5] there
exists an isomorphism ϕ :X → C2 = X′ = SpecC[ζ, η] ⊂ X′ = P2 which maps E ∩ X onto the
curve C: ζp − ηq = 0, where 1 < p < q and GCD(p, q) = 1. Let E′ be the closure of C in X′.
Then E′ has one branch δ′ at T ′ = X′ \ X′ and E has one branch δ at T . Let D = p−1(T ).
Let p1 :Y 1 → X be the minimal NC-resolution of T + δ˜ and let D1 = p−11 (T ). Let E1, δ˜1 be
the proper transforms of E, δ˜ in Y 1. Let r :Y 1 → Z1 be an NC-minimalization of D1 w.r.t. δ˜1.
We claim that r does not touch E1. Indeed, let A be the component of D1 which meets E1.
All blow-ups in the resolution are along δ˜. Since p1 is non-trivial and minimal, we find that
A2 = −1 and that A is a branching in D1 + δ˜1. In the contraction process A remains branching
or becomes a ( 0)-curve and so is not contracted by r . Hence E1 is not touched by r . We
define r ′,p′1, Y ′1,Z′1, δ′1 analogously. Again E′1 is not touched by r ′. By 5.3 and 5.2, ϕ extends
to an isomorphism Φ :Z1 → Z′1. Hence E21 = E′21 . We also have E22 = E′22 , where E2,E′2 are
obtained by minimally resolving the singularity of E1,E′1 in X,X′. It is readily calculated that
E′22 = 0. 
5.5. Lemma. If the branch λ of E′0 is singular, then γ = 0.
Proof. In case λ singular the minimal resolution of λ+ f coincides with the minimal resolution
of λ. Hence the minimal resolution of E′0 + f +H + f˜ coincides with the minimal resolution of
E′0 +H + f˜ . Now the statement follows from 5.4. 
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5.6.1. Suppose that c1 >p1. If h = h˜ = 1 then 1.15(d2) gives d = p1; contradiction. So h+ h˜ 3
and 1.17(b) gives ∑i2 pi +∑i2 p˜i  1. Hence h + h˜ = 3 and p2 = 1 or p˜2 = 1. By 1.13.3,
3 = n + ε0. Suppose that n = 2. Then ε0 = 1 and KM · (KM + T ) = 1 by 1.13.1. From the
Riemann–Roch theorem we obtain −KM − T  0. Again by the Riemann–Roch theorem,
2KM + T +E0  0. It follows that KM +E0  0, so KM  0; contradiction. Thus n = 1.
5.6.1.1. Suppose that h = 2. The formulas 1.15(d2) and 1.15(b2) take the form p1 = c2 and
d = p1 + p˜1. Denote c2 = p and let c1 = sp. Then p˜1 = d − p1 = sp − p + 1. We get the
numerical solution(
c1
p1
)
=
(
sp
p
)
,
(
c2
p2
)
=
(
p
1
)
;
(
c˜1
p˜1
)
=
(
sp + 1
sp − p + 1
)
; s,p  1; n = 1.
5.6.1.2. Suppose that h˜ = 2. The formulas 1.15(d2) and 1.15(b2) take the form p1 = c˜2 and
d = p1 + p˜1. Let c˜2 = p, d = sp. We get the numerical solution(
c1
p1
)
=
(
sp − 1
p
)
;
(
c˜1
p˜1
)
=
(
sp
sp − p
)
,
(
c˜2
p˜2
)
=
(
p
1
)
; p  1, s  2; n = 1.
(We have s  2 since we assume c1 >p1).
5.6.2. Suppose that c1 = p1 > 1. Let l be as in 1.13.4. From 1.15(d2) we get
d = lc1 + pl+1 +
∑
il+2
pi(d − ci)+
∑
i2
p˜i(d − c˜i ).
It follows that
1 = (l − 1)c1 + pl+1 +
∑
il+2
pi(d − ci)+
∑
i2
p˜i(d − c˜i ).
Hence l = 1,pl+1 = 1, h = 2, h˜ = 1. From 1.15(b2) we get nd = c1 + p˜1. It follows that n = 1
and p˜1 = 1. So we have the case 5.6.1.1 with s = 1.
5.6.3. Suppose that c1 = p1 = 1. Then d = c˜1 = 2. Thus p˜1 = 1 and h˜ = 1. By 1.13.3, 1 = h˜ =
n+ ε0. Hence n = 1 by 1.5. Contraction of H in M ′ leads to P2 and E′0 becomes a smooth conic.
It follows that E20 = 2 and γ = −2. This case is handled in 5.9.2.
5.7. Assume that γ = 0 and ξ = 0.
5.7.1. Suppose that c1 >p1. Then h = h˜ = 1 by 1.18(c). Hence n = 1, ε0 = 1 by 1.13.3. λ, λ˜ have
characteristic pairs
(
c1
p1
)
,
(
c˜1
p˜1
)
. We have c˜1 = c1, and it follows from 1.18(a1) that p˜1 = c1 − p1.
So we obtain the numerical solution(
c1
p1
)
;
(
c1
c1 − p1
)
; c1 >p1; n = 1,
with GCD(c1,p1) = 1.
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and h˜ = 1. The formulas 1.18(a1), (a2) give nd = (h − 1)d + ph + p˜1. From 1.13.3 we get
n = h + 1 − ε0. Thus d(2 − ε0) = ph + p˜1. Since ph < d and p˜1 < d we obtain ε0 = 1 and
d = ph + p˜1. So n = h. We get the numerical solution
(
c1
p1
)
= · · · =
(
ch−1
ph−1
)
=
(
c1
c1
)
,
(
ch
ph
)
=
(
c1
ph
)
;
(
c˜1
p˜1
)
=
(
c1
c1 − ph
)
; c1 >ph; n = h,
with GCD(c1,ph) = 1.
5.7.3. Suppose that c1 = p1 = 1. Then c˜1 = 1. By 1.4(ii), n = 1. Then H 2 = −1, see 1.4(ii), and
E0 is a line after the contraction of H and we have γ = −1. This is the case described in 1.3.3.
It will be handled in 5.9.3.
5.8. Assume that γ > 0. By 5.5 the branch λ is smooth. Recall that X = M ′ \ (H + f˜ )  C2.
Then C = E′0 ∩ X is an Abhyankar–Moh line (curve isomorphic to C) in X. Let π :M1 → M ′
be the resolution of f˜ +C. Let C˜ be the proper transform of C in M1. Suppose that n 2. Then
H + F˜ is negative minimal w.r.t. C˜, where F˜ = (π−1(f˜ )). We reach a contradiction with 5.2(a)
since for the standard linear embedding of C into C2 the resolution divisor at infinity has one
irreducible component. Therefore n = 1. By the Abhyankar–Moh theorem, π , regarded as a blow
up process, is a sequence Δ1, . . . ,Δr, δr+1 where Δi comes from an elementary automorphism
of X and δr+1 is a blow up process given by a pair
( c˜
h˜
c˜
h˜
−1
)
. In particular p˜
h˜
= c˜
h˜
− 1. Each
elementary transformation Δi is given by a sequence of HN-pairs of a form(
ai
ai − ai+1
)
,
(
ai+1
ai+1
)
, . . . ,
(
ai+1
ai+1
)
︸ ︷︷ ︸
ai
ai+1 − 1
where ai+1|ai and ai+1 < ai . We put r = 0 if h˜ = 1. The quantity ∑ p˜i for the above sequence
equals 2ai − 2ai+1 and ∑ p˜i c˜i = a2i − a2i+1. Since ar+1 = c˜h˜, we get ∑h˜1 p˜i = 2c˜1 − c˜h˜ − 1 and∑h˜
1 p˜i c˜i = c˜21 − c˜h˜. Also h˜ = a1a2 + · · · + arar+1 + 1. Since λ is smooth, h = 1 and p1 = 1.
5.8.1. Assume that ξ = 0.
Let X1 = M ′ \ (H + f ). Then X1  C2 and E′0 ∪X1 is a contractible curve with one place at
H ∪ f .
Suppose that c1 > 1. Then E′0 does not meet H ∪ f normally. Proposition 5.4 implies that λ˜
is smooth. Thus h˜ = 1 and p˜1 = 1. By 5.8, c˜1 = p˜1 + 1 = 2. From 1.13.3 we obtain 2 = h+ h˜ =
1 + ε0 + γ . Hence ε0 = 0 and γ = 1. 1.18(a1) gives d = p˜1 = 1; contradiction.
Suppose that c1 = 1. We then have the situation of 5.7.3.
Suppose that r = 0. By 1.13.3, ε0+γ = 1. Hence γ = 1. From 1.15(b2) we get 2+d = 1+p˜1;
contradiction.
Thus r  1, which implies that h˜ 3. By 3.10, ε  2. (Note that c˜1 = p˜1 + c˜2 by the discus-
sion in 5.8, so we have 3.2(iv).)
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and d = 6. Thus c˜2 = c˜h˜, which implies r = 1. So h˜ = 3. Now we reach a contradiction with
1.13.3.
So we have γ = 1. From 1.15(b2) we get c˜
h˜
= 2 and d = 4. Therefore r = 1 and h˜ = 3,
c˜2 = 2, c1 = 3. So we have the numerical solution
(
c1
p1
)
=
(
3
1
)
;
(
c˜1
p˜1
)
=
(
4
2
)
,
(
c˜2
p˜2
)
=
(
2
2
)
,
(
c˜3
p˜3
)
=
(
2
1
)
; γ = 1, n = 1.
5.8.2. Assume that ξ = 1 and c1 = 1. We have d = 2. Hence p˜1 = 1 and h˜ = 1. This is as in
5.7.3.
5.9. Assume that γ < 0.
5.9.1. Suppose that c1 > p1. Then we have the good case with ξ = 1 described in 1.18.1. Put
c1 = s. We obtain the numerical solution
(
c1
p1
)
=
(
s
1
)
;
(
c˜1
p˜1
)
=
(
s + 1
s
)
; s > 1, n = 1.
5.9.2. Suppose that c1 = 1 and ξ = 1. Then d = 2 and we have the above numerical solution with
s = 1. This is the situation described in 5.6.3.
5.9.3. Suppose c1 = 1 and ξ = 0. This case is described in 5.7.3. We obtain the numerical solution
(
1
1
)
;
(
1
1
)
, n = 1,
if we agree to choose local coordinate curves at q and q˜ transversal to f and f˜ that are not
tangent to E0.
6. Equations
We begin by introducing coordinates for X = M ′ \H ∪ f˜  C2 and then give equations for the
curves V = E′0 ∩ X ⊂ X (see 1.3.5), going through the numerical possibilities for the HN-pairs
found in the previous sections. We put f • = f ∩X.
6.1. We introduce coordinates {u,v} for X so that:
(i) f • has equation v = 0;
(ii) q = (0,0) and q0 = (1,0) in a good case.
v is then determined up to multiplication by a non-zero constant.
6.2. We consider the very good asymptote (vga) case.
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c1 = b, p1 = a.
We have n = −H 2 = 1. Upon contracting H , we obtain a surface P  P2 = X∪ f˜ . The line H˜ in
P joining q and q˜ meets E′0 in q, q˜ only. We choose for u an equation for H˜ ∩X. u is determined
up to multiplication by a non-zero constant.
f and H˜ (resp. f˜ and H˜ ) are suitable local coordinate curves at q (resp. q˜) to define the
characteristic pairs of E′0. Consider the pencil of rational curves given on X by t1va − t2ub = 0,
t1, t2 ∈ C and the P1-fibration ψ induced by it (on a blow-up of P). The characteristic pairs of a
general member at the base points q, q˜ of the pencil are the same as those of E′0, i.e.
(
b
a
)
,
(
b−a
a
)
.
It follows that (the strict transform of) E′0 has zero intersection with a general member of ψ and
hence is part of a fiber, clearly with t1, t2 = 0. Free to multiply u,v by non-zero constants, we
may assume that the equation for V = E′0 ∩X is
θ(u, v) = va − ub = 0, 1 a < b, GCD(a, b) = 1.
6.2.2. Consider the numerical solution in 5.7.2 and 5.9.3. A member H˜ of the linear system
|H + nf | on M ′ has H˜ 2 = n. So we can find H˜ passing through q˜ and the first n points of E′0
infinitely near to q . Note that then H˜ meets E′0 in these points only. f and H˜ (resp. f˜ and H˜ )
are suitable local coordinate curves at q (resp. q˜) to define the characteristic pairs of E′0. We
now make elementary transformations in the fiber f˜ until H 2 = −1. More precisely, we blow up
(n − 1)-times along H˜ above q˜ and contract f˜ and the first n − 2 exceptional curves. We again
use f˜ to denote the new fiber. We contract H and obtain P as in 6.2.1. We put
b = c1, c = ph and a = (n− 1)b + c.
In P, the point at infinity of E′0 is at q˜ = f˜ ∩ f and H˜ is the line tangent to E′0 at q . We have
(H˜ ·E′0)q = a, (f ·E′0)q = b, (f˜ ·E′0)q˜ = a, (f ·E′0)q˜ = b− a. Arguing as in 6.2.1, we find that
E′0 is a member of the pencil va − tub = 0, t ∈ C∗, and that we may assume that the equation for
V is
θ(u, v) = va − ub = 0, 1 b a, GCD(a, b) = 1.
Here a = b = 1 covers the case 5.9.3, i.e. 1.3.3.
6.2.3. We can summarize 6.2.1 and 6.2.2 as follows. In the case of a very good asymptote ((vga)-
case) we find an equation for V in the form
θ(u, v) = va − ub = 0, GCD(a, b) = 1
with q = (0,0) and, in a good case, q0 = (1,0). Moreover, a < b in a bad case.
6.3. We consider numerical solutions in the good case with a good asymptote (gga-case). We
note that the problem here is to classify contractible curves V in X = C2 that meet a line f •
in precisely two points, normally in one of them. The numerical solutions are given in 5.6.1.1,
5.6.1.2, 5.8.2 and 5.9. We have n = 1 in these cases and contract H as in 6.2.1. We keep the
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u = 1.
6.3.1. Consider 5.6.1.1. Free to replace v by a constant mulptiple, we can assume that the center
of λ after blowing up according to
(
sp
p
)
at q is at u = 0, v/us = −1 and find that V is a member
of the pencil (v + us)p − tusp+1 = 0. Having q0 at u = 1 forces t = 1. Hence V has equation
θ(u, v) = (v + us)p − usp+1 = 0, s,p  1.
We call this the (gga+)-case. With p = 1 it also covers 5.9. Note that p = 1 precisely when V is
smooth, i.e. an Abhyankar–Moh line. (We had tacitly assumed p > 1 in 5.6.1.1.)
6.3.2. Consider 5.6.1.2. After blowing up according to
(
sp
(s−1)p
)
at q˜ , 1/v is a local equation for
the last exceptional curve C˜1 and us/v is a parameter along it. So we can assume that the center
of λ˜ is at us/v = −1 and find that V is a member of the pencil t (v + us)p − usp−1 = 0. Hence
V has equation
θ(u, v) = (v + us)p − usp−1 = 0, s,p  1, s  2.
We call this the (gga−)-case.
6.3.3. Consider 5.8.2. V is an Abhyankar–Moh line in this case. In contrast to the situation
in 6.3.1 with p = 1 it is not given by one elementary automorphism of X, but is the composite
of two elementary automorphisms of degree 2. Let
θ(u, v) = v − 16v2 + 4uv − 8u2v + u3 − u4.
We have 8θ(u, v) = u+(8v−u+2u2)−2(8v−u+2u2)2, so θ is a composite of two elementary
automorphisms, and θ = 0 meets v = 0 in (0,0) (3 times) and (1,0) only. As to uniqueness,
consider the pencil of rational curves tv + θ = 0. E′0 meets a general member 4 times in X
and 12 times at infinity (there are 3 common double points, the location of the third one being
determined by the choice of v). Hence E′0 is a member of the pencil. On the other hand, t = 0
gives the only member with one place at infinity. So the equation of V is θ with an appropriate
choice of v. We call this the special quartic (sq) case.
6.4. We consider numerical solutions in the bad case with a good asymptote (bga-case). We note
that the problem here is to classify rational curves with one place at infinity in X meeting a line
f • in one point only, having two branches there, one tangent to f • and the other a simple branch
meeting f • normally.
The numerical solutions are given in 4.4.1, 4.4.2 and 4.5. We can consider 4.5 as a subcase
of 4.4.1 with p = 1 and will not consider it separately.
We again contract H and keep the notation of 6.2.1.
6.4.1. Consider 4.4.1. The line H˜ in P meets E′0 in q and q˜ and is not tangent to λ0 at q . We can
therefore choose u,v so that λ0 is tangent to u− v = 0. After we blow up X in q and remove the
transform of H˜ we obtain X′  C2 so that the transform V ′ of V in X′ satisfies the conditions
of a gga-case w.r.t. the coordinate system u1 = v/u, v1 = u. The first characteristic pair of V ′ at
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c1−p1
)= (sp−1
p
)
and so we are in the (gga−)-case 6.3.2. Still free to multiply u,v
by the same constant, we can arrange for V ′ to have equation (v1 +us1)p −usp−11 . Let θ(u, v) = 0
be an equation for V . The multiplicity of V at q is sp. So we have
θ(v1, u1v1) = vsp1
((
v1 + us1
)p − usp−11 ).
Hence the equation of V is
θ(u, v) = (vs + us+1)p − vsp−1u = 0.
We call this the (bga−)-case.
6.4.2. Consider 4.4.2. Blowing up at q now leads to a (gga+)-case. We find that the equation for
V is
θ(u, v) = (vs + us+1)pu− vsp+1 = 0.
We call this the (bga+)-case.
6.5. As set out in 1.6, we now choose an integer k  1 and blow up P k-times along a simple
branch λ∗ normal to f at q0, with q0 = q = (0,0) in a bad case and q0 = (1,0) = q = (0,0) in a
good case. In a ga-case, λ∗ is the branch λ0 of E′0 and in a vga-case a virtual branch involving a
choice of parameters, see 6.6 below. S  C2 is the complement of T , the union of f˜ , f and all
exceptional curves except the last one, which we denote L. We denote by U the transform of V
in S. It is clear that the branches λ, λ˜ of E′0 have centers on T and that L · U = 1 in a ga-case
and L ·U = 0 in a vga-case. So L is a good (resp. very good) asymptote.
6.6. Blowing up at (c0,0) ∈ X = SpecC[u,v] and removing the transform of f • = {v = 0} we
pass to
X′ = SpecC[u1, v1], u1 = (u− c0)/v, v1 = v.
The next blow-up (if k  2) then is at (c1,0) ∈ X′, with c1 being determined by the position of
λ∗. Arguing by induction on k we find
6.6.1.
S = SpecC[x, y] with u = xyk + g(y), v = y,
where g is a polynomial in y of degree < k. Moreover, g(0) = 1 in a good case and g(0) = 0 in
a bad case.
6.6.2. Let μ be the multiplicity of E′0 at q0. Then the multiplicity of L in E′∗0 (the total transform)
is
ν = μ in a vga-case
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ν = μ+ k − 1 in a ga-case.
Hence the equation of U in S is
G(x,y) = θ(xyk + g(y), y)/yν,
where θ is one of the equations for V found above. In a ga-case h is uniquely determined by
the requirement that G be a polynomial. In a gvga-case (resp. bvga-case) h can be chosen freely
except for the requirement h(0) = 1 (resp. h(0) = 0).
6.7. We call a branch at infinity of U asymptotic (w.r.t. the {x, y}-coordinate system) if it is not
tangent to L∞, the line at infinity. By construction, one branch, λ, is asymptotic and has {y = 0}
as asymptote (tangent at infinity). We call λ the right branch and the other one, λ˜, the left branch
of U at infinity.
Let λ˜ have center at {x′ = 0}. Below, when we give characteristic pairs for λ˜, λ, the upper
entry in the first pair on the left and on the right will be the intersection with L∞. On the right,
the lower entry in the first pair will be intersection with {y = 0}. On the left, the lower entry will
not necessarily be intersection with {x′ = 0}, but rather with another simple branch, usually a
branch of maximal contact with λ˜.
6.8. We consider the vga-case 6.2.3 with
θ(u, v) = va − ub = 0, GCD(a, b) = 1.
6.8.1. Suppose we have a good case. Then
G(x,y) = ya − (xyk + g(y))b,
with g(0)=1 and g otherwise arbitrary of degree at most k − 1.
6.8.1.1. Suppose b = 1. If
a  k, put x′ = −x + ya−k, g′(y) = g(y).
If
a < k, put x′ = −x, g′(y) = g(y)− ya.
Then in the (x′, y)-coordinates the equation of U is
G′(x′, y) = x′yk − g′(y),
with g′(0) = 1 and g′ otherwise arbitrary of degree at most k − 1.
We have
deg(G′) = k + 1.
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(
1
k + 1
)
;
(
k
k + 1
)
.
λ˜ is asymptotic with {x′ = 0} as asymptote. It is a very good asymptote precisely when g˜ = 1
and
G′(x′, y) = x′yk − 1
and a good asymptote precisely when deg(g˜) = 1 and
G′(x′, y) = x′yk − cy − 1, c = 0.
6.8.1.2. Suppose b(k + 1) > a,b > 1. Then
deg(G) = (k + 1)b
and λ˜, λ have centers on {x = 0}, {y = 0} with characteristic pairs
(
b
(k + 1)b − a
)
;
(
kb
(k + 1)b
)
,
(
b
a
)
.
We consider two possibilities.
(a) We have b(k + 1) − a > b. Then the multiplicity of λ˜ is b. Put g†(y) = G(0, y) =
ya − g(y)b . a is not a multiple of b since we assume b > 1. Hence 0 < deg(g†)  (k − 1)b <
deg(G) − b. So λ˜ is asymptotic with {x = 0} as asymptote and {x = 0} cannot be a very good
asymptote. It is a good asymptote precisely when a = 1, g(y) = 1 and
G(x,y) = y − (xyk + 1)b.
(b) We have b(k+1)−a = c < b. Now λ˜ is tangent to L∞ and not asymptotic. We remark that
we can make an automorphism of S that makes λ˜ asymptotic precisely when c = 1. λ, however,
will then not be asymptotic and the asymptote for λ˜ will not be good or very good.
6.8.1.3. Suppose b(k + 1) < a,b > 1. Then
deg(G) = a.
Now both λ˜ and λ have center on {y = 0}, with λ˜ tangent to L∞. The characteristic pairs are
(
a − kb
a − (k + 1)b
)
;
(
kb
(k + 1)b
)
,
(
b
a
)
.
We remark that the two branches cannot be separated by an automorphism of S since b > 1.
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(a) Suppose k > 1. Then
G(x,y) = 1 − yb−a(xyk−1 + g(y))b,
where g is arbitrary of degree at most k − 2.
We have
deg(G) = (k + 1)b − a
and λ˜, λ, with centers on {x = 0}, {y = 0}, have characteristic pairs
(
b
(k + 1)b − a
)
;
(
kb − a
(k + 1)b − a
)
.
Again λ˜ is asymptotic with {x = 0} as asymptote. This is a very good asymptote if g = 0, so
G(x,y) = 1 − xbykb−a,
and a good asymptote if g = 1 and b − a = 1, so
G(x,y) = 1 − y(xyk−1 + 1)b.
(b) Suppose k = 1. We put
x′ = x + g(y).
Then in the (x′, y)-coordinates the equation of U is
G′(x′, y) = 1 − x′byb−a.
We note that this case will be covered if we allow k = 1 in (a) with g = 0.
6.9. We consider the gga-cases from 6.3. Here g(0) = 1 and g, of degree at most k − 1, will be
uniquely determined. By construction, λ is asymptotic with {y = 0} as a good asymptote.
6.9.1. In the (gga+)-case 6.3.1 we have, with s,p  1,
G(x,y) = (y + (xy
k + g(y))s)p − (xyk + g(y))sp+1
yk
and
deg(G) = (k + 1)sp + 1.
λ˜, λ have centers on {x = 0}, {y = 0} and characteristic pairs
(
sp + 1 );
(
ksp
)
,
(
sp
)
,
(
p
)
.(k + 1)(sp + 1)− p (k + 1)sp p 1
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ρ = deg(G)− (sp + 1) = ksp. If deg(g) 1,
(
U · {x = 0})
S
 (sp + 1)deg(g) (k − 1)(sp + 1)− k = (k − 1)sp − 1 < ρ.
If deg(g) = 0, again (U · {x = 0})S = p− k < ρ. Hence λ˜ is asymptotic with asymptote {x = 0}.
g is uniquely determined by the condition
yk
∣∣(y + gs)p − gsp+1.
6.9.2. In the (gga−)-case 6.3.2 we have, with s,p  1, sp  2,
G(x,y) = (y + (xy
k + g(y))s)p − (xyk + g(y))sp−1
yk
and
deg(G) = (k + 1)sp − k.
λ˜, λ have centers on {x = 0}, {y = 0} and characteristic pairs
(
sp
((k + 1)s − 1)p
)
,
(
p
1
)
;
(
k(sp − 1)
(k + 1)(sp − 1)
)
,
(
sp − 1
p
)
.
We argue as above that λ˜ is asymptotic with asymptote {x = 0}.
g is uniquely determined by the condition
yk
∣∣(y + gs)p − gsp−1.
6.9.3. In the sq-case 6.3.3 we have
G(x,y) = y − 16y
2 + 4y(xyk + g(y))− 8y(xyk + g(y))2 + (xyk + g(y))3 − (xyk + g(y))4
yk
and
deg(G) = 3k + 4.
λ˜, λ have centers on {x = 0}, {y = 0} and characteristic pairs
(
4
4k + 2
)
,
(
2
3
)
;
(
3k
3(k + 1)
)
,
(
3
1
)
.
We argue as above that λ˜ is asymptotic with asymptote {x = 0}.
g is uniquely determined by the condition
yk
∣∣y − 16y2 + 4yg − 8yg2 + g3 − g4.
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most k − 2 and uniquely determined. By construction, λ is asymptotic with {y = 0} as a good
asymptote.
6.10.1. In the (bga+)-case 6.4.2 we have
G(x,y) = (1 + y(xy
k−1 + g(y))s+1)p(xyk−1 + g(y))− 1
yk−1
and
deg(G) = k(s + 1)p + p + 1.
λ˜, λ have centers on {x = 0}, {y = 0} and characteristic pairs
(
(s + 1)p + 1
k
(
(s + 1)p + 1)+ p
)
;
((
(k − 1)(s + 1)+ 1)p(
k(s + 1)+ 1)p
)
,
(
p
1
)
.
Again λ˜ is asymptotic with asymptote {x = 0}.
We have g = 0 if k = 1. Otherwise g is uniquely determined by the condition
yk−1
∣∣(1 + gs+1)pg − 1.
6.10.2. In the (bga−)-case 6.4.1 we have
G(x,y) = (1 + y(xy
k−1 + g(y))s+1)p − (xyk−1 + g(y))
yk−1
and
deg(G) = k(s + 1)p + p + 1.
λ˜, λ have centers on {x = 0}, {y = 0} and characteristic pairs
(
(s + 1)p
(k(s + 1)+ 1)p
)
,
(
p
1
)
;
(
(k − 1)((s + 1)p − 1)+ p
k((s + 1)p − 1)+ p
)
.
Again λ˜ is asymptotic with asymptote {x = 0}.
We have g = 0 if k = 1. Otherwise g is uniquely determined by the condition
yk−1
∣∣(1 + gs+1)p − g.
We record the following.
6.11. Proposition. In all cases of 6.9 and 6.10, U has two asymptotes.
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A curve U = C∗ ⊂ C2 = SpecC[x, y] = S as constructed in the last section “in general”
uniquely determines the family it comes from and the discrete parameters that define it within
the family, as we will see below. We will also list the exceptions.
The following is a simple key observation.
7.1. Lemma. Let λ be a branch at infinity w.r.t. S and suppose λ is asymptotic w.r.t. the {x, y}-
coordinate system with asymptote {y = 0}. Then λ is also asymptotic w.r.t. the {x′, y′}-coordinate
system with asymptote {y′ = 0} if and only if x′ = αx + φ(y), y′ = βy, α,β = 0.
Proof. Suppose λ is asymptotic with asymptote y′. If x′, y′ are linear in {x, y}, then y = βy.
Suppose y′ is not linear. Consider a sequence of minimal length of elementary automorphisms
that linearizes y′, the first one non-linear. After the first automorphism, λ and y have the same
center at infinity, but the centers of y′ and y are different. By induction on the length of the se-
quence we conclude that {y′ = 0} is not an asymptote for λ in any {x′, y′}-coordinate system. 
By the above result, y is determined up to a constant multiple in all cases of 6.8, 6.9 and 6.10.
In all cases where there is a second asymptote, its equation is similarly determined. In the ex-
ceptional cases 6.8.1.2(b) and 6.8.1.3, the degree condition on g determines x up to a constant
multiple. We obtain the following.
7.2. Proposition. In all cases of 6.8–6.10 the coordinates x, y (x′, y in the cases of 6.8.1.1,
6.8.2(b)) are determined up to constant multiples unless {x = 0}, {y = 0} ({x′ = 0}, {y = 0})
are both very good asymptotes or both good asymptotes. In that case an interchange of x and y
(x′ and y) can occur.
In 6.8, a, b and k are discrete parameters and the coefficients of the polynomials g(y) or g′(y)
(resp. g(y)) of degree at most k − 1 (resp. k − 2) give continuous parameters. We recall that
g(0) = 1, g′(0) = 1. It is straightforward to deduce from 7.1 the following result regarding the
continuous parameters.
7.3. Proposition.
(i) Let g, g˜ be polynomials of degree at most k − 1 with g(0) = g˜(0) = 0. Let a, b, k be given
and let G(x,y) and correspondingly G˜(x, y) be defined as in 6.8.1.2 and 6.8.1.3. Then G,
G˜ define equivalent embeddings of C∗ if and only if
g˜(y) = g(βy), βa = 1,
the equivalence sending x to β−kx, y to βy.
In case 6.8.1.1, an analogous result holds for G′(x′, y), G˜′(x′, y) if and only if
g˜′(y) = g′(βy),
the equivalence again sending x′ to β−kx′, y to βy.
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correspondingly G˜(x, y) be defined as in 6.8.1.2. Then G,G˜ define equivalent embeddings
of C∗ if and only if
g˜(y) = α−1β1−kg(βy),
the equivalence sending x to αx,y to βy, with αb = βkb−a .
In 6.8–6.10, U has two very good asymptotes precisely in the cases 6.8.1.1 and 6.8.2(b).
Suppose then b > 1 in 6.8.1 and k > 1 in 6.8.2. The characteristic pairs for λ, λ˜ then uniquely
determine b, a and k in each case (recall that a < b in 6.8.2), and it follows from 7.2 that differ-
ent choices lead to inequivalent embeddings in each case. An equivalence could possibly occur
between a U from 6.8.1.2(a) and a U from 6.8.2(a). However, if also k > 1 in 6.8.1.2, λ cannot
be described by one characteristic pair, as in 6.8.2(a). If k = 1, we can describe λ by the pair(
b
2b+a
)
, and this can equal a pair in 6.8.2(a) of the form ( κβ−α
(κ+1)β−α
)
only if κ = 1. Using this and
further information from 6.8 we obtain the following.
7.4. Proposition.
(i) Suppose b > 1 (resp. k > 1). Then the equations
G(x,y) = ya − (xyk + g(y))b
as in 6.8.1 (resp.
G(x,y) = 1 − yb−a(xyk−1 + g(y))b
as in 6.8.2) define inequivalent embeddings of C∗ for different choices of b, a and k. No
equivalence occurs between the two types.
(ii) An embedding of C∗ has two very good asymptotes precisely when it has, in suitably labelled
coordinates, an equation of the form
G(x,y) = xαyβ − 1, α,β  1, GCD(α,β) = 1.
(This corresponds to the cases 6.8.1.1, 6.8.2(a) with g = 0, and 6.6.2(b).)
(iii) In the situation of 6.8, if U has a very good and a good asymptote, then its equation is
G(x,y) = y − (xyk + 1)b, b > 1, k  1,
or
G(x,y) = 1 − y(xyk−1 + 1)b, b 1, k > 1.
No equivalence occurs between these two types. (This corresponds to the last equation
in 6.8.1.1, where we can assume c = 1 with suitable choice of x′, y, and to the final equa-
tions in 6.8.1.2(a) and 6.8.2(a).)
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7.5. Proposition. In the following cases of 6.9 and 6.10, λ˜ is asymptotic with {x = 0} as a very
good asymptote and hence the embedding is equivalent, with an interchange of x and y, to a
case of 7.4(iii).
(i) The (gga+)-case 6.9.1.
(i.1) k = 1, p = 1, s  1, g = 1, G = 1 − x(xy + 1)s ;
(i.2) k = 2, p = 1, s = 1, g = y + 1, G = −(xy + 1)2 − x.
(ii) The (gga−)-case 6.9.2.
(ii.1) k = 1, p = 1, s  2, g = 1, G = 1 − x(xy + 1)s ;
(ii.2) k = 2, s = 2, p = 1, g = −y + 1, G = x + (xy − 1)2.
(iii) The (bga+)-case 6.10.1.
(iii.1) k = 1, p  1, s  1, g = 0, G = (1 + yxs+1)px − 1;
(iii.2) k = 2, p = 1, s  1, 4g = 1, G = x + (xy + 1)s+1.
(iv) The (bga−)-case 6.10.2.
(iv.1) k = 1, p  1, s  1, sp  2, g = 0, G = (1 + yxs+1)p − x;
(iv.2) k = 2, p = 1, s  2, g = 1, G = (xy + 1)s+1 − x.
Proof. These cases represent the solutions to deg(G(0, y) = 0 under the assumption deg(g(y)) =
k − 1. We will see later that no other equivalences occur. See 7.11. 
7.6. Proposition. In the following cases of 6.9 and 6.10, λ˜ is asymptotic with {x = 0} as a good
asymptote and hence the embedding is equivalent, with an interchange of x and y, to another
case of 6.9 or 6.10.
(i) The (gga+)-case 6.9.1.
(i.1) k = 1, p = 2, s  1, g = 1, with characteristic pairs
(
2s + 1
4s
)
;
(
2s
2(2s + 1)
)
,
(
2
1
)
.
(i.2) k = 2, p = 1, s = 2, g = y + 1, with characteristic pairs
(
3
8
)
;
(
4
6
)
,
(
2
1
)
.
(i.3) k = 2, p = 2, s = 1, g = 2y + 1, with characteristic pairs
(
3
7
)
;
(
4
6
)
,
(
2
3
)
.
(i.4) k = 3, p = 1, s = 1, g = −y2 + y + 1, with characteristic pairs
(
2
7
)
;
(
3
4
)
.
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(ii.1) k = 1, p = 2, s  2, g = 1, with characteristic pairs
(
2s
2(2s − 1)
)
,
(
2
1
)
;
(
2s − 1
4s
)
.
(ii.2) k = 2, p = 1, s = 3, g = −y + 1, with characteristic pairs
(
3
8
)
;
(
4
6
)
,
(
2
1
)
.
(ii.3) k = 3, p = 1, s = 2, g = −y2 − y + 1, with characteristic pairs
(
2
7
)
;
(
3
4
)
.
(iii) The (sq)-case 6.9.3. k = 1, g = 1, with characteristic pairs
(
4
6
)
,
(
2
3
)
;
(
3
7
)
.
(iv) The (bga+)-case 6.10.1.
k = 2, p = 2, s  1, g = 1, with characteristic pairs
(
2s + 3
4s + 8
)
;
(
2(s + 2)
2(2s + 3)
)
,
(
2
1
)
.
(v) The (bga−)-case 6.10.2.
(v.1) k = 2, p = 2, s  1, g = 1, with characteristic pairs
(
2(s + 1)
2(2s + 3)
)
,
(
2
1
)
;
(
2s + 3
4s + 4
)
.
(v.2) k = 3, p = 1, s = 1 with characteristic pairs
(
2
7
)
;
(
3
4
)
.
Proof. These cases represent the solutions to deg(G(0, y) = 1 under the assumption deg(g(y)) =
k − 1. We will see later that no other cases with two good asymptotes occur. See 7.11. 
Comparing characteristic pairs we deduce the following from 7.6.
7.6.1. Corollary. With an interchange of x and y equivalent embeddings are provided by
(i) the (gga+)-case with k = 1, p = 2, s = σ  2 and the (bga−)-case with k = 2, p = 2,
s = σ − 1,
(ii) the (gga+)-case with k = 1, p = 2, s = 1 and the (gga+)-case with k = 3, p = 1, s = 1,
the (gga−)-case with k = 2, p = 1, s = 2 and the (bga−)-case with k = 3, p = 1, s = 1,
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s = σ − 2,
(iv) the (gga−)-case with k = 1, p = 2, s = 2 and the (gga+)-case with k = 2, p = 1, s = 2 and
the (gga−)-case with k = 2, p = 1, s = 3,
(v) the sq-case with k = 1 and the (gga+)-case with k = 2, p = 2, s = 1.
7.7. We study further equivalences between embeddings with two asymptotes. In view of 7.2,
such an equivalence produces a direct or a cross match between the characteristic pairs of λ˜
and λ. We will determine the possibilities for this. To avoid a number of trivial repetitions, we
exclude the following cases, easily settled separately:
b = 1 in case gvga,
b − a = 1, k = 1 in case bvga,
k = 1, p = 1, s = 1 in case gga+,
k = 1, p = 2, s = 1 in case gga−,
k = 1, p = 1 in cases bga+, bga−.
We note that in these cases U has a simple branch at infinity.
7.8. We will say an embedding U has pair type (h˜, h) if the minimal number of characteristic
pairs needed to describe λ˜ and λ is h˜ and h respectively.
It is to be noted that the values of h˜ and h depend on the parameters involved. We illustrate
this by an example and then provide the complete list of possibilities.
7.8.1. Consider the (gga+)-case 6.9.1 with characteristic pairs
(
sp + 1
(k + 1)(sp + 1)− p
)
;
(
ksp
(k + 1)sp
)
,
(
sp
p
)
,
(
p
1
)
.
If k > 1, p > 1, s > 1, the pair type is (1,3).
If k > 1,p > 1, s = 1, the pairs reduce to
(
p + 1
(k + 1)(p + 1)− p
)
;
(
kp
(k + 1)sp
)
,
(
p
p + 1
)
and the pair type is (1,2).
If k = 1, p > 1, s = 1, he pairs reduce to
(
p + 1
p + 2
)
;
(
p
3p + 1
)
and the pair type is (1,1).
7.9. The following is the list of embeddings with two asymptotes grouped by pair type. Here
(type)(κ,α,β) means that we substitute κ for k, α for a, β for b in the cases gvga, bvga and κ
for k, α for p, β for s in the cases gga±, bga±.
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(gga+)(> 1,> 1,> 1),
(
sp + 1
(k + 1)(sp + 1)− p
)
;
(
ksp
(k + 1)sp
)
,
(
sp
p
)
,
(
p
1
)
.
7.9.2. Pair type (2,2):
(1) (gga−)(> 1,> 1,> 1),
(
sp
((k + 1)s − 1)p
)
,
(
p
1
)
;
(
k(sp − 1)
(k + 1)(sp − 1)
)
,
(
sp − 1
p
)
.
(2) (sq)(> 1),
(
4
4k + 2
)
,
(
2
3
)
;
(
3k
3(k + 1)
)
,
(
3
1
)
.
7.9.3. Pair type (1,2):
(1) (gvga)(> 1, 1,> 1),
(
b
(k + 1)b − a
)
;
(
kb
(k + 1)b
)
,
(
b
a
)
.
(2) (gga+)(> 1,1,> 1),
(
s + 1
(k + 1)(s + 1)− 1
)
;
(
ks
(k + 1)s
)
,
(
s
1
)
.
(3) (gga+)(> 1,> 1,1),
(
p + 1
(k + 1)(p + 1)− p
)
;
(
kp
(k + 1)p
)
,
(
p
p + 1
)
.
(4) (gga+)(1,> 1,> 1),
(
sp + 1
2(sp + 1)− p
)
;
(
sp
(2s + 1)p
)
,
(
p
1
)
.
(5) (gga−)(> 1,1,> 2),
(
s
(k + 1)(s − 1
)
;
(
k(s − 1)
(k + 1)(s − 1)
)
,
(
s − 1
1
)
.
(6) (bga+)(> 1,> 1, 1),
(
(s + 1)p + 1
k((s + 1)p + 1)+ p
)
;
(
((k − 1)(s + 1)+ 1)p
(k(s + 1)+ 1)p
)
,
(
p
1
)
.
7.9.4. Pair type (2,1):
(1) (gga−)(1,> 1, 2),
(
sp
(2s − 1)p
)
,
(
p
1
)
;
(
sp − 1
2(sp − 1)+ p
)
.
(2) (bga−)( 1,> 1, 1),
(
(s + 1)p(
k(s + 1)+ 1)p
)
,
(
p
1
)
;
(
(k − 1)((s + 1)p − 1)+ p
k
(
(s + 1)p − 1)+ p
)
.
(3) (sq)(1),
(
4
6
)
,
(
2
3
)
;
(
3
7
)
.
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(1) (gvga)(1, 1,> 1),
(
b
2b − a
)
;
(
b
2b + a
)
.
(2) (bvga)(> 1, 1,> 1),
(
b
(k + 1)b − a
)
;
(
kb − a
(k + 1)b − a
)
.
(3) (gga+)(1,1,> 1),
(
s + 1
2s + 1
)
;
(
s
2s + 1
)
.
(4) (gga+)(> 1,1,1),
(
2
2k + 1
)
;
(
k
k + 1
)
.
(5) (gga+)(1,> 1,1),
(
p + 1
p + 2
)
;
(
p
3p + 1
)
.
(6) (gga−)(> 1,1,2),
(
2
2k + 1
)
;
(
k
k + 1
)
.
(7) (gga−)(1,1, 3),
(
s
2s − 1
)
;
(
s − 1
2s − 1
)
.
(8) (bga+)(> 1,1, 1),
(
s + 2
k(s + 2)+ 1
)
;
(
(k − 1)(s + 1)+ 1
k(s + 1)+ 1
)
.
(9) (bga+)(1,> 1, 1),
(
(s + 1)p + 1
(s + 2)p + 1
)
;
(
p
(s + 2)p + 1
)
.
(10) (bga−)(> 1,1, 1),
(
s + 1
k(s + 1)+ 1
)
;
(
(k − 1)s + 1
ks + 1
)
.
7.10. Under the restrictions of 7.7, the following is the list of cross-matches between the charac-
teristic pairs of λ˜ and λ.
(1) (gvga)(1,1,2) and (gga+)(1,1,2).
(2) (gvga)(1,1,2) and (gga−)(2,1,2).
(3) (gvga)(1,1, s + 2) and (bga+)(2,1, s).
(4) (bvga)(2,1,2) and (gga+)(1,1,2).
(5) (bvga)(2, s, s + 1) and (gga−)(1,1, s + 2).
(6) (bvga)(s + 2,p − 1,p) and (bga+)(1,p, s).
(7) (bvga)(s + 2,1,p) and (bga−)(1,p, s).
(8) (gga+)(3,1,1) and (gga+)(1,2,1).
(9) (gga+)(1,2,1) and (gga−)(3,1,2).
(10) (gga+)(1,2,1) and (bga−)(3,1,1).
(11) (gga+)(2,1,2) and (gga−)(1,2,2).
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(13) (gga+)(2,1,3) and (gga−)(1,2,2).
(14) (gga+)(1,2, s + 1) and (bga−)(2,2, s).
(15) (bga+)(2,2, s) and (gga−)(1,2, s + 2).
7.11. Proposition. The lists in 7.5 (resp. 7.6) of embeddings with a very good and a good (resp.
two good) asymptotes are complete.
Proof. Cases (1) to (7) of 7.10 show this for 7.5 and cases (8) to (15) for 7.6. 
7.12. Under the restrictions of 7.7, the following is the list of direct matches between the charac-
teristic pairs of λ˜ and λ.
(1) (gga+)(1,1, s) and (gga−)(k,1, s + 1).
(2) (gga+)(k,1,1) and (gga−)(k,1,2) and (bga−)(k,1,1).
(3) (gga−)(k,1,2) and (bga−)(k,1,1).
(4) (bga+)(k,1, s) and (bga−)(k,1, s + 1).
It is straightforward to verify that there are equivalences to produce these matches. As an example
we treat (2). In case (gga+)(k,1,1) we have
G(x,y) = y +H −H
2
yk
with H(x,y) = xyk + g(y). If we put x = (−1)kξ, y = −η, we have
G(x,y) = G˜(ξ, η) = (−1)k−1 η + H˜
2 − H˜
ηk
,
and this is an instance of (gga−)(k,1,2) with H˜ (ξ, η) = ξηk + g(−η). Writing G = yH ∗ + 1,
we find
G(x,y) = 1 −H
∗ − yH ∗2
yk−1
.
Here the substitution x = (−1)k−1ξ , y = −η shows that this is an instance of (bga−)(k,1,1).
8. Summary
We summarize our results as follows. Equations are to be understood as “up to a suitable
choice of coordinates.”
8.1. Theorem. The special one place curves introduced in 1.4 have one of the following equations
in X = SpecC[u,v]. See 6.1.
(i) va − ub = 0, GCD(a, b) = 1. See 6.2.3.
(ii) (v + us)p − usp+1 = 0, s,p  1. See 6.3.1.
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(iv) v − 16v2 + 4uv − 8u2v + u3 − u4 = 0. See 6.3.3.
8.2. Theorem. Equations here are w.r.t. S = SpecC[x, y]. See 6.6.1.
(i) All embeddings of C∗ with a very good asymptote are listed in 6.8. All equivalences between
these embeddings are described in 7.4. The equations are
(i.1) G(x,y) = ya − (xyk + g(y))b,
with a, b 1, GCD(a, b) = 1, k  1, g(0) = 1 and g otherwise arbitrary of degree at
most k − 1,
(i.2) G(x,y) = 1 − yb−a(xyk−1 + g(y))b,
with b > a  1,GCD(a, b) = 1, k  1, g arbitrary of degree at most k − 2.
(ii) All embeddings of C∗ with a good asymptote are listed in 6.9 and 6.10. These embeddings
have two asymptotes. The equations are
(ii.1) G(x,y) = (y + (xy
k + g(y))s)p − (xyk + g(y))sp+1
yk
with s,p  1, k  1, g(0) = 1 and g of degree  k − 1 uniquely determined by the
fact that G is a polynomial,
(ii.2) G(x,y) = (y + (xy
k + g(y))s)p − (xyk + g(y))sp−1
yk
with s,p  1, sp  2, k  1, g(0) = 1 and g of degree  k − 1 uniquely determined
by the fact that G is a polynomial,
(ii.3) G(x,y) = y−16y2+4y(xyk+g(y))−8y(xyk+g(y))2+(xyk+g(y))3−(xyk+g(y))4
yk
with k  1, g(0) = 1 and g of degree  k − 1 uniquely determined by the fact that G
is a polynomial,
(ii.4) G(x,y) = (1 + y(xy
k−1 + g(y))s+1)p(xyk−1 + g(y))− 1
yk−1
with s,p  1, g∗ of degree  k − 2 uniquely determined by the fact that G is a
polynomial,
(ii.5) G(x,y) = (1 + y(xy
k−1 + g(y))s+1)p − (xyk−1 + g(y))
yk−1
with s,p  1, g∗ of degree  k − 2 uniquely determined by the fact that G is a
polynomial.
(iii) All equivalences between an embedding from (i) and one from (ii) are listed in 7.5. These
embeddings have a very good and a good asymptote.
(iv) Equivalences between two embeddings from (ii) are of two kinds:
(iv.1) Equivalences that interchange the two asymptotes. These are listed in 7.6.1. The em-
beddings then have two good asymptotes.
(iv.2) Equivalences that preserve the two asymptotes. These are listed in 7.12.
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