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SAMM Source Adaptive Multi-layered Multicast
Protocole de contro^le de congestion multipoint.
SDP Session Description Protocol
SNR Signal to Noise Ratio
SPECK Set Partition Embeddeded bloCK
Algorithme de compression d'images xes.
SPIHT Set Partitioning In Hierarchical Tree
Algorithme de compression d'images xes.
SR Sender Report
Rapport d'emission RTCP.
TEAR TCP Emulation At the Receiver
Protocole de contro^le de congestion point-a-point.
TCP Transmission Control Protocol
Protocole de transport able.
TFRC TCP-Friendly Rate Control
Protocole de contro^le de congestion point-a-point.
TFMCC TCP-Friendly Multicast Congestion Control
Protocole de contro^le de congestion multipoint.
UDP User Datagram Protocol
Protocole de transport non able.
VLC Variable Length Code
VO Video Object
Objet video de formes arbitraires dans MPEG-4.
VOL Video Object Layer
Couches associees a chaque VO, contenant chacune un VOP.
VOP Video Object Plan
Plan relatif a un objet video de formes arbitraires dans MPEG-4.
WEBRC Wave and Equation Based rate Control
Protocole de contro^le de congestion multipoint.
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Introduction
Contexte de l'etude et problematique Avec l'apparition de nouvelles infrastruc-
tures de telecommunications, on observe, a l'heure actuelle, une explosion des applica-
tions et services multimedia. On parle alors de visioconference, de video a la demande
(Streaming) et de multiples autres applications permises et transmises sur des reseaux
laires (ou non). Ce type d'application, engendrant la transmission de ux continus
de donnees temps-reel, presente des besoins qui dierent notablement des communica-
tions de donnees classiques. Ces applications doivent, en eet, pouvoir fournir a leurs
utilisateurs un minimum de qualite de service (QoS) comme le delai et la qualite du
rendu.
Parce que l'Internet fournit aujourd'hui un service de type \Best-eort" (ou au
mieux), a caracteristiques (delais, bande passante, pertes) heterogenes et variant dans
le temps, les services multimedia temps-reel sourent de degradations. Ces degradations
sont des consequences directes des phenomenes nefastes lies a la congestion. En ef-
fet, lorsque la demande des utilisateurs excede la capacite du reseau, on observe un
phenomene de saturation qui se traduit par une degradation des performances glo-
bales du reseau. Les delais de \bout en bout", ainsi que le taux de perte des paquets,
augmentent alors rapidement, degradant le debit eectif du reseau. Pour eviter ces
problemes, des mecanismes de contro^le de transmission sont necessaires pour limiter le
taux d'utilisation des ressources du reseau en contro^lant le debit des paquets emis par
les utilisateurs. L'accroissement de la capacite eective du canal et la minimisation de
l'impact negatif de ce service \au mieux" sur la qualite des donnees multimedia recues
par les clients, passent par la realisation d'un couplage entre la source et les mecanismes
de transmission.
Les ux multimedia se trouvent en concurrence, en terme d'utilisation de bande
passante, avec les autres tracs de l'Internet. Ainsi, an de maintenir une certaine
equite entre les echanges de donnees traditionnelles et les transmissions multimedia, il
est necessaire de concevoir des nouvelles strategies de contro^le de congestion, dediees a
ces ux continus, au moins aussi reactives que le protocole TCP (Transmission Control
Protocol) [Pos81] (cf. Annexe A), principal protocole de transport utilise sur l'Internet
(i.e. pour les donnees teleinformatiques classiques). Il faut noter que le protocole TCP
du fait de ces mecanismes d'acquittement et de demande de retransmission ne permet
pas de respecter les contraintes de delai inherentes aux applications multimedia temps-
reel de type streaming, visioconference ou telemedecine.
De nouveaux modeles representation et de codage dits \scalables" (rapport signal
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a bruit, spatial, temporelle) des signaux video, sont apparus dans les normes stan-
dards de codage video (i.e. H.263X, MPEG-4). Ces modeles sont particulierement bien
adaptes pour repondre aux problemes d'adaptation de debit de la source video aux
caracteristiques du reseau dans des scenarios de transmission multipoint heterogene ou
lorsque le codage des signaux n'est pas realise en temps reel (applications de consul-
tation multimedia par exemple). Le principe d'une representation scalable (ou multi-
niveaux), consiste a generer, pour une source video donnee, plusieurs ux compresses
correspondant chacun a un increment de debit et de qualite. Cependant, la granularite
d'adaptation de debit permise par les representations classiques reste assez grossiere.
Les travaux realises dans le cadre de cette these se placent dans un contexte d'op-
timisation de la qualite de service de bout-en-bout d'une cha^ne de communication
video. Leur objectif concerne l'etude de nouveaux modeles de representation scalable a
grain n de signaux video et de techniques de regulation de debit (contro^le de conges-
tion) associees pour la transmission sur des reseaux de paquets heterogenes, aux ca-
racteristiques variant dans le temps, tels que l'Internet.
Contributions de le these. Les contributions de cette these se situent dans la
problematique du couplage source-reseau. Dans ce cadre, nos contributions sont :
{ Dans un premier temps, nous proposons un nouvel algorithme de regulation
de debit point-a-point couplant un protocole de congestion TCP-compati-
ble base sur le protocole RTP/RTCP (Real-time Transport Protocol/Real-
time Transport Control Protocol ) [SCFJ96] (cf. Annexe B) avec un modele de
regulation global integrant les modeles de delais et de buers de la
source, dans le but de minimiser la distorsion du signal decode au recepteur. Le
modele global propose permet de reduire de maniere signicative les pertes du^es
aux retards et donc de minimiser la distorsion tout en maximisant l'utilisation de
la bande passante TCP-compatible. A l'inverse des approches proposees dans la
litterature le protocole developpe est dedie a la transmission multimedia et prend
en consideration les dierentes contraintes inherentes a ce type de ux.
{ L'extension de l'approche precedente proposee pour le mode point-a-point au
cas multipoint n'est pas envisageable par nature. Nous avons donc developpe
un nouvel algorithme de contro^le de debit TCP-compatible hybride
oriente emetteur-recepteur prenant en compte les caracteristiques debit-
distorsion de la source pour la transmission multicast de video en couches.
La strategie que nous proposons s'appuie sur un mecanisme d'agregation des
rapports des recepteurs dans les noeuds du reseau an d'eviter l'im-
plosion de la voie de retour. Une fois l'information collectee, un algorithme
de decision determinant le nombre de couches a emettre, leurs debits et leur
eventuel niveau de protection. La decision cherche a maximiser la qualite globale
percue par l'ensemble des clients de la session multicast, est mis en oeuvre. Un
protocole complet, gerant les decisions d'abonnements/desabonnements ainsi que
la signalisation associee, est propose. Ce nouvel algorithme est, de plus, couple
Introduction 19
avec un systeme de transmission video scalable a grain n (FGS: Fine Granular
Scalability) multicouche.
{ Apres nous e^tre interesses a l'aspect canal, nous proposons l'architecture com-
plete d'un nouvel algorithme de compression video bas debit nement
scalable permettant une regulation ne du debit de la source. Ce type d'algo-
rithme permet de pallier les limitations des codeurs scalables standards en terme
de granularite d'adaptation. Le schema de codage video nouvelle generation pro-
pose se base sur l'utilisation d'une decomposition en ondelettes dans les
dimensions spatiale et temporelle (2D+t). Dans ce cadre, nous proposons
egalement une etude sur la problematique de l'analyse spatio-temporelle
compensee en mouvement. Dierents schemas de ltrage bases sur des ltres
courts ou longs et utilisant divers modeles de mouvement sont utilises dans cette
etude. L'etude menee a pour but de souligner les limites des approches classiques
en ouvrant d'eventuelles voies de reexion et de recherche. Les schemas de codage
hautement scalables que nous proposons se placent, a l'inverse de tres nombreuses
approches de la litterature, dans une optique bas debit.
Organisation du document. Ce document est organise en deux parties. La premiere
partie traite des mecanismes de regulation reseau et du couplage avec des applications
de transmission video. Dans ce cadre, le chapitre 1 decrit dierentes solutions de
contro^le de ux et de congestion proposees dans la litterature dans le cadre de trans-
mission en mode point-a-point ou multipoint. Ce chapitre s'interesse egalement a la
gestion des buers qui jouent un ro^le tres important notamment an d'assurer la qua-
lite de rendu des ux multimedia transmis. Le chapitre 2 concerne les transmissions
unicast et decrit, en details, le nouveau protocole de contro^le de contro^le de conges-
tion TCP-compatible adaptee a la transmission multimedia que nous proposons. Le
chapitre 3 decrit, quant a lui, le nouveau protocole TCP-compatible de transmission
video multipoint en couches que nous proposons.
La seconde partie concerne les algorithmes de codage video scalable nouvelle genera-
tion. Dans ce cadre, le chapitre 4 donne un etat de l'art des dierents algorithmes de
codage scalables portant sur les images xes ou la video. Ce chapitre est specialement
oriente vers l'obtention d'une scalabilite a grain n par l'utilisation de decompositions
en ondelettes dans les dimensions spatiale et temporelle. Le chapitre 5 propose une
etude portant sur la problematique de l'analyse temporelle et decrit les algorithmes de
compression video, bas debit, nement scalables que nous avons developpes.
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Chapitre 1
Contro^le de ux et de
congestion : etat de l'art
1.1 Introduction
Pour toute communication sur l'Internet se posera le probleme de l'adaptation du
debit des donnees issues de la source aux contraintes de charges du reseau et a aux
capacites de traitement des recepteurs. Le contro^le de ux vise a mettre en cor-
respondance le debit des informations transmises a un recepteur et les capacites de
reception de ce dernier. Lorsque l'agregation des tracs, transitant dans un point du
reseau, excede les capacites de traitement des routeurs, des phenomenes de congestion
se produisent. Ceci aboutit a la saturation des les d'attente de ces equipements puis
a la destruction, faute de place, de paquets de donnees. Le contro^le de congestion a
pour but de reguler la source an d'eviter ces phenomenes de congestion. Le principe
sur lequel repose ces mecanismes de contro^le est un processus adaptatif de retroaction
entre une source de donnees et un recepteur, qui permet de reguler le debit d'emission
en fonction de l'evolution de certains parametres de la communication (delais, pertes,
etc).
Le protocole TCP (Transmission Control Protocol)[Ste94, WS95] (cf annexe A),
principal protocole de transport utilise sur l'Internet, integre des mecanismes de contro^le
de ux et de congestion. Ces mecanismes performants sont a la base me^me du bon
fonctionnement de l'Internet. Cependant, la transmission de ux continus de donnees
multimedia dans l'Internet presente des contraintes qui dierent des transmissions de
donnees classiques utilisant TCP. En eet, bien que les medias sonores et visuels, du
fait des capacites de leur destinataire (humain), tolerent generalement une certaine
degradation, induite par des pertes de paquets dans le reseau, ceux-ci s'accomodent
dicilement des delais de transmission introduits par les mecanismes de contro^le d'un
protocole able, tel que TCP. De plus, ces approches conduisent a des variations de
debits brutales, ce qui s'avere e^tre en contradiction avec les besoins d'un ux mul-
timedia qui demande une Qualite de Service (QoS) assez stable. C'est pourquoi, le
protocole TCP a ete delaisse au prot de protocoles non ables comme UDP (User Da-
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tagram Protocol) et par extension RTP/RTCP (Real-time Transport Protocol/ Real-time
Transport Control Protocol [SCFJ96], demunis de contro^le de congestion. Ces derniers
peuvent donc ne pas repondre aux signes de congestion, alors que TCP y repondra en
reduisant le debit de ses applications. En laissant TCP supporter seul l'evitement de
congestion, on obtient inevitablement un partage inequitable des ressources reseaux.
Pour eviter cela, il est imperatif que chaque application mette en oeuvre son propre
mecanisme de contro^le de congestion permettant un partage equitable et optimal des
ressources utilisables du reseau an de garantir une coexistence harmonieuse entre les
sessions multimedia et les echanges de donnees traditionnelles. Un protocole se com-
portant equitablement avec TCP sera dit TCP-compatible.
Dans ce chapitre, nous decrivons dierentes solutions de contro^le de ux et de
congestion proposees dans la litterature an de reguler des ux continus tels que les ux
multimedia. Nous nous interesserons egalement dans ce cadre a la gestion des buers
jouant un ro^le tres important notamment an d'assurer la continuite de rendu des ux
multimedia au recepteur. Cette etude est menee a la fois pour le cas point-a-point et
le cas multipoint.
1.2 Transmission point-a-point versus multipoint
Nous montrons ici dans quelle mesure les problematiques liees au contro^le de ux
et de congestion dierent dans le cadre de communications point-a-point et multipoint.
1.2.1 Transmission point a point
Dans le cas de transmission point-a-point ou unicast, les mecanismes de contro^le de
congestion mis en oeuvre sont dits d'adaptation a la source. On considere dans ce cas,
l'emetteur comme etant, au moins en partie, responsable de la congestion observee. Base
sur un processus de retroaction entre les deux acteurs de la session, la source est regulee
en fonction de l'evolution de certains parametres de la communication (delais,pertes,
etc).
1.2.2 Transmission multipoint
Les communications multipoints ou multicast obeissent a un principe d'economie:
lorsque plusieurs entites destinataires souhaitent recevoir une me^me information, il est
possible d'etablir simultanement autant de communications point a point qu'il y a de
recepteurs, et de transmettre a chacun la me^me information. Mais il est evident que, des
lors que plusieurs connexions empruntent une me^me portion du reseau, les ressources de
communication existant sur cette portion vont devoir manipuler inutilement plusieurs
fois la me^me information. La communication multipoint vise alors a ne faire transiter
l'information qu'une seule fois sur la portion de reseau commune a plusieurs connexions
(voir gure 1.1). La transmission d'informations provenant d'une source unique, ou
transmission 1 vers N , aboutit a la denition d'un arbre de diusion multipoint, dont
la source est la racine et les recepteurs sont les feuilles.
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Fig. 1.1 { Communications point-a-point (A) versus multipoint (B)
Les communications multipoints posent, donc, des problemes supplementaires lies
a l'heterogeneite des conditions de transmission dans le reseau, mais aussi aux capa-
cites de traitements des recepteurs. L'adaptation a la source peut e^tre satisfaisante
dans le cas d'une transmission point-a-point, mais elle perd de son intere^t lors d'une
transmission multipoint car toute decision prise a la source dans le but de reduire la
congestion va aecter la totalite des destinations. Cela signie que, pour une conges-
tion apparaissant sur un noeud isole de la session multipoint, la qualite de reception
de tous les recepteurs sera aectee par une eventuelle baisse de debit. De plus, il n'est
plus possible de permettre a chaque recepteur de transmettre directement des informa-
tions a l'emetteur sous peine d'ecrouler la voie de retour. Il s'agit alors de concevoir un
ensemble de mecanismes permettant a une source de transmettre un me^me ux (e.g.
video) a plusieurs recepteurs, tout en ayant la possibilite d'adapter de maniere dyna-
mique et avec une granularite susamment ne le debit recu par chacun aux conditions
de transmission qu'il percoit. De nouveaux schemas de contro^le de ux et de congestion
ont ete proposes dans le cadre du multipoint. Ils se caracterisent par un transfert, total
ou partiel, de la responsabilite du contro^le vers les recepteurs qui prennent des decisions
locales an d'adapter le debit des donnees vehiculees jusqu'a eux aux contraintes du
reseau. Ces methodes s'appuient sur les fonctions de routage multipoint et sur l'utilisa-
tion de sources capables de generer des ux multiniveaux ou scalables (cf section 4). A
chaque niveau correspond un increment de qualite. Chaque sous-ux se voit assigner une
adresse multipoint. Ce principe permet une reconguration dynamique de l'arbre mul-
tipoint par elagages et grees pour l'acheminement des sous-ux via le protocole IGMP
(Internet Group Multicast Protocol). Il sut alors a chaque recepteur de s'abonner aux
adresses multipoints qui correspondent aux sous-ux qu'il souhaite ou peut recevoir.
En cas de congestion, chaque recepteur peut choisir d'abandonner un sous-ux parti-
culier en signiant qu'il ne souhaite plus recevoir l'adresse multipoint correspondante.
Les techniques d'elagage (pruning) vont alors entra^ner l'arre^t de l'acheminement de ce
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Fig. 1.2 { Arborescence d'une transmission multicast multicouche d'un ux scalable.
sous-ux dans la portion du reseau concernee.
Il faut toutefois noter certaines limitations inherentes a ce type d'approche. La
premiere concerne la granularite d'adaptation du debit qui est fonction du nombre
de niveaux de scalabilite fournis par la source. Augmenter le nombre de niveaux de
scalabilite pour ameliorer la granularite d'adaptation va augmenter la charge induite
par le mecanisme de contro^le de debit sans necessairement resulter en un accroissement
signicatif de la qualite. De plus, un nombre trop important de couches va accro^tre
la complexite de gestions des adresses multipoints. Ceci va egalement entra^ner une
surcharge de trac IGMP lies a la gestion dynamique de l'arborescence et a un gaspillage
de bande passante du^ aux ente^tes de paquets.
1.3 Contro^le de ux et de congestion : point-a-point
Dans cette section, nous decrivons les principaux protocoles TCP-compatibles pro-
posees dans la litterature dans le cadre de transmission point a point. Parmi les proto-
coles presentes ici, on peut distinguer trois types d'algorithmes de contro^le de conges-
tion. Les plus proches de TCP sont les approches basees-fene^tre qui emploient une
fene^tre de congestion a la TCP. Le second type d'algorithme sont les approches qui
ajustent leur debit d'emission a la maniere de TCP, c'est-a-dire par une augmentation
additive du debit et une diminution multiplicative, mais sans utilisation de fene^tre de
congestion. On appellera ces approches AIMD ( Additive Increase Multiplicative De-
crease). Enn, la troisieme categorie, qui est su^rement celle la plus eloignee de TCP
en terme de comportement instantanne, regroupe ce que l'on appellera les protocoles
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bases-modele ou bases-equation. Ces mecanismes utilisent une equation, derivee
d'une modelisation analytique du protocole TCP, an de determiner le debit d'emission
appropriee.
1.3.1 Protocoles bases-fene^tre
Les mecanismes de contro^le de congestion unicast les plus proches de TCP main-
tiennent une fene^tre de congestion qui est utilisee directement ou indirectement an de
contro^ler le mecanisme d'emission de paquets. Dans [JE96], les auteurs utilisent directe-
ment l'algorithme de contro^le de congestion de TCP an de reguler le debit d'emission
de leur ux video. Ainsi l'emetteur contro^le la taille de sa fene^tre a la maniere de TCP,
mais au lieu de retransmettre les paquets perdus, il permet a la source de continuer
a transmettre de nouvelles donnees. La taille de sa fene^tre de congestion est traduite
en une contrainte de debit pour le codec video. Du fait de l'utilisation directe des
mecanismes de TCP le comportement de ce protocole n'est pas veritablement utili-
sable pour la transmission de medias continus.
Dans [Gol98], les auteurs presentent une etude generale portant a la fois sur les
mecanismes de contro^les de ux bases-fene^tre et bases-debit (i.e. ne specie pas un
nombre de paquets a envoyer mais un debit d'emission). Sur les bases de cette etude,
un schema de contro^le de congestion unicast pour la transmission sur reseau IP a ete
developpe. Ce schema est appele MCFC (Minimum Cost Flow Control). Pour
que l'algorithme exact puisse pleinement e^tre mis en oeuvre il necessite l'ajout de
fonctionnalites supplementaires dans les routeurs non supportees a l'heure actuelle.
Toutefois, une version plus grossiere a ete egalement concue an de fonctionner sur
l'Internet actuel. Le protocole MCFC apporte certaines ameliorations par rapport a
TCP mais a un comportement general identique.
L'approche utilisee dans TEAR (TCP Emulation At the Receivers) [RO00],
utilisable a la fois pour les sessions unicast et multicast, maintient egalement une
fene^tre de congestion, et la taille de cette fene^tre est utilisee an d'en deduire un debit
d'emission. La fene^tre de congestion est geree au recepteur an de pouvoir fonction-
ner en unicast et multicast. Les retards et les triples acquittements sont emules par le
recepteur qui les utilise a la maniere de TCP pour ajuster sa fene^tre. Le recepteur divise
ensuite la taille de la fene^tre de congestion par la valeur estimee du RTT ( Round-Trip
Time : delai d'aller-retour entre l'emetteur et le recepteur) an d'obtenir une estimation
de debit TCP-compatible.
1.3.2 Protocoles AIMD
L'algorithme LDA (Loss Delay Adjustment) presente dans [SS98] emule les
mecanismes AIMD de TCP. Ce protocole s'appuie sur l'utilisation du protocole RTP
/ RTCP et notamment sur l'utilisation des rapports RTCP an d'estimer les taux
de pertes et le RTT. Il est propose, de plus, la modication de RTP an de per-
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mettre d'estimer le debit du goulot d'etranglement (bottleneck) du lien sous-jacent par
l'utilisation de la technique de paire de paquets proposee dans [BVG96]. Pendant les
periodes ou aucune perte de paquet n'intervient, le debit d'emission est incremente par
une valeur dependante du ratio du debit d'emission courant par rapport au debit du
goulot d'etranglement. Lorsque RTCP indique des pertes pendant le RTT courant, le
debit d'emission est reduit exponentiellement en proportion du nombre de paquets per-
dus. Une amelioration appelee LDA+ est proposee dans [SW00a]. Dans cette derniere,
lorsqu'interviennent des pertes le debit est donne par le modele analytique de TCP
[PFTK98] (cf section sur les protocoles bases-modele).
Dans le protocoleRAP (Rate Adaptation Protocol) [RHE99] chaque paquet est
acquitte par le recepteur. Les paquets d'acquittement (ACK) sont utilises an d'estimer
le RTT et de detecter les pertes de paquets. Des informations de redondances rajoutees
dans les ACK permettent une meilleure resistance aux pertes de ces paquets. Quand
le protocole decele la presence de congestion par l'observation d'une perte de paquet,
il divise son debit d'emission par deux. En l'absence de pertes, il augmente son debit
d'un paquet par RTT. Ces decisions d'augmentation ou de diminution sont prises une
fois par RTT. An de fournir une gestion plus ne d'evitement de congestion, le ratio
entre une estimation de RTT a court terme et moyenne a long-terme est utilise an de
modier les delais entre deux envois de paquets de donnees.
Un algorithme purement AIMD est caracterise par deux parametres a et b, corres-
pondant aux parametres d'augmentation et de diminution [FHP00] [YL00]. Les auteurs
de [BB01] considerent un nouveau type d'algorithmes de contro^le de congestion dits
bino^miaux, et qui sont une generalisation non lineaire des schemas AIMD couples avec
l'utilisation d'une fene^tre. Ces algorithmes sont caracterises par quatre parametres k,
l, a et b. En presence de congestion, un algorithme bino^mial reduit sa fene^tre de W a
W   bW
l
, alors que chaque RTT sans perte conduit une augmentation de la fene^tre
de W a W + a=W
k
. Un algorithme bino^mial est dit TCP-compatible si et seulement
si k + l = 1 et l  1, pour des valeurs de a et b adequates. Deux algorithmes TCP-
compatibles dits lents/reactifs sont etudies et evalues.
1.3.3 Protocoles bases-modele
Le concept de contro^le de congestion utilisant une equation modelisant le compor-
tement de TCP a ete propose pour la premiere fois dans [MF97]. De nombreux travaux
de recherches ont ete menes an de deriver des modeles analytiques des connexions
TCP [Flo91, OkM96, MSMO97, OKM, MF97, PFTK98, BH00]. Les premiers travaux
ont montre que le debit stationnaire d'une connexion TCP varie dans l'ordre inverse
de la racine carree du taux de pertes observe par la connexion [MSMO97, OKM].
Ainsi un premier modele, qu'on appelera modele simple, a ete propose dans
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[MF97]. La fonction de reponse TCP est donnee par :
T =
p
1:5
MTU
RTT 
p
p
(1.1)
Ce dernier donne une borne superieure T pour le debit TCP en fonction du RTT, du
taux de pertes en etat stationnaire et du MTU (Maximum Transfer Unit). Le MTU
d'un lien represente la taille maximale que peut prendre un paquet sur ce lien sans
e^tre fragmente. T represente le debit moyen qu'utiliserait une connexion TCP dans
les me^mes conditions (pertes, delai,...). Cette version de l'equation est derivee a partir
d'un simple modele, etudie dans [Flo91] puis [OkM96], dans lequel une connexion TCP
considere des pertes de paquets deterministes.
Une utilisation directe de ce modele appliquee a la transmission video unicast a ete
proposee dans [TZ99]. Le recepteur mesure le RTT et le taux de pertes sur un nombre
xe de RTT. L'emetteur reinjecte ensuite ces informations dans l'equation (1.1) an
de determiner le debit d'emission et d'encodage de leur codeur MPEG associe. Il faut
noter que les auteurs, an de lisser le debit, ont decide de considerer plusieurs pertes
intervenant pendant un RTT comme un unique evenement de congestion, inuant ainsi
sur la maniere de calculer le parametre p. Le but de ces travaux n'etait pas le mecanisme
de contro^le de congestion en lui me^me, mais le couplage entre contro^le de congestion
et compression video scalable et robuste.
Observant qu'une utilisation directe de ces modeles menait a des variations de
debit en \dents de scie", inacceptables pour les ux multimedia un nouveau proto-
cole a ete propose dans [TZ98]. Ce dernier ne permettant pas une reaction rapide par
rapport a TCP, [LTG99] propose un nouveau protocole. Ce dernier se fonde sur un
mecanisme de contro^le de debit combinant une prediction de debit TCP-compatible
utilisant l'equation (1.1) et une boucle de contro^le basee sur le RTT permettant une
reaction rapide. Il est egalement utilisable lorsque le taux de pertes est nul, ce qui n'est
pas le cas du modele direct. An de lisser encore plus le comportement, le taux de
pertes est estime sur une large fene^tre de temps. Une moyenne exponentielle ponderee
est egalement utilisee pour lisser les valeurs de RTT. Cet algorithme de regulation hy-
bride permet une regulation de debit relativement \lissee"tout en etant tres reactif. Un
couplage avec un codeur video MPEG-4 robuste est d'ailleurs decrit dans [LTG99] .
Dans [MSMO97] et [PFTK98] les auteurs ont montre que, dans la plupart des
connexions TCP reelles, un pourcentage important d'evenements entrainant une reduc-
tion de fene^tre est du^ aux mecanismes de gestion des retards. Ainsi, le modele simple
n'est plus valide pour des taux de pertes superieurs a 5%, puisque pour des taux de
pertes superieurs TCP, est aecte par le mecanisme de retransmission sur retards. C'est
pourquoi un nouveau modele prenant en compte l'impact des retards est propose dans
[PFTK98]. La formulation de l'equation de ce modele TCP , que l'on appelleramodele
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complexe, est donnee par :
B =
s
RTT
q
2bp
3
+ T
o
min(1; 3
q
3bp
8
)p(1 + 32p
2
)
; (1.2)
avec RTT le temps d'aller-retour entre l'emetteur et le recepteur, et p le taux de pertes,
b le nombre de paquets acquittes par un ACK TCP et T
o
le delai avant retransmission
de l'algorithme TCP.
Bases sur ce nouveau modele, les auteurs de [PKTK99b], proposent un nouveau
protocole TCP-compatible pour les transmissions de ux continus en unicast dans lequel
le recepteur acquitte chaque paquet. A intervalles de temps regulier, l'emetteur calcule
le taux de pertes observes durant l'intervalle precedent. Lorsqu'il n'observe aucune
perte, le debit d'emission est multiplie par deux durant le prochain intervalle. Lorsque
des pertes sont observees le debit d'emission est calcule avec l'equation (1.2). Comme
montre dans [FHPW00], le fait que ce protocole calcule ses parametres et ajuste son
debit a intervalles xes, determines a priori, le rend vulnerable aux changements de
RTT et de debit d'emission.
Malgre les eorts de recherches deployes dans ce domaine, la majorite des approches
proposees dans la litterature et presentees ici, exhibent des proprietes de variations
de debit encore tres instables. C'est pourquoi, adoptant le modele analytique com-
plexe de TCP propose dans [PFTK98], un nouveau protocole de contro^le de conges-
tion appele TFRC (TCP-Friendly Rate Control protocol) est introduit dans
[FHPW00, FHP01]. Plusieurs points novateurs ont ete introduits dans ce protocole
an de le rendre plus stable tout en restant reactif. Le principal point est l'utilisation
du taux d'evenements de congestion au lieu du taux de pertes pour le parametre p.
L'idee est que TCP ne diminue pas sa fene^tre par deux a chaque paquet perdu. Ainsi,
si plusieurs pertes interviennent pendant un RTT un seul evenement de congestion sera
comptabilise. Le nombre de paquets recus entre deux evenements de congestion est ap-
pele un intervalle de pertes. An d'estimer le taux d'evenements de pertes, on calcule
ensuite la taille moyenne d'un intervalle de pertes par une moyenne ponderee des n
derniers intervalles de pertes par
s
avg
=
P
n
i=1
w
i
s
i
P
n
i=1
w
i
(1.3)
avec s
i
les derniers intervalles de pertes et w
i
les ponderations. L'idee des ponderations
est d'accorder plus de poids aux derniers intervalles de pertes. On ne calcule plus ici
les pertes sur une fene^tre de temps xe, mais sur un nombre d'intervalle de pertes. le
taux d'evenements de congestion est ensuite donne par
p =
1
s
avg
(1.4)
L'utilisation du taux d'evenements de congestion permet d'avoir un comportement net-
tement plus stable et de reagir plus lentement aux congestions tout en restant reactif.
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Nous avons decrit ici, l'idee generale du mecanisme de calcul de taux d'evenements
de congestion; la description complete est donnee dans [FHPW00, FHP01]. Le taux
d'evenements de congestion est calcule tous les RTT et envoye a l'emetteur. Le RTT
est quand a lui lisse a l'aide d'une moyenne exponentielle ponderee. Le protocole pro-
pose comprend egalement une phase d'initialisation tendant a emuler le slow-start de
TCP. Les performances exhibees par ce protocole en terme de variation de debits et de
compatibilite avec TCP sont tres interessantes.
Remarques:
{ TCP Reno est l'implementation de TCP la plus couramment utilisee sur l'Inter-
net. C'est pourquoi, la plupart des travaux se sont attaches a modeliser TCP Reno
bien qu'il existe plusieurs autres versions (Tahoe, New Reno, Sack, Vegas). Ba-
celli et al. dans [BH00] propose une etude et un modele general de TCP, a partir
duquel les diverses versions sont donnees par dierentes valeurs de parametres.
{ Deux etudes comparatives sur les principaux types d'algorithmes de contro^le de
congestion et sur l'intere^t de conception de protocoles lisses et reactifs sont pro-
posees dans [FHP00] et [BBFS01].
1.4 Contro^le de ux et de congestion : multipoint
Comme on a pu le voir dans la section 1.2, les transmissions multicast se ca-
racterisent, en regle generale, par une forte heterogeneite des recepteurs tant au niveau
de la bande passante qu'au niveau de leur capacite de traitement. C'est pourquoi, les
solutions utilisees en point a point ne sont plus envisageables en multipoint. L'objet de
ce paragraphe est de presenter les principales methodes de regulation de debit et de
contro^le de congestion relatives a la transmision multimedia multicast, envisagees dans
la litterature. Plusieurs methodes orientees recepteurs ou hybrides (proposant une col-
laboration entre l'emetteur et les recepteurs) ont ete proposees. Nous distinguerons ici
egalement les approches se souciant de l'equite vis-a-vis de TCP (i.e. TCP-compatibles)
des autres.
1.4.1 Approches non TCP-compatibles
Les premieres approches de contro^le de debit proposees pour des environnements
multipoints ne se sont generalement pas preoccupees de l'equite vis-a-vis de TCP.
L'une des premieres approches est RLM (Receiver-Driven Layered Multi-
cast) proposee dans [MVJ97]. Elle sous-entend une source nement scalable capable de
generer de nombreux niveaux de scalabilite. Ces niveaux de scalabilite sont supposes in-
terdependants et sont envoyes sur des sessions multipoint dierentes. Mis a part son ro^le
de generatrice de ux, la source n'a aucun ro^le actif dans ce protocole. Chaque recepteur
souscrit au nombre de sessions que sa capacite lui permet. Une phase de recherche du
nombre de niveaux de scalabilite optimal est mise en oeuvre par chaque recepteur. Elle
consiste a accro^tre le nombre de sessions souscrites par des tentatives d'abonnement
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(join experiments). Chaque tentative d'abonnement est suivie d'une periode d'observa-
tion de la congestion. Si une congestion est observee, le recepteur abandonne la session
consideree. Pour eviter les phases de congestions transitoires repetees, provoquees par
des tentatives d'abonnement avortees, RLM utilise un algorithme d'apprentissage qui
permet d'identier le nombre d'abonnements critiques. L'idee est d'espacer de plus en
plus les tentatives d'abonnement pour les sessions ayant deja provoquees de la conges-
tion. RLM presente l'avantage de ne pas necessiter une voie de retour. Cependant,
l'inconvenient d'une telle methode provient du nombre eleve de ux video generes
par le codeur scalable granulaire. En eet, ceci conduit a un faible debit attribue a
chaque couche de scalabilite, et donc a une faible proportion de donnees utiles au re-
gard des ente^tes. L'increment de qualite visuelle associe a la reception d'une couche
donnee est donc tres limite, voir negligeable. De plus, comme montre dans [LB00a],
cette approche soure de dierents problemes de comportements : periodes de conges-
tion transitoires, instabilite et pertes periodiques en rafales [Gho97]. D'autre part, ces
abonnements/desabonnements repetes generent un trac IGMP lie a la gestion dyna-
mique des arbres multipoint non negligeable. Bolot et al. [BT98] soulignent enn le
temps de convergence non negligeable de l'algorithme.
Palliant les problemes comportementaux de RLM lies a son mecanisme d'inference
de la bande passante [LB00a], le protocolePLM a ete propose recemment. PLM [LB00b]
est un protocole de contro^le de congestion pour la transmission multicast en couches
base sur la generation de paires de paquets dans le but de deduire la bande passante
disponible. Deux paquets prioritaires sont envoyes l'un derriere l'autre en rafale et, le
delai a la reception entre les deux paquets fournit une information quant a la capacite
maximale du lien. PLM ne soure plus alors des problemes de comportements cites
plus haut, mais requiert un reseau integrant de la dierenciation de service.
On trouve egalement des approches hybrides ou la source et les recepteurs jouent
chacun un ro^le actif dans la regulation de debit. L'approche DSG (Destination Set
Grouping), proposee dans [CAL96], n'utilise pas de codeur scalable, mais diuse en
simulcast (en parallele) trois ux contenant la me^me scene video, compressee a dierents
niveaux de qualite. L'ensemble des recepteurs est partitionne en groupe de destinations
recevant le me^me ux video. Le debit de chaque ux est regule via l'utilisation d'un
protocole base sur des rapports speciques. En fonction des uctuations des ressources
du reseau, les recepteurs ont la possibilite de quitter un groupe de destination pour
en rejoindre un autre. On peut considerer que DSG est une methode relativement
scalable pouvant repondre a un nombre de groupe de recepteurs eleve tout en orant
une bonne nesse de regulation de debit. Toutefois, son inconvenient majeur reside
dans le gaspillage tres important de bande passante inherent au simulcast le rendant
non realisable dans le cas de topologies heterogenes.
Plus recemment est apparue SAMM (Source Adaptive Multi-layered Multi-
cast) [VAS00a], methode elle aussi hybride emetteur-recepteur mais s'appuyant cette
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fois sur une representation scalable des ux video. Les auteurs comptent sur la mise en
place de mecanismes de \dierenciation de service" permettant de privilegier la trans-
mission des niveaux de scalabilite les plus importants. Dans cette approche, la source
s'appuie sur les observations des recepteurs pour ajuster a la fois le nombre et le debit
de chaque niveau de scalabilite. Chaque recepteur estime son \goodput", representant
sa capacite de reception, et le renvoie vers la source. Le goodput est deni comme
le debit cumule de tous les niveaux recus sans perte. Si aucune perte n'est observee
(tous les niveaux sont recus integralement), SAMM permet aux recepteurs de trans-
mettre un goodput superieur a celui mesure, permettant ainsi, en theorie, d'approcher
la capacite du lien. Cet algorithme considere la presence d'agent d'agregation deployes
dans les noeuds du reseau charges de collecter l'information provenant des rapports des
recepteurs, de la fusionner et de l'acheminer vers la source. Les operations d'agregation
sont les suivantes :
{ Si le nombre d'informations de goodput dierentes recues N
G
est inferieur ou egal
au nombre de niveaux de scalabilite que peut generer la source L
max
, l'agregateur
forme deux vecteurs r = fr
i
; i = 1; : : : ; L
max
g (transportant les goodput demandes)
et c = fc
i
; i = 1; : : : ; L
max
g (avec c
i
le nombre de recepteurs demandant le debit
r
i
).
{ Si N
G
> L
max
l'agregateur devra faire un choix parmi les debits demandes. Il
choisira la combinaison de l 2 [1; : : : ; L
max
] goodput pris parmi les N
G
recus qui
maximisera la metrique de \goodput cumule"(Combined goodput):
G =
l
X
i=1
r
i
c
i
(1.5)
Ce n'est qu'apres avoir determine la selection optimale qu'il formera ses deux
vecteurs.
Ces informations agregees seront envoyees vers la source. La methode SAMM presente
donc l'avantage d'optimiser le nombre de couches et le debit de chacune des couches au
sens du goodput cumule. Elle semble donc conduire a un bon compromis entre nesse
du contro^le de debit, economie de bande passante aectee aux en-te^tes et bonne uti-
lisation de la bande passante disponible sur le reseau. De plus, gra^ce a son processus
d'agregation, elle evite tous risques d'implosion de la voie de retour. Toutefois l'ap-
proche SAMM presuppose l'existence dans les noeuds du reseau d'entites (agregateurs)
possedant une capacite de calcul non negligeable. D'autre part, comme nous le ver-
rons dans le chapitre suivant le mecanisme d'estimation de la bande passante n'est pas
realiste sur l'Internet actuel. On peut enn se demander si une telle nesse de regulation
de debit est justiee. En eet, en presence de recepteurs ayant des debits tres proches,
mais dierents, l'algorithme peut conduire a l'envoi de niveaux de scalabilite ayant un
debit tres faible, n'apportant que peu, voire pas, d'increment de qualite.
1.4.2 Approches TCP-compatibles
Dans les approches de regulation de debit multipoint decrites ci-dessus, les auteurs
ne se sont pas preoccupes de l'equite de leur schema vis-a-vis de TCP. Il para^t pourtant
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tout aussi important d'obtenir un partage equitable de la bande passante avec les
applications classiques en multipoint qu'en point a point. Certains auteurs se sont
donc attaches a obtenir des mecanismes de contro^le de congestion TCP-compatible en
multipoint. On distinguera ici, non seulement les approches orientees recepteurs des
approches hybrides emetteur-recepteur, mais egalement les approches monocouche des
approches multicouche.
Parmi les approches monocouche (monosession multipoint), on trouve dans [WH01]
une adaptation de TFRC [FHPW00] (decrit dans la section point a point) au multipoint
appelee TFMCC (TCP-Friendly Multicast Congestion Control). L'approche
TFMCC s'appuie, elle aussi sur l'equation (1.2) modelisant le comportement de TCP.
A la dierence de TFRC toutefois, ce sont les recepteurs qui calculent leur RTT et
estiment leur debit. Cette information est periodiquement envoyee vers l'emetteur. Si
un recepteur renvoie une information de retour indiquant un debit plus faible que le
debit actuel de la source, celle-ci reduira immediatement son debit au debit indique.
De maniere a eliminer un grand nombre de rapports, seuls les recepteurs estimant un
debit plus faible que le debit de la source transmettent une information. Les auteurs
proposent le concept de CLR (Current Limiting Receiver). Le CLR est le recepteur qui,
vu de l'emetteur, a la plus faible capacite de reception. L'emetteur pourra accro^tre son
debit en s'appuyant sur les estimations du CLR. Le CLR pourra changer en cours de
session, suivant les evolutions dans l'arbre multipoint. L'un des points clef de TFMCC
est de permettre a tous les recepteurs d'estimer leur RTT sans pour autant augmenter
le trac. Supposant la synchronisation des horloges les membres de la session, chaque
recepteur deduit la valeur de son RTT par l'observation du temps d'aller OTT (One-
way Trip Time). Des que le CLR est designe, lui seul continue a estimer reellement et
regulierement son RTT. Tous les autres membres se contenteront de remettre a jour
une estimation du RTT gra^ce a l'observation de l'OTT.
Un protocole assez similaire nomme PGMCC (Pragmatic General Multicast
Congestion Control) a ete propose dans [Riz00]. Ce schema s'appuie sur PGM
[SFC
+
00], un protocole de robustication de session multipoint. Ce protocole est base
sur l'utilisation d'accuses de reception negatifs(NACK). Une procedure de \suppres-
sion" des rapports, similaire a celle de TFMCC, permet de limiter la quantite de NACK.
PGM ne specie toutefois pas de mecanisme de contro^le de congestion, et considere des
sources a debit xe. PGMCC peut donc e^tre vu comme une evolution de PGM per-
mettant le contro^le de congestion. Comme dans TFMCC, ce protocole selectionne le
recepteur le plus faible (nomme \acker") parmi l'ensemble des recepteurs. Le processus
de selection du acker est un des points clef de la methode. De lui dependra l'equite du
protocole vis-a-vis de TCP. Ce processus est base sur une version simpliee de l'equation
(1.2) utilisee par chaque recepteur. De plus, chaque paquet de donnees transportant
des informations sur le acker courant, a chaque instant tous les recepteurs peuvent
comparer leur debit a celui du acker et devenir acker le cas echeant. Un mecanisme de
contro^le de congestion similaire a celui de TCP est ensuite mis en place entre l'emetteur
et le acker, qui transmettra un ACK pour chaque paquet recu. Le acker contro^le donc
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le debit d'emission ainsi que les eventuelles retransmissions. On remarque que le calcul
du debit TCP-compatible n'a pas besoin d'e^tre precis puisqu'il ne sert qu'a determiner
le acker et non a contro^ler le debit de la source. Un calcul grossier du RTT est donc suf-
sant. Bien que PGMCC se comporte equitablement avec TCP, celui-ci a plus tendance
a generer des debits en dents de scie, assez proche de ce que donne TCP.
On peut remarquer que ces deux protocoles (TFMCC et PGMCC) ne pourront
convenir qu'a des topologies d'arbres multipoints tres particulieres n'ayant qu'un seul
goulot d'etranglement. Leur utilisation pour des topologies realistes, avec plusieurs
groupes de recepteurs, ne satisfera qu'une partie des recepteurs et defavorisera les
groupes de recepteurs ayant des capacites plus elevees. Seul un protocole capable
de reguler les debits d'une source multicouche peut esperer satisfaire un ensemble de
recepteurs heterogenes.
Certaines approches se sont attachees a ameliorer et adapter le protocole RLM pour
parvenir a une regulation de debit multicast TCP-compatible pour la transmission en
couches. L'algorithme propose dans [TFPB98] consiste a remplacer le mecanisme de
join experiments par une estimation explicite de la bande passante disponible realisee
par chaque recepteur. En fonction de cette estimation les recepteurs s'abonnent ou se
desabonnemnt en consequence. An de reduire le cou^t d'utilisation de la voie de retour,
notamment pour l'estimation du RTT, des paquets de reque^tes minimalistes contenant
seulement le SSRC du recepteur et l'instant d'emission du paquet ont ete proposes. En
reponse a ces paquets, la source ne renvoie qu'un seul rapport d'emission contenant les
informations de delai relatives a chaque SSRC. Toutefois, le cou^t de la voie de retour
induit par une telle methode reste encore prohibitif et non scalable. De plus, le trac
IGMP regulant les abonnements/desabonnements reste tres eleve.
Un autre protocole de contro^le de congestion multicast multicouche oriente recepteur
connu est le protocoleRLC (Receiver-driven Layered Congestion) [VRC98]. Tou-
tefois, bien que la source n'adapte pas le debit de ses dierentes couches, celle-ci est
active et notamment dans l'estimation de la bande passante. Ce protocole est base sur
deux principes majeurs : la generation de rafales de paquets et l'utilisation de points
de synchronisation. Les rafales de paquets ont pour but de permettre aux recepteurs
d'estimer leur bande passante ou, en tous cas, de determiner ou non si leur abonnement
a une couche superieure est possible. En eet, le debit des rafales sur une couche donnee
est egale au debit de la couche courante augmente du debit de la couche directement
superieure. Le comportement TCP-compatible du protocole est principalement du^ a la
distribution exponentielle des couches qui resultent en une diminution exponentielle de
la bande passante en cas de pertes (comme TCP). Le deuxieme mecanisme consiste
a specier, a l'aide d'une information particuliere (ag) contenue dans un paquet de
donnees aux recepteurs, quand tenter de s'abonner ou non. L'idee ici est de reduire la
latence induite par des tentatives d'abonnements et de desabonnements non synchro-
nisees, notamment pour des recepteurs appartenant a des regions locales observant les
me^mes caracteristiques de reception. Comme montre dans [LB00a], et similairement a
RLM, cette approche soure de dierents problemes de comportements : periodes de
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congestion transitoires, instabilite et pertes periodiques en rafale. Ces problemes etant
principalement du^s au mecanisme d'inference de la bande passante. De plus, l'eca-
cite de ce mecanisme d'inference semble e^tre fortement couplee avec la taille des les
d'attente des routeurs traverses.
MLDA (Multicast Enhanced Loss-Delay Adaptation Algorithm) propose
dans [SW00b] permet la gestion de sources multicouche. Dans cette approche, l'emetteur
envoie regulierement a tous les recepteurs des rapports (SR : sender report) contenant
des informations sur les debits transmis. Des reception d'un SR, chaque recepteur es-
time son taux de pertes et son RTT. Il peut alors estimer son debit TCP-compatible en
utilisant l'equation (1.2). Suivant la valeur estimee, le recepteur decide de s'abonner ou
de se desabonner aux dierentes sessions disponibles. Au bout d'une periode aleatoire
T
wait
, il pourra envoyer en multipoint cette information de debit dans un rapport (RR :
receiver report). Toutefois, si pendant la periode T
wait
il recoit de la part d'un autre
recepteur, une demande pour un debit similaire, il annule l'envoi de son propre rapport.
Le nombre et le debit de chaque couche sont determines dynamiquement en fonction
des informations de retour generees par les recepteurs. Comme dans SAMM [VAS00a],
la source devra faire un choix parmi les demandes des recepteurs si le nombre de de-
mandes est superieur au nombre de sessions multipoint pouvant e^tre ouvertes par la
source. Toutefois MLDA ne specie pas la methode qui permettrait de faire ce choix.
Tous les debits estimes et generes se situent dans un intervalle de debit [R
min
; R
max
] qui
est ensuite decoupe en sous intervalles. Chaque recepteur n'indique donc pas dans ses
RR une valeur de debit mais pluto^t un index sur un sous intervalle. Cet algorithme ap-
pele \Partial Suppression" est un element essentiel permettant d'eviter l'explosion de la
voie de retour. Comme pour TFMCC, l'un des points delicats de la methode reside dans
le calcul du RTT. Une estimation du RTT basee sur l'observation de l'OTT est realisee
des reception du SR. Le protocole autorise aussi chaque recepteur a calculer reellement
son RTT par envoie d'un RR vers la source. Cette procedure permettant d'eviter les
accumulations d'erreurs sur l'estimation du RTT basee OTT, est toutefois realisee plus
rarement (les tests presentes dans [SW00b] montrent que les SR sont envoyes toutes les
5s, alors que le calcul eectif du RTT n'est realise que toutes les 60s). On peut regretter
que les auteurs ne proposent pas d'algorithme permettant a la source de selectionner
le cas echeant et de maniere optimale des debits parmi les demandes des recepteurs.
De plus, les delais assez eleves entre deux adaptations de debit ne permettent pas une
reactivite forte du mecanisme global engendrant par consequent une equite vis-a-vis de
TCP sur le long terme uniquement, et peuvent expliquer l'instabilite relative des debits
generes par la source. Enn, un tel mecanisme de suppression partielle des rapports
peut engendrer une homogeneite non reelle des debits requis.
FLID-DL Fair Layered Increase/Decrease with Dynamic Layering [BFH
+
00]
est un algorithme de contro^le de congestion multicast multicouche. Ce dernier permet
de reduire l'impact negatif des delais de latence IGMP avant desabonnement et elimine
la necessite d'intervalle de sondage utilisee dans RLC. Toutefois, la quantite de trac
IGMP et PIM-SM generee par chaque recepteur est tres consequent. De plus, comme
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montre dans [LGSH02] un deploiement reel de ce protocole n'est pas realisable. Le pro-
tocole WEBRC Wave and Equation Based Rate Control [LG02, LGSH02] est
un nouveau protocole base-modele qui a ete recemment propose. Il permet de resoudre
les principales limites de FLID-DL en utilisant une methode innovante de transmis-
sion en vagues. La couche de base est transmise a un debit quasi-constant alors que
les dierentes autres couches sont envoyees par vagues en decalage de phase. Le debit
de transmission est periodiquement constitue d'une decroissance exponentielle durant
les periodes actives suivie d'une periode de silence. En fonction de son estimation de
bande passante faite en utilisant une version simpliee de l'equation (1.2), les recepteurs
changent de vagues. Il est d'ailleurs propose la notion de RTT multicast denie comme
etant le delai entre l'instant ou une demande d'abonnement a une vague est realisee et
l'instant ou le premier paquet de cette vague est recu. Ce protocole permet de reduire
de maniere tres importante le nombre d'abonnements/desabonnements et a un compor-
tement equitable avec TCP. Cependant, WEBRC ainsi que FLID-DL sont avant tout
concus pour des applications de telechargements ables voire pour des applications de
streaming. Il faut noter toutefois que la granularite de la source doit e^tre assez ne et
que, par consequent, la transmission de ux hierarchiques classiques de type H.263+
ou MPEG-4 n'est pas realisable.
1.5 Transmission multimedia : delais et buers
Une des principales dierences entre les transmissions multimedia temps-reel ou non
(streaming) et les applications tele-informatiques classiques, reside dans les contraintes
de delais inherentes a ces medias. Il est ainsi indispensable qu'il y ait une continuite
dans la presentation de la video ou de l'audio au recepteur. Idealement, si les images
video sont capturees a une frequence de 25 Hz, elles doivent e^tre rendues au recepteurs
avec une frequence de 25 Hz.
Sur des reseaux de type Internet, les delais de transmission de bout-en-bout varient
beaucoup. On appelle ce phenomene la gigue du reseau (jitter). An de reduire l'eet de
cette gigue sur la qualite du rendu, on utilise classiquement des mecanismes de memoire
tampon (buer) du co^te recepteur. Lorsqu'un paquet de donnees arrive, il n'est pas
joue tout de suite, mais il patiente dans le buer jusqu'a son instant de presentation.
Naturellement, lorsque le buer est trop petit celui-ci peut se vider plus vite qu'il ne
se remplit, du fait des paquets arrivant en retard. Ces sous-remplissages causent un
probleme dans la visualisation de la video (i.e eet d'image gelee). Les paquets arrivant
en retard sont generalement consideres comme perdus. A l'inverse, l'utilisation d'un
buer tres grand induit des delais de bout-en-bout important non desirables pour des
applications interactives comme la visiophonie ou la telephonie (sur IP).
Nous decrivons brievement ici les rares travaux (publies) portant sur la gestion de
buer dans le cadre de transmissions multimedia interactives ou non sur l'Internet.
Plusieurs methodes basees sur des mecanismes d'adaptation de taille de buer dy-
namique ont ete proposees dans la litterature [RKTS94, ACS98, LS99, SFG01]. L'idee
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est de minimiser le nombre de retard en limitant le plus possible le nombre de fois ou le
buer de reception est vide au moment de la consommation. Pour cela on permettra au
recepteur une acceleration ou un ralentissement de la vitesse de visionnage ou d'ecoute
en fonction de l'etat de remplissage du buer et de l'etat du reseau. Ainsi, lorsque le
buer est trop rempli, l'audio ou la video sont joues plus rapidement et a l'inverse,
lorsque il est sous-rempli la vitesse de rendu est ralentie. An d'obtenir un ajuste-
ment dynamique du delai de mise en buer du co^te recepteur, l'approche decrite dans
[RKTS94] se base sur une prediction du delai de transmission en utilisant un modele
autoregressif. Dans [ACS98], une representation statistique du delai, etablie sur des
quantites importantes d'observations reseaux en mode de fonctionnement normal, sert
de base a la prediction de delai court-terme. Dans [LS99], l'ajustement de delai se base
sur un predicteur au moindre carre median normalise couple avec une mesure de varia-
tion de delai. Dans [SFG01] l'approche est concue pour le streaming video induisant une
faible latence. Les auteurs modelisent ici le delai de sous-remplissage de buer a partir
d'une chaine de Markov a deux etats (Elliot-Gilbert) modelisant le processus de pertes
du reseau. Toutefois, ce dernier fait plusieurs hypotheses non realistes en video comme
le fait que chacune des images est mise dans un paquet. De plus, les temps de mise
en buer proposes sont encore tres importants dans le cas d'applications interactives.
Enn, toutes les approches decrites ici font l'hypothese d'une source a debit constant
non regulee a des ns d'evitement de congestion.
L'approche proposee dans [REH99] fait l'hypothese d'une source contro^lee en debit
par un protocole de contro^le de congestion base AIMD. En pratique l'algorithme RAP
presente plus haut est utilise. L'idee est de se servir de la forme caracteristique en dents
de scie des variations de debit du protocole an de deduire une politique de mise en
buer optimale permettant d'assurer la meilleure qualite au recepteur. Ainsi lorsque la
bande passante augmente, on en prote pour transmettre des donnees en avance an
de pallier la prochaine diminution de bande passante. Cette approche fait l'hypothese
d'une source pre-encodee, elle me^me composee de plusieurs (i.e. au moins 5) couches
a debit constant. Il faut noter que l'algorithme mis en oeuvre ne fonctionne que pour
une regulation AIMD.
Une autre approche fonctionnant a la fois sur une source a debit variable, et com-
patible avec une regulation de debit reseau TCP-compatible quelconque (i.e. AIMD
et autres) a ete proposee dans [SR00]. Dans ce cas, la source est a debit variable pre-
encodee et composee, de maniere plus realiste, de 2 couches uniquement. L'idee est
assez proche de la technique precedente et consiste en une politique de pre-chargement
(pre-fetching). Ainsi lorsque la bande passante disponible devient superieure au debit
necessaire a la video courante, on decide de prendre de l'avance et de commencer a
transmettre les images suivantes. Ce processus est evidemment couple avec l'utilisation
d'un delai de pre-chargement initial des donnees dans le buer de reception de quelques
secondes (i.e. au moins 4 secondes). De plus, an d'estimer l'etat de remplissage du buf-
fer de reception, l'emetteur se base sur des rapports emis par le recepteur. Toutefois,
plusieurs hypotheses fortes et peu realistes sont faites ici. On considere ainsi que le
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buer de reception a une capacite innie. On fait l'hypothese egalement que le delai de
transmission est nul. On considere, de plus, que le serveur n'envoie pas les images qui
peuvent arriver en retard, sans donner d'algorithme precis notamment concernant la
gestion des predictions inter-images inherentes au codage hybride classique. On estime,
enn, que toute image emise sera recue et decodee, sans prendre en compte les retards
du^s a la gigue et les pertes reseaux.
Remarques :
{ Les deux dernieres approches proposent des solutions hybrides orientees emetteur-
recepteur alors que les premieres approches n'interviennent qu'au niveau du recep-
teur.
{ La plupart des approches decrites ici font l'hypothese de temps de pre-chargement
tres eleves non compatibles avec des applications interactives.
{ Me^me si le ralentissement et l'acceleration sont des solutions elegantes au probleme
d'evitement des retards, celles-ci ont des limites et, encore une fois, ne sont pas
toujours compatibles avec des applications tres interactives.
1.6 Conclusion
Dans ce chapitre, nous avons decrit les principales approches de contro^le de ux
et de congestion proposees dans la litterature pour les transmissions video en mode
point a point et multipoint. Parmi les approches point a point, le protocole de contro^le
de congestion TFRC est tres interessant. Toutefois, celui-ci, comme tous les autres
protocoles de la litterature, considere l'emission de ux continus mais ne prend pas en
compte les caracteristiques propres aux ux multimedia emis. De plus, aucune approche
pertinente de regulation d'une source video couplee avec un mecanisme de contro^le de
congestion TCP-compatible n'a ete proposee dans la litterature. Plusieurs approches
multicast sont egalement interessantes. Cependant, aucune d'elles ne considere les per-
formances debit-distorsion de la source et ne presente un schema de transmission video
multicouche multipoint TCP-compatible en tenant compte. Dans le chapitre 2, nous
proposerons donc un nouveau protocole de contro^le de debit et de congestion, ins-
pire de TFRC, mais prenant en compte les caracteristiques des ux multimedia trans-
portes (delais, tailles de paquets, granularite d'adaptation, modele debit-distorsion de
la source,...). Un modele global de regulation de la source video est egalement propose
conduisant a une limitation du nombre de retards de paquets. Puis dans le chapitre
3, nous decrirons un nouveau protocole de contro^le de congestion pour la transmis-
sion de video multicouche en multicast. Ce mecanisme de regulation oriente emetteur
et recepteur, cherche a maximiser la qualite de la video percue par l'ensemble des
recepteurs.
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Chapitre 2
Un nouveau protocole
TCP-compatible pour la
transmission video point a point
2.1 Introduction
Les besoins en terme de Qualite de Service (QoS) des ux multimedia dierent to-
talement de ceux des communications informatiques classiques. An de maintenir une
certaine equite entre les echanges de donnees traditionnelles et les transmissions mul-
timedia, il est necessaire de concevoir des nouvelles strategies de contro^le de congestion
dediees a ces ux. Ces dernieres doivent pouvoir repondre aux besoins des ux mul-
timedia concernant la stabilite des contraintes de debit, tout en etant presque aussi
reactives que TCP (principal protocole utilise sur l'Internet). Nous avons decrit dans
le chapitre precedent dierents protocoles et systemes de transmission proposes dans
la litterature.
Cependant, tous ces protocoles ne prennent pas en compte les caracteristiques des
ux multimedia qu'ils pretendent contro^ler. De ce fait, dans le cas de ux video ou au-
dio, ces mauvaises considerations peuvent mener a un partage inequitable de la bande
passante vis-a-vis des ux TCP. Elles considerent, de plus, que l'emetteur peut ajuster
son debit d'emission exactement au debit TCP-compatible estime, que la source video
s'adapte avec une granularite arbitraire et n'est en aucun cas contraint par des valeurs
de bande passante minimum ou maximum par exemple. Enn, dissocier totalement la
partie reseau de la partie source, par l'injection directe dans l'encodeur de la bande
passante predite comme une contrainte de debit, mene a des comportements non sou-
haitables pour l'application. Nous montrerons ici que ce type d'approche peut sourir
de nombreux eets du^s aux retards de paquets induits par les contraintes temps-reel
de la source.
Ce chapitre traite de ces restrictions en proposant un nouvel algorithme de regulation
de debit couplant un protocole de congestion TCP-compatible avec un modele de
regulation global integrant les modeles de delais et de buers de la source, dans le but
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de minimiser la distorsion du signal decode au recepteur. Le modele global propose per-
met de reduire de maniere signicative les pertes du^es aux retards et donc de minimiser
la distorsion tout en maximisant l'utilisation de la bande passante TCP-compatible.
2.2 Un modele generique pour les communications mul-
timedia
La conception d'un protocole de communication adapte aux communications mul-
timedia requiert une phase de modelisation fournissant ainsi une liste de contraintes
et besoins inherents a ce type d'application. Nous donnons ici un modele generique
decrivant diverses contraintes imposees par les utilisateurs, les algorithmes de compres-
sions et les donnees transmises. Le modele liste six points cles :
Gammes de debit : En regle generale, la qualite des ux multimedia s'ameliore avec
l'augmentation de debit. Cependant, au dessus d'une certaine limite de debit
R
max
, l'augmentation de qualite est negligeable. De la me^me facon, reduire la
bande passante en dessous d'une certaine limite R
min
rend les donnees inutili-
sables par les recepteurs. Ces valeurs R
min
et R
max
sont avant tout dependantes
du modele debit-distorsion de la source utilisee.
Contraintes de transmission : La transmission de ux multimedia est regie par
dierentes contraintes de delais et de robustesse. Ainsi pour des raisons de delais
les ux audio seront transmis dans des paquets de petites tailles et de tailles va-
riables. De la me^me facon, il est necessaire de mettre en oeuvre des politiques
intelligentes de paquetisation lors de communication video an de rendre celle-
ci plus robuste aux pertes de paquets. Ces regles de paquetisation conduisent a
l'utilisation de paquets de tailles variables dependantes a la fois du debit de la
source mais egalement de la nature de la video transmise.
Granularite d'adaptation : Suivant le schema de compression et le type de donnees
utilises, l'adaptation du debit de la source aux contraintes de reseau ne peut se
faire qu'avec une certaine granularite. Ainsi, pour une source video classique la
granularite est fonction du pas de quantication ou de la strategie de reduction
de frequence temporelle (i.e. nombre d'images par seconde). On parle egalement
de granularite d'adaptation temporelle. En eet, l'adaptation possible des pa-
rametres d'encodage a lieu de maniere generale en frontiere d'image. En eet, elle
ne peut intervenir un n'importe quel instant du processus de compression (e.g.
en plein milieu d'une image).
Contraintes de delais : Les ux multimedia ont en regle generale des contraintes de
delais que l'on peut qualier de temps-reel. Pour des applications interactives
telles que la visiophonie, il est imperatif que le delai entre la capture de l'image et
l'instant ou le recepteur visionne l'image soit le plus court possible. Il est imperatif
egalement, et ceci est aussi vrai pour les applications de streaming, d'assurer
une continuite dans la presentation des medias au recepteur. Idealement, si les
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images video sont capturees a une frequence de 25 Hz, elles doivent e^tre rendues
au recepteurs avec une frequence de 25 Hz. Les donnees doivent donc arriver a
temps du co^te du recepteurs an d'eviter des problemes de qualite dans le rendu.
Les donnees arrivant en retards sont considerees comme perdues.
Qualite de service stable : L'adaptation frequente du debit de la source a des ns de
reactivite face aux phenomenes de congestion peut mener a de fortes variations de
debit pour la source. Ces fortes variations ne sont evidemment pas compatibles
avec les besoins de QoS des applications multimedia. Lors d'une transmission
video, par exemple, les clients sont tres sensibles aux brusques dierences de
qualite. An, de permettre aux recepteurs d'avoir une qualite plus stable il est
necessaire de xer des seuils de variations de qualite acceptables (en debit ou en
PSNR) et de s'y conformer. De la me^me maniere, il convient de xer des bornes
concernant les changements de frequence temporelle acceptables.
Tolerance aux pertes : De maniere generale, on cherchera a limiter les pertes de
paquets au maximum et on pourra utiliser des mecanismes de protection et de
redondance an de pallier les pertes residuelles. Toutefois la notion de tolerance
aux pertes est tres dependante de l'application et des utilisateurs de l'application.
Ainsi, le streaming d'un morceau de musique sera tres peu tolerant alors qu'une
tolerance superieure est acceptee pour des applications de visiophonie.
Ce modele de communication multimedia ne recense pas de maniere exhaustive
toutes les contraintes possibles inherentes a ce type d'application. Il donne les prin-
cipaux points et principales voies a considerer dans la conception d'un protocole de
regulation de debit dedie aux transmissions multimedia.
2.3 Un nouveau protocole de debit TCP-compatible adapte
aux ux multimedia
Nous avons vu dans le chapitre precedent que dierentes techniques de contro^le
de congestion dites TCP-compatibles ont ete proposees dans la litterature. Les tech-
niques basees-fene^tre et AIMD induisant generalement un comportement du trac tres
instable non souhaitable pour la transmission de ux multimedia [FHP00]; nous nous
interesserons donc ici a l'utilisation d'un modele.
Dans cette section, nous soulignons tout d'abord la non adequation des protocoles
existants au transfert de ux multimedia. Puis nous proposons un nouveau protocole
de contro^le de congestion dedie base-modele utilisant le protocole RTP/RTCP (Real-
time Transport Protocol/Real-time Transport Control Protocol).
2.3.1 Limites des protocoles existants
Les dierents protocoles proposes dans la litterature font l'hypothese de ux conti-
nus mais ne prennent pas en compte les caracteristiques des ux multimedia temps-reel
a transmettre. Ainsi le modele le plus communement utilise [PFTK98] (notamment
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dans le protocole TFRC [FHPW00] - cf chapitre 1.3), estime le comportement d'une
session TCP en etat stationnaire transmettant des paquets de taille s. La plupart des
sessions TCP sur l'Internet liees au Web ou FTP transfere des paquets de taille MSS
(Maximum Segment Size) ou MTU (Maximum Transfer Unit). Le MSS represente la
taille maximum que peut prendre un segment TCP sur le lien. Ainsi, pour la plupart
des sessions TCP le parametre s est xe a MSS. Pour des applications multimedia, la
situation est dierente.
2.3.1.1 Paquets de tailles variables
Pour certaines applications, il est en eet necessaire de pouvoir utiliser des paquets
de tailles dierentes. Ainsi, prenons par exemple la transmission de voix sur IP avec
RTP. Pour des raisons de delai il est conseille d'utiliser des paquets de taille faible
(e.g. 140 octets) et, du fait notamment des silences, ces paquets ne sont pas de tailles
constantes. La transmission dynamique et robuste de ux video requiert egalement
la denition de politiques de mise en paquet intelligentes. Les regles de paquetisation
communement choisies menent naturellement a la constitution de paquets de tailles
variables [Ba98].
2.3.1.2 Equite?
Dans les modeles classiques tels que celui donne par l'equation (1.2) [PFTK98], le
debit estime est lineairement dependant de la valeur du parametre de taille de paquet
s. Ainsi, si une application utilisant des petits paquets par exemple de taille 150 octets
est en competition avec une application utilisant des paquets de taille 1500 octets alors
celle-ci aura le droit a dix fois moins de debit. Cette situation ne semble pas tres
equitable.
L'utilisation d'une taille moyenne de paquets comme valeur pour le parametre s
pourrait sembler une solution envisageable. Toutefois, en consequence directe de la
dependance lineaire entre la taille des paquets et le debit calcule, les applications faisant
ce choix sont egalement penalisees par rapport aux applications TCP. De plus, lorsque
l'on essaye d'adapter le debit des ux aux variations de bande passante du reseau, dans
le cas d'application temps-reel par exemple, les variations de taille de paquets sont
dicilement predictibles et sont surtout tres etroitement liees au debit d'emission.
2.3.1.3 TCP-compatibilite revisitee
Le concept TCP-friendly ou TCP-compatible a ete introduit dans [MF97, FF99] et
a evolue au cours du temps pour aboutir dans [BCC
+
98] de la facon suivante : un ux
est dit TCP-compatible si il se comporte comme un ux TCP en presence de congestion
et si en etat stationnaire il n'utilise pas plus de bande passante qu'une session TCP
dans des conditions comparables (pertes, tailles de paquets, delais,...).
Toutefois, cette denition (ainsi que les precedentes), consider comme equitable
qu'un ux utilisant des paquets plus petits ait le droit a moins de bande passante
qu'une session TCP ou qu'une session utilisant des paquets de tailles superieures. C'est
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pourquoi nous avons decide de redenir la notion de TCP-compatibilite en l'adaptant
de la maniere suivante.
Denition 2.3.1 (TCP-compatible) Un ux est dit TCP-compatible si il se com-
porte comme un ux TCP en presence de congestion et si en etat stationnaire il n'utilise
pas plus de bande passante qu'une session TCP transmettant des paquets de tailles MSS
et fonctionnant dans des conditions comparables (pertes, delais, ...).
Nous considerons ici qu'une application ne doit pas pa^tir de la taille ses paquets.
Nous montrerons dans la suite que cette nouvelle denition n'entraine pas de compor-
tement inequitable ni envers TCP ni entre les dierents ux TCP-compatibles.
2.3.2 Modele de debit TCP utilise
Considerant cette nouvelle denition, nous avons choisi an de partager equitable-
ment la bande passante avec TCP, de nous baser sur le modele utilise dans TFRC et
de xer le parametre s dans l'equation (1.2) au MSS du lien. Nous avons, de plus, xe
le parametre b a 1, considerant que chaque rapport ACK n'acquitte qu'un seul paquet.
L'equation modelisant TCP devient donc :
B =
MSS
RTT
q
2p
3
+ T
o
3
q
3p
8
p(1 + 32p
2
)
; (2.1)
avec RTT le temps d'aller-retour entre l'emetteur et le recepteur, et p le taux d'evene-
ments de pertes. Le terme T
o
represente le delai avant retransmission de l'algorithme
TCP.
Nous considerons ici que me^me si la taille des paquets varie, son impact sur le RTT
et sur T
o
est quasi-nul. Nous verrons, par contre, que l'utilisation de MSS au numerateur
a des incidences sur le taux d'evenements de pertes p.
2.3.3 Estimation des parametres du modele
Notre but etant de reguler le debit de ux multimedia, il semble assez naturel de
tenir compte des proprietes intrinseques de ces ux dans l'estimation des parametres.
Nous montrerons dans la suite que cette approche n'est pas en inadequation avec les
besoins de TCP-compatibilite et peut mener a une amelioration de la qualite de service
tout en maintenant une utilisation comparable de la bande passante.
La prediction de bande passante peut-e^tre realisee soit par l'emetteur soit par le
recepteur. Cependant, tandis que le RTT et par consequent le parametre de delai T
o
peuvent e^tre estimes aux deux extremites, le taux d'evenements de congestion p doit
e^tre determine par le recepteur. An de simplier les choses, nous avons choisi d'estimer
tous les parametres (RTT , T
o
et p) et de predire la bande passante du co^te recepteur. La
valeur predite de la bande passante sur une fene^tre est ensuite acheminee vers la source
dans un rapport de reception RTCP (Receiver Report: RR) en utilisant le mecanisme
d'extension decrit dans [SCFJ96]
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2.3.3.1 Frequence des rapports de reception
L'adaptation de debit d'une source video, via des changements de frequence tempo-
relle ou l'adaptation du pas de quantication, se fait en regle generale a certains instants
cles du processus d'encodage. C'est pourquoi nous avons choisi ici de synchroniser la
reception des rapports de reception avec la frontiere d'une image (instant de debut
d'encodage) tout en respectant les recommandations d'utilisation de la bande passante
reservee a RTCP. D'apres [SCFJ96], la bande passante RTCP ne doit pas exceder 5%
de la bande passante totale allouee a la session SB, avec 75% reserve aux rapports de
reception et 25% aux rapports d'emission.
Ainsi, nous avons deni la frequence 
feed
entre deux rapports en fonction du RTT
et frequence temporelle FR (Frame Rate) representant le nombre d'images codees par
seconde :

feed
=
dmax(S
RTT
;
AvgsizeNR
0:750:05SB
) FRe
FR
; (2.2)
avec NR le nombre de recepteurs dans la session. Le terme Avgsize represente la
taille moyenne des rapports RTCP et S
RTT
represente une estimation lissee du RTT
(son calcul est decrit dans la section 2.3.3.2).
Ceci permet une periodicite de rapports en phase avec un nombre entier de trame
pour une source audio ou video tout en respectant les contraintes d'utilisation de bande
passante de RTCP. En eet, il est montre dans [PYM99] que pour les transmissions
point a point, une utilisation de 5% de la bande passante permet d'avoir pratiquement
un rapport de reception par paquet recu.
2.3.3.2 Estimations du RTT et du delai de retransmission (T
o
)
L'estimation du RTT se fait en se basant sur une moyenne des mesures recentes.
On mesure le RTT courant en utilisant les rapports RTCP comme decrit dans la partie
B.2. A chaque fois qu'une mesure est realisee m
RTT
, une valeur lissee du RTT , notee
S
RTT
, est mise a jour en utilisant une moyenne exponentielle ponderee (EWMA) :
S
RTT
= S
RTT
+ (1  )m
RTT
(2.3)
avec  facteur de lissage (choisi a 0:9).
Le parametre de delai de retransmission T
o
est quant a lui estime comme dans
[Jac88, Jac90] par :
T
o
= S
RTT
+ 4D
RTT
(2.4)
avec D
RTT
une valeur lissee (par une moyenne exponentielle ponderee) de la variance
du RTT .
2.3.3.3 Estimation du taux d'evenement de congestion (p)
La methode d'estimation des pertes est un element cle du protocole an de garan-
tir des variations de debit douces ainsi qu'un partage equitable de la bande passante
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avec les autres sessions ou connexions [RR99]. Estimer le taux de pertes, en faisant le
rapport entre le nombre de paquets perdus et le nombre total de paquets transmis, ne
modelise pas exactement le comportement de TCP face aux pertes. En eet, la plupart
des implementations TCP (Sack, New Reno, Tahoe) ne divisent pas leur fene^tre de
congestion par deux a chaque fois qu'une perte intervient pendant un RTT .
Ainsi, comme dans [HF98, PKTK99a, TZ99, FHPW00, HPFW01], nous considerons
ici la notion de taux d'evenement de congestion ou evenement de pertes. Tou-
tefois, an de prendre pleinement en compte les paquets de tailles variables dans la
transmission de ux audiovisuels, nous proposons ici une methode d'estimation du
taux d'evenement de congestion revisee. L'idee ici est d'utiliser le modele de maniere
correcte et de faire en sorte que tous les parametres utilises pour la prediction de bande
passante TCP-compatible soient coherents entre eux.
2.3.4 Notion d'evenement de congestion revisitee
Senders Receivers
router router
Bottleneck link
Fig. 2.1 { Topologie de simulation de \goulot d'etranglement" (bottleneck).
Dans cette partie, nous montrons que l'algorithme base-paquet utilise dans TFRC
n'est plus adapte pour la prise en compte de paquets de tailles variables. An de montrer
l'inadequation du protocole TFRC a la prise en compte de paquets de tailles variables,
nous avons experimente l'algorithme TFRC (avec le simulateur de reseau NS2) en
considerant la topologie illustree sur la gure 2.1. La topologie choisie consiste a connec-
ter n sources avec n recepteurs a travers un lien commun appele goulot d'etranglement
(ou lien bottleneck). La capacite de ce lien est xee a 1:5 Mb/s et le delai de transmi-
sion sur ce lien est xe a 100 ms. An de simuler des paquets de tailles variables, les
tailles des paquets sont choisies de maniere aleatoire et prennent des valeurs comprises
entre 150 et 1000 octets. Le MSS choisi dans l'equation est xee a 1000 octets. On
peut observer sur la gure 2.2 que l'estimation du taux d'evenement de congestion base
paquet utilisee [FHPW00] n'est pas adaptee a ce type de ux. Considerer comme un
unique evenement de congestion toutes les pertes qui interviennent dans une fene^tre
temporelle d'un RTT mene a une sous-estimation de l'etat de congestion du reseau du
48 Un nouveau protocole TCP-compatible pour la transmission video point a point
fait du nombre eleve de paquets consideres comme non perdus. Le ux devient alors
plus agressif qu'une connexion TCP classique. Il apparait alors necessaire de denir une
nouvelle technique d'estimation de taux d'evenements de pertes prenant en compte la
taille eective des paquets transmis.
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Fig. 2.2 { Debits respectifs d'un ux TFRC et de trois ux TCP sur un me^me lien a
1.5 Mbit/s.
2.3.4.1 Evenement de congestion et Intervalle de pertes
L'estimation des parametres et notamment du taux de pertes se fait sur une fene^tre
temporelle que l'on appellera \fene^tre d'historique".
Dans les precedents travaux [FHPW00], toutes les pertes intervenant pendant un
RTT etaient considerees comme un unique evenement de congestion. Ainsi, lors-
qu'une perte de paquet est observee, un nouvel evenement de congestion est ajoute a la
fene^tre d'historique. Un intervalle de pertes est alors deni comme le nombre de pa-
quets entre deux evenements de congestion. La fene^tre d'historique est alors composee
de n intervalles de temps ou intervalles de pertes notes 
i
.
An de gerer les paquets de tailles variables par la prise en compte des quan-
tites de donnees transmises et perdues, nous avons donc revise les denitions des no-
tions d'evenement de congestion et d'intervalle de pertes. Le mecanisme de calcul que
nous proposons ici se base sur l'utilisation de deux compteurs (en octets) : SizeLost
representant la quantite cumulee de donnees perdues sur le RTT courant et SizeInterval
representant la quantite cumulee de donnees transmises depuis le dernier evenement de
congestion.
Ainsi, lorsqu'un paquet est recu sa taille est rajoutee a SizeInterval. A l'inverse,
lorsqu'une perte de paquet intervient, elle n'est pas rajoutee directement a la fene^tre
d'historique comme un evenement de congestion mais la taille du paquet perdu est
ajoutee a SizeLost (sauf si un evenement de congestion a deja ete ajoute pour le RTT
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courant). Un nouvel evenement de congestion sera ajoute a la fene^tre d'historique dans
les deux cas suivants :
{ Si SizeLost > MSS : il y a ajout d'un evenement de congestion. Le complement
(i.e. SizeLost   MSS) sera alors rajoute au compteur du prochain intervalle de
pertes.
{ A la n du RTT courant, si SizeLost > 0 il y a egalement ajout d'un evenement
de congestion.
Dans ces deux cas, lorsqu'un ajout est fait, l'intervalle de pertes courant 
i
est considere
comme clos. La notion d'intervalle de pertes, redenie donc comme la quantite totale
de donnees en uniteMSS transmises entre deux evenements de congestion, est calculee
comme suit :

i
=
SizeInterval
MSS
(2.5)
Les deux compteurs SizeLost et SizeInterval sont ensuite remis a 0. Le compteur
SizeInterval est alors incremente si necessaire.
La taille des paquets perdus peut-e^tre calculee en utilisant le champ d'extension
du paquet RTP OS decrit dans la section 2.3.7. Comme dans [FHPW00][HPFW01],
le \surplus" de donnees perdues pendant le RTT courant n'est pas considere comme
perdu dans le calcul du taux d'evenement de congestion.
Remarque:
Il est interessant de noter que notre approche est compatible avec TFRC puisque dans
le cas particulier ou les paquets sont de tailles constantes le taux d'evenements de
congestion est le me^me avec les deux methodes. Dans la suite nous appellerons notre
protocole s'appuyant sur la notion revisee d'evenement de congestion, PSA-TFRC
(Packet Size Adapted - TFRC).
2.3.4.2 Moyenne ponderee des intervalles de pertes
Un point cle du calcul du taux d'evenement de congestion est la taille de la fene^tre
d'observation. Nous calculons ici le taux d'evenement de congestion, sur un nombre
d'intervalle de pertes pluto^t que sur une fene^tre temporelle xe denie a priori an
d'obtenir un mecanisme plus reactif. De plus, an d'eviter des changements brusques
dans le calcul de taux d'evenement de congestion du^s a des anciens intervalles de pertes
non representatifs, la methode proposee dans [FHPW00] consiste a faire une moyenne
ponderee de ces n derniers intervalles de pertes. Les intervalles les plus recents ont ainsi
des poids egaux tandis que les plus anciens ont des poids plus faibles et decroissants
avec le temps. Le taux d'evenement de congestion se calcule alors comme suit :
p^ =
n
X
i=1
w
i
n 1
X
i=0
w
i

i
: (2.6)
50 Un nouveau protocole TCP-compatible pour la transmission video point a point
avec w
i
les poids que nous utiliserons ici denis par
w
i
=
(
1 ; 1  i  n=2;
1 
i n=2
n=2+1
; n=2 < i  n:
(2.7)
Il faut noter que le calcul propose ici ne prend pas en compte les eventuels derniers
paquets recus dans l'intervalle le plus recent T
0
qui n'est pas borne a l'instant du calcul
du taux d'evenement de congestion. En eet, aucune perte clo^turant cet intervalle n'est
intervenue. L'idee est donc de considerer ce dernier intervalle dans le calcul lorsque
celui-ci contribue a faire decro^tre le taux d'evenement de congestion. Pour cela, nous
utiliserons ici un facteur de correction.
Ainsi, lorsque le taux d'evenement de congestion p^
nd
old
calcule sans prendre en compte
le dernier intervalle devient non signicatif en comparaison du taux d'evenement de
congestion p^
0
calcule sur le dernier intervalle (i.e. quand p^
0
est inferieur a deux fois
p^
nd
old
), un facteur de correction est applique. Ce mecanisme a pour but d'attenuer les
poids donnes aux intervalles de pertes et donc d'oublier progressivement l'historique.
Ce facteur de correction prend la forme d'un facteur de deponderation d
i
deni par
d
i
=
(
1 ; i = 0;
max( 0:5 ;min(
2 p^
0
p^
nd
old
; 1 ) ) ; i > 0:
(2.8)
Le calcul du taux d'evenement de congestion est nalement donne par
p = min(p^
new
; p^
old
); (2.9)
avec
p^
old
=
n
X
i=1
d
i
w
i
n
X
i=1
d
i
w
i

i
et p^
new
=
n
X
i=1
d
i 1
w
i
n 1
X
i=0
d
i
w
i+1

i
:
(2.10)
Dans les experimentations decrites ici, le nombre d'intervalle de pertes consideres
n est xe a 8.
2.3.4.3 Phase d'initialisation : Slow-start
La phase d'initialisation adoptee ici diere du mecanisme dit de slow-start decrit
dans [FHPW00]. Dans [FHPW00], la phase d'initialisation mise en oeuvre est proche
de TCP en ce sens qu'a chaque RTT le debit utilise est multiplie par deux et ceci
jusqu'a obtenir une perte. Apres la premiere perte, la fene^tre d'historique est initialisee
en prenant comme bande passante disponible la bande passante actuelle divisee par
deux. Puis, l'equation (2.1) est utilisee. Toutefois, le debit initial est xe a un paquet ce
qui induit un temps de convergence tres important de l'ordre d'au moins 20 secondes
pour des gammes de debits classiques.
Pour des applications multimedia, requierant un minimum d'interactivite il est
imperatif que le temps de convergence soit le plus court possible. En eet, il est conseille
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de n'envoyer les premieres donnees reelles qu'apres la phase de Slow-start. Aisni dans
notre approche le debit initialement requis est xe a R
min
(i.e. debit minimal requis
par l'application). Puis le debit dans la phase de slow-start B
slow
t
est donne par :
B
slow
t
= min(2B
slow
t 1
;min(2 g
t
; R
max
)) (2.11)
avec g
t
la quantite de donnees eectivement recues dans le RTT precedent, B
slow
t 1
la
precedente reque^te et R
max
le debit maximal auquel peut emettre la source. Apres
la premiere perte, la fene^tre d'historique est re-initialisee en prenant g
t
comme bande
passante disponible et l'on utilise alors l'equation (2.1) pour predire le debit.
2.3.5 Analyse de l'equite Inter/Intra protocoles
Nous avons implemente l'algorithme propose dans le simulateur de reseau NS2
an de tester son comportement dans des conditions contro^lees. Toutes les simula-
tions decrites ici l'ont ete en considerant des routeurs de type \drop-tail" qui sont les
routeurs classiquement presents sur l'Internet. L'equite de partage de la bande passante
a ete analysee en utilisant la topologie de reseau representee sur la gure 2.1. Plusieurs
scenarios de simulations ont ete testes an de valider le bon comportement de notre
protocole. Comme pour les experiences realisees avec TFRC decrites dans la section
2.3.4 la taille de chaque paquet est choisie aleatoirement et prend ses valeurs entre 150
et 1000 octets. Le MSS a egalement ete xe a 1000 octets.
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Fig. 2.3 { Debits respectifs d'un ux PSA-TFRC et de trois ux TCP sur un me^me
lien a 1.5 Mbit/s avec un delai de transmission de 50 ms.
Les gure 2.3 et 2.4 illustrent le debit d'un ux PSA-TFRC et de trois ux TCP
partageant le me^me lien bottleneck a 1:5 Mb/s avec respectivement deux delais de
transmission du lien sous-jacent de 50 ms et 100 ms. Le debit moyen du ux regule
avec notre algorithme (PSA-TFRC) est tres proche, tout en restant en dessous, du debit
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Fig. 2.4 { Debits respectifs d'un ux PSA-TFRC et de trois ux TCP sur un me^me
lien a 1.5 Mbit/s avec un delai de transmission de 100 ms.
moyen des ux TCP. Ceci montre clairement que notre protocole partage equitablement
la bande passante avec TCP. Comme on peut le voir egalement, la haute frequence des
rapports, fonction du delai de transmission du lien, accro^t la reactivite du mecanisme.
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Fig. 2.5 { Six ux PSA-TFRC et six ux TCP sur ur un me^me lien a 3 Mbit/s.
Nous avons egalement etudie l'equite dans le partage de la bande passante lorsque
plusieurs ux PSA-TFRC partage un me^me lien avec plusieurs connexions TCP. L'expe-
rience realisee ici consiste a mettre en competition 6 ux TCP avec 6 ux PSA-TFRC
sur un lien bottleneck a 3 Mb/s ayant un delai de transmission de 100 ms. Pour des
raisons de clarte, la gure 2.5 montre les resultats obtenus pour 2 des 6 ux PSA-TFRC
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et TCP.
On peut ainsi voir que les ux PSA-TFRC partagent equitablement la bande pas-
sante et que leur debit moyen est en phase avec le debit moyen des connexions TCP.
2.3.6 Proprietes des variations de debit
Comparativement a TCP qui augmente son debit d'emission d'un MSS par RTT
en l'absence de congestion, et qui decro^t son debit par deux lorsqu'intervient une perte
de paquet, notre protocole montre des variations de debit nettement plus lissees.
Il faut ainsi au moins 5 RTT pour diviser son debit d'emission par 2. En presence,
de RTT stables et sans l'utilisation du mecanisme d'oubli de l'histoire (base sur le
facteur de deponderation) le debit d'emission augmente d'au plus 0:14 MSS par RTT .
Apres une periode prolongee de non congestion, le mecanisme d'oubli de l'histoire
est active, et le debit d'emission augmente d'au plus 0:28 MSS par RTT .
Ces proprietes ont ete veriees dans toutes les experimentations realisees et decrites
dans ce manuscrit.
2.3.7 Signalisation RTP/RTCP
An de conna^tre la quantite de donnees perdues, nous proposons d'ajouter un
champ specique dans la zone d'ente^te de la zone de donnees utiles (payload) comme
suit :
OS (Oset Stream) : Ce champ de 16 bits donne le decalage (oset) en mot de 32
bits, du premier octet de donnees contenues dans le paquet par rapport au premier
octet de ce ux. C'est un compteur cyclique modulo 2
16
 4. Avec ce champ et la
taille de la zone de donnees utiles, le recepteur peut facilement calculer 
i
.
Toutes les valeurs relatives a l'etat du canal sont, quant a elles, transmises a la
source dans des rapports RTCP (RR) toutes les 
feed
secondes. La bande passante
predite et le delai de transmission (one-way) sont transmises dans des RR augmentes
avec les champs suivants:
EB (Expected Bitrate) : Ce champ de 16 bits donne la valeur de la bande passante
predite en kbits/s.
OW (One Way) : Ce champ de 16 bits donne le temps de transmission (dans un sens)
mesure avec les horloges asynchrones de la source et du recepteur. La valeur mise
dans le champ OW est mesuree en utilisant le champ \NTP timestamp" (c.f. An-
nexe B) du rapport d'emission RTCP et s'exprime en millisecondes. L'utilisation
de ce champ est decrite dans la section 2.4.4.
2.3.8 Conclusion de la section
Le developpement grandissant des applications multimedia sur l'Internet, avec no-
tamment l'arrivee de l'audio et de la video chez les particuliers, ne fait qu'accro^tre
la necessite de protocoles de contro^le de congestion dedies a ce type d'applications.
54 Un nouveau protocole TCP-compatible pour la transmission video point a point
C'est pourquoi, la conception d'un nouveau protocole applicatif appele DCCP (Data-
gram Congestion Control Protocol) est actuellement a l'etude a l'IETF [KHFP02]. Ce
protocole pourrait s'appuyer sur l'algorithme TFRC. Aucun travaux connus a ce jour
n'ayant ete realises et proposes concernant notamment la prise en compte de paquets
de tailles variables, notre algorithme semble e^tre une bonne alternative a TFRC. Une
proposition a l'IETF est envisageable.
2.4 Regulation de la source
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Fig. 2.6 { Cha^ne de transmission video.
Une fois la bande passante evaluee, le probleme consiste a transcrire cette valeur
predite en une contrainte de debit intelligible pour la source video. Deux points princi-
paux sont vises ici : maximiser l'utilisation de la bande passante et minimiser le nombre
de retards de paquets du^s aux variations de delai du reseau (i.e. la gigue). Ces retards
entra^nent une diminution de la qualite de la video reconstruite.
Tres peu de travaux ont ete realises dans ce domaine. De plus, les rares approches
proposees dans la litterature font l'hypothese, soit d'une source a debit constant, soit
d'un reseau a debit constant. Les solutions proposees sont des mecanismes uniquement
orientes recepteur, qui considerent donc que c'est au recepteur de regler les eventuels
problemes de retards par un dimensionnement judicieux du buer de reception. Il faut
noter, egalement, que les gammes de valeurs prises pour ces delais restent tres elevees
et ne sont pas propices a des utilisations dans le cadre d'applications interactives.
Enn, aucun schema ne considere une source s'adaptant de maniere dynamique aux
uctuations de bande passante induites par un mecanisme de protocole de contro^le de
congestion.
Dans la suite, nous decrirons trois solutions hybrides emetteur/recepteur, allant de
la simple conversion de la bande passante predite en un budget par image a un modele
\global" tenant a la fois compte de l'etat des buers d'emission et de reception et des
contraintes temporelles de la source. Ces trois approches considerent une cha^ne de
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communication video classique telle que celle illustree sur la gure 2.6.
2.4.1 Bande passante predite comme contrainte: injection directe
L'approche la plus simpliste consiste a reintroduire la bande passante predite notee
R
N
(t) directement comme une contrainte pour l'encodeur R
e
(t). Considerons que les
rapports sont recus par le recepteur avec une periodicite de 
feed
denie dans la section
2.3.3.1. Alors, si la source recoit un rapport a l'instant t
n
, le budget alloue a la source
video sur l'intervalle de temps [t
n
; t
n
+ 
feed
] est donne par :
Z
t
n
+
feed
t
n
R
e
(t) 
Z
t
n
+
feed
t
n
R
N
(t)dt: (2.12)
Soit R
i
e
la quantite de bits necessaire au codage de l'image i et Ind(t
n
; t
n
+ 
feed
)
l'ensemble des numeros d'images a encoder entre les instants t
n
et t
n
+ 
feed
(i.e.
i 2 fn; n+1; : : :g). Alors, la contrainte de debit de l'encodeur (en bit) sur l'intervalle de
temps [t
n
; t
n
+ 
feed
] peut e^tre convertie en une contrainte de debit pour chaque image
donnee par
X
i
R
i
e

Z
t
n
+
feed
t
n
R
e
(t)dt; 8i 2 Ind(t
n
; t
n
+ 
feed
): (2.13)
Comme on le verra dans la section 2.5, ce type d'approche simpliste (mais utilisee)
soure d'un nombre de retards de paquets tres eleve. Les donnees arrivant en retard
etant considerees comme perdues, elles ont un impact negatif sur la qualite de video
percue. Une re-injection directe de la contrainte de reseau n'est pas realiste pour plu-
sieurs raisons dont une evidente, qui est le delai naturel entre l'instant de prise en
compte de la contrainte de debit par l'encodeur et l'instant ou celui-ci produira des
donnees au nouveau debit cible. De plus, cette approche ne prend en compte ni l'etat
des buers, ni les contraintes de delai de bout-en-bout de la video.
Me^me si les performances de ce type d'approche peuvent e^tre ameliorees en augmen-
tant la taille du pre-chargement initiale dans le buer du co^te recepteur, le nombre de
retards demeure important. De plus, une taille de buer de reception elevee introduit
une latence qui n'est pas compatible avec des applications necessitant un fort degre
d'interactivite .
Dans la suite, nous appelerons cette approche DI-SRC (pour Direct Introduction
- Source Rate Control).
2.4.2 Consideration de l'etat des buers: \ushing buer"
La non prise en compte de l'etat de remplissage du buer de l'encodeur explique en
partie le nombre eleve de retards observes. Une methode simple pour en tenir compte
consiste a transcrire la bande passante predite en une contrainte pour l'encodeur de la
facon suivante :
Z
t
n
+
feed
t
n
R
e
(t)dt 
Z
t
n
+
feed
t
n
R
N
(t)dt B
e
(t
n
);
(2.14)
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avec B
e
(t
n
) le nombre de bits restants dans le buer de l'encodeur a l'instant t
n
.
Soit
~
R
i
e
le nombre de bits appartenant a la i
eme
image restant dans le buer
d'emission et p le nombre d'images dans le buer a un instant donne t
n
. Alors, B
e
(t
n
)
peut s'exprimer par
B
e
(t
n
) =
p
X
i=1
~
R
i
e
: (2.15)
Cette approche permet de reduire de maniere signicative le nombre de retards (cf
section 2.5), mais cette diminution se fait au prix d'une utilisation sous-optimale de la
bande passante. De plus, elle mene egalement a des changements brusques, non sou-
haitables, de contraintes de debit pour l'encodeur. Ces fortes variations de contraintes
entra^nent une qualite tres instable du signal recu. Enn, le sous-remplissage periodique
du buer d'emission peut durer jusqu'a 40 ms (pour une source a 25 Hz), ce qui mene
a une transmission tres sporadique inuant de maniere negative sur l'ensemble de la
session.
Dans la suite, nous appelerons cette approche FB-SRC (pour Flushing Buer -
Source Rate Control).
2.4.3 Prise en compte de la cha^ne de communication : modele global
Bien qu'ameliorant les resultats en terme de reduction des retards, l'approche
precedente est simpliste et engendre une sous-utilisation de la bande passande dis-
ponible. De plus, cette derniere ne prend pas en compte les dierentes contraintes de
delais liees a la transmission de sources multimedia. C'est pourquoi, nous proposons ici
un modele global tenant compte dans la regulation de la source des dierents elements
physiques ou techniques qui composent une cha^ne de communication multimedia de
bout-en-bout (c.f. gure 2.6).
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Fig. 2.7 { Illustration du probleme de retard.
Soit T le delai de bout-en-bout associe a chaque image,
T = T
e
+T
eb
+T
c
+T
db
+T
d
; (2.16)
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avec T
e
et T
d
representant respectivement les delais d'encodage et de decodage,
T
e
b et T
d
b les delais de passage dans les buers d'emission et de reception et T
c
le temps de transmission sur le canal.
Ainsi, an de satisfaire les contraintes relatives au temps-reel, une image capturee
a l'instant t
n
doit e^tre pre^te pour achage a l'instant t
n
+ T . En eet, les images
doivent e^tre achees du co^te recepteur avec la me^me frequence a laquelle elles sont
capturees du co^te emetteur. Par exemple, pour une source a 25 Hz, ce delai inter-image
est de 40 ms (cf. gure 2.7). Ce qui implique qu'une image produite a l'instant t
n
doit e^tre emise avant un certain instant note t
n
+ 
buff
pour ne pas arriver en retard.
Le parametre 
buff
represente, en fait, le delai maximal de presence dans les buers
(emission + reception) des donnees. Il peut e^tre calcule de la maniere suivante :

buff
= T
eb
+T
db
= T  T
e
 T
c
 T
d
: (2.17)
La contrainte de delai concernant l'evitement de retards peut e^tre traduite en une
contrainte de debit pour le codeur video. Ainsi, soit 
feed
la frequence de reception
des rapports, alors la bande passante predite nous donne une borne superieure pour la
contrainte associee au codeur qui s'exprime par
B
e
(t
n
) +
Z
t
n
+
feed
t
n
R
e
(t)dt 
Z
t
n
+
feed
+
buff
t
n
~
R
N
(t)dt: (2.18)
Le terme B
e
(t
n
) correspond a la quantite de bits restant dans le buer d'emission
a l'instant t
n
. Le terme
~
R
N
(t) represente la bande passante predite sur l'intervalle
inter-rapports courant (i.e. sur l'intervalle [t
n
; t
n
+ 
feed
]) extrapolee sur l'intervalle
[t
n
+ 
feed
; t
n
+ 
feed
+ 
buff
] prenant ainsi en compte les delais de mise en buer. Du
fait de la stabilite de notre protocole reseau en termes de variations de debit (cf. section
2.3.6), l'erreur induite par cette extrapolation reste faible. De plus, cette erreur, peut
e^tre egalement attenuee en utilisant une strategie de codage et de gestion du buer
d'emission adaptee (cf section 2.4.5).
La contrainte donnee par l'inegalite 2.18 donne la borne superieure theorique. En
pratique, an de reduire encore les risques de retards du^s a une gigue elevee mal
predite et an d'eviter un sur-remplissage du buer d'emission, nous utilisons une
borne superieure plus contraignante
Z
t
n
+
feed
+
^

buff
t
n
~
R
N
(t)dt 
Z
t
n
+
feed
+
buff
t
n
~
R
N
(t)dt (2.19)
avec
^

buff
= min(
buff
;T
max
eb
) et T
max
eb
represente une borne superieure souhaitable
de delai de presence dans le buer d'emission.
2.4.4 Mise a jour du delai de presence dans les buers (
buff
)
Du fait de la gigue presente naturellement sur l'Internet, le delai de transmission
T
c
ne peut pas e^tre considere constant. En consequence, les parametres 
feed
et 
buff
,
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dependants de la gigue du reseau, se doivent d'e^tre re-estimes periodiquement. Le pa-
rametre 
feed
sera re-estime par l'equation (2.2) en utilisant des valeurs recentes du
RTT .
La mise a jour de 
buff
est, par contre, moins simple a realiser, toute la diculte
residant dans l'estimation du delai de transmission T
c
. Une approche simple pour
estimer T
c
pourrait consister a prendre RTT=2. Cependant, du fait de l'asymetrie des
liens sous-jacents, en termes de temps de transit, cette valeur n'est qu'approximative
[Pax97]. Les methodes utilisees dans la litterature font l'hypothese d'horloges emetteur
et recepteur synchronisees. La synchronisation de ces horloges n'est pas un probleme
trivial et reste assez complexe a mettre en oeuvre.
Dans l'algorithme propose ici, il n'est, en fait, pas necessaire d'avoir une mesure
precise de T
t
c
(i.e. T
c
a l'instant t). La dierence entre le delai de transmission
initial T
0
c
et ce delai peut sure. Pour le montrer, il sut d'exprimer le delai de
bout-en-bout T a t = 0 et a t quelconque. Considerons des temps d'encodage et de
decodage maximaux, donc egaux a 1=FR, alors T est donne par
T = 
t
buff
+T
t
c
+
2
FR
(2.20)
et par
T = 
0
buff
+T
0
c
+
2
FR
(2.21)
avec T
0
c
et 
0
buff
respectivement les delais de transmission et de presence dans les
buers calcules pour la premiere image. Il faut noter que 
0
buff
est xe a priori par
un parametre K (i.e. representant la taille totale des buers en nombre d'images a
l'initialisation). En egalisant les equations (2.20) et (2.21), on obtient alors

t
buff
= 
0
buff
+ (T
0
c
 T
t
c
) =
K
FR
+ (T
0
c
 T
t
c
) (2.22)
Le calcul de T
t
c
(incluant t = 0) est realise en faisant la dierence entre la valeur
d'horloge de l'emetteur H
S
lorsque le paquet quitte l'emetteur et l'instant d'arrivee H
R
mesure sur l'horloge du recepteur :
T
t
c
= H
R
 H
S
: (2.23)
Les horloges n'etant pas synchronisees, leur dierence inclut non seulement le delai
de transmission, mais egalement le decalage entre les deux horloges. Comme a priori,
le decalage entre les deux horloges est constant et deja comptabilise dans T
0
c
, alors
lorsque l'on applique l'equation (2.22), on peut facilement voir que ce decalage n'a
aucun impact sur le calcul de 
t
buff
. Cette valeur de T
t
c
estimee est ensuite lissee en
utilisant une moyenne exponentielle ponderee et transmise a l'emetteur dans le champ
OW du RR RTCP decrit dans la section 2.3.7.
Dans la section 2.5, nous montrons l'intere^t d'une telle mise a jour dynamique pour
le comportement de l'algorithme.
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Fig. 2.8 { Codeur H.263+ modie.
2.4.5 Adaptation de la source video
2.4.5.1 Detection des retards potentiels pour garantir le delai de bout-en-
bout
Le modele precedent peut encore e^tre rane en adaptant egalement le debit des
images encore presentes dans le buer d'emission an d'eviter qu'elles arrivent en re-
tard. En eet, le debit de ces images presentes dans le buer peut-e^tre superieur a la
nouvelle contrainte de debit, ce qui peut induire certains retards parmi celles-ci. An
de limiter ce phenomene, nous avons rajoute un processus veriant les violations de
delais potentielles des images presentes dans le buer de l'encodeur. Soit (n p) l'index
de l'image la plus ancienne presente dans le buer, alors la contrainte de debit pour
l'image (n  k) presente dans le buer est donnee par
n k
X
j=n p
~
R
j
e

Z
t
n+1
+
p k
FR
+
buff
t
n
~
R
N
(t)dt; (2.24)
avec k = p; :::; 1 et
~
R
j
e
representant la quantite de donnees restantes relatives a la i
eme
image presente dans le buer de l'encodeur. Si la relation precedente n'est pas veriee,
le debit de l'image n   k doit e^tre reajuste, en accord avec l'equation (2.18). Cette
regulation peut e^tre traitee dierement suivant l'algorithme de compression utilise.
Si l'algorithme de compression s'appuie sur un mecanisme de prediction temporelle
(e.g. standards H.263+, MPEG-4, H.26L), le reajustement du debit de l'image (n  k)
aectera les images qui la suivent (n   k); :::; (n   1). An d'eviter ce phenomene de
derive, les images (n  k); :::; (n  1) doivent egalement e^tre modiees en consequence.
La solution decrite dans [HOK99] basee sur plusieurs buers en parallele contenant
dierentes versions quantiees de groupe de blocs (GOB) ne prend pas en compte
ces phenomenes de derive. Le codec video considere ici, represente sur la gure 2.8,
s'appuie sur l'utilisation d'un second buer. Ce dernier contient une copie des p images
originales restant dans le buer de l'encodeur. Dans le cas ou l'image (n k) ne pourrait
pas arriver a temps au decodeur, le codec reencode les images (n  k); :::; (n   1) avec
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la nouvelle contrainte de debit calculee avec l'equation (2.18). Le but d'un tel schema
est de simuler le comportement en terme d'adaptation de debit d'un codeur progressif.
La technique basee sur ces deux buers utilisee dans ce codeur H.263+ peut naturel-
lement e^tre evitee avec un codeur scalable a granularite ne (FGS : Fine Granular Sca-
lability) [RC99]. La strategie de codage FGS fournit une solution naturelle au probleme
d'adaptation de debit d'images deja codees. Si la relation (2.24) n'est pas satisfaite, la
taille de l'images compressee (n   k) peut facilement e^tre reajustee en coupant dans
son train binaire an d'obtenir le debit desire.
Il est possible que le parametre 
buff
devienne negatif dans le cas ou le delai de
transmission augmente de maniere importante. Dans ce cas, la frequence temporelle
(frame rate) de la source doit e^tre reajustee.
2.4.5.2 Contro^le de la frequence temporelle pour une qualite video constante
Le codeur H.263+ utilise ici integre l'algorithme de regulation de debit du TMN 8
que nous avons modie an d'autoriser des debits variables. An d'ajuster au mieux
son debit en accord avec le debit cible, l'algorithme integre un mecanisme d'adaptation
du pas quantication (au niveau des macroblocks) couple avec une politique de saut
d'image (en cas de depassement de la contrainte). Cette adaptation se base sur les
modeles debit-distorsion decrits dans [RCL97].
Cependant, les brusques changements de qualite (PSNR : Peak Signal to Noise Ra-
tio) ou de frequence temporelle engendres par l'algorithme du TMN8 conduisent a des
nuisances visuelles du rendu. Nous avons donc rane l'algorithme de sous-echantillonnage
temporel an de prendre en compte des variations \acceptables" de qualite entre
images consecutives. Ainsi, soit P
l
le PSNR de la derniere image encodee et T
qual
un seuil donne, alors la qualite de l'image suivante devra se trouver dans l'intervalle
[P
l
  T
qual
; P
l
+ T
qual
]. Ce meilleur compromis entre frequence temporelle et PSNR
permet d'obtenir une plus grande stabilite de qualite et ceci me^me en presence de
contraintes de debit variables. Le debit cible
~
R
n
e
de l'image suivante est donc contraint
par
~
R
n
e
(
~
D
qual 
) 
~
R
n
e

~
R
n
e
(
~
D
qual+
); (2.25)
ou [
~
D
qual 
;
~
D
qual+
] represente l'intervalle de distortion (i.e. contraint par T
qual
).
Si le budget (en debit) de la prochaine image est inferieur a
~
R
n
e
(
~
D
qual 
), l'image n
sera non codee et l'on codera l'image n + 1 avec un debit superieur. Si au contraire,
sa valeur est superieure a
~
R
n
e
(
~
D
qual+
), son budget sera contraint a cette limite an de
ne pas ga^cher de la bande passante et egalement d'augmenter le budget des prochaines
images a encoder.
2.4.5.3 Modele debit-distorsion
An d'estimer le debit cible
~
R
n
e
, nous avons decide d'utiliser ici une methode basee
sur les modeles debit et distorsion du codec H.263+ proposes dans [RCL97]. A par-
tir de ces modeles, nous deduisons les distorsions et debits moyens de chaque image.
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Considerons un pas de quantication moyen Q
mean
pour chaque macrobloc de l'image
j et un poids 
i
egal a 1 pour chaque macrobloc, nous obtenons alors la mesure de
distorsion suivante pour l'image j:
~
D
j
=
Q
2
mean
12
: (2.26)
Le modele de l'encodeur permet ensuite d'obtenir :
~
R
i
e
(
~
D
j
) =
N
X
i=1
B
i
= A
N
X
i=1
(C
1

2
i
12
~
D
j
+ C
2
) (2.27)
ou B
i
est le cou^t (en bits) du i
eme
macrobloc de l'image j, N est le nombre de macroblocs
encodes dans une image et A est le nombre de pixels dans un macrobloc (i.e. A = 16
2
pixels). Les termes C
1
et C
2
sont des constantes initialisees respectivement a 0:5 and
0 et mises a jour durant le processus d'encodage. Le terme 
i
represente, quant a lui,
l'ecart-type des valeurs de luminance et de chrominance du macrobloc (compense en
mouvement Intra ou Inter). Ces valeurs approximees de debit et distorsion susent
dans les experimentations realisees ici.
Dans la suite, nous appellerons cette approche, utilisant le modele global couple
avec le mecanisme d'adaptation de la source video, GM-SRC (pour Global Model -
Source Rate Control).
2.5 Resultats Experimentaux
Le format de mise en paquet RTP utilise dans les experimentations est decrit dans
[Ba98] (cf annexe B). Le MSS a ete xe a 1000 octets et le seuil T
qual
a 1 dB. La
sequence video utilisee est la sequence \News" a 25 Hz.
Dierentes valeurs ont ete considerees pour le delai initial de presence dans les
buers (emission+reception) des donnees. Ce delai global est note K et s'exprime en
nombre d'images mises dans les buers a t = 0. Les delais envisages et etudies sont
des delais faibles (i.e. K = 2; 3; 4 images) en phase avec les applications necessitant de
l'interactivite (e.g. visioconference).
Dans les trois approches etudiees ici (DI-SRC, FB-SRC et GM-SRC), seule la
methode simpliste DI-SRC est particulierement sensible a la repartition initiale des
delais de presence dans les buers. C'est pourquoi, an que l'etude soit complete, nous
avons experimente, pour cette approche, deux strategies de repartition initiale des delais
de mise en buer : la methode que l'on nommera DI-SRC1 correspond a  80% des
donnees initialement mises en buer ( 80% de K) du co^te emetteur et  20% du co^te
recepteur. Quant a l'approche DI-SRC2, la repartition des delais initiaux de mise en
buer est inverse. Cette derniere repartition, plus realiste, correspond aux methodes
classiques de pre-chargement de donnees dans le buer de reception (avec un delai
constant) utilisees dans les applications de streaming.
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TCP1
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+
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R1 R2 R3 R4
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TCP2
TCP2
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Senders Receivers
1.3Mb/s
Fig. 2.9 { Topologie de simulation (lineaire).
2.5.1 Simulations avec NS2
Le premier ensemble d'experimentations vise a valider le schema complet (Esti-
mation de debit TCP-compatible + Modele global : GM-SRC) avec le simulateur de
reseau NS2. Nous avons etudie sa reactivite et son comportement en presence de taux
de pertes variables, de gigue et de trac concurrent. Les resultats reportes resument les
observations faites dans les dierentes campagnes de tests realisees.
2.5.1.1 Scenario
Un point important dans la conception de protocoles de congestion reside dans
leur reactivite face aux changements de conditions du reseau. Ce comportement a ete
analyse avec la topologie lineaire montre sur la gure 2.9, comprenant quatre routeurs
classiques (drop-tail) avec des les d'attente de 15 Koctets. Nous avons choisi des valeurs
assez larges an d'engendrer une gigue assez importante. Cette topologie est composee
de liens (R1-R2 et R3-R4) ayant un goulot d'etranglement de 1:3 Mbits/s et d'un lien
(R2-R3) avec un goulot d'etranglement de 3 Mbits/s. Le delai de bout-en-bout a ete xe
a 40 ms. De plus, dierentes combinaisons de tracs concurrents (TCP en \continu" et
UDP a debit constant) ont ete utilisees.
A t=0, la source video contro^lee par l'algorithme PSA-TFRC est activee pour la
duree totale de l'experimentation. Apres 20 secondes, la connexion TCP (TCP1) est
activee. Au me^me instant, une autre connexion TCP (TCP2) est etablie entre les rou-
teurs R2 et R3. Ces deux connexions TCP resteront ouvertes jusqu'a la n. Enn, an
d'etudier la reactivite du mecanisme face a dierents taux de pertes (eectifs), une
tranmission UDP a debit constant (CBR: Constant Bit Rate) a 1 Mbit/s commence
a l'instant t=50 secondes et s'interrompt a t=100 secondes. Un autre ux CBR a 1:1
Mbit/s est ensuite transmis a partir de t=150 secondes jusqu'a la n de la session.
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2.5.1.2 Resultats
Les tables (2.1-2.3) donnent les resultats obtenus, en termes de pourcentages de
retards et d'utilisation de bande passante, pour les trois methodes de regulation de debit
(DI-SRC2, FB-SRC, GM-SRC avec ajustement dynamique du 
buff
),en considerant des
delais initiaux de mise en buer de K = 2; 3; 4 images. Le pourcentage d'utilisation de
bande passante est calcule comme le ratio entre la quantite de donnees envoyees (en
octets) et la bande passante predite. La gure 2.10 montre quant a elle la bande passante
predite, la contrainte de debit d'encodage, le taux d'evenement de congestion et le delai
de bout-en-bout pour les trois methodes, considerant le cas K = 3 images.
Dans les trois approches, la bande passante est predite avec le protocole (PSA-
TFRC). On peut clairement voir que le protocole reagit rapidement aux changements
d'etats du reseau. On observe egalement que la valeur de la bande passante predite est en
etroite correlation avec l'approche de regulation. Ainsi, l'approche FB-SRC soure d'un
nombre important d'evenement de congestion a l'instant t=150 s. Les sous-remplissages
periodiques du buer d'emission, observes avec les methodes DI-SRC2 et FB-SRC,
menent a une transmission non continue et sporadique. Quand l'emetteur arre^te de
transmettre des donnees, les connexions TCP deviennent plus agresives et engendrent,
par consequent, de fortes variations dans les conditions de transmission de la session
entiere. On observe egalement dans la table (2.1) que le nombre de retards est tres
important avec la methode DI-SRC2. Ces retards s'expliquent par le fait que cette
approche ne peut resister ni a une forte gigue, ni a des variations importantes (e.g.
forte decroissance) de bande passante. En presence de tels phenomenes, les donnees
restent beaucoup trop longtemps dans le buer d'emission et celui-ci a du mal a se
vider. L'approche GM-SRC, quant a elle, fournit un comportement plus stable en terme
de transmission (i.e. transmission continue).
Le meilleur compromis entre retard, nombre de pertes et utilisation de la bande
passante est clairement obtenu avec la methode que nous avons proposee : GM-SRC.
DI-SRC2
K en nb d'images 2 3 4
% de retards 28.76 28.32 15.20
% bande passante 99.50 99.39 99.68
Tab. 2.1 { Pourcentage de retards et d'utilisation de bande passante pour l'approche
DI-SRC2.
FB-SRC
K en nb d'images 2 3 4
% de retards 0.086 0.08 0.030
% bande passante 96.01 95.37 94.98
Tab. 2.2 { Pourcentage de retards et d'utilisation de bande passante pour l'approche
FB-SRC.
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GM-SRC
K en nb d'images 2 3 4
% de retards 0.079 0.08 0.031
% bande passante 99.36 99.69 99.58
Tab. 2.3 { Pourcentage de retards et d'utilisation de bande passante pour l'approche
GM-SRC.
2.5.2 Resultats sur l'Internet reel
Dans cette partie, nous avons voulu experimenter les dierentes approches sur le
reseau Internet an de voir son comportement en conditions reelles. Nous avons, de
plus, integre ici le codeur video et donnons des resultats en terme de qualite objective
mesuree par le PSNR.
2.5.2.1 Scenarios
De tres nombreuses experimentations ont ete realisees entre l'INRIA Rennes (France)
et le laboratoire R.U.S (Rechenzentrum der Universitat Stuttgart) (Allemagne) et entre
l'INRIA Rennes et l'INRIA Sophia-antipolis (France), sur l'Internet, sous dierentes
conditions de delais, de gigue et de pertes. An d'accentuer la congestion potentielle,
dierents tracs concurrents provenant, suivant les experiences, de l'ENST Bretagne
Rennes (France), de l'INRIA Rennes, de l'INRIA Sophia-antipolis ou de Stuttgart
ont ete actives. Nous avons utilise un codeur video H.263+ implementant la methode
de regulation de debit du TMN8 (adaptee aux debits variables). Nous avons active
egalement les options slice structured mode et Intra forced updating, couplees avec des
mecanismes de dissimulation d'erreurs (loss concealment). La sequence video utilisee
ici est la sequence \News" (CIF, 25 Hz).
Pour chaque conguration, plus de 50 experimentations (a dierentes heures de la
journee) ont ete menees an d'obtenir diverses realisations de canal.
2.5.2.2 Resultats
Les tables (2.4-2.8) donnent les resultats correspondants a ces experiences en termes
de pourcentage de retards, d'utilisation de bande passante ainsi que de PSNR moyen
obtenus avec les trois solutions de regulation de debit (i.e. DI-SRC, FB-SRC et GM-
SRC). Le pourcentage d'utilisation de bande passante est calcule comme le ratio entre
la quantite de donnees envoyees (en octets) et la bande passante predite.
On peut assez naturellement voir qu'avec l'approche DI-SRC1 (table (2.4)) le nombre
de retards est tres eleve. Les performances sont ameliorees en utilisant une repartition
initiale des delais de mise en buer dierente (orientee recepteur). On voit, en eet,
qu'avec l'approche DI-SRC2 (table (2.5)) le nombre de retards diminue de maniere tres
importante. Cependant, ceux-ci restent encore tres important, notamment en presence
d'une forte gigue et de variations importantes de bande passante. Enn, les retards
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Fig. 2.10 { Bande passante predite, contrainte de debit de l'encodeur, taux d'evenement
de congestion et delai de bout-en-bout, en considerant un delai initial de presence dans
les buers de K = 3 images, pour les algorithmes (a) DI-SRC2, (b) FB-SRC, (c)
GM-SRC.
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intervenant en rafales, leur impact sur la qualite visuelle du signal reconstruit est tres
negatif, comme le montrent les PSNR moyens obtenus.
L'approche FB-SRC (table (2.6)) permet de reduire de maniere signicative le
nombre de retards. Toutefois, cette reduction se fait au prix d'une sous-utilisation
de la bande passante et d'une grande instabilite des contraintes de debit renvoyees a
l'encodeur. Cette instabilite mene, de plus, a des sous-remplissages periodiques du buf-
fer d'emission generant, en consequence, une transmission sporadique. Enn, la qualite
pa^tit de ces comportements.
Dans la suite, nous avons voulu montrer l'intere^t d'utiliser l'approche GM-SRC. De
plus, nous montrons egalement l'intere^t de rafra^chir de maniere dynamique la valeur
du parametre 
buff
. Pour cela nous avons implemente la methode en integrant un
systeme de mise a jour dynamique et une version fonctionnant a 
buff
constant. La
table (2.7) fournit les resultats obtenus en utilisant la methode GM-SRC en considerant
une valeur constante pour le delai 
buff
. Le nombre de retards obtenus est reduit
de maniere signicative par rapport aux approches DI-SRC. Cependant, le nombre
de retards restant relativement important, l'utilisation du mecanisme de mise a jour
dynamique du 
buff
(cf table (2.8)), permet encore de les reduire. De plus, a l'inverse de
FB-SRC le comportement du processus de transmission n'est pas chaotique et surtout
la source exploite de maniere quasi-optimale la bande passante disponible du reseau.
Les comparaisons des variations des debits d'emission et des taux d'evenements de
congestion sont illustrees sur les gures 2.13 et 2.14 pour les trois approches (i.e. les
cinq methodes decrites ci-dessus). Ces courbes sont issues d'echantillons representatifs
des experiences menees en considerant une valeur de K = 3 images. Les pourcentages
de retards sont calcules sur des intervalles consecutifs d'une seconde. La derniere courbe
represente quant a elle, les variations, au cours du temps, du PSNR du signal recons-
truit. On retrouve dans ces courbes les comportements decrits plus haut. Ainsi, pour
une utilisation comparable de la bande TCP-compatible predite, les PSNR obtenus
pour la video reconstruite avec la methode GM-SRC sont superieurs et restent plus
stable.
DI-SRC1
INRIA-Sophia RUS-Stuttgart
K en nb d'images 2 3 4 2 3 4
% de retards 5.86 10.84 22.20 3.08 12.31 31.82
% bande passante 99.40 99.47 99.48 98.96 99.24 99.43
PSNR moyen 35.27 34.08 31.59 36.51 33.99 28.80
Tab. 2.4 { Pourcentage de retards et d'utilisation de bande passante ainsi que PSNR
moyen obtenus entre Rennes et Sophia-Antipolis (
feed
= 80ms) et entre Rennes et
Stuttgart (
feed
= 120ms) avec l'approche DI-SRC1.
La gure 2.11 montre l'impact des retards observes entre les images 400 et 500
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DI-SRC2
INRIA-Sophia RUS-Stuttgart
K en nb d'images 2 3 4 2 3 4
% de retards 3.98 3.7 2.7 3.40 2.8 2.4
% bande passante 99.31 99.19 99.28 99.42 99.27 99.18
PSNR moyen 35.97 36.07 36.10 36.11 36.22 36.16
Tab. 2.5 { Pourcentage de retards et d'utilisation de bande passante ainsi que PSNR
moyen obtenus entre Rennes et Sophia-Antipolis (
feed
= 80ms) et entre Rennes et
Stuttgart (
feed
= 120ms) avec l'approche DI-SRC2.
FB-SRC
INRIA-Sophia RUS-Stuttgart
K en nb d'images 2 3 4 2 3 4
% de retards 0.11 0.08 0.024 0.02 0.05 0.01
% bande passante 95.11 95.30 94.45 97.15 96.21 97.19
PSNR moyen 36.03 36.22 36.42 35.95 36.24 36.32
Tab. 2.6 { Idem avec l'approche FB-SRC.
GM-SRC (constant)
INRIA-Sophia RUS-Stuttgart
K en nb d'images 2 3 4 2 3 4
% de retards 0.11 0.13 0.15 0.28 0.13 0.31
% bande passante 99.08 99.18 99.38 99.36 99.35 99.36
PSNR moyen 37.03 37.04 37.04 36.97 37.03 37.01
Tab. 2.7 { Idem avec l'approche GM-SRC (
buff
constant).
GM-SRC (dynamique)
INRIA-Sophia RUS-Stuttgart
K en nb d'images 2 3 4 2 3 4
% de retards 0.031 0.032 0.090 0.049 0.024 0.094
% bande passante 99.08 99.10 99.25 99.34 99.39 99.46
PSNR moyen 37.41 37.45 37.49 37.41 37.34 37.28
Tab. 2.8 { Idem avec l'approche GM-SRC (
buff
dynamique).
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sur la qualite de la video reconstruite avec l'approche DI-SRC avec un delai de pre-
buerisation de k = 4 images. Les problemes induits par les rafales de retards entre ces
deux instants sont tout d'abord du^s aux mecanismes de dissimulation de pertes (Loss
Concealment) entre les images 400 et 450. Ces rafales engendrent ainsi un phenomene
de gel de l'image. Le second type de problemes resulte des propagations de pertes dans
la dimension temporelle. La gure 2.12 montre les resultats obtenus dans les me^mes
conditions pour l'approche proposee GM-SRC. L'impact visuel des retards sur la video
est tres reduit (voire nul). De plus, la qualite reste relativement stable durant toute la
transmission video.
Fig. 2.11 { Dierentes images cles (entre 400 et 500) de la sequence \News" recons-
truites pendant une phase critique de retards avec l'algorithme DI-SRC (K = 4).
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Fig. 2.12 { Dierentes images cles(entre 400 et 500) de la sequence \News" recons-
truites pendant une phase critique de retards avec l'algorithme GM-SRC avec 
buff
dynamique (K = 4).
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Fig. 2.13 { Bande passante predite, contrainte de debit de l'encodeur, taux d'evenement
de congestion, pourcentage de retards et PSNR, en considerant un delai de mise en
buer initial de K = 3 images entre Rennes et Stuttgart, pour les algorithmes (a)
DI-SRC1, (b) DI-SRC2, (c) FB-SRC.
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Fig. 2.14 { Bande passante predite, contrainte de debit de l'encodeur, taux d'evenement
de congestion, pourcentage de retards et PSNR, en considerant un delai de mise en
buer initial de K = 3 images entre Rennes et Stuttgart, pour l'algorithme GM-SRC
avec (a) 
buff
statique, (b) 
buff
dynamique.
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2.6 Conclusion
Les communications Internet doivent traditionnellement faire face aux problemes
de congestion du reseau. En ce qui concerne les transmissions multimedia temps-reel, la
congestion peut e^tre geree a l'aide de methodes complementaires : contro^le de congestion
et regulation de debit. Ces dernieres ont pour but de minimiser la quantite de pertes
de paquets en accordant le debit de la source (video ou audio) a la bande passante du
reseau.
Nous avons propose ici un nouveau protocole de contro^le de congestion TCP-
compatible base sur RTP prenant en compte, a la dierence des protocoles classiques, les
caracteristiques des ux multimedia (paquets de tailles variables, delais,...) transportes.
Un modele global de regulation de debit considerant les modeles de buer de la source
ainsi que les contraintes de delais de bout-en-bout de ux temps-reels, pour la transmis-
sion de video sur l'Internet, est egalement propose. Le modele a ete valide par un tres
grand nombre d'experimentations realisees sur l'Internet. Celui-ci permet de reduire
de maniere signicative le nombre de retards et, par consequent, d'ameliorer la qua-
lite du signal decode, tout en maximisant l'utilisation de la bande passante disponible.
Les performances ont encore pu e^tre ameliorees en introduisant une nouvelle strategie
d'adaptation de la frequence temporelle de la source (reduction du nombre d'images
codees par seconde) permettant d'obtenir un meilleur compromis entre frequence tem-
porelle et PSNR, et ceci me^me en presence de contraintes de debits tres variables. Les
performances obtenues, en considerant de faibles delais de mise en buer, sont compa-
rables aux quelques approches proposees pour des delais plus de dix fois superieurs.
Bien que cet algorithme ait ete valide avec un encodeur video H.263+, l'approche
peut s'appliquer a dierents types de codec video incluant les codeurs scalables a grain
n (FGS).
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Chapitre 3
Un nouveau protocole
TCP-compatible de transmission
video multipoint en couches
3.1 Introduction
Dans le chapitre precedent nous avons propose un schema global de contro^le de
congestion adapte a la transmission de ux multimedia sur Internet. Toutefois, ce type
d'algorithme [VG03] bien adapte a la regulation de debit dans le cas d'une source mo-
nocouche et en mode de transmission point-a-point, ne peut e^tre transcrit directement
a la transmission multicouche multipoint. La situation est nettement plus complexe
en multicast et, comme on a pu le voir dans le chapitre (1.4), les dierentes solutions
proposees dans la litterature ne sont pas pleinement satisfaisantes. Il faut noter, de
plus, que les caracteristiques de la source et la qualite percue par chaque recepteur sont
rarement prises en compte dans les mecanismes de regulation de debit.
Le schema propose dans ce chapitre est un nouvel algorithme de contro^le de debit
multicast hybride oriente emetteur-recepteur prenant en compte les caracteristiques
debit-distorsion de la source. Nous faisons l'hypothese ici que l'emetteur, an d'adap-
ter ses parametres de transmission a l'etat du reseau, n'a pas besoin de l'ensemble des
rapports de chaque recepteur des groupes multicast. Il a pluto^t besoin d'un partition-
nement des recepteurs en classes homogenes. Chaque couche de la source pourra ainsi
par exemple e^tre adaptee a une classe ou un groupe de classes. Chaque classe represente
un groupe de recepteurs quasi-homogenes en fonction de variables discriminantes re-
latives a la qualite du signal recu (bande passante, taux de pertes,...). La strategie
que nous proposons s'appuie donc sur un mecanisme d'agregation des rapports des
recepteurs dans les noeuds du reseau. Toutefois, a la dierence du protocole SAMM
[VAS00b], aucune optimisation ne sera realisee dans les noeuds. Ces derniers ont juste
un ro^le d'agregateurs et de mise en forme de l'information. L'autre point cle de notre
methode est que, considerant un nombre limite de niveaux de scalabilite pouvant e^tre
generes par la source, les debits source des dierents niveaux de scalabilite sont choisis
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parmi l'ensemble des debits demandes de maniere a maximiser le PSNR vu par chacun
des recepteurs. L'approche developpee ici permet egalement pour une couche donnee de
determiner, en fonction de l'etat du reseau, la repartition optimale entre donnees source
et donnees canal (FEC :Forward Error Correction). Les donnees canal permettent en
eet de reduire l'impact des pertes de paquets [WZ98, BFPT99, Sal99].
Ce nouvel algorithme de contro^le de congestion multicast est, de plus, couple a un
systeme de transmission video FGS (Fine Granular Scalability) multicouche an de
permettre une adaptation plus aisee du nombre de couches, de leurs debits et de leurs
eventuels niveaux de protection.
3.2 Protocole propose : vue generale
Cette section donne une vue d'ensemble du protocole de contro^le de debit que nous
proposons. Sa conception s'appuie sur une structure arborescente (gure 3.1), ou les
recepteurs sont organises en arbres hierarchiques, et ou les noeuds internes (i.e. les
agregateurs) agregent les rapports emis par les recepteurs.
AA1
AA1
AA1
AA2
AA2
AA2
AA2
AA0
LAN
Région corrélée
Manager (émetteur) 
Aggregateur AA−niveau
Récepteur simple
Fig. 3.1 { Hierarchie d'agregateurs multiniveaux.
Au debut d'une session, l'emetteur communique son intervalle de debits [R
min
; R
max
],
estime a partir des performances debit-distorsion moyennes de la source. La valeur R
min
correspond a une valeur de debit en-dessous de laquelle la qualite recue serait inaccep-
table, et R
max
au debit au-dessus duquel l'augmentation de qualite devient insigniante.
Cette information est transmise aux recepteurs au debut de la session ou lors de l'ar-
rivee d'un nouveau participant (avec le protocole SDP: Session Description Protocol
par exemple).
L'intervalle est alors decoupe enM sous intervalles, et les valeurs quantiees resultantes
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sont les suivantes:
R
i
= R
min
+
i  1
M
(R
max
 R
min
) ; i 2 [1;M ]: (3.1)
Apres cette initialisation, le processus de regulation de debit multicast multicouche
peut commencer. Ce dernier considere que le temps est divise en rounds de reception.
Un round est compose de quatre etapes:
{ Au debut de chaque round, la source annonce le nombre de couches ainsi que
leurs debits, via des rapports RTCP (SR: Sender Reports). Chaque couche de la
source sera transmise sur un groupe IP multicast dierent.
{ A la reception de cette annonce, chaque recepteur mesure certains parametres
reseau et estime la bande passante qu'il peut recevoir. Cette bande passante es-
timee lui sert, ensuite, a prendre une decision quant a son abonnement/desabonne-
ment des couches emises par la source. Dierents parametres reseaux discrimi-
nants (bande passante, taux de pertes,...) sont ensuite envoyes a l'agregateur le
plus proche via des rapports RTCP augmentes (RR : Receiver Reports).
{ Les agents d'agregation places a des positions strategiques au sein du reseau
classient ensuite les recepteurs en fonction de leurs comportements de reception
(i.e. variables discriminantes), c'est-a-dire en fonction d'une mesure de distance
entre les parametres renvoyes dans les rapports. Sur la base de cette classication,
qui s'apparente a une quantication vectorielle, les agents procedent a l'agregation
des rapports et des parametres de reception, fournissant ainsi une representation
de classes homogenes.
{ A la reception du dernier rapport agrege, la source opere alors une adaptation
dynamique du nombre de couches a emettre et de leurs debits an de maximiser
la qualite percue par les dierentes classes de recepteurs.
Les sections suivantes decrivent en details chacune des quatre etapes du protocole
propose.
3.3 Fonctionnalites des recepteurs
Des caracteristiques discriminantes doivent e^tre denies an de pouvoir regrouper
des recepteurs. On pourrait ainsi rechercher les correlations suivant des caracteristiques
comme le taux de pertes, les delais, le debit de reception, la bande passante, etc... Parmi
ces parametres, nous avons retenu la paire de variables discriminantes : bande passante,
taux de pertes. Ceux-ci sont des parametres clairement pertinents non seulement au
niveau reseau mais egalement concernant la qualite video.
Deux algorithmes d'estimation de bande passante ont donc ete consideres ici : la
premiere approche mesure ce que l'on nommera le goodput, et la seconde approche
estime la bande passante TCP-compatible du lien.
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Cette section decrit les fonctionnalites supportees par le recepteur an de mesu-
rer ces parametres, ainsi que la politique d'abonnement/desabonnement retenue. Les
champs dedies, rajoutes dans les rapports RTCP RR, sont egalement decrits.
3.3.1 Estimation de debit basee \Goodput"
Une notion de goodput a ete exploitee dans l'algorithme SAMM decrit dans
[AVS99]. Base sur de la dierenciation de services entre les dierentes couches, le good-
put est deni dans [AVS99] comme le debit cumule des couches recues sans perte. Si
une couche soure d'une perte, celle-ci n'est pas prise en compte dans l'estimation. Le
probleme d'une telle mesure reside dans le fait que la bande passante predite est directe-
ment dependante du debit d'emission et par consequent, ne permet pas une estimation
precise de la capacite du lien. Lorsqu'aucune perte n'intervient, an d'approcher la
capacite du lien, l'algorithme SAMM considere que le goodput est legerement superieur
a la valeur mesuree. Cependant, un taux de pertes de 0% n'est pas realiste sur l'Inter-
net. Les experiences montrent que cette notion de goodput ainsi denie, sur un reseau
fournissant un service \au mieux" comme l'Internet, mene a une estimation de bande
passante decroissant vers zero durant la session.
Nous avons donc legerement modie la denition. Le goodput est pluto^t deni comme
le debit global recu par le recepteur. Base sur cette denition nous avons developpe un
mecanisme simple an d'estimer au mieux la bande passante disponible du lien sous-
jacent. Ainsi, lorsque le taux de pertes est inferieur a un seuil donne T
loss
, la bande
passante B
t
estimee a l'instant t se calcule de la facon suivante :
B
t
= min(B
t 1
+; S
rate
+ T
rate
) (3.2)
ou B
t 1
represente la derniere valeur estimee et  = MSS=RTT avec  2]0; 1]. S
rate
represente le debit auquel le recepteur souscrit (debit cumule des couches). T
rate
est un
seuil choisi an de limiter l'augmentation entre deux reque^tes, il est egal a un multiple
d'intervalles de debit deni dans la section 3.2 (i.e. T
rate
= K  (R
max
 R
min
)=M avec
K 2 N une constante xee).
A l'inverse, lorsque le taux de pertes devient superieur a T
loss
, B
t
est mis a g
t
, avec
g
t
le goodput observe a l'instant t.
3.3.2 Estimation de la bande passante TCP-compatible
La seconde strategie consideree, an d'estimer la bande passante disponible sur le
lien, s'appuie sur le modele analytique de debit TCP propose dans [PFTK98], adapte
et utilise dans le chapitre precedent (2.1). Il faut cependant noter que l'utilisation de
ce modele dans le cadre de transmission multicast n'est pas directe.
3.3.2.1 Modele de debit TCP
Nous redonnons brievement le modele :
B =
MSS
RTT
q
2p
3
+ T
o
3
q
3p
8
p(1 + 32p
2
)
; (3.3)
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avec MSS la taille maximum d'un paquet (cf. chapitre precedent). RTT represente
le temps d'aller-retour entre l'emetteur et le recepteur, et p le taux d'evenement de
congestion. Le terme T
o
represente le delai avant retransmission de l'algorithme TCP
(delai apres lequel un paquet non acquitte est considere comme perdu).
3.3.2.2 Estimation des parametres
An de pouvoir utiliser le modele analytique 3.3, il est necessaire que chaque
recepteur estime le RTT entre lui et la source. Cependant, si chaque recepteur fait
le calcul tel que decrit dans la section B.2 en envoyant un RR en mode point-a-point, la
voie de retour implosera. C'est pourquoi, nous avons deni un nouveau paquet RTCP
que nous avons appele Probe-RTT. An d'eviter une implosion de la voie de retour, seuls
les agregateurs feuilles sont autorises a envoyer des paquets Probe-RTT a la source. En
eet, ceux-ci estiment leur RTT en utilisant l'algorithme propose dans MLDA [SW00b].
Dans le cas ou les recepteurs ne sont pas localises sur le me^me reseau local (LAN: Lo-
cal Area Network) que leur agregateur feuille, ceux-ci doivent ajouter leur propre RTT
entre eux et leur agregateur. Cette estimation peut facilement e^tre faite localement
sans generer de trac indesirable. La source envoie periodiquement des rapports conte-
nant le RTT mesure (en ms) pour le dernier paquet Probe-RTT recu avec les SSRCs
associes. Ainsi chaque recepteur peut mettre a jour son estimation de RTT en utilisant
les resultats relatifs a son agregateur feuille (dont il connait l'adresse et le SSRC).
L'estimation du taux d'evenement de congestion p est realise avec la nouvelle
methode denie dans la section 2.3.3.3 et le parametre T
o
est estime comme dans
la section 2.3.3.2.
Le taux de pertes de paquets reel p
real
est egalement calcule sur une fene^tre tem-
porelle glissante.
3.3.2.3 Recepteurs non representatifs
Dans un environnement tres heterogene, en presence d'un nombre contraint de
classes de recepteurs, le debit recu par certains recepteurs peut fortement dierer de
leurs reque^tes et donc des valeurs de bandes passantes TCP-compatibles estimees. Ces
recepteurs \non pleinement satisfaits" sont dits non representatifs et sont contraints
(momentanement ou non) a recevoir signicativement moins de donnees que ce qu'ils
ont estime pouvoir recevoir. Un probleme non traite (mais present) dans la litterature
peut alors survenir pour ces recepteurs. En eet, dans un tel cas les pertes observees
s'avereront tres faibles et par consequent le taux d'evenement de congestion sera egalement
tres (trop) faible. Cela menera a une sur-estimation de la bande passante et donc a des
tentatives d'abonnement infructueuses. Cette non-representativite du taux d'evenement
de congestion conduit a une forte instabilite au niveau de ce type de recepteurs, et
nuisent a la stabilite globale de la session.
An de pallier ce type de probleme, nous estimons donc la bande passante B
t
par
B
t
= min(B;max(S
rate
+ T
rate
; B
t 1
)) (3.4)
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ou S
rate
est le debit souscrit et T
rate
un seuil choisi an de limiter l'augmentation entre
deux reque^tes (c.f. section 3.3.1). B
t 1
est la derniere reque^te. Quand l'estimation
de bande passante B n'est pas able, l'historique de pertes servant a estimer le taux
d'evenement de congestion est re-initialise en utilisant la methode decrite dans la section
2.3.3.3. Nous verrons dans les experimentations que l'algorithme reste aussi reactif aux
changements d'etat du reseau.
3.3.2.4 Phase d'initialisation : Slow-start
La phase d'initialisation adoptee ici diere du mecanisme dit de slow-start decrit
dans [FHPW00] et [WH01]. Au debut de la session ou lorsqu'un nouveau recepteur
rejoint l'arbre de transmission multicast, le debit initialement requis est mis a R
min
.
Puis, apres avoir obtenu une premiere estimation du RTT , p sera estime et T pourra
e^tre calcule par la formule (3.3). La reque^te resultante B
slow
t
est alors donnee par
B
slow
t
= max(B; g
t
+K MSS=RTT ) (3.5)
avec g
t
le valeur de goodput a l'instant t et K la me^me constante que celle utilisee
dans la section 3.3.1. L'estimation donnee par (3.5) est utilisee jusqu'a l'observation de
la premiere perte. Apres la premiere perte, la fene^tre d'historique est re-initialisee en
prenant g
t
comme bande passante disponible et l'on utilise alors l'equation (3.4).
3.3.3 Politique d'abonnement/desabonnement
Chaque recepteur estime la bande passante B
t
disponible sur son lien et decide de
s'abonner ou de se desabonner en consequence. Soient fr
1
; : : : ; r
L
g l'ensemble des debits
alloues aux L couches transmises. Le recepteur, qui dispose de ce tableau, s'abonne aux
l

premieres couches parmi les L ux transmis, ou l

est tel que:
l

= argmin
l





B
t
 
l
X
i=1
r
i





: (3.6)
Cependant, il est necessaire que le mecanisme de desabonnement prenne en compte
le delai entre l'instant d'emission du RR et l'instant ou la source adapte le debit de ses
couches en consequence. Des oscillations indesirables peuvent survenir, si les recepteurs
decident de se desabonner des que le debit courant est annonce comme superieur a
la bande passante estimee. Il est imperatif de laisser assez de temps a la source pour
adapter son debit d'emission, et ensuite, de decider, eventuellement, son desabonnement
si la reque^te n'a pas ete satisfaite.
C'est pourquoi la source, lors de son annonce donne le numero de round auquel elle
repond. Ainsi, nous avons choisi d'attendre que la source fasse une annonce en reponse
au round precedent avant de decider de quitter une couche. An de rester reactif, le
recepteur se desabonne immediatement lorsque le taux de pertes observe est superieur
a un seuil acceptable T
loss
(et ceci quel que soit le numero de round annonce). Ces
mecanismes couples permettent d'eviter de ga^cher de la bande passante avec le trac
du protocole d'abonnement/desabonnement IGMP et stabilise d'avantage la qualite de
reception.
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3.3.4 Protocole de signalisation
Les informations de reception agregees (i.e. bande passante estimee, taux de pertes)
sont periodiquement envoyees a la source dans des RR augmentes par le mecanisme
d'extension des rapports RTCP. Ici nous avons rajoute les champs suivants dans le RR :
EB (Expected Bitrate) : un champ de 16 bits donnant la valeur de la bande passante
estimee en a kbit/s.
LR (Loss Rate) : Un champ de 16 bits donnant la valeur estimee du taux de pertes
reel.
NB (NumBer client) : un champ de 16 bits donnant le nombre de clients demandant
ce debit (i.e. EB). Cette valeur est mise a 1 par les recepteurs classiques.
3.4 Agregation des rapports basee sur un algorithme de
clustering distribue
Les transmissions multicast exhibent de fortes correlations spatiales [YKT96]. Un
algorithme de classication peut tirer avantage de ces correlations an de regrouper des
comportements similaires dans des classes homogenes et donc compresser au maximum
l'information contenue dans l'ensemble des paquets d'informations de retour (feed-
backs). On peut alors voir l'operation d'agregation comme une procedure de quanti-
cation vectorielle des rapports des recepteurs.
Dans notre schema, l'arbre multipoint est organise sous la forme d'une hierarchie de
regions locales (c.f. gure 3.1). Dans chaque region, un agregateur recoit les informations
de retour (feedback) provenant des recepteurs, calcule des statistiques sur les donnees
recues et renvoie le resultat en point a point vers un agregateur de hierarchie plus elevee
(agregateur pere). Un agregateur nal (appele manager), place a la racine de l'arbre
multipoint collecte tous les rapports agreges.
Cette architecture necessite une legere modication par rapport a l'architecture
RTP classique. De me^me que pour PIM-SM (Protocol Independent Multicast-Sparse
Mode) , les RR ne sont pas envoyes en multicast a la session entiere, mais sont envoyes
en point-a-point vers l'agregateur pere. Puisque ces rapports sont locaux, ils peuvent
e^tre emis plus souvent sans pour autant briser la contrainte de 5% speciee dans le
standard RTP [SCFJ96].
3.4.1 Organisation des agregateurs au sein du reseau
Les agents d'agregation (AAs) doivent e^tre places strategiquement au coeur du
reseau an de minimiser le surplus de bande passante des rapports RTCP RRs. Plu-
sieurs methodes ont ete proposees an d'organiser les recepteurs dans une session mul-
ticast an de realiser un protocole multicast scalable [LPGLA98]. Nous avons choisi
une approche multiniveau hierarchique telle que celle decrite dans le protocole RMTP
(Reliable Multicast Transport Protocol) [PSLB97]. Toutefois, dans notre approche il n'y
a pas de recepteurs designes : tous les recepteurs envoient leurs rapports a l'agregateur
qui leur est associe.
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La racine de la hierarchie de l'arbre d'agregation (appele le Manager) est basee a
l'emetteur et recoit tous les resumes de rapports. Il est recommande dans [EMD98]
de ne pas utiliser un arbre hierarchique de taille superieur a 3. Dans notre approche,
les rapports agreges fournissent une classication contenant le nombre de recepteurs et
le comportement moyen des dierentes classes. Le mecanisme d'agregation est decrit
dans la section 3.4.3.
Dans les experiences reportees ici, les agregateurs ont ete manuellement places.
Cependant, si certaines fonctionnalites additionnelles (proposees dans la litterature)
sont permises par les routeurs, dierentes approches peuvent e^tre utilises an de placer
automatiquement les agregateurs. Par exemple, nous pouvons implementer la fonction
des agregateurs en utilisant un custom concast [CGM
+
01]. Les adresses concast sont
l'oppose des adresses multicast, i.e. l'adresse represente un groupe d'emetteurs pluto^t
qu'un groupe de recepteurs. Ainsi un datagramme concast contient une sorte d'adresse
multicast de source et une adresse de destination unicast.
Avec un tel schema, tous les recepteurs envoient leurs RRs en utilisant l'adresse
de groupe de source RTCP, et seulement un paquet agrege est delivre a la source.
L'interface de signalisation custom concast permet a l'application de fournir au reseau
une description de l'algorithme de fusion des rapports.
3.4.2 Mesure de similarite
Deux types de mesure de similarite peuvent e^tre utilisees: une mesure de similarite
entre deux rapports x et y ((x; y)) et une mesure de similarite entre un rapport x et une
classe (ensemble de rapport (et donc de recepteurs) regroupes selon des caracteristiques
similaires) C ((x;C
l
)).
La premiere mesure de similarite peut s'appuyer sur une simple distance L
p
(i.e.
(x; y) =
p
p
P
i
(x
i
  y
i
)
p
) ou sur toute autre mesure denie par l'application.
La methode la plus simple, pour mesurer la similarite d'un rapport vis-a-vis d'une
classe, consiste a choisir un representant x^
C
l
pour chaque classe et d'assigner la distance
(x; x^
C
l
) pour representer la distance entre le nouveau rapport et la classe. Il est aussi
possible de denir la distance par rapport a une classe comme la distance par rapport
au point le plus proche ou le plus eloigne de la classe (e.g. (x;C
l
) = min
y2C
l
(x; y)
avec (x;C
l
) = max
y2C
l
(x; y)). Nous utiliserons ici un representant.
Dans le cas de notre application, l'utilisation d'une simple distance L
p
, peut mener
a des regroupements non adequats. Ainsi, par exemple, deux recepteurs ayant le me^me
taux de pertes mais ayant requis des debits signicativement dierents peuvent aisement
e^tre regroupes. Dans un tel cas, la representativite de la classe est clairement mise en
doute. An d'eviter ce type de probleme, nous avons deni une nouvelle notion que l'on
nomme seuil de similarite. Chaque composante (i.e. taux de pertes, bande passante)
possede un seuil de similarite. Ce seuil correspond a la distance L
2
maximale entre deux
representants d'une composante pour que ces representants soient consideres comme
similaires.
La distance retenue alors entre deux rapports, deux classes, un rapport et une classe
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est donnee par :
(x; y) = max
i
abs(x
i
  y
i
)
dt
i
(3.7)
avec dt
i
le seuil de similarite choisi pour la composante i.
3.4.3 Algorithme de clustering
Chaque classe est representee par un point et une ponderation. Le point representatif
peut e^tre vu comme un vecteur dont les composantes sont donnees par les caracteristiques
discreminantes considerees. Nous utilisons ici un algorithme de clustering au plus proche
voisin. Le point representant un nouveau RR rejoindra la classe qui lui est le plus proche.
La metrique utilisee est celle denie dans la section precedente. Le nouveau point mo-
die le point representant et remet a jour le facteur de ponderation de la classe. Si
la distance a toutes les classes existantes est superieure a 1, une nouvelle classe sera
formee. Toutefois, le nombre de classe est limite a N
max
. Le point representant est
obtenu en utilisant une formule de moyennage pondere sur tous les points de la classe.
L'algorithme complet est donne par :
{ N
max
=Nombre maximal de classes
{ r = RR recu
{ Recherche de la classe la plus proche (r;
^
C
l
) = min
C
l
(r; C
l
)
{ si ((r;
^
C
l
)  1) et (Nombre de classe existant < N
max
)
{ Ajouter un nouveau classe C
new
et mettre a jour
^
C
l
= C
new
{ Mise a jour du point representatif de la classe
^
C
l
,
x^
^
C
l
=
weight(
^
C
l
)x^
^
C
l
+r
weight(
^
C
l
)+1
{ Augmenter le poids de la classe
^
C
l
Au terme de chaque phase de clustering, le manager recoit un vecteur representant
les caracteristiques de reception de l'ensemble des recepteurs. Notons que cet algorithme
permet de classier les recepteurs suivant leurs caracteristiques courantes mais peut
aussi prendre en compte le passe recent des recepteurs. On initialisera donc une phase
de classication avec les classes formees durant la phase precedente. Les nouveaux
points remettront a jour les classes existantes. Il arrivera au cours d'une session que
certaines classes formees dans le passe ne soient plus representatives d'aucun recepteur.
Dans ce cas ces classes pourront e^tre supprimees.
3.5 Regulation de la source video multicouche
Les rapports de canal generes par l'algorithme de classication orent periodiquement
a l'emetteur des informations concernant l'etat du reseau. Plus precisement, ce mecanisme
delivre un taux de pertes, une bande passante limite et le nombre de recepteur present
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Fig. 3.2 { Exemple de scenario d'agregation des informations de retour lors d'une
session multipoint.
pour une classe de recepteurs donnee. Ces informations sont ensuite exploitees an
d'optimiser le nombre de couches, leur debit ainsi que leur niveau de protection.
Cette section decrit, tout d'abord, l'algorithme de regulation de debit donnees/
protection prenant en compte l'etat du reseau et les caracteristiques debit-distorsion
de la source. Le systeme d'encodage de la source video nement scalable (FGS) utilise
ainsi que le serveur de streaming multicast consideres sont ensuite decrits.
3.5.1 Selection optimale des debits transmis et du taux de protection
Nous considerons ici l'utilisation de mecanismes de protection appeles FEC (For-
ward Error Correction). Dans le contexte de transmission sur l'Internet, la detection
d'erreur est generalement fournie par les protocoles des couches basses. Ainsi, les
couches hautes ont a gerer principalement les eacements ou les paquets perdus. La
position exacte des donnees manquantes etant connue, une bonne capacite de cor-
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rection peut e^tre obtenue en utilisant des codes MDS (Maximal Distance Separable)
systematiques. Un code MDS (n,k) prend k paquets de donnees et produit n   k pa-
quets de redondance. La propriete de ces codes permet de resister jusqu'a n  k pertes
dans un groupe de n paquets. La probabilite eective de perte P
eff
(k) d'un code MDS
apres decodage de canal est donnee par
P
eff
(k) = P
e
k 1
X
j=0
 
n  1
j
!
P
n 1 j
e
(1  P
e
)
j
; (3.8)
ou P
e
est la probabilite moyenne de perte du canal. Une question a resoudre est ensuite,
connaisant la probabilite de perte, comment repartir de maniere optimale la bande
passante disposnible entre donnees et redondance. Cela revient a trouver le niveau de
protection (ou le parametre k=n) pour chaque couche. L'optimisation conjointe de la
repartition de debits entre donnees et FEC est decrite dans la suite.
3.5.1.1 Formulation du probleme
Pour un nombre maximum de couches L supportees par la source, le nombre de
couches eectivement envoyees, leurs debits et leurs niveaux de protection sont choisis
an de maximiser le PSNR global vu par les recepteurs. Il faut noter que les debits sont
choisis dans un ensemble de N debits requis (informations de reception). Le probleme
peut e^tre formule de la facon suivante :
(

1
; : : : ;

l
) = arg max
(

1
;:::;

l
)
G; (3.9)
ou 

i
= (r
i
;

i
n
); i = 1; : : : ; l avec r
i
representant le debit cumule source et canal, et

i
n
le niveau de protection de chaque couche i.
La mesure de qualite G a maximiser est denie par
G =
N
X
j=1
 
l
X
i=1
PSNR(

i
):P
eff
j;i
!
:C
j
(3.10)
avec l = arg max
k2[1;:::;L]
(
k
X
i=1
r
i
 R
j
)
: (3.11)
Les termes R
j
et C
j
representent respectivement le debit requis et le nombre de
recepteurs dans la classe j. Le terme PSNR(

i
) denote l'augmentation de PSNR as-
sociee a la reception de la couche i. Le PSNR de la couche i depend directement des
couches inferieures. Le terme P
eff
j;i
represente la probabilite, pour les recepteurs de la
classe j, que i couches soient correctement decodees et peut s'exprimer par
P
eff
j;i
=
i
Y
k=1

1  p
eff
j;k


k
n

; (3.12)
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ou p
eff
j;k
est la probabilite eective de pertes observee par tous les recepteurs de la
classe j recevant les k couches considerees.
Les valeurs PSNR(

i
) sont obtenues en estimant les performances debit-distorsion
D(R) de l'encodeur de source sur un ensemble de sequences d'entrainement. Le modele
peut ensuite e^tre rane durant le processus d'encodage de la sequence, si il est realise
en temps-reel, ou stocke sur le serveur dans le cas d'applications de streaming.
Une procedure d'optimisation doit donc e^tre mise en place, an de maximiser la
fonctionnelle ci-dessus (c.f. Equation (3.10)).
3.5.1.2 Combinaison optimale
A la reception du rapport nal agrege, l'emetteur opere une quantication de ces
dierentes valeurs sur l'intervalle de valeurs possibles denies dans la section 3.2. Les
reque^tes sont ensuite triees en ordre croissant. C'est a partir de cet ensemble (R
1
; :::; R
N
avec R
1
< R
2
< R
3
:: < R
N
) que la recherche des dierentes combinaisons, satisfaisant
potentiellement les recepteurs, va avoir lieu. On recherche alors toutes les combinai-
sons de j elements j 2 [1; :::; L] parmi les N reque^tes. Puis, pour une combinaison de
debit donnee, les dierentes combinaisons de repartition de debit donnees/FEC sont
considerees. En pratique, pour un code MDS (n,k) on ne recherche les k
i
de chacune
des couches que pour k
i
2 [n=2;n] (on rappelle que ici n est xe). Une illustration de
ce processus est proposee sur la gure 3.3.
Requetes de débit triées
et quantifiées
Paquet de retour (final) :
Répartition en 3 couches
(une combinaison possible)
.  .  .  .  .  .  R2 R3 R4 R5 Rk RNR1
Couche 1 Couche 2 Couche 3
r1=R2 r3=Rk−R5
k3=n/2   . . .   k3=nk1=n/2  k1=n/2+1   . . .   k1=n
r2=R5−R2
k2=n/2   . . .   k2=n Répartition données/FECpossible
Fig. 3.3 { Illustration d'une combinaison possible de couches et allocation de debit
dans ces couches, a partir des reque^tes de debit agregees, triees et quantiees. Si la
combinaison illustree ici est retenue, alors 3 couches seront transmises, avec les debits
respectifs r
1
, r
2
et r
3
. Au sein de ses trois couches, il reste a determiner la proportion
entre donnees et redondance (FEC).
Dans le cas d'un nombre maximum de couches reduit L, une recherche exhaustive de
la combinaison optimale est satisfaisante en terme de complexite. En revanche, pour une
plage de debits possibles et un codeur scalable tres granulaire, un algorithme d'optimisa-
tion acceleree est necessaire pour garder une complexite raisonnable. Le sous-ensemble
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maximisant (3.9) peut ainsi e^tre calcule en utilisant un algorithme de programmation
dynamique [Koo77].
3.5.2 Source video scalable a grain n
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Fig. 3.4 { Structure du schema de codage video MPEG4-FGS.
Les couches sont generees par un codeur MPEG-4 FGS (Fine Granular Scalability)[RC99]
(cf section 4.3.2.3). Le codage FGS a ete introduit an de faciliter l'adaptation de debit
des sources aux variations de bande passante du reseau dans le cas d'applications de
transmission de ux pre-encodes (e.g. video a la demande).
En eet, me^me si les schemas de codage scalables classiques (i.e. SNR, spatial , tem-
porel) fournissent une reponse au probleme d'adaptation de debit a la bande passante
du reseau, ces approches sourent de limitations en termes de granularite d'adaptation.
La structure de l'approche FGS est decrite sur la gure 3.4. La couche de base est en-
codee a un debit note R
BL
, en utilisant une approche hybride basee sur une prediction
temporelle compensee en mouvement suivie par un schema de compression base sur
la DCT. La couche d'amelioration est, quant a elle, encodee de maniere progressive
jusqu'a un debit maximum R
EL
. Le train binaire resultant est progressif et peut e^tre
tronque en tous points, au moment de la transmission, an de s'adapter aux varia-
tions de bande passante. La troncature est contro^lee par l'optimisation debit-distorsion
decrite plus haut.
L'encodeur compresse le contenu sur l'intervalle de debit [R
min
= R
BL
; R
max
].
Ensuite, le me^me ux compresse peut e^tre utilise pour des applications unicast ou
multicast.
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3.5.3 Serveur de streaming video FGS multicast
Les experiences reportees dans ce papier ont ete realisees en considerant un serveur
de streaming FGS. La gure 3.5 montre la structure du systeme de streaming multicast
considere en incluant le contro^leur de debit multicouche et le module de calcul de FEC.
Pour chaque sequence video pre-stockee sur le serveur, il existe deux trains binaires
separes (i.e. un pour la couche basse BL et un pour la couche d'amelioration EL),
chacun d'eux etant couples avec un descripteur. Ces descripteurs contiennent diverses
informations concernant la structure des ux. Ainsi, il contient le decalage (en octets)
du premier bit de chaque image par rapport au debut du train binaire d'une couche
donnee. Le descripteur de la couche de base contient egalement le decalage du debit
de chaque \slice" (ou \video packet") d'une image. Une estampille temporelle (CTS:
Composition TimeStamp) de chaque image utilisee comme instant de presentation du
co^te decodeur est egalement present dans le descripteur.
A la reception d'une nouvelle liste (r
0
; r
1
; : : : ; r
L
) de contraintes de debit, le contro^leur
de debit FGS calcule un nouveau budget par image (pour chaque couche) tenant compte
de la frequence temporelle de la source video. Puis, au moment de la transmission, le
contro^leur de debit FGS partitionne la couche d'amelioration FGS en un nombre cor-
respondant de \sous-couches". Chaque nouvelle couche sera envoyee sur un groupe IP
multicast dierent.
Il est interessant de noter que quel que soit le nombre de couches d'amelioration
FGS auquel le client souscrit, le decodeur ne decode qu'une unique couche (i.e. les
\sous-couches" fusionnent du co^te du decodeur).
L{r ,...,r  }1
        L{k  /n,...,k   /n } 1
descriptor
EL
descriptor
BL
Network
aggregated feedback
Storage
Controller
FGS Rate 
FEC
(optimization)
Rate Controller
Multi−Layer 
Packetization
+
Transmission
Fig. 3.5 { Serveur de streaming video FGS multicast.
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3.5.4 Signalisation
En plus du RTT calcule pour les paquets Probe-RTT, les rapports d'emission RTCP
envoyes periodiquement contiennent des informations au sujet des couches emises i.e.,
leur nombre, leur debit et leur niveau de protection, selon la syntaxe suivante :
NL (Number Layer) : un champ de 8 bits donnant le nombre de couche d'amelioration.
BL (Base Layer) : un champ de 16 bits donnant le debit de la couche de base.
EL i (Enhancement Layer i) : un ensemble de champs de 16 bits donnants le debit
de la couche d'amelioration i, i 2 1; : : : ; NL.
K i : un ensemble de champs de 8 bits contenant le niveau de protection de la couche
i i 2 0; : : : ; NL
1
.
3.6 Experimentations
Dans cette partie, nous evaluons les performances de notre algorithme base sur
une optimisation debit-distorsion globale ont egalement ete testees en considerant les
deux methodes d'estimation de bande passante decrites plus haut : basee goodput et
TCP-compatible.
Les experimentations presentees ici ont ete realisees avec le simulateur de reseau
NS2 [NS2]. Dans un premier temps, nous comparerons le protocole SAMM [VAS00a]
a notre approche basee goodput. Puis, nous montrerons les limites de l'approche basee
goodput notamment dans le cadre d'un reseau reel ou les ux sont en competition avec
TCP. Enn, nous montrerons les performances obtenues avec l'approche dite TCP-
compatible, ainsi que l'apport des mecanismes de correction d'erreur de type FEC sur
notre algorithme. Dans la suite, la methode basee sur le goodput sera nommee GB-
MRC et la methode TCP-compatible TCPF-MRC (respectivement Goodput Based
et TCP Friendly Multicast Rate Control).
La gure 3.6 represente la topologie principale de simulation que nous avons re-
tenue. Etant donnee la topologie de l'arbre multicast, nous avons considere ici une
representation de la source en 3 couches, chaque couche etant transmise sur une adresse
IP multicast. La couche de base est encodee a un debit constant de 256kb=s. Le debit
global (couche de base plus couche d'amelioration) peut prendre toutes les valeurs com-
prises entre 256Kbit=s et 1Mb=s. A t = 0 chaque client souscrit aux 3 couches emises
aux debits initiaux de R
BL
= 256kb=s, R
EL1
= 100kb=s et R
EL2
= 0kb=s. Les ca-
racteristiques debit-distorsion de la source FGS consideree sont donnees sur la gure
3.7.
Dans les algorithmes decrits plus haut, les multiples experimentations menees (non
reportees ici) conduisent a un choix de K = 4 (plusieurs valeurs de K 2 [1; 7] ont ete
testees). Le seuil T
loss
est quand a lui xe a 2%.
1. Nous considerons ici un code de Reed-Solomon de rapport k=n. La valeur n est xee au debut de
la session et seul le parametre k est adapte dynamiquement durant la session. Cependant, nous pouvons
egalement considerer l'adaptation du parametre n.
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Fig. 3.6 { Topologie principale de simulation.
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Fig. 3.7 { Modele debit-distorsion de la source video FGS (Thomson Multimedia).
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3.6.1 Le protocole SAMM-like versus GB-MRC
Nous etudions ici les comportements des protocoles SAMM (note ici SAMM-like)
et GB-MRC dans le cas ou aucun trac concurrent n'est active (scenario 0 :aucun
trac concurrent). L'algorithme SAMM-like est implemente et prenant comme valeur
de goodput la quantite globale de donnees recues sans perte. De plus, l'increment choisi,
lorsque le taux de pertes est nul est egal a un intervalle de debit de la source. C'est
pourquoi, l'algorithme est nomme SAMM-like puisque le veritable algorithme SAMM
ne peut fonctionner en l'etat. Rien n'a ete modie concernant l'optimisation du goodput
global.
Les gures 3.8, 3.10 et 3.11 montrent les resultats obtenus avec l'algorithme
SAMM-like pour les dierents recepteurs. On voit clairement que l'approche SAMM-
like ne permet pas de faire une utilisation ecace de la bande passante. En eet,
prenons, par exemple, les clients du LAN 2 (avec un lien d'une capacite de 768 kb/s)
n'ont pas recu a plus de 300 kb/s sur ce lien. Des observations similaires peuvent e^tre
faites sur les recepteurs des autres LANs. De plus, il faut noter que si aucune borne
basse R
min
n'est xee, le goodput des dierents recepteurs converge irremediablement
vers une valeur tres faible. En plus de cette utilisation nettement sous-optimale de
la bande passante, l'algorithme engendre un comportement tres instable en termes
d'abonnements/desabonements aux groupes multicast, provoquant par consequent une
congestion locale inutile.
Les gures 3.9, 3.12 et 3.13 montrent les resultats obtenus avec l'algorithme GB-
MRC. Ce dernier permet de satisfaire la majorite des recepteurs et approche au mieux
la bande passante disponible des dierents liens. De plus, on arrive assez rapidement
a une situation stable assurant ainsi, dans cette conguration, un nombre d'abonne-
ments/desabonnements quasi nul. Il faut remarquer le taux de pertes instantane qui
est logiquement plus eleve que celui de la methode SAMM-like.
On voit clairement ici le benece de la solution GB-MRC par rapport a la solution
SAMM-like. Ceci souligne l'intere^t d'une mesure globale prenant egalement en compte
les caracteristiques de la source (et en particulier les caracteristiques debit-distorsion)
par rapport a une simple optimisation du goodput global. De plus, la mise en place
d'une politique d'abonnements/desabonnements intelligente est egalement importante.
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Fig. 3.8 { scenario 0 : Variations de debit de chaque couche de la source video avec
l'approche SAMM-like (sans trac concurrent).
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Fig. 3.9 { scenario 0 :Variations de debit de chaque couche de la source video avec
l'approche GB-MRC.
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Fig. 3.10 { scenario 0 : Debit requis avec SAMM-like vs mesure de goodput, niveau de
souscription et taux de pertes instantane pour les clients (a) du LAN 2 (lien a 768kb/s)
(b) du LAN 4 (lien a 384kb/s).
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Fig. 3.11 { scenario 0 : Debit requis avec SAMM-like vs mesure de goodput, niveau de
souscription et taux de pertes instantane pour les clients (a) du LAN 1 (lien a 512kb/s)
(b) du LAN 3 (lien a 256kb/s).
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Fig. 3.12 { scenario 0 : Debit requis par l'approche GB-MRC vs mesure de goodput,
niveau de souscription et taux de pertes instantane pour les clients (a) du LAN 2 (lien
a 768kb/s) (b) du LAN 4 (lien a 384kb/s).
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Fig. 3.13 { scenario 0 : Debit requis par l'approche GB-MRC vs mesure de good-
put,niveau de souscription et taux de pertes instantane pour les clients (a) du LAN
1 (lien a 512kb/s) (b) du LAN 3 (lien a 256kb/s).
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3.6.2 Le protocole GB-MRC versus TCPF-MRC
Nous etudions ici les performances en termes de PSNR et de taux de pertes pour les
deux mecanismes de regulation de debit GB-MRC et TCPF-MRC. Nous considerons
egalement ici la topologie multicast decrite sur la gure 3.6. La periodicite des rapports
de reception sera egale au RTT maximum de l'ensemble des recepteurs. La sequence
utilisee dans les experiences reportees ici est la sequence "Brest" fournie par Thomson
Multimedia. Elle a une duree de 300s (25 Hz, 6700 images).
Durant la session, les ux video seront en competition avec deux types de trac
concurrents : des ux UDP a un debit constant (CBR) de 192kb=s et des ux TCP.
Ces ux contribuent a diminuer le goulot d'etranglement du lien. L'activation du trac
concurrent entre les clients representes par des \carres" sur la gure 3.6, pendant
l'intervalle de temps [100s; 200s], limite ainsi la bande passante du lien correspondant
(i.e. des clients du LAN 1) a environ 320kb=s. De maniere similaire, le trac TCP
concurrent active entre les clients representes par des \triangles", pendant l'intervalle
de temps [140s; 240s], conduit a une limitation du lien (i.e. des clients du LAN 4) a
une valeur moyenne de 192kb=s. Il faut remarquer qu'en presence de trac concurrent
la bande passante disponible sur le lien est inferieure au debit de la couche de base, qui
dans le cas de notre application, est maintenu constant en moyenne (e.g. 256Kb=s). Ce
scenario de test sera appele scenario 1.
3.6.2.1 Resultats avec la methode GB-MRC
La gure 3.14, donne les variations de debit des dierentes couches de la source
FGS, au cours de la session, obtenues avec l'approche GB-MRC. Les gures (3.16 et
3.17, montrent, quant a elles, les debits requis versus la mesure reelle du goodput, le
taux de pertes, le nombre de couches recues et les PSNR obtenus pour les clients des
dierents LANs. On peut voir que me^me en presence de trac concurrent l'algorithme
est capable de faire une utilisation quasi-optimale de la bande passante. En eet, les
estimations de bande passante suivent parfaitement les variations des dierents liens au
cours du temps. De plus, le comportement en termes d'abonnements et desabonnements
non pertinents reste egalement interessant.
Cependant les taux de pertes instantanes observes restent encore assez eleves. De
plus, les pertes interviennent de maniere sporadique mais reguliere. Par consequent,
la qualite de la video recue soure de ces taux de pertes et les PSNR obtenus sont
relativement perturbes. Enn, une autre limitation de ce mecanisme est la latence
a l'initialisation de la session, il faut au moins 30 secondes avant que l'algorithme
converge.
3.6.2.2 Resultats avec la methode TCPF-MRC
La methode TCPF-MRC (cf Fig. 3.15, 3.18) et 3.18) permet de pallier les limita-
tions de l'approche GB-MRC tout en conservant les me^mes proprietes. Ainsi, les debits
d'emission des dierentes couches suivent les variations de bande passante des dierents
liens. L'algorithme propose permet par contre d'obtenir une session stable avec des taux
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de pertes faibles et un nombre d'abonnements/desabonnements non pertinents limite.
La comparaison des courbes de PSNR (gure 3.18) revelent un gain d'au moins 2
dB pour les recepteurs du LAN 2 par rapport aux recepteurs du LAN 4. Ceci montre
clairement l'intere^t d'un mecanisme hybride emetteur-recepteur de regulation de debit
dans un environnement multicast heterogene.
2
Enn, l'algorithme converge en moins
de 10 secondes dans le scenario decrit ici gra^ce au mecanisme de slow-start propose.
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Fig. 3.14 { scenario 1 : Variations de debit de chaque couche de la source video avec
l'approche GB-MRC.
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Fig. 3.15 { scenario 1 : Variations de debit de chaque couche de la source video avec
l'approche TCPF-MRC.
2. Notons que les \pics" de taux de pertes observes pour l'approche TCPF resultent d'une prediction
de debit TCP-compatible pouvant occasionnellement exceder (de peu) la bande passante disponible du
lien et ceci du^ notamment a une inadequation entre les parametres reseaux pour des raisons de delai.
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Fig. 3.16 { scenario 1 : Debit requis par l'approche GB-MRC vs mesure de goodput,
taux de pertes et niveau de souscription pour les clients (a) du LAN 2 (lien a 768kb/s)
(b) du LAN 4 (lien a 384kb/s).
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Fig. 3.17 { scenario 1 : Debit requis par l'approche GB-MRC vs mesure de goodput,
taux de pertes et niveau de souscription pour les clients (a) du LAN 1 (lien a 512kb/s)
(b) du LAN 3 (lien a 256kb/s).
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Fig. 3.18 { scenario 1 : Debit requis par l'approche TCPF-MRC vs mesure reelle de
goodput, taux de pertes et niveau de souscription pour les clients (a) du LAN 2 (lien a
768kb/s) (b) du LAN 4 (lien a 384kb/s).
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Fig. 3.19 { scenario 1 : Debit requis par l'approche TCPF-MRC vs mesure reelle de
goodput, taux de pertes et niveau de souscription pour les clients (a) du LAN 1 (lien a
512kb/s) (b) du LAN 3 (lien a 256kb/s).
Experimentations 101
3.6.2.3 Analyse de l'equite vis-a-vis de TCP
Senders Receivers
router router
Bottleneck link
Fig. 3.20 { Topologie de simulation de Goulot d'etranglement (bottleneck).
Nous analysons ici l'equite du protocole propose (GB-MRC et TCPF-MRC) face
a des ux TCP concurrents quant au partage de bande passante. Pour cela, nous
utilisons la topologie de reseau, representee sur la gure 3.20, ou un certain nombre
de noeuds source sont connectes a des noeuds recepteurs via un lien commun a 8
Mb/s possedant un delai de transmission de 50ms. Les ux video contro^les par notre
algorithme partagent le lien avec 15 connexions TCP.
La gure 3.21 montre le debit d'un ux video contro^le en utilisant l'algorithme GB-
MRC face a 2 des 15 ows TCP concurrents. La gure 3.22 montre les resultats obtenus
en utilisant la mesure TCPF-MRC. Les dierentes experiences menees montrent que la
regulation de ux utilisant la mesure GB-MRC ne permet pas un partage equitable de la
bande passante. En presence de trac concurrent important, la bande passante estimee
decroit inexorablement vers 0 (ou vers R
min
= 256Kb/s ici puisque l'on force une borne
min). Ceci est du^ au fait que de part l'utilisation du goodput, l'algorithme n'est pas assez
agressif et subit par contre l'agressivite des ux TCP. A l'inverse, comme on peut le
voir sur la gure 3.22, le debit moyen du ux regule par la mesure TCPF-MRC est
en phase avec le debit moyen des ux TCP. Il apparait clairement ici qu'une approche
basee goodput n'est pas realiste et ne peut e^tre mise en oeuvre sur une architecture
reseau fournissant un service 'au mieux' (Best-eort) comme l'Internet actuel.
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Fig. 3.21 { Debits respectifs de 2 ux TCP (parmi 15) et d'un ux video contro^le par
GB-MRC.
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Fig. 3.22 { Debits respectifs de 2 ux TCP (parmi 15) et d'un ux video contro^le par
TCPF-MRC.
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3.6.2.4 Resultats avec la methode TCPF-MRC avec ajout de FEC
De plus, an d'evaluer l'impact des FEC sur le resultat du rendu, nous avons
considere l'approche TCP-compatible (TCPF-MRC) avec ajout de FEC. Le cas sans
FEC est un cas particulier du cas avec FEC, il correspond au cas ou le parametre k
i
de
chaque couche i est xe a n (i.e. 10 dans les experiences presentes). Ce scenario sera le
scenario 2.
Les gures 3.23, 3.24 et 3.25 illustrent les resultats obtenus. Les FEC permettent
d'ameliorer la qualite, et notamment pour les recepteurs du LAN 4 (cf. gure 3.24-
(b)). Cependant, on peut voir sur la gure 3.23 que l'utilisation de FEC mene a un
comportement legerement moins stable. Elle induit, en eet, de plus fortes uctuations
de debit des dierentes couches de la source FGS.
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Fig. 3.23 { scenario 2 : Variations de debit de chaque couche de la source video avec
l'approche TCPF-MRC et des FEC additionnels (TCPF-MRC+FEC).
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Fig. 3.24 { scenario 2 : Debit predit par l'approche TCPF-MRC+FEC vs mesure reelle
de goodput, taux de pertes et niveau de souscription pour les clients (a) du LAN 2 (lien
a 768kb/s) (b) du LAN 4 (lien a 384kb/s).
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Fig. 3.25 { scenario 2 : Debit predit par l'approche TCPF-MRC+FEC vs mesure reelle
de goodput, taux de pertes et niveau de souscription pour les clients (a) du LAN 1 (lien
a 512kb/s) (b) du LAN 3 (lien a 256kb/s).
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3.7 Conclusion
Dans ce chapitre, nous avons presente un nouveau systeme de diusion video FGS
multicouche dans lequel le nombre de couches, leur debit, ainsi que leur niveau de
protection sont dynamiquement adaptes an d'optimiser la qualite de service de la
session multimedia multicast. Un mecanisme de groupement distribue est utilise an
de classier les recepteurs en fonction de leur taux de pertes et la bande passante
estimee sur leur lien. Les resultats ont montre la capacite du mecanisme a s'adapter aux
uctuations de la bande passante disponible dans l'arbre multicast, et dans un me^me
temps sa capacite a gerer des taux de pertes uctuants. Nous soulignons egalement
l'intere^t de mettre en oeuvre une politique intelligente d'abonnements/desabonnements
an d'eviter un gaspillage de bande passante mais aussi une instabilite de la session.
Nous avons montre egalement que l'utilisation du taux de pertes et d'une estimation
de bande passante TCP-compatible comme variables discriminantes dans le mecanisme
de classication mene a une qualite globale superieure a celle obtenue en utilisant le
couple taux de pertes et goodput. Enn, fort des proprietes precedentes, le protocole se
comporte de maniere equitable avec TCP en terme de partage de bande passante.
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Chapitre 4
Codage scalable : etat de l'art
4.1 Introduction
La transmission de donnees multimedia sur l'Internet doit faire face aux caracteristi-
ques heterogenes et variant dans le temps du reseau sous-jacent mais egalement aux
capacites de traitement des recepteurs. Les applications de diusion video unicast ou
multicast, telles que la video-conference ou la video a la demande, s'en trouvent forte-
ment penalisees. Pour permettre une adaptation des donnees multimedia aux capacites
et besoins des clients, il pourrait e^tre interessant de fournir une certaine exibilite de
manipulation des donnees dans le domaine compresse. Ceci est notamment vrai dans le
cadre de sources pre-encodees. Le codage scalable ou hierarchique apporte une solution
elegante a ce probleme.
Denition 4.1.1 (Scalabilite) La scalabilite designe ici l'aptitude d'un algorithme de
compression a representer une source hierarchiquement sur plusieurs trains binaires.
Parmi ceux-ci, une couche de base est independamment decodable des autres et permet
la reconstruction des donnees a un niveau de qualite minimum. La prise en compte
de sous-ux binaires de ranement par le decodeur permet d'obtenir des increments
de qualite de reconstruction. Ces sous-ux peuvent e^tre embo^tes dans un me^me train
binaire ou diuses sur des canaux distincts.
Plusieurs schemas de codage scalable ont ete proposes dans la litterature. Nous
essaierons ici d'en montrer un large panel en nous focalisant sur notre nalite qui est
la compression video. Nous denirons les dierents types de scalabilite etudiees par le
passe. Il sera ensuite question des mecanismes de codage scalable proposes dans les
standards video actuels (H.263+ et MPEG-4). Puis, nous presenterons une alterna-
tive aux solutions actuelles utilisant une decomposition multiresolution basee sur une
transformation en ondelettes. Dans ce cadre, nous proposons, tout d'abord, une etude
portant sur dierents schemas de compression progressif d'images xes bases sur une
decomposition en ondelettes 2D proposees dans la litterature. Puis, il sera question de
l'extension des outils de transformation 2D a la dimension temporelle dans le cas de
sequences d'images. Enn, nous presentons les principaux codeurs de la litterature se
basant sur une decomposition spatio-temporelle (2D+t).
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4.2 Scalabilite : denitions
4.2.1 Denitions
Dierentes natures de scalabilite de source video existent et ont ete etudiees. Dans
les denitions qui suivent, nous designons par couche de base ou de reference un sous-
ux de la hierarchie du codage scalable, destine a e^tre rane. Nous designons par
couche de ranement la couche directement superieure qui augmente donc d'un niveau
de qualite sa couche de reference.
Denition 4.2.1 (Scalabilite en debit) La scalabilite en debit propose une decoupe
multiniveau sur la base de budgets incrementaux en debit.
Denition 4.2.2 (Scalabilite temporelle) La scalabilite temporelle denit une hie-
rarchie de resolutions temporelles.
Denition 4.2.3 (Scalabilite SNR) La scalabilite SNR (Signal to Noise Ratio) ou
en qualite consiste a augmenter le rapport signal a bruit d'une couche donnee de la
hierarchie, c'est-a-dire a reduire la distorsion de quantication entre images originales
et reconstruites. Pour cela, une couche de ranement transporte de l'information de
correction des erreurs de quantication de sa couche de reference.
Denition 4.2.4 (Scalabilite spatiale) La scalabilite spatiale ou en resolution denit
une hierarchie de resolutions spatiales. La resolution designe ici la taille en pixels des
images reconstruites.
Denition 4.2.5 (Scalabilite de complexite) La scalabilite de complexite porte sur
la complexite de l'algorithme de decodage des trains de bits recus.
La section suivante presente les techniques de scalabilite adoptees dans les standards
video H.263+ et MPEG-4.
4.3 Scalabilite dans les standards video actuels
4.3.1 Scalabilite dans la norme H263+
Trois des types de scalabilite denis en section 4.2 sont prevus dans la norme H263+:
les scalabilites temporelle, SNR et spatiale [Sul99]. La norme denit 3 types d'images
dans une couche de ranement: les images B, EI et EP .
4.3.1.1 Scalabilite temporelle
La scalabilite temporelle dans H263+ consiste en l'insertion d'images B entre des
paires d'images de reference, ne pouvant e^tre que des images I, P , EI ou EP (voir gure
4.1). Le train binaire formant une couche de ranement contient donc des informations
de mouvement et d'erreur de compensation en mouvement bidirectionnelle.
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Fig. 4.1 { Scalabilite temporelle dans la norme H.263+
4.3.1.2 Scalabilite SNR
Dans le cadre de la scalabilite SNR, la couche de ranement est constituee d'images
EI et EP .
{ Une image EI (Enhancement I-picture) n'est predite qu'a partir de l'image cor-
respondante dans la couche de reference (voir gure 4.2). Une image EI peut-e^tre
predite a partir d'une image I ou P de la couche de base.
{ Une image EP (Enhancement P-picture) est predite a la fois a partir de son image
de reference et de l'image EI ou EP qui la precede dans la couche de rane-
ment (voir gure 4.2). Le choix entre prediction intra-couche ou inter-couche est
etabli pour chaque macrobloc via l'energie (variance) du macrobloc d'erreur de
prediction.
La prediction inter-couche n'utilise pas de vecteur de mouvements, au contraire de
la prediction entre images de me^me couche.
4.3.1.3 Scalabilite spatiale
La scalabilite spatiale mise en place dans la norme H.263+ prevoit le sur-echantillon-
nage et l'interpolation des images de la couche de reference pour predire les images de
la couche de ranement. Cette interpolation d'un facteur deux peut e^tre horizontale,
verticale ou les deux. La gure 4.3 illustre la scalabilite spatiale avec l'exemple d'une
interpolation a la fois horizontale et verticale. Une image de reference utilisee dans la
prediction des images de la couche de ranement doit e^tre une image I, P ou la partie
P d'une image PB. Le train binaire d'une couche de ranement contient donc l'erreur
de prediction spatiale par sur-echantillonnage et interpolation des images de reference.
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Fig. 4.2 { Scalabilite SNR dans la norme H.263+
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Fig. 4.3 { Scalabilite spatiale dans la norme H.263+
4.3.1.4 Scalabilite hybride
La norme H.263+ prevoit une scalabilite hybride, qui combine les dierents modes
de scalabilite presentes ci-dessus. Ainsi, un ux video scalable hybride peut combiner des
couches de ranement SNR et spatiales. De plus, des images B peuvent eventuellement
e^tre inserees entre des images EI et EP . La scalabilite hybride est illustree gure 4.4.
Quelques regles y sont associees :
{ La resolution ne peut pas decro^tre d'une couche de reference a une couche de
ranement.
{ Toute image d'une couche de ranement correspondant temporellement a une
image B d'une couche plus basse doit e^tre une image B. Les resolutions spatiales
de ces images B sont alors necessairement les me^mes.
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Fig. 4.4 { Scalabilite hybride dans la norme H.263+
4.3.2 Scalabilite dans la norme MPEG-4
Dans la norme MPEG-4 [14498], on distingue le mode rectangulaire du mode
objet.
1
Dans le mode rectangulaire, la video est consideree comme une suite d'images
rectangulaires de tailles xes. Le mode objet permet, quant a lui, de coder des objets
video (VO : Video Object) de formes arbitraires prealablement extraits par segmentation
de la sequence originale. A chaque objet de la scene est associe une ou plusieurs couches
(VOL : Video Object Layer). Chacune de ces VOL contient un VOP (Video Object
Plane). Une image est ainsi potentiellement formee de plusieurs VOP. Dans le cas du
mode rectangulaire, on assimile une image a un VOP.
La norme MPEG-4 prevoit les scalabilites spatiale, temporelle ainsi qu'une certaine
forme de scalabilite SNR par l'intermediaire de la scalabilite FGS.
4.3.2.1 Scalabilite temporelle
Contrairement a la norme H.263+, la norme MPEG-4 prevoit en scalabilite tempo-
relle l'insertion d'images I, P et B dans une couche de ranement.
Mode rectangulaire
{ Images I: les images Intra d'une couche de ranement sont les me^mes que celles
de la couche de base.
1. Il existe egalement un autre mode appele mode sprite.
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{ Images P : le decodage des images P dans une couche de ranement est identique
au decodage dans la couche de base. Chaque image P est predite a partir d'une
image de reference qui peut e^tre :
{ l'image decodee precedente au me^me niveau de la hierarchie,
{ l'image precedente, en ordre d'achage, appartenant a la couche de base,
{ la prochaine image, en ordre d'achage, appartenant a la couche de base.
{ Images B: comme pour les images predites, le codage-decodage des images B des
couches de ranement est similaire a celui realise dans la couche de base. Le
couple d'images de reference des images B peut e^tre constitue de:
{ l'image precedente decodee dans la me^me couche et l'image precedente, en
ordre d'achage, appartenant a la couche de base,
{ l'image precedente decodee dans la me^me couche et la prochaine image, en
ordre d'achage, dans la couche de base,
{ l'image precedente et l'image suivante dans la couche de base.
Fig. 4.5 { Scalabilite temporelle de type 1 pour le mode objet dans la norme MPEG-4.
Mode objet Dans le mode objet, deux types de scalabilite temporelle sont envisages
dans MPEG-4:
{ type 1 : seule une region d'intere^t, extraite de la V OL de base, voit sa resolution
temporelle augmenter (cf. gure 4.5);
{ type 2 : une V OL de ranement augmente la frequence d'images des V OP entiers
de la V OL de base (cf. gure 4.6).
Les techniques de codage employees en scalabilite temporelle basee objet MPEG-
4 sont tres similaires aux techniques utilisees en mode rectangulaire. Une description
detaillee de la norme est disponible dans [14498].
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Fig. 4.6 { Scalabilite temporelle de type 2 pour le mode objet dans la norme MPEG-4.
4.3.2.2 Scalabilite spatiale
La scalabilite spatiale MPEG-4 consiste en une prediction temporelle par compen-
sation en mouvement d'une image de reference dans la couche de ranement, et d'une
prediction spatiale depuis l'image decodee dans la couche inferieure. Ces predictions
sont soit selectionnees individuellement, soit combinees pour former la prediction eec-
tive. On distingue deux types de VOP :
{ P-VOP : ceux-ci sont predits spatialement depuis l'image correspondante dans la
couche de reference.
{ B-VOP : ceux-ci sont predits de facon bidirectionnelle, de la me^me maniere que
dans H.263+.
4.3.2.3 Scalabilite a grain n
La scalabilite a grain n ou FGS (Fine Granular Scalability)[RC99], a ete introduite
an de faciliter l'adaptation de debit des sources aux variations de bande passante du
reseau notamment dans le cas d'applications de streaming avec des ux pre-encodes.
Cette approche a pour but de fournir une granularite d'adaptation plus ne que celle
permise par les representations scalables classiques. Dans ce schema, deux couches
sont produites : une couche de base (codee selon un schema MPEG-4 non scalable
classique) et une couche de ranement FGS. Cette couche de ranement code l'erreur
de quantication obtenue dans la couche de base de maniere progressive en utilisant
des plans de bits. La qualite evolue selon le decodage de plus ou moins de plans de bits
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Fig. 4.7 { Scalabilite FGS dans la norme MPEG-4.
de cette couche d'amelioration. Le train binaire de la couche FGS peut e^tre tronque en
tous points selon les besoins et les uctuations de la bande passante.
4.3.3 Limites des standards et nouvelles orientations
La granularite d'adaptation permise par les representations scalables proposees dans
les standards restent encore tres grossiere. L'approche FGS decrite ci-dessus propose
donc une alternative interessante. Toutefois, ses performances debit-distorsion, ainsi
que celles des approches precedentes, restent tres mediocres.
La principale raison pour laquelle ces performances restent reduites sont du^es au
fait que les algorithmes de codage video standards ne sont pas naturellement scalables.
Ils se contentent de corriger l'erreur de quantication de la couche de base, ou bien de
dupliquer la boucle de prediction temporelle dans les couches de ranement.
L'idee est donc de mettre en oeuvre des schemas de codage progressif menant plus
facilement a l'obtention d'une scalabilite a granularite ne. L'utilisation de methodes
basees sur une quantication progressive directe des donnees est envisageable. Toute-
fois, dans ce type de schema la scalabilite n'est pas vraiment naturelle. C'est pourquoi,
d'autres approches, se basant sur l'utilisation d'une representation multiresolution four-
nie par une decomposition en ondelettes, ont ete proposees. Ces representations four-
nissent des voies naturelles vers l'obtention conjointe des scalabilites spatiale, temporelle
et SNR. Dans les sections suivantes, nous nous interesserons plus particulierement a ce
type d'approche.
4.4 Representation multiresolution : transformation en on-
delettes
Le concept de multiresolution est un concept dont la philosophie semble assez na-
turelle en soi. L'idee est d'examiner le signal a dierentes echelles et resolutions an
d'extraire certaines caracteristiques spatiales ou frequentielles par transformation. De
nombreuses techniques, etudiees independamment en mathematiques appliquees, en
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physique theorique et en traitement du signal, ont ete developpees pour y parve-
nir. Dans [BA83], les auteurs proposent une transformation d'une image sous forme
pyramidale, par application de banc de ltres. De nombreux travaux ont alors ete
entrepris dans la me^me voie [WO86, ASH87] an de formaliser mathematiquement
les proprietes particulieres d'orthogonalite de la transformation ou de reconstruction
parfaite. Dans [Mal89], Mallat montre que la transformation en ondelettes discretes
[LM86], qui n'est autre qu'une projection sur des fonctions discretes orthonormales,
peut egalement e^tre vue comme une maniere de realiser un analyse multiresolution.
L'analyse multiresolution et la transformee en serie d'ondelettes apparaissent alors
comme deux manieres de formaliser le me^me concept, et dans le cas discret rejoignent la
theorie des bancs de ltres. En eet, la transformee en ondelettes peut-e^tre vue comme
decomposition dyadique en sous-bandes realisee par ltrage lineaire a l'aide d'une paire
de ltres d'analyse (passe-haut, passe-bas).
Cette transformation en ondelettes devient alors un nouvel outil de decorrelation
presentant les proprietes de bonnes localisations spatiale et frequentielle, qui sont des
proprietes tres interessantes dans le domaine du traitement de l'image et notamment
de la compression. Dans la suite cette transformee sera notee DWT (Discrete Wavelet
Transform).
4.4.1 Principe
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Fig. 4.8 { Analyse-Synthese par ondelettes.
Le principe de base d'une analyse multiresolution par ondelettes est de decomposer
un signal x[n] monodimensionnel en deux sous-bandes : basse frequence et haute frequen-
ce. Pour cela, la decomposition est realisee a l'aide d'une paire de ltres d'analyse
separables g; h, l'un etant passe-bas (g) et l'autre passe-haut (h). Apres chaque phase
de ltrage, les signaux sont decimes an de rester a echantillonnage critique. Soit y[n]
les coecients entrelaces des sous-bandes obtenues, avec n 2 [0; N ]. Les coecients de
la sous-bande passe-bas sont les coecients pairs y[2n] et ceux de la sous-bande haute
frequence sont les coecients impairs y[2n+1]. Ainsi les operations d'analyse peuvent
s'ecrire :
8
>
>
>
>
<
>
>
>
:
y[2n] =
X
k
h[k]:x[2n + k];
y[2n+ 1] =
X
k
g[k]:x[2n + 1 + k]:
(4.1)
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L' equation de synthese correspondante s'ecrit :
x^[n] =
X
k
y[2k]:
~
h[n  2k] + y[2k + 1]:~g[n  (2k + 1)] (4.2)
avec
~
h et ~g les ltres passe-bas et passe-haut de synthese.
4.4.2 Pourquoi des ltres biorthogonaux?
La denition des ltres de synthese et d'analyse decoule des dierentes contraintes
de design que l'on impose au banc de ltres. Ainsi, en l'exprimant par l'intermediaire
de la transformee en z, une reconstruction parfaite est assuree si les deux equations
suivantes sont veriees:
8
<
:
1
2
h
~g(z)g(z) +
~
h(z)h(z)
i
= z
 d
1
2
h
~g(z)g( z) +
~
h(z)h( z)
i
= 0
(4.3)
avec d le retard du banc de ltres. Les premiers bancs de ltres mis en oeuvre ne
font qu'approcher cette reconstruction parfaite: ils s'attachent uniquement a minimiser
l'erreur de reconstruction et font appel a des ltres QMF (Quadrature Mirror Fil-
ters) [Joh80]. Puis, assurant l'equation de reconstruction parfaite, tout en garantissant
l'orthogonalite, une nouvelle famille de ltres, les ltres CQF (Conjugate Quadrature
Filters) [SB86], a ete exploitee.
En traitement d'images, la phase est tres importante. il est donc essentiel que les
ltres d'analyse/synthese soient symetriques, c'est-a-dire a phase lineaire. Ceci permet
d'eviter notamment l'apparition de distorsions ge^nantes pour l'oeil. Il est preferable,
de plus, d'utiliser des ltres stables et peu longs pour des raisons de cou^t de calcul.
Malheureusement, toutes ces conditions ne peuvent e^tre satisfaites simultanement par
une ondelette a l'exception des ltres particuliers de Haar [Haa10]. Ainsi, la phase
lineaire impose de rela^cher la contrainte d'orthogonalite en utilisant des ltres bior-
thogonaux. Ces derniers ont ete proposes independamment dans [CDF89, CDF92] et
[VH90]. Les schemas communement utilises en traitement d'images s'appuient sur des
decompositions en ondelettes biorthogonales.
4.4.3 Le schema Lifting
Le but du schema lifting, introduit par Sweldens [Swe95], est de proposer une trans-
formee en ondelettes par un procede simple, reversible et rapide. C'est une alternative
interessante au schema convolutif de la transformee en ondelettes classique. Ce schema
propose initialement pour la compression sans perte, est egalement, du fait de sa ra-
pidite tres competitif pour la compression avec pertes. Ce schema s'eectue en trois
etapes presentees sur la gure 4.9. Le signal original x est partitionne en deux sous-
signaux x
e
(l'ensemble des echantillons d'indice pair) et x
o
(l'ensemble des echantillons
d'indice impair). Un operateur de prediction P est applique au sous-ensemble x
e
. Il
s'exprime par :
d = x
o
  P (x
e
): (4.4)
Codeurs nement scalables d'images xes bases ondelettes 2D 119
SPLIT U−Px
s
d
x
e
x
o
Fig. 4.9 { Principe du schema de lifting.
On obtient alors un signal dierentiel d qui represente l'erreur de prediction sur x
o
.
Cette etape denit ce que l'on appelle un pas de lifting.
Le pas de lifting dual U eectue une mise a jour du signal pair a partir du signal
dierentiel an de pallier les problemes d'aliasing (conservation d'energie). Le signal
mis a jour obtenu s s'exprime par
s = x
e
+ U(d): (4.5)
Suivant le ltre de transformee en ondelettes utilise, nous pouvons avoir plusieurs
etages de pas lifting et de pas lifting dual, ce qui se traduit, pour M par:
8
>
>
<
>
>
:
d
i
[n] = d
i 1
[n] 
X
k
P
i
[k]:s
i 1
[n+ k];
s
i
[n] = s
i 1
[n] +
X
k
U
i
[k]:d
i
[n+ k]
(4.6)
avec i le numero d'etages courant et d
i
la valeur de d apres l'etage i.
Une fois que tous les pas de lifting necessaires sont appliques, les nouveaux signaux
s et d sont normalises par un facteur positif. Le signal s peut e^tre identie comme le
signal basse frequence et d comme le signal haute frequence. La transformee inverse est
simplement donnee en inversant l'ordre des equations ainsi que des signes. L'avantage
de cette methode est que l'algorithme est simple et l'inversion facile.
Remarque :
Une description de la construction du schema de lifting a partir des ltres convolutifs
est donnee dans l'annexe C et de maniere plus detaillee dans [DS98].
4.5 Codeurs nement scalables d'images xes bases onde-
lettes 2D
L'apparition des transformees en ondelettes a permis une evolution des operations
de codage de par les proprietes particulieres des coecients. En eet, leur organisation
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sous forme de pyramide multiresolution est particulierement adaptee a un codage pro-
gressif. Malgre le travail de decorrelation opere par la transformation, il existe tout de
me^me des dependances entre les coecients des dierentes sous-bandes frequentielles.
De plus, au sein me^me des sous-bandes, les coecients voisins ne sont pas completement
independants. C'est pourquoi, de nombreux travaux ont porte sur la denition de
schemas de compression tirant parti de ces dependances.
Dans cette section, nous decrivons quatre des algorithmes de progressivite, bases
sur une representation multiresolution de l'image, les plus utilises dans la litterature.
Les algorithmes EZW
2
[Sha93] et SPIHT
3
[SP96] exploitant les correlations inter sous-
bandes. Puis, l'algorithme EBCOT
4
[Tau00] exploitant quant a lui les correlations in-
tra sous-bandes. Enn, l'algorithme EZBC
5
[HW00a] qui tend a exploiter a la fois les
dependances inter et intra sous-bandes.
Nous introduisons ces quatre approches dans cette section car la plupart des algo-
rithmes de codage video nement scalable reposent sur l'utilisation de ces techniques de
compression progressive d'images xes . Ceci ne constitue pas un etat de l'art exhaustif
sur les codeurs progressifs bases ondelettes 2D mais prepare a la lecture de la section
suivante, consacree au codage video nement scalable nouvelle generation.
4.5.1 Representation multiresolution d'une image : ondelettes 2D
La theorie des ondelettes peut facilement se generaliser en plusieurs dimensions.
Nous etudierons particulierement l'approche bidimensionnelle. L'approche la plus uti-
lisee repose sur une analyse dyadique multiresolution. Les ltres d'analyse g; h sont des
ltres separables qui sont successivement appliques sur les lignes, puis sur les colonnes
de l'image, leurs sorties respectives subissant un sous-echantillonnage par un facteur
deux. Pour un niveau de decomposition, nous obtenons ainsi quatre sous-bandes. Ainsi,
nous avons une sous-bande passe-bas notee LL relative a la moyenne de l'image et trois
sous-bandes passe-haut LH, HL et HH, representant respectivement les contours ho-
rizontaux, verticaux et diagonaux. Dans le cas d'une decomposition dyadique a N
niveaux, l'operation est renouvelee N fois sur la sous-bande basse frequence du niveau
precedent (cf gure 4.10). Nous obtenons ainsi une representation multiresolution de
l'image de depart. La transformee en ondelettes est, de plus, dans le domaine du co-
dage d'image, un outil de decorrelation presentant des proprietes de bonnes localisations
spatiale et frequentielle.
L'elaboration d'une hierarchie de codage d'une image ainsi decorrelee est naturelle.
A chaque niveau de resolution, l'ajout de sous-bandes de frequences superieures vient
augmenter la resolution de l'image reconstruite. Ainsi, la couche de base contient l'image
a la resolution la plus grossiere (i.e. la sous-bande LL
2
). Cette couche est ensuite ranee
progressivement par les sous-bandes HL
2
;HL
2
;HH
2
an de reconstruire l'image a une
resolution deux fois superieures notee LL
1
. Le processus peut-e^tre repete jusqu'a obtenir
2. Embedded Zerotree of Wavelet
3. Set Partitionning in Hierarchical Trees
4. Embedded Block Coding with Optimized Truncation
5. Embedded ZeroBlocks of wavelet coding based on Context modeling
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Fig. 4.10 { Pyramide issue de la transformee en ondelettes.
l'image pleine resolution.
4.5.2 Approche Inter sous-bandes : EZW et SPIHT
Les premiers algorithmes de compression se basant sur une representation en onde-
lettes de l'image ont consiste a exploiter les dependances statistiques existantes entre
coecients de me^mes localisations spatiales et orientations, mais appartenant a des
sous-bandes de resolutions dierentes. Nous decrivons dans cette partie les deux al-
gorithmes fondateurs que sont EZW (Embedded Zerotree of Wavelet) et SPIHT (Set
Partitionning in Hierarchical Trees).
4.5.2.1 Algorithme EZW (Embedded Zerotree Wavelet)
L'algorithme EZW[Sha93] denit des relations de dependance parents-enfants, comme
indique gure 4.11, ou les eches pointent des parents vers les enfants. L'hypothese de
decroissance du spectre exploitee dans EZW dit que si un coecient d'ondelettes a
une resolution grossiere est insigniant vis-a-vis d'un seuil, alors tous les coecients
de me^me orientation dans la me^me zone spatiale sont susceptibles d'e^tre insigniants
vis-a-vis du me^me seuil.
L'algorithme EZW denit alors un premier seuil T
0
= max
n
jxj
2
; x 2 fcoef:DWTg
o
.
Un coecient x est dit signicatif par rapport a T
i
si jxj  T
i
. Le seuil courant uti-
lise sera divise par deux a chaque iteration de l'algorithme : T
i+1
=
T
i
2
. Au cours de
l'algorithme EZW, deux listes sont utilisees et mises a jour :
{ une liste dominante D contient les coordonnees des coecients non signicatifs
vis-a-vis du seuil T
i
.
{ une liste subordonnee S contient les amplitudes des coecients ayant deja ete
trouves comme signicatifs.
122 Codage scalable : etat de l'art
LL
LH
HL
HH
LH HH
HL
LH HH
HL
Fig. 4.11 { Dependances parents-enfants entre coecients de dierentes sous-bandes
(EZW).
L'algorithme se decompose alors en deux etapes.
1. Le parcours des coecients dans l'ordre indique dans D, et la formation d'une
carte de signicativite C sont eectues comme suit. Pour chaque coecient d'on-
delettes x :
{ si x est signicatif et positif, le symbole P est note dans C. L'amplitude de
x est inseree en n de liste S et ses coordonnees sont retirees de D;
{ si x est signicatif et negatif, le symbole N est note dans C. L'amplitude de
x est inseree en n de liste S et ses coordonnees sont retirees de D;
{ si x et tous ses descendants sont insigniants on dit que x est la racine d'un
zerotree (arbre de 0). Le symbole Z
t
est note dans C;
{ si x est insigniant mais un de ses descendants est signicatif alors x est un
zero isole, le symbole Z
i
est insere dans C;
{ Si x est le ls d'un coecient deja marque comme racine de zerotree, alors
on le laisse de co^te.
La carte de signicativite ainsi formee avec l'alphabet fP;N;Z
t
; Z
i
g est codee
avec un codeur entropique adaptatif et transmise.
2. Dans la deuxieme etape de l'algorithme, un codage par plans de bits permet de
combiner les deux etapes suivantes.
{ Le ranement des amplitudes de coecients deja presentes dans S. Un indice
de quantication a '1' ou '0' permet de reduire l'intervalle d'incertitude dans
lequel se trouve le coecient traite.
{ Le codage des amplitudes des nouveaux arrivants. Un indice de quantica-
tion positionne le nouveau coecient par rapport au milieu de l'intervalle
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[T
i
; T
i 1
[
Notons que cet ordre assure l'embo^tement du train binaire genere. Un codage
arithmetique de ces plans de bits est eectue. L'algorithme reprend ensuite ces
deux etapes avec un seuil T
i+1
=
T
i
2
. Le codage s'arre^te lorsqu'une condition
d'arre^t est atteinte, par exemple le budget de debit.
L'algorithme EZW genere un train binaire embo^te, permettant ainsi la transmission
progressive d'une image xe. Il est explique plus en detail dans [Sha93].
4.5.2.2 Algorithme SPIHT (Set Partitionning in Hierarchical Trees)
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LH HH
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Fig. 4.12 { Dependances parents-enfants entre coecients de dierentes sous-bandes
(SPIHT).
L'algorithme SPIHT [SP96] est une amelioration de EZW. Du fait de sa faible com-
plexite et de ses performances en terme de compression, il est devenu une reference. Il
presente notamment les caracteristiques suivantes :
{ Le protocole de descente des coecients d'ondelettes est dierent : les coecients
des sous-bandes de resolution basse sont regroupes par quatre. Un des quatre co-
ecients n'admet pas de descendant tandis que les trois autres possedent chacun
quatre descendants (voir gure 4.12).
{ Le partitionnement en liste est modie egalement. Trois listes sont considerees :
{ LIP = liste de pixels insigniants,
{ LSP = liste de pixels signicatifs,
{ LIS = liste d'ensembles insigniants.
SPIHT consiste alors en un partitionnement recursif des ensembles de la liste LIS,
pour localiser individuellement les pixels signicatifs, les pixels insigniants et les en-
sembles plus petits de pixels insigniants. Puis ceux-ci sont deplaces dans les listes
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respectivement appropriees : LSP , LIP et LIS. Apres chaque etape de tri, des bits
sont transmis, an de raner les amplitudes de coecients deja positionnes dans LSP
pour des pas de quantication superieurs. Ce processus continue en divisant successi-
vement le seuil de signicativite par deux, jusqu'a ce que le budget de debit disponible
soit atteint. L'algorithme est detaille dans [SP96]. Cet algorithme, depassant les perfor-
mances de EZW, est devenu une reference en transmission progressive d'images xes.
4.5.3 Approche Intra sous-bandes : EBCOT
L'idee ici consiste a considerer que les sous-bandes sont decorrelees et peuvent donc
e^tre codees de maniere independante. Les seules dependances que le codeur utilisera
sont les correlations presentes a l'interieur me^me d'une sous-bande donnee. Deux prin-
cipaux schemas de codage exploitant l'hypothese de correlations intra sous-bande ont
ete proposes EBCOT(Embedded Block Coding with Optimized Truncation)[Tau00] et
SPECK (Set Partition Embeddeded bloCK coder)[IP99, PINS02]. Nous ne detaillerons
ici que l'algorithme EBCOT qui ore des performances et une exibilite superieures a
celles obtenues avec SPECK.
L'algorithme EBCOT, evolution de l'algorithme LZC (Layered Zero Coding)[TZ94],
est l'algorithme de codage progressif adopte par le nouveau standard de codage d'images
xes JPEG-2000[ec00]. Il permet un codage embo^te, base sur l'utilisation d'un codeur
arithmetique contextuel, d'une decomposition en ondelettes discrete d'une image.
4.5.3.1 Vue generale
L'utilisation d'EBCOT est realisee apres une phase de quantication des coecients
d'ondelettes. Celle utilisee dans [Tau00] est une quantication scalaire uniforme avec
zone morte (dead-zone).
Tout d'abord, chacune des sous-bandes est partitionnee en blocs d'echantillons B
i
de taille 64  64 par exemple. Ensuite, pour chacun de ces blocs un train binaire
independant est genere. Chaque train binaire ainsi forme est hautement scalable et
peut e^tre tronque aux points R
n
i
, correspondant respectivement a une distorsion D
n
i
.
La propriete interessante de cet ensemble de points de troncature (R
n
i
;D
n
i
) est que la
plupart de ces points sont situes sur la courbe debit-distorsion du bloc considere.
An de generer un train binaire progressif pour representer l'image entiere, EB-
COT organise le train binaire nal en couches de qualite Q
q
.

Etant donne un debit
alloue a une couche donnee, le train binaire de chacun des blocs est tronque de facon
a minimiser la distorsion globale associee au decodage de la couche consideree. L'al-
gorithme d'optimisation debit-distorsion, qui determine la contribution de chaque bloc
aux dierentes couches, est appele PCRD (Post Compression Rate-Distortion). L'orga-
nisation des couches de qualite est illustree gure 4.13. En plus des portions des trains
binaires de blocs concatenes, les couches de qualite Q
q
contiennent des informations
auxiliaires indiquant le point de troncature n
i
associe a chaque bloc contribuant a la
couche, ainsi que la longueur de train binaire R
n
i
i
correspondant. Une deuxieme brique
est introduite dans EBCOT, destinee a compresser ces donnees auxiliaires. L'ensemble
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Fig. 4.13 { Organisation des couches de qualite dans EBCOT.
de l'algorithme EBCOT est schematise gure 4.14.
4.5.3.2 Algorithme PCRD
L'algorithme PCRD (Post Compression Rate-Distortion) tente de trouver, pour
chaque bloc B
i
les points de troncature n
i
de facon a minimiser la distorsion (additive) :
D =
X
i
D
n
i
i
sous la contrainte R =
X
i
R
n
i
i
 R
max
: (4.7)
La mesure de distorsion D
n
i
i
correspond a l'erreur quadratique moyenne ponderee
par le carre de la norme L
2
des fonctions d'ondelettes de base pour la sous-bande b
i
,
a laquelle appartient le bloc B
i
. Une approche lagrangienne est adoptee, consistant a
minimiser la grandeur suivante :
(D() + R()) =
X
i

D
n

i
i
+ R
n

i
i

(4.8)
Pour ce faire, etant donne l'ensemble de tous les points de troncature possibles pour le
bloc B
i
: j
1
< j
2
< j
3
< : : :, denissons les pentes distorsion-debit suivantes :
S
j
k
i
=
D
j
k
i
R
j
k
i
=
D
j
k 1
i
 D
j
k
i
R
j
k
i
 R
j
k 1
i
(4.9)
Un ensemble de points de troncature j
1
< j
2
< j
3
< : : : est dit admissible si la suite
des pentes correspondantes S
j
1
i
< S
j
2
i
< : : : est strictement decroissante. L'ensemble
N
i
de points de troncature admissible le plus grand pour un bloc B
i
est forme apres le
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T2
auxiliaires des blocs
et des informations 
Formation des couches
et d’informations auxiliaires
Codage emboité des blocs
T1
bas niveau
Train binaire structuré
Ensemble de trains binaires de blocs
Blocs de coefficients  
des sous-bandes
Fig. 4.14 { Briques principales de l'algorithme EBCOT.
codage embo^te de chaque bloc (brique T
1
de EBCOT). Ainsi, minimiser le lagrangien
de l'equation 4.8 revient simplement a trouver :
n

i
= max
n
j
k
2 N
i
jS
j
k
i
> 
o
(4.10)
4.5.3.3 Codage embo^te des blocs
Nous adoptons dans la suite les notations suivantes :
{ s
i
[k] = s[k
1
; k
2
] : sequence d'echantillons de sous-bandes appartenant au bloc B
i
(k
1
et k
2
sont les positions horizontale et verticale)
{ 
i
[k] 2 f 1; 1g : signe de s
i
[k]
{ 
i
[k] : amplitude des echantillons quanties, representee sur M
i
bits.
{ 
p
i
[k] : p
eme
bit de la representation binaire de 
i
[k].
Signicativite des sous-blocs Ce point n'appara^t plus dans le standard JPEG-
2000, mais fait partie de l'algorithme EBCOT original. L'idee consiste a decouper les
blocs en sous blocs, par exemple de taille 16  16 et d'utiliser un codage par quadtree
(i.e. arbre quaternaire) pour coder ecacement les sous blocs qui ne contiennent que
des 0.
Primitives de codage de plans de bits La signicativite 
i
[k] d'un echantillon k
est denie comme suit : 
i
[k] = 0 tant que le premier bit 
p
i
[k] non nul de 
i
[k] n'a pas
ete code. De plus, 4 primitives sont alors utilisees pour coder les plans de bits :
{ si 
i
[k] = 0 : utilisation d'une combinaison des primitives ZC (Zero Coding) et
RLC (Run-Length Coding) pour coder si on a 
p
i
[k] = 1 ou non;
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{ si 
i
[k] = 0 et 
p
i
[k] = 1 : utilisation de la primitive SC (Sign Coding) pour coder
le signe de 
i
[k];
{ si 
i
[k] = 1 : utilisation de la primitive MR (Magnitude Renement) pour coder
la valeur du nouveau bit 
p
i
[k] (ou p est le numero du plan de bits courant).
Contextes associes au codage des primitives Les dependances statistiques entre
les signicativites des echantillons sont capturees via la formation de trois types de
contextes dierents (processus illustre gure 4.15) :
{ h : nombre de voisins horizontaux signicatifs
{ v : nombre de voisins verticaux signicatifs
{ d : nombre de voisins diagonaux signicatifs
v
h
d
Fig. 4.15 { Contextes formes pour le codage arithmetique des primitives.
Plans de bits partiels et Ordre de parcours La gure 4.16(a) represente les
points du plan debit-distorsion obtenus lorsqu'un codage par plans de bits est eectue.
La courbe d'interpolation montre que tronquer un plan de bit donne avant son decodage
complet conduit a des performances debit-distorsion sous-optimales. Une technique de
plans de bits partiels est utilisee dans EBCOT, an d'obtenir un train binaire nement
granulaire, fournissant une multitude de points de troncature situes sur la courbe debit-
distorsion de la source.
L'idee des plans de bits partiels consiste a separer les echantillons du bloc traite en
sous-ensembles statistiquement distincts. Il est alors possible de coder les echantillons
par sous-ensembles, en transmettant d'abord les sous-ensembles conduisant a la baisse
de distorsion la plus importante. Dans le cas de EBCOT, 3 sous-ensembles sont construits
et correspondent a 3 passes de codage dierentes, notees P
p
1
; : : : ;P
p
3
, ou la n de P
p
3
marque le point auquel tous les echantillons ont ete mis a jour dans le plan de bits p.
Brievement, les ro^les joues respectivement par chaque passe sont les suivants :
{ \Forward Signiance Pass", P
p
1
:
{ Suivi d'un parcours predeni : pour chaque echantillon s
i
[k] insigniant qui
a un voisin signicatif, application de la primitive ZC, accompagnee de la
primitive SC si 
p
i
[k] = 1.
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interpolation des points
R−D des plans de bits
courbe débit−distorsion
obtenue en modulant le pas de quantification
débit débit
D D
bits partiels
points R−D des plans de
(a) (b)
Fig. 4.16 { Proprietes debit-distorsion (a) du codage par plans de bits reguliers et (b)
du codage par plans de bits partiels.
{ Les autres echantillons sont ignores.
{ \Magnitude Renement Pass", P
p
2
:
{ Suivi du me^me parcours que dans la passe P
p;1
i
{ Pour chaque coecient signicatif pour lequel aucune information n'a ete
codee dans le plan de bits p courant, utilisation de la primitive MR.
{ \Normalization Pass", P
p
3
:
{ Suivi du me^me parcours
{ Tous les echantillons sont ignores sauf les insigniants (
i
[k] = 0) pour
lesquels aucune information n'a encore ete codee.
{ Traitement des echantillons consideres avec les primitives ZC, RLC et SC
si necessaire.
L'ordre d'apparition des dierentes passes dans l'organisation du train binaire pour
un bloc donne est illustre gure 4.17. On remarque que le train binaire commence par
une passe de normalisation. En eet, les deux autres passes ont besoin d'une initialisa-
tion du processus pour fonctionner.
...P
p
max
i
3
P
p
max
i
 1
1
P
0
2
P
0
3
P
p
max
i
 1
2
P
p
max
i
 1
3
P
0
1
Fig. 4.17 { Ordre des passes dans le train binaire EBCOT correspondant a un bloc. B
i
.
4.5.3.4 Formation du train binaire nal
Apres la phase de formation des couches de qualite, nous avons  train binaires
(i.e. un par couche), note  = 1; 2; :::;. Chaque couche est scalable en resolution et
en composantes (e.g. couleur : Y, U et V). En eet, pour chaque niveau de resolution,
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l = 0; 1; :::; L, chaque composante c, et chaque couche, un paquet separe est associe note
K
l;c

. Chaque paquet est compose d'une ente^te founissant un resume des informations
concernant les blocs contenus dans un paquet et d'un corps contenant les donnees
eectives des blocs. La formation du train binaire nal se fait alors par un agencement de
ces paquets entre eux. Suivant l'ordre dans lequel ils sont places dans le train binaire, on
peut obtenir une scalabilite en resolution (spatiale), SNR (qualite) et en composantes.
4.5.3.5 Performances
L'algorithme de codage progressif EBCOT presente des performances au moins
egales aux autres algorithmes progressifs proposes dans la litterature. Il ore par ailleurs
plus de exibilite. En eet, on peut obtenir un train binaire scalable SNR, en debit ,en
resolution et en composantes. Il ore enn des fonctionnalites d'acces aleatoire aux
donnees dans le domaine compresse.
4.5.4 Approche hybride intra/inter sous-bande : EZBC
Un algorithme presente recemment pour le codage d'image xe est l'algorithme
EZBC (Embedded ZeroBlocks of wavelet coding based on Context modeling) [HW00a].
L'idee ici est d'essayer d'exploiter les correlations residuelles intra et inter sous-bandes.
Les auteurs ont voulu combiner dans ce codeur les avantages des deux types de co-
deurs presentes dans les sections precedentes : une faible complexite du^e au Set par-
tionning (EZW, SPIHT) et une bonne ecacite de compression basee sur l'utilisation
de contextes (EBCOT).
Une representation des coecients de la DWT sous forme d'un quadtree est, tout
d'abord, realisee pour chacune des sous-bandes independamment. La racine de l'arbre
contient l'amplitude maximale des coecients de la sous-bande alors que les feuilles
representent les coecients eux-me^mes. Le but est ensuite de coder des cartes de signi-
cativite des noeuds du quadtree a un niveau donne, et de reiterer le processus sur le
niveau inferieur de l'arbre. Le processus de construction de ces cartes de signicativite
se base sur l'utilisation de deux listes :
{ LIN
k
[l] : liste des noeuds insigniants au niveau l de la sous-bande k,
{ LSP
k
: liste des pixels signicatifs de la sous-bande k.
Il faut noter que dans cet algorithme les listes sont etablies separement pour chaque
niveau de quadtree et chaque sous-bande.
Arrive ensuite la phase de codage des cartes ainsi que des bits de signes et de
ranement. Pour cela, les auteurs proposent non seulement d'exploiter les correlations
entre coecients DWT mais egalement entre noeuds se trouvant au me^me niveau dans
le quadtree. C'est dans cette phase qu'intervient le codage arithmetique contextuel. Un
contexte forme des 8 noeuds appartenant au voisinage direct du noeud courant est
utilise. Notons que ces contextes sont les me^mes que ceux utilises dans EBCOT (cf
gure 4.18). Un 9eme contexte, permettant l'exploitation d'information inter-echelle,
est egalement utilise. Le noeud choisi est le noeud de la sous-bande parent au niveau
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inferieur dans le quadtree (cf gure 4.18). La notion de dependances inter sous-bandes
parents-enfants est la me^me que celle classiquement utilisee dans EZW ou SPIHT.
Le modele est compose alors de 9 bits indiquant la signicativite ou non des noeuds
correspondant. An de reduire le nombre d'etats de contextes possibles, une methode de
reduction de contexte similaire a EBCOT est utilisee. Le codage du signe est egalement
realise comme celui d'EBCOT. La production de la carte de signicativite utilise quant
a elle l'algorithme propose dans SPECK [IP99, PINS02].
niveau 1 niveau 2niveau 0
Quadtree parent 
Quadtree enfant
dépendance inter sous−bande noeud courant
contextes
Fig. 4.18 { Contextes utilises pour le codage de la signicativite des noeuds du quadtree.
Les performances de l'algorithme se situent au me^me niveau que celles de EBCOT. Il
faut toutefois noter que seule la scalabilite en resolution est permise par cet algorithme.
Remarque:
On pourrait penser que l'exploitation des dependances a la fois intra et inter sous-
bandes donne des performances nettement superieures aux codeurs n'exploitant qu'un
seul type de dependance. Toutefois, une etude theorique proposee dans [LM01] sur les
codeurs bases ondelettes montrent que le gain que l'on peut esperer en utilisant un
mecanisme hybride reste peu eleve.
4.6 Transformation en ondelettes 2D+t
Les ondelettes ont fait leurs preuves dans le codage d'images xes. L'extension de
l'analyse multiresolution 2D a une suite d'images conduit a la formation de sous-bandes
Transformation en ondelettes 2D+t 131
spatio-temporelles 2D+t. Dans le cas de gure le plus frequent, une telle decomposition
est realisee a l'aide d'un banc de ltres 3D separables, construit par produits separables
de bancs de ltres 1D a deux bandes, lesquels sont reappliques recursivement sur les
sous-bandes passe-bas. Generalisant le principe de la decomposition dyadique mul-
tiresolution sur une image xe, les sous-bandes spatio-temporelles sont chacune ca-
racterisees par un niveau de resolution spatiale et un niveau de resolution tempo-
relle. Leur organisation constitue un moyen naturel d'obtenir une scalabilite spatio-
temporelle.
4.6.1 Principe
De maniere generale, un ltrage est d'abord applique dans la dimension temporelle.
Il transforme ainsi par exemple, a un premier niveau de resolution, un groupe de 2
p
images en deux suites de 2
p 1
images (i.e. sous-bandes temporelles), obtenues par sous-
echantillonnage regulier d'une image sur deux. Le me^me traitement peut ensuite e^tre
repris de maniere recursive sur chacune des 2
p 1
images de la sous-bande passe-bas
temporelle. Puis, chacune de ces sous-bandes peut e^tre decorrelee spatialement selon
une decomposition en ondelettes 2D. Dans la suite, le groupe d'images sur lequel est
applique le ltrage temporel sera appele GOF (Group of Frame). L'utilisation d'une
transformee en ondelettes temporelle sur les images de la sequence est justiee par la
volonte d'exploiter les redondances temporelles entre images successives. C'est pour-
quoi, La mise en oeuvre du ltrage dans la direction temporelle repose le plus souvent
sur une estimation/compensation de mouvement entre images du GOF.
La gure 4.19 illustre une decomposition en ondelettes 2D+t sur trois niveaux tem-
porels et spatiaux, en considerant que la decorrelation temporelle intervient avant la
decorrelation spatiale. L'ordre peut e^tre inverse. Toutefois, lorsqu'intervient le mouve-
ment, la decomposition en frequences temporelles precede la decomposition spatiale.
On a, en eet, remarque dans les schemas de codage hybride predictif classiques que la
compensation en mouvement est plus ecace lorsqu'elle est appliquee dans le domaine
spatial que dans le domaine transforme.
Notons, enn, que la decomposition temporelle peut egalement e^tre realisee en uti-
lisant un schema de lifting. Nous verrons dans la section suivante en quoi ce type
d'implementation exhibe des proprietes interessantes en video.
4.6.2 Avantages et inconvenients
Les approches de codage en sous-bandes 2D+t presentent les avantages d'e^tre na-
turellement hierarchiques, permettant l'obtention d'un schema de codage nement sca-
lable et combinant scalabilites temporelle et spatiale.
De plus, l'allocation de debit entre sous-bandes spatio-temporelles orthogonales (ou
quasi-orthogonales) d'un groupe d'images est relativement aisee, par rapport aux tech-
niques mises en oeuvre dans des schemas de codage de type IPB [Ram93].
Cependant, un inconvenient majeur du ltrage temporel est lie a la latence intro-
duite, egale a la longueur du ltre temporel. En eet, si la longueur du ltre temporel
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LLL LH HLLH
LLL LH HLLH
GOF
Analyse temporelle
Analyse spatiale
Fig. 4.19 { Ondelettes 2D+t sur 3 niveaux (temporelles et spatiales) pour un GOF de
taille 8.
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L est superieure a 2, alors la reconstruction d'une image necessite la reception de
L
2
images successives dans le GOF traite.
4.7 Codeurs video bases ondelettes 2D+t
Les techniques de compression video basees sur des decompositions spatio-temporel-
les 2D+t sont des solutions privilegiees pour repondre a des objectifs de scalabilite ne.
Les performances obtenues dans le cadre du codage d'images xes rendent, en eet,
ces solutions tres attrayantes. Dierentes techniques de codage video en sous-bandes
spatio-temporelles se sont distinguees dans la maniere de prendre en compte deux
aspects fondamentaux. Le premier probleme a traiter, plus delicat, concerne la phase
de decorrelation temporelle et notamment le choix de la transformation temporelle et
de son couplage avec les eventuels modeles de mouvement. Les criteres de choix sont
conditionnes par un compromis entre une faible energie residuelle (bonne exploitation
de la redondance temporelle), la abilite du modele de mouvement et son cou^t de
codage. Le second probleme de ces schemas de compression concerne les techniques
de codage des sous-bandes retenues. En regle generale, les techniques choisies sont des
extensions directes ou non des schemas de codage nement scalable d'images xes.
Dans ce chapitre, nous tentons tout d'abord de dresser une classication des dieren-
tes approches de decorrelation spatio-temporelle proposees dans la litterature. Cette
classication est etroitement liee aux modeles de mouvement retenus ainsi qu'aux types
de ltrage utilises. Dans un second temps, nous presentons les principaux algorithmes
de codage des sous-bandes spatio-temporelles proposes dans la litterature.
4.7.1 Decorrelation spatio-temporelle
Les dierentes strategies de decorrelation spatio-temporelle proposees, vont de sim-
ples techniques de ltrage direct dans l'axe temporel a des techniques plus elaborees
permettant de ltrer le long des lignes de mouvement.
4.7.1.1 Filtrage direct selon l'axe temporel
Les premiers travaux realises en terme de codage en sous-bandes spatio-temporelles
ont consiste en un ltrage temporel direct sans exploiter aucune information de mouve-
ment. Ce type d'approche est utilise dans [KV88, TPN94, PJF95, CP96, KP97, KXP00].
La methode de decomposition temporelle preconisee dans [PJF95] consiste a realiser
une decomposition temporelle sur un niveau de resolution (a l'aide d'un banc de ltres
QMF de longueur 10), puis une decomposition dyadique spatiale utilisant des niveaux
dierents selon le type de sous-bandes est realisee. Une attention particuliere est portee
ici au codage des hautes frequences temporelles contenant les informations de mouve-
ment.
Plus recemment, Pearlman et al. [CP96, KP97, KXP00] se placent dans une optique
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de codage bas debit. La decomposition spatio-temporelle est realisee sur 16 images.
Dans [CP96, KP97], le me^me ltre est applique pour la 3D-DWT dans les directions
spatiales et la direction temporelle. Dans [CP96], c'est un ltre QMF a 9 bandes et
dans [KP97] le ltre 9-7 biorthogonal de Daubechies [ABD92] est utilise avec le me^me
nombre de niveau (i.e. trois niveaux) dans les trois dimensions. Dans [KXP00] le ltre
S+P [SP96] est utilise dans la dimension temporelle (deux niveaux) alors que le ltre
9-7 de Daubechies est utilise spatialement. L'algorithme propose dans [KXP00] per-
met l'utilisation de compensation de mouvement. Toutefois aux vues de la complexite
ajoutee, du cou^t de codage du mouvement et du faible gain obtenu pour les applications
envisagees de codage bas debit, les auteurs preconisent de ne pas utiliser d'information
de mouvement.
De telles approches s'averent ecaces sur des regions immobiles ou faiblement mo-
biles de la sequence. Cependant, en cas de fort mouvement, ce ltrage n'opere plus
dans la direction de forte correlation temporelle, correspondant aux lignes des mouve-
ments presents dans la scene. L'image de moyenne temporelle devient alors oue sur
les regions concernees, et l'essentiel de l'information relative a ces regions se trouve
dans les sous-bandes de resolutions temporelles superieures. De me^me, les contours en
mouvement se retrouvent dans les sous-bandes de hautes resolutions spatiales et tempo-
relles. Par consequent, le pouvoir decorrelateur de la decomposition 2D+t sur le signal
original decro^t fortement avec l'activite de la sequence traitee. C'est pour resoudre ces
problemes que les techniques des sections suivantes ont ete proposees.
4.7.1.2 Compensation de mouvement globale
Dans [TZ94] et [WXCM99] les auteurs operent tout d'abord une compensation
de mouvement globale an d'aligner spatialement les images sur une grille de plus
forte resolution avant d'appliquer le ltrage temporel. Ce realignement est realise en
fonction du mouvement dominant estime dans la scene. Ce mouvement est typique-
ment une translation, resultant du mouvement de camera par rapport a la scene. Une
decomposition spatiale de chaque image est alors eectuee, suivie d'un ltrage temporel
applique aux sous-bandes spatiales. Les inconvenients de cette methode sont la prise en
compte que d'un seul type de mouvement et l'apparition de problemes d'echantillonnage
dans le cas de mouvements sous-pixeliques. Me^me si une telle approche s'avere ecace
dans le cas de faibles mouvements, en presence de forts mouvements ou d'objets ayant
des mouvements independants, ces performances deviennent tres faibles. Enn, il n'y a
pas reconstruction parfaite.
4.7.1.3 Compensation des mouvements locaux
An de reduire encore les hautes frequences temporelles, Tham [TRK97] propose
de travailler sur des GOF de 4 images, et d'eectuer une compensation en mouvement
basee-blocs (block-matching) des images du GOF par rapport a une image de reference.
Ce schema considere negligeable le probleme de la reversibilite de la decomposition
Codeurs video bases ondelettes 2D+t 135
en sous-bandes 2D+t sur un GOF de 4 images. En cas de forts mouvements, cette
hypothese de reversibilite n'etant plus valable, le codage d'une image d'erreur de
prediction par compensation de mouvement est propose, au prix d'un surcou^t de codage
et d'une complexite accrue. Ce dernier point rend cette methode complexe et peu at-
trayante. En outre, le probleme inherent a un tel type d'approche concerne les ruptures
de modeles de mouvement estimes entre regions mobiles de l'image. Ceci se traduit
par des recouvrements et des decouvrements de regions, rendant dicile d'assurer la
reversibilite de la transformation des images par compensation en mouvement. Celle-ci
est en eet necessaire a la reconstruction parfaite de la sequence.
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Fig. 4.20 { Traitement des zones recouvertes et decouvertes : a) Ohm b)Choi & Woods
En se basant sur l'utilisation d'une estimation de mouvement basee-blocs [Ohm92],
puis en generalisant a l'utilisation de modeles de mouvement aribitraires [Ohm94], Ohm
resout le probleme de la reversibilite. Pour ce faire, il decide de traiter dieremment les
regions couvertes, decouvertes, et parfaitement mises en correspondance par la com-
pensation en mouvement. Dans un premier temps, ce schema a ete developpe avec
des ltres de Haar, appliques a des GOF de taille 2. Dans ces GOF, composes d'une
image A suivie d'une image B, l'auteur distingue les regions suivantes : les regions de
A et de B en parfaite correspondance a travers le mouvement estime (connectees),
les regions de A recouvertes dans B (non connectees) et les regions de B decouvertes
(non connectees). Lorsque deux pixels de l'image B sont connectes a un unique pixel
de l'image A, on parle ici de pixel doublement connecte (cf gure 4.20), l' auteur
choisit de connecter le pixel de A avec le premier pixel de B dans l'ordre lexicogra-
phique (i.e. parcours de haut en bas et de la gauche vers la droite). L'idee ensuite est
de ltrer dieremment les zones connectees et non connectees. Pour le cas connecte,
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chaque coecient de la sous-bande passe-haut resultante H est localise a la position
correspondante dans A et chaque coecient de la sous-bande passe-bas L est positionne
aux coordonnees spatiales pointees par le pixel correspondant dans B. Notons (d
m
; d
n
)
le vecteur de mouvement associe au pixel situe a la localisation (m;n) dans l'image B.
Ce qui donne pour les zones connectees :
L[m;n] =
1
2
(B[m;n] +

A[m+ d
m
; n+ d
n
])
H[m+

d
m
; n+

d
n
] =
1
2
(

B[m+

d
m
  d
m
; n+

d
n
  d
n
] A[m+

d
m
; n+

d
n
])
avec

d
m
et

d
n
les entiers les plus proches de d
m
et d
n
.

A et

B representent les valeurs
de pixels interpoles lorsque le mouvement est sous-pixelique. Dans le cas de pixels
appartenant a une zone decouverte de B, une basse frequence temporelle est produite :
L[m;n] = B[m;n]:
Enn, pour les pixels appartenant aux zones recouvertes de A une haute frequence est
produite :
H[m;n] =
1
2
(

E[m+ d
m
e; n+ d
n
e] A[m;n]
avec (m;n) les coordonnees du pixel traite dansA et (d
m
e; d
n
e) le vecteur de mouvement
entre A et E associe a ce pixel.

E represente la valeur du pixel interpole lorsque le
mouvement est sous-pixelique. Ce processus de decomposition temporelle est illustre
gure 4.20. La reconstruction parfaite est assuree uniquement lorsque la precision du
mouvement est entiere. Ces traitements peuvent e^tre reproduits de manieres recursives,
sur plusieurs niveaux de resolution temporelle. Ohm a egalement etendu ce traitement
a des ltres temporels de tailles 4 ou 10. Cependant, la methode devient alors tres
complexe.
Une amelioration de ce schema est proposee par Choi et Woods dans [CW99].
Les auteurs choisissent ici de faire correspondre les directions de l'estimation et de
la compensation de mouvement. Les basses frequences sont donc positionnees dans
l'image A alors que les hautes frequences sont placees dans B. Cette version permet
ainsi de reduire les hautes frequences lors de pixels non connectes dans B, car elle
utilise le champ de mouvement A vers B. On obtient alors, pour les pixels connectes,
en adoptant les me^mes notations:
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Pour les pixels non connectes :
L[m;n] =
2
p
2
A[m;n]
H[m;n] =
1
p
2
 
B[m;n] 

A[m+ d
m
; n+ d
n
]

Le ltre temporel utilise ici ainsi que le traitement des zones recouvertes et decouvertes
(cf gure 4.20) sont donc dierents de celui de Ohm [Ohm94]. Le ltrage est reapplique
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recursivement sur des GOF de taille 8 et le mouvement est estime de maniere hierarchique
par blocs. Il faut noter egalement que, comme dans [Ohm94], la reconstruction parfaite
n'est assuree que pour une precision pixelique du mouvement. Dans ce schema, chacune
des sous-bandes temporelles est ensuite decomposee dans la dimension spatiale a l'aide
du banc de ltres 9-7 de Daubechies.
An de pallier cette limitation, un systeme d'analyse/synthese spatio-temporelle a
reconstruction parfaite, etendant les travaux de Choi et al., est propose dans [HW99].
Ce nouveau schema est reversible dans le cas d'une precision du mouvement au demi-
pixel. L'idee repose sur le fait que le signal video progressif peut e^tre vu comme une
sous-classe des signaux video entrelaces. Cette remarque couplee a une notion de modele
global aboutit a l'utilisation d'images ou de blocs composites. Apres compensation en
mouvement, les blocs composant les images courante et de reference sont replaques les
uns sur les autres. Lorsque le mouvement est sous-pixelique le plaquage est decalee
(verticalement, horizontalement ou diagonalement) et on obtient une sorte de bloc
composite entrelace de resolution superieure. L'idee ensuite consiste a ltrer ce bloc
composite dans une des dimensions spatiales avec, notamment, le banc de ltre 9-7 de
Daubechies, et a former, apres sous-echantilonnage par deux, une sous-bande passe-
bas et une passe-haut. Ces sous-bandes ont alors la dimension des blocs originaux
et sont positionnees spatialement a leur place initiale dans les images courante et de
reference. Suivant l'orientation et le type des vecteurs mouvement entre les blocs, quatre
classes sont denies: horizontale, verticale, diagonale et entier. L'entrelacement et le
ltrage sont dependants de la classe d'appartenance. Il est interessant de noter que
dans le cas dit \entier", cas pour lequel le mouvement a une precision entiere, le ltrage
temporel est un ltrage de Haar comme celui decrit plus haut [CW99]. Dans cette
methode, les pixels non connectes sont traites separement de la me^me facon que dans
[CW99]. L'algorithme repose sur l'utilisation de GOF de taille 16. Apres decorrelation
temporelle, une transformation en ondelettes 2D est appliquee utilisant la encore banc
de ltre 9-7 de Daubechies. Cette technique de ltrage temporel est celle retenue dans
la premiere version de l'algorithme MC-EZBC [HW00b].
Une extension de ces travaux est proposee dans [CW02a] pour la compression de
sequences au format cinema digital. L'idee ici consiste a appliquer d'abord un niveau
de ltrage spatial sur chacune des images du GOF, puis intervient ensuite la phase de
ltrage temporelle, decrite plus haut, uniquement sur les basses frequences spatiales.
Enn, chacune des sous-bandes passe-bas temporelles est redecomposee spatialement.
L'utilisation de GOF de taille adaptative est egalement proposee. Lorsque le pour-
centage de pixels non connectes devient trop important, on decide d'ecourter le GOF
courant.
4.7.1.4 Filtrage base-lifting
Les approches presentees jusqu'ici appliquent les ltres de maniere convolutive.
Recemment l'utilisation de ltrage temporel base sur des schemas de Lifting (cf. section
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4.4.3) a ete proposee dans la litterature. L'implementation lifting permet d'obtenir un
mecanisme simple, rapide et exible. Cette exibilite ore d'ailleurs des possibilites
interessantes exploitees par certains auteurs.
Images
Temps
Fig. 4.21 { Exemple de lignes de mouvement.
Xu et al. [XLXZ00, XXLZ02] font partie des premiers auteurs a proposer l'utilisa-
tion d'un ltrage base lifting dans la dimension temporelle. Le schema mis en oeuvre
applique le ltre 9-7 de Daubechies dans les 3 dimensions. Dans ce schema, la notion
de GOF n'est plus consideree. En eet, le ltrage d'un GOF de taille nie suppose
l'extension de signal sur les bords de ce GOF. Cependant, ces extensions rendent la
transformation temporelle non orthogonale et induisent des artefacts visuels non sou-
haitables pour la video. C'est pourquoi, les auteurs proposent ici un ltrage temporel
glissant ou a la volee permettant l'evitement de ces eets de bords. Il est necessaire
pour cela d'avoir un buer permettant de garder en memoire plusieurs images. Pour
appliquer 3 niveaux de decompositions, 29 images doivent e^tre mises dans ce buer.
Ce mecanisme de ltrage est egalement utilise dans [XXLZ01], dans lequel la prise
en compte des zones d'occlusions sont considerees. L'idee ici est de considerer ce que
l'on appelle des lignes de mouvement. On connecte entre eux les pixels d'images adja-
centes (via l'information de mouvement) pour former ces lignes de mouvements. Ces
lignes sont en quelque sorte une extension directe des lignes de mouvement de taille
deux, utilisees dans [Ohm94, CW99], a des supports potentiellement plus longs. Elles
sont formees via les notions de zones connectees et non connectees exhibees par les
champs de mouvement (cf gure 4.21). Une estimation de mouvement basee-blocs a
ete retenue ici. Une fois les lignes construites le ltrage temporel decrit plus haut est
applique sur chacune d'elles separement. Il faut remarquer que ces lignes ont des lon-
gueurs tres heterogenes dependant de la mobilite des zones concernees. Une extension
de ce mecanisme au codage base-objet est egalement proposee.
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Une formulation lifting de la decomposition temporelle proposee par Choi et Woods
[CW99] est presentee dans [PPB01]. Les auteurs soulignent le fait que l'integration
d'estimation et de compensation de mouvement lors de la transformation temporelle
mene naturellement a des operateurs de prediction (P ) et de mise a jour (U) non
lineaires. Ils montrent, par exemple, que l'operateur P correspond a un operateur de
Compensation de mouvement (C) suivi le cas echeant (mouvement sous-pixelique) d'un
operateur d'Interpolation (I). L'operateur U correspond egalement a une compensation
de mouvement (

C), avec les me^mes vecteurs que pour P mais avec un signe negatif,
suivie d'une interpolation (I). On adoptera ici la me^me notation que celle utilisee dans
la description faite plus haut pour Choi et Woods. On notera de plus (p; q) la position
(m +

d
m
; n +

d
n
). En adoptant ces notations, l'analyse temporelle version lifting des
pixels connectes devient :
H[m;n] =
1
p
2
(B[m;n]  IfCA[m;n]gg)
L[p; q] = If

CfH[p; q]gg +
p
2A[p; q]:
Une nouvelle methode de gestion des pixels doublement connectes (cf gure 4.20), per-
mettant l'optimisation du choix des pixels a connecter est ensuite presentee. Le choix se
base alors sur deux criteres : 1) minimisation de la DFD entre A[p; q] et son correspon-
dant dans B, 2) plus petit deplacement (i.e. vecteur mouvement). Aucune information
supplementaire n'est necessaire pour la phase de decodage et de reconstruction. Un
mecanisme de recouvrement de blocs integre dans l'etape de ltrage permettant une
reduction des eets blocs est egalement propose. Base sur la formulation lifting de
la decomposition temporelle fournie, les auteurs proposent, plus recemment, plusieurs
ameliorations fondees sur la modication de l'operateur de mise a jour (U). Ainsi, dans
[ZPPPH02] une extension de ce schema de ltrage temporel base-lifting a des ltres
plus longs est presentee. Dans ce schema propose pour un ltre 5-3, il est necessaire
de pouvoir predire l'image X
2t+1
a partir de X
2t
(estimation de mouvement avant) et
de X
2t+2
(estimation de mouvement arriere). L'algorithme repose sur l'utilisation d'un
operateur de mise a jour U adaptatif permettant la gestion des pixels multiplement
connectes.
Une approche dierente est celle proposee par Secker et al. dans [ST01]. L'idee
consiste notamment via les proprietes permises par les implementations lifting a contour-
ner le probleme des pixels connectes et non connectes. Pour cela, deux champs de
mouvement, avant et arriere, entre deux images consecutives a ltrer sont necessaires.
Dans les exemples de ltres decrits, seule la compensation en mouvement des images
voisines de l'image courante sont necessaires au moment du ltrage. L'utilisation de
ce mecanisme est propose pour les ltres de Haar et le ltre 5-3 biorthogonal clas-
sique; il peut-e^tre etendu pour l'utilisation d'autres ltres. Nous donnons, tout d'abord,
l'exemple dans le cas des ltres de Haar. Rappelons que la version lifting des ltres de
Haar est donnee par:
H[m;n] =
1
2
(X
2
[m;n] X
1
[m;n])
L[m;n] = X
1
[m;n] +H[m;n]
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avec L et H respectivement les ltres passe-bas et passe-haut, X
1
et X
2
deux images
successives. La transformee temporelle compensee en mouvement proposee est alors:
H[m;n] =
1
2
(X
2
[m;n] W
1!2
(X
1
)[m;n])
L[m;n] = X
1
[m;n] +W
2!1
(H)[m;n]
avec W
i!j
la compensation en mouvement de i vers j. On peut noter que le passe-haut
n'est rien d'autre que le residu de la compensation en mouvement, il ne depend que de
la validite du modele de mouvement. Le residu est d'autant plus faible que le modele
de mouvement est bon. Au dire des auteurs, la technique est meilleure avec des ltres
plus longs. Des tests ont d'ailleurs ete eectues avec un ltre 5/3 biorthogonal. Dans
ce cas, la transformation temporelle est alors de la forme:
H
k
[m;n] = X
2k+1
[m;n] 
1
2
(W
2k!2k+1
(X
2k
)[m;n] +W
2k+2!2k+1
(X
2k+2
)[m;n])
L
k
[m;n] = X
2k
[m;n] +
1
4
(W
2k 1!2k
(H
k 1
)[m;n] +W
2k+1!2k
(H
k
)[m;n])
(4.11)
Les basses et hautes frequences sont calculees sur les grilles d'echantillonnage de chaque
image. En eet, a chaque etape, on compense par rapport a l'image qui est en cours de
calcul. A l'etape k, le passe-haut calcule ses coecients sur la grille de l'image 2k + 1,
le passe-bas sur la grille de 2k. A la reconstruction, l'inversibilite du schema lifting
permet de reconstruire les images sur leur propre grille d'echantillonnage. Ceci permet
d'eliminer les problemes d'echantillonnage qui apparaissaient dans les autres methodes,
tout en beneciant des avantages de la transformee lifting (inversibilite simple du
schema, gestion de l'erreur de reconstruction). L'inconvenient majeur est le cou^t de
codage eleve du mouvement qui augmente avec la longueur du ltre. De plus, les per-
formances sont dependantes de la qualite de precision du modele de mouvement. Enn,
la complexite operatoire du schema n'est pas negligeable.
niveau 1
niveau 2
niveau 3I0 I4 I8
I6I2
I1 I3 I5 I7
Fig. 4.22 { Filtrage temporel dans l'approche MCLIFT.
Une autre methode utilisant moins d'information de mouvement et eectuant une
transformee temporelle version lifting est presentee dans [LLL
+
01]. Dans cette methode,
appelee MCLIFT, il est en eet necessaire, comme dans l'approche [PPB01], de pou-
voir predire l'image X
2t+1
a partir de X
2t
(estimation de mouvement avant) et de
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X
2t+2
(estimation de mouvement arriere). La transformation peut-e^tre vue comme une
decomposition en ondelettes a trois niveaux realisee avec un ltre 5-3 tronque. Dans le
ltrage lifting 5-3 tronque seule l'etape de production de hautes frequences est realisee
(cf. equation (4.11)), le deuxieme etage d'operation lifting (passe-bas) n'est pas ap-
plique. L'article precise que ce ltre donne de meilleurs resultats que des ltres comme
le 5-3 ou le 9-7 classiques. La gure illustre le principe de la transformation sur un GOF
de 9 images (I
0
; ::; I
8
). Les images I
0
et I
8
ne sont pas decomposees temporellement.
Elles servent de references aux images internes qui, elles, subissent les etapes de lifting.
Notons que ce sont les images originales qui servent de references pluto^t que les images
codees-decodees. Les auteurs montrent que la structure de codage des images obte-
nues est proche d'une structure IBBBPBBB d'un codeur MPEG. L'avantage de cette
transformee en ondelettes version lifting sur le codeur MPEG est qu'elle eectue des
predictions entre images plus proches que ne le fait MPEG. Cette prediction a partir
d'images plus proches permet une meilleure decomposition temporelle. Classiquement
chacune des sous-bandes temporelles obtenues est decomposee spatialement a l'aide
d'un ltre 9-7 de Daubechies.
Dierentes extensions des travaux [HW99, HW00b] ont ete proposees notamment
au sein de groupes de travail MPEG. Ainsi, [WC02] et [OHR02] proposent simul-
tanement l'utilisation d'un nouveau schema de ltrage lifting permettant notamment
la reconstruction parfaite en presence de mouvement ayant une precision sous-pixelique
inferieure au demi-pixel. Ohm [OHR02] fournit egalement une methode de reduction
des distorsions geometriques, induites par l'utilisation de modeles de mouvement bases-
blocs, dans les basses frequences. Pour ce faire, un traitement particulier des zones de
transition entre pixels connectes et non-connectes est presente. Cette methode s'appa-
rente aux algorithmes de deblocking lter mais est integree dans la phase de ltrage.
La possibilite d'integrer des sortes de \macroblocs" Intra est egalement permise par
l'approche presentee. Enn, une extension a l'utilisation de ltres longs implementes
en lifting est egalement proposee. Ces dierents mecanismes ont ete integres dans les
versions suivantes de l'algorithme MC-EZBC presentees dans [WCH02, CW02b] par
l'intermediaire notamment des mecanismes d^ts de mode switching.
4.7.2 Codage des sous-bandes spatio-temporelles
Parmi les dierentes approches de codage des sous-bandes spatio-temporelles pro-
posees, on distingue les approches basees sur des mecanismes de prediction utilises dans
les schemas predictifs classiques, des approches exploitant pleinement les proprietes de
scalabilite naturelle permises par les transformations en ondelettes 2D+t.
4.7.3 Codage par prediction temporelle
Les premieres approches de codage des sous-bandes spatio-temporelles se fondent
sur un codage DPCM temporel[PJF95, TPN94, CW99]. Dans ce cas, les sous-bandes
passe-bas temporelles sont predites a partir des sous-bandes correspondantes dans le
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GOF precedent. Les sous-bandes passe-haut peuvent e^tre codees par quantication vec-
torielle [PJF95, TPN94]. L'algorithme decrit dans [CW99] met en oeuvre, quant a lui,
une allocation de debit optimisee au sens debit-distorsion partageant le budget de bits
disponible entre donnees de mouvement et codage des echantillons des sous-bandes
spatio-temporelles.
Ces approches peuvent s'averer complexes et peu ecaces. Une alternative, plus
simple et tres communement adoptee dans la litterature, consiste a etendre les algo-
rithmes de compression d'images xes bases sur une decomposition en ondelettes 2D
au cas 2D+temps. Dans la section suivante nous presentons brievement les principales
approches proposees dans la litterature.
4.7.3.1 Extension des algorithmes 2D a la dimension temporelle
La premiere approche de codage scalable en debit basee sur l'utilisation de sous-
bande 2D+t est celle proposee dans [TZ94]. Le codeur presente, appele LZC (Layered
Zero Coding), exploite de maniere ecace les correlations existantes entre les coe-
cients d'une me^me sous-bande. Ces dernieres sont codees par plans de bits. Ce codeur
presente alors pour le codage 2D+t ore alors les meilleures performances en terme
de compression de toute la litterature (i.e. superieure egalement aux codeurs d'images
xes).
L'algorithme bidimensionnel EZW a ete etendu dans [CP96] a une version appelee
3D-IEZW (I pour Improved) prenant en compte la troisieme dimension. Une autre
approche modiant EZW est egalement proposee dans [LWCP96] pour la compression
d'images volumetriques. Dans Tri-Zerotree [TRK97] Tham etend egalement EZW a
une troisieme dimension dans le cadre d'applications de compression bas debit.
L'algorithme SPIHT est egalement etendu a une decomposition multiresolution
spatio-temporelle d'une sequence dans 3D-SPIHT [KP97]. Le codage est mainte-
nant eectue le long d'arbres d'orientations spatio-temporels. Ces structures d'arbres
hierarchiques 3D sont utilisees an de permettre une representation et un encodage ef-
caces des coecients insigniants. Le train binaire ainsi forme est scalable en debit et
totalement embo^te. Plusieurs politiques d'agencement des composantes couleurs dans
le train binaire sont egalement proposees. Un algorithme permettant une exploitation
des correlations entre composantes de couleurs Y,U et V, avec une version modiee de
3D-SPIHT, est propose dans [PPBB00]. Plus recemment, dans [BBFPP01], le codeur
3D-SPIHT a egalement ete modie dans le but d'obtenir un codeur pleinement scalable
(spatialement, temporellement, SNR) nomme FSZ (Fully Scalable Zerotree coder).
Dans [XLZ00, XXLZ01], une version modiee de EBCOT etendue a la dimension
temporelle est proposee. Cet algorithme est appele 3D-ESCOT (Three-Dimensional
Embedded Subband Coding with Optimal Truncation). Une des principales dierences
par rapport a EBCOT reside dans le fait que, comme son nom l'indique, chaque sous-
bande est codee independamment. Un train binaire est donc forme pour une sous-bande
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donnee et non pour un sous-bloc de la sous-bande. La troisieme dimension est, quant a
elle, integree dans le schema de codage par l'ajout de contextes temporels pour le codage
arithmetique des sous-bandes spatio-temporelles. L'ensemble de nouveaux contextes
representent tous les coecients voisins distant de un pixel avec le pixel courant. A cet
ensemble, il faut toutefois retirer les voisins dans les dimensions diagonales des images
precedente et suivante.
L'algorithme EZBC a egalement ete etendu pour le codage de sous-bandes issues
d'une decomposition multiresolution spatio-temporelle. Ce nouvel algorithme appele
3D-EZBC est presente dans [HW00b]. Dans cet algorithme, chacune des images obte-
nues est consideree comme \une" sous-bande temporelle qui elle me^me sera decomposee
spatialement. L'extension a la troisieme dimension n'est pas veritablement realisee;
c'est-a-dire qu'aucun contexte temporel n'a ete rajoute. La formation du train binaire
est ensuite realisee en parcourant dans un ordre pre-etabli chacune des sous-bandes
(spatio-)temporelles resultantes. Dans une telle approche l'ordre de parcours dans la
dimension temporelle a une forte importance sur le resultat nal. C'est pourquoi dans
[CW02a] les auteurs proposent un re-ordonnancement des sous-bandes avant codage de
maniere a obtenir une qualite plus constante sur le GOF.
4.8 conclusion
Dans ce chapitre, nous avons propose un etat de l'art portant sur les schemas de co-
dage scalable proposes dans la litterature. Apres avoir souligne les limites des approches
scalables presentes dans les standards video actuels (H.263+ et MPEG-4), nous avons
oriente notre etude vers les schemas se basant sur une representation multiresolution
de l'information basee ondelettes. Ce type d'approche etendue a la dimension tempo-
relle fournit une voie naturelle vers l'obtention de trains binaires nement et pleinement
scalables (spatialement, temporellement et en qualite). Les resultats obtenus avec les ap-
proches de compression video scalable basee sur des decompositions spatio-temporelles
sont tres prometteurs. Un groupe de travail MPEG etudie, d'ailleurs, actuellement et
activement l'integration de ce type de schema dans la norme. Dans le chapitre suivant,
nous proposons une etude ainsi qu'un algorithme de codage nement scalable nouvelle
generation base sur une decomposition en ondelettes 2D+t.
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Chapitre 5
Codage video scalable a grain n
5.1 Itroduction
Le domaine de la compression video a connu, ces dernieres annees, de fortes evolu-
tions menant a l'emergence d'un nombre important de standards internationaux (H.26X,
MPEG-X). Malgre le nombre important de solutions, la compression reste un domaine
de recherche ouvert notamment dans le cadre de transmision audiovisuelle sur dierents
types de canaux laires ou non. L'arrivee de ce type d'infrastructures a egalement ete a
l'origine de nombreux travaux visant a optimiser la qualite de service de bout-en-bout.
Ces travaux concernent la compression bas debit et, plus generalement, la exibilite
d'adaptation des ux compresses aux caracteristiques non stationnaires du reseau.
Face aux limites en terme de granularite des codeurs scalables standards, le concept
de scalabilite a grain n (FGS) a ete introduit an de permettre, notamment, l'adapta-
tion de ux pre-encodes dans des scenarios de streaming. Les techniques de compression
video basees sur des decompositions spatio-temporelles sont des solutions privilegiees
pour repondre a cet objectif. L'un des problemes pose dans la conception de telles ap-
proches est le choix de la transformation temporelle et de son couplage avec les modeles
de mouvement. Les criteres de choix sont conditionnes par un compromis entre une
faible energie residuelle (bonne exploitation de la redondance temporelle), une bonne
localisation de l'energie, la abilite du modele de mouvement et son cou^t de codage. Le
second probleme pose alors est le codage des sous-bandes spatio-temporelles generees
qui doit pouvoir conduire a la formation d'un train binaire nement scalable et assez
exible.
Dierentes propositions de solutions reposant sur des ondelettes 2D+t, faisant suite
notamment aux travaux [CW99] et [HW00b], sont actuellement a l'etude au sein d'un
groupe de travail MPEG. Il faut noter, toutefois, que l'essentiel des approches proposees
dans la litterature font l'hypothese de codage haut voire tres haut debit.
Dans ce chapitre, nous proposons l'architecture complete d'un nouvel algorithme
de compression video bas debit nement scalable, basee sur une decomposition en
ondelettes 2D+t. Une etude est ensuite menee concernant la problematique de l'analyse
spatio-temporelle compensee en mouvement. Dierents schemas de ltrage bases sur
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des ltres courts ou longs et utilisant divers modeles de mouvement sont utilises dans
cette etude. A la suite de l'etude, nous proposons deux nouveaux schemas de codage
nement scalables bas debit. Les resultats sont compares aux codeurs MPEG-4 part 2
et H.264 JM 2.1.
5.2 Cahier des charges
La conception d'un schema de compression video necessite d'etablir une sorte de
cahier des charges permettant de lister les caracteristiques que doit presenter le co-
deur que nous cherchons a mettre au point. Celles-ci sont, dans notre cas, etroitement
liees avec les notions de transmission et d'adaptation au reseau. Les caracteristiques
suivantes ont ete retenues :
{ Une scalabilite ne permettant une adaptation ne du debit de la source aux
contraintes du reseau, notamment dans les applications de video a la demande
(ou de streaming) et de visioconference. Le codeur doit e^tre scalable et capable
d'ajuster avec nesse le debit des couches video a la valeur desiree.
{ Une exibilite du codeur permettant de disposer des scalabilites temporelle,
spatiale et SNR, et generer potentiellement un nombre eleve de couches. Ces pro-
prietes sont notamment tres interessantes dans le cas d'application de streaming
vers des clients heterogenes.
{ L'embo^tement du codeur assure une equite de qualite de service dans un
contexte de diusion multicast sur un reseau heterogene. La variation de bande
passante dans des couches de scalabilite donnees ne doit pas faire uctuer la qua-
lite visuelle obtenue par un recepteur abonne a un sur-ensemble de ces couches, si
le debit total qu'il recoit est inchange. Cette propriete fait defaut aux standards
en place.
{ Les performances de compression en mode scalable doivent e^tre superieures a
celles des codeurs standards. Le codeur produit doit egalement exhiber de bonnes
performances face aux standards en mode non scalable.
{ Les applications envisagees sont orientees bas debit (voire moyen). Les ux sont
destines a un panel heterogene de clients ayant potentiellement des capacites
modestes.
{ La complexite du codeur video obtenu doit e^tre acceptable et se situer dans la
me^me gamme que les codeurs classiques (MPEG-4 et H.263+).
Dans la section suivante, nous exposons la structure que prendra le codeur envisage.
5.3 Description du codeur propose
L'architecture du codeur retenue est donnee sur la gure 5.1. Dans ce schema,
nous decomposons la sequence a coder en groupe d'images ou GOF (Group Of Frame).
Les traitements seront alors appliques sur ces GOFs. Une phase d'estimation de mou-
vement est tout d'abord realisee sur les images du GOF. L'algorithme d'estimation
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Fig. 5.1 { Structure generale du schema de codage propose.
retenu se base sur l'utilisation d'un quadtree
1
, de vecteurs mouvement, contraint en
debit representant une pyramide de blocs de taille dierente. Ce type de representation
permet de contro^ler nement le debit alloue aux informations de mouvement. Un
mecanisme de regulation de debit gerant la repartition de debit entre mouvement et
texture est d'ailleurs present dans le codeur. Apres l'estimation de mouvement, la phase
de transformation temporelle compensee en mouvement intervient. Puis, chacune des
sous-bandes temporelles est ensuite decomposee avec le banc de ltres bi-orthogonal
9-7 de Daubechies. Cette transformation est realisee a l'aide d'un schema de lifting. On
applique ensuite une quantication scalaire uniforme avec zone morte (dead-zone) sur
l'ensemble des coecients issus des sous-bandes spatio-temporelles. Enn, nous avons
retenu l'algorithme EBCOT pour le codage de ces sous-bandes permettant l'obtention
d'un train binaire scalable a grain n.
Dans les sections suivantes nous justions et decrivons les choix algorithmiques
realises concernant les dierentes briques du schema de codage.
5.3.1 Mouvement : estimation et codage
Dans la conception d'un schema de codage video la phase d'estimation de mouve-
ment est un point primordial. De la pertinence du choix du modele et de la qualite du
mouvement obtenue depend la qualite de la compression.
Plusieurs methodes d'estimation de mouvement ont ete testees. Celle que nous
avons retenue est une estimation hierarchique par blocs de taille variable. Il
y a plusieurs intere^ts a ce type de methode. Tout d'abord, l'avantage d'une estimation
hierarchique reside dans sa faible complexite et sa rapidite d'execution. Les vecteurs
mouvement obtenus dans une premiere etape (a faible resolution) sont ensuite ranes
1. arbre quaternaire
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pour les resolutions superieures. L'utilite des blocs de taille variable est de pouvoir adap-
ter cette taille aux caracteristiques des mouvements locaux au sens debit-distorsion
et ainsi reguler nement le debit des champs de mouvement. Cette regulation n'est
generalement pas permise avec des techniques de mise en correspondances de blocs de
taille xe.
Pour parvenir a un bon compromis entre cou^t de transmission et qualite de compen-
sation de mouvement, nous representons une pyramide de blocs de taille dierente dans
une structure de quadtree contraint en debit. Ces techniques basees sur l'utilisation de
quadtree permettent notamment d'aner l'estimation dans les zones de l'image ou le
mouvement necessite une precision spatiale accrue.
5.3.1.1 Estimation de mouvement
Le but est de construire un quadtree de vecteurs mouvement associes aux blocs de
l'image pleine resolution. On produit tout d'abord une pyramide multiresolution spa-
tiale pour chacune des deux images entre lesquelles le mouvement doit e^tre estime. On
combine ensuite des operations dites de ranement des vecteurs mouvement entre ni-
veaux de resolution spatiale et des operations de decoupe des blocs courants a un niveau
de resolution donnee. Les premieres operations sont liees a l'estimation de mouvement
hierarchique [Bie88] alors que les suivantes sont liees a la construction des blocs de taille
variable. Le processus d'estimation est illustre pour un bloc sur la gure 5.2. Nous en
donnons ici l'algorithme :
1. Generation des pyramides multiresolution pour chacune des images I
t
et I
t 1
.
On obtient alors pour chacune des images les dierentes resolution I
l
t
avec l =
0; 1; :::; L. La resolution L represente l'image de plus faible taille.
2. Estimation du mouvement a la resolution la plus grossiere. L'estimation est
realisee ici par bloc de maniere classique dans une fene^tre de recherche de dimen-
sions (W
L 1
x
;W
L 1
y
) dependantes du niveau de resolution courant. On obtient
alors les vecteurs mouvement (dx
0
; dy
0
).
3. On decoupe chaque bloc en quatre sous-blocs et on estime alors leur mouvement
(dx
1
; dy
1
) avec i = 0; 1; 2; 3. Pour cela, on restreint la zone de recherche en forcant
comme base de recherche le vecteur obtenu pour le bloc parent. De plus, une
fene^tre de taille reduite est utilisee autour de cette position. On compare ensuite,
l'erreur d'estimation moyenne des ls avec celle du bloc pere. Si cette derniere est
superieure, le bloc pere est reellement decoupe.
4. On change alors de niveau de resolution. A cette etape, tous les noeuds (internes
ou feuilles) de la resolution precedente sont ranes. On rane alors les vecteurs
(dx
0
; dy
0
); ::; (dx
n
; dy
n
) en mulipliant tout d'abord par deux chacun de ceux-ci.
Ce ranement est complete par une recherche autour de ce vecteur egalement
realisee dans une fene^tre de taille tres reduite (i.e. 1 ou 2 pixels autour).
5. On decoupe chaque bloc en quatre sous-blocs et on estime alors leur mouve-
ment (dx
n+1
; dy
n+1
) avec i = 0; 1; 2; 3. On compare ensuite, l'erreur d'estimation
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moyenne des ls avec celle du bloc pere. Si cette derniere est superieure, le bloc
pere est reellement decoupe.
6. Tant que la resolution courante n'est pas la pleine resolution aller a l'etape 4.
7. Le quadtree initial est ensuite forme a partir des dierentes decoupes realisees
sur chaque bloc de l'image a pleine resolution.
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Fig. 5.2 { Construction d'un quadtree de vecteurs mouvement pour un bloc seulement.
L'estimation de mouvement est realisee ici avec une precision pixelique et en prenant
pour critere de mise en correspondance entre blocs la somme des dierences absolues
SAD. De plus, an de favoriser le mouvement nul nous diminuons articiellement via
une simple soustraction la distorsion associee au deplacement nul. Cette technique est
couramment utilisee dans les standards video.
En pratique nous xons une borne minimale et maximale concernant la taille des
blocs. Celles-ci varient entre 8x8 et 64x64.
Remarque:
An de lisser le champ de mouvement nous utilisons une technique de recouvrement de
blocs a l'estimation (OBME : Overlapped Block Motion Estimation). Ce recouvrement
n'est cependant pas realise lors des phases de compensation.
5.3.1.2 Quadtree contraint en debit
Le but de la formation d'un quadtree de vecteurs de mouvement est de pouvoir
adapter son debit d'encodage en fonction du besoin. Pour cela, il est necessaire de denir
une strategie d'elagage des branches de l'arbre permettant d'obtenir le compromis debit-
distorsion optimal. Il est egalement necessaire d'associer a chaque noeud de l'arbre une
fonction de cou^t. C'est en fonction de ce cou^t que l'algorithme d'elagage prendra ces
decisions.
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Classiquement, dans une approche debit-distorsion, on utilise une technique a base
de multiplicateurs de Lagrange, ce qui revient a minimiser un critere du type D + R
pour un  donne, avec R le debit (cou^t de codage) et D la distorsion associee. Une
recherche sur  est ensuite eectuee jusqu'a atteindre le debit ou la distorsion desires.
La methode utilisee n'est pas directement basee sur les multiplicateurs de Lagrange, et
evite cette phase de recherche. Nous mettons en oeuvre ici l'algorithme propose dans
[CLG89]. Cette methode est iterative et eectue a chaque etape la division minimisant
le critere
D
R
. Dans notre cas D represente la variation de distorsion entre le bloc pere
et les blocs ls (ici cette variation sera toujours positive). De me^me R est toujours
positive et represente la dierence de cou^t de codage entre le bloc pere et les blocs ls.
Nous decrivons dans la suite l'algorithme d'elagage.
A chaque noeud de l'arbre est associe un ensemble d'information servant dans le
deroulement de l'algorithme. Ainsi au noeud i est associe fD
i
; R
i
;D
i
;R
i
; 
i
; min
i
g
avec D
i
la distorsion du noeud i, R
i
son cou^t de codage, D
i
et R
i
denis plus haut,

i
= D
i
=R
i
et min
i
la valeur de 
j
minimale parmi tous les descendants du noeud
i. L'algorithme d'elagage est le suivant :
{ Initialisation
{ Initialisation de chaque noeud avec les valeurs de debit et distorsion associee.
{ Pour chaque feuille, on a D
i
= 0, R
i
= 0 et 
i
=1.
{ Pour chaque noeud interne, on calcule en partant des feuilles les D
i
, R
i
et 
i
. Le parametre min
i
prend la valeur minimum entre le 
i
courant les
min
j
de ces ls.
{ Calcul du cou^t R
glob
et de la distorsion D
glob
de l'arbre entier.
{ Elagage
1. Si le debit R
targ
et/ou la distorsion D
targ
cibles ne sont pas atteints, on
recherche le noeud de l'arbre qui ore un 
i
minimum. Cette recherche est
facilitee par la valeur min
i
contenue dans chaque noeud.
2. Une fois trouve ce noeud on supprime sa descendance.
3. Mise a jour des parametres D
i
, R
i
, 
i
et min
i
du noeud courant et de
tous les parents de celui-ci.
4. Nouveau calcul de R
glob
et D
glob
. Si R
glob
> R
targ
ou D
glob
< D
targ
retourner
a l'etape 1.
La distorsion D
i
retenue est la SAD calculee dans la phase d'estimation de mouve-
ment. Le cou^t de codage R
i
est estime en se basant sur la table de codes VLC utilises
pour le codage du mouvement dans H.263+. C'est le cou^t de codage (i.e. la taille du
code VLC) du dierentiel entre le vecteur du noeud courant et le vecteur du pere qui
sert pour estimer R
i
. Ce cou^t est rane avec celui de la structure de l'arbre a coder.
Nous detaillons dans la section suivante le codage de la structure.
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5.3.1.3 Codage des informations de mouvement
Une fois l'arbre elague, il est necessaire de coder les informations de mouvement et
de former un train binaire en consequence. La structure du train binaire est composee
de deux parties : la structure de l'arbre et les vecteurs mouvement.
Codage de la structure de l'arbre
L'idee est de coder, pour chaque noeud de l'arbre, l'information de paternite ou
non. Ainsi lorsqu'un noeud est parent (i.e. le bloc est subdivise) on code 1 alors que si
c'est une feuille on code 0. Le train binaire correspondant a la structure est alors code
en parcourant le quadtree en largeur d'abord et en inserant les 1 et 0 en consequence.
En pratique, le cou^t peut encore e^tre reduit par l'exploitation des informations de taille
de bloc minimale et maximale. Dans ce cas, on ne commence a coder la structure qu'au
niveau des blocs de taille maximale. De plus, aucun bit n'est code pour les noeuds
correspondant a des blocs de taille minimale, car ce sont obligatoirement des feuilles.
La gure 5.3 montre un exemple de codage d'une structure.
Quadtree contraint
101010010101
train binaire
Taille max
Taille min
Fig. 5.3 { Exemple de structure codee.
Codage des vecteurs mouvement
La structure de codage admise dans la phase de construction et d'elagage du quadtree
n'est pas exactement celle que nous utilisons. Nous utilisons une technique donnant de
meilleures performances. Ceci implique que la phase d'elagage n'est plus tout a fait
optimale au sens debit-distorsion. Toutefois les resultats montrent une derive faible.
Le codage de la structure de l'arbre nous fournit une carte spatiale des blocs et
non plus une structure arborescente (i.e. la structure est mise a plat nous permettant
d'avoir les tailles respectives de chacun des blocs). Nous codons ensuite les vecteurs
mouvements associes a ces blocs de maniere predictive. Le predicteur utilise est la valeur
mediane des vecteurs associes aux blocs voisins (cf. gure 5.4). L'erreur de prediction
est alors codee via les codes VLC du codeur H.263+.
5.3.2 Analyse spatio-temporelle compensee en mouvement
Dans notre schema, les phases d'analyses temporelles et spatiales sont separees.
Elles ne sont toutefois pas totalement independantes comme nous le verrons dans la
suite.
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MV : vecteur courant
MVi : vecteurs predicteurs
Fig. 5.4 { Prediction des vecteurs mouvement.
La phase d'analyse temporelle est fortement couplee avec le modele de mouvement
utilise. Les criteres de choix de la transformation temporelle sont conditionnes par
un compromis entre une faible energie residuelle, une bonne localisation de l'energie,
la abilite et le cou^t de codage du modele de mouvement. Dans la section 5.4, nous
proposons une etude de dierentes solutions envisagees portant sur divers criteres de
choix comme les modeles de mouvement, les longueurs de ltres, le type de ltres, la
gestion des zones connectees et non connectees et enn l'importance de l'orthogonalite
pour ce type de transformee.
Concernant la transformation en ondelettes spatiale, une implementation lifting
d'un ltre de Daubechies 9-7 est utilisee. Par defaut, 3 niveaux de decomposition sont
appliques sur chacune des sous-bandes temporelles. Nous verrons dans la suite qu'il
peut e^tre interessant d'appliquer des niveaux de decomposition dierents selon le type
de sous-bandes temporelles (voire selon la composante de couleur (Y, U ou V)).
5.3.3 Codage des sous-bandes spatio-temporelles : EBCOT-3D
On a vu dans la section 4.7.3.1 du chapitre precedent que plusieurs travaux ont
ete menes an d'etendre divers algorithmes de progressivite 2D a la dimension tempo-
relle. Nous avons choisi ici d'utiliser l'algorithme EBCOT egalement dans la dimension
temporelle pluto^t que des algorithmes comme EZW ou SPIHT. Plusieurs raisons ont
motive notre choix.
5.3.3.1 Motivations
La premiere raison, et non la moindre, concerne les performances exhibees par l'al-
gorithme EBCOT qui surpasse ou fait au moins aussi bien que toutes les solutions
scalables proposees dans la litterature. De plus, dans la mesure ou des algorithmes
comme 3D-EZW ou 3D-SPIHT sont bases sur la notion de relation pere-ls entre
coecients de sous-bandes de frequences dierentes, ceux-ci semblent naturellement
tres sensibles aux pertes de paquets. Par ailleurs, l'algorithme EBCOT ne prend pas
en compte d'arbre de dependances entre coecients d'ondelettes de sous-bandes de
frequences distinctes. Les donnees compressees representant un bloc d'une sous-bande
donnee sont independament decodables. Cette propriete est interessante et ouvre une
voie vers une encapsulation robuste des donnees compressees dans des paquets pour la
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transmission sur l'Internet. Enn, la exibilite permise par EBCOT permettant l'obten-
tion des diverses scalabilites spatiale, SNR, en composantes, voire temporelle dans le
cas de l'extension au cas 2D+t. Pour ces raisons, nous avons choisi l'algorithme EBCOT
pour coder les sous-bandes 2D+t issues de l'etape de transformation.
5.3.3.2 EBCOT-3D
vide
vide
temporelles
sous-bandes
vide
vide
vide
B0
vide
vide
vide
B1 B2 B3 B4 B5 B6 B7
Blocs
couche 1
couche 2 vide
vide
couche 3
vide
t-LL
t-LH
t-LL
t-LH
t-H0
t-H1
t-LH
t-H0
t-LLvide
vide
t-H0
t-H1
t-H1
Fig. 5.5 { Couches de qualite EBCOT-3D.
Il n'y a pas a proprement parler d'extension directe des mecanismes du schema EB-
COT 2D a la dimension temporelle. En eet, aucun contexte intra sous-bandes tempo-
relles n'est exploite dans la phase de codage arithmetique. A la maniere de l'algorithme
EZBC [HW00a], nous considerons ici chaque image comme une sous-bande temporelle
decomposee spatialement. C'est ce groupe de sous-bandes que nous donnons a coder a
EBCOT. Ainsi, la premiere etape de codage des blocs est identique. La seconde etape
de formation des couches de qualite est etendue, an de prendre en compte l'ensemble
de tous les blocs de toutes les sous-bandes spatio-temporelles du groupe d'image traite
comme illustre sur la gure 5.5. L'agencement du train binaire est ensuite dependant
des modes de scalabilite desires.
Au sein de chacune des couches de qualite, les informations relatives a la basse
frequence temporelle viennent en premier, puis viennent les images de hautes frequences
dans l'ordre decroissant (i.e. LLL;LLH;LH;H). Il faut noter egalement que les com-
posantes de couleurs sont entrelacees. Un exemple d'ordre d'apparition des sous-bandes
et des composantes de couleurs est illustre sur la gure 5.6. Chacune des couches est
alors scalable en resolution, en composantes et temporellement.
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Fig. 5.6 { Exemple d'ordonnancement des sous-bandes temporelles et des composantes
de couleurs (Y,U,V) dans le train binaire (pour un GOF de taille 8).
5.3.4 Regulation de debit
A l'initialisation, nous attribuons un budget de debit pour chaque GOF en fonction
de la contrainte de debit cible globale. La contrainte par GOF R
GOF
est alors donnee
par :
R
GOF
= G
size
R
target
=Fr
avec G
size
le nombre d'images composant le GOF, R
target
le debit cible en bits/s et Fr
la frequence temporelle de la source exprimee en nombre d'images/s. Le debit obtenu
R
GOF
est donc exprime en bits.
Il s'agit ensuite de repartir ce budget entre informations de mouvement et informa-
tions de texture. Pour cela un pourcentage de debit p
mv
est alloue au mouvement. Ce
debit est donne par
R
mv
= p
mv
R
GOF
:
Ce budget est ensuite partage en un debit par champ de mouvement. Ce debit evolue
au cours du temps en fonction du debit utilise par les champs precedents. Une meilleure
politique non utilisee ici serait de repartir le debit parmi les n champs de mouvement
a coder en fonction de leur cou^t initial avant elagage. Ceci requiert toutefois que tous
les champs de mouvement soient disponibles a t = 0, ce qui n'est generalement pas
possible.
En pratique, le budget utilise reellement pour le mouvement est dierent de R
mv
et est note

R
mv
. Le budget alloue a la texture est donc :
R
texture
= R
GOF
 

R
mv
:
5.4 Analyse 2D+t compensee en mouvement : une etude
Dans cette section, nous realisons une etude se basant sur trois schemas d'analyse
temporelle compensee en mouvement. Le premier schema consiste en un ltrage de
Haar itere sur trois niveaux dans lequel les zones couvertes et decouvertes sont traitees
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comme dans [CW99]. Le second schema met en oeuvre, quant a lui une transformation
temporelle basee lifting utilisant une compensation de mouvement avant et arriere
(forward/backward) [ST01]. Pour ce schema deux bancs de ltres bi-orthogonaux (5-3
et 9-7) sont etudies et appliques sur trois niveaux. Le dernier schema utilise quant a lui
un ltrage 5-3 tronque compense en mouvement sur trois niveaux [LLL
+
01].
Plusieurs aspects sont etudies ici. Nous nous interessons, tout d'abord, au compro-
mis entre cou^t de codage de mouvement et energie residuelle dans les hautes frequences
temporelles. Nous considerons ensuite la problematique liee a l'utilisation de ltres tem-
porels longs. Nous abordons, egalement, l'impact de la gestion des zones d'occlusion
sur les performances de la phase d'analyse temporelle. Enn, nous evoquons l'intere^t
d'utilisation de niveaux de decomposition spatiale adaptes aux types de sous-bandes.
5.4.1 Trois modeles de mouvement
Nous pouvons classier les dierentes approches d'analyse temporelle compensee
en mouvement proposees dans la litterature suivant les modeles de mouvement qu'elles
utilisent. Les traitements et problematiques associes dierent. Nous distinguons trois
types d'estimation : estimation arriere, estimation/compensation avant et arriere, et
estimation avant ou arriere.
5.4.1.1 Estimation de mouvement arriere :
20 1 43 5 6 7
Estimation mouvement arrière Niveau 0
Niveau 1
Niveau 2
Fig. 5.7 { Dierents champs de mouvement utilises au sein d'un GOF pour le ltre de
Haar itere sur 3 niveaux.
L'utilisation d'estimation de mouvement dans un seul sens mene de maniere inherente
aux problemes de gestions de pixels connectes ou non connectes correspondant aux
zones d'occlusion. Il est alors imperatif de coupler etroitement les phases de compen-
sation de mouvement et de ltrage si l'on veut pouvoir garantir une reconstruction
parfaite. De plus, en regle generale la gestion de ce type de zones induit des restrictions
quant a la taille du support du ltre et implique egalement l'utilisation de ltre court.
La solution etudiee pour ce type de modele de mouvement se base sur un ltre de Haar
156 Codage video scalable a grain n
applique iterativement sur des paires d'images. La gure 5.7 illustre les champs de mou-
vement utilises pour l'application d'un tel schema sur un GOF de taille 8 avec 3 niveaux
de decomposition. Aux niveau 1 et 2, l'estimation et la compensation sont realisees sur
les sous-bandes basses frequences temporelles du niveau precedent. Dans ce schema,
le nombre de champs de mouvement necessaires a la phase de ltrage temporelle est
identique aux approches predictives classiques, c'est-a-dire 7 champs de mouvement
pour un GOF de taille 8.
5.4.1.2 Estimation de mouvement avant et arriere :
20 1 43 5 6 7
Niveau 0
Niveau 1
Niveau 2
Estimation mouvement bidirectionnelle
Fig. 5.8 { Dierents champs de mouvement utilises au sein d'un GOF pour les ltres
5-3/9-7 lifting sur 3 niveaux.
L'utilisation de paires de champs de mouvement avant et arriere, entre couple
d'images adjacentes a un niveau donne, a ete introduit an de contourner les problemes
lies aux zones d'occlusion. Dans [ST01], cette facon de gerer le probleme est facilitee par
l'implementation lifting du ltrage temporel. Dans ce schema, les ltrages longs sont
simplies car le schema lifting reduit les traitements a de simples traitements entre
images adjacentes. Deux bancs de ltres bi-orthogonaux, 5-3 et 9-7, sont etudies ici. La
gure 5.8 illustre les dierents champs de mouvement necessaires a la mise en oeuvre d'
un tel schema sur un GOF de taille 8 comme propose dans [ST01]. Une des principales
limites de ce type d'approche est le nombre de champs de mouvement impliques dans
le processus qui s'eleve ici a 22 pour un GOF de taille 8.
5.4.1.3 Estimation de mouvement avant ou arriere :
Nous utilisons ici les termes d'estimation avant ou arriere pour exprimer le fait
qu'il n'y a entre chaque couple d'images qu'un seul champ de mouvement qui est soit
avant, soit arriere. Ce type de solution est interessant puisqu'il permet de reduire de
maniere signicative le nombre de champs de mouvement utilises. En fait, pour chaque
image d'indice impair un champ allant vers l'image precedente et un autre allant vers
la suivante sont calcules. Ceci permet de capturer des redondances provenant des deux
directions temporelles. Une solution utilisant ce type de compensation est etudiee via
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Estimation mouvement arrière
Estimation mouvement avant
Niveau 0
Niveau 1
Niveau 2
20 1 43 5 6 7 8/0
Fig. 5.9 { Dierents champs de mouvement utilises au sein d'un GOF pour le ltre 5-3
tronque sur 3 niveaux.
le schema propose dans [LLL
+
01] s'appuyant sur l'utilisation d'un ltre lifting 5-3
tronque. Dans un tel schema, aucune basse frequence n'est produite seules le sont les
hautes frequences. La gure illustre les champs de mouvement necessaires a la mise en
oeuvre de ce schema sur 3 niveaux de decomposition. Le GOF utilise ici est de taille
9 mais la derniere image sert de premiere image au GOF suivant, ce qui revient en
pratique a coder 8 images a chaque fois. Dans ce schema, les images extremites sont
codees en Intra. Enn, 14 champs de mouvement sont utilises pour une decomposition
sur 3 niveaux.
5.4.2 Concentration de l'energie / Cou^t de codage du mouvement
Un des points cles en terme de concentration de l'energie, et par consequent, de
minimisation de l'energie residuelle dans les hautes frequences, est le choix du modele
de mouvement retenu dans la transformation temporelle. Les trois schemas etudies ici
orent des modeles d'estimation de mouvement dierents. Nous examinons dans cette
section l'impact du modele de mouvement sur le compromis entre energie residuelle et
le cou^t de codage du mouvement.
Les gures 5.10 et 5.11 illustrent les sous-bandes temporelles obtenues apres ltrage
en considerant les 3 approches etudiees. Nous montrons trois types de sous-bandes
hautes frequences obtenues : une sous-bande obtenue au niveau 0, une au niveau 1 et
enn celle obtenue au niveau 2. L'estimation de mouvement est realisee par blocs en
utilisant l'algorithme hierarchique decrit dans la section 5.3.1 avec des blocs allant de
la taille 8x8 a 64x64.
La gure 5.10 montre l'energie residuelle obtenue avec les trois methodes dans le
cas ou le cou^t de mouvement est non contraint. La gure 5.11 illustre le cas ou le
mouvement est contraint a 35% du debit total xe a 140 kbits/s.
Dans le cas non contraint on peut voir que l'approche 5-3 et 9-7 avec les champs
de mouvement avant et arriere permet la meilleure reduction de l'energie residuelle sur
les sous-bandes de niveaux 0 et 1. Les approches 5-3 tronque et Haar viennent apres.
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Toutefois, en ce qui concerne la sous-bande de niveau 2 les approches 5-3 et 9-7 sont
deja plus limitees. Lorsque la contrainte de debit sur le mouvement est activee, les
approches 5-3 et 9-7 lifting orent un compromis qui s'avere non satisfaisant a bas
debit. Il faut noter que dans les deux cas la sous-bande haute frequence de niveau 2
est de tres mauvaise qualite . On remarque, de plus, que les performances sont moins
bonnes avec le banc de ltres 9-7. Les deux autres approches orent des performances en
terme de minimisation de l'energie residuelle relativement comparables et fournissent le
meilleur compromis. Ces performances sont en accord direct avec les resultats obtenus
et donnes dans la section suivante.
5.4.3 Performances
Nous avons experimente ces 3 approches, dans notre schema de codage video presente
plus haut, sur diverses sequences au format CIF PAL (352288) avec une frequence de
15 Hz. Nous avons retenu les sequences suivantes : Hall, Foreman, Mother and daugh-
ter, Coastguard, Mobile and calendar, Flower garden et Tempete. Toutes les sequences
decodees possedent 85 images. Les experimentations ont ete realisees pour 5 debits
cibles : 100, 140, 200, 256 et 500 kbits/s.
Les tableaux 5.1, 5.2, 5.3 et 5.4 donnent les resultats obtenus (i.e. PSNR moyen)
pour les 7 sequences et les 5 debits avec les 3 methodes. Nous donnons ici quelques
courbes an d'illustrer les PSNR obtenus au cours du temps pour certaines sequences
avec les 4 approches. Nous illustrons ici les sequences Coastguard a 100 kbits/s (gure
5.12), Tempete a 140 kbits/s (gure 5.13), Foreman a 200 kbits/s (gure 5.14), Flower
garden a 256 kbits/s 5.15 et Mobile and calendar a 500 kbits/s (gure 5.16).
On voit clairement que les approches 5-3 et 9-7, basees sur l'utilisation d'un champ
avant et arriere entre chaque paire d'images adjacentes, ont des performances tres
faibles. En plus d'e^tre faibles les PSNR obtenus sont tres instables. On observe de
fortes chutes de plusieurs dB sur chaque GOF. Ces chutes peuvent s'expliquer a la fois
par la mauvaise reduction de l'energie residuelle observee dans les sous-bandes de la
section precedentes. Plusieurs phenomenes inuent sur ces variations de qualite. Dans
la suite, nous proposons une discussion permettant d'expliquer les resultats obtenus.
Les resultats montrent des performances relativement comparables pour les ap-
proches Haar et 5-3 tronque. On observe toutefois certaines dierences de performances
plus ou moins importantes suivant les sequences comme le montrent les courbes obte-
nues. Ces deux approches surpassent tres nettement les approches basees sur les bancs
de ltres 5-3 et 9-7 lifting qui ne sont manifestement pas realistes dans un scenario bas
debit.
5.4.4 Discussions
Dans cette section, nous examinons les dierents points critiques lies a l'analyse
temporelle compensee en mouvement. La discussion menee ici a pour but d'expliquer
les resultats, mais aussi et surtout, de servir de base de travail dans la conception de
futurs schemas de codage 2D+t. Nous soulignons les faiblesses et les avantages des
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Haar
Debit (kbits/s) 100 140 200 256 500
Hall 32.13 34.15 36.16 37.53 39.81
Foreman 29.72 30.99 31.97 32.79 35.45
Mother 35.90 37.25 38.64 39.67 42.12
Coastguard 26.04 26.86 27.77 28.52 30.35
Mobile 20.33 21.20 22.16 22.80 24.71
Flower 21.65 22.62 23.55 24.42 26.45
Tempete 24.61 25.50 26.50 27.23 29.11
Tab. 5.1 { PSNR moyen obtenu pour les 7 sequences aux debits de 100, 140, 200, 256
et 500 kbits/s avec la methode de Haar (mouvement arriere).
5-3 tronque
Debit (kbits/s) 100 140 200 256 500
Hall 28.83 30.80 33.16 34.59 38.27
Foreman 29.15 30.55 32.01 32.97 35.70
Mother 34.52 35.90 37.49 38.77 41.77
Coastguard 25.52 26.37 27.35 28.09 30.17
Mobile 19.80 20.61 21.70 22.54 25.21
Flower 20.85 21.67 22.83 23.54 26.11
Tempete 23.85 24.80 26.02 26.80 29.43
Tab. 5.2 { PSNR moyen obtenu pour les 7 sequences aux debits de 100, 140, 200, 256
et 500 kbits/s avec la methode 5-3 tronque (mouvement avant ou arriere).
5-3 lifting
Debit (kbits/s) 100 140 200 256 500
Hall 29.86 31.81 33.76 35.06 37.76
Foreman 27.10 28.54 29.84 30.63 33.28
Mother 34.28 35.47 36.89 37.85 40.37
Coastguard 24.14 24.70 25.45 25.92 27.70
Mobile 18.26 18.99 20.07 21.01 23.51
Flower 19.24 20.14 21.20 21.94 24.39
Tempete 22.42 23.28 24.37 25.21 27.66
Tab. 5.3 { PSNR moyen obtenu pour les 7 sequences aux debits de 100, 140, 200, 256
et 500 kbits/s avec la methode 5-3 lifting (mouvement avant et arriere).
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9-7 lifting
Debit (kbits/s) 100 140 200 256 500
Hall 28.61 30.32 32.08 33.19 35.90
Foreman 23.50 24.79 25.88 26.54 28.88
Mother 32.18 33.36 34.60 35.45 37.60
Coastguard 22.01 22.22 22.56 22.88 23.80
Mobile 16.02 16.79 17.83 18.54 20.81
Flower 17.33 18.31 19.12 19.63 21.88
Tempete 19.80 20.57 21.73 22.43 24.88
Tab. 5.4 { PSNR moyen obtenu pour les 7 sequences aux debits de 100, 140, 200, 256
et 500 kbits/s avec la methode 9-7 lifting (mouvement avant et arriere).
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Fig. 5.12 { Sequence Coastguard a 100 kbits/s avec les 4 approches : Haar itere, 5-3
tronque, 5-3 lifting et 9-7 lifting.
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9-7 lifting
Fig. 5.13 { Sequence Tempete a 140 kbits/s avec les 4 approches : Haar itere, 5-3
tronque, 5-3 lifting et 9-7 lifting.
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Fig. 5.14 { Sequence Foreman a 200 kbits/s avec les 4 approches : Haar itere, 5-3
tronque, 5-3 lifting et 9-7 lifting.
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Fig. 5.15 { Sequence Flower garden a 256 kbits/s avec les 4 approches : Haar itere, 5-3
tronque, 5-3 lifting et 9-7 lifting.
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Fig. 5.16 { Sequence Mobile and calendar a 500 kbits/s avec les 4 approches : Haar
itere, 5-3 tronque, 5-3 lifting et 9-7 lifting.
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dierents types de schema.
5.4.4.1 Analyse temporelle et taille de ltres
La longueur des ltres peut contribuer a ameliorer l'exploitation de la redondance
temporelle, induisant ainsi une diminution de l'energie residuelle presente dans les
hautes frequences. Toutefois, la mise en oeuvre de ce type de ltre dans la dimension
temporelle pose dierents problemes.
Le premier probleme est lie a la dierence entre la taille du support et celle du
ltre utilise. Dans le cas monodimensionnel, lorsque le ltre depasse le support, on
opere generalement une extension de signal de maniere symetrique ou anti-symetrique
sur les bords du support. Toutefois, ces extensions supposent, en regle generale, un
support assez consequent et n'inuent que sur une faible quantite de coecients. Dans
la dimension temporelle, le cas de gure est tout autre. En eet, les GOF sont de taille
assez reduite, 8 ou 16, et les phenomenes de repliement de spectre engendres par les
mecanismes d'extension de signal inuent sur un nombre important de coecients. De
plus, le probleme s'amplie des que plusieurs niveaux d'ondelettes sont appliques, ce
qui est le cas general. On se retrouve alors a appliquer un ltre long sur un support
de plus en plus court. Filtrer 2 ou 3 coecients (au niveau le plus haut) avec un banc
de ltres 9-7 n'a plus aucun sens et amplie les problemes de non orthogonalite de la
transformee.
Une solution a ce probleme est de ne pas utiliser d'extension sur les bords et d'utili-
ser les images des GOF suivants et precedents comme dans [XLXZ00]. Cependant, cette
solution necessite une taille de buer assez importante et entraine par consequent une
latence plus eleve. Enn, lorsque la scene est faiblement mobile ce type de schema est
interessant. Lorsqu'elle est plus mouvementee l'estimation de mouvement entre image
porte sur des images de plus en plus eloignees temporellement et qui sont potentielle-
ment peu correlees.
Dans les experimentations decrites ci-dessus, une extension du signal a ete realisee
sur les bords pour les approches 5-3 et 9-7. On peut clairement voir, dans les tableaux et
sur les courbes precedentes que ces approches sont clairement penalisees par les replie-
ments de spectres. Naturellement l'approche 9-7 soure encore plus de ce phenomene.
Les chutes de PSNR et les moins bonnes performances des approches 9-7 et 5-3 sont
liees egalement a la (non) continuite du mouvement. Les longueurs de ltres, en eet,
sont en etroite correlation avec la continuite du mouvement dans la dimension tempo-
relle. An de pleinement benecier de la longueur des ltres, un pixel doit se trouver
sur une unique trajectoire de mouvement. En pratique, et particulierement lorsque l'es-
timation de mouvement est basee bloc, c'est tres rarement le cas. Aucune continuite
de mouvement entre les images successives ne peut, en eet, e^tre garantie. On obtient
alors des lignes de mouvement se recoupant. Dans le cas present, les champs de mouve-
ment avant et arriere entre images successives n'etant pas bijectifs, la phase de ltrage
n'opere plus le long des lignes de mouvement. La gure 5.17 illustre ce probleme. Ce
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Fig. 5.17 { Probleme de ltrage lifting le long des lignes de mouvement.
phenomene est amplie par l'utilisation de schemas de lifting qui permettent de rame-
ner un ltrage long a une suite de ltrages courts portant sur les images adjacentes.
Dans un tel cas, une haute frequence H
t
peut e^tre produite a partir de pixels corres-
pondants dans les images precedente I
t 1
et suivante I
t+1
, mais au moment du ltrage
basse frequence dans l'image I
t+1
, la haute frequence correspondante (i.e. H
t
) peut
ne pas e^tre utilisee.Il faut noter ici que celle-ci est tres rarement utilisee dans le cas
d'un double champ de mouvement. Dans un tel schema, on peut s'interroger sur la
reelle signication de la transformation operee puisque le schema de lifting n'est pas
respecte. Ce phenomene entra^ne donc une derive des trajectoires et ni la decorrelation
ni la concentration d'energie permise par la transformee en ondelettes classique ne sont
pleinement atteintes. Donc, deux problemes se rajoutent aux eets de bords : la conti-
nuite du mouvement et le ltrage le long des lignes de mouvement. Il faut remarquer,
egalement, que ces problemes de ltrage le long des lignes de mouvement sont egalement
accentues dans les zones connectees et non connectees.
5.4.4.2 De la gestion des zones d'occlusion
Nous avons souligne dans la section precedente les problemes lies a l'utilisation de
ltres longs ainsi qu'a une derive permise par les implementations lifting conduisant
a une non orthogonalite de la transformation. Le ltrage temporel doit, comme on a
pu le voir dans le chapitre precedent, faire face a une gestion particulieres des zones
d'occlusions. Dans les approches 5-3 et 9-7 decrites ici ce probleme est contourne par
l'utilisation de champs de mouvement avant et arriere entre deux images. Cependant,
on a pu voir dans la section precedente que d'autres problemes induits par ces champs
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de mouvement apparaissaient. Dans l'approche 5-3 tronque, les zones multiplement
mises en correspondance engendrees par la non bijectivite des champs de mouvement
inuent egalement sur la non orthogonalite de la transformation.
Dans les deux types d'approches precedentes, aucun traitement particulier n'est
reserve aux pixels non-connectes par rapport aux pixels connectes. Dans l'approche
basee sur le ltrage de Haar et sur l'utilisation de champs de mouvement arriere uni-
quement, le me^me traitement que celui propose dans [CW99] est applique a ces pixels.
Plusieurs problemes sont lies a la methode de gestion proposee. Tout d'abord, avec cette
technique un pixel multiplement connecte de la premiere image est mis en correlation
avec le premier pixel candidat de la seconde image dans l'ordre lexicographique. Il pour-
rait e^tre plus judicieux de determiner le meilleur des candidats pluto^t que le premier
[PPB01]. Apres determination du meilleur candidat, il peut e^tre interessant de s'as-
surer de la pertinence de ltrer le pixel courant avec ce candidat. En eet, il se peut
que ce soit le meilleur mais que ce ne soit pas un bon candidat. Dans un tel cas, la
basse frequence produite peut ne pas avoir de sens et conduire a des performances de
compression et de reconstruction tres reduites. Enn, on peut remarquer que lorsque
l'on applique la technique de ltrage de Haar sur un GOF d'une taille donnee, la qualite
de reconstruction est decroissante au sein du GOF. Ce phenomene est illustre sur la
gure 5.18 pour les 5 premiers GOF de la sequence Foreman codee a 200 kbits/s.
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Fig. 5.18 { Illustration du probleme de variation de qualite de reconstruction au sein
d'un GOF avec la methode de Haar, avec les 5 premiers GOF de la sequence Foreman
codee a 200 kbits/s.
Nous avons particulierement etudie ce phenomene et determine une raison a cette
chute de qualite au sein du GOF. Nous avons tout d'abord remarque que l'image ayant
la meilleure qualite est l'image situee temporellement a l'endroit ou la basse frequence
temporelle de plus haut niveau est situee. En fait, il s'avere que les images les mieux
reconstruites sont les images contenant les basses frequences a un niveau donne. Plus
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le niveau auquel se situe la basse frequence est eleve, meilleure sera la reconstruction
de l'image correspondante (cf gure 5.18). Cette hierarchie est d'autant plus respectee
que le mouvement est important. Outre la non orthogonalite de la transfornation, l'ex-
plication de ce phenomene est notamment liee a la methode de gestion des pixels isoles
(non connectes) qui sont utilises directement comme basse frequence (apres mise a
l'echelle). Ces pixels detectes comme non connectes a un niveau donne, le restent, en
regle generale, au niveau suivant et ceci jusqu'en haut de la pyramide. De plus, comme
nous le verrons dans la section suivante le nombre de pixels non-connectes augmente
avec le niveau de decomposition temporelle. Ainsi, au plus haut niveau le nombre de
pixels (originaux) appartenant a l'image originale est tres important et ceux-ci seront
choisis prioritairement lors de l'optimisation debit-distorsion du processus de codage
des sous-bandes temporelles. Dans ce schema, a chaque etape il n'y a pas vraiment
de bonne concentration de l'energie dans les basses frequences et chacune des images
basses-frequences sera mieux reconstruite que l'image contenant les hautes frequences
associees. Par consequent, sur un GOF de taille 8 il y a un desequilibre de qualite entre
la premiere et la seconde partie du GOF. L'image 0 est bien reconstruite, puis une
chute de qualite opere jusqu'a l'image 4 qui revele un pic de qualite (cf gure 5.18).
La gure 5.19 illustre la formation des dierentes sous-bandes avec le ltrage de Haar
ainsi que le phenomene de cheminement des pixels non connectes, de l'image 0, entre
les niveaux de decomposition.
1 2 3 4 5 6 70
GOF
Pixels
non connectés
niveau 1
niveau 2
niveau 0
H3 H5H0 L4L2 L6 H7
LH2 LH6LL4
LLH4LLL0
Fig. 5.19 { Illustration du ltrage de Haar et de la gestion des pixels non-connectes
dans les basses frequences.
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5.4.4.3 Estimation de mouvement dans le domaine transforme
Un autre point faible des methodes de ltrage temporel compense en mouvement est
justement la compensation de mouvement. Le probleme intervient lorsque plusieurs ni-
veaux d'ondelettes sont appliques. Dans ce cas, une estimation de mouvement est operee
dans le domaine transforme entre les images basses frequences du niveau precedent. A ce
stade intervient deux obstacles inuant sur la qualite d'estimation de mouvement entre
ces dierentes sous-bandes. Le premier est relatif a la distance temporelle croissante
entre images a compenser. Ce probleme n'en serait pas veritablement un si le second
probleme, les pixels non-connectes, n'intervenait pas. En eet, a un niveau donne l'esti-
mation de mouvement est d'autant plus dicile que les images basses frequences entre
lesquelles est estime le mouvement sont de mediocre qualite. On a vu dans la section
suivante que chacune de celles-ci contient les pixels non-connectes du niveau precedent.
Le ltrage intervenant dans le sens du mouvement et, du fait des recouvrements de
blocs, ces me^mes pixels ont alors tres peu de chance de se connecter au niveau sui-
vant. Les experimentations montrent que le nombre de pixels deconnectes augmentent
d'au moins 20% entre deux niveaux de decomposition. Ce phenomene couple avec les
distances temporelles croissantes entre les images menent a une faible qualite de la com-
pensation de mouvement, notamment au niveau le plus haut. Enn, dans un tel cadre,
l'estimation de mouvement basee-blocs ne contribue pas a l'obtention d'un champ de
mouvement lisse souhaitable pour la phase de ltrage.
Remarque :
Il faut noter que dans l'approche utilisant le ltrage 5-3 tronque, l'estimation de mouve-
ment est toujours realisee dans le domaine original et non dans le domaine transforme.
5.4.4.4 Eet de derive : drift
Le codage base ondelettes 2D+t est motive par la scalabilite naturelle permise par
ce type de schema. Toutefois, e^tre capable de supporter des ux scalables depend a la
fois de l'organisation du train binaire et de la capacite d' evitement de l'eet de drift in-
tervenant lorsque l'information de reference, utilisee dans la prediction temporelle ou ici
dans le ltrage temporel compense en mouvement, diere entre le codeur et le decodeur.
Les schemas proposes dans ce domaine n'evitent pas le phenomene de drift intra GOF.
Lors de la phase de decomposition temporelle, les signaux originaux sont utilises pour
estimer les champs de mouvement et a chaque etape les sous-bandes passe-bas pleine
qualite qui sont utilisees. Si au moment de la transmission, le debit des sous-bandes
superieures est reduit suite aux contraintes du reseau, alors un eet de drift intervient
sur les etapes suivantes d'analyse/synthese. Ces eets peuvent contribuer a une forte
diminution de la qualite et, sont des limites a considerer dans la conception d'un schema
pleinement scalable. Dans la section 5.6, des resultats portant sur la reduction de l'eet
de drift sont donnes.
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5.4.4.5 Niveaux de decomposition spatiale adaptatifs
Dans la litterature, la majorite des approches considere une decomposition en onde-
lettes spatiale sur 3 niveaux des sous-bandes temporelles obtenues. Aucune distinction
n'est faite entre les sous-bandes passe bas et les sous-bandes passe haut. L'idee de la
phase de decorrelation spatiale est de compacter au maximum l'energie dans la basse
frequence spatiale an de permettre une meilleure compression. Il faut remarquer ce-
pendant que la quantite d'information a decorreler dans les hautes frequences tempo-
relles est moins importante que celle contenue dans la sous-bande de basse frequence.
C'est pourquoi, an d'ameliorer les performances, nous pensons que des niveaux de
decomposition spatiale dierents selon les sous-bandes temporelles doivent e^tre utilises.
Les resultats conrment l'intere^t de ces niveaux de decomposition spatiale adaptes.
5.5 Schemas proposes
Dans la section precedente, nous avons etudie trois types d'approches de decomposi-
tion spatio-temporelle et avons mene une etude portant sur dierentes proprietes de
ces schemas. Nous avons egalement souligne certains points interessants a prendre en
compte dans la conception d'un codeur video base ondelettes 2D+t. Dans cette section,
nous donnons deux nouveaux schemas de codage inspires des approches 5-3 tronque et
Haar etudiees plus haut. Il faut noter toutefois, que tous les points evoques dans l'etude
n'ont pas ete elucides mais servent de base de travail pour des developpements futurs.
Nous avons decide de nous baser sur ces deux approches au vu des resultats presentes
dans la section precedente, mais egalement du fait des proprietes de ces methodes.
Tout d'abord, ces deux methodes sont faiblement complexes par rapport aux approches
necessitant des ltres plus longs. De plus, par l'utilisation de ces methodes nous evitons
les problemes lies aux bords de GOF et n'avons ni besoin d'extension de signal, ni de buf-
fer de taille trop importante. Enn, l'approche 5-3 tronque est egalement interessante
par le fait qu'elle permet d'eviter les problemes d'estimation de mouvement dans le
domaine transforme. Dans la suite, nous decrivons en details les deux approches pro-
posees.
5.5.1 Une nouvelle approche basee Haar : NHC
La gure 5.20 illustre l'architecture globale du codeur base sur le ltre de Haar que
nous proposons ici. Dans la suite, ce codeur sera note NHC (pour New Haar Codec).
5.5.1.1 Vue d'ensemble
Nous avons tout d'abord ameliore les performances du schema original en appliquant
dierents niveaux de decomposition spatiale entre les dierentes sous-bandes tempo-
relles. Ainsi, 3 niveaux sont appliques sur la sous-bande passe bas temporelle alors que
2 niveaux seulement sont utilises pour les hautes frequences. Nous avons egalement
decide de modier le mecanisme de ltrage temporel an de limiter les problemes de
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Fig. 5.20 { Schema de principe du codeur NHC.
qualite lies a l'estimation de mouvement decrit dans la section precedente. Enn, nous
avons integre la possibilite de faire de la prediction Inter-Gof.
5.5.1.2 Une nouvelle architecture de ltrage
L'idee premiere de cette nouvelle architecture etait d'obtenir une distance tempo-
relle plus faible entre les sous-bandes a compenser a chaque niveau. On peut ainsi
obtenir une meilleure estimation/compensation de mouvement tirant parti de la ges-
tion des pixels non connectes dans les images basses frequences. En eet, du fait que
les pixels originaux passent au travers des niveaux de decomposition, les images, entre
lesquelles est appliquee l'estimation de mouvement, deviennent plus proches. Pour ce
faire, nous avons decide de placer la basse frequence temporelle nale au centre du
GOF. La gure 5.21 illustre ce nouveau mecanisme. Ici les champs de mouvement sont
des champs avant sur la premiere moitie du GOF et des champs arriere sur la seconde.
Ce processus permet de limiter le nombre de pixels non-connectes a chaque niveau et
fournit donc de meilleures basses frequences. Enn, la distance sur laquelle porte le
ltrage est d'au plus quatre images dans une direction ou dans l'autre. Dans la section
5.6, nous montrons l'amelioration de qualite permise par cette nouvelle architecture
vis-a-vis de l'architecture de ltrage classique.
Remarque :
Le placement de la basse frequence au centre du GOF entra^ne une augmentation de
la qualite au centre du GOF avec des bords de moins bonne qualite. An de limiter
cet eet nous avons pondere les sous-bandes hautes frequences situees aux extremites
pour favoriser leur contribution dans l'optimisation debit-distorsion d'EBCOT-3D.
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Fig. 5.21 { Nouvelle structure de ltrage temporelle compensee en mouvement basee
Haar.
5.5.1.3 Prediction Inter-Gof
Nous avons egalement rajoute la possibilite d'une prediction Inter-GOF au systeme
de codage. On distingue alors deux types de GOF : Intra et Inter. Le mecanisme de
prediction temporelle necessite un champ de mouvement supplementaire et est realise
en boucle fermee an de prevenir certains eets de derive Inter-GOF. La prediction
en boucle fermee peut-e^tre realisee en prenant comme information de reference une
image (sous-bande) decodee a un debit plus faible, comme dans les couches basses
d'une representation scalable classique.
Apres le codage d'un GOF Intra, la basse frequence temporelle est reconstruite
a l'encodeur par une phase de decodage et de synthese temporelle. Cette sous-bande
reconstruite est ensuite utilisee comme information de reference dans la compensation
de mouvement de la sous-bande basse frequence temporelle du GOF suivant (Inter).
La DFD (Displaced Frame Dierence) issue de cette prediction est ensuite substituee
a la sous-bande basse frequence du GOF Inter. Comme pour les hautes frequences, la
DFD subit 2 niveaux de decomposition spatiale. Au decodeur, le processus inverse est
realise an de reconstruire la sous-bande basse frequence du GOF puis la transformation
inverse est executee.
Remarque :
An de reduire les hautes frequences du^s aux eets blocs, nous appliquons un ltre
passe-bas sur l'image compensee avant de proceder a la dierence avec la sous-bande
basse frequence du GOF precedent.
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5.5.1.4 Structure du train binaire
Le train binaire relatif a un GOF est ensuite agence de maniere simple (cf gure
5.22). Les informations de mouvement precedent le train binaire scalable fournit par
EBCOT-3D. Lors de la formation des couches de qualite, chacune des sous-bandes
temporelles apparaissent par ordre d'importance. Chacun des trains binaires de chaque
GOF est ensuite nement scalable jusqu'a la zone contenant les champs de mouvement
mis a la suite l'un de l'autre. L'ideal serait de pouvoir avoir un champ de mouvement
scalable permettant de repartir de maniere optimale les informations de mouvement
et de texture dans le train binaire nal. Le train binaire obtenu est scalable en debit,
temporellement et spatialement.
de mouvement
Informations
Sous−bandes 2D+t
Train binaire scalable
Informations
de texture
M
V
0
. . . M
V
n
Champs de mouvement
Train Binaire correspondant à un GOF
Fig. 5.22 { Train binaire relatif a un GOF dans le codeur NHC.
5.5.2 L'approche basee 5-3 tronque : TLC
La gure 5.20 illustre l'architecture globale du codeur base sur le ltre 5-3 tronque
que nous proposons ici. Dans la suite, ce codeur sera note TLC (pour Truncated Lifting
Codec).
5.5.2.1 Vue d'ensemble
De la me^me facon que pour le codeur NHC nous appliquons des niveaux de decomposi-
tion spatiale dierents entre les sous-bandes hautes et basses frequence temporelles :
3 pour la sous-bande passe-bas et 2 pour les sous-bandes passe-haut. Deux options
additionnelles ont egalement ete rajoutees. La premiere concerne le rajout d'une pos-
sibilite de prediction temporelle entre la premiere et la derniere image du GOF. An
d'ameliorer la qualite, l'utilisation d'une boucle fermee et le codage d'un residu est
egalement integre dans le systeme de codage.
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Fig. 5.23 { Schema de principe du codeur TLC.
5.5.2.2 Prediction temporelle en boucle fermee
Dans le schema original, les images se trouvant aux extremites du GOF sont codees
separement en mode Intra avec le codeur EBCOT, puis les sous-bandes hautes frequences
sont, quant a elles, codees simultanement avec EBCOT-3D. Remarquant l'impact de
la qualite des images extre^mes sur la qualite de reconstruction du GOF entier, nous
avons decide d'integrer la possibilite de predire la derniere image du GOF a partir de
la premiere image.
L'algorithme exact est le suivant. La premiere image de la sequence est codee et
decodee separement (en mode Intra). Au moment du codage du premier GOF, cette
image codee/decodee sert de reference pour la prediction de la derniere image du GOF.
La DFD est ensuite codee/decodee et transmise. Cette image reconstruite ainsi que
la premiere image du GOF servent ensuite pour la phase de ltrage temporel. An
d'ameliorer la qualite de la derniere image qui servira pour le ltrage du suivant, nous
codons un residu supplementaire representant la dierence entre la derniere image du
GOF originale et sa version reconstruite. Ce residu ainsi que les sous-bandes hautes
frequences sont ensuite donnees a EBCOT-3D. Le processus est ensuite repete pour
le prochain GOF en prenant la derniere image reconstruite du GOF precedent comme
premiere image du nouveau GOF.
Avec cette architecture nous considerons un debit minimal pour la couche de base
qui sera toujours compatible avec les contraintes de bande passante variables du reseau.
Cette pseudo couche de base est codee/decodee du co^te source et le signal recons-
truit sert de reference a l'estimation de mouvement et au ltrage temporel. Cette
decompostion temporelle compensee en mouvement en boucle fermee contribue a reduire
les eets de drift.
Resultats 175
5.5.2.3 Structure du train binaire
La structure du train binaire correspondant a un GOF est dierente ici (cf gure
5.24). Les informations relatives a la couche de base sont tout d'abord placees dans
le train binaire. On y retrouve le champ de mouvement entre la premiere image et la
derniere image du GOF, suivi du train binaire scalable de la DFD. Ensuite, viennent
les informations de la couche d'amelioration qui elles se composent des champs de
mouvement necessaires au ltrage temporel, suivies du train binaire scalable des sous-
bandes hautes frequences et du residu issu de EBCOT-3D. La structure nale choisie
fournit naturellement une scalabilite temporelle. La scalabilite en resolution est obtenue
en tronquant de maniere appropriee dans les deux sous-trains binaires correspondant
respectivement a la derniere image du GOF et aux sous-bandes hautes frequences.
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Fig. 5.24 { Train binaire relatif a un GOF dans le codeur TLC.
5.6 Resultats
5.6.1 Congurations
Nous donnons ici les resultats des experimentations menees avec les deux codeurs
NHC et TLC. Une version du codeur NHC utilisant la technique de ltrage originale est
egalement proposee. Ces resultats servent a montrer l'intere^t des choix realises. Nous
rappelons que l'estimation de mouvement est eectuee avec une precision pixelique et
que la taille de la fene^tre de recherche, pour les resultats donnes ici, est xee a 16.
Les resultats obtenus sont ensuite compares aux codeurs MPEG-4 part 2 ainsi qu'au
codeur H.264 (MPEG-4 part 10). Le codeur MPEG-4 part 2 utilise est le codeur Mo-
musys utilisant une estimation de mouvement au 1/2 pixel ainsi qu'une compensation
avec recouvrement de blocs (OBMC: Overlapped Block Motion Compensation), la taille
de la fene^tre de recherche est xee a 32. La regulation de debit opere sur le long terme
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et conduit, potentiellement, a de fortes variations de debit (i.e. des rafales). Le codeur
H.264 integre quant a lui une estimation de mouvement au 1/4 de pixels, une fene^tre
de taille 32 et le mecanisme d'optimisation debit-distorsion a posteriori est active. Une
methode de regulation a ete activee pour les simulations.
Nous avons teste les me^mes sequences que dans la section 5.4.3, a savoir : Hall,
Foreman, Mother and daughter, Coastguard, Mobile and calendar, Flower garden et
Tempete. Ces sequences sont au format CIF PAL (352 288) avec une frequence de 15
Hz. Toutes les sequences decodees possedent 85 images. Les experimentations ont ete
realisees pour 5 debits cibles : 100, 140, 200, 256 et 500 kbits/s .
5.6.2 Performances
Les tableaux 5.5, 5.6, 5.7, 5.8, 5.9 and 5.10 illustrent respectivement les PNSR
moyen obtenus avec:
{ l'approche NHC basee sur la structure de ltrage de Haar originale,
{ l'approche NHC sans mode Inter,
{ l'approche NHC incluant le mode Inter avec une frequence de 2 (i.e. un GOF
Inter tous les deux GOFs),
{ l'approche TLC,
{ le codeur MPEG-4 part 2 Momusys,
{ le codeur H.264 JM 2.1.
Il faut noter que certains debits n'ont pu e^tre atteints pour certaines sequences
avec le codeur MPEG-4. En eet, selon l'activite de la sequence la mise au maximum
des parametres de quantication ne susent pas a l'obtention de certaines gammes de
debit.
NHC (ltrage classique)
Debit (kbits/s) 100 140 200 256 500
Hall 32.41 34.20 35.90 37.05 38.77
Foreman 30.02 31.28 32.52 33.45 35.67
Mother 36.19 37.48 38.83 39.84 42.05
Coastguard 26.20 27.03 27.97 28.71 30.51
Mobile 20.49 21.35 22.31 22.96 24.81
Flower 21.74 22.72 23.67 24.52 26.48
Tempete 24.77 25.71 26.69 27.40 29.29
Tab. 5.5 { PSNR moyen obtenu pour les 7 sequences aux debits de 100, 140, 200, 256
et 500 kbits/s avec le codeur NHC avec la structure de ltrage classique (mode Intra).
Resultats 177
NHC (Intra)
Debit (kbits/s) 100 140 200 256 500
Hall 32.45 34.24 35.97 37.04 38.73
Foreman 30.41 31.63 32.83 33.72 35.84
Mother 36.34 37.64 38.99 39.96 42.02
Coastguard 26.48 27.28 28.11 28.84 30.58
Mobile 20.87 21.72 22.72 23.34 25.08
Flower 21.83 22.89 23.81 24.63 26.57
Tempete 25.04 25.96 26.91 27.61 29.37
Tab. 5.6 { PSNR moyen obtenu pour les 7 sequences aux debits de 100, 140, 200, 256 et
500 kbits/s avec le codeur NHC incluant la nouvelle structure de ltrage (mode Intra).
NHC (Inter)
Debit (kbits/s) 100 140 200 256 500
Hall 33.48 35.08 36.61 37.50 39.03
Foreman 30.54 31.70 32.93 33.80 35.90
Mother 36.89 38.14 39.43 40.34 42.32
Coastguard 26.34 27.16 28.03 28.72 30.52
Mobile 21.17 22.01 22.97 23.57 25.29
Flower 21.89 22.90 23.87 24.60 26.58
Tempete 25.33 26.25 27.16 27.84 29.56
Tab. 5.7 { PSNR moyen obtenu pour les 7 sequences aux debits de 100, 140, 200, 256 et
500 kbits/s avec le codeur NHC incluant la nouvelle structure de ltrage (mode Inter).
TLC
Debit (kbits/s) 100 140 200 256 500
Hall 33.10 34.61 36.15 37.12 39.34
Foreman 30.17 31.38 32.60 33.53 36.30
Mother 36.61 37.79 39.18 40.09 42.95
Coastguard 25.49 26.30 27.35 28.10 30.49
Mobile 20.96 21.87 22.78 23.48 26.02
Flower 21.20 22.05 23.23 24.01 26.85
Tempete 25.25 26.06 27.07 27.88 30.40
Tab. 5.8 { PSNR moyen obtenu pour les 7 sequences aux debits de 100, 140, 200, 256
et 500 kbits/s avec le codeur TLC.
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MPEG-4 part 2
Debit (kbits/s) 100 140 200 256 500
Hall 31.80
a
33.11 34.45 35.26 37.45
Foreman X 30.08 31.95 32.94 35.97
Mother 35.06 36.75 38.30 39.29 41.30
Coastguard X X 27.11 28.46 30.99
Mobile X X X 23.55 26.90
Flower X X 23.57
b
24.42 27.08
Tempete X 25.76
c
26.77 27.84 30.53
Tab. 5.9 { PSNR moyen obtenu pour les 7 sequences aux debits de 100, 140, 200, 256
et 500 kbits/s avec le codeur video MPEG-4.
a
debit reel : 110 kbits/s.
b
debit reel : 210 kbits/s.
c
debit reel : 165 kbits/s.
H.264 JM 2.1
Debit (kbits/s) 100 140 200 256 500
Hall 36.44 37.62 38.62 39.21 40.86
Foreman 32.78 34.30 35.83 36.86 39.76
Mother 39.36 40.72 42.08 42.93 45.08
Coastguard 27.39 28.37 29.45 30.25 32.69
Mobile 24.25 26.01 27.63 28.73 31.32
Flower 23.58 24.96 26.44 27.49 30.26
Tempete 28.08 29.41 30.81 31.70 34.22
Tab. 5.10 { PSNR moyen obtenu pour les 7 sequences aux debits de 100, 140, 200, 256
et 500 kbits/s avec le codeur video H264.
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Fig. 5.25 { Illustration de l'intere^t de la nouvelle architecture de ltrage dans le codeur
NHC.
5.6.3 Analyse
5.6.3.1 NHC : intere^t de la nouvelle structure de ltrage
Les resultats donnes dans les tables 5.5 et 5.7 montrent que l'utilisation de la nou-
velle structure de ltrage temporel permet d'ameliorer les resultats. Le gain varie d'une
sequence a l'autre en fonction de la quantite de mouvement. Plus le mouvement est im-
portant, plus le gain est signicatif. La gure 5.25 illustre les performances respectives
des deux methodes sur la sequence Mobile and calendar a 200 kbits/s.
5.6.3.2 NHC : intere^t de de la prediction Inter-GOF
Les tables 5.6 et 5.7 representant respectivement le codeur NHC sans et avec mode
Inter, montrent le gain substantiel permis par l'utilisation de la prediction Inter-GOF.
La gure 5.26, donnant les performances du codeur NHC dans les deux modes de
codage sur la sequence Tempete a 140 kbits/s, illustre l'amelioration obtenue avec le
mode Inter.
5.6.3.3 TLC versus 5-3 tronque
Les tables 5.2 et 5.8 donnent respectivement les PSNR moyens obtenus avec les
approches 5-3 tronque originale et le codeur TLC. On peut voir ici que l'approche
TLC s'avere egalement signicativement superieure a l'approche 5-3 tronquee n'in-
cluant pas la boucle fermee, ni le codage de residu, ni la dierenciation de niveaux de
decompositions spatiales entre les sous-bandes hautes et basses frequences. La gure
5.27 illustre les performances des deux codeurs sur la sequence Foreman a 140 kbits/s.
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Fig. 5.26 { Illustration de l'intere^t d'utilisation de GOF Inter dans le codeur NHC.
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Fig. 5.27 { Illustration du gain apporte par l'approche TLC par rapport a l'approche
5-3 tronque originale.
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5.6.3.4 Comparaisons
Au vu des resultats donnes dans les tables 5.8, 5.7, 5.10 et 5.9, on peut observer
que les codeurs NHC et TLC proposes orent des performances comparables. Celles-
ci surpassent tres nettement le codeur MPEG-4 a bas debit. Les resultats obtenus
restent cependant inferieurs a ceux de H.264. Il faut toutefois noter que la complexite
des codeurs videos MPEG-4 et H.264 est tres nettement superieure a celle des deux
codeurs proposes. Il faut remarquer egalement que H.264 code la premiere image en
Intra avec un debit tres eleve (cf gures 5.31et 5.32). Dans les sequences avec peu
de mouvement utilisees ici, cette image Intra fait rapidement gagner plusieurs dB sur
toute la sequence. Nous n'avons pas integre ce type de mecanisme dans nos codeurs
video. Enn, les solutions que nous proposons sont nement scalables contrairement
aux approches MPEG-4 et H.264.
Nous donnons ici quelques courbes an d'illustrer les PSNR obtenus au cours du
temps pour certaines sequences avec les approches : NHC, TLC, MPEG-4 part2, H.264
JM2.1. Nous illustrons ici les sequencesMother and daughter a 100 kbits/s (gure 5.28),
Foreman a 140 kbits/s (gure 5.29), Coastguard a 200 kbits/s (gure 5.30), Flower
garden a 256 kbits/s 5.31 et Hall a 500 kbits/s (gure 5.32).
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Fig. 5.28 { Sequence Mother and daughter a 100 kbits/s avec les 4 approches : NHC,
TLC ,MPEG-4 part 2 et H.264 JM 2.1.
5.6.4 Scalabilite
Les deux codeurs proposes ici sont scalables en resolution temporelle, en resolution
spatiale et en qualite. Les scalabilites spatiales et temporelles sont dicilement illus-
trables et les bases de comparaison pertinentes sont diciles a determiner. Concernant
la scalabilite SNR, il faut noter que pour le codeur NHC les resultats fournis dans la
table 5.6 ont ete obtenus a partir d'un seul ux decode aux 5 debits etudies (i.e. 100,
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Fig. 5.29 { Sequence Foreman a 140 kbits/s avec les 4 approches : NHC, TLC ,MPEG-4
part 2 et H.264 JM 2.1.
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Fig. 5.30 { Sequence Coastguard a 200 kbits/s avec les 4 approches : NHC, TLC
,MPEG-4 part 2 et H.264 JM 2.1.
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Fig. 5.31 { Sequence Flower garden a 256 kbits/s avec les 4 approches : NHC, TLC
,MPEG-4 part 2 et H.264 JM 2.1.
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Fig. 5.32 { Sequence Hall a 500 kbits/s avec les 4 approches : NHC, TLC ,MPEG-4
part 2 et H.264 JM 2.1.
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140, 200, 256 et 500). Les resultats obtenus pour la scalabilite SNR avec le codeur TLC
sont sous-optimaux puisqu'aucune optimisation debit-distorsion globale n'est eectuee
entre le debit alloue a la couche de base et celui alloue a la couche d'amelioration.
5.7 Perspectives
Les resultats precedents montrent que les systemes de codage bases sur des sous-
bandes 2D+t sont devenus des alternatives viables aux systemes traditionnels bases
sur des schemas de prediction temporelle hybride. De nombreuses voies sont encore
totalement ouvertes dans la denition de ces mecanismes de codage nouvelle generation.
Nous presentons ici diverses voies interessantes et envisagees a plus ou moins long terme
concernant les dierentes briques des algorithmes de compression presentes dans les
sections precedentes.
5.7.1 Mouvement
Concernant la phase d'estimation/codage de mouvement, plusieurs points sont a
l'etude. Une estimation de mouvement sous-pixelique permettant, de plus, l'obten-
tion de champs de mouvement plus lisses semble interessante. Le but ici est de reduire
le nombre de pixels non connectes qui inuent sur les performances de compression tant
au niveau de l'orthogonalite mais egalement dans le processus me^me de codage base
EBCOT. En eet, on peut observer que ce type de pixels entraine un comportement
non souhaitable de la part d'EBCOT qui tente de coder prioritairement ces pixels.
Une premiere etape de compensation de mouvement globale du GOF entier
suivie d'une estimation de mouvement locale (basee-blocs) peut egalement contribuer a
reduire l'energie residuelle dans les hautes frequences temporelles et le cou^t de codage
de l'information de mouvement.
Des gains signicatifs peuvent egalement e^tre esperes du co^te de la compression
des champs de mouvement. L'utilisation d'un algorithme de codage arithmetique
adaptatif base-contextes dans l'esprit de l'algorithme CABAC (Context-based Adaptive
Binary Arithmetic Coding) [MBHW01] devrait permettre une diminution signicative
du cou^t du mouvement et donc une amelioration potentielle de la qualite de l'infor-
mation de mouvement. Dans ce cadre, l'utilisation de contextes dans la dimension
temporelle permettant d'exploiter les correlations entre champs de mouvement peut
egalement e^tre envisagee.
Enn, la denition de champs de mouvement scalables est une voie attrayante
dans l'objectif d'un schema de codage pleinement scalable. Une exploitation intelli-
gente de cette information dans la phase de transformation spatio-temporelle devrait
permettre de reduire substantiellement les problemes de derive intra-GOF.
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5.7.1.1 Transformation spatio-temporelle
La phase de transformation spatio-temporelle compensee en mouvement est la phase
qui semble la plus ouverte en terme de recherche. Dierents points sont evoques ici.
Cette phase est directement correlee avec la phase d'estimation/codage du mouve-
ment. Ainsi, en suite directe des perpectives liees au mouvement l'idee est d'etendre la
transformation dans la dimension temporelle a la prise en compte de mouvement sous-
pixelique. La reversibilite de la transformation est evidemment l'objectif dans cette
extension.
Nous considerons qu'une des principales perspectives concernant la phase de trans-
formation spatio-temporelle reside dans la mise en oeuvre de schema de ltrage dy-
namique permettant d'adapter la taille des ltres utilises a la celle du support. Cette
notion de taille de ltre adaptative peut intervenir a dierents niveaux.
Nous avons fait le choix ici d'utiliser des GOF de taille xe et limitee. Nous envi-
sageons l'utilisation de GOF de taille variable determinee, par exemple, par le nombre
de pixels non connectes. L'utilisation de ltres de taille adaptative facilite la mise en
oeuvre de ce type mecanisme.
Il est egalement possible d'utiliser au sein d'un GOF des ltres de taille dierente
selon l'activite d'une zone spatiale donnee. Dans le cas de zones tres mobiles, des ltres
courts peuvent e^tre preferables a des ltres plus longs convenant mieux aux zones
immobiles.
A l'instar de ce qui est fait dans la dimension spatiale, la multiplication du nombre
de niveaux dans la transformation temporelle doit tenir compte de la taille du support.
En eet, l'utilisation d'un banc de ltre 9-7 sur 3 niveaux pour une petite image de taille
16x16 n'aurait aucun sens. L'idee ici est de reduire la taille des ltres en fonction du
niveau et donc de la taille du support. Ces solutions peuvent permettre une reduction
des eets de bords du^s au repliement de spectre sur les bords.
Lorsque plusieurs niveaux d'ondelettes temporelles sont appliques, une phase d'es-
timation de mouvement dans le domaine transforme est realisee. Toutefois, du fait des
traitements associes aux pixels non connectes dans les niveaux precedents et de l'allon-
gement des distances (temporelles )inter images, les champs de mouvement deviennent
de plus en plus heterogenes. L'heterogeneite ainsi que leur discutable pertinence sont
des limites aux performances de compression. L'approche simple retenue ici consistait
a minimiser la distance entre les sous-bandes de basses frequences a ltrer au plus haut
niveau. Nous pensons que la denition d'un critere permettant de prendre la decision
quant a l'utilisation pertinente ou non d'une compensation en mouvement
entre deux images, pourrait conduire a une amelioration des performances. Le critere
pourrait e^tre un simple seuil portant sur le nombre de pixels non connectes.
Une approche dierente, mais proche, pourrait ne prendre en compte le mouve-
ment que dans les zones interessantes. La decision pourrait e^tre prise suivant un critere
d'EQM ou de DFD. Par le biais de cette technique des zones assimilables a des \ma-
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croblocs" Intra peuvent e^tre integrees.
Enn, l'utilisation d'un schema de ltrage temporel base sur la notion de lignes
de mouvement proposee dans [XXLZ01] nous parait attrayante. L'idee est toutefois
dierente puisqu'il n'est pas envisage d'appliquer des ltres de maniere glissante. Il n'est
donc pas necessaire d'avoir un buer de taille importante et par consequent aucune la-
tence supplementaire n'est ajoutee. La solution envisagee consiste, apres formation des
lignes de mouvement d'utiliser des ltres de taille adaptative selon la taille de ces
lignes de mouvement. Ce schema nous permet directement de ltrer dieremment les
zones en fonction de leur mobilite. De plus, le ltrage retrouve tout son sens puisque ce
sont bien les elements d'un me^me support qui serviront a la production des coecients
de hautes et basses frequences. Enn, une determination des lignes de mouvement perti-
nentes doit e^tre mis en oeuvre. L'integration de zones Intra est parfaitement compatible
avec cette approche.
5.7.1.2 Codage des sous-bandes spatio-temporelles
Dans la version actuelle du codeur TLC, le debit alloue a la couche de base est
xe a priori en proportion du debit total. Une amelioration envisagee est la denition
d'un mecanisme d'optimisation debit-distorsion globale permettant de repartir
de maniere optimale le debit entre la pseudo-couche de base et la couche d'amelioration
dans le codeur TLC. Ce mecanisme rendra plus aisee l'obtention d'une pleine scalabilite
en debit pour ce codeur. Il pourrait e^tre integre dans le codeur EBCOT-3D.
Dans le schema utilise ici, chacun des coecients des sous-bandes spatio-temporelles
est quantie a l'aide d'un quanticateur scalaire uniforme integrant une zone morte. Il
est envisage d'etudier d'autres types de quantication comme par exemple une quan-
tication basee treillis (TCQ) prenant en compte les modeles statistiques des sous-
bandes sous-jacentes. L'etude d'une quantication adaptee aux dierents types de co-
ecients, en fonction de leur appartenance ou non aux zones d'occlusion, est egalement
envisage. La prise en compte de cette information de quantication dans la denition
des contextes denis dans EBCOT-3D devrait permettre une amelioration des perfor-
mances. Enn, l'ajout de contextes dans la dimension temporelle est egalement
une piste envisagee.
Remarque:
Nous pensons que dans la conception de ce type de schema de codage, il pourrait e^tre
interessant de modeliser les biais introduits par la non orthogonalite de la transforma-
tion an de permettre leur prise en compte dans la phase de codage entropique ou de
quantication menant ainsi a une sorte d'orthogonalisation a posteriori.
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5.8 Conclusion
Plusieurs schemas de ltrage compense en mouvement ont ete proposes dans la
litterature a des ns de codage video base sur des ondelettes 2D+t. Dans ce chapitre,
nous proposons la conception d'un nouveau schema adapte a la compression bas debit.
Dans ce schema, le mouvement est estime par un algorithme hierarchique base sur des
blocs de taille variable. Le cou^t du mouvement est regule par l'utilisation d'un quadtree
contraint en debit. Nous avons propose ensuite une etude portant sur dierents schemas
d'analyse temporelle. Dans cette etude, l'accent est porte sur les modeles de mouvement
ainsi que sur les tailles de ltres temporels. L'etude menee a aussi pour but de souli-
gner les limites des approches classiques et d'ouvrir d'eventuelles voies de recherches.
Suite aux resultats de cette etude, nous avons propose ici deux nouveaux schemas de
codage scalable a grain n. La scalabilite est obtenue par l'extension du codeur EB-
COT a la dimension temporelle, pour le codage des sous-bandes spatio-temporelles.
Les performances des codeurs proposes ont ete comparees a celles obtenues avec les
codeurs MPEG-4 et H.264. Les nouveaux codec proposes ont des performances signi-
cativement superieures a celles de MPEG-4 mais restent inferieures a celles obtenues
avec H.264. Il faut toutefois noter que la complexite des codeurs MPEG-4 et H.264 est
tres nettement superieure a celle de nos codeurs. Enn, les algorithmes proposes sont
pleinement scalables ce qui n'est pas le cas des codeurs standards.
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L'etude menee durant ces travaux de these s'incrit dans la problematique de la trans-
mission de donnees video temps-reels sur reseau de paquets de type Internet. Dans ce
cadre, nous nous sommes, tout d'abord, attaches a la partie reseau en proposant des
methodes de contro^le de congestion et de regulation de debit dediees aux transmissions
multimedia en mode point-a-point et multipoint. Dans un second temps, an d'appro-
fondir le couplage entre la source et le reseau nous avons propose la conception d'un
algorithme de codage scalable a granularite ne dans le but de pouvoir adapter de
maniere plus precise le debit de la source video. Nous faisons ici la synthese des contri-
butions apportees dans cette these, puis donnons quelques perspectives d'evolution de
ces travaux.
5.9 Synthese
Plusieurs points complementaires ont ete abordes dans cette these. Nous les parti-
tionnons en trois classes : contro^le de congestion pour la transmission video en mode
point-a-point, contro^le de congestion pour la transmission video multipoint en couches
et codage video scalable nouvelle generation.
Contro^le de congestion pour transmission video point-a-point
{ Nous avons propose dans la premiere partie de la these un nouveau protocole
de contro^le de congestion TCP-compatible base sur RTP prenant en compte, a
la dierence des protocoles classiques, les caracteristiques des ux multimedia
(paquets de tailles variables, delais,...) transportes.
{ Un modele global de regulation de debit considerant les modeles de delais de
la source ainsi que les contraintes de delais de bout-en-bout de ux temps-reels,
pour la transmission de video sur l'Internet, a ete couple avec le nouveau protocole
TCP-compatible propose.
{ Le modele a ete valide par un nombre eleve d'experimentations realisees sur l'In-
ternet entre divers sites. On observe que ce modele permet de reduire de maniere
signicative le nombre de retards de paquets. Il permet ainsi d'ameliorer la qualite
du signal decode, tout en maximisant l'utilisation de la bande passante disponible.
{ Les performances ont encore pu e^tre ameliorees en introduisant une nouvelle
strategie d'adaptation de la frequence temporelle de la source (reduction du
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nombre d'images codees par seconde) permettant d'obtenir un meilleur compro-
mis entre frequence temporelle et PSNR, et ceci me^me en presence de contraintes
de debits tres variables. Les performances obtenues, en considerant de faibles
delais de mise en buer, sont comparables aux quelques approches proposees
dans la litterature pour des delais plus de dix fois superieurs.
{ Malgre le fait que cet algorithme ait ete valide avec un codec video H.263+,
l'approche a ete concue avec pour objectif l'utilisation de codecs video scalables
a grain n (FGS). Les mecanismes peuvent donc s'etendre aisement a ce type de
codeur video.
Contro^le de congestion pour transmission video multipoint en couches
{ Un nouvel algorithme de contro^le de debit multicast hybride oriente emetteur-
recepteur prenant en compte les caracteristiques debit-distorsion de la source, a
ete propose dans un second temps.
{ L'algorithme s'appuie sur un mecanisme d'aggregation distribue des rapports des
recepteurs dans les noeuds du reseau, permettant une classication des recepteurs
en fonction du taux de pertes et de la bande passante estimes sur leur lien.
Cet algorithme est, de plus, couple a un systeme de transmission video FGS
multicouche permettant une adaptation plus aisee du nombre de couches et de
leurs debits respectifs.
{ Les informations collectees par la source sont injectees dans un mecanisme de
selection du nombre de couches a emettre, de leurs debits et de leurs eventuels
niveaux de protection. La decision se caracterise par la prise en compte explicite
de la qualite percue par chaque recepteur. Elle cherche alors a maximiser la qualite
globale percue par l'ensemble des recepteurs.
{ Plusieurs criteres d'estimation de bande passante, par les recepteurs, ont ete
etudies. Les resultats, obtenus avec le simulateur de reseau NS2, montrent que
le couple (taux de pertes, estimation de bande passante TCP-compatible), utilise
comme variable discriminante dans le mecanisme de classication, conduit a la
meilleure qualite globale.
{ Le protocole ainsi obtenu se comporte de maniere equitable avec TCP en terme
de partage de bande passante.
Codage video nement scalable nouvelle generation
{ Dans cette partie de la these, nous avons propose la conception d'un nouveau
schema de codage video nement scalable adapte a la compression bas debit. Ce
schema de codage se base sur l'utilisation d'une decomposition en ondelettes dans
les dimensions spatiale et temporelle (2D+t). Nous avons propose une architecure
de codage video complete.
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{ An de mieux exploiter les correlations temporelles l'information de mouvement
est utilisee dans la phase de ltrage. Le mouvement est estime par un algorithme
hierarchique basee sur des blocs de taille variable et stocke dans quadtree de vec-
teurs mouvement. Ces techniques basees sur l'utilisation de quadtree permettent
notamment d'aner l'estimation dans les zones de l'image ou le mouvement
necessite une precision spatiale accrue. Elles permettent, de plus, de reguler le
cou^t du mouvement de maniere optimale au sens debit-distorsion.
{ Une etude a ensuite ete menee sur la problematique de l'analyse spatio-temporelle
compensee en mouvement. Dans cette etude, l'accent est porte sur les modeles de
mouvement ainsi que sur les tailles de ltres temporels. L'etude menee a aussi pour
but de souligner les limites des approches classiques et d'ouvrir d'eventuelles voies
de recherches. Les problemes induits, par la gestion des zones d'occlusion, sur les
performances de la phase de decorrelation temporelle ont egalement ete abordes.
Nous avons evoque, ensuite, les problemes de drift inherent aux mecanismes de
codage bases sur des decompositions en ondelettes 2D+t. L'intere^t d'un nombre de
niveaux de decomposition spatiale adapte aux types de sous-bandes temporelles
est egalement aborde.
{ Cette etude nous a mene a proposer deux nouveaux schemas de codage nement
scalables bas debit utilisant des schemas de ltrage temporel dierents. Nous
avons propose une nouvelle architecture de ltrage basee sur le ltre de Haar
permettant de limiter certains problemes determines dans l'etude. L'integration
d'un mecanisme de prediction Inter GOF a ete propose. Nous avons propose
egalement l'utilisation d'un boucle fermee permettant de limiter les eets de drift.
{ Les sous-bandes spatio-temporelles sont alors codees avec le codeur EBCOT-3D
prenant en compte la dimension temporelle dans sa phase d'optimisation debit-
distorsion. Ce codeur entropique nous fournit alors un train binaire nement
scalable temporellement, SNR et en resolution.
{ Nos nouveaux codecs exhibent des performances signicativement superieures a
celles de MPEG-4 mais restent inferieures a celles obtenues avec H.264. Il faut
toutefois noter, toutefois, que la complexite des codeurs MPEG-4 et H.264 est
tres nettement superieure a celle de notre schema et que, de plus, les algorithmes
proposes ici sont, quant a eux,nement scalables.
5.10 Perspectives
La premiere perspective de ces travaux est naturellement l'integration du schema de
codage nement scalable nouvelle generation developpe dans les cha^nes de transmission
unicast ou multicast proposees. De cette maniere, la cha^ne de communication video
complete sera developpee.
Le mecanisme de contro^le de ux developpe en mode point-a-point considere des
applications fortement interactives. Un perspective pourrait e^tre l'extension de ces tra-
vaux aux applications de diusion video de type streaming. Dans ce cadre, le couplage
des algorithmes proposes avec le concept de \pre-chargement"(ou prefetching) semble
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interessant en vue de fournir une meilleure qualite de service. Le concept de \pre-
chargement" s'inspire du fait qu'au cours d'une session, il existe des periodes breves
pendant lesquelles il peut y avoir des excedents de bande passante. Ainsi, en tirant
partie des larges capacites de stockage des PCs ou stations de travail, le client peut
alors \pre-charger" des portions de ux video durant ces periodes. Il est egalement
possible ici d'utiliser des mecanismes de demande de retransmission des paquets per-
dus. Enn, le couplage de tous les mecanismes precedents avec l'idee de ralentissement
et d'acceleration de la diusion aux clients, evoquee dans [SFG01], devrait permettre
d'obtenir un systeme de diusion video sur l'Internet TCP-compatible et orant une
tres bonne qualite de service.
Le protocole de contro^le de ux et de congestion pour la transmission multipoint
de ux video en couches que nous avons propose, fait l'hypothese d'un codage tandem.
C'est a dire que l'on considere qu'il y a separation entre le codage de source et le codage
de canal. Par consequent, la metrique utilisee, dans la determination de la repartition de
debit entre couches, an de maximiser la qualite globale percue par les clients n'est plus
adaptee a l'utilisation de codage conjoint source-canal. Une approche envisagee dans
ce domaine est l'utilisation de transformations sur des bases de fonctions redondantes
(par exemple: bancs de ltres sur-echantilonnes), qui permettent un couplage direct de
la redondance avec le signal. L'extension de notre algorithme d'optimisation globale a
ce type de codage n'est pas directe et necessite une reformulation du probleme.
Les approches proposees ici font l'hypothese d'un reseau Internet \best-eort". Si cet
objectif est incontournable, il est neanmoins interessant de considerer comme objectif
secondaire la conception d'un algorithme qui s'accomode, voire exploite, a son avantage
les avancees dans l'ore de qualite de service du reseau Internet, vers une dierenciation
de services.
Comme a pu le voir dans la section 5.7, les perpectives concernant l'evolution des
schemas de codage video nement scalable dits de nouvelle generation, sont tres nom-
breuses. Les principaux points concernent l'utilisation de ltres de taille adaptative dans
la dimension temporelle, et l'utilisation d'une precision de mouvement sous-pixelique.
L'hypothese d'une quantication adaptee des pixels appartenant a des zones d'occlu-
sion est egalement interessante. Enn, les travaux realises ici se sont places dans une
optique de compression scalable bas debit. L'extension vers des gammes de debit net-
tement superieure, de l'ordre de plusieurs Mega-bits, pour des applications de diusion
Haute Denition est une piste qui devrait egalement e^tre exploree.
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Annexe A
Le protocole TCP
Sur l'Internet, deux protocoles de transport dominent TCP (Transmission Control
Protocol) [Pos81] pour la transmission de donnees able et UDP (User Datagram Pro-
tocol) [Pos80] pour le multiplexage demultiplexage des paquets sans aucune garantie
sur la transmission et demuni contro^le de congestion. Nous decrivons ici brievement
le protocole TCP, principal protocole de transport utilise sur l'Internet (i.e. pour les
communications traditionnelles). Nous donnons ici les principaux points necessaires a
la comprehension de son fonctionnement general. Plus de details peuvent e^tre trouves
dans la litterature [Pos81, Jac88, Ste94, WS95, Ste97].
A.1 Presentation Generale
Le protocole TCP est oriente connexion. Ainsi, avant toute transmission de donnees
entre deux entites, une connexion doit e^tre etablie. La connexion est dite full-duplex,
c'est-a-dire que les donnees peuvent e^tre echangees simultanement dans les deux sens
entre les deux entites distantes. TCP permet une transmission de donnees ables; toute
donnee emise arrivera au recepteur (sans perte). Pour permettre cela, le recepteur ac-
quitte tous les paquets qu'il recoit. Les paquets non acquittes au bout d'un certain
temps sont retransmis par l'emetteur. Dans le cas ou deux paquets identiques arrivent
du co^te recepteur (i.e. retransmission inutile), un des deux paquets est jete. Les paquets
arrivant dans le desordre sont reordonnes. Un numero de sequence, correspondant au
decalage en octet depuis le premier octet du ux, est associe a chaque paquet. Les rap-
ports d'acquittement (ACK) contiennent le numero de paquets qu'il s'attend a recevoir
(i.e. le numero du dernier octet pre^t a e^tre consomme incremente de un). Lorsque les
deux entites ont des donnees a transmettre, TCP peut faire du piggybacking d'acquit-
tements (i.e. les acquittements sont transmis dans les paquets de donnees).
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A.2 Contro^le de ux
Le contro^le de ux a pour but de prevenir le sur-remplissage du buer de reception
d'un recepteur lent par un emetteur rapide. L'emetteur n'est pas autorise a envoyer plus
de donnees que le recepteur peut en traiter. Pour cela une \fene^tre coulissante" (sliding
window) a l'emetteur et au recepteur limite le nombre de paquets (non acquittes) circu-
lant dans le reseau. L'envoi de paquets diminue la taille de la fene^tre, ainsi l'emetteur
peut envoyer des paquets jusqu'a ce que la taille de la fene^tre soit nulle. Lorsqu'un
paquet est acquitte la taille de la fene^tre augmente. On peut donc decider d'emettre a
nouveau.
A.3 Slow-start
Les connexions entre machines distantes transitent au travers de dierents equipe-
ments intermediares (routeurs) ayant des ressources limitees. Envoyer des paquets en
rafales a un debit eleve peut causer de fortes congestions et reduire le goodput (i.e.
quantite de donnees recues sans pertes) de la connexion.
Jacobson [Jac88] presente une solution a ce probleme par l'utilisation d'un algo-
rithme dit de slow-start. Ce mecanisme requiert l'utilisation d'une seconde fene^tre ap-
pelee \fene^tre de congestion" cwnd. La taille de cette fene^tre est initialisee a un segment
(i.e. un paquet de donnees). L'emetteur utilisera le minimum entre la fene^tre de conges-
tion et la fene^tre du recepteur comme borne superieure pour le nombre de paquets pou-
vant transiter en me^me temps dans le reseau. Lorsqu'une nouvelle connexion s'etablie,
l'emetteur peut envoyer un segment et doit attendre ensuite l'acquittement corres-
pondant. Chaque ACK augmente la fene^tre de congestion d'un paquet. L'emetteur
peut donc envoyer deux paquets. Lorsque les acquittements correspondants arrivent
la fene^tre peut e^tre augmentee de deux paquets, donnant une fene^tre de taille quatre
etc. L'augmentation de la fene^tre de congestion est exponentielle. Sa taille augmente
a chaque RTT (Round-Trip Time : delai d'aller-retour entre l'emetteur et la source)
jusqu'a l'observation de la premiere perte.
A.4 Detection de pertes
Dans un protocole base sur des acquittements, l'emetteur est responsable de la
detection des pertes de paquets. Les paquets perdus sont reperes par les trous subsis-
tants dans les numeros de sequence des paquets acquittes. L'emetteur TCP repere les
paquets perdus de deux facons dierentes : detection de retards et trois ACK identiques.
A.4.1 Retards
TCP attend un certain intervalle de temps l'acquittement d'un paquet. Si l'ACK
n'est pas recu dans cet intervalle de temps, le paquet correspondant est considere comme
perdu et est retransmis. Ce delai de retransmission sur retard T
o
est crucial aux perfor-
mances du protocole. Si il est trop large, le protocole n'est pas tres performant puisqu'il
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attend longtemps avant de prendre la decision. Si a l'inverse, le delai est trop petit celui-
ci re-emettra des paquets non perdus gaspillant ainsi inutilement la bande passante.
De maniere evidente ce delai doit e^tre relatif au RTT. On utilisera, pour estimer le
RTT, une valeur lissee par une moyenne exponentielle ponderee des mesures de RTT
realisees :
S
RTT
=
1
8
m
RTT
+
7
8
S
RTT
(A.1)
avec m
RTT
la derniere valeur mesuree sur le reseau, en faisant la dierence entre l'ins-
tant de reception d'un ACK et l'instant d'emission du paquet de donnees correspondant.
A l'origine, le parametre T
o
etait un multiple de RTT. Toutefois, les connexions
observant une forte variance en terme de RTT etaient trop penalisees. Les performances
ont donc ete ameliorees en prenant compte cette variance var
RTT
dans le calcul du
parametre T
o
[Jac90].
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Le calcul est simplie par l'utilisation de l'ecart type des mesures de RTT comme
estimation de la variance qui requiert une racine carree.
Le parametre T
o
a un impact important sur le debit d'emission, notamment lorsque
le taux de pertes sur le reseau est eleve. Dans le cas ou la congestion causant les retards
est persistante et ou les paquets retransmis ne sont pas acquitte dans l'intervalle de
temps, TCP double le delai T
o
a chaque tentative de retransmission d'un paquet.
A.4.2 Trois acquittements identiques
Attendre l'expiration du timer de retransmission augmente considerablement le
delai. An d'accelerer la retransmission des paquets perdus, un mecanisme appele fast
retransmit/fast recovery est ajoute a TCP. Lorsqu'un paquet est recu \dans le desordre",
un ACK est transmis avec le prochain numero de sequence attendu. Cet ACK est alors
un duplicata du precedent ACK. L'emetteur ne sait pas alors si ces deux ACK dupliques
sont causes par une perte de paquet ou par l'arrivee d'un paquet a reordonnancer. Ce-
pendant, a l'arrivee d'un troisieme ACK, l'emetteur considere qu'il s'agit d'une perte
et retransmet le paquet manquant sans attendre l'expiration du timer. Ce mecanisme
est decrit dans [Ste94]
A.5 Contro^le de congestion
An de detecter l'eventuelle bande passante supplementaire, TCP augmente son
debit egalement apres la phase de slow-start. Cette augmentation est toutefois tres
petite par rapport a l'augmentation exponentielle realisee dans cette phase. A chaque
reception d'un acquittement, la fene^tre est augmentee de 1=cwnd. Puisque cwnd pa-
quets sont acquittes pendant un RTT, l'augmentation totale sera d'un paquet par RTT.
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Lorsque TCP detecte une congestion, il decide de diminuer son debit d'emission,
permettant ainsi au reseau de sortir de cette phase de congestion. Dans le cas de
trois acquittements identiques, TCP reduit sa fene^tre de congestion, donc son debit
d'emission, par deux. L'emetteur continue avec un contro^le de congestion normal en
augmentant sa fene^tre de 1=cwnd. Lorsque c'est un retard qui est detecte, cela indique
qu'aucun paquet n'a ete recu par le recepteur ou que tous les acquittements ont ete
perdus. On est alors face a une congestion tres importante. Dans ce cas, l'emetteur
met sa fene^tre de congestion a un et utilise l'algorithme de slow-start pour determiner
un debit d'emission approprie. La plupart des implementations TCP reduise leur debit
d'emission en reponse a une perte de paquet seulement une seule fois par RTT. Les
autres pertes intervenant dans la me^me fene^tre sont alors \ignorees".
Il a ete montre dans [CJ89] que ce mecanisme dit AIMD (Additive Increase Multi-
plicative Decrease) a de bonnes proprietes de stabilite et permet un partage equitable
de la bande passante entre les multiples ux.
Remarque:
Il existe plusieurs implementations dierentes de TCP a l'heure actuelle. Les plus im-
portantes versions sont : Tahoe, Reno, New Reno et Sack. La plus utilisee sur l'Internet
est sans contexte TCP-Reno.
197
Annexe B
Le protocole RTP/RTCP
B.1 Le protocole RTP (Real-time Transport Protocol)
Les protocoles de transport classiques utilises sur l'Internet, comme TCP (Transmis-
sion Control Protocol), ne sont pas adaptes aux ux temps-reel. En eet, leur abilite
se fait au depend d'importantes variations de delais et de debits qui sont inacceptables
en terme de qualite de service pour des applications temps-reel. C'est pourquoi, un
grand nombre d'applications se sont mises a utiliser des protocoles, non ables, comme
UDP (User Datagram Protocol) plus adaptes a la manipulation de tels ux. Cependant,
les services fournis par UDP ne repondent pas vraiment aux besoins des applications
temps-reel. Ainsi est ne RTP, en 1996 (Request For Comments 1889) [SCFJ96], un
protocole dedie aux applications temps-reel et particulierement bien adapte au mul-
timedia. Il a ete developpe par le groupe de travail AVT (Audio Video Transport) de
l'IETF (Internet Engineering Task force). Nous en sommes actuellement a la version 2
[SCFJ98] du protocole.
RTP est un protocole de niveau applicatif qui est independant des couches inferieures.
En eet, il peut e^tre utilise soit directement au dessus de IP (Internet Protocol), soit
au dessus du protocole UDP (User Datagram Protocol) (voir gure B.1). Malgre cela,
les applications temps-reel comme la video-conference utilisent RTP au dessus de UDP
an de benecier des services qu'il fournit comme le multiplexage et les calculs de
checksum. RTP est un protocole dit \non able" dans le sens ou il ne garantit aucune
qualite de service (reception, pertes, delai etc.). Il tend, toutefois, a satisfaire l'ensemble
des services qu'une application multimedia temps-reel se doit d'attendre de sa pile de
communication. Pour parvenir a assurer un minimum de contro^le, RTP est couple avec
le protocole de contro^le RTCP (Real-time Transport Control Protocol).
Nous decrirons, tout d'abord, les dierents services fournis par le couple RTP/RTCP.
Puis, il sera question des dierents paquets et format de paquets RTP mis en oeuvre
dans la realisation de ces services.
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Application
RTP
RTCP
UDP
IP
Fig. B.1 { RTP/RTCP dans la pile de protocoles de l'Internet
B.1.1 Les dierents services oerts
Les services fournis par le couple de protocoles RTP/RTCP a l'application sont
resumes ci-dessous:
{ un service d'envoi de paquets en direction d'un ou plusieurs recepteurs (unicast
ou multicast)
{ un service d'estampillage temporel et sequentiel
{ un service de reception de paquets d'un utilisateur donne parmi un groupe d'emetteurs
{ un service d'information sur l'identite des participants
{ un service de ltrage de certaines sources, parmi l'ensemble des utilisateurs
{ un service d'information sur les conditions de reception de chacun des participants
{ un service de statistiques concernant les caracteristiques des ots recus et transmis
B.1.2 Fonctionnement et architecture du protocole
Réseauflot
codeurvidéo
Source
décodeur
Récepteur
RTCP
RTP
Fig. B.2 { Transmission video sur Internet
Une session RTP est composee d'une double connexion. La premiere connexion
supporte les echanges de donnees proprement dites et la seconde est la connexion sup-
portant le contro^le. Ces connexions sont bidirectionnelles. Ainsi, chaque participant de
la session peut e^tre a la fois source et recepteur.
Le fonctionnement du couple RTP/RTCP repose sur les dierents types de paquets
mis en jeu dans une session RTP. On distingue parmi ces paquets, les paquets de donnees
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RTP et les paquets de contro^le RTCP. Ce dernier est utilise an de fournir des rapports
concernant les conditions de transport des paquets de la connexion RTP. Il est base sur
un systeme de transmission periodique de paquets de contro^le a tous les participants
de la session. Les principaux paquets de contro^le utilises sont les Sender Reports et les
Receiver Reports envoyes respectivement par le recepteur (ou les recepteurs) et par la
source (ou les sources). C'est a partir de ces echanges d'informations que les dierents
services, notamment le service de statistiques, peuvent e^tre oerts aux applications.
Nous decrirons brievement dans les sections suivantes la structure des principaux
types de paquets RTP et RTCP. Nous ne detaillerons que les champs juges les plus
interessants dans le cadre de nos travaux.
B.1.3 Format du paquet de donnees RTP
Un paquet de donnees RTP est compose de deux parties: l'ente^te et la zone de
donnees utiles ou payload. Le format de l'ente^te standardise est deni dans la norme
[SCFJ98]. Par contre, le format des donnees utiles est specique au type de media
transporte.
3
V= 2 PT
Données Utiles
timestamp
SSRC identifier
CSRC identifiers (list)
P X CC M Sequence Number
2 41
taille fixe
(12 octets)
8 bits
En
tê
te
...
Fig. B.3 { Format d'un paquet de donnees RTP
L'ente^te d'un paquet RTP est compose d'une partie xe de douze octets presents
dans tous les paquets RTP et d'une partie variable que nous ne decrirons pas ici (voir
gure B.3) .
Les champs les plus interessants et necessaires aux besoins des applications sont les
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suivants:
M (Marker): Ce champ indique la presence de certains \evenements" dans le paquet,
comme par exemple la presence de la n d'une image.
PT (Payload Type): Ce champ identie le format de la zone de donnees utiles trans-
portees. Ainsi, le recepteur est capable de determiner, par exemple, s'il s'agit de
donnees audio ou video par exemple et s'il s'agit de ux MPEG-4 ou H.263+. Ceci
lui permet de conna^tre le format d'encapsulation utilise. Tous les formats exis-
tants, ainsi que leur valeur de type correspondant, sont repertories dans [Sa99].
Sequence number: Ce champ indique le numero de sequence attribue au paquet
RTP. RTP ne garantit pas la reception des paquets dans l'ordre de leur emission,
toutefois ce champ permet au recepteur de reconstruire la sequence envoyee. Ce
champ peut e^tre utilise pour determiner l'emplacement des donnees du paquet
dans le train binaire initial. Il permet aussi de determiner les numeros de sequence
et donc le nombre de paquets perdus. Sa valeur initiale est choisie aleatoirement
a des ns de securite.
Timestamp: Ce champ represente une valeur d'estampille temporelle. Il indique l'ins-
tant de presentation du premier octet de donnees contenu dans le paquet. Cette
estampille a une valeur relative dependante du type de donnees. Son utilisation
permet, par exemple, a l'application de synchroniser des ux audio et video. La
valeur initiale est aussi choisie aleatoirement.
SSRC (Synchronization SouRCe): C'est une valeur choisie aleatoirement qui iden-
tiera de maniere unique la source de ce paquet RTP, pendant toute la session
RTP.
B.1.4 Format des paquets RTCP
Les principaux paquets de contro^le sont les Receiver Reports (RR) et les Sender Re-
ports (SR) envoyes respectivement par le recepteur et par la source. Nous les decrivons
brievement ici.
B.1.4.1 Format d'un Receiver Report
Un Receiver Report est, comme son nom l'indique, un rapport de reception. Ce
paquet ne contient pas de donnees. Son ro^le est de fournir a la source ou aux sources,
qui lui transmettent des donnees, des informations relatives aux conditions de reception
de ces ux.
Les champs les plus interessants sont les suivants:
Fraction Lost: Ce champ indique le taux de paquets perdus depuis le dernier rap-
port de reception. Cette information peut permettre a la source, par exemple,
de decider de baisser momentanement son debit en cas de constatation d'un fort
taux de pertes, an de limiter d'eventuelles congestions.
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8 bits
Rapport
source 1
de réception
V=2 P RC
SSRC_1 (première source)
fraction lost
DLSR
SSRC_2 (seconde source)
LSR
interarrival jitter
extended highest sequence number received
SSRC 
cumulative number of packets lost
lengthPT
1 2 3 4
Extension
...
Entête
Fig. B.4 { Format d'un paquet RTCP: Receiver Report
Interarrival Jitter: Ce champ donne une estimation de la variance statistique du
temps inter-arrivees des paquets de donnees, mesuree dans la me^me unite que
celle de RTP timestamp. C'est cette variation de delais inter-arrivees que l'on
nomme la gigue.
LSR (Last SR timestamp): Ce champ indique \l'heure" a laquelle a ete envoye le
dernier rapport recu de la source.
DLSR (Delay since Last SR): Ce champ indique le temps qui s'est ecoule depuis
la reception du dernier rapport provenant de la source. Ce champ et le champ
precedent interviennent dans le calcul par la source du temps dit \d'aller-retour"
entre la source et le recepteur. Le calcul est detaille dans la section B.2. Ce temps
peut e^tre utilise par les applications dans le cadre des mecanismes de contro^le de
ux et de congestion.
B.1.4.2 Format d'un Sender Report
Ces rapports sont des rapports envoyes par la source (ou les sources). Or, comme
une source peut a la fois e^tre un recepteur, les Sender Reports peuvent contenir, comme
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le montre la gure B.5, des blocs de reception consitues des me^mes champs presents
dans un Receiver Report (voir gure B.4). Ainsi, ces paquets ont la double fonction
de rapport de source et de rapport de reception. Nous ne decrirons ici que la partie
relative aux informations fournies sur la source elle-me^me. Les champs illustres sur la
gure B.5 ont la semantique suivante:
NTP timestamp: Ce champ indique la date absolue du systeme en utilisant le format
preconise dans NTP (Network Time Protocol) [Mil92], qui est donnee en secondes
et a comme origine le 1er janvier 1900. Ce champ represente l'heure a laquelle
ce rapport a ete envoye. C'est ce champ qui permet d'evaluer toutes les mesures
statistiques relatives au temps comme la gigue, le delai et le temps d'aller- retour
vu plus haut et decrit en B.2. Ce champ est decompose en une partie entiere et
une partie fractionnaire, chacune etant codee sur 32 bits.
RTP timestamp: Il correspond a la me^me heure que NTP timestamp, mais dans la
me^me unite et avec le me^me decalage aleatoire que pour le RTP timestamp des
paquets de donnees. Il est notamment utilise dans le calcul de la gigue.
B.2 Algorithme de calcul de RTT
Le principe de base consiste a evaluer le temps entre l'emission d'un paquet de
contro^le et la reception de l'accuse de reception correspondant a ce paquet. Toutefois, la
politique de RTP consiste a ne pas engorger le reseau de feedback. La norme precise que
ceux-ci ne doivent pas occuper plus de 5% de la bande passante reservee a l'application.
C'est pourquoi, sur l'envoi d'un Sender Report le recepteur n'envoie pas d'accuse
de reception immediatement mais attend son prochain envoi de rapport de reception
(Sender ou Receiver Report) pour fournir les informations necessaires au calcul de RTT.
Les champs utiles pour ce calcul sont les champs LSR (Last Sender Report), qui
indiquent l'heure d'envoi du dernier Sender Report recu, et le champ DLSR (Delay
Since Last Sender Report), qui indique le temps qui s'est ecoule depuis le dernier Sender
Report recu. La valeur de LSR (sur 32 bits) est determinee a partir de l'estampille NTP
(NTP timestamp) qui est exprimee en secondes et codee sur 64 bits. Elle correspond
au 16 bits de poids faible de sa partie entiere et au 16 bits de poids fort de sa partie
fractionnaire. L'unite du champ DLSR est le 1/65536 secondes.
Ainsi, si la source recoit un rapport a l'instant T le temps d'aller-retour peut se
calculer en faisant (T   LSR DLSR) (voir gure B.6).
Du fait de l'asymetrie des liens sous-jacents, en termes de temps de transit, la valeur
calculee n'est qu'approximative.
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8 bits
Rapport
source 1
de réception
Entête
Informations
sur la source
V=2 P RC
SSRC 
lengthPT
1 2 3 4
NTP timestamp  (mot de poids faible)
sender’s octet count
SSRC_1 (première source)
fraction lost
DLSR
SSRC_2 (seconde source)
LSR
interarrival jitter
extended highest sequence number received
cumulative number of packets lost
Extension
...
sender’s packet count
RTP timestamp
NTP timestamp  (mot de poids fort)
Fig. B.5 { Format d'un paquet RTCP: Sender Report
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Receiver 
(5.25 s)
(3024992016.125 s)
NTP_frac = 0xb20000000 DLSR = 0x0005:4000  (        5.250 s)LSR    = 0xb705:2000  (46853.125 s)
RTT          0x0006:2000           6.125 s
NTP_sec = 0xb44db705
Récepteur
Source
temps 
temps 
Sender 
Report Report
DLSR
T = 0xb710 : 8000    (46864.500 s)
T               0xb710:8000    (46864.500 s)
DLSR    -  0x0005:4000    (        5.250 s)
LSR       -  0xb705:2000    (46853.125 s)
Fig. B.6 { Exemple de calcul du Round-Trip Time (RTT) avec RTCP
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Annexe C
Construction d'un schema de
Lifting
P.bas
P.haut
2 "
2 "
2 #
2 #g(z
 1
)
~g(z)
~
h(z)
h(z
 1
)
Fig. C.1 { Schema classique d'analyse-synthese.
Le but de cette annexe est de montrer comment on peut obtenir un schema de lifting,
a savoir les dierents pas de lifting p
i
(Predict) et u
i
(Update), a partir d'un schema clas-
sique de ltrage convolutif. La transformation classique utilise deux ltres h (passe-bas)
et g (passe-haut) pour l'analyse, chaque ltrage etant suivi d'un sous-echantillonnage
par deux. La transformation inverse consiste en premier lieu a surechantillonner les
entrees, puis a appliquer deux ltres
~
h (passe-bas) et ~g (passe-haut) pour la synthese.
La reconstruction parfaite est assuree si les deux equations suivantes sont veriees:
8
<
:
1
2
h
~g(z)g(z) +
~
h(z)h(z)
i
= I
1
2
h
~g(z)g( z) +
~
h(z)h( z)
i
= 0:
(C.1)
Dans le cas de ltres biorthogonaux ou duaux cette propriete est toujours veriee.
206 Construction d'un schema de Lifting
C.1 Representation polyphase
Du fait des decimations par deux, on remarque qu'il est possible de reecrire h et g
sous une forme polyphase par :
h(x) = h
e
x
e
+ h
o
x
o
(C.2)
g(x) = g
e
x
e
+ g
o
x
o
(C.3)
avec h
e
, g
e
les coecients pairs des ltres h et g, et h
o
et g
o
respectivement les coe-
cients impairs.
La representation polyphase de h et g nous permet d'ecrire les deux matrices poly-
phases duales pour l'analyse et la synthese du signal P et
~
P :
P =
 
h
e
h
o
g
e
g
o
!
(C.4)
et
~
P =
 
~
h
e
~g
e
~
h
o
~g
o
!
(C.5)
La gure C.2 illustre la transformee correspondante avec les matrices polyphases.
P.bas
P.haut
2 "
2 "
~
P (z)
P (z
 1
)
z
z
 1
2 #
2 #
Fig. C.2 { Representation polyphase : analyse et synthese.
C.2 Factorisation lifting pour bancs de ltres a 2 bandes
A partir des conditions denies par les equations (C.1), on en deduit que la recons-
truction sera parfaite lorsque P (z
 1
)
~
P (z) = I. On montre alors que l'on peut factoriser
la matrice polyphase pour la mettre sous la forme de l'equation C.6. Les matrices trian-
gulaires superieures obtenues representent les pas de lifting, tandis que les triangulaires
inferieures representent les pas de lifting duaux :
~
P =
 
K 0
0 1=K
!

M
Y
i=0
 
1 u
i
(z)
0 1
! 
1 0
p
i
(z) 1
!
(C.6)
avec K et 1=K des facteurs de mise a l'echelle.
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C.3 Exemples de factorisation lifting
Nous donnons ici les factorisations lifting correspondant a trois bancs de ltres
classiquement utilises dans la litterature liee au traitement de l'image. Les ltres traites
ici sont :
{ Haar : ltres 2-bandes, taille 2, orthogonaux, [Haa10],
{ DAUB53 : ltres 2-bandes, 5-3, biorthogonaux, [CDF92],
{ DAUB97 : ltres 2-bandes, 9-7, biorthogonaux, [CDF92, ABD92].
Les tables ci-dessous donnent respectivement les ltres de convolutions associes a ces
trois bancs de ltres ainsi que la factorisation 'lifting" associee.
Filtres de convolution
Haar
8
>
<
>
:
h(z) =
1
p
2
(1 + z
 1
)
g(z) =
 1
p
2
(1  z
 1
)
DAUB53
8
>
<
>
:
h(z) =
 1
4
p
2
(1 + z
 4
) +
2
4
p
2
(z
 1
+ z
 3
) +
6
4
p
2
z
 2
g(z) =
1
2
p
2
(1 + z
 2
) 
2
4
p
2
z
 1
DAUB97
8
>
>
>
>
<
>
>
>
>
:
h(z) = 0:03783(1 + z
 8
)  0:02385(z
 1
+ z
 7
)  0:1106(z
 2
+ z
 6
)
+0:3774(z
 3
+ z
 5
) + 0:8527z
 4
g(z) = 0:06454(1 + z
 6
)  0:04069(z
 1
+ z
 5
)  0:4181(z
 2
+ z
 4
)
+0:7885z
 3
Factorisations Lifting
Haar
n
~
P (z) = p
1
: (1 
p
2):u
0
: (
1
p
2
):p
0
: (1 
p
2)
DAUB53
n
~
P (z) = S
k
: (
p
2):S
1=k
: (
1
p
2
):u
0
: (
1
4
[1 + z
 1
]):p
0
: (
 1
2
[z + 1])
DAUB97
8
>
<
>
:
~
P (z) = S
k
: (1:1496044):S
1=k
: (0:86986445)
:u
1
: (0:44350685[1 + z
 1
]):p
1
: (0:88291108[z + 1])
:u
0
: ( 0:052980119[1 + z
 1
]):p
0
: ([ 1:5861343[z + 1])
La notation p
i
: () correspond au ieme pas de lifting de Prediction (Predict) et
u
i
: () au ieme pas de lifting de Mise a jour (Update). Les S
k
et S
1=k
correspondent
aux facteurs de mise a l'echelle de l'equation C.6.
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Abstract
This thesis deals with video data transmission over heterogeneous and time varying
packet networks, such as the Internet. The goal of this work is the study of new models
of ne grain scalable representation of video signals, as well as rate control (congestion
control) mechanisms for its transmission over networks. First, we propose a new rate
control algorithm for unicast applications coupling a source adaptive TCP-compatible
congestion control protocol based on RTP/RTCP with a global source rate control
model emcompassing timing and buering models of the source, and this in order to
minimize the expected distortion at the receiver. This algorithm allows to reduce very
signicantly the timeouts eects, hence to improve the quality of the decoded signal,
for a comparable usage of the bandwidth. In contrast with previous works, the protocol
proposed here is fully dedicated to the multimedia applications. Then, we have desi-
gned a new hybrid sender and receiver driven TCP-compatible rate control taken into
account the source rate-distortion characteristics for multicast layered video transmis-
sion. This regulation leans on a concise representation of the networks state delivered
by a mechanism of aggregation of the receivers reports and is made according to the
optimization of a cost metric representation of the quality perceived by the overall re-
ceivers. After having studied the channel area aspects, we have focused on the design
of a new nely scalable video compression algorithm allowing an easier adaptation of
the compressed streams to varying network conditions. The proposed scheme rely on
a motion compensated spatio-temporal wavelet analysis and aims low bitrate applica-
tions. The dierent techniques are integrated in acomplete coding architecture relying
on a rate-constrained quadtree motion estimation and an EBCOT-3D coding of the
spatio-temporal subbands.
Key words
Congestion control, rate control, Internet, TCP-compatible, unicast, multicast,
video coding, real-time, ne granularity scalable video coding, spatio-temporal wavelet
Resume
L'etude menee dans cette these s'inscrit dans le contexte general de la transmission
de donnees video temps-reel sur des reseaux de paquets heterogenes aux caracteristiques
variant dans le temps, tels que l'Internet. L'objectif de cette these concerne l'etude de
nouveaux modeles de representation scalable a grain n de signaux video et de tech-
niques de regulation de debit (contro^le de congestion) associees pour la transmission.
Dans ce cadre, nous proposons, tout d'abord, un nouvel algorithme de regulation de
debit point-a-point couplant un protocole de contro^le de congestion TCP-compatible,
base sur le protocole RTP/RTCP, avec un modele de regulation global integrant les
modeles de delais et de buers de la source, dans le but de minimiser la distorsion du
signal decode au recepteur. Le modele global propose permet de reduire de maniere
signicative les pertes du^es aux retards et donc de minimiser la distorsion tout en
maximisant l'utilisation de la bande passante. A l'inverse des approches proposees dans
la litterature le protocole developpe est dedie a la transmission multimedia et prend
en consideration les dierentes contraintes inherentes a ce type de ux. Dans un se-
cond temps, nous avons developpe un nouvel algorithme de contro^le de debit TCP-
compatible hybride oriente emetteur-recepteur prenant en compte les caracteristiques
debit-distorsion de la source pour la transmission multicast de video en couches. Cette
regulation s'appuie sur une representation concise de l'etat du reseau fournie par un
mecanisme d'agregation des rapports des recepteurs et se fait suivant un critere d'opti-
misation de la qualite percue par l'ensemble des recepteurs. Apres nous e^tre interesses a
l'aspect canal, nous proposons l'architecture complete d'un nouvel algorithme de com-
pression video bas debit nement scalable permettant une regulation ne du debit de
la source, non permise par les codeurs video scalables standards. Le schema de codage
video nouvelle generation propose se base sur l'utilisation d'une decomposition onde-
lettes, compensee en mouvement, dans les dimensions spatiale et temporelle (2D+t).
L'architecture repose sur une estimation de mouvement hierarchique basee sur un quad-
tree contraint en debit. Les sous-bandes spatio-temporelles sont quant a elles codees
entropiquement par un algorithme EBCOT-3D.
Mots cles
Contro^le de congestion, regulation de debit, Internet, TCP-compatible, point a
point, multipoint, codage video, temps-reel, codage scalable a granularite ne, onde-
lettes spatio-temporelles
