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Abstract
The main objective of this paper is to develop an adaptive finite element method for computation of the values, and different
sensitivity measures, of the Asian option with both fixed and floating strike. The pricing is based on Black–Scholes PDE-model
and a method developed by Vecˇerˇ where the resulting PDEs are of parabolic type in one spatial dimension and can be applied to
both continuous and discrete Asian options. We propose using an adaptive finite element method which is based on a posteriori
estimates of the error in desired quantities, which we derive using duality techniques. The a posteriori error estimates are tested
and verified, and are used to calculate optimal meshes for each type of option. The use of adapted meshes gives superior accuracy
and performance with less degrees of freedom than using uniform meshes. The suggested adaptive finite element method is stable,
gives fast and accurate results, and can be applied to other types of options as well.
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1. Introduction
Background: The Asian option was invented by Phelim P. Boyle and David Emanuel in 1979, but The Journal of
Finance rejected their paper since the asset was not traded at that time (private communication). Asian options are
securities with payoffs which depend on the average of the underlying stock price over some time interval. They are
commonly traded and are often relatively inexpensive compared to European calls. Asian options were introduced
partly to avoid a problem common for European options, where the speculators could drive up the gains from the
option by manipulating the price of the underlying asset near to the maturity date (see [5], or Wall Street Journal,
Jan. 21, 1982, p. 4). The name Asian option probably originates from the Tokyo office of Bankers Trust, where it was
first offered (see [13]).
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Previous work: No general analytical price formula is known for the average rate option, on the other hand several
approximations that produce closed-form expressions have appeared, such as Thompson [16], who provides tight
analytical bounds the price of the Asian option. Geman and Yor computed the Laplace transform of the Asian option
price, but numerical inversion remains problematic for low volatility and short maturity cases (see [9]). Linetski [12],
has derived a new integral formula for the continuous sampled Asian option, which also is slowly convergent for low
volatility cases. Monte Carlo simulation works well, but sometimes it is computationally expensive.
In general, the price of an Asian option can be found by solving a PDE in two space dimension as noted by
Ingersoll [11]. However this PDE often gives oscillatory solutions. Ingersoll also notes that a change of variable gives
a one-dimensional PDE for the floating strike Asian option. Rogers and Shi [14], presented a one-dimensional PDE
that can model both fixed and floating strike Asian options. They also computed lower and upper bounds for the price
of the Asian option, where the lower bound is very accurate. Their PDE is also difficult to solve numerically, since the
diffusion term is very small. Zvan, Forsyth and Vetzal [20], suggest a method based on computational fluid dynamics
techniques to overcome this difficulty. In [3] Andreasen applied the Rogers–Shi reduction to the discrete Asian option
with very good results.
Shreve and Vecˇerˇ [15], show that the arithmetic Asian option (both with fixed and floating strike) is a special
case of an option on a traded account. Options on a traded account generalize the concept of many options (passport,
European, American and vacation) and the same pricing techniques can be used to price the Asian option. The resulting
PDEs for the price of Asian options are of parabolic type with one space dimension and they are easy to solve and give
fast and accurate results. Foufas applied the Finite Element (FE) method to this PDE in [8]. Later Vecˇerˇ [19], presented
a two-term one-dimensional PDE for the arithmetic Asian option with general dividends. However, the FE formulation
of this equation is almost the same as the FE formulation of the three term PDE introduced by Shreve and Vecˇerˇ. The
only difference is one of the coefficients in the FE problem formulation, see Section 3. Recently Topper [17], applied
the FE method to Vecˇerˇs PDE. As pointed out by Topper the FE approach has several advantages compared to other
numerical techniques such as Finite Differences (FD) techniques. For example, using the FE method one receives a
solution in the entire domain, not only in isolated nodes as in FD codes. FE codes can also incorporate different kinds
of boundary conditions in an easy way. Other important advantages of the FE technique are that it can easily deal with
high curvature and irregular shapes of the computational domain. One of the most important advantages in practice is
that the sensitivity measures, or the so-called greeks, can be calculated more exactly using the FE method.
New contributions: The Asian option is priced using the Black–Scholes PDE-model. The resulting PDEs are of
parabolic type in one spatial dimension. The numerical computation is made by using an adaptive finite element
method allowing variable resolution in space and time. Whereas Topper uses a commercial FE solver (PDEase2DTM)
with local mesh refinements we use our own code based on the concept of duality techniques. This technology has to
our knowledge not been used before on this type of problems.
In practice one is only interested in the price, and its derivatives, in one or a few points. Using this criteria, the
choice of computational mesh is based on a posteriori estimates of the error in desired quantities, which we derive
using duality techniques. In contrast to the element based indicators dual techniques allow us to estimate the error in
user specified goal quantities expressed by linear functionals which is particularly suitable for financial applications
where we are mainly interested in the solution and its derivatives in specific points. For an overview of different a
posteriori error estimation techniques we refer to [4,1], and the references therein.
The dual a posteriori error estimation techniques are shown to be very useful and simple. The presented a posteriori
error estimation formula is tested and verified in the case of the European option. It is then used to perform mesh
refinements in both time and space for the Asian option. This makes it possible to calculate an optimal mesh for
each type of option, which dramatically reduces the error without noticeably enhancing the computational effort. The
suggested adaptive finite element method is stable and gives fast and accurate results. The technique is general and
can be applied to other types of options, such as the floating and fixed strike lookback options studied in a forthcoming
paper by the authors.
Outline: In Section 2 we define different kinds of Asian options and present a pricing PDE for arithmetic Asian
options. In Section 3 we formulate the adaptive finite element method and derive an a posteriori error estimation. We
also test and verify the a posteriori error estimation formula and give some examples. In Section 4 we present an
adaptive mesh refinement algorithm based on the a posteriori error estimates. Then the sensitivity measures, or the
so-called greeks, are presented in Section 5. Finally, in Section 6 we give some numerical results.
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Table 1
The European call compared to the average rate call for various strikes K and volatilities σ when r = 0.05, T = 1 and t = 0
Average rate call European call
K \ σ 0.10 0.20 0.30 0.10 0.20 0.30
90 13.73 14.14 15.24 14.63 16.70 19.70
100 5.26 7.04 9.06 6.81 10.45 14.23
110 0.73 2.70 4.86 2.17 6.04 10.02
2. The Asian option
2.1. Classification
Different kinds of averages are used, resulting in different types of Asian options, with different values. The method
of sampling is also important. A continuous sampling may give easier calculations, but in reality the prices are mostly
discretely sampled, and therefore discrete sampling is the most interesting case. The geometric Asian option with time
of maturity T and strike price K has the payoff
max
(
N∏
k=1
S(tk)
1/N − K , 0
)
, (1)
where 0 < t1 < t2 < · · · < tN = T . For this option one can use the Black–Scholes framework to determine a
closed-form pricing formula. Note that if N = 1 the option is reduced to a European call.
The average rate call with strike price K and time of maturity T has the payoff
max
(
1
T
∫ T
0
S(t)dt − K , 0
)
, (2)
while the discrete average rate call with strike price K and time of maturity T has the payoff
max
(
1
N
N∑
k=1
S(tk)− K , 0
)
, (3)
where 0 < t1 < t2 < · · · < tN = T . There are no known closed-form pricing formulas for average rate options, but a
variety of numerical techniques have been developed to find the corresponding prices.
The average rate call is cheaper than the European call at the writing date, see Table 1 and Theorem 2 in Section 2.4.
There are also variants of the Asian options mentioned above. For a floating strike Asian option the strike K in (2)
and (3) is replaced by the spot price S(T ) at maturity. The corresponding options are often called average strike put
and discrete average strike put respectively.
2.2. Pricing arithmetic Asian options
This article mainly focuses on an article written by Vecˇerˇ [19]. Here we present a short derivation of a pricing PDE
for the arithmetic Asian option following the exposition in [19]. For simplicity we consider the case with continuous
dividends and continuous sampling. The changes in the case of general dividends and discrete sampling are small.
The details can be found in [19].
As noted by Vecˇerˇ the general payoff of the Asian option can be written as
(S¯T − K1ST − K2)+ or (K2 − K1ST − S¯T )+, (4)
where S¯T = 1T
∫ T
0 Stdt . Because of the Asian Put–Call parity
e−rT E
[
(S¯T − K1ST − K2)+
]− e−rT E [(K2 + K1ST − S¯T )+] = e−rT E [S¯T − K1ST − K2]
= 1
(r − γ )T (e
−γ T − e−rT )S0 − K1e−γ T S0 − e−rT K2, (5)
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it is enough to compute the value for the Asian option with the payoff (S¯T − K1ST − K2)+, that is for the fixed strike
Asian call option if we choose K1 = 0, and for the floating strike Asian put option if we choose K2 = 0.
Let the underlying asset evolve under the risk neutral measure according to the equation
dSt = St ((r − γ )dt + σdWt ), (6)
where r is the interest rate, γ is a continuous dividend yield, and σ is the volatility of the underlying asset. Let also
qt = 1
(r − γ )T (e
−γ (T−t) − e−r(T−t)) (7)
denote the trading strategy, the number of shares held at time t , and let the wealth evolve according to the following
self-financing strategy
dX t = qtdSt + r(X t − qt St )dt + qtγ Stdt
= r X tdt + qt (dSt − r Stdt + γ Stdt), (8)
with the initial wealth
X0 = 1
(r − γ )T (e
−γ T − e−rT )S0 − e−rT K2 = q0S0 − e−rT K2. (9)
We then have that
X (T ) = erT X (0)+
∫ T
0
qter(T−t) (dSt − r Stdt + γ Stdt)
= erT X (0)+ qT ST − erT q0S0 +
∫ T
0
er(T−t)St
(
qtγ dt − q ′tdt
)
= 1
T
∫ T
0
Stdt − K2 = S¯T − K2. (10)
Remark 1. By choosing qt = eγ (t−T ) we obtain the ordinary European call option, which can be seen by examining
Eq. (10). This result is used later on to verify the a posteriori error estimation results, since there exists an analytical
solution to the European option problem.
2.3. A pricing partial differential equation
Following Vecˇerˇ we use the change of numeraire technique to reduce the dimensionality of the problem by
introducing the process
Z t = X teγ t St . (11)
Using Ito’s lemma we get that
dZ t = (Z t − e−γ T qt )dt − (Z t − e−γ T qt )σdWt
= −(Z t − e−γ T qt )σdW˜t , (12)
where W˜t = −σ t + Wt is a Brownian motion under the numeraire measure. The price of the Asian call option,
V (t, St , K1, K2), can at time t = 0 be represented as
V (0, S0, K1, K2) = e−rT E
[
(XT − K1ST )+
] = S0 E˜ [(ZT − K1)+] . (13)
Introducing
u¯(0, Z0) = E˜
[
(ZT − K1)+
]
, (14)
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where
Z0 = X0S0 =
1
(r − γ )T (e
−γ T − e−rT )− e−rT K2
S0
, (15)
we can write the price of the option as
V (0, S0, K1, K2) = S0u¯(0, Z0). (16)
It can be shown that u¯ is the solution to the following partial differential equation
u¯t + 12
(
z − e−γ t)2 σ 2u¯zz = 0, (17)
u¯(T, z) = (z − K1)+.
2.4. Comparison of European and Asian options
At the writing date, the average rate call is cheaper than the European call (cf. [10]). We here present, to our
knowledge, a new and simpler proof of this statement than the one presented in [2].
Theorem 2. If ρ(t) ≥ 0 and ∫ T0 ρ(t)dt = 1, then for any T > 0,
e−rT E
[(∫ T
0
S(λ)ρ(λ)dλ− K
)+
| F0
]
< e−rT E
[
(S(T )− K )+ | F0
]
.
Proof. Note that E[X | F0] = E[X ] so we omit the σ -algebra F0 in the following. Note also that
E
[
(S(T0)− K )+
]
< E
[
(S(T )− K )+] , if T0 < T,
since an American call price is the same as the price of the corresponding European call when the underlying stock
does not pay dividends. Now
E
[(∫ T
0
S(λ)ρ(λ)dλ− K
)+]
= E
[(∫ T
0
(S(λ)− K ) ρ(λ)dλ
)+]
≤ E
[∫ T
0
(S(λ)− K )+ ρ(λ)dλ
]
=
∫ T
0
ρ(λ)E
[
(S(λ)− K )+] dλ
<
∫ T
0
ρ(λ)E
[
(S(T )− K )+] dλ = ∫ T
0
ρ(λ)dλE
[
(S(T )− K )+]
= E [(S(λ)− K )+] ,
and the Theorem follows at once. 
A more detailed comparison of European and Asian options and their sensitivity measures can be found in [2].
3. An adaptive finite element method for the Asian option
Since there probably does not exist a closed-form solution to the PDE (17), the price of the Asian option must be
obtained numerically. The method used in this article is the finite element method as presented below.
3.1. Variational formulation
So far we have studied the pricing PDE for Asian options valid for z ∈ R, but in order to construct a computational
mesh we introduce a bounded interval Ω = [z0, z J ] ⊂ R+ with boundary ∂Ω = {z0, z J }. We define the usual Hilbert
space
H1(Ω) =
{
v :
∫
Ω
(|∇v|2 + v2)dz <∞
}
, (18)
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and letW be the space of functions that are square integrable in time and belongs to H1(Ω) in space, that is
W = L2
(
[0, T ], H1(Ω)
)
. (19)
We denote by u the solution to (17) on Ω subject to the Dirichlet boundary conditions u(t, z0) = 0 and u(t, z J ) = z J
on ∂Ω . We also use the notation (u, v)Ω =
∫
Ω uvdz, and (u, v)∂Ω = u(z J )v(z J )− u(z0)v(z0). Multiplying Eq. (17)
by the test function {v ∈W : v = 0 on ∂Ω} and integrating on Ω × [0, T ] we obtain∫ T
0
(
(ut , v)Ω + σ
2
2
(
(z − e−γ tqt )2uzz, v
)
Ω
)
dt = 0. (20)
Using integration by parts we get(
(z − e−γ tqt )2uzz, v
)
Ω
=
(
(z − e−γ tqt )2uz, v
)
∂Ω
− 2 ((z − e−γ tqt )uz, v)Ω − ((z − e−γ tqt )2uz, vz)Ω . (21)
Thus Eq. (20) becomes∫ T
0
(
(ut , v)Ω − σ 2
(
(z − e−γ tqt )uz, v
)
Ω −
σ 2
2
(
(z − e−γ tqt )2uz, vz
))
Ω
dt = 0, (22)
since v = 0 on ∂Ω . Introducing the Dirichlet boundary conditions u(t, z0) = 0 and u(t, z J ) = z J on ∂Ω (which is
also used by Vecˇerˇ [19]) we get the following problem: find u ∈W such that
∫ T
0
((ut , v)Ω + aΩ (u, v)) dt = 0,
u(T, z) = z+,
u(t, z0) = 0, u(t, z J ) = z J ,
(23)
for every {v ∈W : v = 0 on ∂Ω}, where
aΩ (u, v) = −σ 2
(
(z − e−γ tqt )uz, v
)
Ω −
σ 2
2
(
(z − e−γ tqt )2uz, vz
)
Ω
. (24)
Remark 3. The variational formulation of the three term PDE developed by Shreve and Vecˇerˇ [15], used to value
options on a traded account and Asian options, is in the case of no dividends (γ = 0) given by the same expression as
above but with the following aΩ (u, v)
aΩ (u, v) = (r + σ 2) ((q − z)uz, v)Ω −
σ 2
2
(
(q − z)2uz, vz
)
Ω
. (25)
The only difference between this expression and (24) is the coefficient in front of one of the terms. For a derivation
we refer to [8].
This means that the finite element problem presented in this paper is almost exactly the same as the problem
received by instead studying the three term PDE derived by Shreve and Vecˇerˇ. The two term PDE appears simpler,
but from a variational point of view the two equations are essentially the same.
3.2. Finite element approximation
The finite element method is based on solution of the variational problem (23) with W replaced by a finite-
dimensional function space of piecewise polynomials in space and time. For background on the finite element method
see for instance [6].
We now partition [0, T ] as 0 = t0 < t1 < t2 < · · · < tN = T , denoting each time interval by In = (tn−1, tn]
and each time step by kn = tn − tn−1. Similarly we partition Ω as z0 < z1 < z2 < · · · < z J , denoting each spatial
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interval by κ j = [z j−1, z j ) and the length of each interval by h j = z j − z j−1. See Fig. 1 for a schematic example of
a space-time discretization.
In space, we let V p ⊂ H1(Ω) denote the space of piecewise continuous functions of order p. On each space–time
slab Sn = In × Ω , we define
Wqn = {w(t, z) : w(t, z) =
q∑
j=0
t jv j (z), v j ∈ V p, (t, z) ∈ Sn}. (26)
LetWq ⊂W denote the space of functions defined on [0, T ]×Ω such that v |Sn ∈Wqn for 1 ≤ n ≤ N . For simplicity,
we only give details for the continuous Galerkin method cG(p)–cG(q), (see e.g. [6] or [7]) which is defined by the
following discrete version of Eq. (23). Find U ∈Wq such that for 1 ≤ n ≤ N
∫
In
((Ut , v)Ω + aΩ (U, v)) dt = 0, for all {v ∈ W 0n : v = 0 on ∂Ω},
U−(tn) = U+(tn), n = N − 1, . . . , 1,
U−(tN ) = uT ,
U (tn, z0) = 0, U (tn, z J ) = z J , n = N − 1, . . . , 1,
(27)
where U±(tn) = lim→0,>0U (tn ± ). In the cG(1) method the approximation U of u is continuous piecewise linear
in time and space, while the test functions v are continuous linear in space and piecewise constant in time. It is also
possible to use a discontinuous method in time, we refer to [6], for details on the resulting discontinuous Galerkin
method, cG(p)− dG(q).
3.3. A posteriori error estimation
3.3.1. Error representation formula
Since we are only interested in the solution, and its derivatives, in one or a few points of Ω at time t = 0, we wish
to find a mesh tailored for efficient and accurate solution at the points of interest. In order to find such a mesh we
derive a posteriori error estimates of the error in the points of interest using duality techniques (see [6] or [7]).
To represent the error in a linear functional, (u − U, ψ), we introduce the continuous dual problem for Eq. (17).
Find φ ∈W such that−φt + σ 2φ + 2σ 2(z − e−γ tqt )φz + σ
2
2
(z − e−γ tqt )2φzz = 0,
φ(0, z) = ψ.
(28)
For simplicity we consider this equation over the whole space interval, so we do not have to consider any boundary
conditions. We extend the finite element solution U outside Ω = [z0, z J ] by defining
U¯ = 0, z ≤ z0,
U¯ = U, z0 ≤ z ≤ z J ,
U¯ = z, z ≥ z J .
(29)
Furthermore, we also extend the previous notation and let (u, v) = (u, v)R, and a(u, v) = aR(u, v) denotes the
bilinear forms extended from Ω to R. Multiplying with the error e = u¯ − U¯ ∈ W and integrating in space and time
we get∫ T
0
(
−(φt , e)+ σ 2(φ, e)+ 2σ 2
(
(z − e−γ tqt )φz, e
)+ σ 2
2
(
(z − e−γ tqt )2φzz, e
))
dt = 0. (30)
Using integration by parts we get
−(φ(T ), e(T ))+ (φ(0), e(0))+
∫ T
0
(
(φ, et )+ σ 2(φ, e)− 2σ 2
(
(z − e−γ tqt )φ, ez
))
dt
+
∫ T
0
(
−2σ 2(φ, e)− σ
2
2
(
(z − e−γ tqt )2φz, ez
)
− σ 2 ((z − e−γ tqt )φz, e)) dt = 0. (31)
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Note that integration by parts gives
σ 2
(
(z − e−γ tqt )φz, e
) = −σ 2 ((z − e−γ tqt )φ, ez)− σ 2 (φ, e) , (32)
using this identity, φ(0) = ψ , and e(T ) = 0 we get
(ψ, e(0)) = −
∫ T
0
(
(φ, et )− σ 2
(
(z − e−γ tqt )φ, ez
)− σ 2
2
(
(z − e−γ tqt )2φz, ez
))
dt. (33)
Recalling the earlier defined bilinear form (24) we can also write
(ψ, e(0)) = −
∫ T
0
((et , φ)+ a(e, φ)) dt. (34)
Since e = u −U and u solves Eq. (23) we get the error representation formula
(ψ, e(0)) =
∫ T
0
(
(U¯t , φ)+ a(U¯ , φ)
)
dt. (35)
If we, for example are interested in the error at z = zα , we chooseψ = δzα (z), and get the error representation formula
e(0, zα) =
∫ T
0
(
(U¯t , φ)+ a(U¯ , φ)
)
dt. (36)
If one instead is interested in derivatives of the solution, then a different ψ is chosen, as shown later on.
3.3.2. Estimating the error
Let pi : W → Wq−1 be the L2 projection in time, and let P be a suitable interpolation operator into V p in space.
Thus pi P is an interpolation operator such that pi Pφ ∈Wq−1. Then using Galerkin orthogonality (27), we can replace
φ by φ − pi Pφ = φ − Pφ + Pφ − pi Pφ. Note that Pφ = 0 on R \ Ω . Eq. (35) can then be written as
(ψ, e(0)) = −
∫ T
0
(
(U¯t , φ − Pφ)+ a(U¯ , φ − Pφ)
)
dt −
∫ T
0
(
(U¯t , Pφ − pi Pφ)+ a(U¯ , Pφ − pi Pφ)
)
dt
= −
∑
n
∑
j
∫
In
(
Rsκ j (U¯ ), φ − Pφ
)
dt −
∑
n
∫
In
(
Rt (U¯ ), Pφ − pi Pφ) dt
−
∑
n
∫
In
(
Rb(U¯ ), φ
)
dt, (37)
where
(Rsκ j (U¯ ), φ − Pφ) = −
σ 2
4
((z − e−γ tqt )2[U¯z], φ − Pφ)∂κ j\∂Ω
+
(
U¯t + σ
2
2
(z − e−γ tqt )2U¯zz, φ − Pφ
)
κ j
, (38)
is the space residual,
(Rt (U¯ ), Pφ − pi Pφ) =
(
U¯t + σ
2
2
(z − e−γ tqt )2U¯zz, Pφ − pi Pφ
)
κ j
, (39)
is the time residual, and
(Rb(U¯ ), φ) = −σ
2
2
((z − e−γ tqt )2[U¯z], φ)∂Ω , (40)
is the boundary residual accounting for the effect of restricting the computation from R to the finite interval Ω . Note
that the residuals are zero outside Ω since u = z and u = 0 satisfies Eq. (17). Here we used the notation [U¯z] to
denote the jump in U¯z over element interfaces.
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Fig. 1. Space–time discretization.
Finally, we present an algorithm for calculating the error.
Error estimation algorithm:
• Compute an approximationΦ of φ using an enriched finite element space, for instance higher-order approximation.
• Compute PΦ.
• Compute ∫In (Rsκ j (U ), φ − Pφ)dt using quadrature in space and time for each element κ j and time step.• Compute pi PΦ.
• Compute ∫In (Rt (U ), Pφ − pi Pφ) dt using quadrature in space and time for each time step.
3.3.3. Examples
Using the error estimation algorithm in the previous section we are able to calculate the error in desired quantities
for different values of the parameters. This makes it possible to identify regions where a fine mesh is necessary.
Example 1. To estimate the error at z = zα we let ψ = δzα (z) in (28). In order to implement this condition we use
the approximation
δzα (z) ≈
1

√
pi
e−((z−zα)/)2 := δzα (z, ), (41)
where  is a parameter that controls how well the delta function is approximated. In this example we have used
 = 0.0129. As seen from Fig. 2, the solution to the dual problem differs from zero only within a short interval of Ω .
We now check that the error representation formula really works by testing it in the case of the European option, were
we know the exact solution. Recall that we get the value of an European call option by letting q = eγ (t−T ) = 1 in
(17). By using the error estimation algorithm in the previous section we can get an approximation of the functional of
the error, that is an approximation on the right-hand side of Eq. (35). This can then be compared to calculating the left-
hand side of Eq. (35) directly using the real error in the approximate solution, found by using Black–Scholes formula
and Eq. (16). The dual solution is calculated on a finer mesh, and using higher-order approximations. The primal was
calculated using the cG(1)–cG(1) method with 640 space and time points, and the dual using the cG(2)–dG(1)
method with 40 space and time points. The dual mesh was sixteen times finer in each direction. The value of
the functional of the error found by using the error representation formula was in this case 0.000134, in excellent
agreement with the real value, that is the value on the left-hand side of Eq. (35), which was 0.000133.
We now proceed to do the same for the Asian option. By using the error estimation algorithm in the previous
section we can get an approximation of the functional of the error, that is an approximation on the right-hand side of
Eq. (35). The dual solution is calculated on a finer mesh, and using higher-order approximations. In Fig. 3, we see
the contributions to error formula (35) from each space–time slab. The primal was calculated using the cG(1)–cG(1)
method, and the dual using the cG(2)–dG(1) method. The dual mesh was sixteen times finer in each direction. The
value of the functional of the error found by using the error representation formula was in this case 0.0025. We also
note that the contribution to the error differs from zero only within a short interval of Ω , just as the dual solution. This
means that we may use a more sparse mesh where the contribution to the error is small and thus save computation
time. The solution is larger near time t = 0, implying that one should use a finer time step there. Obviously the result
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Fig. 2. The dual solution φ of an average rate call option. Above on the left, φ, for ψ = δ0(z, ) with σ = 0.1 and r = 0.1, and r = 0.1. Below
on the left, φ, for σ = 0.3 and r = 0.1. On the right, contour plots using 30 levels. Solutions computed using the cG(2)–dG(1) method with 200
space and time points.
Fig. 3. On the left, the contributions to the error of an average rate call option for σ = 0.1, and r = 0.1, when ψ = δ0(z, ). On the right, contour
plot using 30 levels. The dual was computed using the cG(2)–dG(1)method with 640 space and time points, and the primal using the cG(1)–cG(1)
method with 40 space and time points.
depends on the value of the volatility σ , and the other parameters, which can be seen from the plot of the dual solution.
We will later see how we can use the error representation formula to derive an optimal mesh for each problem.
Example 2. In order to make a good estimation of the derivative of the solution, which is interesting when calculating
the greek delta (see Section 5), we need to study a different dual problem. We approximate the derivative using the
central difference formula
∂u
∂z
≈ u(z + µ)− u(z − µ)
2µ
:= ∂hu
∂z
. (42)
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Fig. 4. Above on the left, φ, for σ = 0.1, and r = 0.1, when ψ is chosen as in Example 2. Below on the left, φ, for σ = 0.3. On the right, contour
plots using 30 levels. Solutions computed using the cG(2)–dG(1) method with 200 space and time points.
To estimate the error of the derivative of the solution at z = zα , uz(zα), we thus choose
ψ(z) = δzα (z − µ)− δzα (z + µ)
2µ
≈ δzα (z − µ, )− δzα (z + µ, )
2µ
(43)
in (28), for an appropriate choice of µ. The error in our estimation of the derivative can be split into two parts(
∂u
∂z
− ∂hU
∂z
)
=
(
∂u
∂z
− ∂hu
∂z
)
+
(
∂hu
∂z
− ∂hU
∂z
)
. (44)
The first term corresponds to the error in (42), while the second can be estimated using the a posteriori estimate. Fig. 4
shows the dual solution for this choice of ψ when α = 0, µ = 0.02 and  = 0.0129. Fig. 5 shows the contributions
to the error estimation formula from each space–time slab. The same numerical methods and meshes were used as
in the previous example. We see that this solution also is centrally oriented, implying that the derivative has a local
dependence.
4. Adaptive mesh refinement
Adaptive mesh refinement may be accomplished in many different ways. Our goal is not to create the best adaptive
method, since adaptivity would be to slow to use in reality. Rather we wish to create an optimal mesh in advance for
each case, so that when valuing an option we simply use a suited pre-calculated mesh. This gives superior performance.
In this section we show how these meshes are calculated and what typical meshes look like.
Mesh refinement algorithm:
• Compute an approximation U of u using the FE method on a coarse mesh.
• Compute the error in desired quantities by using the a posteriori error estimation algorithm.
• Calculate the time and space averages of the contributions to the error from each space–time slab. This gives us
two vectors, one with time averages and one with space averages.
• Identify the Q% largest elements in the space average vector, and refine the corresponding time steps by dividing
them in half.
• Identify the Q% largest elements in the time average vector, and refine the corresponding spatial steps by dividing
them in half.
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Fig. 5. The contributions to the functional of the error of an average rate call option for σ = 0.1, and r = 0.1, when ψ is chosen as in Example 2.
The dual was computed using the cG(2)–dG(1) method with 640 space and time points, and the primal using the cG(1)–cG(1) method with 20
space and time points.
Fig. 6. The resulting mesh using the mesh refinement algorithm, calculated for an average rate call option with σ = 0.1, and r = 0.1, when
ψ = δ0(z, ). The dual was computed using the cG(2)–dG(1) and the primal using the cG(1)–cG(1) method. Three successive refinements were
made.
• Compute a new FE approximation U on the refined mesh.
• Repeat until minimum mesh size is reached.
In Fig. 6, we see a typical mesh resulting from using the mesh refinement algorithm above. In this case Q was set
to 10%. Three successive refinements were made, starting from a sparse mesh with 20 nodes in time and space. The
final mesh has only 27 nodes in each direction, but the error has decreased by a factor 25. The dual was calculated
using a fine mesh with 640 nodes in time and space.
5. The Greeks
In order to hedge our Asian option, we need the sensitivity measures, or the so-called greeks. Recalling that
Z0 = X0S0 and that
dX0
dS0
= q0 according to Eq. (8), we get by direct calculation
∂Z0
∂S0
= 1
S0
(q0 − Z0). (45)
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Fig. 7. The delta of an average rate call at time t = 0, with σ = 0.3, T = 1, S0 = 100, and r = 0.1.
Using the chain rule, Eq. (45), and that the price of the Asian option is given in terms of u by the equation
V (0, S0, K1, K2) = S0u (0, Z0) , (46)
we get the three greeks at time t = 0
∆ = ∂V
∂S0
= u + (q0 − Z0) ∂u
∂Z0
, (47)
Γ = ∂
2V
∂S20
= 1
S0
(q0 − Z0)2 ∂
2u
∂Z20
, (48)
Θ = −∂V
∂t
= −∂u
∂t
. (49)
In Fig. 7 we see the delta of an average rate call at time t = 0 for various strike prices K .
6. Results
The implementation was done in C++ on a Dell Inspiron PC (700 MHz). Many different meshes were used, with
both uniform and adapted meshes. In the following we will use z0 = −1 and z J = 1, the accuracy is not improved if
a larger interval is used.
We begin by validating our method against the known exact solution for the European call option. Recalling the
previous calculations in Example 1 in Section 3.3.3 we know that the error representation formula works and is
accurate. The value of the functional of the error found by using the error representation formula in the test example
on the European option was 0.000134, in excellent agreement with the real value of the functional found by using
Black–Scholes formula, which was 0.000133. Table 2 compares values of the European call calculated using the
cG(1)–cG(1) finite element method, with the analytical value derived by Black–Scholes formula. We see that the FE
method is very stable and has a maximum relative error of 0.06 percent when 400 time points are used.
In Fig. 8 we see the average rate call option value calculated using the adapted mesh from the previous section.
The mesh is finer close to the time t = 0 and in the center of the spatial interval Ω . In this way higher accuracy is
achieved without dramatically increasing the number of space and time points in the mesh. The original uniform mesh
has 20 nodes in time and space. By using the error representation formula, the functional of the error was calculated
to 0.0025 for the uniform mesh. The adapted mesh has only 27 nodes in each direction, but the functional of the error
has decreased by a factor 25 to 0.0001.
Table 3 compares the results of the method developed in this paper with the results of [18,20,14]. To be consistent
with their results a uniform mesh with same number of time and space points (200 space points and 400 time points)
was used in the computation of the finite element results in Table 3. The Monte Carlo results were obtained from [18],
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Fig. 8. An average rate call option with r = 0.10, σ = 0.10, T = 1 and t = 0. Computed on an adapted mesh with 27 space and time points.
Table 2
The European call calculated using the FE method with 200 and 400 time points compared to Black–Scholes analytical value when r = 0.05,
T = 1 and t = 0
σ K FE(200) FE(400) Black–Scholes Relative error (%)
0.10 90 14.6207 14.6268 14.6288 0.0137
100 6.7972 6.8030 6.8050 0.0294
110 2.1687 2.1726 2.1739 0.0598
0.20 90 16.6983 16.6981 16.6994 0.0078
100 10.4468 10.4496 10.4506 0.0096
110 6.0375 6.0395 6.0401 0.0099
0.30 90 19.6932 19.6965 19.6974 0.0046
100 14.2273 14.2304 14.2313 0.0063
110 10.0148 10.0189 10.0201 0.0120
The relative error is between the FE(400) solution and the analytical solution.
Table 3
Comparison of results of different methods for the average rate call with r = 0.15, S0 = 100, T = 1 and t = 0
σ K Foufas Vecˇerˇ Zvan et al. Monte Carlo Lower Upper ∆
0.05 95 11.112 11.112 11.094 11.094 11.094 11.114 0.929
100 6.810 6.810 6.793 6.795 6.794 6.810 0.925
105 2.754 2.750 2.748 2.745 2.744 2.761 0.764
0.10 90 15.416 15.416 15.399 15.399 15.399 15.445 0.928
100 7.042 7.036 7.030 7.028 7.028 7.066 0.842
110 1.422 1.421 1.410 1.418 1.413 1.451 0.355
0.20 90 15.659 15.659 15.643 15.642 15.641 15.748 0.879
100 8.427 8.424 8.409 8.409 8.408 8.515 0.703
110 3.570 3.568 3.554 3.556 3.554 3.661 0.422
0.30 90 16.533 16.533 16.514 16.516 16.512 16.732 0.806
100 10.231 10.230 10.210 10.210 10.208 10.429 0.644
110 5.750 5.748 5.729 5.731 5.728 5.948 0.451
The Monte Carlo results are from [18] and the lower and upper bounds are from [14].∆ refers to the value of the greek delta, calculated using the
FEM method.
and the lower and upper bounds are from [14]. The last column gives the value of the greek delta. As seen from
the table all methods are accurate and always give answers within analytical bounds. The most important difference
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between them is the computation time required to receive the results. It takes approximately 0.05 s of CPU time to
calculate the price using this uniform mesh with 200 space points and 400 time points. Using an adapted mesh instead
we could achieve the same accuracy but with a coarser mesh, and thus speed up the calculation significantly.
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