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Using algebraic methods and appropriate BCH-like relations of Lie algebras we present an alter-
native way of solving exactly the problem of a harmonic oscillator (HO) with an arbitrary time-
dependent frequency. Assuming the HO is initially in its fundamental state, we explicitly show
that a time-dependent frequency gives rise to a squeezed state. In our method we develop an itera-
tive approach which allows one to obtain the HO state at any instant and for any time-dependent
frequency. Our method is very well suited for numerical calculations used in the analysis of the
squeezing parameter and the variances of quadrature operators at any instant. To get confidence
in the method, we recover some important results found in the literature. Then, we discuss two
frequency modulations that produce strong squeezing, namely, the parametric resonance modulation
and the Janszky-Adam scheme. A direct comparison of these two squeezing procedures shows that
the latter is the most efficient one.
I. INTRODUCTION
The importance of the harmonic oscillator with time-
dependent frequency (HOTDF) cannot be underesti-
mated since it is a natural scenario for the study of
many important topics as for instance time-dependent
hamiltonians, foundations of quantum mechanics, math-
ematical theorems involving Lie algebras and the increas-
ingly important squeezed states. Such states appear in
quantum optics [1–8], in cosmology [9–14] and even in
some approaches to the dynamical Casimir effect, par-
ticularly, those based on analogue models [15–22]. The
main property of these states consists in the fact that
they provide variances of certain quadratures smaller
than the minimum value associated to the coherent states
[23, 24], making possible the reduction of the quantum
noise/signal ratio. This remarkable property has had a
great impact in many areas of physics, from metrology
[25, 26] and telecommunications [27] until the improve-
ments of interferometric gravitational-wave detectors re-
cently used in the first direct observations of gravitational
waves [28–35].
One could naively think that solving the HOTDF
would be as simple as solving the HO under an external
arbitrary time-dependent force, both described by time-
dependent hamiltonians. But this is far from the truth
by the following reason: while the latter problem can
be easily solved with the aid of the simple composition
law satisfied by the Glauber operator, the problem of a
∗ Correspondence to: danielmartinezt@gmail.com
HOTDF involves the more complex squeezing operator
and, as shown by Rhodes [36], their composition law is
much more intricate. Rhodes solved formally the driven
HOTDF expressing the time evolution operator (TEO)
at any instant as a product of a squeezing operator, a
Glauber operator and a rotation operator, apart from an
overall phase factor.
However, though rigorous and very elegant, Rhodes’
solution is not very practical for numerical implementa-
tions, since the final expressions are written in terms of
functions that satisfy non-linear differential equations in-
volving the time-dependent frequency ω(t) under consid-
eration. There is a vast list of authors that have tackled
this problem with distinct purposes and approaches, from
situations where the mass can also depend on time [37–
41]) to those cases where driven forces were included and
different initial states were considered [42, 43]). Partic-
ular cases for sudden or linear frequency variations have
been considered [40, 44–48] and some pioneering papers
on this subject should also be mentioned [49, 50].
In this work our main purpose is to establish an it-
erative procedure for solving a HOTDF in such a way
that no matter which time-dependent frequency is con-
sidered, one will be able to write the quantum state of the
system at any instant and with the desired precision. Us-
ing algebraic methods and appropriate Baker-Campbell-
Hausdorff (BCH)-like relations as in Refs.[36, 37] we
establish an iterative approach to obtain the TEO in
terms of a recurrence relation that is suitable for nu-
merical calculations. Conveniently, this recurrence re-
lation can be expressed as generalized continuous frac-
tions. To get confidence in our method, we reobtain the
variances of quadratures for specific time-dependent fre-
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2quencies already considered in the literature. Then, we
use our method to discuss and compare two frequency
modulations that produce strong squeezing, namely, the
parametric resonance modulation and the Janszky-Adam
scheme. By a direct comparison of these two squeezing
procedures we show that the latter is the most efficient
one.
This paper is organized as follows. In Section II we
present a detailed discussion of our method and estab-
lish the main theoretical result of our paper. In Section
III, we illustrate and apply our method in a variety of
situations, including an original discussion regarding dif-
ferent but efficient squeezing procedures. Section IV is
left for some final remarks and conclusions.
II. HARMONIC OSCILLATOR WITH
TIME-DEPENDENT FREQUENCY
Let us consider a one-dimensional harmonic oscillator
of unit mass with an arbitrary time-dependent frequency,
ω(t), whose hamiltonian is given by
Hˆ(t) =
1
2
pˆ2 +
1
2
ω2(t)qˆ2 . (1)
Suppose that, initially (t = 0), the HO is in its funda-
mental state |0〉1. The main purpose of this work is to
determine the state of the harmonic oscillator at an arbi-
trary subsequent time. However, this is not an easy task,
since the hamiltonian is a time-dependent one and hence
the computation of the TEO is quite intricate. In fact,
from its definition
|ψ(t)〉 = Uˆ(t, 0) |ψ(0)〉 , (2)
and the Schro¨dinger equation (we are using ~ = 1),
i
∂
∂t
|ψ(t)〉 = Hˆ(t) |ψ(t)〉 , (3)
it is immediate to see that Uˆ(t, 0) satisfies the following
differential equation,
i
∂
∂t
Uˆ(t, 0) = Hˆ(t)Uˆ(t, 0) , (4)
with the initial condition Uˆ(0, 0) = 11, whose solution is
Uˆ(t, 0) = 1 +
∞∑
n=1
(−i)n
∫ t
0
dt1
∫ t1
0
dt2 · · ·
· · ·
∫ tn−1
0
dtnHˆ(t1)Hˆ(t2) · · · Hˆ(tn) . (5)
1 Generalization to any other initial coherent state can be straight-
forwardly carried out.
The previous equation can be cast into the formal ex-
pression
Uˆ(t, 0) = T
{
exp
[
−i
∫ t
0
Hˆ(t′)dt′
]}
, (6)
where T means time ordering operator. This expression
is known as Dyson series and its application to the prob-
lem at hand is extremely difficult. Instead of using Dyson
series to solve the HOTDF it is more convenient, as we
shall see, to appeal to the composition property of the
TEO which follows directly from definition (2), namely,
Uˆ(t, 0) = Uˆ(t, tN−1)Uˆ(tN−1, tN−2) · · · Uˆ(t1, 0) . (7)
Although for finite time intervals the expressions of
Uˆ(tj , tj−1), with j = 1, 2, ..., N − 1, are quite in-
volved since the problem under consideration has a time-
dependent hamiltonian (they are given, essentially by
Dyson series), if we take τ → 0 and N →∞ with Nτ = t,
we can write the TEO as an infinite product of simple
infinitesimal time evolution operators, namely,
Uˆ(t, 0) = lim
N→∞
Nτ=t
e−iHˆ(Nτ)τe−iHˆ((N−1)τ)τ · · · e−iHˆ(τ)τ .
(8)
Our iterative method is based on the above equation.
However, before applying the previous equation to calcu-
late the TEO, we shall write for convenience the hamil-
tonian given by Eq.(1) in terms of the “annihilation” and
“creation” operators, defined by
aˆ =
√
ω0
2
(
qˆ + i
pˆ
ω0
)
; aˆ† =
√
ω0
2
(
qˆ − i
ω0
pˆ
)
. (9)
where ω0 = ω(t = 0), which satisfy the commutation
relation
[
aˆ, aˆ†
]
= 1. Inverting these equations and sub-
stituting the expressions of operators pˆ and qˆ in terms
of the operators aˆ and aˆ† into Eq.(1), we obtain after a
straightforward calculation
Hˆ(t) = 2ω(t) cosh
[
2ρ(t)
]
Kˆc+ω(t) sinh
[
2ρ(t)
] (
Kˆ+ + Kˆ−
)
,
(10)
where we defined
ρ(t) :=
1
2
ln
(
ω(t)
ω0
)
, (11)
as well as the operators
Kˆ+ :=
aˆ†
2
2
, Kˆ− :=
aˆ2
2
and Kˆc :=
aˆ†aˆ+ aˆaˆ†
4
. (12)
It is straightforward to show that the above operators
satisfy the following commutation relations[
Kˆ+, Kˆ−
]
= −2Kˆc and
[
Kˆc, Kˆ±
]
= ±Kˆ± , (13)
so that they can be identified as the three generators
of the su(1,1) Lie algebra. This fact will allow us to
3use appropriate BCH-like formulas for this Lie algebra to
obtain iteratively the state of the system for any instant
of time. As we shall show in the next subsection, the
HOTDF will evolve to a squeezed state. Hence, for future
convenience, we briefly introduce these states (a detailed
discussion on squeezed states can be found in Ref.[53]).
A squeezed state |z〉 can be obtained by application of
the squeezing operator Sˆ(z) on the fundamental state,
|z〉 = Sˆ(z)|0〉, with Sˆ(z) defined by
Sˆ(z) ≡ exp
{
z
2
aˆ†
2 − z
∗
2
aˆ2
}
, (14)
where z = reiϕ is a complex number. With the aid of
ordering theorems the squeezed state can be written as
a superposition of the even energy eigenstates [53]
|z〉 =
√
sech(r)
∞∑
n=0
√
(2n)!
n!
[
−1
2
e(iϕ) tanh(r)
]n
|2n〉 .
(15)
Note that z, and hence r and ϕ, determines uniquely
the squeezed state. In order to interpret r and ϕ, it
is convenient to introduce the quadrature operator Qˆλ,
defined by [53]
Qˆλ =
1√
2
[
eiλaˆ† + e−iλaˆ
]
. (16)
The quadrature operators satisfy the commutation re-
lation [Qˆλ, Qˆλ+pi/2] = i. It is evident from the pre-
vious definition that Qˆλ=0 = (aˆ
† + aˆ)/
√
2 ∝ qˆ and
Qˆλ=pi/2 = i(aˆ
† − aˆ)/√2 ∝ pˆ. The harmonic oscillator
is squeezed if the variance of one of the quadratures is
smaller than 12 . It can be shown that the variance of the
operator Qˆλ in the generic squeezed state |z〉 written in
Eq.(15) is given by [53]〈
∆Q2λ
〉
= 〈z|Qˆ2λ|z〉 − (〈z|Qˆλ|z〉)2
=
1
2
[
e2r sin2 (λ− ϕ/2) + e−2r cos2 (λ− ϕ/2)] .
(17)
Note the explicit dependence of
〈
∆Q2λ
〉
with r and ϕ.
Further, from the previous equation we see that
e−2r
2
≤ 〈∆Q2λ〉 ≤ e2r2 , (18)
which justifies the interpretation of r as the squeezing pa-
rameter (SP). Parameter ϕ is referred to as the squeezing
phase (SPh).
A. Time Evolution
In order to construct an iterative method to compute
the TEO of our problem, let us consider a time discretiza-
tion in small intervals of equally size τ and let the time-
dependent frequency ω(t) be considered constant in each
of these intervals as follows
ω(t) =

ω0 for t ≤ 0
ω1 for 0 < t ≤ τ
...
...
ωj for (j − 1)τ < t ≤ jτ
...
...
ωN for (N − 1)τ < t ≤ Nτ
(19)
where ωj can be taken as any value assumed by ω(t) with
tj−1 < t ≤ tj . For convenience, we choose ωj := ω(jτ).
Recall that Nτ = t and an exact result is obtained only
in the limit N → ∞ (τ → 0). Note also that we chose
time-dependent frequencies that are constant and equal
to ω0 from −∞ to t = 0 , so that the HO remained in
its fundamental state from the remote past until t = 0.
Once tj − tj−1 = τ , for any j, Eq.(7) takes the form
Uˆ(t, 0) = Uˆ(Nτ, (N − 1)τ) · · · Uˆ(2τ, τ)Uˆ(τ, 0) . (20)
Assuming N is as large as we want, we may approximate
the hamiltonian in each time interval tj−1 < t ≤ tj , de-
noted by Hj , as a constant one. Hence, from Eq.(10) we
may write
Hˆj = 2ωj cosh(2ρj)Kˆc + ωj sinh(2ρj)
(
Kˆ+ + Kˆ−
)
,
(21)
where from Eq.(11) it is clear that
ρj =
1
2
ln
(
ωj
ω0
)
. (22)
Since all Hj are now considered as time-independent
hamiltonians, the TEO for each time interval, Uˆ(tj , tj−1),
with j = 1, 2, ..., N , can be written as
Uˆj := Uˆ(tj , tj−1) = e−iHˆjτ . (23)
Inserting Eq.(21) into the previous equation, we obtain
Uˆj = e
λj+Kˆ++λjcKˆc+λj−Kˆ− , (24)
where we defined
λj+ = λj− = −iωjτ sinh(2ρj) , (25)
λjc = −2iωjτ cosh(2ρj). (26)
Using well known BCH relations of the su(1, 1) Lie alge-
bras as given in Ref.[53], it is possible to write Eq. (24)
as a product of exponentials of the Lie algebra generators
in a suitable order, namely,
Uˆj = e
Λj+Kˆ+eln(Λjc)KˆceΛj−Kˆ− , (27)
where
Λjc =
(
cosh(νj)− λjc
2νj
sinh(νj)
)−2
, (28)
Λj± =
2λj± sinh(νj)
2νj cosh(νj)− λjc sinh(νj) , (29)
4with νj given by
ν2j =
1
4
λ2jc − λj+λj−. (30)
Inserting Eqs. (25) and (26) into Eq. (30) and substi-
tuting the obtained result into Eqs. (28) and (29), it is
straightforward to show that
νj = ±iωjτ, (31)
Λjc = (cos(ωjτ) + i cosh(2ρj) sin(ωjτ))
−2
, (32)
Λj± =
−i sinh(2ρj) sin(ωjτ)
cos(ωjτ) + i cosh(2ρj) sin(ωjτ)
. (33)
Therefore, using Eqs. (2), (20) and (27) the state of the
HOTDF at an arbitrary instant t > 0 can be written as
the following product of operators
|ψ(t)〉 = eΛN+Kˆ+eln(ΛNc)KˆceΛN−Kˆ−
eΛ(N−1)+Kˆ+eln(Λ(N−1)c)KˆceΛ(N−1)−Kˆ− · · ·
· · · eΛ2+Kˆ+eln(Λ2c)KˆceΛ2−Kˆ−
eΛ1+Kˆ+eln(Λ1c)KˆceΛ1−Kˆ− |0〉 . (34)
This formula is not yet suitable for numerical applica-
tions but, as we shall see in the next subsection, it is the
starting point for the deduction of a very convenient re-
currence relation which will be the core of our iterative
method.
B. Recurrence Formula
In this section we present a recurrence formula which
allows us to calculate iteratively the state of the HO at
any instant t > 0. As we shall show, this state will be
a squeezed state. In other words, we shall show that
Eq.(34) can be written in the form of Eq.(15). Once we
have determined the final squeezed state of the HO we
can immediately write an expression for the squeezing
parameter for an arbitrary instant of time, r(t).
In order to obtain a recurrence formula, we shall pro-
ceed inductively. We assume ω(t) is constant by parts, as
defined in Eq.(19) and start by analyzing the first two fre-
quency abrupt changes, namely, from ω0 to ω1 at t = 0,
and from ω1 to ω2 at t = τ . For t = τ we have
|ψ(τ)〉 = Uˆ1(τ, 0) |0〉
= eΛ1+Kˆ+eln(Λ1c)KˆceΛ1−Kˆ− |0〉 . (35)
From Eq. (12), we can calculate
Kˆ− |n〉 = 1
2
√
n(n− 1) |n− 2〉 , (36)
Kˆ+ |n〉 = 1
2
√
(n+ 1)(n+ 2) |n+ 2〉 , (37)
Kˆc |n〉 = 1
2
(n+
1
2
) |n〉 . (38)
Using the above equations and the well-known formula
eAˆ =
∞∑
n=0
1
n!
Aˆn , (39)
valid for a general operator Aˆ, it can be shown that
eΛ1−Kˆ− |0〉 = |0〉 (40)
eln(Λ1c)Kˆc |0〉 = (Λ1c)1/4 |0〉 . (41)
Therefore, Eq. (35) takes the form
|ψ(τ)〉 = (Λ1c)1/4 eΛ1+Kˆ+ |0〉 . (42)
For later convenience, let us rewrite last equation as
|ψ(τ)〉 = (α1)1/4 eγ1Kˆ+ |0〉 , (43)
where we defined
α1 = Λ1c and γ1 = Λ1+. (44)
Using Eqs. (39) and (38), Eq. (43) reads
|ψ(τ)〉 =
√
|α1|1/2
∞∑
n=0
√
(2n)!
n!
[
1
2
|γ1| eiϑ1
]n
|2n〉 , (45)
where the overall phase has been removed by the follow-
ing definitions:
α1 = |α1| eiχ1 , and γ1 = |γ1| eiϑ1 . (46)
Comparing Eqs. (45) and (15) we see that if the following
identifications are possible,
|α1|1/2 = sech r ; |γ1| = tanh r and ϑ1 = ϕ+pi , (47)
then, we can conclude that |ψ(τ)〉 is a squeezed state
with squeezing parameter r. In fact, this is indeed the
case and it is straightforward to show that
|α1|+ |γ1|2 = sech2r + tanh2r = 1 . (48)
In order to find the squeezing parameter at instant τ ,
r(τ), we use the first equation in (47) as well as the first
equation in (44) to write
r(τ) = arcosh
(
|Λ1c|−1/2
)
. (49)
Then, using Eq. (32), with j = 1, we obtain the squeez-
ing parameter in terms of ρ1 and ω1 as
r(τ) = arcosh
([
1 + sinh2 (2ρ1) sin
2 (ω1τ)
]1/2)
. (50)
The next step is to calculate |ψ(2τ)〉. Applying the TEO
for the second infinitesimal interval in Eq.(43), we obtain
|ψ(2τ)〉 = (α1)1/4 eΛ2+Kˆ+eln(Λ2c)KˆceΛ2−Kˆ−eγ1Kˆ+ |0〉 .
(51)
5In order to proceed, we shall rewrite the exponentials
involving Kˆ+, Kˆc and Kˆ− in a convenient order. As it is
shown in the Appendix A, Eq. (51) can be written as
|ψ(2τ)〉 = (α1)1/4 e(Λ2++Σ2+Λ2c)Kˆ+ ·
·eln(Λ2cΣ2c)Kˆce(Σ2−+Λ2−)Kˆ− |0〉 , (52)
where
Σ2c = (1− γ1Λ2−)−2 , (53)
Σ2+ =
γ1
1− γ1Λ2− , (54)
Σ2− =
γ1 (Λ2−)
2
1− γ1Λ2− . (55)
Using Eqs. (40) and (41) into Eq. (52), the state |ψ(2τ)〉
can be cast into the form
|ψ(2τ)〉 = (α2)1/4 e(γ2)Kˆ+ |0〉 , (56)
where we defined
α2 =
α1Λ2c
(1− γ1Λ2−)2
, (57)
γ2 = Λ2+ +
γ1Λ2c
1− γ1Λ2− . (58)
Since Eq. (56) is similar to Eq. (42), the state |ψ(2τ)〉
is a squeezed state with the same structure as the state
|ψ(τ)〉, given by Eq.(45), except by the fact that the sub-
script has changed from 1 to 2.
In order to apply finite induction, we now assume that
the state at instant (j − 1)τ is given by
|ψ((j − 1)τ)〉 = (α(j−1))1/4 e(γ(j−1))Kˆ+ |0〉 . (59)
If this is so, the state after the next abrupt frequency
variation is obtained by applying on Eq.(59) the appro-
priate TEO, Uˆj :
|ψ(jτ)〉 = (α(j−1))1/4 eΛj+Kˆ+eln(Λjc)Kˆc ·
·eΛj−Kˆ−eγ(j−1)Kˆ+ |0〉 . (60)
Following the same steps as before, we can write the
above equation as
|ψ(jτ)〉 = (α(j−1))1/4 e(Λj++Σj+Λjc)Kˆ+ ·
·eln(ΛjcΣjc)Kˆce(Σj−+Λj−)Kˆ− |0〉 , (61)
where we defined
Σjc =
(
1− γ(j−1)Λj−
)−2
, (62)
Σj+ =
γ(j−1)
1− γ(j−1)Λj− (63)
Σj− =
γ(j−1) (Λj−)
2
1− γ(j−1)Λj− . (64)
Again, using Eqs.(40) and (41) into Eq. (61), last equa-
tion reads
|ψ(jτ)〉 = (αj)1/4 e(γj)Kˆ+ |0〉 , (65)
where we defined
αj =
α(j−1)Λjc(
1− γ(j−1)Λj−
)2 (66)
γj = Λj+ +
γ(j−1)Λjc
1− γ(j−1)Λj− . (67)
Therefore it has been demonstrated that the final state
after j abrupt frequency changes can be written in the
closed form
|ψ(jτ)〉 =
√
|(αj)|1/2
∞∑
n=0
√
(2n)!
n!
[
1
2
|γj | eiϑj
]n
|2n〉 ,
(68)
where, again, the overall phase was removed by the re-
definitions
αj = |αj | eiχj , and γj = |γj | eiϑj . (69)
Summing up: we have shown that |ψ(jτ)〉 is a squeezed
state. The corresponding squeezing parameter and
squeezing phase can be computed by comparing Eqs.
(68) and (15), a procedure which leads to
r(jτ) = tanh−1 |γj | , and ϕ(jτ) = ϑj ± pi (70)
Observe that the state is totally defined by the complex
parameter γj , since its modulus gives the squeezing pa-
rameter r(jτ) and its phase ϑj gives ϕ(jτ). Note also
that, for any j, the relation
|αj |+ |γj |2 = 1 (71)
must be satisfied, as it can be straightforwardly checked.
Finally, we can restate our results into a recurrence for-
mula, suitable for numerical implementations. For con-
venience, we define
aj = Λj± and bj = Λjc. (72)
Hence, Eqs. (66) and (67) are written generically for the
m-th jump as
αm =
α(m−1)bm(
1− γ(m−1)am
)2 , (73)
γm = am + bm
γm−1
1− γm−1am . (74)
Notice that Eq. (74) enables an easy numerical imple-
mentation, therefore allowing us to calculate the dynam-
ics of the main properties of the final state for any fre-
quency function at any time. Interestingly, Eq.(74) is a
generalized continued fraction (GCF):
γm = am − bm
am − 1
am−1− bm−1
am−1− 1
...a2− b2
a2− 1a1
(75)
6The above expression is a new kind of GCF for which
some topics such as convergence can be investigated .
Generalized continued fractions lie in the context of com-
plex analysis and are specially useful to study analyticity
of functions as well as number theory among other fields.
For an interested reader we suggest Ref.[54].
III. RESULTS AND DISCUSSIONS
In this section, we apply our iterative method de-
scribed previously in a variety of situations. Initially, in
order to check the consistency of our method, we recover
in Subsection III A some interesting results obtained by
Adams and Janszky [41]. In this reference 2, the au-
thors considered time-dependent frequencies that return
asymptotically to their original values as t → ∞. In
the other two subsections, we consider time-dependent
frequencies corresponding to two very efficient ways of
generating squeezing states, namely, the parametric res-
onance and the so-called Janszky-Adam (J-A) scheme
[45]. Choosing appropriately the parameters for both
methods, we compare them and show that squeezing in
the Adams-Janszky scheme is stronger than in the para-
metric resonance model. Despite our results are valid for
any initial frequency, for convenience we choose in all our
numerical calculations ω0 = 1.
A. Checking the method
In order to get confidence in our method, in this sub-
section we use our method to recover a well known re-
sult of the literature involving a harmonic oscillator with
a time-dependent frequency. Our main purpose here is
to obtain the squeezing parameter as well as the vari-
ance of a quadrature operator for the system discussed
in Ref.[41]. Following Janszky’s paper [41] we consider a
non-oscillatory frequency function of the type3:
ω(t) =
 ω0 for t ≤ 0ω0 [1 + ω0t2 exp (−ω0tB )] for t > 0 , (76)
whereB is a positive parameter. In Fig.(1.a) we plot the
previous frequency as a function of time for different val-
ues of B. Note that these frequencies are non-monotonic
functions that start increasing but after passing by their
2 In this section we use the particular definition of the quadra-
ture operators used by Janszky in Ref.[41] given by 1/
√
2 times
the quadrature operator defined in Eq.(16). As a consequence,
squeezing occurs when the variance is smaller than 1/4 instead
of 1/2
3 Note that in Janszky’s paper [41] the figure equivalent to our
figure Fig.(3.a) shows the function written in Eq.(76) and not its
root.
FIG. 1. From Eq. (76) are plotted in the same time interval:
(a) the frequency functions, the time evolution of (b) the SP
and of (c) the quadrature variance. The curves associated
to the three different values of the parameter are B = 0.5pi
(dashed line), B = 3pi (dotted line) and B = 5pi (solid line)
maximum values return monotonically and asymptoti-
cally to their original values. Also, note that the larger
the parameter B, the longer it takes to the frequency to
return to its initial value ω0.
In Fig.(1.b), applying the method developed previ-
ously, we plot the squeezing parameter r(t) as a function
of time for the three frequencies plotted in Fig.(1.a). We
see that r(t) has an oscillatory behavior which crudely
follows the shape of the corresponding time-dependent
frequency. Notice that the oscillations in r(t) tend to
cease as the frequency asymptotically returns to its orig-
7inal value and the squeezing parameter evolves to a con-
stant value which depends on B. This is a direct conse-
quence of the fact that the final value of the frequency is
the same as the initial one.
In Fig.(1.c) applying again our method we plot the
time evolution of the quadrature variance. This variance
has an oscillatory behavior even after the oscillations in
the squeezing parameter tends to cease. This oscillatory
behavior even after r(t) has achieved a constant value
is due solely to the squeezing phase term present in Eq.
(17). As it can be checked by a direct comparison, our re-
sults are in total agreement with those appearing in Jan-
szky’s paper [41]. Since the time-dependent frequencies
considered in this subsection are quite non-trivial, we can
be very confident with our method. It is worth mention-
ing that in Janszky’s paper [41] only the time-dependence
of the quadrature is plotted, but not the time-dependence
of the squeezing parameter.
B. Parametric Resonance
The parametric resonance condition in a harmonic os-
cillator can be studied, for instance, by using the follow-
ing frequency function
ω(t) =
 ω0 for t ≤ 0ω0 [1.02− 0.02 cos (ω0t)] for t > 0 (77)
where some numerical values have been fixed for lat-
ter convenience. In Fig.(2.a) we plot the above time-
dependent frequency as a function of time for different
values of the parameter . This parameter allows one to
tune the parametric resonance phenomenon which occurs
when the time-dependent term in the previous equation
varies sinusoidally with time with a frequency which is
precisely twice the value of the constant term, denoted
by reference frequency ωR = 1.02ω0. Frequency ωR is the
time average value of the harmonic oscillator frequency
ω(t). The parametric resonance condition is achieved
with  = 2.04. The other values of  were chosen so that
they are close but smaller than the resonant value4.
In Fig.(2.b), we plot the SP as a function of time for dif-
ferent values of . The main characteristic shown in this
figure is that at resonance condition the average value of
the SP grows linearly with time, indefinitely, in contrast
to what happens in the non-resonance cases, where the
average value of the SP starts growing, achieves a maxi-
mum value and then diminishes until it vanishes and then
starts the process again, presenting a periodic behavior.
Note that as  approaches the resonant value,  = 2.04,
the period of oscillation of r(t) becomes larger, tending
to infinite as → 2.04.
4 We could have chosen values for  close but greater than 2.04,
but the results would have been the same.
FIG. 2. (a) The frequency functions and, in the same time
interval, the time evolution of (b) the SP and (c) the quadra-
ture variance. In (b), it is also shown the behavior of SP
for the initial dynamics. The curves associated to the three
different values of the parameter are  = 1.96 (dashed line),
 = 2.0 (dotted line) and  = 2.04 (solid line and resonance
case)
In Fig.(2.c) we plot the variance of the chosen quadra-
ture as a function of time. Note that the characteris-
tic time oscillations of the variance are associated to the
squeezing phase dynamics while the amplitudes of those
oscillations are related to the mean value of the SP (see
Eq. (17)). As a consequence, the non-resonant cases
exhibit modulations as beats while at parametric reso-
nance, since the average SP grows linearly with time, the
8FIG. 3. Plot of the time evolution in the interval 0 ≤ t ≤ 120
of the complex number z characterizing the final state of the
system for the frequency function given in Eq.(77) and for the
different values of the parameter: (a)  = 1.96, (b)  = 2.0
and (c)  = 2.04 (resonance case).
modulation of the oscillations is exponentially increasing.
In Fig.(3) we used Eq. (70) to plot in the complex
plane the dynamics of z = reiϕ = tanh−1 |γ| ei(ϑ±pi),
where |z〉 = ∣∣reiφ〉 is the squeezed state of the system,
as it was similarly done in Ref.[38]. This is a geometric
representation containing all relevant information of the
dynamics of the system. The non-resonant cases are plot-
ted in Figs.(3.a) and (3.b). For these cases, the curves are
limited and bounded by maximum radii in the complex
plane of z, since out of resonance the squeezing parameter
(r = |z|) has a maximum value. The closer to the reso-
nant condition, the bigger the radius in the complex plane
of the curves that describe the dynamics of the system.
This can be seen by inspection of Figs.(3.a) and (3.b),
since the bigger radius corresponds to the bigger value of
. At resonance condition, as shown in Fig.(3.c), there is
no enclosing circle and the curve is given by a growing
spiral since |z| increases exponentially indefinitely.
C. Janszky-Adam scheme × parametric resonance
The Janszky-Adam (J-A) scheme is known as a very
strong squeezing model by frequency modulation in the
harmonic oscillator [55]. This is so because it uses sudden
jumps between two fixed frequencies appropriately syn-
chronized [45, 46] and these abrupt frequency changes
produce a high degree of squeezing [40]. In Fig.(4.a),
the time dependent frequency of the HO in the Janszky-
Adam model is plotted. It consists, as mentioned above,
of periodic sudden jumps between two constant frequen-
cies, namely ω0 and ω1 (chosen to be 1.0 and 1.5 in ar-
bitrary units in Fig.(4.a)). The respective time intervals
in each frequency are suitable chosen to optimize the in-
creasing in the SP.
In Fig.(4.b), we apply our method to plot the SP as a
function of time corresponding to such a frequency mod-
ulation. First, note that there is an increasing of r(t)
only when the frequency jumps from ω0 to ω1, but not
when the frequency jumps back from ω1 to the initial fre-
quency ω0. In fact, after the frequency abruptly changes
from ω1 to its original value ω0 the SP remains constant
in time until the next jump from ω0 to ω1. This can be
understood in the following way: after the jump from ω0
to ω1 we showed that the state of the HO is a squeezed
state of the original hamiltonian Hˆ0 (a HO with constant
frequency ω0), and it is known that the time evolution
described by e−iHˆ0t/~ of a squeezed state with respect
to hamiltonian Hˆ0 does not change the value of the SP
(though the variance of a quadrature operator oscillates
with time due to its dependence on the squeezing phase
ϕ). That is why in Fig.(4.b) we have plateaus whenever
ω(t) = ω0. Our description should be contrasted with
that appearing in Refs.[45, 46], where it is suggested that
the SP suffer abrupt (discontinuous) changes as the fre-
quency jumps from ω0 and ω1 and from ω1 back to ω0.
However, this is only an apparent disagreement since here
the SP is always considered with respect to the original
hamiltonian Hˆ0, while in the above mentioned papers,
though not explicitly stated, squeezing is considered with
respect to the instantaneous hamiltonian.
It is worth mentioning that since finite changes in
the HO frequency cause only finite changes in the cor-
responding hamiltonian, the physical state of the HO
evolves continuously in time since
lim
δ→0
e
i
~ Hˆδ|ψ(t)〉 = |ψ(t)〉 . (78)
9FIG. 4. (a) Plot of the frequency modulation function of
the J-A scheme. (b) The time-evolution of the SP. (c) The
dynamics of the complex number z characterizing the final
state.
Hence, the same thing occurs with the SP, it can not
suffer discontinuous changes, unless it is defined with re-
spect to the instantaneous hamiltonian (which is not our
case). In Ref.[48], we analyze a simplified version of the
Janszky-Adam model which consists of one sudden fre-
quency change from ω0 to ω1 > ω0 ( at t = 0) followed
by another sudden change from ω1 back to the initial
frequency ω0 after a time interval T. We obtain an ex-
FIG. 5. (a) Plot of the frequency function for the J-A scheme
and the parametric resonance model in time with the same
minimum and maximum values, and (b) the resulting SP as
a function of time.
act analytical solution with the aid of algebraic methods
based on Lie algebras and use this problem to unveil some
qualitative aspects of squeezing processes by abrupt fre-
quency changes. Particularly, we show why there is no
change in the SP when the frequency jumps back to its
original.
In Fig.(4.c) the dynamics of |ψ(t)〉 = |z = reiϕ〉 is de-
picted through the time evolutions of the real and imagi-
nary parts of z. As expected, in the complex z-plane, the
curve exhibits a spiral like behavior, since the modulus
of z increases without bound.
Finally, in order to compare which process between
the parametric resonance model and the Janszky-Adam
scheme is more effective in squeezing the HO, we plot
in Fig.(5.a) the frequency modulations corresponding to
these two models. Of course, in order to our comparison
make sense, we must choose appropriately the parameters
in both models. Since the parametric resonance model
to be used is that described by Eq.(77), it is natural
to choose both modulations between the same minimum
and maximum frequency values given by 1.00 and 1.04 (in
arbitrary units). In Fig.(5.b) we plot the SP as a function
of time for both models with the above choices for the pa-
rameters involved. Although both curves have the same
general form and show squeezing parameters that in-
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crease without bound, it is evident from In Fig.(5.b) that
the Janszky-Adam scheme is more efficient to squeeze
than the parametric resonance.
IV. CONCLUSIONS
In this paper, using algebraic methods and appropri-
ate BCH-like relations of Lie algebras we developed an
iterative method for solving the problem of a harmonic
oscillator with an arbitrary time-dependent frequency.
Although the problem of a harmonic oscillator with a
time dependent frequency had already been solved ex-
actly (see, for instance, Ref.[36]), our method has the
advantage of being very well adapted for numerical calcu-
lations no matter the time dependence of the frequency.
In other methods, only a few particular cases of time-
dependent frequencies can be handled easily. As it was
already known in the literature, we have shown that a
time-dependent frequency gives rise to a squeezed state.
Our results enable us to follow the state of the system at
any time and with the desired precision. As a consistence
test, and to get more confidence in our method, we first
recovered some important results found in the literature
[41]. Then, we considered other important cases, namely,
(i) the parametric resonance model and (ii) the Janszky-
Adam scheme. By computing the squeezing parameter
and the variances of quadrature operators for these mod-
els, we showed that the latter is the most efficient method
for squeezing. We think our method may be useful for
a deeper understanding of squeezing procedures. More-
over, since the HO with a time-dependent frequency ap-
pears in different areas in physics, from quantum optics
to quantum field theory in flat space-time (for instance in
the dynamical Casimir effect) as well as in curved space-
times (for instance in cosmological particle creation), we
hope our method may inspire alternative ways of attack-
ing the problem of particle creation in time-dependent
backgrounds in general.
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Appendix A: Mathematical details of Subsection IIB
In this appendix, we show how to obtain Eq. (56) from
Eq. (51). First, we must reorder the exponentials in Eq.
(51) conveniently. Using the unitary property, we have
eΛ2−Kˆ−eγ1Kˆ+ =
{
eΛ2−Kˆ−eγ1Kˆ+e−Λ2−Kˆ−
}
eΛ2−Kˆ− ,
(A1)
From the BCH relations [53], the above braced triple op-
erator product is written as
eΛ2−Kˆ−eγ1Kˆ+ = e(σ2+Kˆ++σ2−Kˆ−+σ2cKˆc)eΛ2−Kˆ− , (A2)
where
σ2+ = γ1,
σ2c = 2γ1Λ2−,
σ2− = γ1 (Λ2−)
2
. (A3)
Proceeding similarly as done to obtain Eq. (27), we get
eΛ2−Kˆ−eγ1Kˆ+ = eΣ2+Kˆ+eln(Σ2c)KˆceΣ2−Kˆ−eΛ2−Kˆ− , (A4)
where
Σ2c =
(
cosh(β2)− σ2c
2β2
sinh(β2)
)−2
, (A5)
Σ2± =
2σ2± sinh(β2)
2β2 cosh(β2)− σ2c sinh(β2) , (A6)
β22 =
1
4
σ22c − σ2+σ2−. (A7)
Substituting Eq. (A3) into Eqs. (A5), (A6) and (A7),
we find:
β2 = 0, (A8)
Σ2c = (1− γ1Λ2−)−2 , (A9)
Σ2+ =
γ1
1− γ1Λ2− = γ1 (Σ2c)
2
and (A10)
Σ2− =
γ1 (Λ2−)
2
1− γ1Λ2− = γ1 (Λ2−)
2
(Σ2c)
2
. (A11)
Hence Eq. (51) becomes
|ψ(2τ)〉 = (α1)1/4 eΛ2+Kˆ+eln(Λ2c)KˆceΣ2+Kˆ+ · (A12)
·eln(Σ2c)Kˆce(Σ2−+Λ2−)Kˆ− |0〉 . (A13)
Using Eqs.(40) and (41) into Eq. (A13), we have
|ψ(2τ)〉 = (α1Σ2c)1/4 eΛ2+Kˆ+eln(Λ2c)KˆceΣ2+Kˆ+ |0〉 .
(A14)
Now, following the same steps performed in Eqs.(A1) and
(A2), we obtain
eln(Λ2c)KˆceΣ2+Kˆ+ =
{
eln(Λ2c)KˆceΣ2+Kˆ+e− ln(Λ2c)Kˆc
}
eln(Λ2c)Kˆc
= e(Σ2+Λ2c)Kˆ+eln(Λ2c)Kˆc . (A15)
So finally we get
|ψ(2τ)〉 = (α1Λ2cΣ2c)1/4 e(Λ2++Σ2+Λ2c)Kˆ+ |0〉 , (A16)
which is exactly Eq. (56).
11
[1] D. F. Walls, Nature 306, 5939, 141 (1983).
[2] R. Loudon and P. L. Knigh, Journal of Modern Optics
34, 6-7, 709 (1987).
[3] L. A. Wu, M. Xiao and H. J. Kimble, JOSA B 4, 10, 1465
(1987).
[4] M. C. Teich and B. EA Saleh, Quantum Optics: Journal
of the European Optical Society Part B 1, 2, 153 (1989).
[5] J. Perina, Quantum statistics of linear and nonlinear op-
tical phenomena (Springer Science & Business Media,
Prague, 1991).
[6] V. V. Dodonov, Journal of Optics B: Quantum and Semi-
classical Optics 4, 1, R1 (2002).
[7] V. V. Dodonov and V. I. Man’ko, Theory of nonclassical
states of light (CRC Press, London, 2014).
[8] R. Schnabel, Physics Reports 684, 1 (2017).
[9] L. P. Grishchuk and Yu V. Sidorov, Physical Review D
42, 10, 3413 (1990).
[10] L. P. Grishchuk, Classical and Quantum Gravity 10, 12,
2449 (1993).
[11] A. Albrecht, P. Ferreira, M. Joyce and T. Prokopec,
Physical Review D 5, 8, 4807 (1994).
[12] B. L. Hu, G. Kang and A. Matacz, International Journal
of Modern Physics A 9, 7, 991 (1994).
[13] M. B. Einhorn and F. Larsen, Physical Review D 68, 6,
064002 (2003).
[14] C. Kiefer, I. Lohmar, D. Polarski and A. A. Starobinsky,
Classical and Quantum Gravity 24, 7, 1699 (2007).
[15] V. V. Dodonov and A. V. Dodonov, Journal of Russian
Laser Research 26, 6, 445 (2005).
[16] J. R. Johansson, G. Johansson, C. M. Wilson and F.
Nori, Physical Review Letters 103, 14, 147003 (2009).
[17] J. R. Johansson, G. Johansson, C. M. Wilson and F.
Nori, Physical Review A 82, 5, 052509 (2010).
[18] V. V. Dodonov, Physica Scripta 82, 3, 038105 (2010).
[19] C. M. Wilson, G. Johansson, A. Pourkabirian, M.
Simoen, J. R. Johansson, T. Duty, F. Nori and P. Dels-
ing, Nature 479, 7373, 376 (2011).
[20] T. Fujii, S. Matsuo, N. Hatakenaka, S. Kurihara and A.
Zeilinger, Physical Review B 84, 17, 174521 (2011).
[21] P. La¨hteenma¨ki, G. S. Paraoanu, J. Hassel and P. J.
Hakonen, Proceedings of the National Academy of Sci-
ences 110, 11, 4234 (2013).
[22] S. Felicetti, M. Sanz, L. Lamata, G. Romero, G. Johans-
son, P. Delsing and E. Solano, Physical Review Letters
113, 9, 093602 (2014).
[23] S. Bo-sture, Coherent states: applications in physics and
mathematical physics (World scientific, Singapore, 1985).
[24] J. P. Gazeau, Coherent states in quantum physics (Wiley-
VCH, Weinheim, 2009.)
[25] H. Vahlbruch, S. Chelkowski, K. Danzmann and R. Schn-
abel, New Journal of Physics 9, 10, 371 (2007).
[26] V. Giovannetti, S. Lloyd and L. Maccone, Nature Pho-
tonics 5, 4, 222 (2011).
[27] R. Slav´ık, F. Parmigiani, J. Kakande, C. Lundstrm, M.
Sjdin, P. A. Andrekson, R. Weerasuriya, S. Sygletos, A.
D. Ellis, L. Grner-Nielsen, et al., Nature Photonics 4, 10,
690 (2010).
[28] L. P. Grishchuk and M. V. Sazhin, Soviet Physics-JETP
57, 6, 1128 (1983).
[29] J. Gea-Banacloche and G. Leuchs, Journal of Modern
Optics 34, 6-7, 793 (1987).
[30] J. Harms, Y. Chen, S. Chelkowski, A. Franzen, H.
Vahlbruch, K. Danzmann and R. Schnabel, Physical Re-
view D 68, 4, 042001 (2003).
[31] H. Grote, K. Danzmann, K. L. Dooley, R. Schnabel, J.
Slutsky and H. Vahlbruch, Physical Review Letters 110,
18, 181101 (2013).
[32] R. Demkowicz-Dobrzaski, K. Banaszek and R. Schnabel,
Physical Review A 88, 4, 041802 (2013).
[33] S. Dwyer, L. Barsotti, S. S. Y. Chua, M. Evans, M. Fac-
tourovich, D. Gustafson, T. Isogai, K. Kawabe, A. Kha-
laidovski, P. K. Lam, et al, Optics express 21, 16, 19047
(2013).
[34] J. Aasi, et al, LSC, Nature Photonics 7, 8, 613 (2013).
[35] B. P. Abbott, et al, LSC, Physical Review D 93, 12,
122003 (2016).
[36] X. Ma and W. Rhodes, Physical Review A 39, 4, 1941
(1989)
[37] C. M. Cheng and P. C. W. Fung, Journal of Physics A:
Mathematical and General 21, 22, 4115 (1988).
[38] C. C. Gerry and M. F. Plumb, Journal of Physics A:
Mathematical and General 23, 17, 3997 (1990).
[39] C. F. Lo, Journal of Physics A: Mathematical and Gen-
eral 23, 7, 1155 (1990).
[40] G. S. Agarwal and S. A. Kumar, Physical Review Letters
67, 26, 3665 (1991).
[41] T. Kiss, J. Janszky and P. Adam, Physical Review A 49,
6, 4935 (1994).
[42] C. F. Lo, Physica Scripta 42, 4, 389 (1990).
[43] C. F. Lo, Physical Review A 43, 1, 404 (1991).
[44] J. Janszky and Y. Y. Yushin, Optics Communications
59, 2, 151 (1986).
[45] J. Janszky and P. Adam, Physical Review A 46, 9, 6091
(1992).
[46] T. Kiss, P. Adam and J. Janszky, Physics Letters A 192,
5-6, 311 (1994).
[47] H. Moya-Cessa and M. F. Guasti, Physics Letters A 311,
1, 1 (2003).
[48] D. M. Tibaduiza, L. B. Pires, C. A. D. Zarro, C. Farina,
D. Szilard, A. L. C. Rego, work in progress.
[49] V. V. Dodonov and V. I. Man’Ko, Physical Review A 20,
2, 550 (1979).
[50] M. S. Abdalla and R. K. Colegrave, Physical Review A
32, 4, 1958 (1985).
[51] K. Wodkiewicz and J. H. Eberly, JOSA B 2, 3, 458
(1985).
[52] R. Gilmore, Lie groups, Lie algebras, and some of their
applications (Dover Publications, Mineola, 2012).
[53] S. Barnett and P. M. Radmore, Methods in theoretical
quantum optics. (Oxford University Press, Oxford, 2002).
[54] A. Ya. Kinchin, Continued Fractions (Dover Publica-
tions, Mineola, 1997).
[55] S. Matsuo, T. Fujii and N. Hatakenaka, Physica B: Con-
densed Matter 468, 57 (2015).
[56] N. D. Birrell and P. C. W. Davies, Quantum fields in
curved space (Cambridge University Press, Cambridge,
1982).
