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The rapid increase in computational processing power and advancement of materials
simulation techniques has enabled materials simulations to contribute towards the dis-
covery and optimisation of materials for various applications. The application forming
the motivation for this study is thin-film solar cells. There are two main contributions
that simulations could make towards the advancement of such technologies. Firstly, to
improve fundamental knowledge and understanding of materials to aid in the identi-
fication of factors limiting device performance. Such knowledge can be used to assist
in the development of optimised synthesis procedures for the materials and devices.
Secondly, simulations can allow for the discovery of new materials altogether that are
not currently utilised for a given application, but may have relevant properties that are
superior to the materials used in existing technologies.
The first results chapter in this work focuses on investigating a possible origin of the
underperformance of solar cells based on the earth-abundant and non-toxic candidate
solar absorber material kesterite-structured Cu2ZnSnS4 (CZTS). Specifically, this chap-
ter focuses on the possible role of Cu/ Zn disorder in limiting the performance of CZTS
solar cells. The second results chapter identifies candidate photoactive ferroelectric
(‘photoferroic’) solar absorbers, motivated by the possibility of enhanced photovoltaic
performance from photovoltaic phenomena observed in ferroelectric materials. The fi-
nal chapter seeks to provide insights for the optimisation of new solar cell technologies
based on the absorber materials identified in the previous chapter and to further assess
their likely performance in a solar cell. This chapter draws on insights gained from
previous studies on more mature solar cell technologies. A major theme throughout
this work is the role that the defect physics of the absorber material has on determining
the performance of a solar cell composed of that material.
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1.1 The case for new absorber materials for solar cells
1.1.1 Terawatt-scale power production from renewable resources
It is now widely accepted that the world is heading towards a major energy crisis
with the current major sources of energy, namely fossil fuels, eventually being unable
to meet increasing global demand for energy. Furthermore, there is the ever present
worry of climate change linked to increased carbon dioxide emissions from the burning
of fossil fuels. Renewable, low-carbon alternatives, such as solar power, are therefore
clearly desirable [1]. Recent years have seen a rapid increase in solar power generation
installations, with the global grid-connected photovoltaic (PV) capacity growing from
1.3 GW in 2000 to 139 GW in 2014 [2], with approximately a doubling in the cumu-
lative installed capacity every two years [3]. Creative business models have spurred
investment in residential solar systems [4] and great improvements in technology, price
and performance have helped to facilitate this growth. However, solar energy still only
provides a minor fraction of the world’s energy with an overall share of global power
generation of less than 2% reported in 2017 [5].
Solar power is by far the largest source of energy available to us and it is also the
most widely geographically distributed [6]. The Sun supplies of energy to the Earth
each year, which is around 104 times more than mankind’s current annual energy
consumption. Assuming a fairly modest module efficiency of 20% and 50% losses
related to storage and secondary conversion, 1.6% of the Earths land area would be
required for solar-generated power to meet current world energy needs [7]. Although
1
this would be a fairly large area, it would not be completely unrealistic. For instance,
this area would be less than 5% of the area used for agriculture worldwide [7]. The
area required could also be reduced through improvements in the efficiency of PV
modules and be more easily met by making use of building-integrated PV (BIPV)
innovations, largely made possible by newer, flexible, thin-film PV technologies which
are discussed further in section 1.1.2. Additionally, BIPV allows for more subtle or
aesthetically-pleasing means of solar energy generation. This may seem like a minor
consideration when using terms such as ‘energy crisis’ and ‘global warming’, however,
in certain residential or touristic areas (even without constraints related to historical
preservation) solar panels are not permitted due to their detrimental visual impact1.
We must also consider the economic feasibility of current solar cell technologies for large-
scale projects. Many countries have made considerable efforts to increase the percentage
of their energy supplied from renewable resources. Germany, for example, introduced
feed-in tariffs (FiTs) to encourage investment in solar power. FiTs set the rate a utility
company had to pay for renewable generated energy and guarantee the provider of
renewable energy a specific rate for a long period of time, typically fifteen to twenty
years. As this cost was higher than fossil-fuel-based electricity, the higher price was then
passed on to all customers of the utility company to spread out the cost. This resulted in
an increase of 6% on the average electricity bill [8]. With the prevalence of fuel poverty,
the social implications of such a cost increase must also be considered in assessing
the viability and sustainability of a particular power source. Ultimately, solar power-
generation technologies must at least become cost-competitive with conventional fossil-
fuel based power sources. In the next section, both commercial solar cell technologies
that are currently available and emerging technologies are discussed to understand why
solar power is currently not cost competitive, and how emerging technologies may be
able to improve the status quo for global solar power generation.
1.1.2 Current commercial solar cell technologies and limitations
It was first observed in 1839 by Edmond Becquerel that sunlight could be used to
generate electricity. Becquerel discovered that if silver chloride was placed in an acidic
solution, connected to platinum electrodes and exposed to sunlight, an electric current
flowed. However, the effect was small and poorly understood before Albert Einstein’s
discovery of the photoelectric effect and explanation of the phenomena by the quantum
nature of light in 1904 [9]. Even then, it was not until the development of semicon-
1Conwy Marina Village Management Co. Ltd., personal communication, April 17, 2018
2
ductor technology during the silicon revolution of the 1950’s that solar cells capable of
generating significant amounts of electricity were fabricated.
The first silicon solar cell was created in 1954 in the Bell Laboratories with cells achiev-
ing efficiencies of 6%. Originally solar cells were developed for extraterrestrial energy
generation, such as the 108 solar cells used to supply energy to the Vanguard satellite
in 1958 [9]. The first oil crisis in 1973, however, highlighted the dependency of many
economies on fossil fuels and the need to address the security of energy supply. As
a consequence, solar cell research was no longer limited to only high-cost crystalline
devices for extraterrestrial applications, but also into creating cheaper, commercial,
thin-film solar cell technologies using absorber materials such as amorphous silicon,
cadmium telluride (CdTe) and copper indium gallium diselenide (CIGS) [10].
Crystalline silicon is still the dominant solar cell technology with silicon-wafer based
PV technology accounting for approximately 95% of the total production in the global
PV market in 2017 [11]. Silicon is the second most abundant element in the Earth’s
crust [12]. When considering this aspect alone, it seems to be a plausible material
to use in large-scale solar power generation. Over 60 years of development have seen
device efficiencies increase up to 26.7% for the current record device [13] and 15-18%
for the more common industrial cells [14]. As can be seen from Fig. 1-1, the best
performing silicon devices are now very close to achieving conversion efficiencies close
to their theoretical limit, as predicted by the Shockley-Quiesser limit [15] for the optical
band gap of the absorber. The fall in manufacturing costs is even more dramatic, more
than halving between 2008 and 2013 and being a hundred times lower than they were
in 1977. This development was largely aided by progress in semiconductor technology
driven by the silicon chip industry, with the solar industry benefiting from advances
in silicon manufacturing processes and even making use of waste silicon produced that
was not of a high enough grade for silicon chips [9]. Although the development of
silicon-based technologies has clearly revolutionised the modern computer, the optical
properties of silicon do not make it ideal for use as a solar absorber material in a
photovoltaic device and despite the dramatic reduction in manufacturing costs, the
technology is still not able to be cost-competitive with fossil-fuel power generation.
The primary issue with silicon is that its optical band gap of 1.1 eV is indirect. The
importance of the electronic band gap in relation to PV performance will be discussed
further in section 2.3. For now, it is just noted that the key consequence of the in-
direct nature of the band gap of silicon is that it is not a very strong absorber of
sunlight (compared to for instance newer, thin-film technologies which are discussed
next), resulting in a low optical absorption coefficient compared to these newer tech-
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Figure 1-1: Theoretical Shockley-Queisser detailed-balance efficiency limit [15] as a
function of band gap (highest black line) for AM1.5 solar spectrum. The record ef-
ficiencies for different materials are plotted for the corresponding band gaps, where
materials below the lower two grey lines are achieving conversion efficiencies less than
75% and 50% of their theoretical efficiency limit respectively. Figure reproduced with
permission from Ref. 7 and Ref. 16.
nologies. To absorb the same amount of sunlight with a silicon solar cell requires a
thicker layer of the material than in thin-film technologies. PV devices are very sen-
sitive to defects and impurities. This point is discussed further in section 2.4, but the
consequence for a thick layer of silicon is that very high quality, non-defective material
is necessary to enable charge carrier collection before electron-hole recombination oc-
curs, which results in high manufacturing costs. The devices are made from flat sheets
of crystalline or multi-crystalline silicon called wafers that consist of very high quality
silicon (99.999999% pure) [17]. The production processes of silicon wafers have been
thoroughly optimised, but are still very energy-intensive, time-consuming and complex
[18].
Beyond silicon
The ‘holy grail’ of research into new materials for PV devices would be to find ma-
terials that are strong absorbers of sunlight, could be produced cost-effectively and
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composed of materials that are abundant enough for large-scale fabrication of the de-
vices. Thin-film solar cell devices make use of materials that are much more optically
thick than silicon (i.e. stronger absorbers of sunlight with direct optical band gaps and
higher optical absorption coefficients), which require less material to absorb the same
amount of sunlight. The consequence of the reduction in the thickness of the absorber
layer is that it is then less important for the material to be of as high-quality as in
crystalline silicon devices, which enables the use of low-cost and low-energy fabrication
methods [18]. Many thin-film technologies are also light-weight and flexible, allowing
for more options for innovative deployment of the modules, such as building integrated
photovoltaics (BIPV) and portable devices.
Examples of commercial thin-film technologies include CIGS (Cu(In,Ga)(S,Se)2) and
CdTe. In the case of thin-film CuInSe2 devices, it has even been found that the ‘lower
quality’ poly-crystalline material has a higher performance than its single crystal coun-
terpart [19, 20]. Theoretical studies of the electronic properties of the grain boundaries
in CuInSe2 have provided an explanation for this unusual observation based on bene-
ficial band offsets at the grain boundaries [21, 22]. This effect is a special case for this
material, but it embodies the general ideology of thin-film technology well - namely
to produce materials able to convert sunlight into electricity as efficiently as possible,
with the simplest synthesis techniques possible. Other innovations in PV technology
include the use of multiple energy threshold devices to overcome the Shockley-Quiesser
limit [15] for a single band gap solar cell, such as in tandem solar cells where semicon-
ductor p-n junctions of increasing band gap are placed on top of each other in order to
capture more of the solar spectrum. Typically these more complicated device architec-
tures result in higher fabrication costs. Research efforts are therefore largely focused
on reducing the fabrication cost of multi-junction devices [23].
Current mainstream solar cell technologies, such as Si wafers and thin-film CdTe and
CIGS solar cells, are unlikely to be able to provide solar electricity at the terawatt scale
due to the scarcity of Te and In and the relatively long energy payback time for crys-
talline Si due to the cost and energy intensive fabrication of Si wafers [24]. Models have
quantified such statements with a predicted In-constrained growth potential of power
generation from CIGS PV technology of 20 GW per year in 2020 due to competing
applications of In, such as in liquid crystal displays [25]. To significantly increase the
contribution of solar power to the global power supply, it is therefore necessary to de-
velop more economically viable earth-abundant materials for sustainable PV electricity
generation. Furthermore, there must be considerable technological breakthroughs that
would enable low-cost manufacturing of high-efficiency devices with enough of a cost
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benefit to outweigh the initial cost outlay in optimising the manufacturing process of
the whole device as has been done for silicon over the past 60 years. For this purpose,
there is a drive for solar absorber materials with more optimal properties, such as a
direct and sunlight matched band gap (as in thin-film technologies such as CdTe and
CIGS), but also for materials that are composed of only earth-abundant components.
1.1.3 Examples of emerging metal sulfide solar absorbers
The magnitude of the optical band gap is the most fundamental, necessary property
of a semiconductor in order to have the potential to produce a high-efficiency solar
cell device. Other important material properties for the absorber material in a PV
device are discussed in section 2.3, but for now it is just noted that to maximise the
energy harvesting potential of the PV device, a band gap for the absorber that is
direct in nature and closely matched to the major component of the solar spectrum
is desirable, this corresponds to a range of approximately 1.0 eV to 1.7 eV [26]. The
optical band gap is the most fundamental and obvious screening criteria to use when
selecting new candidate absorber materials for photovoltaic devices. The band structure
of semiconductors will be discussed further in section 2.1.1, but for now it will just be
noted that metal tellurides, selenides and sulfides typically have band gaps closer to
the optimal energy range for PV applications than corresponding oxides. This is due
to the chalcogen p-orbital (which is usually the dominant component of the valence
band maximum) being higher in energy than the oxygen p-orbitals in corresponding
metal oxides, which typically have band gaps that are too wide for PV applications. Of
metal tellurides, selenides and sulfides, sulfur stands out in the interests of abundance
and minimising toxicity.
SnS is an example of a non-toxic and earth-abundant metal sulfide that has received
research interest for solar cell applications. SnS has a direct band gap within the
optimal range for sunlight absorption of between 1.30 eV [27] and 1.43 eV [28]. However,
record power conversion efficiencies (PCE) of PV devices are at around just 4% [29].
The low-performance of SnS devices has been attributed to several factors including
the defect physics [30], non-optimal band alignment in devices [31] and phase impurity
[32] of the material.
Kesterite-structured Cu2ZnSnS4 (CZTS) has also received a large amount of research
interest for PV applications, also due to the highly desirable earth-abundance and non-
toxicity of its constituent elements, along with promising optical properties. The band
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gap of CZTS has been predicted [33] and measured [34] to be direct with a magnitude
of 1.5 eV. The record device efficiencies are more than double that of SnS-based solar
cells. However, CZTS solar cells still fall far short of their theoretical maximum PCE of
28% predicted from the Shockley-Quiesser limit based on the optical band gap and have
considerably lower performance than CdTe and CIGS solar cells as shown in Fig. 1-1.
The current confirmed record device efficiency of a sulfide-selenide alloy is 12.6% [35],
while that of the pure sulfide material lags even further behind at behind at 9.1% [36].
A large component of this work seeks to investigate possible origins of the performance
deficit of CZTS solar cells. The other major component of this work looks to identify
photoactive ferroelectric (or ‘photoferroic’) materials so that alternative routes to high-
efficiency solar cells may be explored by exploiting novel PV phenomena observed in
ferroelectric materials. This is discussed in more detail in section 5.1.
1.2 The role of computational modelling in material de-
sign and optimisation
The discovery of new functional materials by experimental methods is largely hindered
by high costs and the time-consuming optimisation of synthesis procedures [37]. How-
ever, with the rapid increase in computational processing power and the availability
of large-scale supercomputers, we are entering a very exciting era in computational
materials design [38]. Furthermore, electronic structure theory has advanced to a level
where it is possible to obtain good quantitative agreement with experiment without
using adjustable parameters fit to experiment, i.e. from first principles. The only in-
puts into these calculations are electronic mass, electronic charge, atomic numbers and
masses of the constituent atoms in the material. From this, it is possible to obtain
to fairly high accuracy the structure, lattice constants, charge densities and various
electronic, magnetic, optical and transport properties [39]. Therefore theory and sim-
ulation of materials has reached a point of possessing predictive power for material
properties relevant for various applications, completely independent of experimental
measurement.
There are two main contributions that computational simulations could make towards
the technological breakthroughs needed for economically-viable, large-scale solar energy
generation. Firstly, by predicting relevant properties of materials that are not currently
utilised in solar cells and screening for certain desirable properties, material simulations
are able to aid in the discovery of new materials that may be capable of out-performing
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current solar cell technologies. Such an approach allows for a less time-consuming
screening of potential new materials for a given application before attempting to pre-
pare just the most promising candidates in the laboratory. Experimental validation of
predicted properties, however, is always an important follow up to account for addi-
tional features of the physical system not initially accounted for in the model. In the
case of candidate solar absorbers, for example, the optical properties are often initially
predicted for the perfect bulk crystal. In reality materials contain various types of
defects. Methods exist to model different forms of defects in a crystalline system, some
of which are discussed later in this work. However, this typically quite complex and
idiosyncratic feature of the system is often not considered initially, largely due to the
vast range of possible defect features in a material. The defect physics of a material is
a prime example of an area in which knowledge and understanding is developed sym-
biotically between works from experiment and theory. Secondly, material simulations
are able to provide valuable, atomistic insight on scales that cannot be probed ex-
perimentally to improve fundamental understanding of known photovoltaic materials,
which may enable improvements in existing solar cell technologies. Defect physics is
again a prime example of this. Theory can probe on the atomic scale to aid in the
interpretation of experimental data obtained from a variety of different measurements.
In this work, materials modelling techniques are developed and applied to make both
types of contribution to the field. A model is developed to improve current atomic-
scale understanding of the candidate earth-abundant, non-toxic solar absorber material
Cu2ZnSnS4 (CZTS) and to provide a tool for assessing possible origins of the under-
performance of this particular solar cell technology. This is the subject of chapter 4.
Materials modelling is also used to predict the relevant properties of candidate photo-
ferroic absorbers that are not currently utilised in solar cell technologies to identify
those that are most likely to be worthy of further study. In chapter 5, the screening
criteria and methodologies used in this study for identifying candidate photoferroic
absorbers are discussed and some relevant calculated material properties for the can-
didates are presented. In chapter 6, the use of material simulations and theoretical
insights to assess the likely performance of a material in a solar cell device is discussed
further. In particular, knowledge gained from previous studies on more mature PV
technologies is drawn upon when examining the potential of the candidate photoferroic
materials for solar cell applications.
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1.3 Format of thesis
The following thesis is in the ‘alternative format’ which is a thesis incorporating aca-
demic papers that are published, accepted, submitted, or written as if for publication.
All papers included in the thesis are labelled as publications and begin with a state-
ment of authorship. Supplemental material for each paper are included as appendices.
All papers included in this thesis are first-author works, but contributions to the works




2.1 Models of perfect, periodic solids
To relate the properties observed for a material to its underlying atomic and electronic
structure, and also to predict properties that have not yet been measured, it is necessary
to have a suitable model for the material. Theoretical models of crystalline solids are
based around the existence of translational symmetry in a crystal lattice such that the
lattice can be constructed by periodically repeating a small unit cell of atoms. The
Bravais lattice specifies the periodic array in which the repeated units of the crystal
are arranged. A crystal lattice can therefore be described by its underlying Bravais
lattice and the arrangement of atoms, ions or molecules within a particular unit cell,
i.e. the basis [40]. The smallest possible unit cell that can be periodically repeated to
represent the bulk, periodic crystal is called the primitive unit cell.
2.1.1 Electrons in periodic solids
Electrons bound to an atom in atomic orbitals have a number of possible discrete
energy levels. When a pair of atoms are brought together to form a molecule, the
atomic orbitals combine to form pairs of molecular orbitals arranged with energy levels
slightly higher and slightly lower in energy than the original energy levels, referred
to as antibonding and bonding orbitals respectively. When a large number of atoms
are brought together to form a solid the original discrete energy levels are broadened
into new energy levels that are so closely spaced that they are considered to be a
quasi-continuous band of allowed energies. This is illustrated in Fig. 2-1.
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Figure 2-1: Electron energy levels of a single atom (left) and the formation of a quasi-
continuous band of allowed energies in a solid crystal when many atoms are brought
close together (right). Figure adapted from Ref. 41.
The energy distribution of the bands depends upon the electronic properties of the
constituent atoms of the crystal and the strength of the bonds between them. The
highest-energy band (containing the valence electrons) is the valence band (VB). The
lowest unoccupied band is the conduction band (CB). If the VB is only partially filled
or if it overlaps in energy with the CB, then the solid is a metal. The availability of
empty states at energies close to that of the occupied states facilitates easy scattering
of valence electrons into neighbouring states, thereby allowing for the transport of heat
and charge. Hence metals conduct both heat and electric current. In a semiconductor
or insulator, the VB is completely full and separated from the next unoccupied CB by
an energy gap called the band gap, Eg [42]. In the simplest model, the CB is separated
from the VB by a constant Eg. This is called the flat band model and is often shown in
schematics of junctions for PV device architectures, which will be discussed in section
2.2.2. In real structures, the band architecture is more complicated than this simple
model, like the band structures shown later in section 2.3 [43].
2.1.2 Reciprocal space and the reciprocal lattice
Another important concept in the theoretical modelling of periodic structures is re-
ciprocal space and the reciprocal lattice. The spatial properties of a crystal can be
described as a sum of components in Fourier space, otherwise known as reciprocal
space or k -space. As a simple example, the reciprocal lattice of a perfect single crystal
is an infinite periodic 3D array of points with spacings that are inversely proportional to
the distances between the planes in the lattice in real space. Vectors in real space have
dimensions of length, whereas vectors in reciprocal space have dimensions of inverse
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of an excitation such
as a phonon or a moving electron. The Wigner-Seitz primitive cell is the most common
choice of primitive cell with the full symmetry of the Bravais lattice. It represents the
region of space around the real space lattice point that is closer to that point than to
any other lattice point. The Wigner-Seitz primitive cell of the reciprocal lattice is called
the first Brillouin zone of the real space lattice. For example, the reciprocal of the bcc
lattice is face-centred cubic (fcc), therefore the first Brillouin zone of the bcc lattice
is the fcc Wigner-Seitz primitive cell. As the full symmetry of the reciprocal lattice is
contained within the first Brillouin zone, it is only necessary to sample k -points within
this single unit cell of the reciprocal lattice when calculating the electronic ground state
of a periodic structure.
2.1.3 Bloch’s theorem
To understand the behaviour of electrons in solids, Bloch’s theorem is invoked to de-
scribe the wave function of a particle in a periodic potential. The electron is considered
as a wave propagating in a periodic structure, i.e. the periodic crystal lattice [44]. The
Schro¨dinger equation (SE) must be solved to determine the energy of electrons in a
solid. The energy of a single, independent electron in a perfect crystal is described by





∇2 + V (r)
]
ψ = ψ, (2.1)
where the first term is the kinetic energy of the electron, V (r) is the effective periodic
potential energy experienced by the electron in the crystal, ψ is the electron wavefunc-
tion and  is the eigenenergy of the electron. For a solid, the infinite array of atomic
potentials making up the crystal must be accounted for, as opposed to just the few
associated with a molecule. For this purpose the periodicity of crystalline solids is
exploited to determine the probability distribution of electrons in an infinite solid [42].
The spatial dependence of the potential experienced by an outer electron in a crystal
for multi-electron systems was considered by Felix Bloch. Bloch determined that the
total potential is the sum of two parts. Firstly, the electrostatic potential due to the
array of atomic cores. For a perfect lattice this should have the translational periodicity
of the lattice. Secondly, the potential due to all other electrons. Bloch assumed that
the charge density would have the same long-term average value in every unit cell of
the crystal and therefore would be periodic [45]. The periodicity of the crystal lattice
means that the probability distribution of the electrons must also be periodic, with
no preference for an electron to occupy a particular site within one unit cell than the
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equivalent site in any other unit cell. Furthermore, as the lattice is infinite, electrons
in a periodic solid should form delocalised states which extend throughout the crystal
in a similar manner to an electron in free space.
Bloch’s theorem states that the wavefunction which satisfies Eq. 2.1, subject to a
periodic potential, should be of the form
φk(r) = U(r)e
ik·r. (2.2)
The Bloch function shown in Eq. 2.2 is a product of a function U(r), which possesses
the periodicity of the lattice, and a plane wave part, eik·r, where k is the wavevector
of an electron in the crystal [42].
2.1.4 Electronic band structure
The one-electron wavefunctions from Eq. 2.1 can be solved for each electronic band and
wavevector, k [42], to give the energy dispersion relation or electronic band structure of
the crystal, E(k) versus k [45]. The impact of a medium with a discrete structure, such
as a crystal lattice, on the energy dispersion relation of a free electron can be seen by
comparing Fig. 2-2a to Fig. 2-2b. E(k) of a material is usually plotted against k just for
the most important directions in the crystal, such as that shown in Fig. 2-2c. A periodic
medium does not suppress the propagation of waves, as would be expected in disordered
or amorphous structures, but introduces limiting frequencies and wavelengths for the
propagation.
Figure 2-2: Energy-wave vector diagrams: (a) the free electron parabola, (b) modifi-
cation due to a periodic crystal lattice, (c) along crystallographic directions. Figure a
and b adapted from Ref. 44, figure c adapted from Ref. 42.
The parabola for the free electron (shown in Fig. 2-2a) is modified in a periodic crystal
by the introduction of discontinuities at values of |k| corresponding to multiples of pia , as
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shown by Fig. 2-2b [46], where a is the spacing of the planes of atoms in the direction
E(k) has been plotted. The point |k| = pia is the Brillouin zone boundary. At these
points the electron wavefunction is a standing wave and the gradient of E(k) disappears
[42]. The lower limit of the wavelength is set by the lattice spacing, a, giving an upper
limit of the wave vector, |k|, of pia . The appearance of such energy gaps implies that
electrons in a periodic crystal may only have kinetic energies corresponding to certain
bands, whilst being free to propagate in the lattice [46]. Due to the periodicity of
the crystal lattice, |k| that differ by multiples of 2pia cannot be distinguished and E(k)
repeats for |k| > pia . Therefore, all information for the energy dispersion relation, E(k)
vs. |k|, of the material is contained in the range 0 < |k| < pia and so only this region
needs to be plotted, as in Fig. 2-2c [42].
To relate plots such as Fig. 2-2c to the formation of bands of allowed energies when
atoms are brought close together to form a solid (as discussed earlier in this section
and shown in Fig. 2-1), it is conceptually useful to first consider an infinite 1D chain of
atoms, before extending the concepts to 3D. A wealth of information on this subject can
be found in Ref. 47, but here the concepts are just outlined briefly. Again for conceptual
simplicity, this outline will focus on 1D chains of s and p atomic orbitals but a much
more thorough description including higher dimensions and other atomic orbitals can
be found in Ref. 47. Following the nomenclature used in Ref. 47, if we consider a 1D
chain with lattice points n = 1, 2, 3, . . . ,∞, lattice spacing a and an atomic orbital basis
at each lattice site denoted by χ1, χ2, χ3, . . . , χ∞ (shown in Fig. 2-3a), we can write






The wave vector, k, is used as an index for the irreducible representation of different
states.
As outlined above, all unique information for the band structure is contained in the




















1D chains of s- and p-orbitals for these limiting values of k are shown in Fig. 2-3b and d
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Figure 2-3: a) Atomic orbital bases, χ, at each n lattice sites with lattice spacing a.
b) 1D chains of s-orbitals for states k = 0 and k = pia where opposite parity of the
orbitals is indicated by the shaded or unshaded regions. c) An s electronic band. d) 1D
chains of p-orbitals for states k = 0 and k = pia where opposite parity of the orbitals is
indicated by the shaded or unshaded regions. e) a p electronic band. Figure adapted
from Ref. 47.
respectively. In the case of the s-orbital chain, for the k = 0 state, all adjacent orbitals
are of the same parity (indicated by the shading in the figure), therefore this is the
arrangement of the atomic orbitals that maximises bonding, making this is the lowest
energy state. The k = pia state, however, results in every other s-orbital being out-of-
phase and therefore this is the most antibonding state and is the highest energy state.
Consequently, when plotting E(k) against k for a 1D chain of s-orbitals from k = 0 to
k = pia , the plot curves upwards from the lowest to highest energy arrangements, as
shown in Fig. 2-3c. The opposite is the case for a 1D chain of p-orbitals (as shown in
Fig. 2-3e) due to the topology of the p-orbital. In this case, bonding is maximised and
hence the energy is at a minimum for the k = pia arrangement.
Effective mass approximation
A useful concept used to simplify the dynamics of an electron in a crystal lattice in the
band theory of solids is that of the effective mass approximation. The effective mass
is a convenient parameter determined from the curvature of the maxima and minima
of the VB and CB respectively along particular paths in momentum space to account
for the influence of a periodic lattice on a free carrier. This approximation enables an
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electron in a periodic crystal to be treated as though it were a free particle but with
a different mass in calculations of charge transport [46]. The influence of the effective
mass of charge carriers in a solar absorber material on the efficiency of a PV device
composed of that material will be discussed in section 2.3.
Electrical conductivity of semiconductors
The band theory of a semiconductor can also be used to understand the electrical
conductivity of the material. At 0 K electrons are classically considered to have no
kinetic energy and therefore occupy the lowest energy states available. Quantum me-
chanically, electrons are considered to possess only a ‘zero point’ energy at 0 K from
fluctuations in their lowest energy state due to the Heisenberg uncertainty principle.
The energy of the highest energy state filled is called the Fermi energy, EF. However,
at temperatures above 0 K, electrons may have sufficient kinetic energy to access higher
energy states above EF, leaving behind some empty states below EF. The distribution
for electrons in thermal equilibrium at finite-temperatures is described by Fermi-Dirac
statistics, where Eq. 2.6 gives the probability that an electronic state of energy E will
be occupied at some temperature T , where kB is the Boltzmann constant [42]
f(E) =
1
e(E−EF )/kBT + 1
. (2.6)
In a semiconductor at 0 K, the VB is fully occupied by electrons and the CB is com-
pletely unoccupied and so electrical conduction is not possible. However as temperature
is increased it may become possible for electrons to access unoccupied states in the CB
if they have sufficient energy to overcome the band gap, allowing for some electrical
conduction. Typically, the band gap of an electrical insulator is too large for this to
occur. It is also possible for the energy gap to be decreased by defects and doping [42],
which will be mentioned in regards to the impact on PV performance in section 2.4.
The band gap of a semiconductor, and in particular the magnitude of the band gap,
is also an important property for the photovoltaic effect where electrons are optically
excited across this energy gap by incident photons, which will be outlined in the next
section.
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2.2 Solar cell devices
2.2.1 The photovoltaic effect
A solar cell device converts incident solar energy directly into electrical energy. So-
lar energy can be described as either a spectrum of electromagnetic radiation, in the
classical-wave theory of light, or as a flux of packets of energy (photons), in the quan-
tum theory of light. Electrical energy is a flow of charge carriers able to do work in
an external circuit [48]. Voltage is generated in a solar cell device by the photovoltaic
effect (PVE). The terms ‘solar cell’ and ‘photovoltaic (PV) cell’ are therefore often used
interchangeably. The explanation for the PVE uses ideas from the quantum theory of
light [49].
Figure 2-4: Schematic of the photovoltaic effect: a semiconductor under illumination
with some built-in electrical asymmetry to drive the separation of charge carriers to be
fed into an external circuit and an external load to do electrical work. Optical excitation
of an electron-hole pair in absorber layer is indicated in the green box. Layers for the
PV cell are purposely not labelled (except for the absorber layer) because the specific
architecture of the devices varies for different PV technologies.
Semiconducting materials can be used as the absorber layer in a PV device, the presence
of an optical band gap, Eg, in the electronic structure of the material is vital for the
PVE. In the case of a perfectly pure semiconductor, only photons with energies higher
than the intrinsic Eg can be absorbed to excite an electron from the VB into the CB
to produce an electron-hole pair, as shown in the green box in Fig. 2-4. In order for
this process to be induced by sunlight, the magnitude of Eg must be within the range
of the photon energies that make up the solar spectrum. Eg of a semiconductor is also
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necessary for the electrons that have been optically excited to gain extra electrochemical
potential energy, which provides the potential difference, or electromotive force, that
will later drive electrons through a load in an external circuit to do electrical work. If
electrons are instead promoted through a continuum of energy levels, as in a metal,
excited electrons would quickly decay back to the ground state via intermediate energy
levels, thus dissipating the potential energy gained. In the conventional PV effect, Eg of
the material sets the upper limit for the voltage that can be generated. The voltage at
open circuit (when current is zero), VOC, is the maximum possible potential difference
across the terminals of the solar cell. However, in order for the cell to do any electrical
work, both voltage and current (and hence power) must be non-zero when a load is
connected in the external circuit [42].
In the absence of a driving force to separate the photoexcited electron and hole, the
pair would quickly recombine and relax back to the ground state of the material with
the emission of a photon of an energy equal to the energy of the electronic transition
that has just occurred. In a PV device there is a ‘built-in’ electrical asymmetry that
provides an electric field to pull electrons away before they can relax and drive them
towards electrical contacts to be fed into an external circuit. An electric field is effective
for charge separation because it drives positively and negatively charged carriers in
opposite directions [50]. There are various ways to provide the electrical asymmetry,
such as: through connecting a metal and a semiconductor to form a Schottky barrier
junction and connecting a p-type semiconductor to an n-type semiconductor to form
a p-n junction. These types of device architectures are outlined in the next section.
In section 5.1, novel PV phenomena in bulk materials with internal electric fields,
but without the need for such junctions, will be outlined and a search for candidate
‘photoferroic’ materials is presented in chapter 5. The motivation of this investigation
was to find materials where it may be possible to exploit the internal electric fields of
polar crystals for enhanced local charge carrier separation.
2.2.2 Solar cell junctions
As discussed in the previous section, an electrical asymmetry is vital for the PVE. A
light absorber material must be connected to an external circuit by paths of different
resistance for positive and negative charge carriers, i.e. for holes and electrons. This
can be provided by spatial variation in the electronic environment, such as the junction
between two electronically distinct materials. An electrostatic field can be established
by creating a junction with a gradient in the work function (ΦW), electron affinity (EA)
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or band gap (Eg), which are all labelled in Fig. 2-5 for both a semiconductor and a
metal. The fields established by gradients in EA or Eg are usually small, whereas more
substantial electric fields can be achieved by a gradient in ΦW [50]. ΦW is the energy
required to remove the least tightly bound electron from a material and is given by
ΦW = Evac − EF, (2.7)
where Evac and EF are both labelled in Fig. 2-5. Evac is the energy of the vacuum level
(where an electron is considered to be completely separated from the material). It is
worth noting that the concept of the ‘vacuum level’ here is different to that used in
theoretical materials modelling (discussed later in section 3.2) where the ‘vacuum level’
is considered to be the energy of an electron infinitely separated from the material. EF
is the Fermi level. At temperatures above 0 K, EF is considered the energy at which
there is a 50% chance of the state being occupied. For a metal, ΦW is defined by
EA (indicated in Fig. 2-5). For a semiconductor, ΦW can be controlled by doping of
the material since EF is dependant upon the doping. Doping can introduce additional
possible energy states into the band gap of material, therefore doping can influence the
energy of the state that has a 50% chance of the state being occupied. For instance, a
semiconductor doped n-type will have EF closer to the CB and has a smaller ΦW than
if it was doped p-type.
When creating a junction between materials with different ΦW, the potential difference
to drive photoexcited charge carriers across the junction is created by the difference
in ΦW of the two materials [50]. In early PV devices, the asymmetric junction was a
Schottky barrier contact between a metal and a semiconductor but now more effective
p-n junctions are used in solar cells, which are formed by joining together p-type and
n-type semiconductors [49]. In both types of junction, the junction will develop a
photovoltage provided that it presents a barrier to majority carrier currents [50]. In
the next sections the formation of an electrical asymmetry at a metal-semiconductor
is outlined, the limitations of this type of junction in a solar cell is explained and then
the formation of an electrical asymmetry at a semiconductor-semiconductor junction
is outlined.
Metal-semiconductor junctions
When two materials are isolated, their EF are independent. When they are brought
into electrical contact and allowed to reach thermal equilibrium there is no net current
flow. Therefore, by definition, EF must be constant across the junction [51]. The Fermi
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levels must line up across the junction as shown on the right hand side of Fig. 2-5. If the
two materials have different ΦW, Evac must then change between the two materials by
an amount equal to the difference in ΦW between the two materials. The electrostatic
field created by a gradient in the vacuum level energy is 1q∇Evac. To achieve this
gradient, free carriers at the junction redistribute themselves.
Figure 2-5: The formation of a Schottky barrier junction between an n-type semi-
conductor and a metal and the splitting of the electron Fermi level (EEF,n) under
illumination. Adapted from Ref. 50 and 52.
In the case of a junction between a metal and an n-type semiconductor, if the metal has
a larger ΦW than the n-type semiconductor, electrons flow from the semiconductor to
the metal. A layer of fixed positive charge in the semiconductor and a negative charge
on the metal are left behind until a charge gradient builds up that is large enough to
prevent any further transport of charge carriers. An electric field that still exists in
a material in equilibrium is called a ‘built-in’ electric field [50]. In this case, the field
would drive any excess electrons towards the positively charged side of the junction
(the n-type semiconductor) and holes towards the metal side, i.e. it will provide a
barrier to the flow of majority n-type carriers from the semiconductor to the metal.
As can be seen in Fig. 2-5, once the semiconductor-metal junction has formed, the CB
of the bulk semiconductor is lower than that at the interface, resulting in a spatial
variation in electrostatic potential towards the semiconductor-metal interface. This is
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the region where Evac is changing, the materials possess a net charge and it is called
the space-charge or depletion region as it is devoid of any charge carriers [51]. The
potential is distributed across the two materials at the interface but drops off further
from the interface and the electric field falls to zero. As metals do not store charge as
in a semiconductor, this distance is vanishingly small on the metal side of the junction,
but on the semiconductor side this region is typically around 1 micron. The Eg and EA
of the semiconductor do not vary, therefore the VB and CB levels change in parallel
with Evac at the interface, this effect is called ‘band bending’ and the amount the
bands bend is called the ‘built-in bias’, Vbi. In the case of a junction between a p-type
semiconductor and a metal, if the metal has a smaller ΦW than the semiconductor, the
semiconductor band instead bends downwards at the interface and presents a barrier
to the flow of holes from the semiconductor into the metal, which are now the majority
carriers. If instead ΦW of the metal is larger than that of a p-type semiconductor or
smaller than that of an n-type semiconductor, the bands will instead bend in such a
way as to encourage majority carrier transport across the junction. Majority carriers
therefore do not accumulate at the interface to develop the potential difference at the
interface necessary for the PVE. This is an Ohmic contact, as opposed to a barrier and
is not the type of ‘solar cell junction’ that provides a means for electron-hole separation.
If incident photons have an energy greater than the Eg of the semiconductor in a
Schottky barrier junction, then an electron-hole pair can be photoexcited (as depicted
in Fig. 2-4). The system is now no longer in equilibrium as the density of electrons
and holes has increased and is no longer described by the Fermi-Dirac equilibrium
distribution function given in Eq. 2.6. The space charge region of the junction will cause
the photoexcited electron-hole pair to be separated. In the case of a junction between
an n-type semiconductor and a metal, electrons will accumulate in the semiconductor
and holes in the metal. The semiconductor will become negatively charged and the
potential difference across the junction will be reduced. EF in the semiconductor will
now be different for electrons and holes, it has been split into a ‘quasi-Fermi level’ for
electrons. Far from the junction the electron quasi EF will now be larger than in the
metal and larger than it was in the semiconductor before illumination, as shown in
Fig. 2-5. There are now different distribution functions for electrons in the CB and
holes in the VB. It is assumed that the system reaches a new state of quasi-thermal
equilibrium because relaxation of photoexcited electrons within the CB and holes in the
VB is on a much faster timescale compared to relaxation between the bands. In each
case, the charge carriers are able to establish a new quasi-thermal equilibrium within
the bands, with associated quasi-Fermi levels for electrons in the CB and holes in the
VB, EF,n and EF,p respectively [42]. The illumination has generated a photovoltage
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equal to the difference in the Fermi level in the metal and the semiconductor [50]. The
quasi-Fermi level gradient can be considered as a driving force for conduction [42].
A Schottky barrier junction can therefore facilitate photovoltaic energy conversion, but
it suffers from certain limitations which impact the maximum achievable photovoltages.
For example, a barrier height greater than approximately half of the band gap of the
semiconductor will cause minority carriers to outnumber majority carriers close to the
interface region, causing an inversion layer. The junction then becomes carrier rich
and cannot sustain a photovoltage. Also if the barrier region at the junction is small
and the semiconductor layer is highly doped, tunneling of majority carriers across the
junction may occur, reducing the effectiveness of the barrier. Many of these problems
can be overcome by using a semiconductor-semiconductor p-n junction [50], outlined
next.
Semiconductor p-n junctions
Figure 2-6: a) p-n junction formed between a p-type and n-type semiconductor, in the
dark and in thermal equilibrium indicating the difference in work functions (ΦW) and
built-in bias (Vbi). Adapted from Ref. 50. b) p-n junction under illumination indicating
the direction of flow of minority carriers in the case of a p-type (orange) and n-type
(blue) absorber layer. Adapted from Ref. 53.
For certain semiconductors, such as Si, it is possible for the material to be doped
both n- and p-type depending on the valence of the dopant species relative to the host
lattice, i.e. it is ambipolar. In this case, it is possible to form a junction between
electrically distinct p-type and n-type semiconductors by doping different regions of
the same material differently to form a ‘homojunction’. Since ΦW of the p-type is
larger than that of the n-type region, an electric field is established at the junction due
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to the difference in electrostatic potential, as shown in Fig. 2-6a. Under illumination
this will drive photoexcited electrons towards the n-type layer and holes towards the
p-type layer, as shown in Fig. 2-6b. The junction region is depleted of both electrons
and holes [50].
For many of the materials being studied for use as absorber layers in thin-film solar cells,
such as chalcogenide-based materials, it is not possible, or is very difficult, to achieve
ambipolar doping [54, 55]. Therefore to achieve a p-n junction for many thin-film PV
devices it is necessary to form an interface between two different materials with different
energy gaps, lattice constants and even slightly different crystal structures. Due to such
mismatches, defects are expected to be more prevalent at heterojunction interfaces
than at homojunction interfaces. In section 6.1.1 band alignments that have been
proposed for reducing the impact of defects at p-n heterojunctions will be discussed and
suggestions for heterojunction partners for the candidate photoferroic solar absorber
materials are presented.
2.3 Absorber material properties for efficient solar cells
The most fundamental, necessary requirement for a solar absorber material in a PV
device is that it possesses a band gap (Eg) across which an electron can be excited. As
discussed in the previous section, the magnitude of this Eg must also be somewhere
within the energy range of the solar spectrum so that sunlight can induce this excitation.
The next most fundamental requirement of a solar absorber material is that it must
allow for the transport of charge carriers out of the absorber material layer, into a
collection electrode and on to an external circuit in order to do electrical work. Provided
these necessary conditions are met and some sort of spatial asymmetry (outlined above)
is present to drive electrons away from their point of promotion, the material should
exhibit the PVE [56]. However, how well it will actually peform in a solar cell is
determined by more stringent criteria and other material properties.
2.3.1 Electronic band gap and optical absorption
Firstly, the actual value of the Eg within the range of the solar spectrum is of im-
portance. It is ideal for the value to be as close as possible to the region of photon
energies that make up the majority of the solar spectrum. The optimal range for Eg
under typical radiation conditions is approximately 1.0 eV to 1.7 eV [26]. The upper
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limit of the power conversion efficiency (PCE) of incident photon energy into electrical
energy by a device made from a particular absorber material based on its Eg was first
calculated by Shockley and Quiesser in 1961 [15]. A plot of theoretical efficiency limit
as a function of Eg was shown in Fig. 1-1, as well as the record efficiencies of various
PV technologies.
Figure 2-7: The electronic band structure of a) silicon and b) GaAs, reproduced with
permission from Ref. 57. Schematic representation of the absorption process in an
indirect and direct band gap material (c and d respectively), adapted from Ref. 58.
It is not only the value of Eg that is of importance. More intricate details of the
band structure of the material can also impact on the performance of a solar cell device
made from the material. Whether the band structure shows a band gap that is direct or
indirect can have an impact on the performance of a solar cell made from the material.
Fig. 2-7 shows the band structures of Si and GaAs, where Si possesses an indirect band
gap and GaAs possesses a direct band gap, i.e. the extrema of the VB and CB occur
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at the same value of k for the latter but not for the former. The excitation of an
electron from the valence band maximum to the conduction band minimum is called
fundamental absorption, as there are several other optical absorption transitions that
can occur in a semiconducting material, especially in a defective material, and this
point will be discussed more in section 2.4. Both the total energy and momentum of
all particles involved in the absorption process must be conserved. Photons do possess
momentum (hλ), however, this is very small compared to the range of crystal momenta
and so the electron momentum is effectively conserved during photon absorption. For
a direct transition, the absorption coefficient of a material for a given photon energy,
hν, is proportional to the probability, p12, of the transition of an electron from the
initial state E1 to the final state E2, the density of electrons in the initial state, gv(E1),
and the density of available final states, gc(E2). This is then summed over all possible
transitions between states where E2 − E1 = hν. Since the electron momentum is
conserved during a direct transition, the crystal momentum in the valence band is
approximately the same as that of the final state in the conduction band at energy E2
[51].
For an indirect band gap semiconductor, such as silicon shown at the top of Fig. 2-
7, the valence band maximum occurs at a different crystal momentum to that of the
conduction band minimum. As discussed earlier, the momentum of a photon is far less
than that of crystal momenta. In order to conserve the momentum of an electron during
an optical transition across an indirect band gap, momentum must be either provided
by the lattice or released to the lattice usually in the form of the particle representation
of a lattice vibration, known as a phonon, as indicated in the top right schematic of
Fig. 2-7. Since both a phonon and an electron are needed to make an indirect transition
possible, the optical absorption coefficient, α, depends not only on the density of states
of the electrons, as for a direct transition, but also on the availability of emitted or
absorbed phonons with the required momentum. Therefore, α for an indirect transition
compared to a direct transition is typically relatively small and more heavily dependent
on temperature [42].
The α of a material determines the penetration depth, 1α , of light incident on the
material [61]. Fig. 2-8a shows the absorption coefficients of GaAs and Si across a range
of wavelengths. The figure shows a less steep onset of absorption for Si compared to
GaAs As discussed earlier, Si possesses an indirect band gap, while GaAs possesses
a direct band gap. The implication of the differing α and therefore different optical
penetration depths of absorber layers is that materials which are stronger absorbers
require less material to absorb the light. This forms the basis of thin-film solar cell
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Figure 2-8: a) A comparison of the absorption coefficients of the indirect band gap
semiconductor Si and the direct band gap semiconductors GaAs and CH3NH3PbI3
across a range of incident photon energies. Figure reproduced with permission from
Ref. 59. b) Schematic of a the band structure of a photoexcited semiconductor with
electrons near the bottom of the conduction band, holes near the top of the valence
band, where the particular material has both heavy- and light-hole bands (labelled HH
and LH in the figure respectively). Figure adapted from Ref. 60.
technologies. On the other hand, materials with a weaker onset of absorption, as is often
the case for materials with an indirect band gap such as Si, a thicker layer of absorber
material is required to absorb the same amount of light [51]. This is undesirable
if the particular material contains rare or expensive components and also results in
higher demands on material quality as charge carriers must be transported through
the absorber material in order to be collected. Thin-film PV technologies typically
require a less high-quality and defect-free absorber layer as charge carriers do not have
to travel through as much of the material in order to reach a collection electrode.
However, defects in the absorber layer do still play a decisive role in determining the
device performance of thin-film film PV technology, and this point is discussed much
more in section 2.4.
2.3.2 Charge-carrier effective mass
As mentioned in section 2.1.1, another property of importance that can be derived
from the electronic band structure of a material, i.e. the plot of E(k) vs. k, is the
effective mass, m∗. m∗ is related to the curvature of the band at the top of the VB (for
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holes) or at the bottom of the CB (for electrons). m∗ can be calculated by a quadratic
least-squares fit to the band extrema when using the parabolic approximation. The









Just from a quick inspection of the band structure of a material, a more steeply curved
shape to the band extrema indicates a lower effective mass and therefore satisfies a
necessary condition for higher carrier mobility. Fig. 2-8b shows a schematic of the
band structure of a direct band gap semiconductor that has both heavy- and light-hole
bands at the valence band maximum, where the flatter band corresponds to the heavy-
hole band. The m∗ of electrons or holes are the masses they seem to carry for transport
properties [62]. For example, in ZnSnO3 the hole m
∗ has been calculated to be large,
indicating that hole mobility will be poor in this material. Poor mobility will make
carrier extraction difficult, which has been linked to the low photocurrents observed in
this material [63]. However, small m∗ should just be considered as a necessary but not
a sufficient condition for good carrier mobility as the effect of the effective mass on the
transport properties could be overshadowed by other factors, such as the scattering of
charge carriers by defects in a real, non-ideal material.
2.4 Impact of absorber layer defects on solar cell perfor-
mance
Although the main framework for modelling solid-state systems (as outlined at the
start of this chapter) is built around perfect, periodic systems; in reality absolutely
perfect systems do not exist. Deviations from the perfect crystal lattice structure (i.e.
defects) can strongly influence the performance of electronic devices. There is an energy
cost associated with the creation of a defect, but in many cases the free energy of a
system can be lowered by the incorporation of a certain concentration of defects due
to an increase in the configurational entropy of the system [64]. Methods for modelling
defects in solids are discussed in section 3.3, but here the impact of defects in the
absorber layer on the performance of a solar cell is discussed.
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2.4.1 Types of crystal defect
There are many different possible types of crystal defect. If a defect does not involve any
atoms that are foreign to the host crystal, then the defect is called an intrinsic or native
defect. Defects involving foreign atoms (impurities) are referred to as extrinsic defects.
Fig. 2-9b and 2-9c show some examples of extrinsic and intrinsic defects. This work is
primarily interested in the fundamental material properties of candidate solar absorber
materials, so only intrinsic defects are considered. In real systems, however, impurities
are sometimes unintentionally present in the growth or processing environment, or
may be introduced intentionally to tune the optoelectronic properties of the material.
Defects are usually classified as point or extended defects. Point defects usually involve
isolated atoms in localised regions of a host crystal, such as those shown in Fig. 2-9.
There are a number of different possible point defects, such as: vacancies, interstitials
and antisites, which correspond to the removal, insertion or substitution of species from
the perfect host lattice respectively. Extended defects may involve rows of atoms, such
as a dislocation defect. Another possible type of defect is a defect complex, which is
composed of a small number of point defects.
Figure 2-9: Examples of intrinsic point defects (a) and (b) and an extrinsic point defect
(c).
The electrical properties of semiconductors can be modified significantly by the incor-
poration of very small amounts of impurities or defects. It is often the case that less
than one defect per million of host atoms is sufficient to alter the properties of a semi-
conductor [45]. This sensitivity to defects is one of the reasons why semiconductors find
many uses in device applications. For example, luminescence centres in wide-band-gap
materials can be used to emit light at specific wavelengths or single-spin centres pro-
vided by defects can act as artificial atoms and serve as a qubit in a quantum computer
[65]. In order to control the electrical properties of a material by introducing defects,
typically processes must first be developed to produce a fairly defect-free material, be-
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fore intentionally introducing particular defects [45]. In the case of solar cell devices,
however, the presence of defects can be detrimental depending on the nature of the
defect [66], which will be discussed next.
2.4.2 Optical properties of defective solids
Low defect concentrations
When defects are present at sufficiently low concentrations such that defect-defect
interactions are neglible, the defects are considered isolated point defects in the ‘dilute
limit’. Certain point defects result in additional energy levels in between the valance-
band maximum (VBM) and conduction-band minimum (CBM), i.e. within the band
gap of the material. An example for intrinsic point defects in the absorber material
Cu2ZnSnS4 is shown in Fig. 2-10. Electrically active defects have at least one charge
state for the defect that produces a defect level in the band gap. This level then has
an associated defect wavefunction, a state to which the electron is added to or removed
when the charge state of the defect changes. If the defect level is positioned close
enough to the band edges such that the defect is likely to be thermally ionised at room
temperature, then the defect is conventionally referred to as ‘shallow’. If the defect
produces a level in the band gap and far from the band-edge, it is a referred to as
‘deep’. Another way of defining a defect as ‘shallow’ or ‘deep’ is based on the degree of
localisation of the wavefunction. If a defect wavefunction is delocalised (on the order
of many lattice constants) then the defect has the characteristics of a shallow defect.
If the wavefunction is instead localised on the length scale of an atomic bond then this
indicates a deep level defect [65].
There are different ‘flavours’ of defects [66]. Shallow defects can be beneficial to improve
electrical conductivity for carrier extraction from an absorber materials. Typically
deep levels are thought to be the most detrimental to solar cell device performance
[68]. Defects that produce mid-gap states act as Shockley-Read-Hall recombination
sites [69], which is regarded as the most important recombination process in real, non-
perfect semiconductors. It is a form of non-radiative recombination where a charge
carrier is trapped in the defect state before recombining with a charge carrier of opposite
polarity. This type of recombination is known to be detrimental to device performance
as it results in energy input from sunlight not being converted into electricity [70].
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Figure 2-10: Ionisation levels of intrinsic point defects in the band gaps of Cu2ZnSnS4.
Figure reproduced with permission from Ref. 67.
High defect concentrations
The energy band model described in section 2.1.1 has been successful in explaining
many aspects of the behaviour of solids and a large amount of experimental data has
supported the theoretical predictions made using this model. Its main drawback is that
it assumes a perfect, or nearly perfect, crystal lattice. It applies well to single crystals
and polycrystalline substances, but omits important physical characteristics when used
to study materials that are amorphous or heavily disordered such that the structure
deviates significantly from the periodicity of the crystal [44]. Low concentrations of
impurities and defects can be modeled by considering the introduction of distinct addi-
tional donor and acceptor energy levels within the band gap of a material (as discussed
above) and the scattering of electrons and holes in the solid.
At higher defect concentrations, it is possible to observe a phenomena called ‘band
tailing’. At sufficiently high concentrations, defect levels interact to form a band. For
example, for high n-type doping the impurity band merges with the conduction band,
causing a rigid shift of the conduction band towards the valence band [72]. The band
profile can be modified with increasing donor density as shown in Fig. 2-11a-c.
Such a tail of band states into the band gap is often referred to as a Lifshitz tail [73], it
can be observed experimentally and is most noticeable in heavily doped and amorphous
semiconductors [71]. Electronic band tailing can result in the absorption coefficient,
α0, (which was discussed as a key property for PV materials in section 2.3) showing an
exponential decline. This effect, illustrated in Fig. 2-11d, is referred to as the Urbach
tail [74] and is widely observed in disordered semiconductors [71]. Such tailing can
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Figure 2-11: The influence of increased donor impurity density on the conduction
band profile showing low (a), medium (b) and high (c) densities of impurities. Figure
reproduced with permission from Ref. 46. (d) Optical absorption spectrum of a typical
direct band gap semiconductor with the absorption coefficient, α0, proportional to the
extended density of states in the Urbach tail. Figure adapted from Ref. 71.
be quantified by the Urbach energy and it has recently been proposed that there is a





3.1 Electronic structure calculations
3.1.1 Quantum theory of materials
The properties of materials are determined by their constituent electrons and nuclei
and how they interact with each other. Nuclei are massive (compared to electrons) and
can usually be described using classical mechanics with interactions via Coulomb’s law.
However, as hypothesised by de Broglie in his PhD thesis in 1924 [77, 78] and demon-
strated experimentally by Davisson and Germer in 1928 [79] with electron diffraction,
electrons exhibit wave-like behavior in addition to particle-like behavior and do not
obey classical mechanics [80]. The behaviour of the electrons largely determines the
physical and chemical properties of a material [81], such as the bonding that holds
the material together and many of the observed macroscopic properties such as the
optical, electrical and magnetic properties [39]. To describe the behaviour of electrons,
it is necessary to use quantum mechanics.
Quantum mechanical systems can be described by the Schro¨dinger equation (SE), which
can describe the energy of the electrons and nuclei within a material where electrons
interact with the positively charged atomic nuclei through an electrostatic potential










where the first term on the left hand side of the equation is related to the electron’s
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kinetic energy, the second term to the electron’s potential energy (Vˆ ) and ψ is used to
denote the one-electron wavefunction.
For systems containing more than one electron we must consider the many-body SE
and this soon becomes a very complex problem. This is due to the many electrons in
the system interacting with each other as well as with the nuclei. The SE for a system
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where uppercase R denotes nuclear coordinates and lowercase r denotes electron co-
ordinates [82]. This is a very complex mathematical problem for most systems. For
example, the many-body wavefunction, Ψ, in Eq. 3.2 for 1 cm3 of a typical metal would
be a function of approximately 1023 variables.
When dealing with such systems, the Born-Oppenheimer approximation is almost uni-
versally used. As electrons are fast moving relative to the nuclei, they are considered
to be moving in the classical field generated by static nuclei. This approximation de-
couples the nuclear and electronic degrees of freedom, allowing us to separate the ionic
and electronic wavefunctions. When using the Born-Oppenheimer approximation it
is also assumed that nuclear motion cannot cause electronic transitions, therefore the
electrons will remain in their ground state. There is now no explicit time dependence
for the electron density as electrons are assumed to always be in their ground state
for the instantaneous ionic configuration and that they transition adiabatically to their
ground state for each ionic configuration. This approximation is generally more suitable
for semiconductors than for metals as phonon energies are usually less than the energy
of the electronic band gap in a semiconductor and hence ionic motion cannot excite
electrons to higher energy states [81]. Ψ for electrons in the system is now no longer a
function of t and so it is the solution of the time-independent SE for the system of ions
and electrons that is of interest and the ionic system can be considered separately from
the electronic system which is subjected to the classical electric field of a stationary
ionic system.
The general form of a time-independent SE for the electronic system is given by
HˆΨ(r1, ..., rN, σ1, ..., σN ) = EΨ(r1, ..., rN, σ1, ..., σN ), (3.3)
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where Hˆ is the Hamiltonian operator used to determine the total energy of a system
with the wavefunction Ψ. Lowercase r are the electronic coordinates and σ is used to
denote the spin of electrons, which was omitted in earlier equations for simplicity. The




















|ri − rj| , (3.4)
where l are the ionic sites, Z is the nuclear charge, m is the electron mass, i is the index
of the electron and j are the indices of all other electrons in the system. The first term
is the kinetic energy of the electrons, the next terms are related to the potential energy
of the electrons. The second term is the Coulomb attraction between electrons and
static nuclei and the third term is the Coulomb repulsion between different electrons
[81].
Although we can write out the electron Hamiltonian as shown above, we do not know
the exact form of the many-body wavefunction in Eq. 3.3. The third term in the
expression for the Hamiltonian, the summation of electron-electron interactions in the
system, is the cause of a dramatic rise in computational expense as the system size
(and hence number of interacting electrons) increases. In the next section some of the
various approaches that have been developed to treat electron-electron interactions are
outlined and those utilised in this work are highlighted.
3.1.2 Treatments of electron-electron interactions
Approximations of the many-body wavefunction
As we do not know the exact form of the many-body wavefunction, Ψ, the simplest
way to avoid the dramatic rise in complexity in the many-body SE from electron-
electron interactions with increased system size is to approximate the form of Ψ in a
manner that allows us to decouple electron-electron interactions. In the ‘independent
particle approximation’, as used in the Hartree method, electrons are treated as in-
dependent and are included in an average electron-electron interaction scheme. The
method involves assuming approximate forms of both the Hamiltonian and the many-
body wavefunction. The electron-electron interaction term in the Hamiltonian in Eq.
3.4 is replaced by one that accounts for only the repulsion between an electron and the
average position of all other electrons, the electrons therefore interact with an average
effective potential instead of many, many interactions between all pairs of electrons in
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the system. This is an example of a mean field approximation. As electrons are con-
sidered to be independent, the many-body wavefunction can be written as the product
of single-electron wavefunctions (or orbitals) as
ΨH = ψ1(r1, σ1)ψ2(r2, σ2)...ψN (rN , σN ), (3.5)
where ψi(ri, σi) is the wavefunction of a single electron i at position ri with spin σi
[81]. To solve the many-body SE, the Hartree method pioneered the self-consistent
field method [39]. Firstly, the variational principle is invoked to set up an inequality
for the groundstate energy, E0, of the system (i.e. the minimum total energy) to find
an approximate value of E0 and the corresponding set of ψi
E = 〈Ψ|Hˆ|Ψ〉 ≥ E0, (3.6)
where the middle term is the expectation value of a state of the system described
by the many-body wavefunction Ψ. Many properties of interest can be determined
from E0 of the system and from changes in the energy of the system in response to
particular perturbations. E0 can be used to determine various structural properties
such as equilibrium bond lengths, surface configurations and the most likely defect
structures in a material.
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The solution of the Hartree equation depends on the Hartree potential (VH(ri)), shown
in Eq. 3.8. However, VH(ri) depends on the solution of the Hartree equation itself to
obtain ψi. The solution of the Hartree equation therefore involves a self-consistent
procedure. A guess is made for VH(ri) and then Eq. 3.7 is solved. Then the solution
is used to calculate VH(ri) with Eq. 3.8 and the Hartree equation is solved again with
this new value for VH(ri). The procedure is repeated until input and output potentials
are the same, within a specified tolerance [81].
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There are a number of large drawbacks of the Hartree method. The mean-field approach
to obtaining the Hartree potential is flawed due to spurious self-interactions. As every
electron is included in the average electron density, when calculating the electron-
electron interaction term each electron will also be interacting with itself. The next
large omission of the Hartree method is electron correlation. The probability of finding
an electron at r1 is uncorrelated to finding one at r2 because it can be written as a
product of two one-electron probabilities. Paraphrasing John Perdew from his talk at
the 2015 ‘Hands-on workshop density-functional theory and beyond: First-principles
simulations of molecules and materials’ helps to explain why this is neglecting some
behaviour of the electron density: electron correlation can be likened to shoppers at
a busy shopping mall where many people are moving around but in such a way that
they try to avoid bumping into each other. Neglecting this effect can lead to results as
unphysical as the dissociation of the H2 molecule [81].
Lastly, the basic Hartree method described above does not account for electron ex-
change. Although the spin of the electron is included in Eq. 3.5, it actually plays no
role in the Hartree method. The many-body wavefunction needs to be antisymmetric
under particle exchange as required by the Pauli Exclusion Principle for fermions. This
requirement can be expressed as
Ψ(r1σ1, ..., riσi, ..., rjσj , ...) = −Ψ(r1σ1, ..., rjσj , ..., riσi, ...). (3.10)
According to the Pauli Exclusion Principle, no two fermions can occupy the same
quantum state. The spin quantum number therefore should be taken into account.
The Hartree-Fock (H-F) extension to this method is able to account for this latter flaw
[81].
The requirement shown in Eq. 3.10 can be satisfied by using the Slater determinant as
the trial wavefunction, as given by
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ψN (r1σ1) ψN (r2σ2) . . . ψN (rNσN )
 , (3.11)
where N is the number of electrons.
When using the Slater determinant as the trial wavefunction, each electron is now
surrounded by an ‘exchange hole’ in which the probability of finding another electron
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is very small. The exchange term in the H-F method also cancels the self-interaction in
the Hartree potential as a result of the antisymmetry. However, the H-F method still
neglects Coulomb repulsion correlation effects that arise due to electrons moving in such
a way to avoid each other. It includes some correlation effects between parallel spin
electrons from the explicit treatment of exchange interactions, but neglects correlations
between opposite spin electrons. The exchange term tends to lower the total energy
of the system due to the tendency to keep two electrons with the same spin apart,
however, the Coulomb correlations reduce the exchange interaction between electrons
with parallel spins, so the H-F method overestimates the strength of the exchange
interaction. The H-F method is better suited to compact systems such as atoms or
molecules but describes conduction electrons in solids poorly [81] and, despite the
approximations used, is still very computationally demanding [83].
Coulomb correlations can be introduced by using the Configuration Interaction method
which involves writing the many-body wavefunction as a weighted sum of H-F wave-
functions for different electronic configurations. This method has been successful for
atoms and molecules, but is very difficult to apply for large molecules or solids [81]
and is therefore not used at all in this work where calculations have only been per-
formed for solid-state systems. For solids, density functional theory (DFT) is usually
the methodology of choice, which is outlined in the next section.
Electron density methods
The essence of density functional theory (DFT) is to write the total energy as a
functional of a simpler quantity to provide a more feasible approach to solving the
many-body Schro¨dinger equation. The methods described above solve the many-body
Schro¨dinger equation by approximating the many-body wavefunction, Ψ, which in-
volves the coordinates of all electrons in the system and therefore is a function of 3N
variables, where N is the number of electrons in the system which is typically large for
most systems of interest. If the system is instead described by the electron density,
n(r), instead of Ψ the key quantity in the equation would instead be a function of 3
variables [84].
The earliest electron density method was the Thomas-Fermi theory proposed in 1927
[85, 86]. In the original method, the kinetic energy of the system is approximated as an
explicit functional of the electron density, simplified to a non-interacting homogeneous
electron gas with density equal to the local density at any given point. However,
approximations used in this method are too crude to account for many essential physical
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and chemical aspects of matter, such as the electronic shell structures of atoms and the
binding of molecules [87].
In 1964 Hohenberg and Kohn provided two theorems (and corresponding proofs) which
formulated DFT as an exact theory of many-body systems [88]. The ansatz provided
by Kohn and Sham a year later [89] then allowed for the construction of useful, approx-
imate ground state functionals for real systems of many electrons. The two Hohenberg-
Kohn theorems are as follows:
1. The external potential, Vext(r), for a system of interacting electrons is a unique
functional of the ground state electron density, n(r). The total ground state
energy, E, of a many-electron system therefore is also a unique functional of
n(r), E[n(r)].
2. The total energy functional, E[n(r)], for the total energy has a minimum equal
to the ground state energy at the ground state electron density.
Combining both Hohenberg-Kohn theorems says that the ground state energy of a
system can be determined from the unique ground state electron density by minimising
the energy functional, E[n(r)], with respect to the electron density, n(r). However, this
does not yet tell us anything about the form of E[n(r)].
The approach proposed by Kohn and Sham in 1965 involves replacing the original in-
teracting many-body problem by an auxiliary system that can be solved more easily.
This auxiliary system involves independent electrons, but an interacting density. The
assumption made here is that the ground state density of the original interacting sys-
tem is the same as that of some auxiliary non-interacting system, where all complex
many-body interaction are incorporated into an exchange-correlation functional of the
electron density, Exc[n(r)]. When the Kohn-Sham equations are solved, the ground
state electron density of the original system is then determined, with accuracy limited
only by the approximate form of Exc[n(r)] [90].
Using the Born-Oppenheimer approximation, E[n(r)] can be expressed as
E[n(r)] = 〈Ψ|Vext|Ψ〉+ 〈Ψ|T + VEE|Ψ〉 = 〈Ψ|Vext|Ψ〉+ F [n(r)], (3.12)
where the first term is the external potential from the interaction between electrons
and nuclei and the second term is usually denoted as F [n(r)]. This term is a functional
of the electrons only where T is the functional for the electron kinetic energy and VEE
is for electron-electron interactions.
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F [n(r)] can be split into three parts as







|r − r′| d
3rd3r′ + Exc[n(r)], (3.13)
where T [n(r)] is the kinetic energy of a non-interacting electron gas of density n(r) in
its ground state, the second term is the classical Coulomb repulsion energy between the
electrons and the last term then contains all of the many-body effects of the electronic
system, including: exchange, correlation and part of the total kinetic energy [84].
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3rd3r′ + Exc[n(r)].
(3.14)
If Eq. 3.14 is minimised subject to the constraint that the integral of the electron
density over the whole system volume is equal to the number of electrons in the system∫













− µ = 0, (3.16)
where the third term is the Hartree potential (VH), the fourth term is the exchange-
correlation potential (Vxc) and the fifth term is the Lagrange multiplier.
Kohn and Sham noted that, apart from the inclusion of Exc[n(r)], Eq. 3.12 is identical to
Hartree’s expression for energy. Without the corresponding term in Eq. 3.16, Vxc[n(r)],









∇2 + Vext(r) + VH(r)
)
Ψi(r) = iΨi(r). (3.18)
If n(r) can be defined in terms of one-electron orbitals, as in Eq. 3.17, but by also
including Vxc(r) through an effective potential, Veff(r), as shown in
Veff(r) = Vext(r) + VH(r) + Vxc(r), (3.19)
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Ψi(r) = iΨi(r), (3.20)
can be solved self-consistently, analogously to solving Eq. 3.18 in the Hartree method.
The set of fictitious, non-interacting one-electron wavefunctions in Eq. 3.17 are called
the KS orbitals. However, these do not correspond to the physical atomic orbitals of the
system. The KS orbitals are used to reproduce the correct ground state electron density
when mapping the interacting electron system onto an auxiliary system of independent
particles, which move in the KS potential from Eq. 3.19. Although solving Eq. 3.20 is
very similar to the Hartree method and reduces the many-electron problem to a set of
one-electron problems, unlike the Hartree or H-F methods, DFT includes the effects
of electron correlations as well as exchange because of the Vxc(r) term. While the
H-F method treats exchange exactly, it neglects correlations completely. The form of
Vxc(r) is not known therefore some approximation has to be made for this function.
Exchange and correlation are both included in DFT, but only approximately. However,
reasonable accuracy has been achieved with these approximate forms [84]. In the next
section common approximations used in DFT will be outlined and those utilised in this
work will be highlighted.
Exchange-correlation functionals, Exc[n(r)]
In 1965 Kohn and Sham also developed the first approximate form for the exchange-
correlation functional, the local density approximation (LDA). Due to the explicit
separation of the independent particle kinetic energy and long-ranged Hartree terms in
Eq. 3.14, the remaining exchange-correlation energy contributions can be approximated
by a local or nearly-local functional of the electron density [90]. In this approximation,
it is assumed that the electron density, n(r), varies very slowly in space such that the
electron gas in a small volume could be considered as approximately uniform locally,
close to the limit of the homogeneous electron gas (HEG) [91]. This approximation
would then allow for the use of the exchange-correlation energy of the HEG to evaluate






where xc(n(r)) is the exchange-correlation energy per particle of a uniform gas of
density n(r) [84]. A simple analytic form is known for the exchange energy of the HEG
and the correlation energy of the HEG has been calculated using Monte Carlo methods
in Ref. 92 [91].
This approach can also be extended to spin-polarised systems with the localised spin
density approximation (LSDA) where there is an unequal number of spin-up and spin-
down electrons. In this case, Exc[n(r)] is split into separate parts for the spin-up and
spin-down electron densities [84].
Although the LDA has given remarkably good results for some systems, such as sim-
ple metals where the electron density more closely resembles the HEG, performance is
poorer for more inhomogeneous systems, like atoms where the density must continu-
ously approach zero outside of the atom [91]. The accuracy of the LDA is not sufficient
for purposes such as predicting binding energies for chemical reactions, subsequent
works therefore have sought to construct improved functionals. The gradient expan-
sion approximation (GEA) was suggested by Kohn and Sham [89] where Exc[n(r)] is
expanded in terms of gradients of the electron density in Taylor series and truncated at
some order [84]. The exact exchange-correlation energy is related to the concept of an
‘exchange-correlation hole’ in which all other electrons are excluded. The integration
over this hole in the electron density is equal to one electron, hence the combination of
the electron and the exchange-correlation hole gives a net neutral unit. The LDA ap-
proximates the exchange-correlation hole to be a sphere, while the inclusion of gradients
in the electron density allows for more elaborate shapes for the exchange-correlation
hole [90].
The GEA was not found to give systematic improvements over the LDA and important
conditions such as the sum rules for the exchange-correlation holes were violated. The
large density gradients in real materials cause the low-order gradient expansions to
break down. Generalised-gradient expansions (GGAs) have been proposed instead.
Here functionals are constructed that are functions of both electron density, n(r), and
gradients in the density, ∇n(r), which do satisfy sum rules. The general, spin-polarised
form of a GGA is
EGGAxc [n↑(r), n↓(r)] =
∫
d3rf [n↑(r), n↓(r),∇n↑(r),∇n↓(r)], (3.22)
where various functions are used for f in the equation and n↑(r) and n↓(r) correspond
to the density of spin up and spin down electrons respectively. Various GGAs have been
developed to improve the predictive power of DFT and have demonstrated sufficient
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accuracy to now be utilised by the chemistry community. The rapidly varying electron
density in atoms leads to a greater lowering of exchange energy in atoms and molecules
than in solids, this results in a reduction in the binding energy which is not accounted
for by the LDA. The use of density gradients in the GGA is able to correct for some of
the overbinding from the LDA [91].
Some GGA functionals are semi-empirical due to their use of fits to experimental data.
An example of one of the less empirical functionals is the PBE functional [93], where
the main parameterisation is in the LDA component and otherwise fundamental phys-
ical constants are favoured over empirical fits. Semi-empirical GGAs can accurately
represent small molecules, but usually fail for delocalised electrons in the uniform gas
or for simple metals. First-principles numerical GGAs can be constructed from electron
density-gradient expansions for the exchange-correlation hole surrounding the electron
in a system of slowly varying density with spurious long-range terms cut off to satisfy
sum rules on the exact hole [93]. However, accurate atomic exchange energies require
violating the gradient expansion for slowly varying densities, which are more appro-
priate when modelling solids. A gradient expansion that works well for an atomic
system is likely to perform poorly for a solid. For this reason, an alternative PBE
functional has been developed for solids, the PBEsol functional [94]. In this work, the
PBEsol functional is often used for obtaining geometries. However, there are still some
shortcomings in the simulation of semiconductors for PV applications with semilocal
functionals such as PBEsol. A notable issue is the band gap error where the elec-
tronic band gap of semiconductors and insulators is often substantially underestimated
compared to experimental measurements [95]. Significant improvements in the compu-
tational prediction of this important material property have been achieved with some
‘beyond-DFT’ methods. One method for this, which is utilised in this work, is hybrid
density functionals which are introduced in the next section.
Hybrid-DFT
Various hybrid density functionals have been developed to improve upon standard
DFT. One such approach is to incorporate some exact, non-local H-F exchange into a
pure GGA functional. The exchange component, x, of this hybrid exchange-correlation
functional, Ehybridxc [n(r)], is expressed as a linear combination of the exchange com-




some mixing parameter a as
Ehybridxc [n(r)] = E
DFT
xc [n(r)] + a(E
HF
x [n(r)]− EDFTx [n(r)]). (3.23)
The H-F method tends to underbind atoms in molecules [96]. Although electron ex-
change is treated exactly, the method completely neglects electron correlation and
therefore the modelled system entirely lacks a mechanism by which the electron ar-
rangement could act to lower the total energy of the system. Hence the total energy
of the system may be overestimated. DFT however, in particular the LDA, overbinds
atoms in molecules and overly favours the formation of bonds [96]. The approxima-
tion of a more uniform electron density than what may exist in the system in reality
when constructing such electron density functionals may result in the assumption of
a stronger, more uniform bonding arrangement, artificially lowering the total energy
of the system. Some types of hybrid density functionals have been constructed to im-
prove upon both methods by combining them, but the ways in which the functionals
are combined differs for different hybrid functionals.
In this work, the HSE06 hybrid functional [97] is frequently used for calculations of
electronic properties. This functional has been demonstrated to produce accurate elec-
tronic properties with predicted electronic band gaps for semiconductors much closer
to experimental values than those produced using semilocal functionals such as PBE
and PBEsol [98]. The HSE06 functional involves two adjustable parameters. Firstly,
the mixing parameter a, as in Eq. 3.23, but also a parameter ω which determines the
screening of the exact exchange in the construction of this functional. The HSE06
functional uses PBE as the GGA functional, incorporates 25% H-F exchange (with
a=14) and uses ω = 0.11 bohr
−1 for the screening parameter [97].
The exact H-F exchange is very computationally expensive to calculate for large molecules
and solids. Kohn has shown that the range of the exchange interaction in insulators
decays exponentially as a function of the band gap [99]. Therefore, convergence with
distance is very slow for small gap or metallic systems [100]. Screened hybrid function-
als, such as the HSE06 functional, have been introduced to reduce the computational
expense of the inclusion of exact H-F exchange. In the case of the HSE06 functional,
a screened Coulomb potential is applied to the exchange interaction only to screen
the long-range component of the H-F exchange [97]. This restricts the Fock exchange
calculations to small electron-electron separations [101]. The Coulomb operator is split
into short-range (SR) and long-range (LR) components as shown in the first and second
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and ω defines the separation range. All of the terms for the hybrid exchange energy





x (ω)+(1−a)EPBE,SRx (ω)+EPBE,LRx (ω)−aEPBE,LRx (ω).
(3.25)
Numerical tests indicated that the LR H-F and PBE exchange contributions to this
functional are small and tend to cancel each other [100], therefore these terms are
neglected in the expression for the exchange-correlation energy in
EHSE06xc = aE
HF,SR
x (ω) + (1− a)EPBE,SRx (ω) + EPBE,LRx (ω) + EPBEc . (3.26)
When the adjustable parameter ω = 0, the LR term becomes zero and the SR term
is the full Coulomb operator, equivalent to an unscreened hybrid functional. When
ω → ∞, the HSE functional becomes identical with the semilocal PBE functional.
The values chosen for a and ω in the HSE06 functional have been found to be close
to the optimum in terms of accuracy and computational efficiency in a systematic
study varying these parameters in hybrid functionals [101]. However, the study also
identifies alternative values for the two parameters for improved accuracy over the
HSE06 functional and also parameters which were found to match the accuracy of the
HSE06 functional but with reduced screening length and hence reduced computational
expense. Improvement in the accuracy and transferability of density functionals to
various systems is an on going area of research.
3.1.3 Implementation for periodic solids
Concepts for the theoretical modelling of periodic solids were outlined at the start of
section 2.1. These principles are also used in electronic calculations of solid state sys-
tems through the implementation of periodic boundary conditions (PBCs) to simulate
an infinite, bulk system using only a unit cell of the crystal. The only deviations from
the basic implementation of PBCs are in section 6.1.1. This work involved calculating
surface properties of candidate solar absorber materials to investigate possible candi-
date solar cell heterojunction partners. Methodology for this study will be outlined in
section 3.2. The other deviation from simple PBCs for electronic structure calculations
in this work is the simulation of point defects in the dilute limit using the supercell
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method [102]. This method will be discussed further in section 3.3.
In the rest of this section, approaches used in this work for electronic structure calcu-
lations of periodic solid-state systems will be outlined with comments on their relative
merits for chemical accuracy and computational efficiency. Representations of the
wavefunction in different electronic structure software packages that are used in this
work will first be described. Then the general workflow for geometric and electronic
optimisation will be outlined. The section concludes with a discussion of determining
the most appropriate setup for electronic structure calculations in terms of an optimal
compromise between chemical accuracy and computational efficiency.
Representations of wavefunctions for electronic structure calculations
The exact, analytical solution of the Schro¨dinger equation for H gives us wavefunctions
corresponding to the familiar 1s, 2s, 2p, etc. atomic orbitals. In the non-relativistic
case (where there is no spin-orbit coupling), the wavefunction can be decoupled as
a product of space and spin. Since the nuclear potential acting on the electron is
spherically symmetric, the spatial part of the orbital can be described by angular
momentum quantum numbers, L = {l,ml} [103]. This is shown for the hydrogenic
one-electron atom in
ψnlm(r, θ, φ) = Rn(r)Ylm(θ, φ), (3.27)
where the full wavefunction is described by the product of the radial and angular
distribution functions and expressed in spherical coordinates. The radial component
is related to the probability of finding an electron at a particular distance from the
nucleus and the angular component is necessary to account for electronic orbitals that
are not spherical in shape.
In a solid, the wavefunctions tend to be atom-like close to each atom. Atomic wavefunc-
tions are closely related to the radial atomic-like functions used in electronic structure
codes to represent wavefunctions for solid-state systems [103]. Fig. 3-1a shows calcu-
lated 1s and 2s orbitals for the Li atom, while fig. 3-1b and c show representations of
wavefunctions used in different electronic structure software packages for solids, which
will be discussed below. Accurate description of the electronic structure of atoms is a
vital starting point for computing the properties of valence electrons in molecules or
solids, which predominantly determine the bonding in the material [104]. This knowl-
edge is the basis for constructing numeric atom centred orbitals (NAOs) and ab initio
pseudopotentials (PPs) as used in the Fritz Haber Institute ab initio molecular simula-
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tions (FHI-aims) [105] software package and the Vienna Ab-initio Simulation Package
(VASP) [106] to predict the electronic structure of molecules and solid state systems.
Figure 3-1: a) Calculated radial wavefunction, rψ(r), for the 1s and 2s orbitals of
a lithium atom. Figure reproduced with permission from Ref. 107. b) Schematic
representation of a numeric atom-centred orbital (NAO) basis function as used in the
FHI-aims software package. Figure adapted from Ref. 108. c) Schematic representation
of a pseudopotential and pseudo-wavefunction (both shown by blue solid lines) and
corresponding original Coulomb potential and wavefunction (both shown by dashed
red lines), where both red and blue lines converge at distances beyond the core region.
Figure adapted from Ref. 109.
Eq. 3.28 shows the expansion of the KS orbitals in terms of a set of known functions,





Constructing a basis set of linearly independent functions allows the use of linear matrix
methods and efficient computational tools to solve the KS eigenvalue problem. There
are different options for how to mathematically represent the wavefunction. In this
work, two different software packages are used for electronic structure calculations,
which make use of different functions for their basis sets.






are the basis set used. This basis set for each atomic species has been established from
iterative automated construction based on dimers [108]. The radial shape, ui(r), is
numerically tabulated and so fully flexible, enabling the creation of optimised element-
dependent basis sets that are as compact as possible to minimise computational ex-
pense. A schematic represenatation of a NAO is shown in Fig. 3-1b. The NAO basis set
used in FHI-aims is localised and highly scalable for use on modern high-performance
computing (HPC) systems with multiple processors. The localised nature of the ba-
sis set has the benefit of no additional computational cost for vacuum gaps in the
simulation unit cell. This implementation of electronic structure calculations is an ex-
ample of an ‘all-electron’ approach, which has benefitted greatly from advances in HPC
technology.
In the VASP software package [106] plane waves (PW)
φPW(r) = ce
i(k+G).r, (3.30)
are used as the basis set. Plane waves are a natural choice for describing the smoothly
varying region of the wavefunction far from the atom cores, i.e. in the interstitial
regions. Even a small number of plane waves can accurately represent such a function.
However, as can be seen from Fig. 3-1a and 3-1c, the wavefunction oscillates much
more rapidly closer to the atom core. This results in much poorer convergence of
a plane-wave expansion of the functional. This would require a much larger basis
set to accurately describe the system, hence increasing the computational expense
[110]. To improve computational efficiency, without sacrificing chemical accuracy, one
technique implemented in the VASP electronic structure code is a formalism of the
projector-augmented wave (PAW) method [111] that makes use of the pseudopotential
and frozen-core approximations [112], outlined next.
A key concept is to distinguish between ‘core’ and ‘valence’ electrons. Core electrons are
tightly bound to the nuclei and their wavefunctions are well localised at lattice sites
[110]. Core electrons usually do not take part in bonding between atoms, therefore
it is the valence electrons far from the atom centres that are the most important
for determining the bonding in solids. This is the justification for the frozen-core
approximation, where core electron states are pre-calculated in an atomic environment
and kept unchanged during the course of subsequent calculations for the solid-state
system [113]. The strong Coulomb potential of the nucleus and effects of tightly bound
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core electrons are replaced by an effective ionic potential acting on valence electrons
[104]. The rapid oscillations of the frozen states, however, are used in the orthogonalized
plane wave (OPW) method to accelerate the convergence of the expansion used to
represent the valence electrons. All solutions of the KS equation corresponding to
different energies should be orthogonal to all of the core functions [110].
Furthermore, to accurately describe bonding in solids, it is not necessary to accurately
describe the wavefunction at all distances from the nucleus. For a given material there
will be some critical radius from the ion cores where physically relevant processes be-
gin to take place, such as inter-atomic wavefunction overlap for bond formation. This
is where the pseudopotential approximation is invoked. The true ionic potential is
replaced by a much smoother pseudopotential within some critical radius. The aim
is that the corresponding pseudo-wavefunction will be smooth and therefore can be
represented by fewer plane waves, whilst still reproducing the original wavefunction
in the physically relevant regions of space. Fig. 3-1c is a schematic representation
of the Coulomb potential, the pseudopotential that is smoothed close to the core re-
gion and the corresponding original wavefunction and the pseudo-wavefunction. High-
quality pseudopotentials are vital for accurate electronic structure calculations with
this method.
The PAW method combines ideas of the linear augmented-plane-wave (LAPW) method
[114] with ultrasoft pseudopotential methods [115, 116, 117]. Ultrasoft PPs reduce the
number of plane waves needed by relaxing the norm-conservation requirement for the
charge density for the PP. As the norm of the pseudo-wavefunction is not conserved,
there is a charge deficit which is compensated by augmentation charges introduced
into the core regions [110]. To combine this with ideas from the LAPW method, the
all-electron valence wavefunction, ψAE, is separated into smooth pseudo-wavefunctions,
ψPP, and rapidly varying contributions localised within the core region, projectors and
auxiliary localised functions respectively. In the PAW approach, integrals are evalu-
ated as a combination of integrals of smooth functions extending throughout space and
localised contributions from radial integration over ‘muffin-tin’ spheres [104]. The ψAE
is related to the ψPP by a linear transformation. The KS equations are solved to obtain
ψPP, which are then transformed back to true wavefunctions (which also incorporate
the localised core-region functions) before calculating the charge density and total en-
ergy [110]. Although the two electronic structure codes described here represent the
wavefunction differently when performing electronic structure calculations, a bench-
mark study comparing results from 15 different solid-state DFT codes to compute the
equation of states for 71 elemental crystals showed that all codes converged towards the
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same result, within error margins comparable to those of experimental measurements
[118].
Iterative electronic and geometric optimisation
In this section, the process of optimising the geometry (ionic structure) and electronic
structure of a given solid towards the minimum energy configuration (i.e. the ground
state) using the self-consistent field (SCF) method for a given electron density func-
tional will be outlined. The SCF method was introduced when discussing the Hartree
method for determining VH and ψi that give the minimum total energy for the system
within a set tolerance, but it also utilised in the KS formalism of DFT. It is common
to use experimental X-ray diffraction data for the atomic arrangement in a solid as a
starting point for electronic structure calculations. However, the exact minimum en-
ergy arrangement of ions and electrons modelled with a specific exchange-correlation
functional will differ slightly. Therefore, an important step in calculating the electronic
structure of a material is first to find the minimum energy arrangement of the ions and,
in the case of solid-state systems, the lattice parameters for the unit cell that results
in the lowest total energy for the given exchange-correlation functional.
The general procedure for local structure optimisation involves displacing ions in the
system (either just ionic coordinates within the unit cell or also including the unit
cell dimensions), calculating the electronic structure self-consistently for this static
ionic arrangement using the SCF method as indicated in Fig. 3-2, repeatedly until the
forces on the ions are below a given threshold and hence are close enough to their
equilibrium, minimum energy positions. The process of geometry optimisation can
also be described as searching the potential energy landscape of the system to find
the minima, as illustrated in Fig. 3-3. Most electronic structure software packages
provide options for different optimisation algorithms to converge the system towards a
minimum in the potential energy surface. A common approach is to use gradients in
the total energy of the system to compute forces on the ions. These methods include
the conjugate gradient method and Quasi-Newton appproaches [121].
The chemical accuracy and computational efficiency compromise
Earlier in this section the different mathematical representations of the KS orbitals
(i.e. the basis sets) in the electronic structure software packages FHI-aims and VASP
were discussed. However, all types of representation are an approximation. It may
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Figure 3-2: Schematic representation of iterative local geometry optimisation proce-
dure with nested self-consistent solution of the Kohn-Sham equations to determine the
ground state electron density for each ionic configuration. Darker blue represent itera-
tive steps for geometry optimisation, lighter blue represent SCF electronic convergence.
Fig. adapted from Ref. 119.
be necessary to use an infinite set of basis functions to completely represent the KS
orbitals. In practice, the basis set must be truncated at some point and then we
must check for convergence in the properties of interest with respect to this basis set
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Figure 3-3: Visualisation of minima in the potential energy landscape of a molecular
system. Figure reproduced with permission from Ref. 120.
truncation [122].
When using FHI-aims, a user can select from a hierarchy of basis (sub)sets that have
been organised into ‘tiers’ and tabulated for expected levels of accuracy for each chem-
ical species. The inclusion of additional radial functions (and their angular momenta)
for each species are grouped into these tiers, which start from the minimal basis of free-
atom like radial functions but users are always recommended to add at least one set of
further radial functions that have been optimised to describe a chemical bond with that
species. When using pre-defined calculation settings (‘species defaults’), additional ra-
dial functions are included in the basis set for each species until the required accuracy
is reached for settings referred to as ‘light’, ‘intermediate’, ‘tight’ and ‘really tight’.
These species default settings also define other parameters used in the calculation to
achieve the desired level of accuracy, such as the highest order used in the multipole
decomposition of the electron density for the calculation of the Hartree potential and
the integration grid when the Hamiltonian matrix elements are numerically integrated.
The default tight settings are intended to provide meV-level converged energy differ-
ences [123]. However, users are still encouraged to test the convergence for particular
systems. Higher tiers may be required for problematic systems, but it may also be
the case that less are required to achieve the desired level of accuracy and hence the
computational expense of the calculation could be reduced. Fig. 3-4 shows the radial
wavefunctions necessary to achieve the ‘tight’ level of convergence for Ni, where ‘H’ in
the figure refers to hydrogen-like orbitals.
The equivalent to the process described above for FHI-aims for electronic structure
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Figure 3-4: Ni radial functions to construct basis sets with increasingly tight conver-
gence criteria as implemented in the software package FHI-aims [105]. Figure repro-
duced with permission from Ref. 108.
calculations with VASP is to converge the cutoff energy of the plane wave basis set
to achieve the level of convergence desired for the property of interest. In principle,
an infinite number of plane waves of increasing frequency (and hence energy) may be
necessary in the plane wave expansion. However, in practise this set must be truncated
at some point. Similar to the process described above for FHI-aims, the size of the plane
wave basis set (determined by the cutoff energy) must be tested to ensure the desired
property, often the total energy of the material, is converged to within an acceptable
range. Smoother and weaker pseudopotentials require lower cutoff energies [122].
For both software packages, the inclusion of a larger basis set increases the compu-
tational expense of the calculation, but takes the approximate representations of the
KS orbitals closer to the true form and hence improves the accuracy of the calculated
material properties for the given electron density functional. Determining the optimal
compromise between computational expense and chemical accuracy for the material
property of interest is an important process in electronic structure calculations. The
other calculation setting that must be considered in such a way is the density of the
k -grid when sampling the Brillouin zone.
As discussed in section 2.1, only the first Brillouin zone of the crystal is needed to
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Figure 3-5: a) The energy dispersion relation for electrons moving in a crystal, illustrat-
ing how the function can be approximately represented by a finite number of k -points,
forming an equally-spaced mesh. Figure adapted from Ref. 124. Convergence of b)
total energy and c) optical dielectric function for the same material.
fully describe the influence of the periodic lattice on electrons in the solid. Each
electron occupies a state of definite k. In an infinite, periodic crystal structure an
infinite number of electrons would result in an infinite number of k -points. For many





F (E)δ(Enk − E)dk, (3.31)
which is used to obtain the density of electronic states [124].
Electron wavefunctions will be almost identical for values of k that are sufficiently close,
so the wavefunctions over a region of reciprocal space can be represented by considering
the wavefunction at a single k -point. Therefore, in practise the integral in Eq. 3.31 is
instead evaluated numerically as a weighted sum over special k -points, forming a k -
point mesh or grid [124]. A common choice for the k -point grid is an equally spaced
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grid in the Brillouin zone called the Monkhorst-Pack grid [125] This approximation
is illustrated in Fig. 3-5a. The choice here when setting up an electronic structure
calculation is a balance between more k -points for a more accurate representation
of the Brillouin zone and fewer k -points to reduce the computational expense of the
calculation. Similar to the process described above for the basis set size, the calculated
value of a property of interest should be converged with respect to the k -grid density.
Certain properties require a denser k -grid than others. This is demonstrated in the
examples in Fig. 3-5b and c where the total energy in Fig. 3-5b required a 6 × 6 × 6
k -grid to achieve convergence, whereas the optical dielectric function () in Fig. 3-5c of
the same material required a 10× 10× 10 k -grid.
3.2 First principles prediction of electronic band offsets
The methodology outlined here is used in the study presented in section 6.1.1 to screen
for candidate junction partners that are predicted to have optimal electronic band
offsets for forming a solar cell heterojunction with the absorber layers of interest in the
study. The vital function of a solar cell heterojunction (as discussed in section 2.2.2)
is the separation of photoexcited minority charge-carriers. When selecting a junction
partner, therefore, want to know if electrons will easily flow between the conduction
bands or holes between the valence bands of the two materials forming the junction.
The important material properties to determine this are the electron affinities (EAs)
and ionisation potentials (IPs) of the two materials. These are shown schematically
in Fig. 3-6a. The EA and IP are referenced to the energy of the vacuum level (Evac).
The concept of the ‘vacuum level’ used here for theoretical modelling of surfaces differs
from that discussed in section 2.2.2. Here, Evac is the energy of an electron infinitely
separated from the material. The EA corresponds to the energy involved in adding
an electron to the CB of a material while the IP corresponds the the energy involved
in removing an electron from the VB of the material. These quantities are influenced
by the bulk binding energy of the material, but as electrons are added to or removed
from the surface of a material, are also influenced by the dipole that arises from the
redistribution of charges at a surface. It is therefore necessary to also simulate the
surface of the material to compute these quantities.
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Figure 3-6: a) Energy diagram of a semiconductor with flat bands to the surface.
Indicating the band edges (CBM/LUMO and VBM/HOMO), vacuum level (EVAC),
work function (WF), band gap Eg, ionisation potential (IP) and electron affinity (EA).
Figure adapted from Ref. 126. b) Schematic representation of the implementation of
3D periodic boundary conditions for a 2D surface slab model (finite direction indicated
by the orange arrow).
Surface models
It is common to simulate a 2D surface with 3D periodic boundary conditions, where
only two directions are intended to be bulk-like. Atoms interact with neighbours across
a boundary in 3D, therefore a sufficiently large vacuum gap is required in the ‘finite
direction’ to ensure that the surfaces from either end of the slab do not interact with
each other [122]. This is shown schematically in Fig. 3-6b where the orange arrow
indicates interactions in the finite direction with atoms separated by a large vacuum
gap.
For a given crystal structure, there are a large number of possible surface terminations
when creating the slab model. Where experimental data is available, often this can
provide guidance for which terminations are likely to be the most energetically likely
to form or to be of the greatest technological interest and therefore inform the design of
the slab models. In cases where there is no such experimental data, surface terminations
with no net dipole perpendicular to the surface are expected to have the lower surface
energies and therefore be more likely to form [127]. The latter informed the choice of
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surface terminations for the slab models used in section 6.1.1.
Calculation of ionisation potentials
Figure 3-7: Planar average (blue line) and macroscopic average (orange line) of the
potential across the finite direction of a slab model indicating the slab region, vacuum
gap and surface dipole energy, Ds. Plot generated using the MacroDensity python
library [128].
The position of the valence band energy with respect to the vacuum level, i.e. the
IP, is a physically well-defined quantity and can be measured using techniques such as
photoelectron spectroscopy or Kelvin probe microscopy. The IP can also be quantified
using first-principles calculations. In section 6.1.1, the macroscopic average technique
is used to decompose contributions from the bulk and the surface of the material when
calculating the IP [129]. Firstly, in the slab models discussed above, if we define the
z -axis as the finite direction (i.e. normal to the surface), then the geometry of the slab
models is periodic in the (x, y) planes. This allows for the simplification of the charge







f(x, y, z)dxdy, (3.32)










where a is the unit cell length in the finite direction.
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Fig. 3-7 shows the rapid oscillations in the planar average of the potential for each
layer in the slab, the plateau far from the slab into the vacuum gap (blue line) and also
the smoother macroscopic average of the planar potential (orange line). The difference
between the macroscopic average of the vacuum potential and the bulk-like region of
the surface slab is then used to obtain the surface dipole energy, Ds, as shown in Fig. 3-
7. The eigenvalue of the valence band maximum (VBM) of the bulk, VBM and Ds are
then used to obtain IP as
IP = Ds − VBM. (3.34)
The other important quantity for determining band offsets at semiconductor-semiconductor
junctions is the EA. As shown in Fig. 3-6a, this is defined as the conduction band en-
ergy with respect to the vacuum level and can be obtained by subtracting the value of
the electronic band gap from the IP of the material.
Electron affinity rule
Once the IPs and EAs of the two materials forming the heterojunction have been
determined, the electron affinity (or Anderson’s) rule can be used to calculate offsets
between the conduction bands and valence bands of two semiconductors brought into
contact [131, 132]. To obtain the band offsets from the electron affinity rule, the
vacuum level of the two materials either side of the heterojunction are aligned to the
same energy, the difference between the distance between the CBM and the vacuum
(EA) of each material is used to predict the conduction band offset (Ec), as
∆Ec = EAabs − EAjp, (3.35)
where EAabs denotes the electron affinity of the absorber layer and EAjp is that of
the wider-gap heterojunction partner. If Eg of each material is also taken into account
then the same model can be used to predict the valence band offset (Ev) through the
difference in the ionisation potentials (IP = EA+ Eg) as
∆Ev = Eg,abs − Eg,jp −∆Ec
= (EAjp + Eg,jp)− (EAabs + Eg,abs)
= IPjp − IPabs.
(3.36)
It is worth noting that this method is an idealised model. The band energies for
each junction partner are calculated in the limit of a large vacuum, while the vacuum
separation between the two materials is taken to zero when forming the electrical
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contact. It does not account for possible interface effects, such as intermixing of species
at a heterojunction, or consider the effects of finite temperature on band offsets [133].
However, this method is used in the study in section 6.1.1 to provide the initial screening
process to limit the search space for device optimisation of the absorber layers in that
study.
3.3 Modelling imperfect solids: Point defects in the dilute
limit
When a solid forms a regular crystal the energies of the bands, i.e. the band structure,
can be predicted exactly, as discussed in section 2.1.1, from electronic structure calcu-
lations [42]. The electronic band structure of a semiconductor provides a rich source of
information for how the material may perform as a solar cell absorber layer. However,
in reality, absolutely perfect systems do not exist. The energy cost associated with
the creation of a defect can often be countered by the increase in the configurational
entropy of the system from the addition of the defect [64]. There are several types of
possible defects in solids, some of which were described in section 2.4.
Defects are usually present in materials in very small concentrations, such that the
concentrations are quantified in units of parts per million of host atoms. For this reason,
models of defects often aim to simulate the ‘dilute limit’ where defect-defect interactions
are negligible. This section outlines approaches developed in the literature for periodic
electronic structure calculations of the formation energy of isolated point defects in
the dilute limit. These methods are applied in section 6.2 to provide the first insights
into the defect physics (and likely associated impact on PV performance) of some of
the candidate photoferroic absorbers identified in chapter 5. Defect formation energies
under specific synthesis conditions can be used to infer the likely concentrations of
particular defects, which may have different impacts on PV performance [66]. However,
in cases where defect concentrations exceed that which would be considered the dilute
limit, alternative modelling approaches are necessary [134, 135]. In section 3.4, a
method is outlined which is used in chapter 4 to simulate extended antisite defects
in a material with large extents of substitutional disorder, beyond what would be
considered as the dilute limit. In this case, the methodology is used to investigate high
concentrations of Cu/ Zn disorder in Cu2ZnSnS4.
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3.3.1 The problem of periodicity
As discussed in section 2.1, models of crystalline solids are built around the translational
symmetry of periodic crystal lattices. This property is exploited in electronic structure
calculations where, typically, the smallest possible unit cell is used to represent the
crystal structure and periodic boundary conditions (PBCs) are used to simulate an
infinite, bulk crystal. It is then possible to predict the bulk properties of the material by
solving quantum mechanical equations for the electronic structure of just this small unit
cell. However, the introduction of a point defect into this simulated system produces
a situation such as that shown in 2D for a slice of the system in Fig. 3-8a. With the
implementation of 3-dimensional PBCs for a 3D system, this would correspond to an
infinite 3D array of highly concentrated point defects. Defect wavefunctions in adjacent
unit cells may overlap. However, in real, crystalline systems defects are typically present
in parts per million. To correctly represent isolated point defects, interactions between
defect periodic images must be negligible [136].
Figure 3-8: A charge-neutral defect interacting with periodic images of itself across
periodic boundary conditions in 2D (a) and the longer-ranged Coulombic interactions
of charged defect with a charge q (b).
The supercell method is a common approach to simulate defects in the dilute limit
and is the method that is utilised in section 6.2. This approach involves repeating the
primitive unit cell a finite number of times in 3D and then embedding the defect within
this larger unit cell so that the defect will be separated from its periodic image by a
greater distance. If this distance is sufficiently large, the properties of an isolated defect
can be represented by this model [136].
59
Charge neutral point defects
The formation energy, ∆HD,q=0, of charge neutral point defects in a supercell can be
obtained by comparing the total energy calculated for the defective supercell to that
of an equivalent perfect supercell of the host crystal and then considering the species
added to or removed from the perfect supercell when the particular defect is formed,
as given by
∆HD,q=0 = ED,q=0 − Ehost +
∑
i
ni(Ei + µi), (3.37)
where ED,q=0 is the total energy of the defective supercell, Ehost is the total energy
of an equivalent supercell of the perfect, bulk host crystal, ni is the number of atoms
of species i added to (ni > 0) or removed from (ni < 0) the chemical reservoir when
the defect is formed. µi is the chemical potential of species i [137], referenced to the
total energy of the pure element in its standard state, Ei. The chemical potential of
a species i is the change in energy when one particle of type i is added to the system
[138]. In Eq. 3.37, µi allows us to describe the formation energy for defects in various
growth conditions, such as rich or poor in particular species. If µi = 0 then the element
is so rich that the pure element phase can form [139].
Charged point defects
Additional complexities arise when attempting to obtain the formation energy of a
charged isolated point defect. Firstly, there is a strong and long-ranged Coulomb inter-
action between charged supercells in PBCs (indicated in Fig. 3-8b) and this converges
slowly with increased supercell size. Secondly, the charge of the defect system does not
match that of the perfect bulk reference system. It is therefore necessary to introduce
an electron chemical potential to account for the change in energy when electrons are
added to or removed from the system when creating a defect in a given charge state.
Thirdly, electronic structure calculations with PBCs for a charged unit cell (effectively)
include a neutralising homogeneous background charge to avoid infinite charge, which
is not present in the calculation for the perfect equivalent supercell [136]. Consequently,
the expression for the defect formation energy given in Eq. 3.37 for a charge neutral
defect must be modified to
∆HD,q = ED,q − Ehost +
∑
i




Additional terms in Eq. 3.38 compared to Eq. 3.37 are: q (the charge state of the
defect), F (position of the Fermi level in the band gap), qν (energy of bulk VBM) and
∆ν0/b (term used to align the electrostatic potential of the VBM for the bulk and defect
supercells) and Eqcorr (usually represents multiple post-DFT calculation corrections, one
such correction is that for interactions between a charged defect and its periodic images,
the ‘image-charge’ correction but another is the ‘band filling’ correction, both of which
are outlined later). The terms in Eq. 3.38 are explained pictorially in Fig. 3-9.
Figure 3-9: Visual descriptions of terms in the equation for the formation energy of
charged defects. Figure reproduced with permission from Ref. 140.
In theory, it is possible to continually increase the supercell dimensions to allow estima-
tions of the magnitude and decay behavior of the different effects to be obtained and,
from this, extrapolate to the formation energy of a defect in the limit of an infinitely
large supercell. A scaling rule for the correction to the defect formation energy for a
supercell with a cubic shape was identified by Castleton et al [141] and is of the form






where L is the length of the side of the cubic supercell.
Due to computational limitations, it is usually not feasible to perform calculations with
sufficiently large supercells to remove all spurious defect-defect interactions, especially
for the long-ranged Coulombic interaction of charged defects, as depicted in Fig. 3-
8b. Furthermore, the band gap error in standard-DFT can cause large errors in the
calculated properties of defects [142, 143]. For this reason, methods beyond standard-
DFT such as hybrid-DFT (outlined in section 3.1) may be used to more accurately
predict the electronic structure. However, the computational expense for such meth-
ods is increased further, hence performing calculations for larger supercells becomes a
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less feasible endeavor. Methods such as the supercell approach are used to minimise
the impact of defect-defect interactions on calculated properties and various finite-size
correction schemes have been developed to correct a posteriori for any remaining ef-
fects whenever possible [136]. These correction schemes have been compared to the
extrapolation scheme described above to compare their relative effectiveness for var-
ious types of defects [144], although uncertainties in the extrapolation method could
be comparable to the errors between different correction schemes [145]. Some of the
existing finite-size correction schemes are outlined in the next section.
3.3.2 Finite-size corrections to defect supercells
Potential alignment
The formation energy of a charged defect depends on the Fermi level, as shown in
Eq. 3.38 and this is referenced to the VBM of the host as the defect formation energy
is related to the energy required to add or remove electrons to or from the VBM of
the host from or to a Fermi reservoir [146]. However, there are a number of differences
between the perfect, bulk system and the charged defect supercell which will cause the
average of the potential (even at distances far from the defect) to differ between the
perfect and defect supercell, as shown in Fig. 3-10.
Figure 3-10: The difference in the atom-site potentials VGa and VAs between a supercell
containing a vacancy V 3+As and the defect-free host. Figure reproduced with permission
from Ref. 142.
Firstly, as the formation of a defect involves addition or removal of ions, this will cause a
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change in the potential of the system when forming a defect. Secondly, ionic relaxations
during defect formation will also perturb the electrostatic potential in the system.
Lastly, as already mentioned, when a charged defect is embedded in a supercell in a
periodic electronic structure calculation, there will also be a compensating background
charge. Otherwise, the Ewald summation performed in the electronic structure code
to calculate the electrostatic energy of the system diverges, i.e. the system has an
infinite charge. The effect of including a compensating homogeneous background charge
is equivalent to setting the average electrostatic potential to zero [136]. In practise
this corresponds to removing a constant in the Fourier transform of the electrostatic
potential and the consequence of this treatment is that the eigenvalues are defined only
up to an undetermined constant [147, 148].
This correction step of course will only be applied to the charged defect supercell in the
electronic structure calculations, and not to the perfect host. To make matters worse,
spurious defect-image charge (which will be discussed in the next section) may also
interact with this ‘homogeneous background charge’. It is therefore necessary to align
the average electrostatic potential in the perfect host supercell to that of the charged
defect supercell before computing the defect formation energy through comparisons of
the two systems with Eq. 3.38.
Different approaches for potential alignment have been proposed in the literature, in-
cluding using averages over the electrostatic potential in a small sphere around an atom,
as in the Lany-Zunger (LZ) scheme [142], and through the average over transversal
planes in the ‘alignment-like’ term in the Freysoldt, Neugebauer, Van de Walle (FNV)
scheme [149, 147]. In both cases, the treatment involves comparing the averaged po-
tential in the bulk-like region of the defect supercell (i.e far from the defect site) to that
of a perfect bulk system. Although the electronic structure far from the defect may
be similar in the defect supercell and the perfect reference, the average electrostatic
potential in equivalent regions of each system could differ by a constant, due to the
treatment described above [144]. However, there is some debate in the literature as to
whether this potential alignment step is required as a separate correction step, or, if it
is in fact accounted for in the image-charge correction (ICC) [147], which is discussed
next for various correction schemes.
Image-charge correction
Image-charge corrections (ICCs) are applied a posteriori to calculated total energies
of charged defect supercells to account for the spurious interactions of defects with
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their periodic images, which were depicted in Fig. 3-8, and also with the neutralising
‘homogeneous background charge’. Most ICC methods involve creating a separate,
classical model for these unwanted electrostatic interactions and then subtracting the
energy of this interaction from the DFT calculation.
Figure 3-11: a) Schematic of first-order Markov-Payne (MP) correction of electrostatic
interactions in a periodic DFT calculation of a charged defect where the defect is
modelled as a point charge. Reproduced with permission from Ref. 145. b) Multipole
expansion of a charge density, from the lowest order for m,l = 0. Figure reproduced
with permission from Ref. 150
The simplest electrostatic model that can be used to quantify the spurious electrostatic
interactions in a periodic calculation of a charged defect in a supercell involves approx-
imating the defect as a point charge. The point charge and its periodic images are then
considered to interact with each other through a classical dielectric background that
represents the host crystal. This is shown schematically in Fig. 3-11a where the left
figure is the DFT calculation of the defect and the right figure is the model system used
to determine the spurious interaction energy to substract from the DFT calculation.
The magnitude of interactions between the charged defect with its periodic images can
be estimated from the screened Madelung-like energy of an array of point charges. This
approach was first used by Leslie and Gillan (LG) [151]. The Markov-Payne (MP)
correction improves upon this picture with a less approximate form for the defect-
induced charge density that is still localised, but allowed to be more extended than a
point charge [152]. For cubic supercells, the MP correction is written as







where the EMP1 term (or the ‘first-order MP correction’) is equivalent to the corrections
applied by LG where  is the static (low frequency) dielectric constant of the host
crystal and α is the Madelung constant which is only dependant upon the shape of
the host supercell. Later terms in Eq. 3.40 are due to a multipole expansion of the
charge density for higher-order terms. An example of a multipole expansion of a charge
density is shown in Fig. 3-11b, with the m, l = 0 charge density corresponding to the
lowest order term in the expansion. Eq. 3.40 only shows odd powers of L as the even
powers of L are zero for charge distributions with cubic symmetry [145].
Q in Eq. 3.40 cannot be calculated directly for defects in crystalline materials [153].
Therefore in practise when using the MP scheme EMPcorr is usually not calculated but is
estimated by fitting Eq. 3.40 to the formation energies calculated for defects with in-
creased supercell size and then extrapolating to the infinite supercell limit. As already
discussed, at high levels of theory such large systems may be computationally unfeasi-
ble. Furthermore, it has been shown that Eq. 3.40 does not always give a good fit to
calculated defect formation energies, creating doubt regarding the predictive power of
this scheme [149]. A number of alternative schemes have been proposed that do not
require the use of increasing supercell sizes [152, 151, 154, 142, 149, 147]. Next some
such schemes will be outlined.
The MP scheme [152] discussed above was developed for molecular systems and when
calculating Q in Eq. 3.40 the part of the defect charge density due to the electronic
screening from the host crystal is not included [153, 142]. However, it has been shown
that Q is dominated by this contribution in crystalline solids [153]. The LZ scheme, as
outlined in Ref. 142, was devised to resolve this situation when calculating the ICC for
charged defects in crystalline solids. This method involves a practical approximation
to Q that has been determined for supercells with cubic geometry and an isotropic
dielectric response [145].
The LZ method firstly involves the assumption that bound charge is drawn uniformly
from the host supercell. For this reason, the method depends on the material having
an isotropic response. The polarisation of the bound charge is used to define Q. The
LZ scheme effectively involves scaling the MP1 term as shown in
ELZICC = [1 + csh(1− −1s )]EMP1, (3.41)
where csh is the shape factor, which only depends on the shape of the supercell. The
relation between the LZ and MP schemes (with only odd powers of L) suggests that the
LZ methods also makes the assumption of a cubic supercell with zero charge density
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for even powers of L [145]. In the LZ scheme the potential alignment correction is
performed independently of the ICC.
The FNV scheme, as outlined in Ref. 149, differs from the LZ scheme in that it does
not depend upon the shape of the supercell and does not involve a separate potential
alignment step. In this approach, the defect-induced charge density is modelled as a
Gaussian distribution. The electrostatic potential of the model system and the DFT
calculation are aligned at regions far from the defect to account for extra polarisation
effects when calculating the ICC.
A scheme proposed recently by Durrant et al [145] is quite closely related to the LZ
scheme, but makes use of DFT charge density differences and therefore avoids the
need of an approximate form for the defect-induced charge distribution. This scheme
therefore does not depend on a supercell having cubic geometry or that the dielectric
response of the host material is isotropic. The work also systematically decomposes
the contributions to the potential alignment to decouple contributions to the potential
alignment from those in the image-interaction correction. The study showed that the
potential alignment correction was only partly accounted for by their ICC.
Band filling correction
The above correction methodologies require that the charge of the defect is localised
within the supercell unit. However, this is not always the case. Large finite-size effects
that converge slowly with increased supercell size have been observed for some defects,
even in charge neutral states. This has been attributed to band filling effects from
high defect concentrations in typical finite-size supercells [153, 155, 140]. This effect is
typically more pronounced for shallower defects. Shallower defects typically have more
delocalised wavefunctions associated with them, therefore increasing the likelihood of
the defect wavefunction extending beyond the boundary of the supercell unit. Conse-
quently, it is possible for even neutral defects to interact with defect-images in adjacent
supercells.
Defect-defect interaction means that the defect-induced energy level may interact with
that of its image to form a defect band with a dispersion in the band energies that
would not be present for a distinct, localised defect level that would be expected for
a defect in the dilute limit. In the case of a donor defect, the electrons may now
occupy defect-induced energy levels in the defect band at higher energies than would
be possible in the dilute limit due to the dispersion of the defect band. This could then
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also lead to spurious hybridisation of defect bands with the host electron states, and
the donor electrons can partly populate the host conduction bands, giving rise to band
filling effects (Moss-Burstein shift) [153].
A correction step for such effects has been proposed [155, 153, 142] and is to be applied
after performing the potential alignment step in the LZ scheme outlined above. To
correct the total energy of the finite supercell due to the band-filling effects, the higher
energy populations are subtracted [155]. For a given k -point set (weighted sum, wk)




wkηn,k[en,k − e˜c], (3.42)




wk(1− ηn,k)[en,k − e˜v], (3.43)
where en,k are the band energies in the defect calculation, e˜c and e˜v are the CBM and
VBM energies respectively of the pure host after performing the potential alignment
step within the LZ scheme [140]. However, if the intention is to simulate defects in
highly doped semiconductors, the corrections in Eq. 3.42 and 3.43 should be zero or
at least smaller since the formation of defect bands with band dispersion and heavy
band filling should be present in a system where defect-defect interactions are a correct
physical representation [155].
3.4 Modelling imperfect solids: Extended antisite defects
In this section defects and disorder is considered on much larger scales than is com-
putationally feasible from electronic structure calculations. Here, the fundamentals of
utilising the Monte Carlo method to describe thermodynamic substitutional disorder
are outlined. This is equivalent to investigating interacting extended antisite defects at
higher defect concentrations than would be considered as the ‘dilute’, non-interacting
limit. This method is applied to study Cu/Zn disorder in Cu2ZnSnS4 in chapter 4.
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3.4.1 The Monte Carlo method for thermodynamic disorder
The Monte Carlo (MC) method allows for the simulation of systems with many de-
grees of freedom. Its name derives from its use of (pseudo-)random numbers to simulate
statistical fluctuations in order to numerically generate probability distributions [156].
The MC method in statistical physics is a special case of the more general MC method.
Starting from a model hamiltonian, the method can be used to calculate thermody-
namic information about a system of N interacting ions represented on a 3D lattice
by using classical statistics, considering only two-body forces and assuming that the
potential field of an ion is spherically symmetric. If we know the positions of the N















where dij is the minimum distance between ions i and j with charge qi and qj [157].
To calculate the properties of the system, the canonical ensemble is used where the tem-
perature, number of ions and volume are all constant. In this ensemble, the equilibrium



















where Eα is the energy of the system when in state α and pα is the probability of the














Z in Eq. 3.45 is called the partition function. For most systems calculating the value
of the partition function requires the summation over a large number of states. When
applying the Monte Carlo method to a system of particles, the summation over discrete
















where U(rN ) is the potential energy of the system which depends upon the position, r,
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of the N interacting ions in the system and ZNVT is the configurational integral [158].
The configurational integral is over the three coordinates of each ion
drN = dx1dy1dz1dx2dy2dz2...dxNdyNdzN . (3.48)
There are therefore 3N coordinates that define all possible configurations of the system.
For a system containing several hundred ions this would be a several-hundred dimen-
sional integral over the configuration space, which would be impractical to carry out by
the usual numerical methods. The Monte Carlo method for many-dimensional integrals
is used for this purpose [157]. It is conceptually easiest to think about this method for
a one-dimensional integral. This method involves sampling a large number of random
points within a region defined by the limits of the integral. The integrated function is
then the fraction of points that fall below the curve of the function multiplied by the
area of the sampled region. The value obtained becomes a better approximation to
the actual value of the integral as the number of random numbers, called Monte Carlo
steps (MCS), used to sample the integration region increases. [158].
Monte Carlo simulation with the Metropolis Algorithm
The Standard MC method for our system would involve placing each of the N ions
at random positions in the lattice to define a random point in the 3N -dimensional
configuration space. The energy of the system would then be calculated using Eq. 3.44
and the configuration would then be weighted using e
−U(rN )
kbT when obtaining the equi-
librium value of U. However, many configurations are very improbable so performing
this calculation for every possible configuration would be inefficient and unnecessary
to sufficiently evaluate the ensemble. The custom MC code in this study makes use of
the Metropolis modified MC scheme [157]. In this implementation of the MC method,
instead of choosing configurations randomly and then weighting them, the Metropolis
algorithm considers the relative probability of a system being in a new configuration,















where Eα is the energy of state α and Eβ is the energy of state β. The relative
probabilities of the two states are completely determined by the energy difference, such
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that if




∆E = Eβ − Eα > 0 then pβ
pα
< 1. (3.51)
The Metropolis algorithm creates a list of configurations through configuration space
that has the correct probability distribution. This list is called a trajectory through
configuration space. The approach involves making a trial move of the system to a new
configuration. In the case of the study presented in section 4.3.2 [159] this would be
a substitution between a Cu and a Zn ion in an on-lattice model of Cu2ZnSnS4. It is
then decided if this new configuration should be added to the trajectory or not based
on the probability of the new configuration relative to the current configuration. As
shown above, the relative probabilities of two states are determined by their energy
difference. In the case of the on-lattice model of Cu2ZnSnS4, the change in lattice
energy before and after a proposed Cu/ Zn substitution is evaluated for every trial
MC move. If the relative probability is ≥ 1, as shown in Eq. 3.50, then the move is
accepted and added to the trajectory. However, if the relative probability is < 1 then
the move will only be accepted if e
− ∆E
kBT ≥ a random number generated between 0 and
1 [158]. Provided a sufficiently large number of trial moves have been made, from this
procedure it is possible to obtain equilibrium disordered configurations for the ions in
Cu2ZnSnS4 at various simulation temperatures. The model developed for Cu2ZnSnS4





4.1 Motivations and challenges for Cu2ZnSnS4 solar cells
Thin-film PV technology is a desirable contender for making a major contribution to
terawatt-scale renewable energy generation. Kesterite-structured Cu2ZnSnS4 (CZTS)
stands out for its potential for large-scale deployment due to the abundance and non-
toxicity of its elemental components, as well as sunlight-matched direct band gap of
1.5 eV [160]. In the following letter we outline the motivations for utilising kesterites
as the absorber layer in a solar cell and compare the volume of research efforts directed
towards this type of solar cell technology to that for hybrid halide perovskite solar
cells. We then go on to discuss some of the most likely bottlenecks preventing the
advancement of kesterite-based solar cells.
The following letter has been reprinted with permission from ACS Energy Letters 2
(4), 776-779 (2017). Copyright 2017 American Chemical Society.
4.1.1 Publication: The steady rise of kesterite solar cells
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The Steady Rise of Kesterite Solar Cells
Could slow and steady win the race to sustainableenergy generation? While perovskite solar cells arecurrently at the forefront of photovoltaic research
activity, we argue in this Viewpoint that devices based on the
mineral kesterite could be the dark horse of next-generation
solar energy conversion. The most urgent research challenges
for this technology are outlined.
Thin-ﬁlm photovoltaic (PV) technologies oﬀer an econom-
ically promising and ﬂexible means to harness solar energy.1
Compared to silicon, the use of materials that absorb sunlight
strongly allows for less material to be used, lowering cost and
opening up more possibilities for integrating the solar cell
modules with buildings. Only a small number of commercial
thin-ﬁlm technologies have achieved power conversion
eﬃciencies (PCEs) greater than 20%: CdTe and Cu(In,Ga)-
(S,Se)2 (CIGS) have champion device PCEs of 21%.
2 The
toxicity of cadmium and competition in the supply of indium
are limiting factors for the large-scale utilization of these
technologies.
In the emerging thin-ﬁlm PV market, hybrid halide
perovskites such as methylammonium lead iodide
(CH3NH3PbI3) have received an immense amount of research
interest, with over 3000 publications in relation to solar cells
since 2009. The eﬃciency of laboratory-scale halide perovskite
devices has risen sharply, especially over the course of the ﬁrst
500 publications focused on the material (see Figure 1). The
current record for a perovskite solar cell is 22.1%.2 Progress in
PCE with respect to the number of publications on this
material is beginning to plateau. Furthermore, stability issues
and concerns over the lead content of halide perovskites remain
as challenges for the commercialization of this technology.3
Solar cells based on the kesterite mineral structure, including
Cu2ZnSnS4 (CZTS), Cu2ZnSnSe4 (CZTSe), and their alloys
Cu2ZnSn(SxSe1−x)4 (CZTSSe), stand out from other thin-ﬁlm
PV candidates for being composed of earth-abundant and
nontoxic elements. Since the ﬁrst kesterite solar cell was
fabricated in 1997, the PCE of the champion device has risen
from 0.66%4 to the current certiﬁed record of 12.6% set in
2013,5 with a 13.8% small-area device reported in late 2016.6
These eﬃciencies fall far below the 28% predicted for this
technology from the Shockley−Queisser limit. However,
kesterites have achieved relatively little attention, with fewer
than 1000 publications to date related to photovoltaic
applications. A directed focus in research eﬀort may see this
sustainable PV technology achieve PCEs approaching those of
hybrid perovskites or commercial thin-ﬁlm PV technologies,
perhaps as well with much improved operational stability.
There are numerous synthetic routes to kesterite thin ﬁlms,
including both vacuum-based deposition and nonvacuum-based
solution processing. Nonvacuum approaches are desirable for
scalability and feasible industrial production, including electro-
deposition,7−10 nanocrystal dispersion,11−13 hydrazine-based
deposition,14 and other pure-solution approaches.15−17 The
current champion CZTSSe solar cell was fabricated using the
hydrazine-based solution method developed at the IBM T. J.
Watson Research Center.5 Most record devices since 1997 have
been produced by solution-based ﬁlm deposition approaches,18
alluding to the potential for large-scale fabrication, which is
required to support a terawatt PV industry.
The relatively low eﬃciency of kesterite-based solar cells is
attributed to a large deﬁcit in the open-circuit voltage (VOC)
relative to the band gap of the absorber layer. This is universal
for high-performance kesterite devices, with the deﬁcit being
even larger for the pure sulﬁde material. While there is a
consensus that the VOC deﬁcit is the key limiting factor for
devices, the origin remains very much an open question.19
There are a number of hypotheses to account for the VOC
deﬁcit, which can be separated into three categories:
(i) A non-Ohmic back electrical contact, usually Mo/CZTS,
which could result in a high recombination velocity;
(ii) A poorly optimized interface between CZTS and the
CdS buﬀer layer, which could also result in rapid
electron−hole recombination;
(iii) Large amounts of defects and disorder in the bulk of the
absorber layer, limiting minority charge carrier lifetimes
and enhancing recombination processes.
In the best devices, it has been shown that the back contact
with Mo is Ohmic in nature.20 The borrowed device
architecture from CIGS solar cells involves the use of a CdS
buﬀer layer, and analysis of the conduction band oﬀset between
CdS and CZTSSe also does not imply any major limitation on
device performance.21 This then leaves us with consideration of
defects and disorder in the bulk of the absorber layer.
Advances in defect engineering, through modiﬁcation of
synthesis, deposition, and/or annealing procedures, enable a
reduction in the impact of extended defects such as grain
boundaries, passivation of surfaces, and production of pinhole-
free thin ﬁlms. However, point defects such as site vacancies
and antisites will remain present even for carefully processed
samples.22 Devices fabricated from high-quality single crystals
have demonstrated PCEs of 10%, with a VOC deﬁcit similar to
that of thin-ﬁlm solar cells.23
Kesterites are an example of a multinary semiconductor, with
a zinc-blende-related structure (space group type I4 ̅) and the
general chemical formula of Cu2-M
II-MIV-X4 (X = O, S, Se, Te).
A consequence of the many components of the material is an
increase in the number of possible lattice defects, with
particular concern for cation disorder.24 In CZTS, disorder
among Cu and Zn metals would seem particularly likely
because of the chemical similarity of the two species, which are
neighbors in the periodic table. Indeed, ﬁrst-principles
calculations predict that the neutral defect pair [CuZn
− +
ZnCu
+] has a low formation energy,25 implying a high
equilibrium concentration, and there is a large body of
experimental evidence for Cu/Zn disorder from neutron
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diﬀraction, synchrotron X-ray diﬀraction, and near-resonant
Raman studies.22 It is now universally accepted that Cu/Zn
disorder will be present to a high degree even in high-quality
thin ﬁlms. However, the impact of this type of disorder on
device performance is the subject of ongoing debate in the
community.19,26
The open-circuit voltage of a PV device is limited by the
band gap of the absorber material, but defects can modify the
underlying electronic band structure (Figure 2). Lattice
disorder can result in localized states near the top of the
valence band or at the bottom of the conduction band. At
suﬃciently high concentrations, these interact to form an
impurity band. As the density of defects increases, the tail states
become more prevalent and penetrate further into the band
gap. Localized states and associated band tailing in the
electronic structure lead to band gap narrowing.22,27 As such,
peaks in the photoluminescence spectra are red-shifted to
energies below those of the optical band gap obtained from
internal quantum eﬃciency measurements (which reﬂects only
extended electronic states).28 Band tailing in CZTSSe devices is
roughly twice as severe as that in CIGS devices, and it has been
suggested that Cu/Zn disorder in CZTSSe is one contributing
factor. In comparison, cation disorder in CIGS could be
expected to be less prevalent because Cu is less chemically
similar to Ga/In than Cu is to Zn, increasing the energy cost
associated with making substitutions among any of these two
species with Cu compared to that of Zn with Cu. Furthermore,
it has been observed that band tailing is less severe in devices
made from Ag2ZnSnSe4,
29 where cation disorder could be
expected to be suppressed because of the greater ionic radii
mismatch between Ag+ and Zn2+ than Cu+ and Zn2+.
To our knowledge no direct connection between bulk
disorder in the kesterite absorber layer and photovoltaic
performance has yet been made. Postannealing treatments
can be used to reduce the prevalence of Cu/Zn antisites.30
Devices of varying degrees of Cu/Zn disorder in the absorber
layer produced in this way demonstrated that the VOC changes
by the same amount as the optical band gap. The postannealing
treatment therefore had no impact on VOC deﬁcit.
19 The lack of
direct connection between Cu/Zn antisite concentration and
photovoltaic performance could be because, despite reduction
in Cu/Zn disorder, the antisite concentration is still high from
the perspective of device performance. Alternatively, it could be
because there are other defects that are more important for
controlling device properties at the current performance level.
It is worth noting that the primary factors limiting performance
could diﬀer considerably for devices produced using diﬀerent
absorber fabrication procedures or for diﬀerent performance
levels for samples produced using the same approach.
Beyond Cu/Zn antisite defects, another explanation for the
VOC deﬁcit is the presence of defects with levels deep in the
band gap that could be acting as centers for nonradiative
recombination. In particular, defects involving Sn result in
deeper charge transition states owing the higher charge and
larger radius of Sn relative to Cu and Zn.31 Deep-level defects
in CZTS have been predicted to have a formation energy that is
higher than those of the shallow defects;16 therefore, it could be
expected that they will be less prevalent. However, the presence
of “killer centers”32 even in low concentrations could be
limiting device performance. It is possible that the formation
energy of such centers may be reduced by the speciﬁc
environmental conditions during synthesis and chemical
potentials of the constituent elements.
Figure 1. Comparison of the cumulative research output for Cu2ZnSn(S,Se)4 (kesterite) and CH3NH3PbI3 (halide perovskite) related
photovoltaic technologies against year and the record light-to-electricity conversion eﬃciency. The publication data has been generated from
Web of Science (February 15, 2017) for kesterite (search terms: “kesterite OR stannite” AND “solar cell”) and halide perovskite (search
terms: “halide perovskite OR iodide perovskite OR hybrid perovskite” AND “solar cell”) solar cells.
Figure 2. Acceptor defect-induced energy level within the band gap
of a semiconductor, broadening to an impurity band with increased
defect density until at suﬃciently high defect concentrations the
band merges with the valence band maximum, resulting in a
reduced band gap. Such tail states would limit the open-circuit
voltage accessible in a photovoltaic device and could explain the
voltage deﬁcit observed in kesterite-based solar cells. Also listed are
the range of possible acceptor and donor defects in Cu2ZnSnS4; a
large number of possible charge-neutral defect clusters can also be
formed.
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To summarize, some key challenges and opportunities for
kesterite solar cells include the following:
1. Missing activation step. For CdTe, a postdeposition
chemical treatment of CdCl2 or similar is required to
“activate” the absorber layer33 (e.g., passivate grain
boundaries, enlarge grain size), while for CIGS a Cu-
rich processing stage is needed during the 3-stage
evaporation process.34 Identifying a similar activation
process for kesterites may enable a step-change in PV
action.
2. Accurate material and device measurements. The wide
variety of demonstrated growth processes and conditions
makes comparison of reported physical properties
challenging. Accurate and consistent measurements
concerning carrier generation, transport, recombination,
and collection for diﬀerent absorbers would provide
valuable insights to overcome device bottlenecks.
3. Quantifying defects and disorder. A number of diﬀerent
descriptors are being used in the ﬁeld to quantify
disorder, including Raman spectra, optical spectra, and
neutron diﬀraction. However, the site disorder averaged
over a macroscopic sample does not provide insights into
the microscopic cation distribution that will interact with
photogenerated electrons and holes. More accurate local
structure techniques and materials simulations could
provide valuable insights.
4. Alternative device architectures. Relatively little eﬀort
has been spent on looking at alternatives to the standard
Mo/CZTS/CdS device conﬁguration. Beyond simple
component replacement (e.g., Mo for W or ZnS for
CdS), other device conﬁgurations such as p−i−n could
result in enhanced photovoltaic performance.
Two large research consortia have recently been funded to
address some of these questions. One is PVTEAM, led by L. M.
Peter at the University of Bath (U.K.) that links with the
SPECIFIC Innovation and Knowledge Centre for scale-up, and
STARCELL, led by E. Saucedo at IREC (Spain) that combines
13 partners across Europe, Japan, and the United States. At a
time when further breakthroughs in perovskite solar cells will
become increasingly diﬃcult to achieve, a focused eﬀort on
kesterites and related materials could have major impacts.
While this technology has been relatively slow to emerge, the
combination of earth-abundant and nontoxic elements in a
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4.2 Impact of defects on Cu2ZnSnS4 solar cells
Large amounts of defects and disorder in the bulk of the absorber layer was listed as
one of the possible origins of the performance deficit of Cu2ZnSnS4 solar cells in the
letter presented in the previous section. The low open circuit voltage (VOC) relative
to the band gap has been recognised as the key limiting factor on the performance of
Cu2ZnSnS4 solar cells [75]. The measured current density-voltage (J − V ) curve of a
solar cell is used to determine the solar to electric power conversion efficiency (PCE),
η. The PCE of a solar cell is the ratio of power output from the solar cell (PMP) to the





where PMP is given in terms of the VOC (the voltage from the J −V curve of the solar
cell at J = 0) and the short-circuit current density, JSC, (the current density on the
J − V curve at V = 0)
PMP = FFVOCJSC. (4.2)
For an efficient solar cell, it is desirable to have a high JSC, a high VOC and a FF that
is as close to 1 as possible.
As can be seen from the position of CZTSSe devices on the plot in Fig. 4-1, the VOC
measured for these devices are considerably less than that of the higher-performing
CIGS devices, which have a similar value for the band gap of the material. In general,
the main cause of VOC deficit in a PV device is the recombination of photogenerated
charge carriers in the bulk material or at surfaces [75]. In Cu2ZnSnS4 one explanation
that has been put forward is band tailing in the bulk [161].
Several photoluminescence (PL) studies have been performed on kesterite-structured
samples of Cu2ZnSnS4, Cu2ZnSnSe4 and alloys of the two. PL measurements are able
to pick up optical signatures of defects even if they are present at low concentrations
with high resolution. In a PL experiment, photons with energies larger than that of the
band gap excite electrons from the valence band to the conduction band. In addition,
electrons can be excited from or relax to defect levels. When the excited electrons
transition to lower energy levels, they can emit light to conserve energy, resulting in a
peak in the PL spectrum. In a PL excitation experiment, the PL intensity is measured
as a function of excitation photon energy. This gives an absorption profile for the
defects. PL measurements alone however cannot be used to identify the character of a
defect, here first-principles defect calculations can provide some insight [65].
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Figure 4-1: VOC versus band gap of high performance CZTSSe devices (>9% efficiency)
indicated by circles with best devices based on other photovoltaic materials shown for
comparison by diamond symbols: Methyl-ammonium lead iodide (MAPI), amorphous
silicon (a-Si), organic photovoltaic films (OPV), crystalline silicon (c-Si) and polycrys-
talline silicon (pc-Si). The oblique lines give a constant VOC deficit from 0.8 V to 0 V.
The green points correspond to CZTSSe films that are partially ordered (PO) or par-
tially disordered (PD) due to disorder amongst Cu and Zn. Figure reproduced with
permission from Ref. 75.
PL measurements have been performed on both full devices and polycrystalline thin-
films [161, 162, 163, 164, 165, 166] and single crystals [167, 168, 169] of CZTS. Ref. 167
compares the PL spectra for varying compositions of the samples, whereas in Ref. 161
measurements on both CIGSSe and record-efficiency CZTSSe thin films are performed
in an attempt to account for the difference in the performance of these two technologies
by comparing their defect-influenced PL emission spectra. In thin-film photovoltaic
devices, the absorber layers are most likely to be polycrystalline. However, comparison
between measurements with single crystals and polycrystalline samples could enable
the isolation of recombination at grain boundaries and interfaces from those due to
defects in the bulk of the absorber layer. One feature common to all of the PL spectra
from studies on kesterite samples is clear evidence of defects and disorder from the
observed band tailing. Fig. 4-2 shows PL spectroscopy measurements performed on
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Figure 4-2: The internal quantum efficiency (IQE), band gap as determined from the
IQE inflection point and the photoluminescence spectra of high performance devices
with thin-film absorber layers of (a) CIGSSe (Eg = 1.19 eV) and (b) CZTSSe (Eg =
1.13 eV). Figure reproduced with permission from Ref. 161.
CZTSSe thin films by Gokmen et al [161]. The figure shows that there is a shift in the
PL peak to lower energies (red-shifting), below the value of the band gap obtained from
internal quantum efficiency (IQE) measurements performed on the same thin films. It
is also noted in this study when comparing the PL spectra of CZTSSe films to that
of CIGSSe films that the PL peak for CZTSSe thin films is broader and that the red-
shifting was roughly twice as severe. This effect is referred to as the ‘band-edge tailing’,
where photons of energies less than the band gap of the material are emitted following
photoexcitation and subsequent relaxation back to the ground state. Measurements
performed in Ref. 161 found the tailing in CZTSSe to be roughly twice as severe as
that observed in higher-performing CIGSSe devices.
Theoretical predictions for the defect formation energy and defect transition levels in
Cu2ZnSnS4 in Ref. 139 suggest that defects which would be expected to produce a deep
defect level also have a high formation energy and hence would be expected to be less
likely to form. However, a recent theoretical study has revisited the defect physics of
Cu2ZnSnS4 to demonstrate possible mechanisms where defect-mediated recombination
could occur without a charge transition level deep in the band gap of the material [170].
There is currently no experimental evidence on the nature of the defects that may be
responsible for the latter, however, in Cu2ZnSnS4 the presence of a large extent of
disorder amongst Cu and Zn, and hence high concentrations of Cu−Zn and Zn
+
Cu antisites,
has been inferred from calculations of defect formation energy [139] and confirmed from
several experimental studies [171, 172, 173]. Although these types of defects are not
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predicted to produce a deep defect level or linked to the recombination mechanisms
investigated in Ref. 170, it has been proposed that they may be linked to observed
band tailing in Cu2ZnSnS4 due to the high-concentrations of the defects [161].
4.3 Defects beyond the dilute limit in Cu2ZnSnS4
Electronic structure calculations for the formation energies of point defects and point
defect pairs in the dilute limit have already been calculated for Cu2ZnSnS4, where the
[Cu−Zn + Zn
+
Cu] defect pair was found to have a particularly low formation energy [139].
The calculations performed in Ref. 139 were performed using the GGA functional with
a rigid shift applied to the defect levels to account for the band gap error at this
level of theory [142]. In Ref. 139 one defect calculation was performed using a hybrid
functional where it was found that the formation energy of the test defect differed
by 0.1 eV. This section of the thesis is concerned with the possible role of Cu/Zn
disorder in the performance deficit of Cu2ZnSnS4 solar cells. We therefore repeated
the calculation of the formation energy for the defect pair of interest for our study.
For our calculation of the formation energy of the nearest-neighbour [Cu−Zn + Zn
+
Cu]
charge-neutral defect pair, we construct a 64-atom supercell from a 2×2×1 expansion
of the conventional unit cell of Cu2ZnSnS4. This was the most isotropic and largest
supercell that could feasibly be used for our calculations at the level of theory desired.
The HSE06 hybrid-functional [100] (described towards the end of section 3.1.2) was
used for the exchange-correlation functional as implemented in the Vienna Ab-initio
Simulation Package (VASP) [106] with an energy cut-off of 500 eV for the plane-wave
basis set during relaxation of the defect-pair supercell. Calculations were initially
performed at the gamma point (a 1 × 1 × 1 k -point mesh) until forces on the ions
converged to within 0.01 eV/A˚. A single geometry step was then performed with a
2× 2× 2 k -point mesh centred on the gamma point as these parameters were found to
be sufficient for the total energy to converge to within <2 meV per atom with respect
to increased plane-wave cut-off energy and for the external pressure to be <1 kbar.
However, performing the full calculation with a 2 × 2 × 2 k -point mesh was found to
be too computationally expensive. As the defect pair is charge neutral, we were able
to use Eq. 3.37 to calculate the formation energy. From our calculation, we predict
a defect formation energy of 0.30 eV. While the value from a previous study using a
GGA functional was approximately 30% less than this value at 0.21 eV [139].
When defect concentrations are less than 1%, it is usually assumed that the system is
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Figure 4-3: Probability of nearest neighbour [Cu−Zn + Zn
+
Cu] defect formation as a func-
tion of temperature based on the equilibrium defect concentration from classical ther-
modynamics.
in the dilute defect limit where defects can be considered to be non-interacting [174].
Using statistical thermodynamics for point defects, an expression for the equilibrium




where N is the number of sites, ∆H is the defect formation energy, kB is the Boltzmann
constant and T is the temperature of the system. This expression will be discussed
further in section 6.2.3, but for now it is just applied to determine the regime of defect
concentration we are dealing with for the present investigation.
The probability of defect formation as a function of temperature is given by the expo-
nential expression in Eq. 4.3. The defect formation energy from the DFT calculations
were halved to take an average of the formation energy per defect during the formation
of an antisite pair before being inserted into this expression. This is plotted against
temperature in Fig. 4-3. Even ‘low-temperature’ synthesis procedures for Cu2ZnSnS4
use annealing temperatures over 600 K [176]. It can be seen from Fig. 4-3 that the prob-
ability of defect formation even at 600 K is much higher than what would be considered
as the ‘dilute limit’. Furthermore, there is experimental evidence of high concentra-
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tions of Cu/ Zn disorder [177, 178, 179, 171], indicating the likely formation of extended
defect structures beyond point defects and pairs. To simulate such defect structures in
Cu2ZnSnS4 a bespoke Monte Carlo model was developed. This will be outlined in the
next section and is applied in the study presented in section 4.3.2 [159].
4.3.1 Monte Carlo model for Cu/Zn disorder in Cu2ZnSnS4
The general methodology for simulating thermodynamic substitutional disorder with
the Metropolis Monte Carlo scheme was introduced in section 3.4. The on-lattice Monte
Carlo model developed here to simulate thermodynamic Cu/ Zn disorder is analogous to
the Ising model of a ferromagnet, descriptions of which can be found in many textbooks
such as Ref. 180 and 181. The Ising model uses interactions between spins, whereas
our model considers the Coulombic interaction between the bare formal charges of ions
in the lattice of Cu2ZnSnS4. In the case of an Ising model, the trial moves in the
Metropolis algorithm are spin flips, whereas in our model the trial moves are swaps
between nearest-neighbour Cu and Zn ions. Typically, when performing simulations of
an Ising model the calculated quantities of interest are the internal energy and average
magnetisation of the system as a function of temperature obtained by summing over
the distribution of atomic spins. In the case of our system, the quantities of interest
are the spatial arrangement of the Cu and Zn ions due to thermodynamic substitutions
between the two species and the resulting distribution of electrostatic potential across
the system.
Figure 4-4: Typical periodic boundary conditions for the two-dimensional Ising model.
Figure adapted from Ref. 181.
Before we attempt to extract any information on thermodynamic disorder, two impor-
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tant considerations for our model will be: to determine if the disordered configuration
we obtain is in fact the equilibrated configuration at the given simulation temperature
and secondly if finite size effects are having an impact on the system properties we ob-
tain from our simulations. As simulations are performed for finite lattices, to simulate
a bulk system the edges or ‘boundaries’ of the system must be treated carefully. The
boundaries can be effectively eliminated through the use of periodic boundary condi-
tions (PBCs). In the case of an Ising model, this means that the first spin in a row
interacts with the last spin in the row as if it were a nearest neighbour, and vice versa
[181]. This principle is illustrated for a two-dimensional system in Fig. 4-4. Although
this procedure effectively eliminates boundary effects, the system is still characterized
by the finite lattice size, L, which limits the correlation length to L2 . Resultant prop-
erties of the simulated system may then differ from the bulk system. We therefore will
need to perform simulations with increasing system size to look for any differences in
the quantities of interest.
Determining if our system has reached equilibration at each temperature, however,
may require a more complicated procedure. As the Monte Carlo method is stochastic,
making use of sampling many times with random numbers to determine the minimum
energy configuration of the system, the trajectory to reach this final configuration will
by nature be random. Therefore, we can draw no conclusions about the properties of our
system from evolved states until the final configuration at the particular temperature
is reached.
In the case of the Ising model when, for example, determining the average magnetisation
of a system at a given temperature, the simulation must be run for a suitably long time
until the system has come to equilibrium at that temperature. This is referred to as
the equilibration time. To gauge if a system has reached equilibrium, in the case of the
Ising model, it is common practice to run the simulation for a large number of Monte
Carlo steps (MCS) (where one MCS corresponds to attempting a trial spin-flip at all
sites in the system once) and looking for how the value of a quantity of interest, such as
the average magnetisation across the system, changes with increasing number of MCS
as the simulation progresses. Equilibration is often considered as the point at which the
value of a quantity of interest, which initially changes by a large amount, eventually
converges to fluctuating about a steady average value. This is dependent upon the
principle that a system in equilibrium spends the overwhelming majority of its time
in a small subset of states in which its properties take a narrow range of values [180].
Provided the simulation has equilibrated, the final configuration for a given system at
a given temperature should always be the same regardless of the initial configuration
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of the simulation.
Figure 4-5: Example outputs of 2D slices of cation sub-lattice of Cu2ZnSnS4 from Eris
Monte Carlo simulations of Cu-Zn disorder from an initially ordered lattice showing
the top two layers of the lattice when simulations are performed at temperatures T =
0 K (a) and at sufficiently high temperatures for Cu-Zn substitutions (b).
Using this principle, one way to determine if our system has reached its equilibrium
configuration could be to use perfectly ordered or disordered initial lattice configura-
tions. Both of these initial configurations, if the simulation is allowed to evolve over a
suitable number of MCS, should eventually result in the same equilibrium system con-
figuration. It would be difficult to distinguish differences in the atomic arrangement of
one 3D lattice to another by eye, therefore comparisons of the pair correlation functions
(PCFs) for each configuration as it evolves from either an ordered or disordered initial
configuration can be made. Another method to check for equilibration involves looking
for the point at which the value of a quantity of interest converges to fluctuating about
a steady average value (as discussed above). In the case of our system, it is the dis-
tribution of on-site electrostatic potentials in the system that is of interest. As we fix
Sn ions in our simulation, we calculate the on-site electrostatic potential for Sn ions to
study how the chemical environment of these species is altered by Cu/ Zn disorder. To
check for equilibration, we look for a point after which the variance of the distribution
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of electrostatic potentials of Sn ions across the system has reached a steady value. Both
of these methods were tested and are discussed in the study in section 4.3.2 [159].
Monte Carlo simulations of thermodynamic substitutions between Cu and Zn ions will
be allowed to evolve until the equilibrium configuration in terms of the arrangement
of Cu and Zn atoms at the given temperature is reached. Fig. 4-5 shows an example
output from our simulations, where Fig. 4-5a shows a perfectly ordered system at T
= 0 K and Fig. 4-5b shows spatial clustering of Cu and Zn ions as the system has
been allowed to evolve at a finite temperature. The model is used to investigate and
quantify thermodynamic Cu/Zn disorder in Cu2ZnSnS4 in the study presented in the
next section.
4.3.2 Publication: Atomistic insights into the order-disorder transi-
tion in Cu2ZnSnS4 from Monte Carlo simulations
For Cu2ZnSnS4 a lot of attention in the literature has been paid to disorder amongst
Cu and Zn cations with a large amount of experimental evidence for the presence of
this disorder [171, 172, 173] and theoretical predictions for the low formation energy
of the [Cu−Zn + Zn
+
Cu] antisite pair [139]. Near resonant Raman spectroscopy has been
used to examine thin films of Cu2ZnSnS4 prepared using different thermal treatments
to determine if long post-annealing cooling times could produce films with a high level
of order amongst Cu and Zn cations. In this study the authors postulate that achieving
a very high level of order amongst Cu and Zn could require years [182]. This clearly
would not be a practical treatment for a PV device and so it would seem that the
presence of a fairly large amount of disorder amongst Cu and Zn, and hence Cu−Zn and
Zn+Cu antisites, is inevitable in the material.
In the following paper, we have applied a bespoke Monte Carlo model to gain atomistic
insights into the spatial distribution of thermodynamic disorder on Cu and Zn sites
in the cation sublattice. Cation site disorder averaged over a macroscopic sample (as
is probed from measurements) does not provide insights into the microscopic cation
distribution that will interact with photogenerated electrons and holes. In this study
we consider 2D Cu/ Zn disorder, involving just substitutions amongst the cations in
Cu-Zn (001) planes, and 3D Cu/ Zn disorder, where Zn ions may also substitute onto
Cu 2a sites in Cu-Sn (001) planes. Previous experimental studies have suggested that
2D Cu/ Zn disorder is the dominant disorder mechanism for the Cu/ Zn order-disorder
transition (ODT) and that disorder on Cu 2a sites only occurs after the ODT [183].
However, more recent studies have suggested that this disorder mechanism is a part of
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the ODT [184, 185]. We extract the critical temperatures, TC , for the Cu/ Zn ODT for
these two Cu/ Zn disorder mechanisms. We find that defects are less concentrated in
Cu-Sn (001) planes but that Zn ions readily substitute into Cu-Sn planes even before
the ODT and present spatial distributions of antisites from thermodynamic Cu/ Zn
disorder in our model.
The following paper has been reproduced from Journal of Materials Chemistry A 7 (1),
312-321 (2019) with permission from the Royal Society of Chemistry. The supplemental
material for this paper is included in Appendix A.1.
86
 Statement of Authorship 
	
 
This declaration concerns the article entitled: 
Atomistic insights into the order-disorder transition in Cu2ZnSnS4 solar cells from Monte Carlo 
simulations 
 
Pages 88 - 98 of thesis 
Publication status (tick one) 
draft 
manuscript  Submitted  
In 





Atomistic insights into the order-disorder transition in Cu2ZnSnS4 solar cells from 
Monte Carlo simulations 
SK Wallace, JM Frost, A Walsh 
Journal of Materials Chemistry A, 2019, DOI: 10.1039/C8TA04812F 
Candidate’s 
contribution 
to the paper 
(detailed, and 
also given as 
a percentage). 
Formulation of ideas (50%): The original code used in this work was provided by 
J. Frost and the idea to investigate Cu-Zn disorder in Cu2ZnSnS4 (CZTS) was 
provided by A. Walsh. Ideas for subsequent developments of the code and 
analysis of the data were mostly formulated and implemented by myself (S. 
Wallace) with support and discussions provided by J. Frost and A. Walsh 
throughout this study. 
 
Design of methodology (50%): The Bespoke Monte Carlo model, Eris, (doi: 
10.5281/zenodo.1248445) developed for this publication is based on the Starry 
Night code (doi: 10.5281/zenodo.10543) written by J. Frost to simulate dipole-
dipole interactions and ferroelectric domains in a hybrid organic-inorganic 
perovskite solar cell. Eris was originally adapted by J. Frost from Starry Night to 
simulate thermodynamic Cu-Zn disorder in CZTS. Developments of the Eris code 
by S. Wallace include writing routines for: 
• Lattice initialisation methods to ensure a stoichiometric CZTS crystal 
• Testing the convergence in the electrostatic summations for calculating the 
change in lattice energy when performing a Monte Carlo move 
• Developing and testing methods to check that the equilibrium disordered 
configuration was achieved for each simulation temperature 
• Additional outputs from the code including: data to compute an order 
parameter, tests for convergence when computing on-site electrostatic 
potentials and outputting lattice on-site electrostatic potentials in various 
forms for further analysis 
• Extending the model to include Cu/Zn disorder between the planes, i.e. 
allowing Zn from Cu-Zn layers to substitute onto Cu sites in the Cu-Sn planes 
 
Experimental work (100%): All data generated from the Eris code that was used 
in the publication was produced by S. Wallace. Contributions from 
implementation of the code include running simulations to test for finite size 
effects in the model, generating data and developing post-processing tools to 
quantify and visualise Cu-Zn disorder in the system. 
 
Presentation of data in journal format (70%): The first draft of the manuscript was 
prepared by S. Wallace and support was provided by the co-authors when 





This paper reports on original research I conducted during the period of my 







Atomistic insights into the order–disorder
transition in Cu2ZnSnS4 solar cells from Monte
Carlo simulations†
Suzanne K. Wallace, ab Jarvist Moore Frost c and Aron Walsh *bd
Kesterite-structured Cu2ZnSnS4 (CZTS) is an earth-abundant and non-toxic semiconductor that is being
studied for use as the absorber layer in thin-ﬁlm solar cells. Currently, the power-conversion eﬃciencies
of this technology fall short of the requirements for commercialisation. Disorder in the Cu–Zn sub-
lattice has been observed and is proposed as one explanation for the shortcomings of CZTS solar cells.
Cation site disorder averaged over a macroscopic sample does not provide insights into the microscopic
cation distribution that will interact with photogenerated electrons and holes. To provide atomistic
insight into Cu/Zn disorder, we have developed a Monte Carlo (MC) model based on pairwise
electrostatic interactions. Substitutional disorder amongst Cu and Zn ions in Cu–Zn (001) planes on the
2c and 2d Wyckoﬀ sites – 2D disorder – has been proposed as the dominant form of Cu/Zn disorder in
near-stoichiometric crystals. We use our model to study the Cu/Zn order–disorder transition in 2D but
also allow Zn to substitute onto the Cu 2a site – 3D disorder – including Cu–Sn (001) planes. We ﬁnd
that defects are less concentrated in Cu–Sn (001) planes but that Zn ions readily substitute onto the Cu
2a site and that the critical temperature is lowered for 3D disorder.
1 Introduction
Amongst the semiconductors being developed for applications
in thin-lm photovoltaic (PV) devices, kesterite-structured
Cu2ZnSnS4 (CZTS) stands out as being composed of low-cost,
earth-abundant and non-toxic elements. While the material
has many of the bulk properties required to be a high-
eﬃciency photovoltaic absorber, such as a high absorption
coeﬃcient of 104 cm1 and a direct band gap of 1.5 eV,1 the
power-conversion eﬃciencies (PCEs) of solar cells are consid-
erably less than the theoretical maximum of 28% as predicted
by the Shockley–Queisser limit2 based on its sunlight-matched
optical band gap. The current conrmed record PCE for the
kesterite-based alloy Cu2ZnSn(SxSe1x)4 (CZTSSe) is at 12.6%,3
while that of the pure sulde material still lags behind at
11%,4 both of which are far below that of the similar PV
technology Cu(In1y, Gay)Se2(CIGSe) with a record PCE of
22.6%.5
The low open-circuit voltage (compared to the optical band
gap) limits achieved device eﬃciencies.6,7 This is referred to as
the VOC decit. It is possible that the eﬃciency of devices
fabricated with absorber layers produced from diﬀerent
synthesis procedures may be limited by diﬀerent factors,
making it a diﬃcult task to pinpoint a universal origin of the
VOC decit in CZTS solar cells. Defects and bulk disorder in
CZTS is one explanation for the VOC decit.8–12 For record-
eﬃciency devices, produced by the hydrazine-based solution
method pioneered at the IBM T. J. Watson Research Center,3,13
this has been attributed to uctuations in electrostatic potential
due to Cu–Zn disorder, and associated band tailing.14 The origin
of the VOC decit is still an on-going debate.6
Inhomogeneity within the cation sublattice of tetrahedrally
bonded multinary semiconductors is a particularly likely form
of disorder.15 This can decisively alter the electronic properties
of a material.16 The Cu–Zn–Sn cation sublattice of Cu2ZnSnS4 is
analogous to a metallic alloy. According to the works by Wil-
liams and Bragg,17–19 an alloy is a system in dynamic equilib-
rium where atomic species are interchanged between diﬀerent
sites due to thermal agitation, but without destroying the crys-
talline structure of the phase. In CZTS, substitutional disorder
between Cu+ and Zn2+ ions has a low enthalpic cost due to the
similar ionic radii and chemical character of the two species.
Density functional theory (DFT) predicts a low formation energy
for the [CuZn + Zn
+
Cu] antisite defect pair20 and there is a large
body of evidence for the presence of disorder amongst Cu+ and
Zn2+ ions in CZTS.21–26 Furthermore, ref. 24–27 indicate
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a distinct order–disorder transition (ODT) attributed to Cu–Zn
substitutional disorder.
During the high-temperature synthesis of CZTS disorder can
be ‘frozen in’ to the material as it cools to room temperature.
Studies have been conducted to determine if low temperature
post-deposition annealing could improve device performance
and some improvements were observed from such treat-
ments.28,29 However, in the latter study the authors postulate
that a high level of order amongst the Cu+ and Zn2+ ions would
require years of this treatment.29 It is unclear if the disorder is
due to slow kinetics, which could be improved through opti-
mising the processing conditions, or if the disorder is due to
fundamental thermodynamic limitations for the material at
room temperature.30 In our study, we model only thermody-
namic equilibrium disorder as a function of temperature.
Therefore, our model could be used to isolate disorder due to
equilibrium thermodynamics from kinetic limitations in
experiments. Our model can be used to quantify the absolute
limit on order in Cu2ZnSnS4 at experimentally relevant
temperatures and to generate atomic congurations arising
from the disorder process.
Devices made from CZTSSe make the highest performing
devices.3,13 In this study we focus on the pure sulde. The VOC
decit is worse in CZTS devices6 and so potentially studying
causes of the problem in this particular system could be more
informative. Although ultimately the aim for this technology is
to make thin-lm devices from CZTS, in which the material is
likely to be polycrystalline with grain boundaries, we focus on
the bulk material. We are doing this for two reasons. Firstly, to
improve the understanding of the fundamental material prop-
erties before attempting to understand a more complex system.
Secondly, it has been proposed that the VOC decit in CZTSSe
devices could be associated with properties of the bulk crystal.31
It is believed that the most recent high-performance devices are
not limited by interface recombination.32,33 Furthermore,
devices fabricated from single crystals have demonstrated a VOC
decit of 530 mV, which equals that of the record thin-lm
devices, indicating that the decit could largely be due to bulk
disorder.34
Studies on various multinary semiconductors have indicated
that it is not suﬃcient to consider only point defects to
understand the defect physics of this type of compound due to
the likely presence of structural disorder and extended antisite
defects.15,35 System sizes that avoid articial periodic disorder
and associated nite-size eﬀects would be beyond computa-
tionally feasible limits for density functional theory (DFT) or
other rst-principles calculations. However, a number of
studies have investigated substitutional disorder by utilising
Metropolis Monte Carlo (MC) simulations. One study used DFT
to calculate the energy of local structural motifs centred on the
S-ions in CZTS (i.e. out to nearest-neighbour interactions) and
then performed MC simulations for the redistribution of the
motifs for systems of up to 1200 atoms.36 This work indicated
clear cation clustering in CZTS with increased temperature.
However, the model did not account for any long-ranged
interactions which may be important in systems with
extended defect structures. Other MC studies have made use of
cluster expansion models. In ref. 30 DFT calculations of clusters
of interacting dimers and trimers were used to perform MC
simulations of up to 512 atoms. This work also investigated the
possibility of voltage loss from Cu/Zn disorder by performing
DFT calculations to obtain the electronic band gap for selected
disordered atomic congurations from their MC simulations.
Ref. 37 used a cluster expansion model with clusters out to
second-nearest neighbour cations and performed MC simula-
tions for up to 64 000 atoms. Prior to the studies outlined above,
there has been little work modelling disordered phases in CZTS,
apart from one study where the choice of the disordered phase
was arbitrary38 and another investigating the congurational
entropy of independent microstates in small systems of up to
64 atoms.39
In this study, we simulate substitutional disorder between
Cu+ and Zn2+ ions for system sizes of over 50 000 atoms and
allow for Coulomb interactions between all pairs of ions in the
system. We use on-lattice Metropolis MC simulation with an
interaction model that has been parameterised with the
dielectric constant of CZTS determined from rst-principles40 to
calculate the changes in lattice energies when performing
Cu/Zn substitutions. Our model allows us to freeze certain
species in the system, we are therefore able to study separately
thermodynamic disorder in 2D where substitutions are only in-
plane between Cu and Zn ions on 2c and 2d sites and in 3D
where Zn may also substitute on the Cu 2a sites. Cu/Zn disorder
in 2D is believed to be the most prevalent type of substitutional
disorder for near stoichiometric samples and that substitutions
onto the Cu 2a sites occur only aer the Cu/Zn ODT has
occurred.21,24,41 However, other studies have suggested that
disorder on the 2a site plays an important role.37,42 We therefore
perform simulations to study the ODT for both cases. Simula-
tions are performed in parallel over diﬀerent temperatures
using GNU parallel,43 and the associated simulation codes have
been made openly available.
2 Computational methodology
2.1 Lattice model of Cu2ZnSnS4
The crystal structure of Cu2ZnSnS4 can be described by two
inter-penetrating face-centred cubic (FCC) lattices: one of metal
cations and one of sulfur anions. This is shown in Fig. 1a, where
green planes are a guide to the eye to distinguish the anion sub-
lattice. The sulfur sub-lattice is implicit during the MC simu-
lations but incorporated later in calculations of lattice electro-
statics. The cation lattice can be described by alternating layers
of Cu–Sn and Cu–Zn in (001) planes, as shown in Fig. 1b. Cu/Zn
disorder in only the Cu–Zn (001) planes is referred to as ‘2D
disorder’ in this study, while full Cu/Zn disorder is referred to as
‘3D disorder’. In the case of the latter, Zn ions are able to
substitute onto Cu 2a sites in the Cu–Sn (001) planes. For
computational convenience, we map this FCC lattice onto
a simple cubic (SC) lattice by introducing empty lattice sites.
The separation between lattice sites in our model is re-scaled
using DFT (PBEsol functional) optimised lattice parameters of
a ¼ b ¼ 5.44 A˚.45 Kesterite has a tetragonal lattice with c
2a
ratio
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close to 1 (0.998 from DFT/PBEsol-optimisation). We use a value
of 1 in the MC simulations, which has a minor eﬀect on the
lattice energy as conrmed from explicit calculations using the
General Utility Lattice Program (GULP).46 Lattice energies of an
ordered 64 atom supercell with the exact DFT/PBEsol-optimised
lattice parameters and an equivalent supercell with the
approximated lattice parameters diﬀered by less than 2%.
In our model we x the position of Sn ions. To simulate only
nearest-neighbour Cu/Zn disorder within the Cu–Zn layers, we
use a cut-oﬀ radius of 2 lattice units (to account for the empty
sites between each cation, shown in Fig. 4). The cut-oﬀ radius in
the c-direction is only 1 lattice unit so that substitutions may
only occur with the plane above or below. The model does not
account for strain eﬀects during Cu–Zn substitutions as it is
xed on-lattice. It has been reported that there is a small change
in the c lattice parameter with increased disorder;47 however,
due to the similar ionic radii of Cu and Zn we neglect this eﬀect,
but it could be incorporated into future models. Sn ions have
the largest formal charge in the lattice and are xed during the
simulations.
2.2 Pair interaction model and metropolis Monte Carlo
simulation of cation disorder
The MC method can be used to calculate thermodynamic
information about a system of interacting ions, which we
represent on a 3D lattice as described above. We assume that
the potential eld of an ion is spherically symmetric and
consider two-body forces acting between all pairs of ions in this
system. If we know the positions of the N interacting ions on the
lattice then the potential energy of the system can be calculated
using eqn (1), where dij is the minimum distance between ions i













To calculate the properties of the system, the canonical
(NVT) ensemble is used where the number of ions, volume and
temperature are all constant. The trial MC moves are swaps
between nearest-neighbour Cu and Zn ions.
Using a standard MC method for our system would involve
placing each of the N ions at random positions in the lattice to
dene a random point in the 3N-dimensional conguration
space. However, most congurations are improbable so per-
forming this calculation for every possible conguration would
be ineﬃcient and unnecessary to suﬃciently evaluate the
ensemble. The custom MC code in this study makes use of the
Metropolis modied MC scheme.48 In this implementation of
the MC method, instead of choosing congurations randomly
and then weighting them, the Metropolis algorithm considers
the relative probability of a system being in a new conguration,
b, to that of being in the current conguration, a. This is shown
in eqn (2), where Ea is the energy of state a, Eb is the energy of
state b, and Z is the partition function. For most systems,
calculating the value of the partition function requires the
summation over a large number of states. However, in the
expression for the probability of the trial within the Metropolis














The relative probabilities of the two states are completely
determined by the energy diﬀerence, such that if:




DE ¼ Eb  Ea. 0; then pb
pa
\1 (4)
It is then decided if this new conguration should be added
to the trajectory of the system (towards the minimum energy
conguration), or not, based on the probability of the new
conguration relative to the current conguration. If the rela-
tive probability is $ 1, as shown in eqn (3), then the move is
accepted and added to the trajectory. However, if the relative
probability is <1 then the move will only be accepted if e
DE
kBT $
a random number generated between 0 and 1.
Lattice energy summations of the system were performed
before and aer a proposed Cu–Zn substitution out to a nite
radius to obtain DE. Within periodic boundary conditions, the
upper limit for the cut oﬀ radius is half the minimum dimen-
sion of the system. Details of the convergence in DE with respect
to the cut oﬀ radius used in the lattice summations are given in
the ESI.† Eqn (5) is used to calculate the electrostatic interaction
between pairs of ions in the system, where q1 and q2 are the bare
formal charges, r is the separation of the point charges, 3r is the
eﬀective dielectric constant of the crystal and 30 is the permit-
tivity of free space.
Fig. 1 Representations of the crystal structure of kesterite-structured
Cu2ZnSnS4 where green planes are used as guides to the eye: (a)
supercell indicating the two inter-penetrating anion and cation sub-
lattices, (b) the conventional unit cell highlighting a Cu–Zn layer in the
(001) planes along the c-axis. Visuals were produced using VESTA.44
This journal is © The Royal Society of Chemistry 2018 J. Mater. Chem. A

























































To dene Ielectrostatic, we use the separation of nearest-
neighbour Cu–Zn ions for r (3.8 A˚) and the calculated value
for the static dielectric constant of 9.9.40 This results in
Ielectrostatic ¼ 0.378 eV.
3 Results and discussion
3.1 Equilibration
Due to the stochastic nature of the trajectory from an initial
conguration in the MC method, we cannot draw any conclu-
sions about the thermodynamic properties of that system at the
given simulation temperature until equilibrium has been
reached. The number of simulation steps required to reach this
point is the ‘equilibration time’. Equilibration is oen consid-
ered as the point at which the value of a quantity of interest,
which initially changes by a large amount, eventually converges
to uctuating about a steady average value. This is dependent
upon the principle that a system in equilibrium spends the
majority of time in a small subset of states in which the prop-
erties take a narrow range of values.49
Our MC model for Cu/Zn disorder is analogous to the Ising
model of a ferromagnet and we describe the rationale for our
equilibration procedure by referring to this common example.
In the case of an Ising model, the trial moves in the Metropolis
algorithm are spin ips, whereas in our model the trial moves
are swaps between Cu and Zn ions. For the Ising model, one MC
step corresponds to attempting a trial spin-ip at all sites in the
system once. Similarly, for our model one MC step corresponds
to sweeping across the entire lattice and attempting a near-
neighbour Cu–Zn swap at each Cu and Zn site. In the case of
the Ising model it is usually the average magnetisation of the
system, or internal energy, as a function of temperature that are
the quantities of interest. For our system, we are interested in
the conguration of the ions (and extent of thermodynamic
disorder) and the corresponding distribution of the electro-
static potential across the system, as this can be related to the
observed band tailing. We now explore two methods to gauge
when the system has reached the equilibrium disordered
conguration at each simulation temperature: the pair corre-
lation function (PCF) for information on the structural disorder
and also the variance of the distribution of on-site electrostatic
potentials of species in the system.
3.1.1 Pair correlation functions from ordered and disor-
dered initial lattices. We rst attempted two simulations for
each temperature, one starting from an initial ordered lattice
and one from an initial disordered lattice (produced by
randomly ‘shuﬄing’ Cu and Zn ions in the ordered lattice),
until both simulations converged to the same equilibrium
conguration. To gauge the point at which this had been
reached, we compare the pair correlation functions (PCFs) for
each conguration, an example of this analysis is given in Fig. 2.
We found that systems initialised from a disordered lattice
required a substantially larger number of MC steps to evolve
away from the initial conguration. This can be seen in Fig. 2
from the Zn–Zn PCFs. The most noticeable feature when
comparing the PCF for an ordered initial lattice to that of
a disordered lattice is the emergence of a new nearest-neigh-




lattice units due to the clustering of Zn
ions once Cu and Zn ions have been allowed to substitute. This
point is discussed further in Section 3.2 as an order parameter,
but for now we just remark that the peak is largest for the
disordered initial lattice and decreases for the system evolved
from this initial conguration at moderate simulation temper-
atures. Aer a large number of MC steps the peak for the two
systems evolved from the ordered and disordered initial lattices
were not of the same height. This observation may be explained
by the entropic penalty in going from a disordered to a more
ordered system, suggesting that this method may not be
computationally eﬃcient. We therefore adopted an alternative
approach to check for equilibration, as outlined below.
3.1.2 Variance in the distribution of on-site electrostatic
potentials. Our second method is analogous to using the point
at which the average magnetisation uctuates about a steady
value in the Ising model, as discussed earlier. We check the
number of MC steps required for the variance of the distribu-
tion of on-site electrostatic potentials of all Sn ions in the lattice
to uctuate about a steady value. We use Sn ions because we
have xed the locations of Sn ions in our simulations, making
them stationary reference points. There is one crystallographi-
cally distinct Sn lattice site in Cu2ZnSnS4. We start from an
ordered lattice and as all ions are on their correct lattice sites,
there is only one unique chemical environment for Sn and the
variance in electrostatic potential is zero. As the system evolves,
and Cu and Zn ions are substituted, unique chemical environ-
ments emerge for the Sn ions in the system.
An example of a test to determine a suitable number of MC
steps for equilibration (i.e. steps to run before collecting data on
the system) is shown in Fig. 3 for 3D Cu/Zn disorder. The equiv-
alent for 2D disorder is given in the ESI.† We perform this check
Fig. 2 Pair correlation function (PCF) between pairs of Zn ions in
Cu2ZnSnS4. PCFs of an initial ordered lattice are plotted with that of
a disordered initial lattice as reference points as well as systems that
have been evolved from both of these initial conﬁgurations at T ¼
650 K. Widths of the bars plotted are arbitrarily chosen to ensure all
data is visible.
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for the largest system size in our study and the whole simulation
temperature range we study. A larger system may require
a considerably larger number of MC steps to equilibrate and we
perform the check for each temperature because if there is
a phase transition (as suggested in several works24–27), there could
be ‘critical slowing down’ close to the transition temperature.
From Fig. 3, we take 200 mega MC steps as a suitable number
of equilibration steps to ensure all simulation temperatures have
reached their equilibrium conguration before we start collect-
ing data. One mega MC step consists of attempting on average
100 trial Cu–Zn substitutions per site, i.e. 100 sweeps of the
lattice per megaMC step. The absence of variance in Fig. 3 at low
simulation temperatures is because the system remains ordered.
3.2 Order parameters
To quantify the extent of substitutional Cu–Zn disorder in our
system, we consider two order parameters to enable us to
investigate long- and short-ranged order.
3.2.1 Pair correlation functions. Pair correlation functions
(PCFs) show the number of pairs of particular species with
particular separations within the system. We generate reference
PCFs of ordered and disordered systems (using equilibrated
congurations at low and high temperatures, respectively) of
the same size. The most noticeable feature in the PCFs of the
system was the emergence of a new nearest-neighbour peak in




. This can be explained using Fig. 4. In the
ordered lattice the shortest Zn–Zn spacing is 2 lattice units.










peak indicates more clustering of Zn ions
and so provides insights into the extent of short-ranged
disorder in the system. The same analysis is not possible




Cu–Cu separation is present
between the (001) planes in the ordered lattice.
3.2.2 Cation site occupancy. An order parameter used in
experimental literature to quantify Cu–Zn disorder in kesterites
is based on cation site occupancies.24,25 In ordered CZTS, Cu
ions occupy 2c sites in the Cu–Zn layers indicated in Fig. 1b and
2a sites in the Cu–Sn layers. Sn ions occupy the 2b sites and Zn
ions occupy the 2d sites.27 In completely disordered CZTS Cu
and Zn are found evenly distributed over 2c and 2d sites, indi-
cating disorder in the Cu–Zn layers. A measure of increasing
order is when Cu shows a preference to occupy 2c sites and Zn
to occupy 2d sites. For ordered CZTS, the parameter S ¼ 1,
corresponding to all Zn ions on 2d sites and all Cu ions on 2c
sites. For fully disordered CZTS S ¼ 0, corresponding to no
preference for Cu or Zn to occupy their ideal crystallographic
site.
S ¼ ½Cu2c þ Zn2d  ½Zn2c þ Cu2d½Cu2c þ Zn2d þ ½Zn2c þ Cu2d (6)
However, it is possible that this metric may overestimate
the extent of disorder in a system as locally ordered domains,
displaced relative to the conguration of the initial lattice,
Fig. 3 Variance in the distribution of the on-site electrostatic potential
of Sn ions in a 13 824 atom Cu2ZnSnS4 system across a range of
simulation temperatures with 3D Cu/Zn disorder. Equivalent for 2D
disorder can be found in the ESI.† Each mega Monte Carlo step
corresponds to sweeping across the lattice and attempting 100 trial
moves per lattice site.
Fig. 4 Normalised Zn–Zn pair correlation functions (PCFs) at 0 K (a) and 800 K (b) for an (001) Cu–Zn plane in the cation sub-lattice of Cu2-
ZnSnS4 with structure shown in (c). Crosses denote the gap sites used in our lattice model to map an fcc lattice onto a sc lattice. Before a Cu–Zn
swap, the nearest-neighbour Zn–Zn pair is 2 lattice units apart. After a Cu–Zn swap there is a Zn–Zn pair separated by r ¼ ﬃﬃﬃ2p . The 0 K PCF is for
the ordered lattice before any Cu–Zn substitutions have occurred and shows a Zn–Zn PCF peak intensity of zero at r ¼ ﬃﬃﬃ2p . The 800 K PCF shows
an increase in the peak intensity at r ¼ ﬃﬃﬃ2p , once Cu and Zn ions begin to substitute.
This journal is © The Royal Society of Chemistry 2018 J. Mater. Chem. A



















































would be considered as disordered. We therefore compare the
extent of order at each simulation temperature inferred from
our PCF analysis to that suggested by the S parameter as we
increase the system size to check for the formation of locally
ordered domains. A decrease in S and an increase in Zn–Zn PCFﬃﬃﬃ
2
p
peak intensity correspond to a reduction in order in the
system. For the case of locally ordered domains, a low S (sug-





Zn–Zn PCF peak, suggesting long-range
disorder, but short range order within the Cu–Zn planes. It is
also worth noting that the S order parameter only considers
disorder on the 2c and 2d sites and hence neglects disorder on
the Cu 2a site when 3D Cu/Zn disorder is present. However, the
use of the rst Zn–Zn PCF peak as an order parameter is still
relevant when considering 3D disorder as substitutions of Zn






3.3 Finite size eﬀects
To investigate nite size eﬀects, we perform simulations for
system sizes ranging from 12  12  12 (¼1728 ions) to 32 
32  32 (¼32 768 ions). We investigate the disorder behaviour
of the systems as a function of temperature using the two order
parameters in Fig. 5. Fig. 5a shows the increase in the intensity
of the Zn–Zn PCF at r ¼ ﬃﬃﬃ2p with temperature (explained sche-
matically in Fig. 4). Fig. 5b shows the decrease in S from 1 to
0 with increased simulation temperature. Both order parame-
ters show approximately the same temperature-dependence for
the disorder process. Our model shows clear signs of nite size
eﬀects for the smallest system (1728 ions), in the regime used in
some previous studies. We consider a 24  24  24 size system
(¼13 824 ions) to give a converged disorder process with respect
to system size and use this system size for all subsequent
simulations.
3.4 Cu/Zn order–disorder transitions
In this section we use the order parameters introduced in
Section 3.2 to characterise the Cu/Zn order–disorder transitions
(ODTs) for 2D Cu/Zn disorder (when the only mechanism is
substitutions between Cu and Zn ions on 2c and 2d sites) and
for 3D Cu/Zn disorder (when Znmay also substitute onto the Cu
2a sites). To improve our statistics, we performed 11 indepen-
dent Monte Carlo simulations, each using diﬀerent random
number seeds and perform simulations across smaller
temperature increments at temperatures close to the ODT crit-
ical temperatures, TC. Due to the possibility of critical slowing
down when using temperature increments closer to TC, we
repeat equilibration checks to ensure data is still for equili-
brated congurations.
Fig. 6 compares the S order parameter based on the cation
occupancy of 2c and 2d sites obtained for simulations of both
2D and 3D Cu/Zn disorder to anomalous X-ray powder diﬀrac-
tion data for Cu2ZnSnSe4 from ref. 24. In the plot, experimental
data has been shied by 70 K to account for the diﬀerence in the
order–disorder transition temperature for the pure sulde and
pure selenide reported in ref. 50. As our model considers only
thermodynamic disorder, the diﬀerence in the value of the S
order parameter at comparable temperatures between our
model and experiment, and the diverging gradients of the
curves at lower temperatures, could be attributed to kinetic
limitations on the ordering processes that will be present in the
real system but not in our model.
Taking TC to be the temperature at which S ¼ 0 gives a TC of
approximately 750 K and 650 K for 2D and 3D Cu/Zn disorder,
respectively, as shown in Fig. 6. TC predicted from our 3Dmodel
based on the S order parameter is closer to the observed value of
approximately 550 K. The overestimate in TC could be due to the
bulk (macroscopic) dielectric constant used in the interaction
energy. In polycrystalline lms, there may be additional
contributions to dielectric polarisation from the presence of
internal interfaces and inhomogeneity in the mechanical and
electrical properties.51
As discussed in Section 3.2, S only accounts for Cu/Zn
disorder on the 2c and 2d sites and therefore may not fully
Fig. 5 Two order parameters to assess ﬁnite-size eﬀects for 3D Cu/Zn
disorder. Equivalent for 2D disorder can be found in the ESI.† (a) The
nearest-neighbour (r ¼ ﬃﬃﬃ2p ) Zn–Zn pair correlation function peak
intensity for systems of various sizes at thermodynamic equilibrium
across simulation temperatures ranging from 0 to 1000 K, indicating
clustering of Zn ions and deviation from the perfectly ordered lattice
with a r ¼ ﬃﬃﬃ2p peak intensity greater than zero. (b) The S order
parameter based on Cu and Zn site occupancies in Cu2ZnSnS4 as
a function of simulation temperature. S ¼ 1 corresponds to a fully
ordered lattice and S ¼ 0 corresponds to complete Cu–Zn disorder
within the (001) plane (b).
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describe the 3D case. For this reason, the nearest Zn–Zn PCF
peak order parameter is also used to compare the ODT for 2D
and 3D Cu/Zn disorder. The S order parameter can be consid-
ered as a measure of the loss of order in the system, allowing for
the sudden drop in the parameter with increasing temperature.
The PCF peak order parameter on the other hand, can be
considered as an increase in disorder in the system which
gradually increases towards complete disorder at the innite
temperature limit. The high-temperature Zn–Zn nearest-
neighbour PCF peaks shown in Fig. 7 can be understood as
the Cu–Zn sub-lattice beginning to melt. Within the cation sub-
lattice, there are 12 nearest neighbours. In the S ¼ 0 disorder
regime, Cu shows no preference to occupy the 2c sites and Zn to
occupy the 2d sites, we can therefore expect the density of Zn–
Zn nearest neighbours to converge towards 2/12 (approximately
0.167). However, we cannot expect the PCF peak at high-
temperatures to reach a complete plateau at high-
temperatures as is seen for the S order parameter due to the
lower stoichiometric ratio of Zn relative to Cu in Cu2ZnSnS4.
The larger PCF peak intensity for 3D Cu/Zn disorder than for 2D
Cu/Zn disorder can be understood by the larger number of
possible options for Zn to substitute onto nearest-neighbour Cu
sites in the 3D case.
Fig. 8 and 9 show locations of Cu-on-Zn and Zn-on-Cu anti-
sites in Cu–Zn and Cu–Sn (001) planes of the lattice model at
various simulation temperatures for 2D and 3D Cu/Zn disorder
respectively. In each case, the choice of planes used for the
visualisation was chosen based on ones that showed the pres-
ence of disorder in the low-disorder temperature regime when
disorder was not present in all layers of the lattice. Fig. 8a and
b show two congurations of a Cu–Zn (001) plane at tempera-
tures below TC for the 2D Cu/Zn ODT with Fig. 8b showing the
nucleation of a distinct disordered region in the lower le
corner of the plane. Fig. 8c shows a conguration above TC with
a large extent of Cu/Zn disorder.
Fig. 9a and b show the location of a small number of Cu-on-
Zn and Zn-on-Cu antisites in the Cu–Zn and Cu–Sn (001) planes
Fig. 6 The S order parameter based on Cu and Zn site occupancies in
Cu2ZnSnS4 for 24  24  24 (¼13 824 ions) from 11 independent
Monte Carlo simulations for 2D Cu/Zn disorder and 3D Cu/Zn disorder
plotted against anomalous X-ray powder diﬀraction data for Cu2-
ZnSnS4 from ref. 24. Experimental data has been shifted by 70 K to
account for the diﬀerence in the order–disorder transition tempera-
ture for the pure sulﬁde and pure selenide reported in ref. 50.
Fig. 7 Nearest-neighbour Zn–Zn pair correlation function peak
intensity, which emerges due to the substitution of Zn ions onto
nearest-neighbour Cu sites in Cu2ZnSnS4 as shown in Fig. 4. 11 inde-
pendent Monte Carlo simulations are performed for 2D Cu/Zn
disorder and 3D Cu/Zn disorder.
Fig. 8 2D Cu/Zn disorder in a 13 824 atom system. Critical temperature, TC, for the order–disorder transition is approximately 750 K for this
system. (a) Shows antisite locations at T ¼ 550 K in a Cu–Zn plane, (b) shows the same plane at T ¼ 650 K with the formation of a distinct
disordered region and (c) shows the same plane above TC at T ¼ 900 K.
This journal is © The Royal Society of Chemistry 2018 J. Mater. Chem. A



















































Fig. 9 3D Cu/Zn disorder in a 13 824 atom system. Critical temperature, TC, for the order–disorder transition is approximately 650 K for this
system. (a) and (b) show antisite locations at T ¼ 400 K in a Cu–Zn and Cu–Sn plane respectively. (c) and (d) show the same for T ¼ 750 K, i.e.
above and below TC respectively.
Fig. 10 3D Cu/Zn disorder in a 55 296 atom system. Critical temperature, TC, for the order–disorder transition (ODT) is approximately 650 K for
this system. (a) Antisite locations at in a Cu–Zn plane T ¼ 550 K and (b) at T ¼ 650 K, corresponding to low-disorder before the ODT and high-
disorder after the ODT, respectively.
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respectively at a simulation temperature below TC for the 3D Cu/
Zn ODT. It can be seen here that Zn readily substitutes onto the
Cu 2a sites even in this low-disorder temperature regime. This is
in agreement with results from cluster expansion MC simula-
tions performed in ref. 30 where the temperature for the onset
of Cu–Sn plane disorder was the same as that for Cu–Zn planes.
This is also in agreement with cluster expansion MC simula-
tions performed in ref. 37 which indicated that there is no
intermediate ‘partially disordered’ phase where there is only
disorder in the Cu–Zn planes. Fig. 9c and d show the antisite
locations in the same planes at a simulation temperature above
TC for the 3D Cu/Zn ODT, which shows a similar spatial
distribution of antisites in the Cu–Zn plane to that observed for
2D Cu/Zn disorder above TC in Fig. 8c. We also note that in the
high-temperature disorder regime the disorder is more dilute in
the Cu–Sn planes, with Fig. 9d showing less than half the
antisite concentrations of Fig. 9c. This is also in agreement with
ref. 30, where the order parameter for the simulated Cu–Sn
plane disorder reduced to a lesser extent with increasing
temperature than that of the Cu–Zn planes. This observation
may also explain why 2a site disorder is not always observed to
be as prevalent as 2c and 2d site disorder experimentally. Fig. 10
shows antisite locations in a Cu–Zn plane that is twice as large
as those in Fig. 8 and 9. Fig. 10a shows a plane in the low-
disorder regime just before the ODT and Fig. 10b shows the
same plane just above the ODT. The defect structures such as
those shown in Fig. 10a indicate the presence of extended defect
structures in Cu2ZnSnS4. The distribution of antisites above TC
for the larger system in Fig. 10b is similar to that in the system
half the size in Fig. 9c.
4 Summary and further work
In summary, we have developed a Monte Carlo (MC) model to
simulate Cu/Zn disorder in kesterite-structured Cu2ZnSnS4
(CZTS) based on electrostatic pairwise interactions. We simu-
late separately the cases of 2D and 3D Cu/Zn disorder. We nd
that the critical temperature for disordering is lowered when
swaps between adjacent (001) planes are allowed. In line with
recent work,37,42 our model suggests that it is important to also
consider Cu/Zn disorder on the Cu 2a sites; however, the
concentration of defects in Cu–Zn planes is higher, which may
explain why this is oen thought to be the dominant mecha-
nism in the order–disorder transition.
Extending the MC procedure to treat oﬀ-stoichiometric
kesterites, as are oen found to produce the highest-
performing devices, could provide insights into the origin of
the performance improvement. It has been observed that the
critical temperature is not altered through tuning of the stoi-
chiometry, but it has been suggested that stoichiometry
inuences the kinetics of cation ordering.52 As our model
considers only thermodynamic cation ordering, it could be
used to isolate kinetic limitations for diﬀerent stoichiometric
CZTS compounds. Incorporating the eﬀects of Cu/Zn disorder
from our model on electron transport and recombination in
kesterite solar cells will also be a valuable line for future
research.
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4.4 Electronic band tailing in Cu2ZnSnS4
Electronic band tailing was introduced in section 2.4.2 and is associated with a high
concentration of disorder and inhomogeneity in an absorber layer. It can be caused by
either spatial band gap variations or electrostatic potential fluctuations in the material
[161] indicated in Fig. 4-6a and 4-6b respectively. In the case of the former, for example,
an impurity atom of a different size to the atoms of the host lattice can result in a
local mechanical strain, which results in a deformation potential. Local strains can
alter the separation of atoms in the crystal and the atomic separation within a crystal
has a significant impact on the band structure [72]. Additionally, due to the narrow
region of phase stability for Cu2ZnSnS4, it is also possible there may be compositional
inhomogeneity and secondary phases present [186], which could also produce local band
gap fluctuations.
Figure 4-6: Schematic of band gap fluctuations (a) and electrostatic potential fluctua-
tions (b) where the band gap is only maintained in the case of (b). Figure reproduced
with permission from Ref. 161.
In the case of electrostatic potential fluctuations, it is the inhomogeneous distribution
of ionised defects that cause the fluctuations. An ionised donor exerts an attractive
force on conduction electrons and a repulsive force on valence holes. As the defects
are distributed randomly, the local interaction varies depending on the crowding of the
defects. In this case the energy gap between the valence band and conduction band is
maintained, as shown in Fig. 4-6b, and the states of each tail are spatially separated
[72]. The broadening of the PL peak measured for Cu2ZnSnS4 has been attributed to
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spatially fluctuating electrostatic potential in the material [173].
4.4.1 Fluctuations in electrostatic potential from Monte Carlo simu-
lations of Cu/Zn disorder
Disordered lattice configurations generated from the study presented in section 4.3.2
[159] could be used to infer the possible contribution to electronic band tailing in
Cu2ZnSnS4 from potential fluctuations caused by high concentrations of charged Cu
−
Zn
and Zn+Cu antisite defects. It is worth noting that fluctuations in electrostatic potential
are not the only possible contribution to band tailing, as discussed in the previous sec-
tion, and that our model cannot account for any strain effects on the band gap because
it is fixed on-lattice. However, there are differing views in the literature as to whether
it is electrostatic potential fluctuations or band gap fluctuations from Cu/ Zn disorder
that is the main contribution to the observed band tailing and the performance deficit
of Cu2ZnSnS4 solar cells, or, if Cu/Zn disorder is the main bottleneck to improving
device efficiencies at all [75, 187, 161]. As our model considers only one contribution,
we would be able to isolate the possible impact of this specific contribution.
Figure 4-7: Electronic band structure of Cu2ZnSnS4 calculated with the HSE06 hybrid-
DFT functional, total and partial density of states, and schematic plot of the band
components. Figure reproduced with permission from Ref. 67.
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Figure 4-8: Distributions of on-site electrostatic potentials of Sn (top panels) and Cu
(bottom panels) with increasing simulation temperature (left to right). The distribu-
tion broadens from one delta function for Sn ions at T = 0 K (corresponding to one
crystallographically distinct Sn site) and broadens from two delta functions for Cu at
T = 0 K corresponding to the Cu 2a and 2c sites in Cu2ZnSnS4.
To quantify the contribution to electronic band tailing from fluctuations in electrostatic
potential caused by [Cu−Zn + Zn
+
Cu] antisites, the distribution of on-site electrostatic
potentials of species in the disordered lattice configurations obtained from our Monte
Carlo model could be used to infer perturbations to the band edges compared to the
perfect, bulk material. In the study presented in section 4.3.2 [159], we showed that 3D
Cu/ Zn disorder was an important mechanism in the Cu/ Zn ODT, we therefore would
use configurations generated from our Monte Carlo model with 3D Cu/ Zn disorder.
The electronic band structure of Cu2ZnSnS4 and composition of the frontier orbitals is
shown in Fig. 4-7. The VBM of Cu2ZnSnS4 is formed from the hybridisation of Cu-3d
and S-3p orbitals, while the CBM is formed from the hybridisation of Sn-5s orbitals
with S-3p and 3s [67]. Due to the composition of the frontier orbitals of Cu2ZnSnS4,
the potential distribution of Cu and Sn ions from our model could be used to infer band
tailing of the VBM and CBM respectively from fluctuations in electrostatic potential.
Fig. 4-8 shows the impact of increased Cu/ Zn disorder on the distribution electrostatic
potentials of Sn and Cu ions in the disordered lattice configurations obtained from our
model. On-site electrostatic potentials are calculated by a summation over pairwise
electrostatic interactions in the lattice using the bulk dielectric constant of Cu2ZnSnS4
calculated in Ref. [188] to account for screening of the bare formal charges of ions by the
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surrounding material. The top panel of Fig. 4-8 shows the change in the distribution of
Sn potentials with increased simulation temperature from left to right and the bottom
panel shows the same for Cu ions. In the case of Sn, the distribution broadens from a
single delta function for the one crystallographically distinct Sn site in perfect kesterite
Cu2ZnSnS4, while the lower panel for Cu shows the broadening of two delta functions
with disorder for the Cu 2a and 2c sites in Cu2ZnSnS4.
Fig. 4-9 shows the on-site electrostatic potentials of Cu and Sn in a (001) Cu-Sn
plane minus the average on-site potential for each species within the same plane in
our Cu2ZnSnS4 lattice model for complete (S = 0) equilibrium thermodynamic Cu/
Zn disorder at 950K. In Fig. 4-9a, a region with a clustering of Zn+Cu antisites is indi-
cated and Fig. 4-9b shows a corresponding increase in the local electrostatic potential
of neighbouring Sn ions in the same plane. This is consistent with observations of clus-
ters of Zn+Cu antisites from scanning transmission electron microscopy with associated
band bending from local increases in the electrostatic potential in Ref. 173, implying
qualitative agreement between our model and experimental observations.
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Figure 4-9: 2D histograms showing on-site electrostatic potentials in units of V for Cu
(a) and Sn (b) in a (001) Cu-Sn plane minus the average on-site potential for each
species within the same plane in our Cu2ZnSnS4 lattice model for complete (S = 0)
equilibrium thermodynamic Cu/ Zn disorder at 950 K. Any deviation from 0 potential
demonstrates the spatial fluctuation in electrostatic potential across the plane and





In the previous chapter, Cu/Zn disorder in the solar absorber material Cu2ZnSnS4 and
the contribution of electrostatic potential fluctuations from this type of disorder to the
observed electronic band tailing was discussed. The focus of this chapter is searching
for alternative solar absorber materials. The motivation of this study was to identify
candidate ‘photoferroic’ or photoactive ferroelectric materials. The mechanisms behind
such phenomena (discussed next) are not yet fully understood, however it may be
possible to achieve improvements in solar cell performance from enhanced local carrier
separation from the internal electric fields of polar crystals, possibly providing new
pathways to achieving high-performance devices.
5.1 Observed phenomena in photoactive ferroelectric ma-
terials
A ferroelectric material possesses a spontaneous electric polarisation that can be switched
between two or more states using an electric field [189]. Many interesting PV phenom-
ena have been observed in ferroelectric (FE) materials such as the bulk photovoltaic
effect (BPE) and the anomalous photovoltaic effect (APE) [190]. The BPE was first
recorded in 1956 in BaTiO3 [191], where photovoltages were measured in un-doped
single crystals [190]. The BPE is distinctly different from the typical PV effect in
semiconductor p-n junctions outlined in section 2.2.2 as the driving force for the pho-
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tocurrent is provided by the internal electric polarisation of the crystal [192]. The
APE was first observed in PbS films in 1946 [193] and has since been reported in
polycrystalline CdTe, ZnTe, InP [194, 195, 196], where photovoltages output along the
polarisation direction can be significantly larger than the band gap of the material
[192], which is usually the limit for a semiconductor PV material [190]. The Shockley-
Queisser limit [15], which prevents any single p-n junction solar cell from converting
more than 33.7% of the incident light into electricity, has not been predicted to apply
for these photovoltaic phenomena. An upper limit for the theoretical power conversion
efficiency (PCE) from this PV mechanism seems to still be an open question [197, 198],
although an ultimate maximum efficiency of any single-band gap absorber of 44% has
been set by thermodynamic considerations [15].
The identification, understanding and utilisation of such phenomena discussed above
may open up the possibility of more efficient PV devices constructed from photoactive-
ferroelectric, i.e. ‘photoferroic’, materials. In addition to the above novel PV effects, it
has been proposed that the presence of electric polarisation in a PV absorber material
may allow for efficient polarisation-driven charge carrier separation [199, 200] and also
that ferroelectric materials in solar cells may allow for control over the internal electric
fields and carrier injection barriers, which play a central role in the PV mechanism
[197]. However, most of the commonly used ferroelectric materials such as LiNbO3 and
BaTiO3 have band gaps larger than 3 eV and can therefore only absorb sunlight in the
UV range to convert into electricity, which accounts for only around 3.5% of the solar
spectrum.
Research efforts have sought to adjust the optical absorption of ferroelectric materials
without influencing the ferroelectric properties through chemical doping or alloying
[192]. In Bi4Ti3O12 the optical band gap has been tuned in such a way, resulting in a
decrease from 3.6 eV to 2.7 eV [201], although this is still considerably larger than the
optimal range for a PV absorber material, as discussed in section 2.3. A recent study
has demonstrated a more substantial reduction in the optical band gap of BaTiO3
to 1.66 eV, whilst maintaining 70% of the original polarisation [200], however the PV
performance of the modified material was not demonstrated in this study. This then
leads on to the second component of this study: to identify new candidate solar absorber
materials that may exhibit ferroelectricity and have band gaps within the optimal range
for the absorption of sunlight.
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5.2 Publication: Candidate photoferroic absorber mate-
rials for thin-film solar cells from naturally occurring
minerals: enargite, stephanite, and bournonite
The screening criteria used to identify the candidate solar absorber layers enargite
(Cu3AsS4), stephanite (Ag5SbS4) and bournonite (CuPbSbS3) is outlined further in
the study presented below, but the basic principles are as follows: by starting from a
dataset of naturally occurring minerals, it could be assumed that all candidates are
likely to be thermodynamically stable. Secondly, necessary (although not sufficient)
conditions are used to screen for candidate photoferroic materials. Materials satisfying
these conditions are not guaranteed to be photoferroic, but all photoferroic materials
also have these properties. Therefore, the following screening criteria can be used to
reduce the search space to materials that are more likely to be photoferroic. A dark
streak colour for the mineral implies that the magnitude of the optical band gap may
be somewhere within the visible spectrum and therefore within the ideal range for
a PV absorber layer. A polar space group is a necessary, but again not sufficient,
condition for a material to exhibit ferroelectricity. Even in the absence of switchable
ferroelectric states, the internal crystal polarisation may be beneficial for a PV material,
as mentioned at the start of this chapter.
In the following study, the optoelectronic properties of the candidate materials are cal-
culated to further assess the likely performance of solar cells made from these absorber
materials to determine those worthy of further experimental study. The identification
of stable materials with a large polarisation and strong optical absorption could provide
more test systems for further experimental investigation and, ideally, the development
of control of the novel PV phenomena outlined in the previous section.
The following article is open access, licensed under a Creative Commons Attribution 3.0
Unported Licence. The supplemental material for this paper is included in Appendix
A.2.
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Candidate photoferroic absorber materials for thin-
ﬁlm solar cells from naturally occurring minerals:
enargite, stephanite, and bournonite†
Suzanne K. Wallace, ab Katrine L. Svane,a William P. Huhn, c Tong Zhu,c
David B. Mitzi, cd Volker Blum cd and Aron Walsh *be
To build on the success of other mineral systems employed in solar cells, including kesterites (Cu2ZnSnS4)
and herzenbergite (SnS), as well as mineral-inspired systems such as lead halide perovskites (CH3NH3PbI3),
we have searched for photoactive minerals with the additional constraint that a polar crystal structure is
adopted. Macroscopic electric ﬁelds provide a driving force to separate electrons and holes in
semiconductor devices, while spontaneous lattice polarisation in polar semiconductors can facilitate
microscopic photo-carrier separation to enhance carrier stability and lifetimes. We identify enargite
(Cu3AsS4), stephanite (Ag5SbS4), and bournonite (CuPbSbS3) as candidate materials and explore their
chemical bonding and physical properties using a ﬁrst-principles quantum mechanical approach.
1 Introduction
A key component of the pathway towards terawatt-scale solar
power generation is the continued reduction in cost, whilst also
improving the performance of solar modules.1 The search for
candidate ‘thin-lm’ photovoltaic (PV) materials that are able to
absorb sunlight more strongly than silicon is an active area of
research to enable the fabrication of cost-eﬀective and highly-
eﬃcient solar cell devices.2 Common ways to screen for such
materials include looking for systems with an optical band gap
that is direct and well-matched to the solar spectrum3 and with
an abrupt onset in the absorption spectrum.4
Interest in this eld has intensied in recent years with the
remarkable power conversion eﬃciencies (PCEs) achieved with
lead halide perovskites. PCEs of around 20% (ref. 5 and 6) have
been achieved over a much shorter period of development than
has been needed for many other PV technologies to achieve the
same level of performance.7 Lead halide perovskites currently
out-perform many other materials that also meet the afore-
mentioned screening criteria, such as Cu2ZnSn(S,Se)4 (ref. 8)
and SnS.9 Of this class of materials, methylammonium lead
iodide (CH3NH3PbI3 or MAPbI3) particularly stands out for its
champion device eﬃciencies.6
The long minority-carrier lifetimes of 280 ns (ref. 10) and
diﬀusion lengths up to 175 microns (ref. 11) demonstrated by
MAPbI3-based devices are comparable with the best single-
crystal semiconductors,12 even with low-cost solution process-
ing fabrication methods from which one would usually expect
to produce a lower-quality defective material. In contrast, other
candidate thin-lm PV materials such as Cu2ZnSn(S,Se)4 (ref. 8)
and SnS9 suﬀer from short minority carrier lifetimes and
diﬀusion lengths and, ultimately, large open-circuit voltage
decits in photovoltaic devices. The diﬀerence in behaviour can
be attributed to ‘defect tolerance’. Either the formation of
detrimental defects are avoided (e.g. due to high formation
energies) or their eﬀects are minimised (due to their shallow
nature within the band gap or to eﬀective dielectric screening).
It has also been suggested that the presence of polar domains in
MAPbI3 could contribute to the low recombination rate (and
hence long carrier lifetimes) due to the enhanced spatial sepa-
ration of carriers.13 The presence of macroscopic ferroelectricity
in hybrid perovskites remains a matter of research and debate,
but there is growing evidence supporting polar domains at
room temperature.14–16
In this study we consider only naturally occurring minerals,
and so one could expect that the materials would not suﬀer
from the same instability issues observed for lead halide
perovskites.17 We start from a small dataset18 of 200 known,
naturally occurring minerals and aim to identify materials that
possess many of the desirable properties for an eﬃcient mate-
rial for solar energy conversion, using screening criteria dis-
cussed in the next section. We then investigate the chemical
and physical properties of three candidate systems using a rst-
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principles quantum mechanical approach to assess if these
materials are likely to be capable of producing eﬃcient photo-
voltaic devices.
2 Search for light absorbing polar
minerals
2.1 Mineral screening criteria
Our screening criteria is outlined in the Venn diagram shown in
Fig. 1 and the rationale behind our screening procedure is
outlined below. The candidate materials we identied from
a dataset of 193 naturally occurring multi-component
minerals18 are those that could both absorb light within the
energy range that makes up the majority of the solar spectrum
and possibly exhibit ferroelectricity. The combination of light
absorption, semiconductivity, and ferroelectricity in a single
material can give rise to novel photoferroic eﬀects.19
The most fundamental property to consider for an eﬃcient
PV material is an optical band gap that is direct with a magni-
tude within a range that is well-matched to the solar spectrum.
The optimal energy range for the optical band gap of single-
junction solar cells is approximately 1.0 to 1.7 eV.20 The streak
colour of a mineral can be indicative of visible light absorption.
The streak colour is that of the crushed powder, usually iden-
tied by producing a streak across a porcelain tile. While the
observed colour of a mineral in massive form can vary consid-
erably between diﬀerent samples, the colour of the streak
remains consistent. A mineral with a dark streak colour implies,
but does not guarantee, that it will possess a band gap within
the optimal range for the absorption of sunlight. We obtained
information on the streak colour of the minerals from ref. 18
and this formed our rst screening criterion, reducing the
dataset from 193 to 36 minerals.
Our second screening criterion is the potential to exhibit
ferroelectricity. A ferroelectric material is one that exhibits
a spontaneous electric dipole moment within the unit cell, and
so this is present even without the application of an electric
eld, but the direction of polarisation can be changed when an
external electric eld is applied. To identify candidate ferro-
electric materials, we screen the space groups of materials to
search for those that adopt crystal structures with a polar point
group. This screening criterion then limited our dataset from 36
to 4. However, we discounted ZnS from our study because it is
known to be a wide band gap semiconductor when prepared in
pure form.
A polar point group is a necessary but not suﬃcient property for
a material to exhibit ferroelectricity and so acts as a good starting
point for further study of the materials. Desirable eﬀects could be
obtained with local polarisation alone, once the correlation length
of spontaneous polarisation is suﬃcient to interact with electron
and hole carriers (typically tens of nm). Furthermore, polar struc-
tures lack a centre of inversion symmetry and so they are not
bound by the same optical selection rules, which could reduce the
likelihood of dipole-disallowed transitions21 and the associated
reduction in the strength of the onset of absorption for direct gap
materials as outlined by Yu and Zunger in their spectroscopically
limited maximum eﬃciency (SLME) metric.4
2.2 Photoferroics for PV devices
Ferroelectric materials typically display large dielectric constants
due to low-energy polarisation mechanisms.22 This can have
a number of implications for carrier transport and lifetimes in PV
materials, such as a reduction in the electrostatic force between an
electron–hole pair (low exciton binding energies), potentially
leading to a reduced rate of electron–hole recombination in the
material,23 provided the nuclear subsystem is able to respond on
a fast enough time scale. Also, the capture cross-section for charge
carriers by a charged defect can be reduced by the charge screening
in a dielectric material, possibly allowing for more defect-tolerant
carrier transport.12
In addition to the desirable properties that could be expected
for ferroelectricmaterials, there are a number of novel phenomena
that have been observed in photoactive polar semiconductors that
are outlined in ref. 24, which could open up new pathways to
highly eﬃcient PV devices. The potential of utilising ferroelectric
crystals for solar cells was rst highlighted in the work of V. M.
Fridkin,25,26 but the observation of novel photovoltaic phenomena
in polar crystals dates back even earlier. The bulk photovoltaic
eﬀect (BPE) was rst recorded in 1956 in BaTiO3,27 where photo-
voltages were measured in un-doped single crystals.24 The BPE
eﬀect is distinct from the typical PV eﬀect in a solar cell where the
electric elds that drive photo-carrier separation are typically
associated with a ‘p–n’ or ‘p–i–n’ junction. In the BPE it is the
internal electricelds arising from spontaneous polarisation of the
lattice that drive the photocurrent. It is therefore possible for
charge-carrier generation and separation to occur simultaneously
in the bulk material. It has recently been demonstrated experi-
mentally in ferroelectric single crystals of BaTiO3 that electron–
hole recombination is inhibited by the presence of the internal
Fig. 1 Venn diagram outlining our screening criteria used to extract
candidate photoferroic materials from a sample of 193 naturally
occurring minerals, which we could expect to be thermodynamically
stable compounds. A mineral with a dark streak colour suggests that it
will possess a band gap within the energy range of visible light. Simi-
larly, a polar crystal structure is a necessary, but not suﬃcient,
condition for a material to exhibit ferroelectricity.
1340 | Sustainable Energy Fuels, 2017, 1, 1339–1350 This journal is © The Royal Society of Chemistry 2017




















































































elds, with recombination being rapidly accelerated aer the
ferroelectric dipole was switched oﬀ.28
The anomalous photovoltaic eﬀect (APE) was rst observed in
PbS lms in 1946 (ref. 29) and has since been reported in poly-
crystalline CdTe, ZnTe and InP,30–32 where photovoltages output
along the polarisation direction can be signicantly larger than the
band gap of the material,33 which is usually the upper limit for
a semiconductor PV material.24 The Shockley–Queisser limit,3
which prevents any single p–n junction solar cell from converting
more than one third of the incident light into electricity, can in
principle be surpassed by exploiting such phenomena.34
Most of the commonly studied ferroelectric materials such as
LiNbO3 and BaTiO3 have band gaps larger than 3 eV and can
therefore only absorb sunlight in the UV range, which accounts for
only around 3.5% of the solar spectrum.33 The eﬃciency of PV
devices made from these materials is therefore severely limited by
the large band gaps. Research eﬀorts have gone into adjusting the
optical absorption of ferroelectric materials without inuencing
the ferroelectric properties of the material through chemical
doping or alloying.33 In Bi3Ti3O12 the optical band gap has been
tuned in such a way, resulting in a decrease from 3.6 eV to 2.7 eV,35
although this is still considerably larger than the optimal range for
a PV absorber material. There are some known ferroelectric
materials with band gaps closer to the optimal range. Ferroelec-
tricity in SbSI was studied extensively in the 1960's and has a value
of approximately 2 eV for the band gap, which can be tuned by
varying the chalcogen and halide.36 The Curie temperature for the
phase transition from a polar to paraelectric phase for this mate-
rial has been measured to be around room temperature.37 With
typical operating temperatures of solar cell devices approaching
50 C,38 it could prove diﬃcult to exploit the ferroelectricity of this
material in a working device. As the set of materials we screened
are all naturally-occurringminerals with polar structures, theymay
retain their polar crystal structure under typical operating condi-
tions of a solar cell.
2.3 Candidate minerals
From our screening process, we identied three sulfosalt
minerals: enargite (Cu3AsS4), stephanite (Ag5SbS4), and
bournonite (CuPbSbS3), which are shown in Fig. 2. A basic
sulfosalt mineral can be dened as a ternary compound AxByCz,
which is the case for enargite (Cu3AsS4) and stephanite
(Ag5SbS4). Options for species A include: Cu, Ag, Pb, Sn, Mn,
amongst others. Species B can be either: As, Sb or Bi. Options
for species C includes: S, Se and Te. It is also possible to form
quaternary sulfosalt compounds from isoelectronic substitu-
tion of additional transitionmetals, as in the case of bournonite
(CuPbSbS3). The occurrence of these materials in nature under
ambient conditions indicates thermodynamic stability.39
Although these materials are naturally occurring minerals,
knowledge of their optoelectronic properties is scarce.
A very recent experimental study assessed the band gaps and
photovoltaic response of six sulde minerals, which included
the three sulfosalt minerals we investigate in this study.40
However, the potential of sulfosalt minerals for PV applications
was rst highlighted by Dittrich et al. in 2007.39 This work and
ref. 41 provide overviews of crystal growth and thin-lm depo-
sition methods that have been developed for synthesising sul-
fosalt layers. There are works in the literature referring to
synthetic samples of enargite42 and stephanite.43 A recent study
on bournonite44 also details a procedure for synthesising this
material.
The possibility of using low temperature thin-lm deposi-
tion conditions for sulfosalt solar cells has been highlighted.39
Such an approach could enable the use of a wide variety of
substrates or to reduce the interaction with the back contact
during deposition, which is believed to be detrimental in Cu2-
ZnSnS4 devices with the Mo back contact reacting with the
absorber layer to form MoS2.45 However, it is worth noting that
the mineral class of ‘sulfosalts’ contains materials with
a diverse range of crystal structures; therefore the extent of the
similarity of physical properties of diﬀerent sulfosalt materials
is not clear.
3 Computational details
3.1 Density functional theory
The electronic structure of the three candidate photoferroic
materials was calculated using the FHI-aims46–48 all-electron
Fig. 2 Illustrations of the crystal structures of candidate solar minerals: enargite (space group Pmn21), stephanite (space group Cmc21), and
bournonite (space group Pmn21).
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electronic structure code, which is an implementation of
density functional theory (DFT) based on numeric atom-
centered orbital basis sets with a linear-scaling approach to
hybrid functionals.49,50 We use the short-range screened hybrid
exchange–correlation HSE06 functional51 and spin–orbit
coupling (SOC)52 is included. Hybrid DFT functionals have been
found to correct for the underestimation of the optical band gap
inherent in the generalized gradient and local density
approximations.53,54
The FHI-aims default ‘tight’ numerical settings are used for
all calculations, which species the basis sets, integration grids,
and Hartree potential. Structural optimization was performed
with the Broyden–Fletcher–Goldfarb–Shanno algorithm. We x
the lattice parameters of the unit cell to room temperature X-ray
diﬀraction data values from the Inorganic Crystal Structure
Database (ICSD)55 and optimize the internal coordinates with
a tolerance of 103 eV A˚1. A G-centred 4  4  4 k-point grid is
used to sample the electronic Brillouin zone for structural
optimization, but a more dense k-point grid of 8  8  8 was
required for convergence for band structure calculations.
Convergence tests for the calculation settings are given in the
ESI.† All visuals of atomic and electronic structure are produced
using VESTA.56
3.2 Carrier eﬀective masses
To assess the semiconducting potential of these materials, we
obtain values for the carrier eﬀective masses (m*) at the band
extrema of the electronic band structures. We use a tting
procedure for the three independent components of the m*
tensor for an orthorhombic crystal structure, shown in eqn (1),
where the three components are in three directions parallel to













Once the location of the band extrema has been determined
from our calculated electronic band structures, we recalculate
the band structure over a restricted data range close to the band
extrema along the three axes. We then obtain expressions for
the three components of m* at the upper valence and lower
conduction bands by numerical parabolic ts to the calculated
restricted band structures within a tting range of k0  0.01
bohr1, using eqn (2), where k0 denotes the location of the band
extremum in k-space.
EðkÞ ¼ E0 þ ħ
2
2m*
ðk  k0Þ2 (2)
3.3 Optical response function
The linear macroscopic dielectric tensor as a function of photon
frequency, 3ij(u), of each material is calculated within the
random phase approximation as implemented in FHI-aims,
following the derivation in ref. 57. We use this to predict the
high-frequency dielectric response of the semiconductor to
incident sunlight, i.e. the response of the electron density. Inter-
and intra-band contributions to the dielectric function are
computed, but the former dominate the optical spectra of
semiconducting materials. Indirect (phonon assisted) transi-
tions are not accounted for, and generally have weaker intensity,
but may make a substantial contribution to the optical prop-
erties of materials with strongly indirect band structures.
A k-point grid of 8 8 8 was required to reach convergence
in the calculated dielectric function for bournonite (CuPbSbS3),
whereas a more dense k-point grid of 10  10 10 was required
for both enargite (Cu3AsS4) and stephanite (Ag5SbS4). Data for
convergence tests are included in the ESI.†
We obtain the frequency-dependent absorption coeﬃcient in
units of cm1 for each material from the real and imaginary
components of the dielectric function using eqn (3). The deri-














To investigate the strength of polarity, calculations of the
spontaneous electric polarisation, Ps, of each material were
performed using the Berry-phase formalism58 with the meth-
odology outlined in ref. 59. Only diﬀerences in polarisation are
physically meaningful; we therefore optimise the structure with
polarisation +Ps and invert this structure to get the opposite
polarisation, Ps. The polarisation diﬀerence between those
two structures, 2Ps, is calculated. We verify that the change in
polarisation is continuous by considering the polarisation for
a number of congurations connecting the two structures, with
their coordinates r obtained from eqn (4), where l is a number
between 0 and 1.
r ¼ lrPs + (1  l)rPs (4)
These calculations were performed in VASP60,61 using the
HSE06 functional,51 projector augmented wave core potentials62
and a 500 eV plane wave cutoﬀ energy, without including SOC.
Sampling of the electronic Brillouin zone using a 2  2  2 grid
of k-points was found to be converged with respect to the
calculated polarisation values. Further details of the polar-
isation calculations are included in the ESI.†
4 Results and discussion
In the following sections we assess the predicted optoelectronic
properties of each material in turn. As discussed in the intro-
duction, an eﬀective PV material must absorb light and trans-
port charge. In addition to the band gap and carrier eﬀective
masses, we consider the dielectric function, and the associated
optical absorption spectra. We nish with an assessment of
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spontaneous electric polarisation to determine the strength of
the polarity in the materials and the eﬀect on the electronic
band structure.
4.1 Enargite (Cu3AsS4)
The potential of the sulfosalt mineral enargite (Cu3AsS4) for PV
applications was suggested by Pauporte´ and Lincot in 1995.42 It
received little scientic interest until Yu and Zunger's high-
throughput study based on their SLME metric, where they
calculate a theoretical power conversion eﬃciency of 25.5% for
the material.4 A recent experimental work has emerged assess-
ing the photovoltaic response of six minerals, including
enargite.40
The crystallographic unit cell (as shown in Fig. 2) has
orthorhombic symmetry with space group Pmn21 and tetrahe-
dral coordination for all atoms.63 It has recently been proposed
that tetrahedrally bonded multinary semiconductors may be
more prone to cation disorder, and the associated extended
antisite defect pairs, than lower dimensional multinary
compounds.64 However, compared to materials such as Cu2-
ZnSn(S,Se)4 that are known to suﬀer from mixing of Cu and Zn
cations,65–67 the cations in enargite are more dissimilar in terms
of charge and radius. It has been shown that replacing cations
with species further apart on the periodic table can reduce this
type of disorder.68–71 We therefore expect cation disorder to be
reduced in this compound, as has been found to be the case
when substituting Cu with Ag70 or Zn with Ba68,69 in
Cu2ZnSn(S,Se)4.
Enargite is a mineral semiconductor of type AI3B
VCII4 . Natural
samples of enargite are frequently found as an impurity in
copper ores.72 Natural samples have been found to exhibit the
electrical properties of a p-type doped semiconductor with
a conductivity of 0.0014 S m1 (from the stated value of
approximately 7 U cm for the resistivity at 295 K).42 The main
impurities in natural enargite are Sb and Fe, but Pb and Ag are
also known to be present.72 In a recent study on natural sulde
minerals,40 the authors detected <1% of Sb impurities in the
natural samples of enargite, which show a clear p-type photo-
conductivity. The p-type response could either be due to
intrinsic acceptor defects or due to defects introduced by the Sb
impurities. In 1995, Pauporte´ and Lincot measured two optical
transitions in enargite: an indirect one at 1.19 eV and a direct
one at 1.44 eV. However more recent studies have reported
values of 1.28 eV (ref. 41) and 1.36 eV (ref. 40) for a direct band
gap, with some photocurrent due to band tailing further in the
IR region for the latter, which the authors attribute to lattice
disorder or impurity states in the band gap. G0W0 calculations
based on wavefunctions generated from the hybrid functional
HSE06 (ref. 51) predicted a value of 1.32 eV for the band gap.73
Although a number of diﬀerent values have been reported for
the band gap of enargite, all values t within the optimal range
for a solar absorber material.20
4.1.1 Enargite: electronic structure. The chemical formula
Cu3AsS4 suggests the presence of closed-shell Cu(I) and As(V)
ions. It has been proposed that a number of the benecial
properties of lead halide perovskites are linked to the presence
of lone pairs of electrons and that other materials with post-
transition metals with an ns2 electronic conguration may
also exhibit similar properties.21 While As(III) has a 4s2 elec-
tronic conguration, for As(V) as present here, the s orbitals are
formally empty. We have further conrmed the charge state as
As(V) using electron localisation functions (ELFs)75 calculated
with VASP; however, we note the complications of assigning
oxidation states from rst principles.76 The ELF gives the
probability of nding an electron near a reference electron, and
thus highlights the presence of bonds and lone pairs; further
details are given in the ESI.†
For enargite, we predict a direct band gap at the G point with
a magnitude of 1.24 eV, which is close to the reported
G0W0@HSE06 value of 1.32 eV.73 The calculated band structure
is shown in Fig. 3a. The conduction band minimum (CBM) is
dispersive, indicating the potential for high carrier mobility at
the band edge. This is conrmed by the estimates for the
minority carrier eﬀective masses of electrons in the conduction
band, mc, presented in Table 1, which also indicates that the
eﬀective masses from G / X, Y, Z are almost isotropic.
However, the estimated values for eﬀective masses in Table 1
indicate that holes are heavier along the G/ Y, Z directions in
enargite.
It has been suggested for other semiconducting materials
that the defect-tolerance of optoelectronic properties, to
a certain extent, can be associated with an electronic structure
where the VBM possesses predominantly antibonding char-
acter.12,77,78 CuInSe2 is an example of another thin-lm PV
technology that is defect tolerant with shallow defects78 and
benign grain boundaries.79,80 The electronic density of states
(DOS) at the top of the valence band in enargite, which is shown
in Fig. 4, shares some common features with that of CuInSe2. In
the case of CuInSe2 the upper valence bands consist of the
hybridized Cu d-states and Se p-states, whereas for enargite it is
instead S p-states hybridized with Cu d-states. The p–d repul-
sion is large in CuInSe2 and appears to be even larger in enar-
gite. In CuInSe2, the p–d repulsion gap separates the bonding
p–d states below and the antibonding p–d states above, yielding
antibonding states for the upper valence bands.
To assess further if enargite possesses an upper valence band
with antibonding character we visualize the electron
Fig. 3 Calculated electronic band structure of enargite (Cu3AsS4) (a)
and the reciprocal space k-path for the structure determined by the
Aﬂow-online utility74 (b).
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wavefunction of the highest occupied state, as is shown in
Fig. 5a. From this, the opposite parity of neighbouring S
p-orbitals and Cu d-orbitals indicates antibonding character at
the valence band maximum, which could suggest that acceptor
defects are more likely to produce shallow defect levels with
respect to the band edges. Enargite may therefore have defect-
tolerant optoelectronic properties, which has been suggested
in some recent studies. Firstly, the photocurrent conversion
eﬃciency of a natural enargite sample was found to be greater
than that of a natural kesterite sample.40 Secondly, the photo-
current density measured for enargite nanocrystals had a 10-
fold improvement to that of Cu3SbS4 nanocrystals,81 both of
which could be expected to possess highly-defective nano-
crystalline structures.
4.1.2 Enargite: optical properties. The optical properties of
enargite are anisotropic, with the xx, yy and zz components of
the optical dielectric tensor, 3ij(u), diﬀering considerably, as
shown in Fig. 6. We predict values of just under 6 for the static
limit (u/ 0) of the optical dielectric constants 3N
ij (given in
Table 1), obtained from the y-intercept of the real components
of 3ij(u). This is very similar to values of 3N
ij calculated for the
perovskite MAPbI3 of approximately 5.6 to 6.5.83
In Fig. 7 we plot the isotropic average of the optical absorption
coeﬃcient, a(u), of enargite, with comparison to GaAs and
MAPbI3, as known strong PV absorber materials, and crystalline Si
(c-Si) as amaterial that is known to have weak absorption. Enargite
has a comparable strength of absorption to the strong absorber
materials GaAs and MAPbI3, and considerably stronger than c-Si,
within the region for the onset of absorption (incident photon
energy of approximately u ¼ 1–3 eV).
4.2 Stephanite (Ag5SbS4)
The unit cell of the second candidate, stephanite (Ag5SbS4), also
has an orthorhombic crystal structure but with space group
Cmc21 (Fig. 2). The chemical formula suggests formal
Table 1 Eﬀective masses of electrons at the conduction bandminimum,mc, and holes at the valence bandmaximum,mh, of enargite (Cu3AsS4),
stephanite (Ag5SbS4) and bournonite (CuPbSbS3) in units of the free electron mass me, determined by parabolic ﬁts to the calculated band
structures at the band extrema. The optical dielectric constants, 3N, calculated within the random phase approximation are also reported
Enargite (Cu3AsS4) Stephanite (Ag5SbS4) Bournonite (CuPbSbS3)
Direction me mh 3 Direction me mh 3 Direction me mh 3
ka 0.20 0.22 3Nxx 5.70 ka 0.37 0.60 3Nxx 6.01 ka 0.52 0.99 3Nxx 7.16
kb 0.23 1.20 3Nyy 5.89 kb 0.40 1.94 3Nyy 5.86 kb 0.37 0.97 3Nyy 7.24
kc 0.22 1.35 3Nzz 5.91 kc 0.26 0.77 3Nzz 5.83 kc 0.50 0.86 3Nzz 7.55
Fig. 4 HSE06 + SOC partial electronic density of states (pDOS) of
enargite (Cu3AsS4), where the top of the valence band has been set to
0 eV.
Fig. 5 The real component of the electronwavefunction of the highest occupied state in (left panel) enargite (Cu3AsS4), (centre panel) stephanite
(Ag5SbS4) and (right panel) bournonite (CuPbSbS3), showing sulfur p-orbitals and copper d-orbital in enargite and bournonite and silver d-orbitals
in stephanite. The diﬀerence in colour indicates the diﬀerent parity of the wavefunctions and the position of the ions are indicated on the plot.
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oxidations states of Ag(I) and Sb(III), which are associated with
4d10 and 5s2 valence electronic congurations. The structure
consists of SbS3 trigonal pyramids layered along the c-axis that
are connected with Ag atoms that form triangular and near
tetrahedral structures with S atoms.40 As was discussed for
enargite, the components in stephanite are dissimilar in terms
of charge and size, so it could be expected that cation disorder
will not be prevalent in this compound.
There is limited literature on the optical or electrical prop-
erties of stephanite apart from a work in 1973 (ref. 43) showing
the electrical resistivity of a synthetic sample of stephanite as
a function of temperature. They report a resistivity of approxi-
mately 9 U cm at 110 C, which corresponds to a conductivity of
0.0011 S m1. It has been reported that stephanite has a band
gap of 1.62 eV (ref. 41) and a recent study on a natural sample of
stephanite has measured a band gap of 1.67 eV and p-type
conductivity.40 Chemical analysis indicated that there was no
detectable level of impurities present.40 This could suggest that
the p-type conductivity of the crystal is due to the presence of
acceptor intrinsic defects in stephanite (e.g. VAg
). The work40
also comments on the possibility of high Ag ion conductivity.
Ion transport has been suggested as a cause of current–voltage
hysteresis in lead halide perovskites;84 but it can also contribute
to ‘self-healing’ of detrimental extended defects as ions can
redistribute over time.
There has been some speculation in the literature on the
possibility of ferroelectric behaviour in stephanite due to the
presence of polar phases at low temperatures in pyrargyrite
(Ag3SbS3), proustite (Ag3AsS3), and stibnite (Sb2S3), which are
crystallochemically related to stephanite.85 The same study
notes that similar displacive structural changes occur in ste-
phanite to those in proustite and pyrargyrite that are respon-
sible for the ferroelectric properties.
4.2.1 Stephanite: electronic structure. For stephanite, we
predict a direct band gap of 1.59 eV at the G point of the Bril-
louin zone, which is in good agreement with the literature
experimental values.40,41 Similar to enargite, Fig. 8a shows that
the dispersion of the lower conduction band is greater than the
upper valence band; this is reected in the eﬀective masses
calculated for electrons and holes, shown in Table 1. The elec-
tronic pDOS of stephanite (Fig. 9) indicates that the valence
band is mainly composed of hybridized Ag d-states and S p-
states, while contributions from Sb s-states only appear at
higher binding energy. In Fig. 5b we visualize the electron
wavefunction of the highest occupied state in stephanite, which
again displays anti-bonding character between the Ag d and
neighbouring S p.
4.2.2 Stephanite: optical properties. The optical properties
of stephanite, as shown in Fig. 10, are more isotropic than those
of enargite. This could be due to the crystal structure of enargite
more closely resembling stacked two-dimensional planes than
that of stephanite. The value of the optical dielectric constant
for stephanite is similar to enargite, at just under 6 (Table 1).
The strength in the onset of absorption predicted for stephanite
Fig. 6 Three independent components of the calculated optical
dielectric tensor, 3(u), as a function of incident photon energy, u, for
enargite (Cu3AsS4).
Fig. 7 Isotropic average of the optical absorption coeﬃcient for three
sulfosalt materials enargite (Cu3AsS4), stephanite (Ag5SbS4) and bour-
nonite (CuPbSbS3) plotted in comparison to the same parameter for
other important photovoltaic materials over the onset energy range
(1–3 eV). The comparison photovoltaic materials include: the strong
direct-gap absorber material GaAs, the weaker indirect-gap absorber
crystalline-Si and the hybrid perovskite MAPbI3, where data for these
latter compounds was taken from ref. 82.
Fig. 8 Calculated electronic band structure of stephanite (Ag5SbS4) (a)
and the reciprocal space k-path for the structure determined by the
Aﬂow-online utility74 (b).
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shown in Fig. 7 is less than that of the high-performance
absorbers GaAs and MAPbI3, but still considerably stronger
than that of crystalline Si.
4.3 Bournonite (CuPbSbS3)
Bournonite (CuPbSbS3) again adopts an orthorhombic crystal
structure and the same space group as enargite, Pmn21. The unit
cell of bournonite is shown in Fig. 2. The structure is derived
from stibnite (Sb2S3), where Pb(II) atoms alternatively occupy
the Sb(III) sites and Cu(I) atoms form tetrahedra to compensate
for the charge.40
Measured values of 1.23 eV (ref. 41) and 1.31 eV (ref. 86) have
been reported for the band gap, which are both within the
optimal range for a solar absorber material. Recently, this
material has received increasing scientic interest for thermo-
electric and rewriteable data storage applications due to a low
thermal conductivity, which has been attributed to the distorted
environments of the Pb(II) and Sb(III) atoms from the stereo-
chemically active lone-pair s2 electrons.44 Consequently, works
on the synthesis of bournonite are beginning to emerge.86 A
study of two natural samples of bournonite40 reported n-type
conductivity, a direct gap of 1.29 eV, and an indirect band gap
of 1.17 eV in one sample, and the same direct band gap and
a lower indirect band gap of 1.01 eV in another.
4.3.1 Bournonite: electronic structure. For bournonite, we
predict an indirect band gap in the G–Y direction with
a magnitude of 1.37 eV and the smallest direct gap is predicted
to be only slightly larger at 1.41 eV. The indirect gap is in quite
good agreement with experimental values.41,86 The conduction
band minimum features a spin splitting due to SOC, which can
be seen from comparing the plots of results before and aer the
inclusion of SOC along the G–Y, shown in Fig. 11a. The eﬀective
masses at the conduction band of bournonite (Table 1) are not
as light or isotropic as in enargite; however, both the hole and
electron masses remain below 1 me.
The upper valence band of bournonite is formed primarily of
hybridized Cu d-states and S p-states (Fig. 12), although there
does not appear to be a pronounced p–d repulsion as was shown
in the pDOS plot for enargite. Contributions from Sb and Pb s-
states at the VBM appear to be minor. In Fig. 5c we visualize the
electron wavefunction of the highest occupied state in bour-
nonite to determine the bonding characteristics. As for the
previous two materials, the opposite parity of the electron
wavefunctions for the anion and cation show antibonding
character, which could support defect tolerance.
4.3.2 Bournonite: optical properties. The optical properties
of the nal candidate absorber material (Fig. 13) are more
anisotropic than stephanite but less than enargite. The optical
dielectric constant (7.1–7.6) of bournonite is larger than that of
enargite and stephanite (5.7–6.0). The larger value could be due
to the presence of the Pb ion in bournonite, which is larger and
more polarisable than the cations in enargite and stephanite.
Again bournonite has a comparable onset of absorption to that
of established PV absorber materials (see Fig. 7).
4.4 Polarisation and Rashba splitting
The results presented above have shown the three candidate
materials have electronic and optical properties suitable for
Fig. 9 HSE06 + SOC partial electronic density of states (pDOS) of
stephanite (Ag5SbS4), where the top of the valence band has been set
to 0 eV.
Fig. 10 Three components of the calculated dielectric function, 3(u),
as a function of incident photon energy, u, for stephanite (Ag5SbS4).
Fig. 11 Calculated band structure of bournonite (CuPbSbS3) showing
the result without the inclusion of spin–orbit coupling (SOC) in green
and the calculation including SOC in red (a) and the reciprocal space k-
path for the structure determined by the Aﬂow-online utility74 (b).
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solar energy harvesting. An additional criterion for our search is
that the materials adopt a polar space group.
4.4.1 Lattice polarisation. We have quantied the strength
of polarity within the modern theory of polarisation. Sponta-
neous polarisations of 67.8, 31.9 and 1.83 mC cm2 are found in
enargite, stephanite and bournonite, respectively (see Fig. 14).
Table 2 also shows the values of spontaneous polarisation
calculated for the materials in this study, along with measured
and some calculated values for known ferroelectric materials.
Whether a material will exhibit the ferroelectric–photovoltaic
phenomena outlined in Section 2.2 is dependent upon a large
number of factors, which are discussed in ref. 87. One param-
eter however is the magnitude of the polarisation88 and we show
here that the calculated spontaneous polarisation for both
enargite and stephanite is high and comparable to those of
standard ferroelectric materials BaTiO3 and PbTiO3.
It is worth noting that for the materials in this study the
switching from one polarisation to the other requires a signi-
cant rearrangement of the atoms. We estimate the switching
barrier from the energy change along the paths used to calculate
the spontaneous lattice polarisation, but note that this estimate
is an upper limit for the switching barrier as the intermediate
structures have not been relaxed to their minimum energy
conguration (further details included in the ESI†). We esti-
mate the upper limit for the switching barrier to be 19.7, 12.5
and 21.8 eV per unit cell for enargite, stephanite and bour-
nonite; which are orders of magnitude larger than barriers
calculated for BaTiO3.89 Thus, the direction of polarisation of
the materials is unlikely to be easy to switch, making them
unsuitable for switchable memory applications. However, the
local electric elds could still be benecial for enhanced charge
separation in solar energy applications.
4.4.2 Relativistic Rashba splitting. The presence of
macroscopic polarisation may have a direct eﬀect on the
transport and collection of photogenerated charge carriers in
the direction of the associated internal electric eld. There is an
additional eﬀect on the electronic structure: the combination of
heavy elements with non-centrosymmetric crystal structures
leads to a relativistic spin-splitting of the bands. For cases where
the orbital components of the valence and conduction bands
are diﬀerent, the so-called Rashba/Dresselhaus splitting can
turn a direct band material indirect. This was shown to be the
case for bournonite in Fig. 11. This eﬀect has been associated
with slow electron–hole recombination in lead halide
perovskites.93–95
The spin–orbit interaction varies with the square of the
atomic mass, yielding an expected splitting size ordering of Pb
[ Sb > As; however, this is also inuenced by the local electric
eld around the metal centre. From our calculations, we predict
Fig. 12 HSE06 + SOC partial electronic density of states (pDOS) of
bournonite (CuPbSbS3), where the top of the valence band has been
set to 0 eV.
Fig. 13 Three components of the calculated dielectric function, 3(u),
as a function of incident photon energy, u, for bournonite (CuPbSbS3).
Fig. 14 Spontaneous polarisation along a path connecting the
structures with +Ps and Ps for enargite (Cu3AsS4), stephanite
(Ag5SbS4) and bournonite (CuPbSbS3). The markers indicate points
calculated with 2  2  2 k-points and the dashed line is the path
obtained using 1  1  1 k-points. The curves are set to pass through
0 for l ¼ 0.5. See ESI† for further details.
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that only bournonite will exhibit Rashba splitting, despite the
considerably weaker spontaneous polarisation we predict for
this material. Bournonite is the only one of the three material
that contains Pb, which suggests that the atomic mass of the
heavy element is the more dominant factor than the strength of
spontaneous polarisation for the Rashba eﬀect. The splitting
needs to be suﬃcient so that for a given temperature and light
intensity that the Rashba pockets are partially lled; above this
threshold direct band gap behaviour is recovered. For bour-
nonite, we measure an energy diﬀerence in the CBM between
direct and indirect recombination of approximately 80 meV,
whereas kBT at typical solar cell operating temperature of 50 C
is 28 meV, indicating that this indirect behaviour should play
a role in an operating solar cell.
5 Conclusions and outlook
We have used a rst-principles quantum mechanical approach
to assess the optoelectronic properties of the three candidate
photoferroic materials: enargite (Cu3AsS4), stephanite (Ag5SbS4)
and bournonite (CuPbSbS3). We predicted a direct band gap of
1.24 eV, a direct band gap of 1.59 eV and a slightly indirect band
gap of 1.37 eV for enargite, stephanite and bournonite respec-
tively, within the optimal range for a single junction solar cell.
We also observe similar features (spin–orbit splitting) in the
band structure of bournonite to those associated with the high-
performance of hybrid perovskites.93 We predict low electron
eﬀective masses for all three materials and heavier holes (see
Table 1). We also predict optical dielectric constants, 3N, again
comparable to hybrid perovskites.83
We have calculated the spontaneous polarisation density for
all three materials and from this we predict that enargite and
stephanite will have considerable spontaneous polarisations,
comparable to that of standard ferroelectric materials BaTiO3
and PbTiO3. This could suggest that it may be possible to
combine a near-optimal band gap (for AM1.5 solar radiation)
with ferroelectric–photovoltaic phenomena such as the bulk
photovoltaic eﬀect or anomalous photovoltaic eﬀect within
these materials. With the upper limit for the power conversion
eﬃciency from these novel PV phenomena still being an open
question, these materials could allow for new routes to high
eﬃciency devices.
Our study has shown that the three minerals merit deeper
investigation. In addition to further experimental work on
synthesis, characterisation and optimisation, the extension of
theoretical investigations to include analysis of the defect
tolerance of the bulk (beyond the speculationmade in this study
based on the bonding character of the VBM), and identifying
compatible interfaces for high-eﬃciency devices could help to
accelerate the development of these new technologies.
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5.3 Outlook: High-throughput screening for candidate
photoferroics
In the study in the previous section, three candidate photoferroic materials were identi-
fied from the dataset of approximately 200 naturally occurring minerals. This choice of
initial dataset was motivated by the high stability that could be expected for naturally
occurring minerals. However, the availability of various materials properties databases
[202, 203, 204, 205, 206, 207] and utilisation of high-throughput density functional
theory (DFT) calculations [208, 209, 210] is opening up new avenues for materials dis-
covery for various technologies [211] such as energy-generation with thermoelectrics
[212, 213, 214] and photovoltaics [215, 216, 217, 218, 219]. Consequently, there are
much larger search spaces for materials discovery and it may be possible to identify
better materials from such a resource. For this reason, an ongoing study is being con-
ducted in collaboration with Lee A. Burton to perform a similar screening procedure
to that in the previous section but instead using the Materials Project [202] database.
All screening of the Materials Project and subsequent calculations are being conducted
by L. Burton. Therefore, here just the motivations and modified screening criteria are
outlined as this is my main contribution to the study.
As we do not start from a dataset of naturally occurring minerals in this extension,
we limit our search space to only stable materials by considering only compounds with
energies less than 24 meV above the thermodynamic convex hull. We also only consider
compounds composed of 4 or less elements to avoid materials that are likely to be
particularly challenging to synthesise. Otherwise, we apply similar screening criteria to
the previous project. We also screen by polar space group but as opposed to using the
streak colour as an indication that the band gap is likely to be within the visible range,
we use the calculated band gaps for the compounds contained in the Materials Project
database. DFT calculations for the material properties contained in the Materials
Project database are performed at the GGA level of theory. The underestimation of
the band gaps in the Materials Project database is stated to be approximately 40%
[220, 208]. With the optimal range for a PV absorber being approximately 1.1 eV to
1.7 eV, we use 0 eV to 1.5 eV as the range of band gap for our candidates to account
for the typical underestimation of the band gap.
Effective masses were calculated for the three candidate photoferroic minerals in the
previous study by fits to the extrema of the calculated electronic band structures.
In this study, charge-carrier transport properties for the compounds from the initial
screening procedure will be determined by solving the Boltzmann transport equations
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using calculated band structures from the Materials Project and the BoltzTraP code
[221]. In the calculations, the temperature will be set to the typical operating temper-
ature of a solar cell and carrier concentration will assumed to be in the ideal range, as
this is a property than could be tuned experimentally for the most promising candidates
through doping, subject to the doping limits of the material [55]. With the substan-
tially larger number of candidate photoferroic materials from this study, we will be able
to be more stringent in our standards for charge carrier effective masses. We will first
screen by the isotropic average and then by components of the effective mass tensor
so that we are left with candidates satisfying the necessary condition for isotropic high
carrier mobility for both electrons and holes at the CBM and VBM respectively.
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Chapter 6
Theoretical insights for new solar
absorbers
In chapter 5 three candidate photoferroic materials were identified and necessary opto-
electronic properties for an absorber layer to form a high-performance solar cell were
predicted from electronic structure calculations. The focus of this chapter is to use
further predicted material properties, as well as insights from previous studies on more
mature PV technologies, to further assess the likely performance of the candidate ab-
sorber layers in PV devices and, where possible, to provide guidance to optimise per-
formance.
6.1 Development of new solar cell device architectures
To develop a high-performance solar cell device, the full device architecture must be
optimised for the specific absorber layer. This optimisation process can be a barrier to
the utilisation of new solar cell technologies. It is often the case that device architectures
optimised for different absorber materials are used for new PV absorbers, which are not
necessarily optimal, resulting in reduced device performance. Examples include the use
of a typical architecture optimised for Cu(In,Ga)Se2 (CIGS) solar cell technologies for
CuSbS2 [222] and also for one of the candidate absorber layers in this study, Cu3AsS4
[223].
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6.1.1 Publication: Finding a junction partner for candidate solar cell
absorbers enargite and bournonite from electronic band and
lattice matching
The study presented here aims to use theory to accelerate device optimisation for two
of the candidate absorber layers identified in chapter 5 by providing suggestions for
suitable solar cell heterojunction partners. Although it may be possible to achieve
photovoltaic energy conversion without a solar cell junction for photoferroic absorbers,
as described in section 5.1, a solar cell junction is likely to still be beneficial to provide
a global driving force for carrier separation with internal electric fields allowing for
improved local carrier separation. The following work is a data mining procedure to
determine suitable junction partners for two of the candidate absorber materials from
chapter 5. Insights for optimal electronic band offsets for a solar cell heterojunction
are based on studies performed for PV absorbers CdTe [224], CIGS [225] and ZnSnN2
[226].
The following paper has been reproduced with permission from AIP Publishing. The
supplemental material for this work is included in Appendix A.3.
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ABSTRACT
An essential step in the development of a new photovoltaic (PV) technology is choosing appropriate electron and hole extraction
layers to make an efﬁcient device. We recently proposed the minerals enargite (Cu3AsS4) and bournonite (CuPbSbS3) as materials
that are chemically stable with desirable optoelectronic properties for use as the absorber layer in a thin-ﬁlm PV device. For
these compounds, spontaneous lattice polarization with internal electric ﬁelds—and potential ferroelectricity—may allow for
enhanced carrier separation and novel photophysical effects. In this work, we calculate the ionization potentials for non-polar
surface terminations and propose suitable partners for forming solar cell heterojunctions by matching the electronic band edges
to a set of candidate electrical materials. We then further screen these candidates by matching the lattice constants and identify
those that are likely to minimise strain and achieve epitaxy. This two-step screening procedure identiﬁed a range of unconven-
tional candidate junction partners including SnS2, ZnTe, WO3, and Bi2O3.
Published under license by AIP Publishing. https://doi.org/10.1063/1.5079485
I. INTRODUCTION
Solar power is an attractive source of sustainable electric-
ity. Technological breakthroughs to enable high-efﬁciency
photovoltaic (PV) devices without the need to use scarce mate-
rial components and with low manufacturing costs would
secure solar power as a future power source. Exploiting non-
centrosymmetry and lattice polarization in “photoferroic”
materials could provide new pathways to high-efﬁciency PV
devices. Phenomena referred to as “anomalous” and “bulk” PV
effects in polar materials have demonstrated photovoltages’
orders of magnitude greater than the optical bandgap and
photocurrents in bulk, single-crystal absorbers in the absence
of a typical p-n junction for carrier separation.1–3 On-going
research efforts are exploring the theory behind these
observed phenomena.4–7
We recently identiﬁed three naturally-ocurring minerals as
candidate photoferroic materials based on their optical bandg-
aps and polar crystal structures,8 including enargite (Cu3AsS4)
and bournonite (CuPbSbS3). To our knowledge, to date, only one
study has made solar cells out of any of these materials. In Ref.
9, solar cells were made from solution processed enargite using
a device architecture developed for Cu(In, Ga)Se2 (CIGS) solar
cell technology. In this study, the authors list non-optimal band
alignment of the absorber layer with the device architecture as
Journal of
Applied Physics ARTICLE scitation.org/journal/jap
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a likely limitation of the current solar cell performance. This is
also the case for CuSbS2 solar cells using device architecture
optimised for CIGS absorber layers.10 Mature technologies,
such as CIGS-based devices, are still being optimised through
improved band alignment with the n-type buffer layer,11 and
non-optimal band alignment is also being considered as a limit-
ing factor on the performance of Cu2ZnSn(S, Se)4-based solar
cells.12 The optimization of device architecture for a new solar
cell technology is a challenging and time-consuming process.
For many of the materials being studied for use as absorber
layers in thin-ﬁlm solar cells, such as chalcogenide semicon-
ductors, it is not possible, or is very difﬁcult, to achieve ambi-
polar doping. Therefore, to achieve a p-n junction for many
thin-ﬁlm PV devices, it is necessary to form an interface
between materials with different optical bandgaps, lattice con-
stants, and even crystal structures.15 In the extreme case when
the two materials are poorly matched, differences in lattice
constant and crystal structure at a heterojunction interface can
introduce a large strain, resulting in poor epitaxy.16 Even for less
extreme differences, small lattice mismatch at an interface gen-
erally introduces intra-bandgap defect states, which enhances
Shockley-Read-Hall recombination, increasing dark currents,
and reducing the open-circuit voltage of the device.17
In this work, we aim to accelerate the optimisation of
solar cell device architectures for enargite (Cu3AsS4) and
bournonite (CuPbSbS3) by screening for candidate junction
partners that could have optimal electronic band offsets and
crystal lattices well-matched to minimise strain at the inter-
face. The principles behind our screening criteria for optimal
band offsets are outlined in Sec. II. Where there is no
literature consensus as to whether the material is likely to be
more easily doped p-type or n-type, we screen for candidate
junction partners based on the relevant band offset for
forming a solar cell junction for both cases.
II. BAND OFFSETS FOR SOLAR CELL
HETEROJUNCTIONS
The band alignment at a solar cell junction is crucial to
facilitate the separation of photo-excited electrons and holes
to allow for extraction of the charge carriers before recombi-
nation can occur.18 Although internal electric ﬁelds in the
materials in this study may allow for a bulk photovoltaic effect
for thin ﬁlms (where the electrical asymmetry at a junction is
not required for a photocurrent to be generated), a hetero-
junction would provide a global driving force for carrier collec-
tion at electrodes, while internal electric ﬁelds from the polar
crystal structure could enhance carrier separation locally.
Semiconductor junctions are classiﬁed as type I, II, or III
based on the band alignment; however, only type I and type II
are of interest for PV applications. A type II “staggered” junc-
tion can also be referred to as a “cliff-like” offset, and a type I
“straddling” junction can also be referred to as a “spike-like”
offset, as illustrated schematically in Fig. 1. For a p-type
absorber layer, the minority carriers are electrons promoted
into the conduction band (CB) of the absorber. Therefore, the
transport of electrons from the CB of the p-type absorber to
the junction partner is important for determining device per-
formance. The parameter of interest here is the conduction
band offset (CBO) between the two materials. However, for
FIG. 1. Illustration of four possible junctions present in a solar cell. (a) A type II heterojunction between a p-type absorber and an n-type material where photoelectrons
ﬂow across the interface with no barrier at the negative “cliff” conduction band offset (CBO). The open-circuit voltage is reduced relative to the absorber bandgap if the cliff
is large. (b) A type I heterojunction between a p-type absorber layer and an n-type material with a small positive (“spike”) CBO. If the spike is sufﬁciently small, electrons
can tunnel through the barrier and across the interface. Holes are repelled from the interface region. (c) A type II heterojunction between an n-type absorber and a p-type
material where photoelectrons ﬂow across the interface with no barrier at the negative “cliff” valence band offset (VBO). The open-circuit voltage is reduced relative to the
absorber bandgap if the cliff is large. (d) A type I heterojunction between an n-type absorber layer and a p-type material with a small positive (“spike”) VBO. If the spike is
too large, this barrier will impede transport across the interface. The schematics follow those presented in Refs. 13 and 14.
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n-type absorbers, it is photoexcited holes that are the minor-
ity carriers and so it is the magnitude of the valence band
offset (VBO) between the n-type absorber and the junction
partner that is important for charge extraction.
It has been observed that for the p-type absorbers CIGS
and CdTe, a spike offset (CBO within the range 0.1–0.3 eV), as
shown in Fig. 1(a), gives better device performance.13,21 Here, a
small positive spike CBO creates an absorber inversion layer,
resulting in a large hole barrier at the interface.13 The modest
barrier to electron transfer means that electrons may still
tunnel across the interface or have sufﬁcient thermal energy
to overcome the barrier and be collected.17 Electron-hole
recombination at an interface with high defect densities is
then thought to be suppressed due to an insufﬁcient hole
supply. In contrast, for a cliff offset where the CBO is nega-
tive, as shown in Fig. 1(b), there may be high concentrations of
holes in the vicinity of the interface to assist interface recom-
bination, thereby reducing the open-circuit voltage.13
For the n-type absorber ZnSnN2, the opposite trend has
been observed, where a spike VBO is expected to give a poorer
performance.14 Here, a spike offset limits transport across the
interface due to the larger effective mass of minority-carrier
holes (compared to CIGS and CdTe22) and associated lower
hole mobility.14 For ZnSnN2, a small cliff is thought to be
optimal. In this study, we use calculated effective masses to
inform our choice of optimal band offsets for forming solar cell
heterojunctions.
III. METHODOLOGY
A. Electronic band and lattice matching
Screening for candidate heterojunction partners based
on electronic band offsets and minimum lattice strain is con-
ducted using the methodology and dataset of tabulated ioniza-
tion potentials (IPs) and electron afﬁnities (EAs) for candidate
junction partners in Ref. 16 and ElectronLatticeMatch librar-
ies.23 This dataset currently contains the electronic band gaps,
IPs, and EAs of 173 candidate heterojunction partners obtained
either from experimental measurements or electronic struc-
ture calculations.
For p-type (n-type) absorbers, we screen for candidate
junction partners based on the CBO (VBO). We look for a small
cliff offset by selecting a band offset in the range 0 to !0:3eV.
However, for cases where the minority carrier effective mass
calculated in Ref. 8 is less than 0:5me, we also look for a small
spike offset in the range þ0:1 to þ0:3 eV. For CIGS, þ0:2 eV has
been reported to be optimal21 and þ0:3 eV for CdTe.13
We further limit our search to candidate junction part-
ners where an interface with in-plane lattice strain less than
4% in both the x- and y-directions is obtained. We consider
no defect states at the interface and allow no chemical inter-
mixing, which is known to be present to a large extent at the
CdTe:CdS interface.24,25 For ﬁnal candidate junction partners,
we estimate the likely extent of interface intermixing based
on the chemical similarities of the components of the two
materials forming the heterojunction.
B. Band alignment
The alignment of the valence band energy to a common
vacuum level, i.e., the ionization potential (IP), can be per-
formed using techniques such as photoelectron spectro-
scopy or Kelvin probe microscopy and can be computed
using ﬁrst-principles calculations of surface slab models.26
The electron afﬁnity (χ) is the conduction band energy
with respect to the vacuum level, which can be obtained
by adding the value of the electronic bandgap onto the IP
of a material. Results from two decades of photoelectron
spectroscopy experiments on CdTe and CIGS thin-ﬁlm
solar cells have been compared to density functional
theory (DFT) calculations,15 where it was found that the
energy band alignments for many interfaces were in good
agreement. Theoretically predicted band alignments are
usually the “intrinsic” or “natural” alignment for a particu-
lar combination of materials forming an interface,15 i.e., in
the absence of defects, interfacial reconstructions, or
thermal effects.27 This ideal band alignment therefore acts
as a starting point to limit the search space for suitable
junction partners.
The model used to predict the energy band alignment at
solar cell heterojunctions in this study is the electron afﬁnity
rule (also known as Anderson’s rule) where energies are
aligned through the vacuum level.28,29 The vacuum level of
the two materials on either side of the heterojunction are
aligned to the same energy, and the difference between the
distance between the CBM and the vacuum (χ) of each mate-
rial is used to predict the CBO, as shown in Eq. (1).
We take semiconductor 2 to be the absorber with a
bandgap (Eg,abs) within the visible range (approximately 1.1–1.7 eV)
and semiconductor 1 to be the transparent junction partner
with a wider Eg,jp in the range of 2–3 eV. The conduction band
offset is deﬁned as
ΔEc ¼ χabs ! χ jp: (1)
Similarly, the valence band offset is determined through the
difference in the ionization potentials (IP ¼ χ þ Eg)
ΔEv ¼ IP jp ! IPabs: (2)
A negative ΔEc or ΔEv corresponds to a cliff CBO or cliff VBO,
respectively; this is then a “staggered gap.” These different
cases are illustrated in Fig. 2.
C. Computational details
1. Surface slab models
Band energies are dependent upon the surface termina-
tions of a crystal. We therefore construct slab models for all
possible non-polar surface terminations of the materials
using the algorithm described in Ref. 30. Symmetric slab
models are then cut from relaxed unit cells; visualisations of
the slab structures are given in the supplementary material.
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For the relaxation of the ion positions and volume of
the unit cells, calculations are performed in VASP31,32 using
the PBEsol functional,33 projector augmented wave core
potentials,34 without including spin-orbit coupling (SOC) and
with symmetry ﬁxed until forces on the atoms are converged
to within 0.005 eV per Å. A plane wave cutoff energy of 350
eV is used, and k-grid densities of 6$ 6$ 6 and 4$ 4$ 4
were used to sample the electronic Brillouin zone for a 16
atom unit cell of enargite (Cu3AsS4) and a 24 atom unit cell of
bournonite (CuPbSbS3), respectively.
To inform our later discussion for which candidate junction
partners are likely to be the most important for devices, we cal-
culate the surface energies for the slab models using Eq. (3),
where Ebulk is the total energy of the bulk crystal per formula
unit, n is the number of formula units in the surface slab, and A
is the area of surface, of which there are two per slab model:
γ ¼ Esurf ! nEbulk
2A
: (3)
2. Ionization potential and electron afﬁnity
Calculations for planar averaged electrostatic potential of
the slab models are also performed in VASP but using the
HSE06 functional35 with SOC and a single k-point is used to
sample the slab along the ﬁnite dimension. To calculate the
ionization potentials of the surface slab models, a macro-
scopic average technique is used.26 The difference between
the macroscopic average of the vacuum potential and the
bulk-like region of the surface slab is used to obtain the
surface dipole shift, Ds. The ionization potential is then
calculated using the eigenvalue of the valence band maximum
(ϵVBM) for the bulk crystal
IP ¼ Ds ! ϵVBM: (4)
Electron afﬁnities, χ, are then calculated from the IP using
the electronic bandgap calculated with the HSE06 functional.
IV. RESULTS AND DISCUSSION
A. Electronic matching of junction partners
The band energies calculated for the low-index, non-
polar surfaces for each material are summarised in Table I,
FIG. 2. Heterojunction alignments for solar cells with respect to the external vacuum level, Evac, based on the electron afﬁnity (conduction band energy), χabs.
(a) Type II “staggered” offset with a p-type absorber and no barrier to minority photocarrier transport across the junction. (b) Type I “straddling” offset with a p-type
absorber and a small barrier ( positive ΔEc) to minority carrier transport. (c) Type II “staggered” offset with an n-type absorber and no barrier to minority photocarrier
transport. (d) Type I “straddling” offset with an n-type absorber and a small barrier ( postive ΔEv ) to minority carrier transport. The schematics follow those presented
in Refs. 19 and 20.
TABLE I. Calculated ionization potentials (IPs), electron affinities (χ), DFT/HSE06
bandgaps (Eg) all in units of eV and unrelaxed surface energies (γ) in units of eV
per A
% 2
for symmetric and non-polar slab models of enargite (Cu3AsS4) and
bournonite (CuPbSbS3).
Absorber Termination Eg IP χ γ
(100) 1.32 4.97 3.64 0.050
Enargite (010)a 1.32 5.21 3.89 0.025
(Cu3AsS4) (010)b 1.32 6.23 4.91 0.120
(110) 1.32 4.95 3.63 0.070
Bournonite
(CuPbSbS3)
(100) 1.68 5.61 3.93 0.042
(010)a 1.68 5.20 3.52 0.150
(010)b 1.68 5.21 3.53 0.106
(110)a 1.68 6.50 4.82 0.090
(110)b 1.68 6.04 4.36 0.037
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where the labels a and b refer to different surface cuts along
the same [hkl]. Visuals of the slab models are contained in
the supplementary material. We ﬁnd a notable variation in the
IP for different surface terminations of the same material,
which may have implications for the simplicity of the junction
fabrication, especially as the low energy surface terminations
have signiﬁcantly different IPs. From inspection of the slab
geometries (shown in the supplementary material), slab
models with larger IPs have denser surface structures with
anion-rich terminations that could be associated with a larger
double layer.36
Experimental data for enargite suggest that the material
exhibits native p-type conductivity.37,38 For bournonite, there
is variation in the literature between experimental measure-
ments on natural samples measuring n-type conductivity38
and theoretical prediction of the defect physics suggesting
the material will be intrinsically p-type and difﬁcult to
dope n-type.39 Junction partners for enargite are screened
based on the CBO only, while for bournonite, the CBO and
VBO are considered in turn to provide options for a p-type or
a n-type absorber layer. We screen for both cliff and spike
CBO for a p-type bournonite, but only for a cliff VBO for a
n-type bournonite due to calculated heavy hole effective
mass (mh . 0:5me)8 in line with our earlier discussion. In all
cases, we search for junction partners with bandgaps in the
range 2–3 eV.
B. Low strain junctions
Candidates passing the electronic matching stage were
screened for those with less than 4% in-plane lattice strain at
the interface in both the x- and y-directions. Candidates con-
taining Fe were not considered further as Fe is often associated
with fast non-radiative recombination in solar cells due to
possible excitations and recombination channels from a half
occupied d-shell (d5 for Fe3þ and d6 for Fe2þ). Where multiple
structure ﬁles for the candidates were available on the
Materials Project database,41 unit cells for the most stable
structures were preferentially selected for this lattice matching
step, based on the energy above the thermodynamic convex
hull. All candidates considered in this second screening stage,
including the materials project ID for the corresponding struc-
ture ﬁle, can be found in the supplementary material.
Each surface slab termination was screened individually
starting from the tabulated data for 173 candidate heterojunc-
tion partners. The remaining candidates after the two-step
screening process for each surface model are listed in Tables II
and III for bournonite and enargite, respectively. Averaged
in-plane interface strain for all low-strain electronically-
matched candidate junction partners is also reported. A
selection of band alignment plots are shown in Figs. 3 and 4;
all other slab terminations are included in the supplementary
material. In each case, the candidate junction partner with
the lowest interface strain is highlighted.
TABLE II. Finding a partner for five surface terminations of bournonite (CuPbSbS3). Low strain terminations and in-plane averaged interface strain (%) of heterojunction
partners after electronic band and lattice matching for all surface models of bournonite allowing for the absorber to be either p-type (through electronic matching of
conduction bands via the CBO) or n-type (through matching of the valence bands via the VBO).
Spike conduction band offset Cliff conduction band offset Cliff valence band offset
Surface Candidate (hkl) Strain (%) Candidate (hkl) Strain (%) Candidate (hkl) Strain (%)
Ce2O3 (011), (101), (110) 1.23
GaP (011), (101), (110) 1.01
(100) SiC (010), (100) 0.73
SnS2 (110) 0.67
ZnSe (001), (010), (100) 0.83
La2S3 (110) 0.71 Ce2S3 (001) 1.71 AlP (011), (101), (110) 0.71
(010)a Nd2S3 (001) 0.10 Cu2O (011), (101), (110) 0.81 MoO3 (100) 0.23
Sm2S3 (001) 2.28 Gd2S3 (011) 0.71 CuI (110) 2.73
WO3 (110) 0.49 ZnTe (001), (010), (100) 0.75
La2S3 (110) 0.71 Ce2S3 (001) 1.71 AlP (011), (101), (110) 0.71
(010)b Nd2S3 (001) 0.10 Cu2O (011), (101), (110) 0.81 MoO3 (100) 0.23
Sm2S3 (001) 2.28 Gd2S3 (011) 0.71 CuI (110) 2.73
WO3 (110) 0.49 ZnTe (001), (010), (100) 0.75
As2S3 (101) 0.90 Ce2O3 (011), (101), (110) 0.68
Bi2O3 (100) 1.60 GaP (011), (101), (110) 1.35
(110)a CoTiO3 (110) 1.03 SnS2 (010), (100) 0.94




GaP (011), (101), (110) 1.35 As2S3 (101) 0.90 Nd2S3 (110) 0.64
SnS2 (101), (100) 0.94 Bi2O3 (100) 1.60 Sm2S3 (110) 0.70
(110)b CdS (110) 2.17 Tb2S3 (110) 1.71
CoTiO3 (110) 1.03 ZnTe (011), (101), (110) 0.43
PbO (110) 1.67
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1. Junction partners for bournonite
The lowest energy surfaces for bournonite were for the
(100) and (110)b terminations (see Table I). For the bournonite
(100) surface, we were only able to ﬁnd low-strain partners
for a CBO cliff, which is relevant for bournonite as a p-type
absorber. Table II and Fig. 3(a) show several options for junc-
tion partners. SnS2 is found to be the minimum strain candi-
date for the (100) surface. A further consideration is the
simplicity of junction fabrication. Candidate junction partners
able to produce a low-strain interface for multiple facets of the
junction partner may imply more robust synthesis. For this
reason, GaP and Ce2O3 are highlighted as alternative options.
For bournonite (110)b, we identiﬁed candidate junction
partners for a spike CBO, cliff CBO, and cliff VBO. Candidate
junction partners containing rare-earth elements such as Sm,
Tb, or Dy are less desirable for practical devices. SnS2 again
emerges as a promising option for a spike CBO, Bi2O3 for a
low-toxicity cliff CBO, and ZnTe for a cliff VBO for bournonite
as an n-type absorber.
Overall, SnS2 appears to be a promising junction partner
for bournonite as a p-type absorber and ZnTe for bournonite
as an n-type absorber. It is possible that there could be signif-
icant intermixing between a S containing absorber and a Te
containing junction partner, as has been observed at the
CdTe:CdS interface,24 which would require careful processing
and may change the nature of the band offsets.
2. Junction partners for enargite
For enargite, the (010)a termination is the lowest energy
with the next being the (100) and (110) terminations with
similar energies (see Table I). We note that although CdS is in
our database of candidate junction partners, it did not make it
through the screening process. This is likely a contributing
factor to the low open-circuit voltage of enargite solar cells
fabricated with CdS as the junction partner in Ref. 9.
For the minimum energy (010)a termination of enargite,
junction partners with low strain were found for both a cliff
and a spike CBO (Table III). For this termination, Ce2O3 and
Ce2S3 produced the lowest strain interfaces for a cliff and
TABLE III. Finding a partner for five surface terminations of enargite (Cu3AsS4).
Identified low-strain terminations and in-plane averaged interface strain (%) after
electronic band and lattice matching. CBO refers to the conduction band offset for
electron extraction.
Surface Candidate (hkl) Strain (%)
(100) spike CBO Dy2S3 (001) 0.81
Sm2S3 (001) 1.43
Tb2S3 (001) 1.10
ZnTe (011), (101), (110) 1.01
(010)a spike CBO Ce2S3 (001) 1.05
Zn3In2S6 (110) 1.19
(010)a cliff CBO Ce2O3 (001), (010), (100) 0.20
GaP (001), (010), (100) 0.83
SiC (010), (100) 1.33
ZnSe (001), (010), (100) 2.02
(010)b spike CBO Bi2O3 (101) 0.75
(110) spike CBO Dy2S3 (011), (101) 0.68
Sm2S3 (001) 1.15
Tb2S3 (011), (101) 0.98
WO3 (011) 0.33
ZnTe (011), (101), (110) 0.19
FIG. 3. Candidate junction partners for p-type bournonite (CuPbSbS3) absorber
layer termination (100) for (a) a cliff conduction band offset (CBO), (b) (110)b
termination for a spike CBO, (c) cliff CBO, and (d) cliff valence band offset for
n-type bournonite absorber. Low strain junction partner is shown in bold. Band
alignment plots are produced using the bapt package.40
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spike CBO, respectively. For the (100) and (110) terminations of
enargite, only low-strain candidates were found for a spike
CBO, but both terminations had a similar list of candidate
junction partners. Dy2S3 produced the lowest strain interface
with the enargite (100) surface. However, due to the rarity of
Dy, Sm, and Tb, we regard candidates containing these ele-
ments as less desirable. ZnTe is a more promising candidate
for the (100) termination. For the (110) surface, ZnTe is the
minimum strain candidate, with WO3 being another viable
option. ZnTe is likely to be the most robust choice owing to
the similar matching to the (100) and (110) surface of enargite,
again providing that signiﬁcant interface mixing or defect for-
mation does not occur.
V. CONCLUSIONS
The aim of this study has been to provide a route
forward for the development of solar cell technologies based
on enargite and bournonite. By using a combination of data-
mining and ﬁrst-principles calculations, we have identiﬁed
promising photovoltaic heterojunction partners for low-index
surface terminations of Cu3AsS4 and CuPbSbS3. The candi-
date partner materials include SnS2, ZnTe, WO3, and Bi2O3.
Charge carrier effective masses and optical dielectric con-
stants for Cu3AsS4 and CuPbSbS3 were calculated in Ref. 8,
and calculations for the defect properties of CuPbSbS3 have
been performed in Ref. 39.
One aspect not covered in this report is the potential
photoferroic nature of these absorber materials and devices.
Internal electric ﬁelds in polar semiconductors may suppress
electron-hole recombination by enhanced local carrier sepa-
ration7 to provide a means of achieving high-efﬁciency solar
cells. The orientation of electric polarization may inﬂuence
the direction of charge transport and collection—as has been
explored in photoanodes for photoelectrochemical water
splitting applications.42 These factors could determine the
optimal growth and orientations for maximizing solar conver-
sion efﬁciencies. Further work is required in this direction
both in terms of atomistic and device modeling for non-
conventional photovoltaic architectures.
SUPPLEMENTARY MATERIAL
See supplementary material for visuals of surface slab
models, plots of electrostatic potentials across the slab
models (used to calculate the ionisation potentials), materials
project IDs for structure ﬁles of junction partners, and the full
set of band alignment plots for all slab models in this work.
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FIG. 4. Candidate junction partners for p-type enargite (Cu3AsS4) absorber
layer termination (010)a for (a) spike conduction band offset (CBO), (b) cliff
CBO, (c) spike CBO for (100) termination, and (d) spike CBO for (110) termina-
tion. A low strain junction partner is highlighted in each case. Band alignment
plots produced using the bapt package.40
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This study used the MacroDensity43 and
ElectronLatticeMatch23 python libraries. The workﬂow used
in this study can also be obtained from the git repository
at https://github.com/keeeto/ElectronicLatticeMatch. The
input and output ﬁles for the DFT calculations are available
from the NOMAD repository at https://dx.doi.org/10.17172/
NOMAD/2018.10.25-1.
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6.2 Predicting and tuning the impact of absorber layer
defects
Although cation disorder could be less prevalent in the multi-component absorber ma-
terials identified in chapter 5 than Cu/Zn disorder in Cu2ZnSnS4 (which was the topic
of chapter 4) due to less chemical similarity of the components, this does not rule out
other origins of performance limitation for these materials. For example, there is the
possibility of other types of defects and non-optimal device architectures, which could
have a detrimental impact on solar cell performance. For the latter, the work in the pre-
vious section proposed solar cell heterojunction partners for Cu3AsS4 and CuPbSbS3
as a contribution towards an optimised device architecture for these absorber layers.
This section focuses on the defect physics of solar cell absorber layers and the possi-
bility of using knowledge gained from studies of more mature PV technologies to infer
the likely impact of defects on the PV performance of new absorber layers. Although
chapter 4 dealt with large-scale extended antisite defects in Cu2ZnSnS4, for new ab-
sorber materials an important foundation for understanding the defect physics is to
first consider point defects as, essentially, larger-scale disordered structures are formed
from these smaller units. In this section, hypotheses for predicting the impact of defects
on PV performance are discussed and results are presented for some calculated defect
properties of Cu3AsS4.
6.2.1 Tunability of equilibrium defect concentrations
Calculating the formation energy, ∆HD,q of various types of defects in the absorber
material can provide valuable insights for determining the performance of a solar cell
made from the absorber. The impact of defects in high and low concentrations on solar
cell performance were discussed in section 2.4. When a defect forms, there is a trade-off
in the cost of breaking bonds and the gain in configurational entropy, S. The resulting
crystal configuration will be that which minimises the Gibbs free energy
G = H − TS, (6.1)
where H is the enthalpy.






which depends on the formation energy of the defect, ∆HD,q, and the number of lattice
sites, N . As shown in Eq. 3.37 and 3.38 in section 3.3, ∆HD,q directly depends on
the chemical potential of the species involved in the creation of the defect, µi. µi
can be tuned experimentally as it is a function of temperature and pressure [227].
Consequently, this allows for some tunability in the concentrations of particular defects
in an absorber material through the synthesis conditions.
6.2.2 Predicting the impact of point defects
Point defect calculations
As mentioned in the previous section, the formation energy of defects depends upon
the chemical potential of the species and, as shown in Eq. 3.38 for charged defects in
section 3.3, the formation energy of a defect may change as a function of the Fermi
energy, i.e. the electron chemical potential. Fig. 6-1 from Ref. [67] shows an example
analysis of the defect physics of Cu2ZnSnS4. The figure shows the formation energies of
various intrinsic defects in Cu2ZnSnS4 for one particular point in the chemical potential
space for phase-pure Cu2ZnSnS4 as a function of the Fermi energy. The Fermi energy
is initially referenced to the VBM of the perfect host and set to zero and then tuned
out to the other extreme in the electron chemical potential (the CBM of the host)
to determine the transition levels between different charge states of an ionised defect.
The ionisation levels of intrinsic defects in Cu2ZnSnS4 from Ref. 67 were shown early
in this thesis in Fig. 2-10. The transition or ionisation levels can be determined from
the turning points between different charge transition states in Fig. 6-1. The depth
of defect transition levels can be used to determine if low energy defects can produce
free carriers to contribute to electrical conductivity (for instance, if the defect-induced
energy levels are within kBT of the band edges to allow for thermal excitation of the
charge carrier into the bands), or if the defects are likely to be a centre for Shockley-
Read-Hall recombination (if levels are deep in the band gap) [66].
Further insights can be gained from plots such as Fig. 6-1. For each value of the Fermi
energy, only the formation energy of the defect in its lowest formation energy charge
state is shown. The charge state of the defect can be inferred from the gradient of the
line in Fig. 6-1. A flat line corresponds to a neutral defect, as its formation energy
is independent of the Fermi energy, the gradient is positive for a donor defect and
negative for an acceptor defect. If the defect is doubly charged, the slope will be twice
as steep. A plot showing formation energies for all likely defects in a material can be
133
Figure 6-1: The change of the defect formation energy, ∆HD,q, in Cu2ZnSnS4 as a
function of the Fermi energy at one point in the chemical potential for phase-stable
Cu2ZnSnS4. The most stable charge state is plotted for a given Fermi energy. Figure
reproduced with permission from Ref. 67.
used to determine if the material is likely to exhibit n-type or p-type conductivity from
the relative formation energy of acceptor and donor defects. Plots such as Fig. 6-1 can
also be used to determine if Fermi level pinning (limiting quasi fermi level splitting in
a solar cell) could occur in a material based on the point defects. This can be inferred
from any point defect formation energies becoming spontaneous for certain values of the
Fermi energy or from crossing points between acceptor and donor defects, indicating
approximately the Fermi energy at which compensation will happen in either direction.
Hypotheses for predicting the defect physics of Cu3AsS4
As discussed in the previous sections, a wealth of information on the defect properties
of an absorber material, the implications for its performance as a solar cell and the
tunability of the optoelectronic properties can be obtained from electronic structure
calculations of point defects. A fuller understanding of the defect properties is likely
to require considerations of defect pairs and extended defect structures such as grain
boundaries in the multi-component, polycrystalline materials that are usually used in
thin-film solar cells. However, the analysis of even just point defects from electronic
structure calculations is a very computationally demanding process. In multinary semi-
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conductors, there is a large number of different possible defects resulting in a large set
of calculations to perform with large supercells to minimise finite-size effects (discussed
in section 3.3). This section highlights some hypotheses from the literature for inferring
the defect physics of a material without performing electronic structure calculations for
all possible defect structures in a material. Hypotheses that could be tested with this
case study for Cu3AsS4 are outlined.
The ability to determine if the performance of a material in a solar cell is likely to be
severely hindered by the presence of defects, before performing any electronic struc-
ture calculations or synthesising the material, would clearly be a very powerful tool in
high-throughput searches for new absorber materials for high-performance solar cells.
Research efforts have sought to determine descriptors for ‘defect-tolerance’ by analogy
to lead halide perovskites [228] due to the remarkable resilience of the observed opto-
electronic properties of the absorber in highly defective, solution-processed solar cells
[229, 230]. However, inferring any universal trends and design principles that are ap-
plicable across all material classes is very challenging. The defect physics of a material
is typically a very idiosyncratic property of the material with the interplay of many
subtle effects.
One of the material properties of the lead halide perovskites that has been related to
the observed defect-tolerance is the particularly large static (low-frequency) dielectric
constant, s [228]. Consequently, s has been proposed as one metric for determining
how defect-tolerant a solar absorber is likely to be. A material with a larger s is capable
of more substantial charge screening, resulting in smaller defect charge-capture cross-
sections and inhibiting radiative electron-hole recombination [231]. A number of works
have hypothesised that the bonding character at the band extrema of a material may
be related to the depth of defect levels [230, 232, 228, 230]. It has been proposed
that antibonding states at the VBM imply shallower defects. The real component of
the electron wavefunction of the highest occupied state in Cu3AsS4 from the paper
presented in section 5.2 [233] is shown again in Fig. 6-2a with the partial electronic
density of states (pDOS) of Cu3AsS4 shown in Fig. 6-2b. The opposite parity of
neighbouring S p-orbitals and Cu d-orbitals in Fig. 6-2a indicates antibonding character
at the VBM of Cu3AsS4.
General trends between the bonding character at the band extrema of different materi-
als and their defect physics are yet to be confirmed, however, in a number of multinary
Cu-based materials, Cu vacancies are found to be shallow with low formation energy.
This has been shown to be the case in Cu2ZnSnS4 [67] and CuInSe2 [234] and the
p-type conductivity of CuInSe2 is attributed to this intrinsic defect. For Cu2ZnSnS4,
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Figure 6-2: a) The real component of the electron wavefunction of the highest occupied
state in Cu3AsS4. b) Partial electronic density of states (pDOS) of Cu3AsS4, where
the top of the valence band has been set to 0 eV. Figure reproduced with permission
from Ref. 233.
this observation has been rationalised in Ref. 235 as follows: ‘Bonds in Cu-based qua-
ternaries are weaker than in group-IV, III-V or II-VI binaries, the former have Cu-
d-S/Se-p antibonding states (+sp3) while latter have purely sp3 which are stronger
bonds’. From the bonding character shown at the VBM of Cu3AsS4 in Fig. 6-2b, we
may also expect shallow Cu vacancies with low formation energies in this material, to
possibly provide further confirmation of this trend. Additionally, available experimen-
tal data for Cu3AsS4 suggests that this material will also exhibit p-type conductivity
[236, 237]. This observation implies shallow acceptor defects with low formation en-
ergies in Cu3AsS4 either from instrinsic defects, such as Cu vacancies, or due to the
presence of impurities.
6.2.3 Defect physics of enargite, Cu3AsS4
Construction of defect supercells
Electronic structure calculations to predict the formation energy of isolated point de-
fects in Cu3AsS4 are performed using the methodology outlined in section 3.3 us-
ing the supercell method with the all-electron electronic structure code FHI-aims. A
2 × 2 × 2 supercell of the enargite unit cell was constructed (shown in Fig. 6-3b and
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6-3a respectively). The 2 × 2 × 2 supercell contains 128 atoms with dimensions of
14.86× 12.91× 12.33A˚3. This is the largest and most isotropic system for the desired
level of theory. As mentioned in the methodology section, standard DFT methodology
often results in underestimation of the electronic band gap, which can lead to inaccu-
rate defect calculations [142, 143]. For this reason, calculations are performed using
the HSE06 hybrid-DFT functional, also outlined in the methodology section.
Figure 6-3: a) Unit cell of enargite (Cu3AsS4) and b) 2×2×2 supercell containing 128
atoms with dimensions 14.86× 12.91× 12.33A˚3.
The supercell is constructed from a unit cell where the volume has been relaxed with a
tolerance of with the HSE06 functional, including spin-orbit coupling (SOC), a 4×4×4
k -grid and tabulated ‘tight’ basis set species defaults for the FHI-aims software package.
It is important that the unit cell volume is relaxed before constructing the defect
supercells as even slight differences in the lattice parameters for the given functional
relative to the experimental values used in the study in section 5.2 could result in spurius
ionic relaxations once a defect has been introduced into the supercell to compensate
for the strain. To generate the supercell structures for all symmetrically inequivalent
on site vacancy defects in Cu3AsS4, Transformer python libraries [238] (which utilise
spglib crystal symmetry python libraries [239]) were used.
For the relaxation of the defect supercells, however, the lattice parameters are fixed
and only internal atomic coordinates are relaxed. Allowing lattice parameters to relax
in the defective supercells could result in excessive defect-induced relaxation which
would be expected for a higher defect density than for isolated point defects in the
dilute limit, which is being simulated here. Relaxations of the defect supercells are
also performed using HSE06+SOC. The structures are first pre-relaxed with the ‘light’
species defaults, this is often recommended when using FHI-aims to reduce the number
of geometry steps required at the ‘tight’ level of accuracy. The resulting structures
are then relaxed with tight basis set species defaults. Relaxation is performed at the
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gamma point and then a single-shot calculation is performed with a 2 × 2 × 2 k -grid
and including SOC.
Construction of phase diagram
As discussed in section 3.3, to obtain the formation energy of a defect it is necessary
to know the chemical potentials of species added to or removed from the system when
a defect is formed. We therefore need to know the range of chemical potentials for the
synthesis of phase-pure material. For this, the total energies of the constitutent ele-
ments and formation energies of all competing secondary phases needed to be computed
at the same level of theory as used for the defect calculations.
The range of chemical potentials must satisfy certain thermodynamic conditions for the
desired compound to be thermodynamically stable without coexistence of unwanted
secondary phases. Firstly, the sum of chemical potentials of the component elements
should be at equilibrium with the formation energy of the compound. Secondly, the
formation of the secondary compounds should be avoided. Lastly, all component el-
ements should favour the formation of the compound, as opposed to pure elemental
phases [139]. Examples of such conditions for enargite are shown in Eq. 6.3, 6.4 and 6.5,
where As2S3 is an example of an unwanted competing phase and ∆Hf is the formation
energy of a compound.
3µCu + µAs + 4µS = ∆Hf(Cu3AsS4). (6.3)
2µAs + 3µS < ∆Hf(As2S3). (6.4)
µCu, µAs, µS < 0. (6.5)
To determine the range of chemical potentials satisfying conditions such as those shown
above, the CPLAP software package is used [240].
To determine all competing secondary phases for Cu3AsS4, the Materials Project [202]
database was searched for all compounds containing Cu, As and S that were stable or
with formation energy up to 0.1 eV per atom above the thermodynamic convex hull.
The volume of the unit cell for each compound were relaxed with the HSE06 functional
and including SOC. The light species defaults were used for the relaxation followed by a
single-shot calculation with tight species defaults to ensure the level of theory matched
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that of the defect calculations of Cu3AsS4. k -grid densities were set for a total number
of k -points of 2000/(no. of atoms in unit cell) for insulators but a more dense setting
of 10,000/(no. of atoms in unit cell) was used for metals.
Element Total energy (eV) No. atoms in unit cell Energy per atom (eV)
Cu -180982.234 4 -45245.558
As -371370.779 6 -61895.130
S -348162.585 32 -10880.081
Table 6.1: Elemental energies of components in enargite (Cu3AsS4) in their standard
states calculated with the HSE06 functional and including SOC.
Calculated total energies of relaxed structures for the secondary compounds and el-
emental components in their standard states were used to determine the formation
energies, ∆Hf , of the compounds. The energy of the elemental species were obtained
as the total energy of the structure in the standard state divided by the number of
atoms in the unit cell. The formation energies of the compounds were determined by
the difference in energy between reactants and products by dividing the total energy
of the compound by the number of formula units in the unit cell and subtracting the
energies of the elemental components. Elemental energies are given in Table 6.2.3,
formation energies of competing phases computed from these elemental values are are
given in Table 6.2 for stable compounds and in Table 6.3 for unstable competing phases
with formation energy of up to 0.1 eV per atom above the convex hull, as listed on the
Materials Project database.
The phase diagram for enargite is shown in Fig. 6-4 with a, b and c corresponding
to fixed chemical potential for Cu, S and As respectively. The grey region in each
Compound Total energy (eV) F.U. in unit cell ∆Hf (eV)
Cu3AsS4 -482309.063 2 -2.403
As2S3 -625725.232 4 -0.806
AsS -1164408.821 16 -0.341
Cu12As4S13 -1863952.980 2 -8.219
Cu6As4S9 -1233959.866 2 -5.336
Cu7S4 -1440968.101 4 -2.793
CuS2 -134011.919 2 -0.240
CuAsS -472086.216 4 -0.785
CuS -336756.853 6 -0.503
Table 6.2: Formation energies of stable secondary phases for the phase diagram of
Cu3AsS4 calculated with the HSE06 functional and including SOC.
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Compound Energy above hull Total energy (eV) F.U. in unit cell ∆Hf (eV)
(eV per atom)
As4S3 0.004 -1120887.027 4 -0.995
As4S5 0.003 -603964.775 2 -1.464
As8S9 0.003 -1186169.186 2 -2.827
Cu18S11 0.076 -934107.329 1 -6.389
Cu2As 0.02 -304772.545 2 -0.026
Cu2S 0.01 -608229.920 6 -0.456
Cu3As 0.019 -1581055.864 8 -0.178
Cu3AsS3 0.032 -921094.597 4 -1.602
Cu5As2 0.05 -700036.355 2 -0.125
Cu9S5 0.045 -923227.266 2 -3.203
CuAs 0.052 -214280.966 2 0.205
CuAs2 0.081 -338070.681 2 0.478
Table 6.3: Formation energies of unstable secondary phases with formation energy as
listed on the Materials Project database of up to 0.1 eV per atom above the convex hull
for the phase diagram of Cu3AsS4 calculated with the HSE06 functional and including
SOC.
Int. point µCu µAs µS
1 -0.563 -0.216 -0.125
2 -0.667 -0.403 0.000
3 -0.347 0.000 -0.341
4 0.000 -0.544 -0.465
5 -0.182 0.000 -0.465
6 0.000 -2.403 0.000
7 -0.478 -0.216 -0.188
8 -0.551 -0.403 -0.087
9 -0.316 0.000 -0.364
10 0.000 -2.055 -0.087
Table 6.4: Intersection points in chemical potential space from the phase diagram for
enargite (Cu3AsS4) shown in Fig. 6-4, where µi is referenced to the total energy of the
element phase in its standard state.
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Figure 6-4: Phase diagram for enargite (Cu3AsS4) calculated with the HSE06 functional
and including spin-orbit coupling. Plot generated using the CPLAP software package
[240].
plot shows the region of phase stability for Cu3AsS4. This therefore determines the
maximum range that the atomic chemical potentials could be tuned to influence the
defect physics of Cu3AsS4 whilst allowing for the synthesis of phase-pure material. The
intersection points in chemical potential space from the Cu3AsS4 phase diagram are
given in Table 6.4.
Calculation of static dielectric constant
As outlined in section 3.3, the static (low frequency) dielectric constant, s, is required
to implement existing finite-size correction schemes for periodic electronic structure
calculations of charged defects with the supercell method. Additionally, as outlined at
the start of this section, a large s has been proposed as a metric for predicting if a PV
material is likely to be ‘defect-tolerant’ [228]. Therefore this is an important material




























Figure 6-5: Ionic dielectric constant of enargite (Cu3AsS4) calculated from density
functional perturbation theory with the PBEsol functional with increasing k -grid den-
sity.
In a solid in the absence of free dipole rotations, the dielectric response to a static
perturbing electric field, such as that from a charged defect within the host lattice, is
described by the electronic and ionic components of the static dielectric constant of the
solid
s = ∞ + ionic. (6.6)
The static limit of the electronic component (∞) is taken, i.e. ∞(ω → 0), from the
optical dielectric function calculated using the random phase approximation as imple-
mented in FHI-aims for Cu3AsS4 in the study presented in section 5.2 [233]. The ionic
dielectric constant is calculated with density functional perturbation theory (DFPT)
with the PBEsol functional as implemented in the VASP [106] software package. The
volume of the unit cell is first relaxed with VASP with the PBEsol functional with a
k -grid density of 6×6×6 and a plane wave cut off energy of 500 eV. Before computing
the ionic dielectric constant it is important to have a well-optimised relaxed structure
for the unit cell, for this reason strict relaxation criteria are used. The allowed error
in total energy (i.e. the exit criteria for the electronic scf cycle) is reduced from the
default value of 10−4 to 10−8 and ionic relaxation is performed until forces converge
to within 0.001 eVA˚−1. The ionic dielectric constant is then computed with DFPT for
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this relaxed unit cell with increasing k -grid density. This is shown in Fig. 6-5.
10×10×10 k -points is taken as sufficient for convergence in the ionic dielectric constant
although, as shown in Fig. 6-5, the xx component showed poor convergence. The value
calculated with 20× 20× 20 k -points is 1.24 times larger than the value at 10× 10× 10
k -points. Combining the ionic dielectric constant with data for the electronic dielectric
constant from the study presented in section 5.2, gives the total static dielectric constant
tensor
s =
7.49 0 00 6.92 0
0 0 7.19
 . (6.7)
The electronic contributions to the dielectric tensor of Cu3AsS4 (calculated in the
study presented in section 5.2 [233]) of approximately 6 are comparable to those of
other well-studied solar absorber materials such as CdTe and methylammonium lead
iodide (MAPI) [241]. However, the ionic contributions shown in Fig. 6-5 are very
modest, especially compared to the exceptionally large values of up to approximately
30 along some crystallographic directions for MAPI as calculated in Ref. 241. This could
imply that, compared to the remarkable defect-tolerance of the observed optoelectronic
properties of MAPI, more defect-induced charge-carrier scattering and recombination
could be expected in Cu3AsS4.
Charge neutral vacancies in Cu3AsS4
To calculate the formation energy of charge neutral defects, Eq. 3.37 from section 3.3
is used with the total energies of the relaxed defect supercells, the total energy of
an equivalent perfect host supercell and the total energy per atom in the standard
states for elements added to or removed from the host are taken from Table 6.2.3.
All ten intersection points in the chemical potential space from Table 6.4 are used.
The intention here is to determine the values for the species chemical potentials that
increase the formation energy of the defects, especially any that may be found to be
detrimental to device performance.
Calculated defect formation energies of charge neutral vacancies in Cu3AsS4 are pre-
sented in Table 6.5. Here we focus only on site vacancies, which are defects that are
likely to form in abundance. Future work could consider interstitials and antisites in
all possible charge states, but owing to the low symmetry of Cu3AsS4 (space group
31), there are many possible configurations for defects. Table 6.5 shows that there are
many points in the chemical potential space where formation energies of neutral Cu
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Defect Etot (eV) ∆HD,q=0 at all 10 intersection points for µi (eV)
1 2 3 4 5 6 7 8 9 10
VS,q=0, sg1 -3847591.66 0.78 0.90 0.56 0.44 0.44 0.90 0.71 0.82 0.54 0.82
VS,q=0, sg6, s1 -3847591.62 0.81 0.94 0.60 0.47 0.47 0.94 0.75 0.85 0.57 0.85
VS,q=0, sg6, s2 -3847591.81 0.62 0.75 0.41 0.28 0.28 0.75 0.56 0.66 0.39 0.66
VCu,q=0, sg1 -3813225.74 0.77 0.67 0.99 1.34 1.16 1.34 0.86 0.79 1.02 1.34
VCu,q=0, sg6 -3813225.75 0.77 0.66 0.98 1.33 1.15 1.33 0.85 0.78 1.01 1.33
VAs,q=0, sg6 -3796572.40 4.89 4.71 5.11 4.57 5.11 2.71 4.89 4.71 5.11 3.06
Table 6.5: Formation energies, ∆HD,q=0 of charge neutral vacancies in enargite
(Cu3AsS4) at all 10 intersection points in the chemical potential space for enargite
from Table 6.4. Etot are total energies of the defective supercells and defects are la-
belled according to their spacegroup (sg) and unique structure (s) as identified by
crystal symmetry using Transformer libraries [238].
and S vacancies are less than 1 eV, implying appreciable concentrations of these defects.
Firstly, this implies that Cu3AsS4 may fit the trend of low formation energies for Cu
vacancies observed for Cu2ZnSnS4 and CuInSe2, as discussed earlier in this section.
Secondly, the low formation energies of S vacancies implies that sulfur partial pressure
should be carefully controlled during the synthesis of Cu3AsS4. A number of studies
on the synthesis of Cu2ZnSnS4 thin-films for solar cells have found that device perfor-





The subject of this PhD thesis has been to investigate current performance limitations
of metal sulfide solar cells. This study is motivated by the possibility of using these
technologies to contribute towards achieving the goal of terawatt-scale power produc-
tion from renewable energy resources. There were two major components to this study.
Firstly, to investigate possible origins of the performance deficit of solar cells based
on the earth-abundant and non-toxic candidate absorber material Cu2ZnSnS4. This
was the subject of chapter 4. The second major component of this work has been to
identify and assess the likely photovoltaic (PV) performance of candidate photoactive
ferroelectric (‘photoferroic’) absorber materials to enable the exploration of possible
alternative pathways to high-performance solar cells. This was the subject of chapter 5
and chapter 6.
7.1 Cu/ Zn disorder in Cu2ZnSnS4 solar cells
In chapter 4, various possible origins for the open circuit voltage (VOC) deficit, and
hence performance deficit, of Cu2ZnSnS4 solar cells were discussed and a computational
model was developed to investigate one of the possible origins. The bespoke Monte
Carlo model developed to simulate thermodynamic Cu/Zn disorder in Cu2ZnSnS4 en-
abled atomistic insights into the Cu/ Zn order-disorder transition. Our model indicated
that this disorder process involved substitutions onto the Cu 2a sites as well as the Cu
2c sites. We were able to investigate the spatial distribution of Cu−Zn and Zn
+
Cu antisites
at various simulation temperatures and generate disordered lattice configurations.
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Electronic band tailing has been observed in all Cu2ZnSnS4 solar cells and has been
linked to the VOC deficit. A further investigation that could be conducted with the
lattice configurations generated by our model, as introduced at the end of chapter 4,
would be to calculate on-site electrostatic potentials in the lattice to explore the possible
connection between Cu/ Zn disorder in Cu2ZnSnS4 and electronic band tailing from
fluctuations in electrostatic potential. Confirming a link between high concentrations
of cation disorder in materials with very chemically similar components and electronic
band tailing would provide a general design principle for improving the efficiency of
PV absorbers. A number of studies are already exploring substituting Cu and Zn with
less chemically similar species in an attempt to suppress cation disorder to reduce band
tailing [245, 246, 247].
An extension of our Monte Carlo model that could provide valuable insights into the
performance deficit of Cu2ZnSnS4 solar cells would be to investigate if cation disorder is
suppressed in off-stoichiometric Cu2ZnSnS4 types [248, 249]. Another extension could
be to investigate Sn related defects and, specifically, if the presence of extended Cu/ Zn
defect structures could lower the formation energy of such defects (which are thought
to have the largest impact on the band-edges [187]), relative to the formation energies
predicted for Sn related defects in a perfect host lattice in the dilute limit as performed
in Ref. 67.
7.2 Candidate photoferroic absorbers in solar cells
A number of exciting PV phenomena have been observed in ferroelectric materials,
as outlined in section 5.1, which could provide alternative pathways to achieving high-
performance solar cells with enhanced local carrier separation from the internal electric
fields of polar crystals and the possibility of increased photovoltages. Most known fer-
roelectric materials have band gaps that are considerably larger than the ideal range for
solar absorption. The aim of chapter 5 was to identify candidate photoferroic absorbers
with band gaps that are well-matched to the solar spectrum. However, at this stage
it is unclear if these novel materials will provide new pathways to high-performance or
result in additional complexity in solar cell fabrication, such as depolarisation fields at
device interfaces [197] and if static ferroelectric domains could act as internal diodes
to hinder charge-carrier transport. Experimental studies or device modelling of these
absorber materials may be able to provide further insights here.
The aim of chapter 6 was to provide insights that may accelerate the optimisation of
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solar cells made from these absorbers to enable the investigation of possible novel PV
effects in these materials. In section 6.1.1 we provide suggestions for junction partners
for two of the candidates identified in chapter 5, including options for ‘spike-like’ offsets
in certain cases which are thought to result in more defect-tolerant heterojunctions in
CdTe and CIGS solar cells [224, 225]. Further investigations for an optimal device
architecture could be to explore candidates for the back contact of the solar cells. In
section 6.2.3, we present the formation energies of neutral vacancy defects in Cu3AsS4
and relate this to the defect physics of more mature PV technologies and implications
for optimal processing conditions for the material. Future work for predicting the defect
physics of Cu3AsS4 would be to calculate the formation energies of all possible intrinsic
defects, including antisites and interstitials, in all possible charge states and to predict
the depth of defect levels in the band gap of the absorber.
7.3 Future of theory and simulation for photovoltaic ma-
terials
With the availability of high performance computing resources and advances in materi-
als simulation techniques, we are in an exciting era for computational materials science.
Electronic structure theory has advanced to a level that is able to achieve good quan-
titative agreement with experiment [39] and the development of materials properties
databases now provide a valuable source of information for identifying materials with
the potential for high-performance in various applications, such as PV energy gener-
ation. However, many of the materials that are of current technological interest for
PV pose challenges both for synthesis as well as for the theory and simulation of these
materials.
Many current research efforts are focused on multi-component materials, such as the
candidate PV absorber Cu2ZnSnS4. Exploring more possible combinations of materials
from binary, to ternary and quaternary allows material properties to be tuned to suit
the specific application. However, the cost of such tunability is often the ease of syn-
thesis, such as the very narrow region of the phase-diagram of Cu2ZnSnS4 to achieve
phase-pure material [186] and larger numbers of possible detrimental secondary phases.
Multi-component materials also allow for a vast range of possible defects. While not
all defects are necessarily detrimental to performance [66], this poses a challenge for
simulation due to the large variety of possible defect structures to consider. The for-
mation of larger, extended defect structures are also more likely in multi-component
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systems, such as those resulting from Cu/ Zn disorder in the study presented in section
4.3.2 [159]. Furthermore, thin-film solar cell technologies are usually based on poly-
crystalline materials with many grain boundaries and internal structures which deviate
substantially from models of perfect, periodic crystals and much more so than would
be expected for monocrystalline materials.
To accurately predict the optoelectronic properties of materials with large structural
features, which could be expected in polycrystalline, multi-component materials, typ-
ically requires the accuracy of quantum-mechanical models with electronic structure
calculations. However, performing such calculations for many possible configurations
of large structures can become prohibitively computationally demanding. Materials
of current technological interest highlight a need to combine different simulation tech-
niques with the aim of allowing for the accuracy of quantum-mechanical models with
the computational efficiency of less demanding approaches. Machine learning tech-
niques are increasingly being utilised in materials science [250, 251]. One such example
is recent developments of machine learning interatomic potentials [252, 253]. This data-
driven approach constructs interatomic potentials using machine learning techniques
with data from electronic structure calculations and aims to allow simulations to go far
beyond the time- and length-scale regimes that are presently accessible using quantum-
mechanical methods [254]. This is still a developing field with key challenges such as
the development of optimal representations of atomic structures to use in the training
procedure and systematic methods for producing the dataset of electronic structure
calculations the model is trained on to ensure that it is sufficiently diverse and repre-
sentative of the system [252]. However, such techniques could enable a deeper under-
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1 Convergence of change in lattice energy with
cut-off radius for Monte Carlo moves
In the Monte Carlo (MC) simulations of CZTS, we use the
change in lattice energy, dE, of the system before and after per-
forming an MC move (nearest-neighbour Cu-Zn substitution) to
determine if the move should be accepted or rejected.
In a simple model of ionic crystals, it is assumed that the
lattice energy is given entirely by the potential energy of clas-
sical ions of charge Z at their equilibrium positions [1]. Two
oppositely charged ions separated by a distance r experience
an attractive Coulomb force, F , shown in equation 1. Their












Considering nearest neighbouring ions, next-nearest neighbours,
etc. out to a particular cut-off and summing over pairwise con-
tributions to the electrostatic potential gives the dominant term
in the expression for the lattice energy. Here, we are neglecting
short-range forces including van der Waals interactions.
For computational efficiency when performing large numbers
of MC moves, we use a finite cutoff radius for the lattice en-
ergy summation. To ensure that we use a suitable rcutoff for
our lattice summations when calculating dE for each MC move,
we calculate dE for the same move with increasing rcutoff , as
shown in Fig. 1. From this, we have taken 5 lattice units
as a suitable value for rcutoff . We use the same volume for
2
the lattice summation before and after performing the nearest-
neighbour Cu-Zn substitution to compute dE (we called this
our ‘site energy stencil’ method in the Eris source code). This
method was found to be better for achieving convergence in dE
when using a finite cutoff radius for the lattice energy summa-
tion.
Figure 1: Convergence in the change in lattice energy (dE) for 3D Cu/ Zn
disorder with respect to the cut-off radius (rcutoff ) for the lattice summations.
The schematic shows a proposed swap between a Cu (blue) and Zn (steel
grey) ion, and the circle is used to demonstrate a cut-off radius used for the
lattice energy summation to obtain dE between the system before and after
the proposed Monte Carlo move.
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Figure 2: Convergence in the change in lattice energy (dE) for 2D Cu/ Zn
disorder with respect to the cut-off radius (rcutoff ) for the lattice summations.
4
2 Equilibration check for 2D Cu/ Zn disorder
Figure 3: Variance in the distribution of the on-site electrostatic potential
of Sn ions in a 24×24×24 Cu2ZnSnS4 system (containing 13,824 ions in
total) across a range of simulation temperatures with 3D Cu/ Zn disorder.
Each mega Monte Carlo step corresponds to sweeping across the lattice and
attempting 100 trial moves per lattice site.
5
3 Finite-size check for 2D Cu/ Zn disorder
Figure 4: Two order parameters to assess finite-size effects for 2D Cu/ Zn
disorder. Order parameters discussed further in the manuscript.
6
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1 Total energy convergence for geometry op-
timization
Figure 1: Convergence of the change in calculated total energy for enargite
(Cu3AsS4) with respect to the number of k -points, calculated using the PBE
functional.
Figure 2: Convergence of the change in calculated total energy for bournonite
(CuPbSbS3) with respect to the number of k -points, calculated using the
PBE functional.
2
2 Convergence of band structure
Figure 3: Convergence of bournonite band structure with increased density
of k -points using a tight basis set calculated using PBE+SOC. Note that
these calculations were performed for a different orientation of the unit cell
as in the main body of the paper.
Figure 4: Convergence of bournonite band structure with increased basis
set using an 8 × 8 × 8 k -grid calculated using PBE+SOC. Note that these
calculations were performed for a different orientation of the unit cell as in
the main body of the paper.
3
3 Convergence of DOS
Figure 5: Convergence of bournonite density of states (DOS) with respect to
Gaussian broadening applied to obtain a smooth density of states based on
the peaks produced by individual states. Calculations were performed with
an 8× 8× 8 k -grid using PBE+SOC.
Figure 6: Convergence of bournonite density of states (DOS) with respect to
the number of energy data points for which the DOS is given. Calculations
were performed with an 8× 8× 8 k -grid using PBE+SOC.
4
4 Fits to band extrema for effective mass cal-
culation
Figure 7: Parabolic fits to the band extrema of enargite (Cu3AsS4), where
a-c correspond to the conduction band minimum (CBM) in directions ||a, ||b
and ||c respectively and d-f correspond to the valence band maximum (VBM)
in directions ||a, ||b and ||c respectively. Red dots are the band energies or
eigenvalues, (k), green continuous curves are parabolic fits to these values,
E(k). For the VBM in ||b direction, the extrema of the parabola did not
coincide with the VBM for the data points. In this case we allow the fitting
procedure to locate the position of the VBM and corresponding k-points. To
check the extrapolated fitting curve, the DFT-HSE06+SOC (k) of the lower
band (blue dots) are also shown for the VBM in the ||b direction.
5
Figure 8: Parabolic fits to the band extrema of stephanite (Ag5SbS4), where
a-c correspond to the conduction band minimum (CBM) in directions ||a, ||b
and ||c respectively and d-f correspond to the valence band maximum (VBM)
in directions ||a, ||b and ||c respectively. Red dots are the band energies or
eigenvalues, (k), green continuous curves are parabolic fits to these values,
E(k). For the VBM in ||a and ||b directions, the extrema of the parabola
did not coincide with the VBM for the data points. In this case we allow
the fitting procedure to locate the position of the VBM and corresponding
k-points. To check the extrapolated fitting curve, the DFT-HSE06+SOC
(k) of the lower band (blue dots) are also plotted. Similarly, for the CBM
in the ||b direction the extrema of the parabola did not coincide with the
CBM for the data points. We again allow the fitting procedure to locate the
position of the CBM and corresponding k-points. To check the extrapolated
fitting curve, the DFT-HSE06+SOC (k) of the lower band (blue dots) are
also plotted.
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Figure 9: Parabolic fits to the band extrema of bournonite (CuPbSbS3),
where a-c correspond to the conduction band minimum (CBM) in directions
||a, ||b and ||c respectively and d-f correspond to the valence band maximum
(VBM) in directions ||a, ||b and ||c respectively. Red dots are the band
energies or eigenvalues, (k), green continuous curves are parabolic fits to
these values, E(k). For the CBM in ||a direction, the extrema of the parabola
did not coincide with the CBM for the data points. In this case we allow
the fitting procedure to locate the position of the CBM and corresponding
k-points. To check the extrapolated fitting curve, the DFT-HSE06+SOC
(k) of the upper band (blue dots) are also shown for the CBM in the ||a
direction.
7
5 Convergence of dielectric functions
We perform a convergence test for the optical dielectric func-
tion of bournonite (CuPbSbS3) using the PBE functional. It
was only possible to carry out the convergence test with PBE
for bournonite, as both stephanite and enargite do not possess a
band gap at this level of theory. From this we find the dielectric
function of bournonite to converge with a k -point grid of den-
sity 8x8x8, as shown in figure 10. However, the smaller unit cells
and lower valence band DOS of enargite and stephanite could
indicate that these materials may require a more dense k -point
grid than for bournonite. Therefore for enargite and stephan-
ite a subsequent convergence test was carried out at the HSE
level of accuracy, as shown in figures 11 and 12, where it was
found that both materials required a 10x10x10 k -point grid for
a converged dielectric function. All calculations for the optical
dielectric function were performed using the FHI-aims software
package.
Figure 10: Convergence of the calculated dielectric function of bournonite
(CuPbSbS3), calculated with the PBE functional and SOC, with respect to
the density of the k -point grid.
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Figure 11: Convergence in the calculated optical dielectric function of enar-
gite (Cu3AsS4), calculated with the HSE functional and SOC, with respect
to the density of the k -point grid.
Figure 12: Convergence in the calculated optical dielectric function of
stephanite (Ag5SbS4), calculated with the HSE functional and SOC, with
respect to the density of the k -point grid.
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6 Derivation of units of the absorption coef-
ficient
The complex dielectric function is given by equation 1.
 = + i˜ (1)
The extinction coefficient is given by equation 2, where || is








2 + ˜2 (3)
The absorption coefficient is given by equation 4. 1λ can be
obtained from equation 5, where ω is the energy of the incident














−Re(ω) +√Re2(ω) + Im2(ω)
2
(6)
From equation 6, we can obtain the units of the absorption
coefficient.  is dimensionless, the units of the α therefore are
the units of ωhc . ω is in units of eV, Planck’s constant, h =
4.135667662 × 10−15eV s and the speed of light, c = 3×108 m
s−1. This gives hc ≈ 1.24 × 10−6eV m or 1.24 × 10−4eV cm.
Therefore α is in units of cm−1.
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7 Electron localisation function
The electron localisation function (ELF) [3] is calculated in
VASP using the HSE06 functional and a 2× 2× 2 k -mesh. The
ELF gives the probability of finding an electron near a reference
electron, and thus highlights the presence of bonds and lone
pairs.
Figure 13: Electron localisation function of enargite (Cu3AsS4) (a and d),
stephanite (Ag5SbS4) (b and e) and bournonite (CuPbSbS3) (c and f). The
values of the isosurfaces are a) 0.875, b-c) 0.925, d-e) 0.75 and f) 0.45.
The ELF is shown for enargite, bournonite and stephanite in
Figure 13. At high values of the iso-surface (a-c) the lone pairs
of Sb in stephanite and bournonite (b and c) are clearly seen.
No lone pairs are seen for As in enargite(a), but at lower values
of the ELF isosurface bonding is evident (d). The Pb atoms
in bournonite do not show any lone pairs at high values of the
isosurface either, but a localised spherical region around the Pb
11
atom is observed at lower values (f). The results for bournonite
are in agreement with previous calculations [1].
12
8 Calculations of spontaneous lattice polari-
sation
Bournonite and enargite crystallise in the Pmn21 spacegroup
(31), while stephanite crystallises in the Cmc21 spacegroup (36).
Both of these groups have a mirror plane in the yz-plane, im-
plying no polarisation in the x-direction and a screw axis along
the z–direction, implying that polarisation is allowed along the
z–direction only [2]. Indeed we can verify that the polarization
is 0 along the x- and y-axes in our three structures.
To investigate the strength of polarity in the materials, cal-
culations of the spontaneous electric polarisation, Ps, of each
material were performed using the Berry-phase formalism [4]
with the methodology outlined in reference [5]. Only differences
in polarisation are physically meaningful, we therefore optimise
the structure with polarisation +Ps and invert this structure to
get the opposite polarisation, -Ps. The polarisation difference
between those two structures, 2Ps, is calculated and we verify
that the change in polarisation is continuous by also calculating
the polarisation for a number of configurations connecting the
two structures, with their coordinates r obtained from equation
7, where λ is a number between 0 and 1.
r = λrPs + (1− λ)r−Ps (7)
Note that to make the path the atoms in the end structure
are renumbered to make the path shorter. This can be done in
several ways and our choice is arbitrary, made by inspection (the
choice should not be important as the result should only depend
on the end points). The calculations were performed in VASP
using the HSE06 functional, PAW pseudopotentials and a 500
13
eV cutoff energy. Due to computational limitations we only use
2×2×2 k -points for these calculations, however from comparison
with Γ-point calculations the effect of k -points on the calculated
polarization is found to be minimal (see Figure 14). We do
however find that some of the intermediate structures close to
λ=0.5 become metallic when more than one k -point is used, and
the polarisation can thus not be calculated for these structures.
Instead we perform the calculations for all structures along the
path using the Γ-point only and use the results to construct the
path connecting the non-metallic points calculated with 2×2×2
k -points. The spontaneous polarisation is found to be 67.8 and
68.3 µ C cm−2 for the 2 × 2 × 2 and 1 × 1 × 1 k -point meshes
respectively for enargite.
Figure 14: Calculated spontaneous polarisations of enargite (Cu3AsS4),
stephanite (Ag5SbS4) and bournonite (CuPbSbS3) using 1×1×1 and 2×2×2
k -points.
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9 Energy barriers to switch direction of lat-
tice polarisations
Figure 15 shows that the energy change along the paths used to
calculate the spontaneous lattice polarisation. These provide an
upper bound for the energy barrier for polarisation switching,
however we note that since the path is not optimised (e.g. as in
a nudged elastic band calculation) the real barrier is expected
to be significantly lower.
Figure 15: Energy barrier to switch the direction of lattice polarisation in
enargite (Cu3AsS4), stephanite (Ag5SbS4) and bournonite (CuPbSbS3).
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Symmetric and non-polar surface terminations for enargite (Cu3AsS4)
and bournonite (CuPbSbS3) cut using methodology in Ref. [2].
The VESTA[4] software package was used to create Fig. 1 and
2.
Figure 1: Enargite (Cu3AsS4) (100), (010)a, (010)b, (110) surface termina-
tions.




Figure 3: Electrostatic potentials across the finite direction of slab models
for enargite (Cu3AsS4) a) (100), b) (010)a, c) (010)b, d) (110) surfaces.
Figure 4: Electrostatic potentials across the finite direction of slab models for
bournonite (CuPbSbS3) a) (100), b) (010)a, c) (010)b, d) (110)a, e) (110)b
surfaces.
3
3 Structure files for junction partners used
for lattice matching
Table 1: Materials project IDs for structure files used for lattice matching
step.




























4 Band alignment with final junction part-
ners candidates for all absorber slabs
Below are band alignment plots of the final junction partner
candidates for each absorber layer slab. Ionisation potentials,
electronic band gaps and electron affinities for the absorber ma-
terials are calculated in this work, but those of the candidate
junction partners are from the dataset used in Ref. [1] and
contained in the ELS git repository. The minimum strain ter-
mination for each junction partner candidate were shown in the
main manuscript in Tables 2 and 3.
Figure 5: Spike conduction band offset (CBO) for enargite (Cu3AsS4) (100)
termination.
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Figure 6: Spike conduction band offset (CBO) for enargite (Cu3AsS4) (010)a
termination.
Figure 7: Cliff conduction band offset (CBO) for enargite (Cu3AsS4) (010)a
termination.
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Figure 8: Spike conduction band offset (CBO) for enargite (Cu3AsS4) (010)b
termination.
Figure 9: Spike conduction band offset (CBO) for enargite (Cu3AsS4) (110)
termination.
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Figure 10: Cliff conduction band offset (CBO) for bournonite (CuPbSbS3)
(100) termination.
Figure 11: Spike conduction band offset (CBO) for bournonite (CuPbSbS3)
(010)a termination.
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Figure 12: Cliff conduction band offset (CBO) for bournonite (CuPbSbS3)
(010)a termination.
Figure 13: Cliff valence band offset (VBO) for bournonite (CuPbSbS3) (010)a
termination.
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Figure 14: Spike conduction band offset (CBO) for bournonite (CuPbSbS3)
(010)b termination.
Figure 15: Cliff conduction band offset (CBO) for bournonite (CuPbSbS3)
(010)b termination.
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Figure 16: Cliff valence band offset (VBO) for bournonite (CuPbSbS3) (010)b
termination.
Figure 17: Spike conduction band offset (CBO) for bournonite (CuPbSbS3)
(110)a termination.
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Figure 18: Cliff valence band offset (VBO) for bournonite (CuPbSbS3) (110)a
termination.
Figure 19: Spike conduction band offset (CBO) for bournonite (CuPbSbS3)
(110)b termination.
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Figure 20: Cliff conduction band offset (CBO) for bournonite (CuPbSbS3)
(110)b termination.
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