Abstract -For map-matching navigation of autonomous underwater vehicles, the central problem is localizing a sonar (or video) image of the seafloor in an existing global bathymetric map. The terrain-relative navigation methodology presented here is grounded in the Kalman Filter framework and uses its three basic steps: prediction, measurement, and update. In the prediction step, the vehicle location with uncertainty (state and state covariance) is estimated by using the previous vehicle location and dead reckoning. In the measurement step, the current sonar image is matched to the map using the mean absolute difference dissimilarity parameter. Because of the potential for large uncertainties in both the depth values of the image and those of the map, a suite of good matches is accepted rather than the single best match. The localion of each match is considered a measurement of the vehicle position. Finally, each match (measurement) is weighted probabilistically using data association techniques, and the resulting best estimate and associated uncertainties comprise the navigation update. This updated position is then used as a ba,sis for the next prediction step, and the process is repeated. Using real bathymetric data from a section of seafloor near the Mid-Atlantic Ridge between the Kane and Atlantis Transforms, B simulation showing the success of this algorithm will be presented.
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I INTRODUCTION
Although terrain variations have been exploited for landbased vehicles and aircraft, and bathymetric navigation has been discussed for surface vessels for over 25 years [ 5 ] , little has actually been achieved in exploiting sub-surface terrain variations for the purpose of navigation. This has primarily been attributed to the lack of accurate maps. If there is enough local variation in the seafloor, navigation relative to the bathymetric contours or to identified features should be possible. Qualitatively, the greater the bathymetric variability and the finer the map resolution, the more distinct any piece of bathymetry will be, and, consequently, the more accurate navigation is likely to be.
Recently, bathymetric sonars have improved significantly and will continue to do so, and there has been an increase in the development and improvemen1 of bathymetric maps. Much research is being done in the area of bathymetric mapmaking [3, 12, 131, but the work presented here assumes that one of the available map-making procedures has already provided a digital bathymetric map with known accuracy and resolution.
The major contribution of this work is the development of a terrain-relative navigation system for autonomous underwater vehicles (AUVs) that considers multiple location measurements at a single time step and explicitly represents the localization uncertainty at all times. The system incorporates data-association techniques that are usually used for target tracking and adapts them to this application. Image-processing algorithms are used to obtain the map-matched position measurements and to enable the necessary calculations to be completed without prohibitive computational demands. The navigation system is scale-independent and will operate successfully using maps with a wide range of resolutions. Also, the system uses the uncertainty on the map in the localization algorithms, so that highly uncertain maps or maps with varying degrees of uncertainty can be used. Ref.
[6] provides a more detailed presentation.
I1 BACKGROUND
Ref.
[9] is one of the first to investigate the feasibility of bathymetric navigation for AUVs. In this work, Kullander assumes that the AUV has an on-board inertial navigation system and uses terrain navigation to periodically update the position similar to a cruise missile. He concludes from simulation that applying this technique to underwater environments is much more difficult than on land because it is more difficult to collect the necessary data and, furthermore, that data may have large errors. The success of the operation may also be dependent on knowledge of the properties of the water, which affect the performance of the sensor.
[2] takes the terrain contour matching concepts one step further and provides the first thorough evaluation of terrain-relative navigation for AUVs. Bergem investigates the feasibility of using data from a multibeam sonar and matching the profiles to a pre-stored map continuously. He assumes he has a sufficiently detailed map, so the entire region can support bathymetric navigation. His system is built around a Kalman Filter and was implemented and tested with real data from the Oslo fjord of Norway. He successfully demonstrates that navigation with bounded errors can be achieved solely based on information from bottom topography.
Bergem selects only the best match for simplicity, but he does state that data-association methods, which would incorporate multiple matches, have many of the required characteristics needed for a navigation system. Although these techniques are grounded in the Kalman Filter framework, they are non-linear and more complex' than a standard Kal-0-7803-41 08-2/97/$10.00 0 1 997 IEEE man Filter. Additionally, they were "originally designed for target tracking, and the parameters that are needed are difficult to estimate for other applications, e.g., the target detection probability and the spatial density of false alarms [2]."
I also agree that it is wise to use multiple pieces of information gained by matching the profile to the map, rather than by choosing only the best match. In many cases, the uncertainties involved can result in the best match not providing the best navigational update. I do use the complex algorithms and techniques of data association and do encounter the difficulties predicted by [2] , but I have found realistic solutions for this application.
TERRAIN-RELATIVE NAVIGATION
Terrain-relative navigation is a map-matching methodology that assumes the vehicle has both a digital bathymetric map stored on-board and the ability to image the seafloor. The crux of the navigation problem is to localize the sonar image in an existing map. The entire map need not be searched, only a small local area. However, because of the uncertainties involved, e.g. uncertainty in the sonar image, uncertainty in the sonar processing, and uncertainty on the supplied map, simply finding the best match between the sonar image and the map may not result in the best localization. It is also important to explicitly represent the uncertainty on the accepted vehicle location.
To find a good match, first, a criterion for determining the "goodness" of a match (the agreement between the image and the map) must be defined, and, second, this "goodness" must be evaluated throughout the search area. Ref.
[ I l l states that for digital signals, although there are many options, the "two most commonly used choices are the squared difference and the absolute difference." The goodness criterion chosen here is the mean absolute difference (MAD) between the bathymetry values of the image and the map. The absolute difference, and not the difference squared, was chosen to avoid magnifying error values due to fliers. By evaluating the MAD throughout the search area, the matches can be ranked by their "goodness" and the top candidates selected as a set of potential vehicle locations.
To complete the localization problem the information in these matches must be combined to determine a best estimate of the true location. Estimation theory is used to achieve this, and to keep terminology consistent with that field, each match in the list is designated a measurement of and the true state is the true location of the image in the map.
The Kalman Filter framework is used in this estimation
problem and data-association techniques build upon this framework to achieve the actual updates (mathematical derivations for these techniques are found in [ 1,4,8]).
A. Probabilistic Data Association
Data association (or data correlation) is typically employed in tracking algorithms to determine the best estimate of target location by appropriately associating each measurement with possible targets and evaluating the validity or usefulness of each measurement [I, 71.
The Probabilistic Data Association Filter (PDAF) is a recursive sub-optimal Bayesian algorithm for situations in which there is only one target of interest, but several measurements of the target state are available at each time step
[I]. The PDAF is similar to the Kalman Filter in that it assumes that the past can be approximately summarized by a state that is normally distributed according to the latest estimate and covariance matrix and that the current state is predicted using the latest estimate and a model of the system dynamics. However, the PDAF differs from the Kalman Filter because a validation region or gate is defined around the predicted state and a weighted sum of the measurements inside the gate is used to update the state. These measurements are weighted probabilistically as a function of the innovation, the detection probability, the gate probability, and the false-alarm rate. Thus, the new state estimate is based on the information contained in multiple measurements.
The basic advantage of the PDAF is that all measurements in the vicinity of the expected value (i.e. within the validation gate) are considered with some probability of being correct. The disadvantage is that the resulting estimate is guaranteed to be "wrong" in the sense that the single correct measurement was not selected to stand alone. However, in my case, it is better to have an estimate with larger values of covariance than it is to choose the wrong measurement and have the A W truly believe it is somewhere that it is not.
B. Probabilistic Data Association with Amplitude Information
For my purposes, the main disadvantage of the PDAF is that once a measurement is validated the match "goodness" of that measurement is no longer considered. To include this in my algorithm, I turn to the PDAF augmented with amplirude infomuztion (PDAFAI) [IO] , where I substitute the match "goodness" for raw signal amplitude. In fact, if handled appropriately, the "amplitude" can correspond to any feature or features that one may wish to use in determining measurement weights, such as level of backscatter or degree of bathymetric variability. In the PDAFAI, each validated measurement is weighted probabilistically as a function of both its distance from the prediction (innovation) and the match quality.
IV SIMULATION
For this demonstration the sonar image is a one-dimensional profile represented as a list of depth values, equally spaced, with the same spacing as the pixels of the bathymet-ric map. The state vector is r i where x and y indicate the column and row, respectively, of the matrix, which represents the digital map. For simplicity, the state is measured directly, so the measurement vector is the same as the state:
The overall navigation process fidlows the Kalman Filter framework shown in Fig. 1 . First, the state and state covariance are predicted by an internal niivigation system, such as dead reckoning or inertial navigation, (3) where u(k) is a control input. From this information, the search area of the map is determined, then the matching algorithm is employed to produce ai list of measurements by matching the profile to the map. Finally, the state estimate and state covariance are updated using the data-association techniques, where W(k+l) is the Kalman Gain and v(k+l) is the combined innovation calculated using the PDAFAI. Ref. The terrain-relative navigation methodology is both sensor and scale independent. It can operate with any point spacing and any uncertainty and need not be modified for each application. For this reason, the terrain-relative navigation algorithms are constructed in terms of the pixel spacing instead of specific dimensions.
Presented in this paper is a single trackline which has initial conditions of both the true and estimated states as with a state covariance matrix to 5i
The control input vector is
LLJ where n is a Gaussian white noise vector with covariance 0.6 ( m /~)~ for the x and y velocities. So, the vehicle travels parallel to the y axis, perpendicular to the profile orientation. The true trackline continues for 150 time steps and ends at x = pi.
(8)
The vehicle starts in a relatively flat area with large measurement uncertainty. It then passes through steep terrain, which provides very accurate navigation. Towards the end of the trackline, the terrain has less variability and again gives large measurement uncertainty, but this time more so in the x direction.
Figs. 3 and 4 show the true and navigated tracks and the associated covariances. At the beginning of the trackline, the estimated state does not track the true state well and the covariances stay large. As the vehicle moves into the steep terrain, more accurate navigation is achieved, and the estimated state holds the true track fairly well with small covariance values. Then, the vehicle leaves this area and enters a region with less variable terrain, and the estimated position again does not track the true state well. In this difficult area, the state covariance grows as the estimate becomes well offtrack. Eventually, the measurements pull the estimate back towards the correct values, so the navigation does not diverge The covariance values, given in Fig. 4 in units of pixel2, should be multiplied by 25 to obtain true covariance values in m2. The average covariances for x, y, and x y are 39.93 m2, 35.40 m2, and -0.02 m2, respectively. Segmenting the covariances as above, for Section 1, the average values for x, y, and x y are 67.00 m2, 78.50 m2, and 1.25 m2; for Section 2, 3.96 m2, 3.15 m2, and 0.00 m2; and for Section 3,40.47 m2, 23.88 m2, and -0.85 m2. However, the covariance information is more useful when compared to the error at each time step. Fig. 6 shows the track error normalized over the covariances of Fig. 4 . The overall distance error is compared to the state covariance matrix at that time step to obtain the value of T, which indicates the size of the uncertainty ellipsoid that corresponds to the overall distance error vector. For example, when T=l, an ellipsoid is drawn at l o , and the endpoint of the difference vector lies on the surface of this ellipsoid. When T=2, an ellipsoid is drawn at 2 0 , and the endpoint of the difference vector lies on the surface of this ellipsoid. So, the value of Tis the number of sigmas needed to define the ellipsoid whose surface contains the endpoint of the difference vector. At each time step, the actual deviation values are different, but for this figure the information is normalized so different time steps can be compared dire At the start of the track, but so is the covariance, an fairly good, i.e., Tis small. In the second section, the errors are smaller, but so are the covariance ,values, and the performance is still good. However, when the vehicle moves into the third section of the terrain, the error values become large again, but the covariance has not yet grown sufficiently, so the normalized value is large (up to 9), indicating poor performance. This value does reduce as the covariance grows to better represent the accuracy expected.
V SUMMARY
In this paper, I demonstrate the success of a new terrainrelative navigation algorithm for autonomous underwater vehicles. The approach depends on a supplied digital bathymetric map and the ability of the vehicle to image the seafloor. These images are matched to the map in the local neighborhood and ranked according to the mean absolute difference. The algorithm functions independent of the pixel size of the supplied map, so even maps with coarse resolution can be used successfully. Validated measurements are weighted probabilistically as a function of both the match quality and the innovation using a probabilistic data association filter with amplitude information (PDAFAI). This means that all good matches are consid- ered with some probability of being the correct match.
As expected, results show more accurate navigation in areas with greater bathymetric variability and less accurate navigation in flatter areas with more gentle terrain contours. Terrains with minimal bathymetric variability, such as the abyssal plains, may not yield profiles with sufficient uniqueness to support accurate navigation with this approach. For most places, the uncertainties assigned to the navigation positions reflect the ability of the system to follow the true track. A more thorough analysis with additional simulations can be found in Ref. [6] .
