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MANUSCRIPT SUBMISSION (Due June 1 of 
each calendar year.) 
This section is intended to provide you with some guidance regarding the final structure 
and format your research manuscript should possess to warrant publication in the SDSU 
Journal of Undergraduate Research. Student authors wishing to have their work published 
in the Journal are advised to follow these guidelines as closely as possible, as manuscripts 
submitted to the Journal that are not of high quality in content and format may be rejected 
by the editor. The Journal editor understands that research products and manuscripts from 
different disciplines may take on quite different forms. As such, if these guidelines do not 
adequately answer your questions, simply follow the format and guidelines utilized by a 
major scholarly journal in your field of study. Professional journal articles in your field of 
study are a guideline for manuscript length. (When in doubt, article conciseness is 
important.) Your faculty mentor should be able to advise you in this regard. 
SUBMISSION INFORMATION 
All manuscripts must be submitted by your faculty mentor using this template to 
sdsu.vpr@sdstate.edu by June 1. Manuscripts submitted by students will not be accepted 
for publication. 
TECHNICAL GUIDELINES 
By default, the Journal will be available online only, found on the South Dakota State 
University website. Printing is available, at the expense of the author.  For more 
information on how to obtain a printed copy, please contact the Office of the Vice President 
for Research, 688-5642 or sdsu.vpr@sdstate.edu. 
MANUSCRIPT REVIEW 
After your manuscript has been submitted to the SDSU Journal of Undergraduate 
Research, it will be reviewed by the editorial staff, and, if deemed acceptable for 
publication, converted into a “publication-ready” format (proof). An updated copy of the 
manuscript proof will then be returned to your faculty mentor by July 31 for final review. 
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At that time, it will be your mentor’s responsibility to make any final changes to the 
document and return it to the editors by the noted deadline (August 15). It is imperative that 
all proofs be returned to the Journal staff in a timely manner so that any final changes can 
be incorporated before the volume goes to press. 
FINAL PRODUCT 
The final form of your paper will depend greatly on the nature of your topic and certain 
publishing conventions that may exist within your discipline. It is expected that the faculty 
advisor for each project will provide substantial guidance in this matter. An excellent 
general resource providing details of the content, style and organization of a typical journal 
article is the Publication Manual of the American Psychological Association, which is 
accepted as a definitive source in many disciplines. While the emphasis there is on 
empirical research reports (based upon original research and data collection), other types of 
papers are also described (review articles, theoretical articles), and an appendix: “Material 
Other Than Journal Articles,” may be useful. Your discipline may have its own publication 
style preferences, and you should explore this matter with your faculty advisor. For most all 
disciplines, however, articles should follow a standard format and begin with a descriptive 
title, the name of the author(s), the name(s) of the faculty advisor(s) and an abstract 
describing in brief the purpose, methodology and findings or conclusions of the project (see 
below). Manuscripts describing empirical research will typically be organized into further 
subsections, labeled: Introduction, Method, Results, Discussion, (or variations on those 
subheadings), along with a complete list of References. The rest of these guidelines are 
intended to provide you with a sense of the appearance and content of a typical final 
research report, as it should appear in the SDSU JUR.   
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How to Use this Template 
This template has been formatted in the approved Journal format.  All submitted Journal 
articles must follow the template below, or it will be returned to the author for corrections.   
Approved Font Sizes and Styles 
The template uses Times New Roman font styles for all text.  Normal Research Body Text 
uses 9pt font size.  The Heading 1 format uses 16pt font in bold style.  The Heading 2 
format uses 12pt font in normal style, and the Heading 3 format uses10pt font in italics 
style.  These font styles have been formatted for this Word template and can be easily 
selected by choosing the appropriate style from the Font menu.  As see in Figure 1 below, 
by simply clicking on one of the four available font styles, you can easily transition to the 
different saved fonts approved for this template. 
 
Figure 1.  Word Style Menu 
How to Insert a Figure or Table caption 
To insert a figure, equation, or table caption use the following steps: 
1.  Insert your figure, equation, or table into the Word document in the correct 
position and location. 
2. Click on the figure, equation, or table to select it. 
3. Click on the References tab located in the ribbon bar (top) of Word 2010. 
4. Click on Insert Caption. 
5. Select Figure, Equation, or Table from the Label: drop down menu. 
6. Click OK. 
7. Enter a meaningful title after the Figure, Equation, or Table heading located 
under your figure, table or equation. 
SUBMISSION GUIDELINES                     vii 
 
Headers/Footers 
Each page of your research article will contain a header.  Footers are not used in this 
journal.  The header will contain the first 4 – 5 words of your title and the page number.  
Page numbers have already been included in the template and do not need to be added or 
modified.  To edit the header to include your title, use the following steps: 
1.  Click on the Header of this template twice quickly. 
2. Highlight the Sample text “FIRST 4-5 WORDS OF TITLE IN ALL CAPS” 
3. Delete the sample text. 
4. Type the first 4 – 5 words of your title, ensuring that it does not overlap the page 
number. 
5. The Title in the header should be left justified and in all caps. 
Margins 
The margins in this template have been preset.  They should remain at 1” for the top and 
bottom, and .7” for the left and right.  The paper size has also been preset to ensure the best 
reading format for online submission.  The paper size needs to remain at 6” X 9”. 
Sample Journal Article 
Below is a sample of a journal article that is in the approved format and styles.  Authors can 
utilize this sample by replacing the text with the research article content.  All electronic and 
hard copy submissions of the draft journal articles must strictly follow the approved 
template or it will be returned to the original author for rework.  Questions about the styles, 
fonts, and use of the template can be forwarded to the Office of the Vice President for 
Research, 688-5642 or sdsu.vpr@sdstate.edu. 
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Title Of Your Article 
Author(s):  Your Name, Your Partner’s Name(s) 
Faculty Sponsor:  Faculty Mentor’s Name 
Department:  Economics 
ABSTRACT 
This will be a brief statement of what was done in your research, along with your principal 
results and conclusions. Only the most important facts should be related here, in non-
indented paragraph form. Offset the abstract by using margins that are indented 0.5” on 
each side relative to the body of your manuscript. You may list key words to aid in online 
computer-search applications, if that is appropriate. For example, Keywords: 
undergraduate research, manuscript, submission, guidelines. 
INTRODUCTION 
This is the first formal section of a research report. This and the sections to follow should 
be 1.5 spaced. Early in this section, provide a general description of the research problem 
or activity. Attempt to identify and define whatever terms your reader will need to 
understand your project. The remaining paragraphs are often used to summarize relevant 
findings from previously completed research. Always be sure to cite your sources. Sarbin 
and Coe (1969) state that “in preparing a . . . report, the student must pay careful attention 
to the problems of documentation.” In these examples of citations, “the documentation is 
contained in the parentheses . . .” (Sarbin and Coe, 1969). To find the remaining 
information, the reader examines the reference list at the end of the paper. This citation 
style is sometimes called “scientific notation.” Other citation styles may be more 
appropriate to your own disciplines. Be sure to be consistent and to discuss this with your 
faculty advisor.  Ultimately, you should use a citation style that is commonly accepted 
within your discipline. The last portion of an introduction is often used to state the specific 
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expected outcomes of the project; sometimes this appears as one or more formal testable 
hypotheses. 
METHODS 
The content of this subsection may vary greatly, depending upon the nature of the research 
project. You should refer to publication manuals or published research for information 
specific to your type of project. Sometimes this subsection is labeled “Materials and 
Method.” Figures (see below) are often used to clarify and explain important details. In 
general you should use this subsection to explain to your reader, in as clear a way as 
possible, what you did, in the order that you did it. In an empirical research report, you 
should try to provide enough detail that another researcher could essentially duplicate your 
study without referring excessively to other sources. 
RESULTS 
This should be a clear description of any data (or other material) generated as a result of 
your research. It must start out as a written description, but this subsection is often 
supplemented with FIGURES and TABLES, or PLATES, or other types of graphic images. 
These are never sufficient by themselves. Figures and Tables should not appear in your 
paper until after they’ve been mentioned or referred to in the written portion of this section. 
They should appear as soon as is reasonable after such mention, either on the same page, or 
on the next page (see Figure 1, and Table 1). Notice, in particular, that in most scientific 
papers, the number and title of a Table appear above the data being described, but the 
number and title of a Figure appear below the data. Any units of measure must appear 
either in the title, or independently in the column or row headings. A table is useless unless 
the reader can understand exactly what is represented. 
Graphic materials, properly labeled, should be included IN THE BODY of your paper, not 
grouped at the end. (See the above section labeled “Submission” for further details.)  
The Results section is also the place to include any statistical interpretation of the data, if 
such exists. Be sure to point out any important features of your findings, but AVOID to the 
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extent possible, any THEORETICAL INTERPRETATION unless you are combining this 
with the next section (DISCUSSION or CONCLUSIONS). 
DISCUSSION (AND/OR CONCLUSIONS) 
This section is sometimes combined with the previous RESULTS section, especially when 
that permits a more efficient presentation. Your “Discussion” should include any 
theoretical interpretation of your data, including, when appropriate to your topic, the 
following: (1) WHETHER your results support any specific hypothesis or hypotheses you 
may have stated in your introduction; (2) HOW your results compare with the results in 
your cited research sources; and (3) WHAT theories or explanations seem to best explain or 
account for the results that you are describing. Again, be sure to cite (Sarbin and Coe, 
1969) the sources for theoretical ideas and explanations provided by other writers or 
sources. Also, address whether there any practical applications for the results or methods 
used in your research. 
LIMITATIONS 
It is often useful, particularly in undergraduate research, to provide a summary of the 
limitations of the research from methodological, theoretical or other points of view to 
provide perspective and to serve as a possible basis for improvements in future projects. 
ACKNOWLEDGEMENTS 
Feel free to use this section to BRIEFLY acknowledge any and all who helped you bring 
your project through to fruition. You may also thank any funding sources if appropriate. 
REFERENCES 
Provide a complete list of all cited materials in a format that is consistent with publications 
in your area of study. 
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APPENDIX 
This section is optional and generally unnecessary. In some cases, it may be included to 
provide a more complete description of materials used.  
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Measuring White Privilege in South Dakota 
Author:  Brianna Allington 
Faculty Sponsor:  Meredith Redlin, Ph.D. 
Department:  Sociology and Rural Studies 
ABSTRACT 
In 1989, Peggy McIntosh introduced the “White Privilege” survey, which was a research 
instrument designed to indicate day-to-day incidences of small advantages which exist in 
our society attached to being white.  Those enrolled in the class, on average, strongly 
agreed more with the survey compared to the general population. This could be attributed 
to differences in education and the effects of race.  By looking at data collected individually 
and across racial groups, it can be seen that there are extreme differences in outlooks on 
white privilege between those who are white (76% of the total sample) and those who are 
of other races (24% of the total sample).  When compared with whites, people of other 
races were more likely to disagree with the questions presented in the white privilege 
survey.  This can be attributed to the differences found in experiences of people of other 
races.  It can stem from the notion of racism and the attention to race that causes people to 
judge individuals based on a group.  
INTRODUCTION 
In 1989, Peggy McIntosh introduced the “White Privilege” survey, which was a research 
instrument designed to indicate day-to-day incidences of small advantages which exist in 
our society attached to being white.  Since that time, the survey has been widely used to 
estimate differences in daily experiences across race groups.  In spring 2013, the Race and 
Ethnic Groups class at South Dakota State University selected 10 items from the survey, 
added four demographic items (i.e., age, gender, race and ethnicity) and distributed the 
survey to both other students and to the general public in the state.   
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Three of the survey items focused on daily interactions and activities.  Question one 
investigated a person’s ability to be in the company of only others of their same race in 
daily interactions. Question two addressed one’s ability to go shopping without being 
carefully watched by store staff, and question ten inquired whether one’s race impacted 
their ability to rent an apartment.  Questions three and four focused on social representation 
of race: question three asked about racial representation in local media, and question four 
addressed U.S. historical representation of one’s race.   The remaining questions focused on 
social perceptions of other people.  Questions five and seven reflect the ability to behave 
either poorly or well, and not have your behavior attributed to your race.  Questions six, 
eight and nine address the workplace and whether one is seen to have gotten their position 
because of “Affirmative Action” and not one’s skills. The tenth question inquired as to the 
race of one’s “boss” or other persons in authority in the workplace. 
For this analysis, two research questions emerged: How do student answers to Peggy 
McIntosh’s (1989) white privilege survey differ from that of the general population in the 
state of South Dakota?  How does race affect respondents’ answers towards a white 
privilege survey?  Differences between groups of respondents are important to understand, 
as they will indicate the degree and nature of daily inequalities found in experiences of 
people of other races in our state.  These differences, too, can stem from the notion of 
racism and the attention to race that causes people to judge individuals based on their racial 
group (Kottak and Kozaitits, 2012).  
METHODS  
Members of the on-line Spring 2013 Race and Ethnic Groups course participated in 
distributing a 14 item survey to measure levels of white privilege in South Dakota 
populations.  Surveys were distributed through convenience sample to both students and 
members of the general public above the age of 18.  As the course was offered on-line, 
respondents represent populations in all areas of the state.  In addition, the students in the 
course also responded to the survey separately, and used their personal responses for 
comparative analysis.  There were 202 valid responses used in the analysis for each item; of 
these 76% self-identified as white and 24% self-identified as a race other than white.  
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Data was entered and analyzed through cross-tabulation tables, which allowed for several 
comparisons. First, survey responses between students and the general public were 
contrasted both for demographic composition and for item responses.  Second, 
demographic comparisons in responses were also analyzed through cross-tabulation tables.  
Last, individual student responses to White Privilege items were considered in relation to 
the general public, and to the results of other course members. 
RESULTS AND DISCUSSION 
Student and General Public Comparisons 
The individuals from the class were, overall, more likely to strongly agree with the 
questions presented in the white privilege survey, indicating high levels of white privilege 
experiences.  In seven of the ten questions, students from the class strongly agreed by 50 
percent or more (See Figure 1).  There wasn’t a single question where the general 
population strongly agreed by 50 percent or more.  In the five out of the seven questions 
that student respondents answered strongly agree, students strongly agreed by 55.6 percent.  
By answering strongly agree in regards to question one, they conceded that they can be in 
the company of people of their own race if so desired.  Students also strongly agreed by 
55.6 percent that they can shop without harassment (#2), that their race is widely 
represented on television (#3), that they can do well without being called a credit to their 
race (#7), and that they can choose a place to live without discrimination based on skin 
color (#10).   
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Figure 1. Percentages of responses that strongly agree to questions 1, 2, 3, 4, 6, 7, and 
10 for student participants and the general public. 
However, the general population was less likely to strongly agree and more likely to 
disagree than the students.  In question number one indicating that one didn’t need to mix 
with other races, the general population only strongly agreed by 38.9 percent contrasting 
with 55.6% of students as noted above.  Equally important, 25.4 percent of the general 
public disagreed with this statement, whereas only 11.1 percent of students did so.   
Responses to other questions indicate the same pattern.  In questions two, seven, and ten 
none of the students from the class disagreed (indicating a high level of white privilege), 
whereas the general population as a whole disagreed by 11.9 percent, 14.5 percent, and 
20.0 percent, respectively (indicating lower levels) (See Figure 2). 
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Figure 3. Percentages of responses that disagree to questions 1, 2, 7, 9, and 10 for 
student participants and the general public. 
The disparities found between students and the general population might be due to 
participation in a class that deals with multiculturalism.  By engaging in classes that bring 
out the “prickly” subjects, a person is more likely to examine privileges granted to majority 
groups, in this instance whites, and recognize its affects.  As Kottak and Kozaitis (2012) 
stated, “understanding of cultural diversity and the implementation of culturally informed 
policies and programs are fundamental to a healthy multicultural society.”  Courses in 
multiculturalism can help a student better understand the world and the perspectives of 
those that are different.  It can help them better understand those around them (Kottak and 
Kozaitis, 2012).   
A course focused on multiculturalism also brings a holistic approach that allows people to 
step outside of themselves, their backgrounds, and their influences and take a look at the 
whole human condition (Kottak and Kozaitis, 2012).  In a study done with predominantly 
white counselors, it was found that they were more open to the ideas of white privilege 
after they confronted white privilege.  By confronting the issue, they became aware of its 
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effects on those of different races.  Multiculturalism in education is an important tool that 
facilitates understanding and acceptance of white privilege (Hays et al., 2008).  It has been 
found that the introduction of white privilege helps students better understand the effects of 
racism and white privilege on those of other races as long as students aren’t feeling 
personally attacked (Boatright-Horowitz et al., 2012).  By being introduced to these topics 
in class, students might be more open to admitting and identifying with white privilege and 
the majority group.   
Another reason the class may have differed from the general population is the fact that 
many of the students are white (over 90% of the student population identified as white).  As 
a larger portion of respondents of the general public were of other races (24%), we would 
expect them to disagree more with the idea of white privilege being prevalent in their lives.  
These respondents may have experienced the repercussions of stereotypes.  Stereotypes, as 
defined by Kottak and Kozaitis (2012) “are fixed ideas, often unfavorable, about what 
members of a group are like.”  The stereotypes that have been placed on groups of people, 
mainly people of minority groups, have caused people to judge the acts of others based on a 
group.  These stereotypes could have led to differences in being watched while shopping 
(#2), in being called a “credit to their race” (#7) and in having access to apartment rentals 
(#10).  
However, both groups disagreed that if asked to see someone in charge, they would see 
someone of their own race (#9).  The disagreement with this question might be related to 
the negative feelings towards affirmative action and the Equal Opportunity Employers 
Commission (EEOC).  These are both areas that either aim to increase representation of 
African Americans, women, and other minorities in education and employment or aim to 
keep discriminatory practices out of institutions (Kottak and Kozaitis, 2012).  Members of 
the majority group may feel a “reverse” discrimination because of affirmative action or 
Equal Opportunity, such as in case of the Center for Individual Rights in Washington D.C. 
suing the University of Michigan on behalf of white students.  Their claim was that the 
students weren’t admitted to the university because of the lower standards placed on 
minorities in order for the university to secure diversity (Kottak and Kozaitis, 2012).  This 
demonstrates the animosity felt towards affirmative action and the Equal Opportunity 
Employers Commission (EEOC).   
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Comparison of Responses in White and Nonwhite Populations 
Whites, based on the collection of data, experience the day to day privileges of being white.  
While they may not realize how being the “norm” affects their everyday lives, they benefit 
from it through various ways.  From not experiencing harassment while shopping (#2) to 
seeing their race widely represented on television (#3), they enjoy the privileges of being 
white (See Figure 3). Even defining someone who isn’t white as the “other” race admits 
that not being white doesn’t fit the norm.  Although those in power aren’t necessarily white 
throughout the world and white privilege doesn’t necessarily mean that every white person 
has power and influence, defining race is a way of granting privileges to the majority 
groups.  The majority group, in the instance of our state, is composed of those of the white 
race.  Defining race has served as a way of separating people from each other and creating 
superiority over others (Kottak and Kozaitis, 2012).   
 
 
 
 
 
 
 
 
 
Figure 4. Percentages of responses that strongly agree to questions 1, 3, 4, 5, and 9 for 
whites and other races.  
White advantages even include being able to be in the company of their own race, if so 
desired.  Out of the white respondents that answered the survey, 44.8 percent strongly 
agreed that they could be only in the company of their own race (#1), whereas nonwhite 
respondents disagreed by 44.7 percent.  47.7 percent of white respondents also strongly 
agreed that they could turn on the television and see their race represented (#2) (See Figure 
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3). Respondents from other races disagreed with this by 74.5 percent.  Other “daily life” 
indicators showed the same pattern.  White respondents expressed that they didn’t feel as if 
using bad language, dressing in second hand clothes, and not answering letters would cause 
others to judge these acts as evidence of the poor moral choice, poverty, or illiteracy of all 
white people (#5).  They agreed by 53.5 percent that people would not attribute these things 
to their race.  However, respondents of other races disagreed by 51.1 percent, indicating 
that these choices have been or would be attributed to their race in the same social settings 
(See Figure 4). 
 
 
 
 
 
 
 
 
 
 
 
Figure 5. Percentages of responses that disagree to questions 1, 2, 3, 4, 5, and 9 for 
whites and other races. 
Institutional and economic items show the same results.  When indicating whether our 
national heritage was represented by members of their race (#4), white respondents agreed 
by 55.6 percent.  However, nonwhites disagreed by 70.2 percent with this same question.   
White respondents also agreed by 41.9 percent that, if asked to see the person in charge, 
they would see someone of their race.  Respondents of other races disagreed by this notion 
by 95.7 percent.  Race has been socially and economically important because of the 
unequal distribution of resources, such as employment and education, to those of color 
(Kottak and Kozaitis, 2012).   
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Racism perpetuates the notion that certain groups of people are superior to others.  This can 
even influence the feelings of people towards certain groups of people (Kottak and 
Kozaitis, 2012).   Prejudices towards certain groups can cause a devaluing of a group, thus 
placing superiority over them.  These prejudices might cause someone to judge the use of 
foul language, second hand clothes, and unanswered letters in question five as something 
that everyone of other races do because of their inferiority (Kottak and Kozaitis, 2012).  
Prejudices and racism could perhaps have caused respondents of other races to feel as if 
they are being judged by their actions based on their race, which could have caused people 
of other races to disagree with question five.  When presented with the notion of being able 
to shop without harassment in question two, whites only disagreed with this by 5.2 percent, 
whereas respondents of other races disagreed with this notion by 29.8 percent.  These 
differences in answers could perhaps be attributed to silent racism, which could cause 
employees at stores to be more racially aware of those of other races.  This racial 
awareness, caused by silent racism, could cause them to harass someone of the other race 
because they might be expecting this person to steal.  By judging individuals by the 
stereotypes of a group, believing in inherent differences, and being racially aware of those 
around them, whites are exhibiting silent racism upon those of other races (Kottak and 
Kozaitis, 2012).   
Unpacking White Privilege at the Individual Level 
My own responses, compared to the general public, are different and are more like those of 
my classmates.  I answered strongly agree with all of the survey questions. Even though the 
general public didn’t answer strongly agree like I did on all of the questions, they still 
agreed by a higher percentage than they disagreed in nine out of ten questions.  This 
suggests a strong connection of the general population with the majority group, as the class 
and I also reflected in our answers.   
The reason why my answers differed somewhat from whites in the general public could be 
from a multitude of different reasons, ranging from my gender, to my race, to my age.  All 
of these concepts are discussed in the book and are determinants for outcomes.  Gender can 
influence a person’s responses by causing someone not to experience the effects of white 
privilege as acutely.  Women have been struggling to achieve equality in the work place, 
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such as “equal pay for equal work” (Kottak and Kozaitis, 2012).  These struggles to achieve 
equality can cause feelings of less connection with the majority group.  Race can affect a 
person’s survey answers because a white person would experience the privileges associated 
with a majority group more than someone of a different race would.  Racism could cause 
those of a different race to feel that white privilege is extremely prominent for whites, but 
would not be as apparent in their own lives (Kottak and Kozaitis, 2012).  Age could also be 
a determinant in someone’s answer.  Someone of an older generation might have different 
political and social views, based on their life experiences and the generation in which they 
were raised (Kottak and Kozaitis, 2012).   
These different views could cause a different view on white privilege.  I am a white woman 
and have the option of being in the company of someone of my own race most of the time.  
I do not feel I am being judged by others based on my race, which is a manifestation of 
white privilege.  I am a woman and, although white women may not experience the same 
levels of white privilege as white men, I feel that I have experienced enough white 
privilege in my everyday life to warrant admittance of white privilege.   
CONCLUSION 
This collection of data from students and from the general population demonstrates the 
white privilege that South Dakotans experience.  As noted earlier, the class strongly agreed 
with seven out of the ten questions in the survey.  By strongly agreeing with these seven 
questions-which includes five out of the seven at 55.6 percent strongly agreeing- the class 
has demonstrated a strong affiliation with the majority group and to experiencing the small 
daily advantages that come with that affiliation.  Even a majority of the general population, 
which didn’t strongly agree as much as the class, agreed with nine out of ten of the survey 
questions.  The class and white members of the general public experience white privilege in 
their everyday lives, whether they are aware of these privileges or not.  South Dakotans 
have originated from many European immigrants, which tend to be white.  According to 
the U.S. Census Bureau, 84.4 percent of South Dakota is composed of white individuals, 
compared with 63.4 percent for all of the United States.  Blacks make up 1.9 percent of 
South Dakota, whereas they make up 13.1 percent in the United States.  People of Hispanic 
or Latino origin make up 2.9 percent of the South Dakota population, whereas they make 
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up 16.7 percent of the United States.  The only minority group that has higher rates in 
South Dakota is Native Americans, who make up 8.9 percent of the population compared 
with 1.2 percent for the United States (U.S. Census Bureau 2011).  Although increasing 
diversity has been coloring the canvas of South Dakota, it still has a very white surface.  
South Dakotans, because of the fact that they are more likely to fall within the majority 
group, experience a higher than average white privilege compared to other places in the 
United States.   
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ABSTRACT 
The three-dimensional (3D) velocity fields under breaking waves were measured using a 
Volumetric Three-Component Velocimetry (V3V) system. The V3V instrumentation 
determines the 3D positions and velocities of seed particles within a 3D measurement 
volume by using a synchronized laser-camera system and image processing algorithms. 
Measured velocity fields showed 3D vortex structures descending to the bottom and 
quickly dissipating as breaking waves propagated onshore. 
INTRODUCTION 
As waves break on the coast, intense turbulence is generated and a large amount of energy 
is dissipated in the surf zone. Large vortex-like structures are also observed, but their form, 
evolution, kinematics and dynamics are not well understood. Breaking-wave-generated 
vortices are hypothesized to contribute to the suspension and transport of sediment and 
therefore could have a major impact on beach erosion. Improved understanding of the 
turbulent velocity fields under breaking waves could lead to improved numerical models of 
surf-zone hydrodynamics and enable better coastal structure design and shoreline 
protection.  
The V3V system uses image processing techniques to determine the three-component fluid 
velocities within a 3D flow volume. Images of seed particles suspended in the flow are 
captured using a three-aperture camera. The images are then processed to determine the 3D 
particle positions and displacement of the particles over a known time increment, thus 
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allowing the velocities of the particles to be resolved in three dimensions within the 
measurement volume as a function of time. 
V3V is a state-of-the-art technique in fluid mechanics measurement. It has the potential to 
significantly advance our understanding of the complex 3D flow patterns under breaking 
waves.  This paper describes the V3V system, its principle of operation, and presents 
preliminary measurements of 3D vortex structures under breaking waves.  
METHODS 
Experiments were conducted in the Fluid Mechanics and Irrigation Laboratory in the 
Agricultural Engineering Building on the South Dakota State University campus. The 
laboratory is equipped with a 25-m-long, 0.90-m-wide, and 0.75-m-deep Plexiglas titling 
flume and programmable wave generator (Figure 1). The flume slope was set to 2.5% and a 
wave height of 0.12 m and wave period of 4.0 s were set by the wave generator where the 
still water depth was 0.3 m. The incident waves produced plunging breaker conditions 
within the measurement area where the still water depth was around 0.11 m.  
 
 
Figure 1. Experimental setup with open-channel flume and wave generator 
The V3V system was manufactured by TSI Incorporated in St. Paul, Minnesota. The 
complete system consists of a three-aperture camera probe, a Dual Nd: YAG laser (200 
mJ/pulse, dual 15 Hz pulse rate), synchronizer, calibration target and traverse, and 
INSIGHT V3VTM software (2012). The individual components of the system are described 
below (Figure 2).  
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Figure 2. Schematic of V3V system with camera probe, lasers, synchronizer, and 
illuminated measurement volume (image courtesy of TSI Inc.) 
Camera 
The camera contains three sensors (top, right, and left) whose fields of view overlap and 
focal points converge to a single point 
approximately 670 mm from the camera, 
defining the reference plane. The illuminated 
region where the camera views overlap defines 
the measurement volume with dimensions of 
approximately 140   140    100 mm3.  In the 
present study, the measurement volume 
extended from the bottom of the flume to just 
below the wave trough level.  Each camera 
views the measurement volume from a different angle and captures a slightly different 
image creating a distinct triangular pattern called a triplet (Figure 3). The size of the triplet 
corresponds to the particle's depth and the triplet centroid marks the in-plane position, thus 
locating the position of the particle in the 3D space.   
Laser 
Cylindrical lenses mounted on the laser head refract the light beam into a cone to illuminate 
the measurement volume. Two pulsing lasers, each with a frequency of 7.25 Hz, flash at 
slightly offset times separated by a short time interval, Δt. The camera is synchronized to 
capture still images of the seed particles in the measurement volume with each laser flash 
       Figure 3. Triplet pattern 
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(Frame A and Frame B), thus allowing the system to determine the displacement of the 
particles during the Δt interval.  
Calibration 
Calibration establishes a correlation between the triplet signature and the particle depth and 
is performed before flow measurement. During calibration, the 3D camera captures images 
of a backlit target with a rectangular grid of dots as it is traversed through the measurement 
volume in increments of 2 to 5 mm. These images are processed to determine a signature 
triplet pattern at each depth position as well as dewarping polynomials which describe how 
the grid pattern changes across the field of view due to perspective distortions and other 
systematic errors. 
Image Processing 
INSIGHT V3VTM software runs a series of processing steps (Figure 4) on the raw images to 
determine the velocity vector field. The processing steps are summarized below.  
1. Image Capture – a capture set comprises six images (Frame A and Frame B for Left, 
Right, and Top cameras) 
2. Particle Processing – identifies particles in each image as peaks in grayscale intensity 
(six .p2d files output) 
3. Triplet Processing – identifies triplets between the left, right, and top images using 
the calibration signature to create a 3D particle field (two .p3d files output) 
4. Velocity Processing – matches particles between Frames A and B to determine the 
vector magnitude and direction of each particle based on displacement. The 
result is a 3D particle vector field (one .pv3d file output). Processor uses the 
relaxation method algorithm which tracks particle motion between successive 
images by identifying the most probable match for a set of potential matches. 
The algorithm considers a limited radius of displacement and assumes that 
adjacent particles will have similar trajectories (Pereria et al., 2006).  
5. Velocity Interpolation – interpolates particle vectors onto a cubic 3D rectangular grid 
to create a gridded velocity vector field (one .gv3d file output) 
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Figure 4. Image processing steps 
Challenges 
Much of the work was devoted to solving various problems that arose in applying the V3V 
system to breaking wave measurements. The goal was to achieve optimum data quality so 
flow structures could be properly identified. Some of these challenges included: 
Equipment:  
 Camera Mount - designed camera to minimize vibration interference from wave 
generator and be adjustable to flume slope. 
 Laser Δt - set to produce a mean particle displacement of approximately 8 pixels 
at a typical wave velocity for optimum velocity pairing.  
Data Processing settings 
 Particle Identification - set particle intensity threshold and radius limits for 
maximum particle count and identification accuracy. 
 Triplet Identification - set search tolerances for maximum triplet yield and 
position accuracy.  
 Particle Tracking - the relaxation method algorithm was determined to be the 
most accurate and robust tracking option. 
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Calibration 
 Backlight - constructed light source to illuminate target grid while minimizing 
glare.  
 Target step interval - decreased the distance the target moved between calibration 
captures to produce a finer resolution calibration signature.  
Light Interference 
 Laser mask - paper mask on flume wall constrained laser illumination area to the 
measurement volume only, which decreased illumination intensity of air bubbles. 
 Fluorescent seeding - lens filters blocked light from air bubbles and captured only 
illuminated fluorescent particles.  
Wave Conditions 
 Regular (non-breaking waves) - initially studied because simpler velocity patterns 
could be predicted based on wave theory and compared to V3V results to 
evaluate measurement accuracy.  
 Breaking conditions - wave period and height were adjusted to produce strong 
plunging waves within the measurement area; observed using video recording.  
RESULTS 
The wave breaking process generates a large amount of air bubbles which interfere with 
optical measurements. The water was seeded with fluorescent particles with a mean 
diameter of 100 μm. The particles absorb the green light emitted by the lasers and fluoresce 
red light. Three high pass filters of 650 nm wavelength were mounted on the camera lens to 
admit the red light but block green light scattered by air bubbles. Because of the small 
quantity of fluorescent particles (about 2 g) available, only between 6,000 and 8,000 
fluorescent particles were identified in each of the six images.  Between 50% and 80% of 
the 2D particles were identified as triplets between the left, right, and top cameras. Figure 5 
shows a typical 3D particle field.  
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Figure 5. 3D particle field associated with a plunger vortex. The measurement volume 
is approximately 140 mm X 140 mm X 85 mm. Y direction is the direction of wave 
propagation; X direction is across the flume; and Z direction is positive downward. The 
bottom of the flume is located at Z = -611 mm. 
Using the relaxation method algorithm, approximately 90% of the 3D particles identified 
were matched as vector pairs between Frames A and B.  Maximum velocity magnitude was 
around 0.3 m/s and vectors with significantly larger magnitude were considered erroneous 
and filtered out of the data set. Figure 6 shows the 3D particle velocity vector field 
associated with a plunger vortex. The measured velocity field contains approximately 4,000 
vectors randomly spaced within the measurement volume. The randomly spaced particle 
vectors were interpolated onto a cubic grid with 8-mm voxels and 50% overlap resulting in 
approximately 25,000 gridded velocity vectors at 4 mm vector spacing. This was the final 
processed data used for analysis of the flow patterns.  
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Figure 6. 3D particle velocity vector field showing the swirling fluid motion associated 
with a breaking-wave-generated vortex.   
Visualization and analysis of the processed data was conducted in Tecplot software. 2D 
slices extracted from the 3D vector fields were viewed to identify swirling flow patterns 
which may indicate a vortex. Contours of vorticity magnitude were also drawn to reveal 3D 
flow structures. The velocity fields captured immediately after the wave crest passed were 
of particular interest because they contained the strongest turbulent motions and breaking-
wave-generated vortices dissipated rapidly with time. Figure 7 shows an example of a 
plunger vortex, identified by iso-surfaces of vorticity magnitude, ω of 15 1/s. The 3D 
structure has the form of a vortex loop which consists of two counter-rotating vortices 
connected by a transverse vortex at the base. The vortex loop is obliquely stretched in the 
onshore direction.  A 2D slice of the transverse vortex reveals the counter-clockwise fluid 
rotation that is often captured in 2D flow measurements.  
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Figure 7. Iso-surfaces of vorticity magnitude of ω = 15 1/s associated with a plunger 
vortex. The corresponding particle and particle velocity vector fields are shown in 
Figures 5 and 6, respectively.  
CONCLUSIONS 
V3V measurements revealed complex vortex flow patterns in the fluid velocity fields under 
breaking waves. Iso-surfaces of fluid vorticity magnitude showed that the 3D flow structure 
generated by a breaking wave was a vortex loop extending obliquely upward toward the 
free surface. Counter-rotating vorticity was measured in the two braids of the vortex loop. 
The vortex descended quickly to the bottom and dissipated before the next breaker arrived. 
These 3D measurements are consistent with the velocity fields measured in a 2D plane 
using the stereoscopic Particle Image Velocimetry (PIV) technique. Ting (2008) suggested 
that these 3D vortex loops were developed from stretching and bending of the spanwise 
vortices generated in the wave breaking process. Future research will determine the 
kinematics (fluid velocities) and dynamics (fluid stresses) associated with these vortices 
and study their interactions with bottom sediment.   
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ABSTRACT 
Being metacognitively accurate, or knowing what you know and do not know, has been 
correlated with and experimentally related to positive academic outcomes and memory 
performance. Knowing what you know is also referred to as monitoring accuracy. People 
that have high monitoring accuracy also effectively control their future study by focusing 
on the material they have not learned and spending less time on the material they already 
know, this is known as metacognitive control. Given the connection between metacognitive 
monitoring and control with performance on criterion tests, much research has been 
devoted to improving metacognition. The known groups of people that have lesser 
metacognitive abilities include low performers and may include first-generation college 
students. Williams and Hellman (2004) found that first-generation students who were 
taking an online college course did not control their study as effectively as second (or 
other) generation students. Importantly though, this study did not explicitly measure the 
participants’ metacognitive accuracy.  The purpose of the current study was two-fold. First, 
we sought to establish any differences in monitoring accuracy between first- and other-
generation participants. Second, we sought to establish the effectiveness of retrieval 
practice to improve metacognitive monitoring accuracy among first- and other-generation 
participants. Based on the literature, we hypothesized that other-generation participants will 
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have higher monitoring accuracy than first-generation participants. We also hypothesized 
that participants who practiced retrieval will show increased monitoring accuracy. A 2 
generation (first- or other-generation) X 2 condition (retrieval practice or control) quasi-
experimental design found no differences between first- and second- generation 
participants in terms of monitoring accuracy. However, numerically, first-generation 
participants were more accurate than other-generation participants. The results also 
indicated that retrieval practice significantly increased metacognitive accuracy for both 
first- and other-generation participants. Further research is required to understand the 
dissociation between first-generation participants’ metacognitive monitoring accuracy and 
control.  
Keywords: metacognition, testing effect, first-generation students. 
INTRODUCTION 
Metacognition is what a person knows about what he or she does and does not know. If 
studying for an upcoming test, a student with high metacognitive monitoring accuracy 
would know how much information she does and does not know for the test. Then she 
would be able to focus on material that is less well known. Nelson et. al. (1994) constructed 
a theoretical framework for metacognition asserting that information flows between an 
object-level, which is the ongoing cognitive process, and a meta-level which observes the 
ongoing cognitive process via monitoring. Being able to effectively control the material 
chosen to be studied or not studied depends on accurate monitoring. Several studies have 
revealed the practical importance of being accurate about what one does and does not know 
in terms of test performance. For example, metacognitive accuracy has been correlated with 
better academic performance (Everson & Tobias, 1998) and has been shown to be 
experimentally associated with greater memory performance (Thiede et. al. 2003).  
Because of the relationship between accurate monitoring and control with performance, 
researchers have endeavored to improve metacognitive accuracy. For example, a study 
comparing high and low scholastic achievers by Kelemen et. al. (2007) found that practice 
obtained through multiple opportunities to study material and make predictions about future 
test performance improved overall metacognitive accuracy of participants. In addition, the 
high scholastic achievers (as measured by GPA) were more successful at recalling items.  
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Hacker et. al. (2000) found that higher performing students showed greater metacognitive 
accuracy in a semester long course especially when multiple exams were administered. 
Those who were considered moderate performers also showed an increase in metacognitive 
accuracy while lower performers were overconfident. Another study by Hacker et. al.  
(2008) compared an extrinsic incentives group using extra credit points and a reflection 
groups in an attempt to improve metacognitive accuracy. They found that higher 
performing students in a 100-level course made more accurate predictions about their 
future test performance than lower performing students. However, lower performing 
students in the incentives group did improve in their performance predictions. None of the 
studies described narrowed in on the use of retrieval practice to improve metacognitive 
accuracy. 
Not only have low performers been identified as having less metacognitive ability, 
Williams and Hellman (2004) found that first--generation students in an online-learning 
environment control their study less effectively than other-generation students. A student 
participant was a first-generation student if his or her parents had not attained an 
educational level of “some college” or “college degree.” The researchers evaluated the 
students’ ability to self-regulate via survey methods. Their interpretation of the results was 
that first-generation students were less efficient at regulating themselves in the online 
learning environment. The limitation of this study was that it was not an experimental 
design and they did not measure metacognitive accuracy directly. Our study sought to 
address some of these concerns by using an experimental design and by measuring 
metacognitive accuracy directly. 
We were also interested in the influence retrieval practice (or testing) has on metacognitive 
monitoring accuracy for first- and other-generation students. In practice the testing effect 
occurs when a researcher might ask participants to memorize information and then attempt 
to practice recalling that information before the actual test is taken. The act of practicing 
retrieving the information actually increases retention. Although the exact mechanism of 
the testing effect is unknown, it has been theorized to increase metacognitive accuracy 
(Roediger and Karpicke, 2006). Researchers have examined retrieval practice’s effects on 
metacognitive accuracy. For example, Rawson et. al. (2011) attempted to improve 
metacognitive accuracy by testing their participants on the to-be-remembered information. 
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They found that metacognitive accuracy increased after testing because participants’ self-
selection of to-be-remembered materials for restudy before an upcoming test was more 
effective than participants who were not tested on the to-be-remembered information.  
Participants selected more relevant material (material they did poorly on initially) for 
restudy and performed better on the test. However, there are limitations of this study. For 
example, the researchers did not measure metacognitive accuracy directly (e.g., by 
calculating difference scores) and there were no comparisons of specific populations such 
as first- and other-generation students. The present study measured metacognitive accuracy 
directly creating difference scores based on retrieval practice and generation condition.  
Another experiment examining the influence of retrieval practice on metacognitive 
monitoring accuracy was conducted by Miller and Geraci (2013). In this study, participants 
memorized a list of 40 Lithuanian-English word pairs and took a test on those word pairs. 
After study, but prior to taking the memory test, the participants predicted their 
performance on the upcoming memory test. Then, participants attempted to retrieve either 
easy or difficult word pairs from the list and then made a second performance prediction 
about how many word pairs they thought they would remember. The results indicated that 
the more failure participants experienced when attempting to retrieve the word pairs, the 
more metacognitively accurate their second performance predictions were. In other words, 
participants in the difficult retrieval practice condition made predictions that were more 
metacognitively accurate compared to participants in the easy condition. They also found 
that participants were usually overconfident in their predictions. This study did not consider 
the differences in metacognitive accuracy between specific populations such as first- and 
other-generation students. 
Based on previous research, we hypothesize that there will be a main effect of generation. 
Participants who identify themselves as other-generation students will show more accurate 
metacognitive monitoring than first-generation participants. We also hypothesize that there 
will be a main effect of practice (i.e., retrieval practice or no retrieval practice). Participants 
will have more monitoring accuracy when they are in the retrieval practice condition 
compared to the control. There is no hypothesis about the interaction as we are unsure of 
the effect retrieval practice will have on metacognitive accuracy depending on the 
participants’ generation (first- or other-generation).  
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METHOD 
Participants 
Participants included 58 young adults in a 100-level psychology course enrolled at South 
Dakota State University located in Brookings, SD. There were 28 first-generation students 
and 30 other-generation students. In addition, 31 females and 27 males participated with 
ages ranging from 18-26 (M =19.3, SE= 0.7). Participants were informed about the tasks 
they were asked to perform, the risks/benefits of their participation, and their right to leave 
the experiment at any time. In addition, participants were asked to give written consent for 
their participation.  For participating, each participant received research credit from his or 
her 100-level psychology course.  
Design 
This study is a 2 Generation (first- or other-generation student) X 2 Practice (retrieval 
practice or no retrieval practice) quasi-experimental design.  During an online pre-screen 
questionnaire, participants read a statement explaining what it means to be a first-
generation student and then were asked to indicate if they were in fact a first-generation 
student. We defined first-generation participants as students whose parents had not 
completed a college degree and other-generation participants as students whose parents had 
completed a college degree(s). Emails were sent to first-generation students informing them 
about available research appointment times.  
This study included the memorization of 40 Lithuanian-English word pairs. These word 
pairs were chosen for study as they have been normed by previous researchers (Grimaldi et. 
al. 2010). That is, the word pairs have been tested to establish how the difficult they are for 
participants to learn and retrieve them on a memory test. Medium difficulty word pairs 
were chosen for the retrieval practice condition because the medium condition has been 
associated with an optimal level of metacognitive accuracy (Miller and Boettcher, 2013). 
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Procedure 
The psychology department’s human subjects pool system (SONA systems) was used to 
email first-generation students to recruit them for this study (other generation students 
simply signed up for available research appointments). Participants came to the research lab 
to participate in the study. After completion of the informed consents, participants were 
randomly assigned to a retrieval practice or no retrieval practice condition. Then 
participants were informed about studying a list of word pairs and the subsequent memory 
test over the word pairs. They studied the list of 40 Lithuanian-English word pairs on a 
computer screen for 10 seconds per word pair (e.g., sesuo-sister). In the retrieval practice 
condition, following study, participants were asked to attempt to retrieve four word pairs 
from the study list (e.g., sesuo-        ). After studying the word pairs and attempting to 
retrieve the practice items, participants made a performance prediction about their 
upcoming memory performance on a scale of 0-40. In the control condition, participants 
made a performance prediction immediately after study.  
Metacognition has been defined as what a person knows about what he or she does and 
does not know. In this study, metacognition was operationally defined by creating a 
difference score for each participant. A participants’ performance on the memory test was 
subtracted from their performance prediction, thus, positive difference scores indicate 
overconfidence and negative difference scores indicate underconfidence. 
After the study was completed, all participants were verbally debriefed to ensure their 
understanding of the experiment. The verbal debriefing gave information regarding the 
purpose of the study and how the information collected would be used to further 
understanding of metacognitive differences between first- and other-generation students. 
Participants were allowed to terminate their participation in the study and / or remove their 
data without repercussion. Participants were given written version of the debriefing and a 
copy of the consent form. 
RESULTS 
The results from the two-factor ANOVA found no differences in metacognitive monitoring 
accuracy between first- and other-generation participants, F(1, 54) = 1.43, p =.24, ηp2 = .03. 
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In other words, first- generation participants were just as metacognitively accurate as the 
other-generation participants. The results also revealed a significant main effect of Practice 
condition, F(1, 54) = 6.46, p =.01, ηp2 = .10. Participants in the retrieval practice condition 
made more accurate predictions than participants in the no retrieval practice condition. The 
interaction effect was not significant, F(1, 54) = 1.99, p =.16, ηp2 = .04 (Table 1 and Figure 
1). Figure 1 illustrates that other-generation students in the control condition were, on 
average, 14% overconfident and that other-generation students in the RP condition were 
1% underconfident. A similar pattern, albeit attenuated, was observed for first-generation 
students, with 4% overconfidence in the control condition and less than 1% 
underconfidence in the retrieval practice condition. 
       
 No Retrieval Practice (Control) Retrieval Practice (RP) 
Generation Mean SE  n Mean SE  n 
First 1.64 1.37 14 -0.07 1.89 14 
Other 5.6 1.58 15 -0.40 1.15 15 
 
Table 1. Mean difference scores (prediction - performance) for first- and other-
generation students in both practice conditions.  
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Figure 1. Mean difference scores (prediction  performance) for first- and other-
generation students in both practice conditions. Standard errors are represented in 
the figure by the error bars attached to each column. 
DISCUSSION 
The purpose of this study was to understand differences in metacognitive accuracy between 
first- and other-generation participants and to examine how these participants’ 
metacognitive accuracy would be affected by retrieval practice. The first hypothesis, that 
other-generation participants would be more metacognitively accurate than first-generation 
participants was not supported by the data. In fact, the results indicated that first-generation 
participants were numerically more metacognitively accurate than other-generation 
participants, although this difference did not reach statistical significance, perhaps due to 
insufficient statistical power (β = .28). With respect to Nelson et. al. (1994) model, which 
posits that monitoring processes inform control processes, and previous research on first-
generation students which indicates that first-generation students do not control their study 
as effectively as other-generation students, the results from the current study identify a 
dissociation between monitoring and control in first-generation students. This dissociation 
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could be the result of other moderating factors that may include self-efficacy, motivation, 
and/or locus of control. 
The second hypothesis was that retrieval practice would significantly increase 
metacognitive accuracy. Our results indicated that most participants in the control condition 
made overconfident performance predictions and participants in the retrieval practice made 
more accurate performance predictions thus supporting the second hypothesis. Although we 
did not test any hypothesis about the interaction between Generation and Practice 
conditions, the results indicated that both first- and other-generation participants respond 
favorably to retrieval practice thus confirming previous studies that indicate retrieval 
practice is an effective method to reduce overconfidence (Miller and Geraci, 2013).  
A difference between the current study and the previous study by Williams and Hellman 
(2004) that may account for some differences in the findings is that they conducted their 
study in an online learning environment where first-generation students had a mean age of 
29.64 years. The mean age calculated in this study was 19.3 years; therefore, the 
differences in age might account for the finding that our first-generation participants were 
more metacognitively accurate. In fact, Souchay and Isingrini (2004) found that younger 
adults are more efficient at adjusting their study time and rehearsal on a readiness-recall 
task (i.e., better metacognitive control). The current study also supports the notion that 
younger students are better at monitoring. Yet other studies have found that older 
participants have more accurate monitoring abilities (Grimes, 2002; Hertzog et. al. 2010). 
Therefore, more research is needed to identify the age at which participants are most 
metacognitively accurate and how age may interact with the experimental task and perhaps 
first- or other-generation student status.  
Investigating differences in monitoring accuracy and response to various interventions in 
populations like first-generation students allows researchers and educators to understand 
optimal conditions for learning and retention. Moreover, this understanding makes it 
possible to apply this knowledge to make pedagogical improvements. In the current 
experiment and in previous experiments, retrieval practice has been shown to be a positive 
intervention for metacognitive monitoring accuracy for both first- and other-generation 
participants. One possible explanation for this finding comes from the subjective 
experience of attempting to retrieve practice items. For instance, when people experience a 
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failure to retrieve a portion of the material they have studied, they are able to conceptualize 
the difficulty of the memory test and think more deeply about the state of their own 
knowledge, in this experiment – their memory of the foreign language word pairs. 
Applying the current retrieval practice paradigm could be achieved if, for example, 
educators used testing procedures in the classroom more often. If a professor used random 
tests for fewer points, the students would have to monitor what they do and do not know 
more often which would likely result in increased monitoring accuracy and increased 
metacognitive control.  
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ABSTRACT 
The third leading cause of cancer deaths in the U.S. is colon cancer. The major 
disadvantage of cancer chemotherapy is its non-selective toxicity to healthy cells at the 
therapeutic doses. A possible target selective for cancer cells is their dependence on 
glycolysis for cellular energy. 2-deoxyglucose (2-DG) is a glycolytic inhibitor that has been 
shown to be safe in both animals and humans.  The molecular mechanisms for the anti-
cancer effect of 2-DG cannot be explained solely by its glycolytic inhibition. In this 
manuscript we studied the effect of 2-DG on colon cancer cells and its possible molecular 
mechanism. Colon cancer cells are more susceptible to 2-DG treatment than other 
cancerous and non-cancerous cell lines tested. The colon cancer cells tested are SW620, 
SW480 and GC3/C1. In cell cycle analysis studied using propidium iodide staining of DNA 
followed by flow-cytometry, 2-DG induced cell cycle arrest at G0/G1 phase in SW 620 
cells. 2-DG also modified the expression of various cell cycle proteins such as p21, p53, 
and cyclins as measured through Western Blotting. In addition to cell cycle arrest, 2-DG 
also induced apoptosis through activation of Caspase 3. Complementing 5-Fluorouracil (5-
FU) treatment of colon cancer cells with 2-DG significantly enhanced the efficiency of 5-
FU treatment up to 3.5 fold.  This study showed a new molecular mechanisms for 2-DG 
that could be used to design novel combination therapies with other known 
chemotherapeutic agents for colon cancer. The addition of a well-tolerated molecule like 2-
DG increases the efficiency of 5-FU, thus reducing the patient’s cumulative exposure to 5-
FU. This may lead to fewer dose dependent side effects and better patient outcomes. 
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INTRODUCTION 
Colorectal cancer is the third deadliest form of cancer in the United States.  It is estimated 
that 102,480 people will be diagnosed with colon cancer and it will be responsible for 
50,830 deaths in 2013 alone (Siegel et al., 2013). The most widely used chemotherapeutic 
agent to treat colorectal cancer, as a single agent and in combination regimens, is 5-
Fluorouracil (5-FU) (Cersosimo, 2013).  The greatest challenge with chemotherapeutic 
agents, like 5-FU, is that they cause severe systemic toxicity at their therapeutic doses.  
This brings up a need to develop and identify drugs that are effective as well as exhibit a 
safe drug profile.  A new class of drugs, glycolytic inhibitors, is selective for cancer cells 
based on the Warburg hypothesis.    
Otto Warburg observed in the early 1920’s that cancer cells differ from normal cells in their 
primary source for energy. All cells need energy in the form of ATP for their survival, but 
cancer cells need more energy than healthy cells because of their uncontrollable growth. 
Usually, cellular energy (ATP) comes from glycolysis and the Tricarboxylic Acid cycle-
coupled oxidative phosphorylation of glucose. In the presence of oxygen, healthy cells 
depend on oxidative phosphorylation for their main source of energy. Warburg observed 
that cancer cells typically produce the majority of their ATP by glycolysis, even in the 
presence of oxygen. Cancer cells are characterized by their higher rate of lactate release and 
increased glucose consumption rate.  The dependency of cancer cells on glycolysis as their 
primary source of energy makes this enzymatic pathway a key target for drug therapies. 
Accordingly, various small molecule inhibitors of the glycolytic pathway have been used 
effectively in the past to halt the progression of cancer both in-vitro and in-vivo (Gatenby & 
Gillies, 2007; Knight et al., 1996). 
2-Deoxyglucose (2-DG) is a well-characterized small molecular inhibitor of glycolysis both 
in animals and humans (Maschek et al., 2004; Vander Heiden, et al., 2009). It is safe and 
well tolerated in mice and rats (Kang & Hwang, 2006). Studies have also shown that doses 
of 2-DG as high as 200 mg/kg are well tolerated in people (Scatena et al., 2008). 2-DG is a 
glucose molecule in which hydrogen takes the place of the hydroxyl group on the second 
carbon. Similar to glucose, 2-DG gets transported into the cell by glucose transporters.  It 
then can be phosphorylated by hexokinase to form 2-DG-P. However, unlike glucose-6-
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phosphate, 2-DG-P cannot be metabolized further by phosphohexose isomerase and cannot 
be easily transported out of the cell. The accumulation of 2-DG-P in the cell causes 
feedback inhibition of hexokinase. This block of glycolysis is especially harmful to tumor 
cells which rely heavily on glycolysis for their ATP generation (Scatena et al., 2008).  
However, recent research has shown that there may be other mechanisms involved with 2-
DG anti-cancer effects in addition to its glycolytic inhibition. Firstly, the decline in ATP 
levels following 2-DG treatment in eukaryotes is moderate at best (Stein et al., 2010). 
Secondly, tumor cells react differently to 2-DG than its fluorescent analogue 2-
Fluorodeoxy-D-Glucose (FDG). Although FDG is also a stronger inhibitor of glycolysis, it 
is non-toxic to cells that were responsive to 2-DG (Qutub & Hunt, 2005).  Taken together, 
these findings suggest the existence of additional cellular effects or targets for 2-DG. 
In this manuscript, the additional cellular effects of 2-DG, apart from inhibiting glycolysis, 
in colon cancer cell lines were evaluated. The results showed that 2-DG arrests the cell 
cycle at G0/G1 by modulating cell cycle proteins such as p21, p53 and cyclins. This cell 
cycle arrest subsequently results in cell death by apoptosis. More cancer cells were killed 
when 5-FU treatment was complemented with a safer molecule like 2-DG. 
METHODS 
Cell culture and drug treatment 
Three human malignant colorectal cancer cell lines (Gc3/C1, SW480 and SW620), two 
human breast cancer cell lines (MDA-MB-231 and MCF7), a human ovarian cancer cell 
line (Ovcar3), a human melanoma cell line (B16F10) and a human kidney epithelial cell 
line (HEK 293T) were used in this study. The cells were grown in RPMI 1640 (Ovcar3 and 
Gc3/C1), DMEM (MCF 7, MDA-MB-231, B16F10 and HEK293) or Leibovitz’s L-15 
medium (SW620 and SW480) supplemented with 10% fetal calf serum (FCS), penicillin 
(100U/ml), and streptomycin (100µg/ml) in a humidified incubator (37°C, 5% CO2). A 1 M 
stock solution of 2-DG (Sigma, St. Louis, Mo.) was prepared in 50 mM phosphate buffered 
saline (PBS), stored at -20°C and diluted in the complete media to obtain the desired 
concentrations.  
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Cytotoxicity assays and the determination of IC50 of 2-DG and 5-FU 
The dose of 2-DG and 5-FU required to kill 50% of cells (IC50) in various cell lines was 
determined by MTT (3,4,5-dimethiazol-2,5-diphenyl-tetrazolium bromide, Sigma) assay. 
Ten thousand cells were seeded per well of a 96 well plate and allowed to adhere for 24 
hours. After incubating the cells for 72 hrs with various concentrations of 2-DG (0 – 25 
mM) and 5-FU (0-50 μM), the viability of the cells was assessed using MTT assay. The 
IC50 was calculated using SigmaPlot® software by plotting the cell viability against the 
concentration of 2-DG. All the experiments were performed in replicates of three with three 
repetitions.  
Efficiency of 5-FU in combination with 2-DG in colorectal cancer 
cell lines 
The cells were treated with a range of 5-FU (0-50 μM) and a fixed amount of 2-DG (0.25 
mM for SW480 and SW620 and 0.025 mM for GC3-C1). The effectiveness of the 
combination therapy of 5-FU with 2-DG was determined by comparing the IC50 of 5-FU 
alone or in combination with 2-DG. All the experiments were performed in replicates of 
three with three repetitions. Statistics to test for significant difference in variance was 
performed using the Student’s t-test at P<0.05. 
Protein isolation and Western blotting 
Cells were treated with the various concentrations of 2-DG in a 6-well plate and incubated 
for different time periods following which, total cell protein was extracted using 0.25 ml 
cold fresh lysis buffer (1% Triton X-100, 150 mM NaCl, 0.5 mM MgCl2, 0.2 M EGTA and 
50 mM Tris-HCl (pH 7.5) with aprotinin (2 µg/ml), DTT (2 mM), and 
phenylmethylsulfonyl fluoride (PMSF, 1 mM)). Proteins from the cell lysates were 
separated on a 10-15% polyacrylamide gel under reducing conditions (reducing, SDS-
PAGE). Proteins were then transferred onto nitrocellulose membrane, and the blot was 
blocked with 5% non-fat milk. The protein levels were detected by immune-detection with 
specific antibodies. Anti-p21, anti-CDK4, anti-CDK2, anti-Caspase 3 (SantaCruz 
biotechnologies, CA), and anti-β tubulin antibodies (Developmental Hybridoma Bank, IA) 
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were used at a concentration of 1:1000 dilution. Anti-cyclin D1, A and E polyclonal 
antibodies (SantaCruz biotechnologies, CA) were used at a concentration of 1:250 dilution. 
Appropriate HRP-conjugated secondary antibodies (SantaCruz biotechnologies, CA) were 
incubated at room temperature at a dilution of 1:5000. The specific protein complexes were 
identified using a chemiluminescence detection kit (Amersham, CA).  
Cell cycle analysis   
The cell cycle analysis was performed following the method described in the literature 
(Liu, Li, & Raisch, 2010) . In brief, SW620 cells were switched to media without serum for 
a period of 24 hours, to render them quiescent and synchronize their cell cycle phases. 
Following this, the cells were treated with various concentrations of 2-DG for 18 hours and 
harvested by trypsinization. The harvested cells were washed twice with PBS and fixed in 
70% ethanol at 4°C. The nuclear DNA was stained using propidium iodide (50 µg/ml) in 
the presence of DNase free RNase (2U/ml). The cells were sorted depending on the DNA 
content using a fluorescence activated cell sorter (FACS) (BectonDickinson, San Jose, 
CA). The proportion of cells in each phase of the cell cycle was determined using CellFIT 
software (BectonDickinson, San Jose, CA). 
RESULTS 
1. Colorectal cancer cells are more susceptible to 2-DG treatment 
The cytotoxic effect of 2-DG on various cancer and non-cancer cell lines was tested using 
the MTT assay. The types of cell lines tested were non-cancer kidney epithelial cell line 
(293T), colorectal cancer cell lines (SW620, SW480 and GC3/Cl), breast cancer cell lines 
(MDA-MB-231 and MCF7), ovarian cancer cell line (Ovcar 3), and melanoma cell line 
(B16F10).    The IC50 of 2-DG on various cell lines is represented in Figure 1. Out of eight 
cell lines tested, 2-DG exerted the least cytotoxic effect on the non-cancer cell line (HEK 
293, IC50: 6.452 mM), which further supports its enhanced selectivity towards cancer cells. 
The metastatic aggressive breast cancer cell line (MDA-MB-231, IC50= 1.874 mM) was 
more susceptible to 2-DG treatment than non-metastatic cancer cells (MCF7a, IC50= 
5.891mM). The IC50 values of the three colorectal cancer cell lines were lower than that of 
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other cancer cell lines tested. Since colorectal cancer cells were more susceptible to 2-DG 
treatment than other cancer cells tested, and to maximize the subsequent output, we chose 
to use colorectal cancer cells (SW620) for further analysis of 2-DG activity in the Western 
blotting and cell cycle analysis. 
 
Figure 1. The IC50 values of 2-DG in various cancer cell lines after 72 hour treatment 
at various concentrations (mM) of 2-DG. The colorectal cancer cell lines (represented 
in red) SW620, SW480 and GC3/Cl exhibit the highest sensitivity to 2-DG treatment. 
The data represent the average of triplicates.  
2. 2-DG inhibits cell cycle progression in colorectal cancer cell lines 
The reduced viability of cancer cells after 2-DG treatment could be interpreted as a result of 
inhibiting cell cycle progression or inducing cell death or both. Therefore, the role of 2-DG 
in modulating the cell cycle progression was evaluated in SW620 cell line using flow 
cytometric analysis as described in the methods. Treatment of SW620 cells with 2-DG for 
18 hours caused cell cycle arrest at the G0/G1 checkpoint (Figure 2). The percent of cells in 
G0/G1 significantly increased from 63.49 % to 80.15 % (P<0.05; student T-test) after 2-DG 
treatment. Simultaneously the number of cells in S phase decreased from 19.11 % to 7.13 
%. 
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Figure 2. Cell cycle analysis of SW620 cells following 18 hour treatment with 20mM 2-
DG using flow cytometry. Control cells A, and treated cells B, were fixed and stained 
with propidium iodide and analyzed for DNA content using flow cytometery. The data 
represents mean percent of cells in a particular cell cycle phase ± standard deviation 
(n=3). 
3. 2-DG increases the expression of p21 and p53 proteins 
Cyclin Dependent Kinase (CDK)-inhibitory proteins, designated as CKIs (18) play a 
critical role in modulating the events of cell cycle. p21 is one of the key CKIs exerting a 
regulatory role in cell cycle progression. The expression of p21 can be p53 mediated or p53 
independent. The direct effect of 2-DG on the expression of these proteins in SW620 cells 
was analyzed by Western Blot analysis (Figure 3 A). Treatment with 2-DG increased the 
expression of p21 as well as p53 in SW620 cell lines. This increase was dependent on the 
dose of 2-DG (Figure 3 A). To check the kinetics of p21 and p53 expression, SW620 cells 
were treated with 5 mM 2-DG for various time periods and the amount of p21 and p53 
proteins in the cell lysate was analyzed by western blot analysis. 2-DG dependent increased 
expression of p21 was transient with the maximum expression occurring after 18 hours of 
treatment (Figure 3 B). The protein levels of p53 reached a plateau at 18 hrs following 2-
DG treatment. 
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Figure 3 A. Effect of different doses of 2-DG treatment on anti-apoptotic p53 and p21 
protein expression in SW620 cells. The cells were treated for 48 hours.  
Figure 3 B. Transient expression of p21 in SW620 cells. Cells were treated with 5mM 
2-DG for indicated time points. For both western blots, whole cell protein was 
extracted and ran on 12% acrylamide gel. The beta tubulin concentration was 
constant, showing that equal amounts of cell protein was loaded in each well. Beta-
tubilin was used as a loading control in the blots.  
4. 2-DG alters the expression of various cell cycle associated proteins 
Expression levels of various proteins involved in cell cycle are critical for proper progression 
of cell cycle (Madhok et al., 2010). The 2-DG treatment decreased the expression of various 
proteins associated with cell cycle progression (Figure 4). 2-DG treatment caused a down 
regulation of cyclin A, cyclin D and CDK4, whereas the levels of CDK2 and cyclin E 
remained unaltered.  
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Figure 4. Relative expression of various cell cycle proteins. SW620 cells were treated 
with the indicated doses of 2-DG for 18 hours. The expression levels of various cell 
cycle associated proteins were checked by western blot analysis. The figure is a 
representative image of three separate experiments.  
5. 2-DG causes cell death through apoptosis or cell death 
Cell cycle arrest at G1/G0 phase and the transient over expression of p21 protein may direct 
the cells towards apoptosis (Wu et al., 2002).  To check whether the treatment of 2-DG 
causes the induction of apoptosis, SW620 cells were treated with various doses of 2-DG 
and apoptosis was analyzed by investigating an apoptotic marker protein called caspase 3. 
Caspase 3 exists in all cells, but this protein is cleaved during apoptosis and the cleaved 
caspase is active and acts as an effector protease during apoptosis. (Wolf et al., 1999).  As 
seen in Figure 5, there is an increase in cleaved caspase 3 with 2-DG treatment. 
 
 
 
2-DG Dosage Rates 
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Figure 5. Expression of cleaved caspase 3 following the treatment with 2-DG in SW 
620 cells.  The control well was not treated with 2-DG. This is representative of three 
separate experiments. 
6. The combination of 2-DG with 5-FU reduces the IC50 of 5-FU 
Once the effect of 2-DG on cell cycle and apoptosis was established, the complementary 
effect of 2-DG on the efficiency of 5-FU was investigated.  The IC50 of 5-FU was reduced 
by the addition of 0.25 mM of 2-DG in SW480 and SW620 while 0.025 mM of 2-DG was 
used in GC3/C1 for the treatment (Table 1). 
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Cell line IC50  Fold enhancement 
provided by co-
application of 5-
FU and 2-DG 
5-FU alone (μM) 5-FU (μM) + 2-
DG (0.25 mM) 
SW620 9.25±0.32* 5.23±0.18* 1.77 
SW480 15.28±1.02* 5.17±0.54* 2.96 
GC3/Cl# 13.27±1.09* 3.75±0.38* 3.54 
#The concentration of 2-DG used in GC3/C1 was 0.025 mM 
*Shows significant difference in variance by Student’s  t-test at P<0.05 
 
Table 1. The IC50 values of 5-FU alone and in combination therapy with 2-DG in 
various cancer cell lines after 72 hour treatment at various concentrations of 5-FU. In 
all cases, 2-DG enhanced sensitivity compared to 5-FU alone. The data represents the 
average of triplicates. 
DISCUSSION 
Current first line treatment of colorectal cancer, 5-FU as a monotherapy or in combination 
therapy, has the major drawback of extensive tissue toxicity.  The major side effect of 5-FU 
is myelosuppression, which can lead to many other health complications  (DiPiro et al., 
2011).  For this reason, developing anticancer agents with less toxicity to normal tissues 
would be desirable.  An example of a drug with such an ideal safety profile is 2-DG.  It is 
known to block glycolysis by inhibiting the key glycolytic enzyme hexokinase (Scatena et 
al., 2008).  However, the full array of effects of 2-DG in cancer cells cannot be completely 
explained by its inhibitory effects on the glycolytic pathway (Qutub & Hunt, 2005; Stein et 
al., 2010). In this manuscript, we have identified a plausible new mechanism of 2-DG on 
colorectal cancer cells.  Colorectal cancer cells were more susceptible to cytotoxic effects 
of 2-DG when compared to other cancer or non-cancer cell lines tested. The IC50 values of 
2-DG in colorectal cancer cells was almost four-fold lower than in non-cancerous HEK293 
cells. This finding is consistent with the fact that 2-DG is a useful therapeutic agent and 
exerts minimum toxic effects in-vivo on non-cancerous cells (Kang & Hwang, 2006). The 
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increased potency of 2-DG in colorectal cancer makes it an attractive candidate for such 
types of cancer where local high concentrations of the drug can be achieved using novel 
formulation strategies such as colon targeted drug delivery (Philip & Philip, 2010).   
It was observed that 2-DG shifts the SW620 cells G0/G1 phase and sharply decreases the 
numbers in the S phase during the cell cycle analysis.  The cell cycle inhibition may be 
attributed to the transient expression of p21, a Cyclin Dependent Kinase Inhibitor (CKI). 
Moreover, the transient increase in expression of p21 was independent of p53 levels and this 
observation might suggest the molecular effect of 2-DG on p21 levels, irrespective of p53 
status. Furthermore, the expression levels of various cell cycle associated proteins such as 
cyclin A, cyclin D1 and CDK4 were also reduced.  Such a reduced expression of CDK4 and 
other cell cycle-associated proteins may be responsible, in part, for the G1/G0 cell cycle 
arrest observed after 2-DG treatment (Figure 2). During the treatment of SW620 with 2-DG, 
increased amounts of cleaved caspase were seen in the treated versus the untreated cells. An 
expression of cleaved caspase 3 such as this indicates that the cells are undergoing apoptosis.  
The implications for these findings would be the ability to identify potential new synergistic 
combination therapies of 2-DG with other chemotherapeutic agents that have similar 
apoptosis inducing mechanism. 2-DG has had very limited success as a single agent in 
treating cancer (Kurtoglu et al., 2007).  What is promising though are the studies in which 2-
DG is used in combination therapy.  In mice that bear human osteosarcoma or non-small cell 
lung cancers, 2-DG has been shown to drastically increase the anticancer efficacy of 
adriamycin and paclitaxel (Maschek et al., 2004).  As far as potential for combination therapy 
in colon cancer, a recent paper has found that the drug lupulone induces the expression of 
p53 in both SW480 and SW620 cells through activation TRAIL death receptor signaling 
pathways (Lamy et al., 2010).  Since 2-DG and lupulone both induce p53 expression, this 
brings up the potential of a synergistic combination therapy.  By identifying other drugs that 
have similar mechanisms in colorectal cancer, more combination therapies can be tested.  
2-DG is a very safe molecule for cancer treatment, however, it is very challenging to achieve 
the therapeutic concentration of 2-DG in a clinical setting (Figure 1: IC50 in SW620 is 
~1.436 mM). Therefore, we have proposed to use 2-DG as an adjunct therapy at 
concentrations from 0.025 mM to 0.25 mM with existing chemotherapy to enhance the 
efficiency of chemotherapy. The complementary therapy of 5-FU with 2-DG was also 
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established by analyzing the increased efficiency of 5-FU killing of the colorectal cancer cell 
lines in the presence or absence of 2-DG.  The IC50s of FU decreased 1.77 to 3.54 fold, 
depending on the cell line used, when 0.025-0.25 mM 2-DG was co-administered. 2-DG is a 
safe drug in large concentrations in both humans and animals (Scatena et al., 2008).  By using 
small concentrations of 2-DG, and the range used was monumentally smaller than the IC50 
of our normal cell (Figure 1: IC50 in HEK 293T is ~6.251 mM), a drop in the amount of 5-
FU needed to kill half of the cancer cells sharply decreased. The implications for this finding 
would be that doses of 5-FU required to treat colon cancer could be reduced when 2-DG is 
given with 5-FU. This will potentially reduce side effects of 5-FU as the side effects depend 
on the dose of 5-FU. This could lead to better health outcomes and an improved quality of 
life in colon cancer patients. 
Future studies are needed to establish independence of the plausible new mechanism of 2-
DG from glycolytic inhibition in these cell lines.  In vivo experiments will also be 
necessary to see if these effects of 2-DG hold true in an animal model.  In vivo experiments 
will allow us to design a dosage form system that could release the combination therapy of 
5-FU with 2-DG once it reaches the colon.  This would allow the medication to be released 
and be in the highest concentration in the colon. A successful development in this dosage 
form would further reduce chemotherapy exposure to other parts of the body not 
necessitating chemotherapy. 
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ABSTRACT 
Throughout this paper, we will examine correspondences, also known as set-valued 
functions.  A definition of correspondences and their graphs are given.  Properties of 
correspondences including continuity, optimization, and existence of fixed points are 
considered.  Examples are considered demonstrating these properties.  Applications in the 
field of Economics are introduced.  Specifically the optimization of consumer utility is 
examined through examples.   
INTRODUCTION 
Functions are typically denoted 𝑓: 𝑋 → 𝑌 where 𝑓(𝑥) = 𝑦 with 𝑥 ∈ 𝑋 and  𝑦 ∈ 𝑌.  
Functions are traditionally single valued such that for any 𝑥 from the domain, the output 
will be a single point, 𝑦, from the range.  We can now expand our knowledge to 
correspondences, or set valued functions.  Correspondences are denoted by 𝑓: 𝑋 →→ 𝑌 
where for any 𝑥 ∈ 𝑋 the output is written 𝑓(𝑥) = 𝑦, but 𝑦 is some subset of 𝑌 instead of a 
single point.  Before considering a few examples we will clearly define the graph of a 
correspondence as found in [5]. 
Definition 1: Define 𝑓: 𝑋 →→ 𝑌 to be a correspondence.  The graph of  𝑓(𝑥), denoted 
𝐺𝑟(𝑓), is defined as the set 𝐺𝑟(𝑓) ≔ {(𝑥, 𝑦) ∈ 𝑋 × 𝑌  | 𝑦 ∈ 𝑓(𝑥)}. 
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Example 1: Define 𝑓: ℝ →→ ℝ such that 𝑓(𝑥) = {−𝑥, 𝑥}. 
 
 
 
 
 
 
 
 
 
 
 
Example 2: Define 𝑔: ℝ+ →→ ℝ+ such that 
  𝑔(𝑥) =    
∅        when 𝑥 = 0
[
1
𝑥
, 𝑥]     when 𝑥 <  1
2           when 𝑥 = 1
[0,
1
2
]     when 𝑥 > 1
  . 
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Figure 6.  Table and 𝑮𝒓(𝒇) 
. 
Figure 7.  Table and 𝑮𝒓(𝒈) 
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Example 3: Define  ℎ: ℝ+ ∪ {0} →→ [1,2] such that  ℎ(𝑥) = [1,2]. 
 
 
 
 
  
 
 
 
 
The examples above demonstrate three ways of representing a correspondence: definition, 
data values, and graphically (Figures 1, 2, and 3).  The objectives of this paper are to 
determine what characteristics a correspondence needs in order to be continuous, when a 
fixed point is guaranteed to exist, where and how a correspondence is optimized, and how 
correspondences can be useful in other fields of study.   
Considering Sets 
Consider an arbitrary, nonempty set 𝑆 and an arbitrary member 𝑠 ∈ 𝑆.  We can determine 
many characteristics of 𝑆 by applying classifications to all of its members.  Most of these 
classifications will be dependent upon the points that surround a particular member.   
Definition 2: Let 𝜖 > 0, 𝑆 be an arbitrary nonempty set, and 𝑠 ∈ 𝑆.  We define a 
neighborhood about 𝑠 to be 𝑁(𝑠) = (𝑠 − 𝜖, 𝑠 + 𝜖). A deleted neighborhood about 𝑠 is 
defined as 𝑁∗(𝑠) = (𝑠 − , 𝑠) ∪ (𝑠, 𝑠 + ). 
Observing neighborhoods about 𝑠 allow for determination of the characteristics of s.  
Member points can be classified into one or more of the following categories: 
𝒙 𝒚 
1 [1,2] 
2 [1,2] 
3 [1,2] 
4 [1,2] 
5 [1,2] 
    





x
y
Figure 8.  Table and 𝑮𝒓(𝒉) 
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1. Interior Point: A member 𝑠 ∈ 𝑆 is an interior point of 𝑆 if there exists 𝑁(𝑠) ⊂ 𝑆.  
In other words, if there exists a neighborhood about a member of the set that is 
completely contained in the set, then that member is an interior point. 
2. Boundary Point: A point 𝑠 is a boundary point of 𝑆 if every 𝑁(𝑠) has at least 
one point that is in 𝑆 and at least one point that is not in 𝑆.  A boundary point 
does not have to be an a member of the set. 
3. Limit Point: Any 𝑥 ∈ ℝ  is a limit point of 𝑆 if every 𝑁∗(𝑠) has at least one 
point in 𝑆. Note that a limit point does not have to be a member of the set. 
4. Isolated Point: A member 𝑠 ∈ 𝑆 is an isolated point of 𝑆 if there exists an 𝑁(𝑠) 
such that the only point in 𝑁(𝑠) that is a member of 𝑆 is 𝑠. 
Example 4: 𝑆 = {𝑠 ∈ ℝ |𝑠 ∈ (0,5)} 
 
Figure 9.  Graph of set S (example 4) 
Interior points: Each 𝑠 ∈ 𝑆 is an interior point because there is a neighborhood about each 
point such that every element in the neighborhood is also be a member of 𝑆 (Figure 4). 
Boundary points:  The set {1, 5} is the set of boundary points.  Any neighborhood of these 
values that are not in the set have a member that is a member of 𝑆. 
Limit Points: The set {1,5} ∪ 𝑆  is the set of limit points of 𝑆.  A deleted neighborhood 
about 1,5, or any member of 𝑆, results in the deleted neighborhood containing at least one 
element of 𝑆. 
Isolated points:  There are no isolated points in 𝑆 because every neighborhood of every 
member contains other elements of 𝑆. 
Example 5: 𝑆 = {1,2,3,4,5} 
 
Figure 10.  Graph of set S (example 5) 
     
x
     
x
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Interior points: There are no interior points in this example because there is always a 
neighborhood about each member that has elements that are not in 𝑆 (Figure 5).  
Boundary points: Every element of 𝑆 is a boundary point because every neighborhood 
about every member contains one element of 𝑆 which happens to be the member itself, and 
one point not in the set. 
Limit Points: This set has no limit points because for each real number, there exists a 
deleted neighborhood that contains no members of 𝑆. 
Isolated points:  Every element in 𝑆 is an isolated point by definition. 
Now that we are able to classify the members within a specific set we can now use those 
classifications to determine its properties.  Specifically, we will want to determine whether 
a set is an open set or a closed set. 
Definition 3: A nonempty set 𝑆 is open if every 𝑠 ∈ 𝑆 is an interior point.  A set 𝑆 is closed 
if its complement 𝑆𝑐  is open or if the set contains all of its limit points. 
In Example 4, the set S is an open set since every element is an interior point.  However, 
the set in Example 5 does not have any interior points.   Consider, in example 5, 𝑆𝑐 = {ℝ −
{1,2,3,4,5}}.  The elements in 𝑆𝑐  are all interior points since there exists a neighborhood of 
each element which is contained in 𝑆𝑐  itself.  Since 𝑆𝐶  is an open set, 𝑆 is a closed set.  
Another way to look at this would be to reconsider the limit points of 𝑆.  Since there were 
no limit points we determine the set of limit points to be the empty set, and since the empty 
set is a subset of 𝑆 we can say that 𝑆 contains all of its limit points.  Thus 𝑆 is closed. 
Other necessary concepts include supremum and infimum, upper and lower bounds, and 
compactness.  A set 𝑆 is bounded above if there exists 𝑥 ∈ ℝ such that for every 𝑠 ∈ 𝑆, 𝑠 ≤
𝑥.  The real number 𝑥 is referred to as the upper bound of 𝑆.  If this 𝑥 also happens to be 
the smallest real number for which 𝑠 ≤ 𝑥, then 𝑥  is called the supremum of 𝑆 denoted 𝑥 =
sup (𝑆).  Note that 𝑥 does not have to be a member of the set in order to be the set’s 
supremum.   A similar definition is given for the lower bound of 𝑆 where for some 𝑦 ∈ ℝ 
and every 𝑠 ∈ 𝑆,   𝑠 ≥ 𝑦.  If the real number 𝑦 is also the largest real number for which 𝑠 ≥
𝑦, then 𝑦 is called the infimum of 𝑆 denoted 𝑦 = inf (𝑆). If a set has an upper bound and a 
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lower bound we call the set bounded.  A set is called a compact set if the set is both closed 
and bounded. 
Referring back to Example 4, we can classify that this set is bounded with sup(𝑆) = 5 and 
inf(𝑆) = 1.  The set is not classified as compact since we determined it to be an open set.  
The set in Example 5 is also bounded with sup(𝑆) = 5 and inf(𝑆) = 1.  Since the set is 
closed and bounded we can also determine that it is compact. 
Continuity of Correspondences 
These preliminary ideas provide a setup for the conditions a correspondence must meet in 
order to be classified as a continuous correspondence.  We first define the concept of 
continuity as found in [1]. 
Definition 4: A correspondence 𝑓: 𝑋 →→ 𝑌 is continuous if its codomain is compact, if 
every element in the domain maps to a nonempty subset of the range, and if 𝐺𝑟(𝑓) satisfies 
the following two conditions: 
1. 𝐺𝑟(𝑓) is closed and 
2. For every (𝑥, 𝑦) ∈ 𝐺𝑟(𝑓), if a sequence {𝑥𝑛} converges to 𝑥 then there must exist 
a sequence {𝑦𝑛} that converges to 𝑦 ∈ 𝑓(𝑥) where 𝑦𝑛 ∈ 𝑓(𝑥𝑛) for all n. 
When a correspondence satisfies the latter of the two conditions it is said to be lower 
hemicontinuous, which is commonly abbreviated LHC.  
Reconsider 𝐺𝑟(𝑓) from Example 1 where 𝑓(𝑥) = {−𝑥, 𝑥}.  We will consider each 
continuity requirement to determine if 𝑓 is continuous. 
Claim 1: The function has a compact codomain. 
The codomain of 𝑓 is ℝ which is neither closed nor bounded.  Thus the codomain 
is not compact and we can conclude that 𝑓 is not continuous.   
Claim 2: Every element in the domain maps to a nonempty subset of the codomain.  
Since 𝑓(𝑥) = {−𝑥, 𝑥} we can conclude that this holds true for every element in 
the domain. 
Claim 3: The 𝐺𝑟(𝑓) is closed. 
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Recall 𝐺𝑟(𝑓) ≔ {(𝑥, 𝑦) ∈ 𝑋 × 𝑌  | 𝑦 ∈ 𝑓(𝑥)} and note that when determining 
whether 𝐺𝑟(𝑓) is closed we consider the (𝑥, 𝑦) ∈  𝐺𝑟(𝑓) as a subset of all 
(𝑥, 𝑦) ∈ ℝ × ℝ.  Considering a neighborhood, in this case an infinitely small 
circle, about an arbitrary ordered pair in the graph, note that each point is a limit 
point.  Consider every ordered pair in 𝐺𝑟(𝑓)𝑐 and determine whether there exist 
limit points of 𝐺𝑟(𝑓) outside of 𝐺𝑟(𝑓).  Note that each neighborhood can be 
made small enough so as to not contain a point in 𝐺𝑟(𝑓).  Since 𝐺𝑟(𝑓) contains 
all of its limit points, 𝐺𝑟(𝑓) to be closed.   
Claim 4: The 𝐺𝑟(𝑓) meets the LHC requirement. 
Consider every sequence {𝑥𝑛} → 𝑥 and determine whether there exists a 
sequence  {𝑦 𝑛} → 𝑦 with 𝑦𝑛 ∈ 𝑓(𝑥𝑛) for all 𝑛 where 𝑦 ∈ 𝑓(𝑥).   To do this we 
need to show that for every > 0 there exists a 𝛿 > 0 such that whenever 
|𝑥 − 𝑥0| < 𝛿 then |𝑓(𝑥) − 𝑓(𝑥0)| < .  This is basically saying that for any 
sequence that gets infinitely closer to an arbitrary 𝑥 there exists a sequence of 
function values that gets infinitely closer to 𝑓(𝑥).  For this example consider the 
two parts of the graph: 𝑦 = 𝑥 and  𝑦 = −𝑥 and show that this is true for both 
graphs.   
 Define 𝑓(𝑥) = 𝑥.  Let > 0 and 𝛿 > 0.  Assume  |𝑥 − 𝑥0| < 𝛿.  Then 
|𝑓(𝑥) − 𝑓(𝑥0)| = |(𝑥) − (𝑥0)| < 𝛿 
Choose = 𝛿.  Then substituting from above yields 
|𝑓(𝑥) − 𝑓(𝑥0)| < 𝜖.                              
Next, define 𝑓(𝑥) = −𝑥.  Let > 0 and 𝛿 > 0.  Assume  |𝑥 − 𝑥0| < 𝛿.  Then 
|𝑓(𝑥) − 𝑓(𝑥0)| = |(−𝑥) − (−𝑥0)|     
                = | − 𝑥 + 𝑥0| 
                  = |𝑥 − 𝑥0| < 𝛿 
 
Choose = 𝛿.  Then substituting from above we have 
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  |𝑓(𝑥) − 𝑓(𝑥0)| < 𝜖.                              
Thus, 𝑓 satisfies the LHC requirement.   
Next we shall reconsider Example 2. This correspondence will prove to be discontinuous 
for many reasons, but we will discuss each requirement. 
Claim 1: The function has a compact codomain. 
Consider the union of all of the subsets that make up the codomain and note that 
it is ℝ+ which is neither closed nor bounded.  Thus 𝑔 does not map to a compact 
codomain. 
Claim 2: Every element in the domain maps to a nonempty subset of the codomain. 
 The correspondence maps zero to the empty set and thus fails this claim. 
Claim 3: The 𝐺𝑟(𝑔) is closed. 
Consider an  (𝑥, 𝑦) ∈ 𝐺𝑟(𝑔) where 𝑥 < 1.  For this portion of the graph, note that 
the limit points include (0,0), every point on the curve 𝑦 =
1
𝑥
  , every point on the 
line 𝑦 = 𝑥, and (1,1).  Since 0 and 1 are limit points that are not contained in 
𝐺𝑟(𝑔), we can classify this portion to be not closed.  Now consider an (𝑥, 𝑦) ∈
𝐺𝑟(𝑔) where 𝑥 > 1.  The limit points of this part of the graph include (𝑥,
1
2
) and 
(𝑥, 0) which are both contained in the graph.  This portion of the graph is closed.  
Now consider the graph as a whole.  We cannot classify the graph as open 
because not every point on the graph is an interior point.   We also cannot classify 
the graph as closed because it does not contain all of its limit points.  Thus, we 
classify the graph to be neither open nor closed. 
Claim 4: The 𝐺𝑟(𝑔) meets the LHC requirement. 
Consider all of the possible sequences {𝑥𝑛} that approach 1 from the left hand 
side.  All of the possible sequences {𝑦𝑛} are approaching 1, but (1,1) ∉ 𝐺𝑟(𝑔).  
Now, consider all of the possible sequences {𝑥𝑛} that approach 1 from the right 
hand side.  Some of the possible sequences {𝑦𝑛}  are converging to values in the 
interval [0,
1
2
].  Other sequences are not converging at all.  Consider the sequence 
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where 𝑦𝑛 =
1
2
 when 𝑛 is even and 𝑦𝑛 = 0 when 𝑛 is odd.  This sequence {𝑦𝑛} 
bounces back and forth between 0 and 
1
2
 and does not converge at all. However, 
from our definition of LHC we need only there to exist at least one sequence {𝑦𝑛} 
that does converge.  However, when 𝑥 = 1, 𝑦 = 2.  Therefore, we still don’t have 
a 𝑦 value that is a member of the 𝐺𝑟(𝑔) even for the sequences that do converge 
from the right hand side.  Thus 𝐺𝑟(𝑔) does not meet the LHC requirement. 
Lastly, reconsider Example 3 and determine whether it is a continuous correspondence.  
From Example 3, we have 𝐺𝑟(ℎ) where, for ℎ: ℝ+ ∪ {0} →→ [1,2], ℎ(𝑥) = [1,2].  For this 
final Example we can conclude that ℎ is in fact a continuous correspondence.  The details 
of each claim explaining this conclusion are left to the reader as an exercise. 
Fixed Points 
Next we turn to the definition of a fixed point. Recall that 𝑥 is a fixed point of a single 
valued function 𝑓: 𝑋 → 𝑌 if 𝑓(𝑥) = 𝑥.  The fixed point theorem, which states that if a 
continuous function given as 𝑓: 𝑋 → 𝑋 where 𝑋 is a compact metric space then 𝑓 has at 
least one fixed point, is the most common way to determine if a function has a fixed point 
[4].  The definition and applicable theorem differ from single valued to multi valued 
functions.  We will define a fixed point of a correspondence and consider Kakutani’s Fixed 
Point Theorem as found in [1]. 
Definition 5: A fixed point of a correspondence 𝑓: 𝑋 →→ 𝑌 is an 𝑥 ∈ 𝑋 for which 𝑥 ∈
𝑓(𝑥). 
Definition 6: A set A is convex if given two points contained in set A, the line segment 
connecting the two points is also contained in set A. 
Theorem (Kakutani’s Fixed Point): Let 𝑓: 𝑆 →→ 𝑆 be a correspondence.  If S is 
nonempty, compact, and convex and if f is nonempty-valued, convex-valued, and has a 
closed graph then f has a fixed point. 
Proof   Let 𝑓 be as above and let 𝑆 = [𝑎, 𝑏].  Assume that 𝑓 has no fixed point.  
Then the set 𝑓(𝑥) must not intersect the line 𝑦 = 𝑥 for all 𝑥 ∈ [𝑎. 𝑏].  Since 𝑓 is 
convex valued, that must mean that for all 𝑥, 𝑓(𝑥) is either all above the line or 
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all below the line.  First consider 𝑓(𝑎).  Since the range of 𝑓 is contained in [𝑎, 𝑏] 
and there is no fixed point, values in 𝑓(𝑎) must be greater than 𝑎.  Thus 𝑓(𝑎) is 
above the line 𝑦 = 𝑥.  Let 𝑥0 be a point in (𝑎, 𝑏] such that 𝑓(𝑥) is above the line 
𝑦 = 𝑥 for 𝑥 ∈ [𝑎, 𝑥0) but 𝑓(𝑥0) is below the line 𝑦 = 𝑥.  Then 𝐺𝑟(𝑓) is open on 
the right along the vertical line 𝑥 = 𝑥0 which contradicts the assumption of a 
closed graph.  Suppose no such 𝑥0 exists.  Then 𝑓(𝑥) is above the line 𝑦 = 𝑥 for 
𝑥 ∈ [𝑎, 𝑏].  This implies that 𝑓(𝑏) > 𝑏, which is outside the range of the 
function.  Therefore, 𝑓 must have at least one fixed point.                                    
Consider Example 3 where, for ℎ: ℝ+ ∪ {0} →→ [1,2], ℎ(𝑥) = [1,2].  We shall restrict the 
domain to [1,2].  Note that [1,2] is nonempty, compact, and convex.  Also note that ℎ is 
nonempty-valued, convex-valued, and has a closed graph.  Kakutani’s Fixed Point 
Theorem guarantees that there is at least one fixed point in ℎ.  Every 𝑥 ∈ [1,2] will be a 
fixed point of ℎ. 
Recall Example 1 where 𝑓(𝑥) = {−𝑥, 𝑥} but redefine the domain and range to be 
𝑓: [5,10] → [5,10].  Note that [5,10] is nonempty, compact, and convex.  However on this 
interval, 𝑓 is not convex-valued.  Though every point in [5,10]is a fixed in point in 𝑓,  this 
example does not satisfy Kakutani’s fixed point theorem   
With an understanding of continuity and fixed points, we now discuss optimization of 
correspondences.  Optimization occurs when a correspondence attains an absolute 
maximum and/or absolute minimum within its domain.  We first define a maximum and 
minimum as found in [4]. 
Definition 6: Define 𝑓: 𝑋 →→ 𝑌 to be a correspondence and  
𝐴𝑥 = {𝑎 ∈ 𝑓(𝑥)|𝑎 = 𝑠𝑢𝑝(𝑓(𝑥))}. 
Then we define 𝑦∗ as the maximum of 𝑓 if 𝑦 ∗ = 𝑠𝑢𝑝 (𝐴𝑥).  The minimum of a 
correspondence is defined similarly. 
In other words, the maximum of 𝑓 can be found by first finding all of the suprema of each 
set in the codomain and constructing a set to include only those suprema that are members 
of the codomain.   The largest member of the set will be the maximum of the function 𝑓.  
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The most common way to guarantee optimization of a function, whether single or multi 
valued, is to use the Weierstrass Theorem [1] which is stated here without proof.   
Theorem (Weierstrass): Let X be a compact metric space and 𝑓: 𝑋 →→ 𝑅 be continuous.  
Then 𝑓 attains its max and min in X. 
Recall Example 3 where, for ℎ: ℝ+ →→ [1,2], ℎ(𝑥) = [1,2].   The correspondence has 
been shown to be continuous.  Restricting the domain of the function to be any interval 
[𝑎, 𝑏] the Weierstrass theorem applies and ℎ is guaranteed to have a maximum and 
minimum value on any interval [𝑎, 𝑏] since it meets the continuity and compact domain 
conditions.  If the domain of ℎ is restricted to be [1,2], the maximum is 𝐴𝑥 = {2} and 𝑦
∗ =
2. 
Restricting the domain of 𝑓(𝑥) = {−𝑥, 𝑥} from Example 1 to be any interval [a,b] assures 
the Weierstrass theorem can be applied in a similar way.  Note that on a restricted domain, 
the graph becomes closed and thus 𝑓 becomes continuous.  Then the Weierstrass theorem 
guarantees that 𝑓 will have a maximum and minimum.  For the sake of example, restrict the 
domain to [5,10].  For the maximum, 𝐴𝑥 = [5,10] and 𝑦
∗ = 10.  Simliarily for the 
minimum 𝐴𝑥 = [−10, −5] and 𝑦
∗ = −10. 
Application in Economics 
Correspondences are commonly used for applications in the field of economics.  We will 
explore one specific application here regarding a consumer’s utility function.  In 
economics, the assumption is made that whenever a consumer is faced with the choice of 
buying a bundle of different goods a choice can always be made that maximizes the 
consumer’s happiness.  This happiness is called utility and it differs from person to person.  
For each bundle of goods, a utility is assigned and we can then rank order the bundles from 
greatest utility to least utility.  The consumer is always assumed to choose the bundle that 
maximizes their personal utility [3].   
Example 6: Maximizing the Utility Function 
Say a college student has a fixed allowance for food of $10.  To simplify matters, 
let us assume that the only options available are pizza and pop.  Furthermore, 
assume that one slice of pizza costs $2.00 and one bottle of pop costs $1.00.  A 
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plot of pizza along the 𝑥-axis and pop along the 𝑦-axis shows the possible 
combinations of pizza and pop that correspond with an allowance of $10 (Figure 
9).  Note if we allow the student to exercise the option to buy fractions of slices 
of pizza and fractions of bottles of pop the available bundles would be the shaded 
region which is called the “feasible region”.  In other words the student has 
enough money to purchase any bundle that exists within that region, including 
those on the border line.  However, anything outside of the feasible region is not 
available due to the $10 budget constraint. 
                                                                                                                                                                       
 
 
 
 
  
 
 
 
How much utility does the student get from each point in the feasible region?  To find out, 
consider the student’s utility function.  A commonly used utility function is the Cobb 
Douglas utility function where utility is given by  𝑈(𝑥, 𝑦) = 𝑥𝛼𝑦𝛽  where α and β are 
positive constants [3].  The relative size of α and β determine the importance of each good 
to the student.   This utility function holds the property that when prices increase utility 
decreases [3].  Then, if we evaluate the utility function for each bundle of goods 𝑥 and 𝑦, 
the result is a utility 𝑈.  We then rank order the values of 𝑈 and the bundle that gives the 
highest value of 𝑈 is the bundle the student will choose.  It is assumed that for any bundles 
that produce the same utility value, the student remains indifferent.  In other words, having 
either bundle provides the student with the same amount of happiness and a bundle is 
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Figure 11.  Utility function corresponding to Example 6 
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chosen at random.  There will exist many bundles that produce the same utility and these 
can be plotted along a curve.  These curves are appropriately called indifference curves. 
Return to Example 6 and assume that the student’s utility function is given by 𝑈(𝑥, 𝑦) =
𝑥2𝑦.  Below is a plot of indifference curves for various values of 𝑈 along with the feasible 
region (Figure 7).   
 
 
 
 
 
 
 
 
 
 
 
 
Recall that the student is always assumed to maximize utility.  According to Figure 7, the 
student is able to attain a maximum utility of about 𝑈 = 37.  This indifference curve is 
tangent to the feasible region at (3.35,3.3).  Note that if the student is only able to buy 
integer values of pizza and pop, the student will choose the bundle of three slices of pizza 
and four bottles of pop since 𝑈(3,4) = 36 and 𝑈(4,2) = 32.   
In Example 6, we fixed the price of each slice of pizza and each bottle of pop.  In reality, 
we know that prices vary from one year to the next and in some industries, such as 
Figure 12.  Feasible region and indifference curves corresponding to Example 6 
Number of bottles 
of pop purchased 
Number of pizzas purchased 
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gasoline, one day to the next.  If the price of each slice of pizza and each bottle of pop were 
to change, how would that affect the student’s choices?   
Example 7:  Maximizing the Utility Function with Different Prices 
Suppose the college student is still constrained by a $10 budget for food.  
Assume that the only options available are slices of pizza, which cost $2 each, 
and bottles of pop, which now cost $2 each. 
 
  
 
 
 
 
 
 
 
 
 
 
The maximum utility in this market occurs at 𝑈(3.3,1.7) ≈ 18.5.  Again, since 
this is unrealistic we compare 𝑈(3,2) = 18 and 𝑈(4,1) = 16 and determine that 
the student chooses three pieces of pizza and two bottles of pop.  Note that since 
the price of pop has increased, the feasible region has decreased.  This is because 
the student is getting fewer products for the same amount of money.  Also note 
that the utility value of 37 is now out of the students reach.  Similarly, had the 
price of either commodity decreased, the feasible region would have increased 
and thus the maximum derived utility would have increased. 
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Figure 13.  Feasible region and indifference curves for Example 7 
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As illustrated in the examples, the feasible region for the consumer changes when the price 
of the goods, or commodities, change (Figure 8).  Thus far we have only considered the 
consumer’s options when we fix the price of each good.  If the constraint of a fixed price 
for each good is removed and the prices are allowed to vary, the utility maximization 
problem requires the use of correspondences to determine which bundle of goods 
maximizes utility.  We will set up the utility maximization problem for the general case and 
then consider a specific example. 
First, define the commodity space and corresponding prices.  Let 𝑋 = {(𝑥1, 𝑥2, … , 𝑥𝐿)|𝑥𝑖 ∈
ℝ+} be the commodity space, or the set of all possible consumption bundles, where 𝐿 is the 
number of available commodities.  The commodity space is defined without respect to any 
budget.  In other words, this is all possible bundles in ℝ+
𝐿 .  Let 𝑌 = {(𝑦1, 𝑦2, … , 𝑦𝐿)|𝑦𝑖 ∈
ℝ+} be the corresponding price of each commodity.  Since we are allowing prices to vary, 
there will be a 𝑦 ∈ 𝑌 for every possible combination of prices for each commodity.  Note 
that the price vectors will also be members of ℝ+
𝐿  [1]. 
From here we can define the budget correspondence, or the feasible region.  Let 𝑤 be the 
fixed budget of any given consumer.  Then the set of feasible bundles, is given by 𝐵: 𝑌 →→
𝑋 where  𝐵(𝑦) = {𝑥 ∈ 𝑋|〈𝑦, 𝑥〉 ≤ 𝑤}.  Therefore 𝐵 is a correspondence that inputs a 
specific price vector and outputs the set of all possible bundles, or the feasible region, 
subject to the budget, 𝑤, of the consumer at hand.   Note that each  𝐵(𝑦) ⊆ 𝑋 [1]. 
Given this information we can now reconsider the consumer’s utility function 𝑈.  Recall 
that the consumer always chooses the bundle that maximizes his utility.  However, since 
prices are allowed to vary, the feasible region will also vary.  This implies that the 
maximum utility will change depending upon the available bundles in the feasible region.  
Thus the consumer’s maximum derived utility is now a function defined as 𝑈∗: 𝐵(𝑦) → ℝ 
  
where 𝑈∗ = max(𝑈(𝑦, 𝑥)) .  In other words, 𝑈∗ is all possible maximum derived utilities in 
each given feasible region [1].   
Example 8: Maximizing Utility while Allowing Prices to Vary 
For this example, we will combine Examples 6 and 7 into one.  The student has a 
$10 budget constraint, so 𝑤 = 10.  There are two commodities, pizza and pop, so 
𝐿 = 2.  The commodity space is all possible bundles of pizza and pop without 
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respect to a budget, so 𝑋 =  ℝ+
2 .  In this Example we are considering two 
possible prices for each good, so 𝑌 = {(2,1) , (2, 2)}.  There are two possible 
feasible regions, 𝐵(2,1) and 𝐵(2, 2) which are the sets of bundles in Figures 6 
and 7 respectively.  The utility function is still defined as 𝑈 = 𝑥2𝑦.  We have two 
possible maximizations of derived utility, 𝑈∗(2,1) ≈ 37 and 𝑈∗(2,2) ≈ 18.5. 
Correspondences allow us to consider the consumer’s feasible region for any price that the 
commodities may take on.  Another powerful tool is the Theorem of the Maximum which 
allows us to determine properties of 𝑈∗ under certain conditions [1].  This theorem is stated 
without proof. 
Theorem of the Maximum: Let 𝑋 and 𝑌 be metric spaces, 𝐵 a be compact-valued and 
continuous correspondence, and 𝑈 be a continuous function. Then  𝑈∗ is a continuous 
function.  
This is powerful because knowing that the function of maximum derived utility is 
continuous allows us to draw valuable conclusions.  If we bound prices to a reasonable 
range they could take on in a given period of time, the Weierstrass Theorem guarantees that 
the consumers maximum derived utility function will attain a maximum in the price range. 
This information can be used to predict consumer purchasing behavior. 
The use of correspondences for this type of optimization analysis was first studied around 
1959 by economist and mathematician Gerard Debreu [6].  Economist and Mathematician 
Nicholas C. Yannelis expanded Debreu’s work to other areas of Economics and Game 
Theory [6].  In this work, Yannelis proves the existence of an equilibrium in a random price 
model.  Correspondences have also been used for solving discontinuous differential 
equations.  A. F. Filipov elaborates on their uses in his book Differential Equations with 
Discontinuous Righthand Sides [2]. 
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ABSTRACT 
This report illustrates strength and fatigue analysis completed on a tie rod hydraulic 
cylinder bolt from a Lion TX 2500 tie rod hydraulic cylinder. The goal was to: solve for 
total clamping force, damping force per bolt at 90% proof load strength, amount of force 
per bolt, find the required number of bolts to hold the hydraulic cylinder together, solve for 
bolt spacing requirements, estimate a safety factor based on proof load strength, nut shear 
strength, required nut thickness, the least number of threads that must be engaged, estimate 
R.R. Moore Bending Fatigue Strengths, estimate the maximum value of P that will not 
cause eventual fatigue failure, and estimate a safety factor with respect to eventual bolt 
fatigue failure. Calculations show that the hydraulic cylinder must be built using four 0.5 in 
bolts with a minimum of nine threads engaged. The hydraulic cylinder is capable of 
supporting a constant load of 22,704 lb without eventual fatigue failure. Safety factors were 
calculated based on proof load strength with respect to eventual bolt fatigue failure to be 
4.11 and 2, respectively. This analysis validated the manufacturer’s design and 
specifications of the hydraulic cylinder.  
INTRODUCTION 
A hydraulic cylinder is a mechanical actuator that can be used to cause a unidirectional 
force through a unidirectional stroke. A hydraulic cylinder is used to transfer a force 
applied at one point to another point using an incompressible fluid. Hydraulic cylinders are 
often powered from pressurized hydraulic fluid or oil. The hydraulic fluid is pressurized by 
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a hydraulic pump which forces fluid in to the cylinder during the extension stroke. The 
fluid pressure on the piston is equivalent to the pressure on the piston rod. During the 
retraction stroke, the fluid flows back to the hydraulic reservoir.  
A hydraulic cylinder consists of a cylinder barrel, piston, and piston rod. The piston 
contains sliding rings and seals and is closed on the top by a cylinder head or gland. The 
cylinder is closed on the bottom by a cylinder bottom or cap.  
The cylinder analyzed uses four high strength threaded rods to hold the end caps on. Unlike 
some hydraulic cylinders, which are welded together, a tie rod hydraulic cylinder uses four 
rods with threaded ends to hold the end caps to the main cylinder wall - allowing the 
cylinder to be easily taken apart for maintenance and replacing or refurbishing individual 
components.  
 
Figure 1. The TX 2500 Tie Rod Hydraulic Cylinder [2] 
The tie rod hydraulic cylinder bolts were chosen to be analyzed because they are a point 
where the system fails. The bolt itself may not be able to hold the pressure supplied to the 
cylinder, the bolt threads could fail, or the nut could fail to resist the maximum load. When 
under pressure, the bolts must keep the end caps on and the assembly together. The bolts 
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undergo tensional loading, with the maximum pressure being the maximum output of the 
hydraulic pump.  
Tie rod hydraulic cylinder bolts were analyzed using knowledge and concepts learned from 
Design of Machine Element’s course material. Factory specifications from a Lion TX 2500 
tie rod hydraulic cylinder were used to complete a design, strength, and fatigue analysis; to 
determine the number of bolts needed to hold the cylinder together, the bolt size required to 
resist eventual fatigue failure, nut size, required number of engaged threads, safety factors, 
and the maximum possible constant load. 
The hydraulic cylinder bolts and the entire hydraulic cylinder were drawn using Solid 
Works CAD software. An actual TX 2500 hydraulic cylinder was used to record the desired 
measurements to complete a 3D model in Solid Works. The Solid Works program was also 
used to create 2D drawings from the 3D model.   
METHODS 
Phase I Procedure: 
 Acquire TX 2500 Tie Rod Hydraulic Cylinder Specifications  
 Disassemble TX 2500 Hydraulic Cylinder  
 Record Proper Measurements of Necessary Cylinder Components 
 Complete a Sketch of Components 
 Construct 3D Model Using Solid Works 
 Use 3D Model to Construct 2D Drawings 
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Figure 2. 3D TX 2500 [2]              Figure 3. 2D TX 2500 Drawings [2] 
 
  
Figure 4. TX 2500 Bolt [2]                            Figure 5. TX 2500 Bolt Threads [2] 
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Phase II Procedure: 
 The Following Assumptions were used: 
1. Uniform Internal Pressure 
2. Bolt Loading is Static 
3. Load is Equally Distributed among Bolts 
4. Grade 8 Bolts 
5. Coarse Threads 
6. Fine Ground Steel/Polished 
7. Nut is Made of SAE Grade 2 Steel 
8. 𝐹𝑖 = 0.9(𝐴𝑡)(𝑆𝑝) 
9. 𝐾𝑐 = 4𝐾𝑏 
 Solve for Total Clamping Force 
 Solve for Damping Force per Bolt @ 90% 𝑆𝑝 
 Solve for Force/Bolt 
 Find Required Number of Bolts 
 Solve For Spacing Requirements 
 Estimate Safety Factor Based On Proof Load Strength  
 Solve For Nut Shear Strength 
 Solve For Nut  Thickness 
 Solve For Least Number of Threads That Must Be Engaged 
 Estimate R.R. Moore Bending Fatigue Strengths 
 Estimate Maximum Value of P That Will Not Cause Eventual Fatigue Failure 
 Estimate Safety Factor With Respect to Eventual Bolt Fatigue Failure  
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Bolt Requirement  
The required number of bolts for a pressure vessel with a gasketed end plate can be found 
using Equations 1, 2, and 3. The internal pressure is assumed to be uniform and the bolt 
loading can be considered static. The bolts used are 0.5 in; SAE Grade 8 bolts with coarse 
threads. 
Equation 1. 𝑇𝑜𝑡𝑎𝑙 𝐶𝑙𝑎𝑚𝑝𝑖𝑛𝑔 𝐹𝑜𝑟𝑐𝑒 = (𝑝𝑟𝑒𝑠𝑠𝑢𝑟𝑒) (𝜋
4
) (𝐷𝑜
2 − 𝐷𝑖
2)  
Nomenclature: 
 𝐷𝑜 = 𝑜𝑢𝑡𝑠𝑖𝑑𝑒 𝑑𝑖𝑎𝑚𝑒𝑡𝑒𝑟       
 𝐷𝑖 = 𝑖𝑛𝑠𝑖𝑑𝑒 𝑑𝑖𝑎𝑚𝑒𝑡𝑒𝑟  
Damping Force 
Damping force acts to counter the current motion of the object and acts to damp out any 
motion in the object. Damping force per bolt is typically 90% of the proof load strength. 
The following equation can be used to find the damping force per bolt at 90% 𝑆𝑝.  
Equation 2. 𝐷𝑎𝑚𝑝𝑖𝑛𝑔 𝐹𝑜𝑟𝑐𝑒 𝑃𝑒𝑟 𝐵𝑜𝑙𝑡 @ 90%  𝑆𝑝 = (𝐴𝑡)(0.9)(𝑆𝑝)  
Nomenclature: 
 𝐴𝑡 = 𝑇𝑒𝑛𝑠𝑖𝑙𝑒 𝑆𝑡𝑟𝑒𝑠𝑠 𝐴𝑟𝑒𝑎 
 𝑆𝑝 = 𝑃𝑟𝑜𝑜𝑓 𝐿𝑜𝑎𝑑 𝑆𝑡𝑟𝑒𝑛𝑔𝑡ℎ  
 
Equation 3. 
𝐹𝑜𝑟𝑐𝑒
𝐵𝑜𝑙𝑡
=  
𝑇𝑜𝑡𝑎𝑙 𝐶𝑙𝑎𝑚𝑝𝑖𝑛𝑔 𝐹𝑜𝑟𝑐𝑒
𝐷𝑎𝑚𝑝𝑖𝑛𝑔 𝐹𝑜𝑟𝑐𝑒 𝑃𝑒𝑟 𝐵𝑜𝑙𝑡
  
Equation 4 and 5 were used to find the number of bolts needed to meet the spacing 
requirement of having a ratio of bolt circumference to the number of bolts that does not 
exceed 10, nor be less than 5.  
Equation 4. 𝑆𝑝𝑎𝑐𝑖𝑛𝑔 =  
(𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒 𝐵𝑒𝑡𝑤𝑒𝑒𝑛 𝑁𝑜𝑛𝑎𝑑𝑗𝑎𝑐𝑒𝑛𝑡 𝐵𝑜𝑙𝑡𝑠)(𝜋)
# 𝑜𝑓 𝐵𝑜𝑙𝑡𝑠
  
 
Equation 5. 𝑅𝑎𝑡𝑖𝑜 =
𝑆𝑝𝑎𝑐𝑖𝑛𝑔
𝐵𝑜𝑙𝑡 𝐷𝑖𝑎𝑚𝑒𝑡𝑒𝑟
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Safety Factor 
A safety factor is a term that describes the structural capacity of a system beyond the 
expected loads or actual loads; i.e., the amount the system is stronger than it needs to be to 
handle an intended load. Safety factors can be calculated using the following equation.  
Equation 6. 𝑆𝐹 =
𝐷𝑒𝑠𝑖𝑔𝑛 𝑂𝑣𝑒𝑟𝑙𝑜𝑎𝑑
𝑁𝑜𝑟𝑚𝑎𝑙 𝐿𝑜𝑎𝑑
=  
(𝑆𝑝)(𝐴𝑡)
𝑁𝑜𝑟𝑚𝑎𝑙 𝐿𝑜𝑎𝑑
   
Nomenclature: 
𝐴𝑡 = 𝑇𝑒𝑛𝑠𝑖𝑙𝑒 𝑆𝑡𝑟𝑒𝑠𝑠 𝐴𝑟𝑒𝑎 
𝑆𝑝 = 𝑃𝑟𝑜𝑜𝑓 𝐿𝑜𝑎𝑑 𝑆𝑡𝑟𝑒𝑛𝑔𝑡ℎ  
Thread Engagement Requirement 
The nut is made of a softer material than the bolt so that the highly loaded first thread will 
deflect (either elastically or plastically), thereby transferring more of the load to other 
threads. The nut threads are manufactured with a slightly greater pitch than that of the bolt 
threads so that the two pitches are theoretically equal after the load is applied. Equations 7, 
8, 9, and 10 can be used to provide a balance between bolt tensile strength and thread 
stripping strength. If the bolt size and nut thickness are known, the required number of 
engaged threads can be calculated.  
Equation 7. 𝑇𝑒𝑛𝑠𝑖𝑙𝑒 𝐹𝑜𝑟𝑐𝑒 = 𝐴𝑡𝑆𝑦  
Nomenclature: 
𝐴𝑡 = 𝑇𝑒𝑛𝑠𝑖𝑙𝑒 𝑆𝑡𝑟𝑒𝑠𝑠 𝐴𝑟𝑒𝑎 
𝑆𝑦 = 𝑌𝑖𝑒𝑙𝑑 𝑆𝑡𝑟𝑒𝑛𝑔𝑡ℎ 
 
Equation 8. 𝑆𝑦𝑠 = 0.58𝑆𝑦  
Nomenclature: 
𝑆𝑦𝑠 = 𝑆ℎ𝑒𝑎𝑟 𝑌𝑖𝑒𝑙𝑑 𝑆𝑡𝑟𝑒𝑛𝑔𝑡ℎ 
𝑆𝑦 = 𝑌𝑖𝑒𝑙𝑑 𝑆𝑡𝑟𝑒𝑛𝑔𝑡ℎ 
 
Equation 9. 𝑁𝑢𝑡 𝑆ℎ𝑒𝑎𝑟 𝐹𝑜𝑟𝑐𝑒 = (𝜋)(𝑑)(0.75𝑡)(𝑆𝑦𝑠)  
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Nomenclature: 
𝑆𝑦𝑠 = 𝑆ℎ𝑒𝑎𝑟 𝑌𝑖𝑒𝑙𝑑 𝑆𝑡𝑟𝑒𝑛𝑔𝑡ℎ 
𝑆𝑦 = 𝑌𝑖𝑒𝑙𝑑 𝑆𝑡𝑟𝑒𝑛𝑔𝑡ℎ 
𝑡 = 𝑡ℎ𝑖𝑐𝑘𝑛𝑒𝑠𝑠 
 
Equation 10. # 𝑜𝑓 𝑇ℎ𝑟𝑒𝑎𝑑  𝐸𝑛𝑔𝑎𝑔𝑒𝑚𝑒𝑛𝑡 = (𝑇ℎ𝑖𝑐𝑘𝑛𝑒𝑠𝑠)(𝑇ℎ𝑟𝑒𝑎𝑑𝑠 𝑃𝑒𝑟 𝑖𝑛)  
106, 103, and 2 × 105 Cycle Strength for Fatigue Life (Axial 
Loading) 
Axial loading subjects the entire cross section to the maximum stress. Fatigue failure 
results from repeated plastic deformation. Without repeated plastic yielding, fatigue failures 
cannot occur. The Moore [1] fatigue tests are used to determine the fatigue strength 
characteristics of materials under a standardized and highly restricted set of conditions. 
106 𝐿𝑖𝑓𝑒 𝐶𝑦𝑐𝑙𝑒𝑠 
Equation 11. 𝑆𝑛 = 𝑆𝑛
′ 𝐶𝐿𝐶𝐺𝐶𝑠𝐶𝑇𝐶𝑅  
Nomenclature: 
𝑆𝑛 = 10
6 𝐶𝑦𝑐𝑙𝑒 𝑆𝑡𝑟𝑒𝑛𝑔𝑡ℎ 𝐹𝑜𝑟 𝐹𝑎𝑡𝑖𝑔𝑢𝑒 𝐿𝑖𝑓𝑒 
𝑆𝑛
′ = 0.5𝑆𝑢 = 10
6 𝐶𝑦𝑐𝑙𝑒 𝑆𝑡𝑟𝑒𝑛𝑔𝑡ℎ 𝐹𝑜𝑟 𝐴𝑥𝑖𝑎𝑙 𝐿𝑜𝑎𝑑𝑠 
𝑆𝑢 = 𝑇𝑒𝑛𝑠𝑖𝑙𝑒 𝑆𝑡𝑟𝑒𝑛𝑔𝑡ℎ 
𝐶𝐿 = 𝐿𝑜𝑎𝑑 𝐹𝑎𝑐𝑡𝑜𝑟 
𝐶𝐺 = 𝐺𝑟𝑎𝑑𝑖𝑒𝑛𝑡 𝐹𝑎𝑐𝑡𝑜𝑟 
𝐶𝑠 = 𝑆𝑢𝑟𝑓𝑎𝑐𝑒 𝐹𝑎𝑐𝑡𝑜𝑟 
𝐶𝑇 = 𝑇𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒 𝐹𝑎𝑐𝑡𝑜𝑟 
𝐶𝑅 = 𝑅𝑒𝑙𝑖𝑎𝑏𝑖𝑙𝑖𝑡𝑦 𝐹𝑎𝑐𝑡𝑜𝑟 
103 𝐿𝑖𝑓𝑒 𝐶𝑦𝑐𝑙𝑒𝑠 
Equation 12. 𝑆 = 0.75𝑆𝑢  
Nomenclature: 
𝑆 = 0.75𝑆𝑢 = 10
3 𝐶𝑦𝑐𝑙𝑒 𝑆𝑡𝑟𝑒𝑛𝑔𝑡ℎ 𝐹𝑜𝑟 𝐴𝑥𝑖𝑎𝑙 𝐿𝑜𝑎𝑑𝑠 
𝑆𝑢 = 𝑇𝑒𝑛𝑠𝑖𝑙𝑒 𝑆𝑡𝑟𝑒𝑛𝑔𝑡ℎ 
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2 × 105 𝐿𝑖𝑓𝑒 𝐶𝑦𝑐𝑙𝑒𝑠  
Force 
Equation 13 for initial force is used for ordinary applications involving static loading. The 
higher the initial tension the less likely the member are to separate. For loads tending to 
shear the bolts, the higher the initial tension the greater the friction forces resisting the 
relative motion in shear. The external force works to separate the member. The relative 
magnitudes of the changes in bolt axial force and clamping force depend on the relative 
elasticity involved. Equations 13, 14, and 15 are used to calculate initial, axial bolt, and 
clamping forces, respectively.  
Equation 13. 𝐹𝑖 = 0.9𝐴𝑡𝑆𝑝   
Nomenclature: 
𝐴𝑡 = 𝑇𝑒𝑛𝑠𝑖𝑙𝑒 𝑆𝑡𝑟𝑒𝑠𝑠 𝐴𝑟𝑒𝑎 
𝑆𝑦 = 𝑌𝑖𝑒𝑙𝑑 𝑆𝑡𝑟𝑒𝑛𝑔𝑡ℎ 
 
Equation 14. 𝐹𝑏 = 𝐹𝑖 + 
𝐾𝑏
𝐾𝑏+𝐾𝑐
(𝐹𝑒)  
Nomenclature: 
𝐹𝑏 = 𝐵𝑜𝑙𝑡 𝐴𝑥𝑖𝑎𝑙 𝐹𝑜𝑟𝑐𝑒 
𝐹𝑖 = 𝐼𝑛𝑖𝑡𝑖𝑎𝑙 𝑇𝑒𝑛𝑠𝑖𝑜𝑛 𝐹𝑜𝑟𝑐𝑒 
𝐹𝑒 = 𝐸𝑥𝑡𝑒𝑟𝑛𝑎𝑙 𝐹𝑜𝑟𝑐𝑒 
𝐾𝑐 = 𝐽𝑜𝑖𝑛𝑡 𝑆𝑡𝑖𝑓𝑓𝑛𝑒𝑠𝑠 
𝐾𝑏 = 𝐵𝑜𝑙𝑡 𝑆𝑡𝑖𝑓𝑓𝑛𝑒𝑠𝑠 
 
Equation 15. 𝐹𝑐 = 𝐹𝑖 +  
𝐾𝑐
𝐾𝑏+𝐾𝑐
(𝐹𝑒)  
Nomenclature: 
𝐹𝑐 = 𝐶𝑙𝑎𝑚𝑝𝑖𝑛𝑔 𝐹𝑜𝑟𝑐𝑒 
𝐹𝑖 = 𝐼𝑛𝑖𝑡𝑖𝑎𝑙 𝑇𝑒𝑛𝑠𝑖𝑜𝑛 𝐹𝑜𝑟𝑐𝑒 
𝐹𝑒 = 𝐸𝑥𝑡𝑒𝑟𝑛𝑎𝑙 𝐹𝑜𝑟𝑐𝑒 
𝐾𝑐 = 𝐽𝑜𝑖𝑛𝑡 𝑆𝑡𝑖𝑓𝑓𝑛𝑒𝑠𝑠 
𝐾𝑏 = 𝐵𝑜𝑙𝑡 𝑆𝑡𝑖𝑓𝑓𝑛𝑒𝑠𝑠 
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Alternating/Mean/Initial Stress 
Alternating, mean, and initial stresses are multiplied by the fatigue stress concentration 
factor and correction is made for yielding and resultant residual stresses if the calculated 
peak stress exceeds the material yield strength. Alternating stress is produced when forces 
act alternatively in opposite directions.  Mean stress is the average stress per unit area on an 
object. Initial stress is stress existing in an object that is not subjected to external forces, 
except gravity. Equations 16, 17, and 18 are used to calculate alternating, mean, and initial 
stress, respectively.  
Equation 16. 𝜎𝑎 =
(𝐹𝑏)𝑎
𝐴𝑡
(𝐾𝑓)    
Nomenclature: 
𝐾𝑓 = 𝐹𝑎𝑡𝑖𝑔𝑢𝑒 𝑆𝑡𝑟𝑒𝑠𝑠 𝐶𝑜𝑛𝑐𝑒𝑛𝑡𝑟𝑎𝑡𝑖𝑜𝑛 𝐹𝑎𝑐𝑡𝑜𝑟 
𝜎𝑎 = 𝐴𝑙𝑡𝑒𝑟𝑛𝑎𝑡𝑖𝑛𝑔 𝑆𝑡𝑟𝑒𝑠𝑠 
(𝐹𝑏)𝑎 = 𝐴𝑙𝑡𝑒𝑟𝑛𝑎𝑡𝑖𝑛𝑔 𝐵𝑜𝑙𝑡 𝐴𝑥𝑖𝑎𝑙 𝐹𝑜𝑟𝑐𝑒 
𝐴𝑡 = 𝑇𝑒𝑛𝑠𝑖𝑙𝑒 𝑆𝑡𝑟𝑒𝑠𝑠 𝐴𝑟𝑒𝑎 
 
Equation 17. 𝜎𝑚 =
(𝐹𝑏)𝑚
𝐴𝑡
(𝐾𝑓)  
Nomenclature: 
𝐾𝑓 = 𝐹𝑎𝑡𝑖𝑔𝑢𝑒 𝑆𝑡𝑟𝑒𝑠𝑠 𝐶𝑜𝑛𝑐𝑒𝑛𝑡𝑟𝑎𝑡𝑖𝑜𝑛 𝐹𝑎𝑐𝑡𝑜𝑟 
𝜎𝑚 = 𝑀𝑒𝑎𝑛 𝑆𝑡𝑟𝑒𝑠𝑠 
(𝐹𝑏)𝑚 = 𝑀𝑒𝑎𝑛 𝐵𝑜𝑙𝑡 𝐴𝑥𝑖𝑎𝑙 𝐹𝑜𝑟𝑐𝑒 
𝐴𝑡 = 𝑇𝑒𝑛𝑠𝑖𝑙𝑒 𝑆𝑡𝑟𝑒𝑠𝑠 𝐴𝑟𝑒𝑎 
 
Equation 18. 𝜎𝑖 =
𝐹𝑖
𝐴𝑡
(𝐾𝑓)   
Nomenclature: 
(𝐹𝑏)𝑎 = 𝐴𝑙𝑡𝑒𝑟𝑛𝑎𝑡𝑖𝑛𝑔 𝐵𝑜𝑙𝑡 𝐴𝑥𝑖𝑎𝑙 𝐹𝑜𝑟𝑐𝑒 
𝐾𝑓 = 𝐹𝑎𝑡𝑖𝑔𝑢𝑒 𝑆𝑡𝑟𝑒𝑠𝑠 𝐶𝑜𝑛𝑐𝑒𝑛𝑡𝑟𝑎𝑡𝑖𝑜𝑛 𝐹𝑎𝑐𝑡𝑜𝑟 
𝜎𝑎 = 𝐴𝑙𝑡𝑒𝑟𝑛𝑎𝑡𝑖𝑛𝑔 𝑆𝑡𝑟𝑒𝑠𝑠 
𝐴𝑡 = 𝑇𝑒𝑛𝑠𝑖𝑙𝑒 𝑆𝑡𝑟𝑒𝑠𝑠 𝐴𝑟𝑒𝑎 
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RESULTS 
Bolt Requirements 
The tie rod hydraulic cylinder analyzed in this experiment can handled a maximum shock 
load of 5,000 lb/in2. The outside diameter of the cylinder end cap was 4.25 in and the inside 
diameter of the cylinder is 3.5 in. Using the total clamping force equation given in Design 
of Machine Element’s class lecture, a force of 22,825.63 lb was calculated. The minimum 
number of bolts required, to meet the required clamping force, is two bolts. To meet the 
spacing requirements, four bolts must be used in the design of the hydraulic cylinder.   
Specifications: 
𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒 𝐵𝑒𝑡𝑤𝑒𝑒𝑛 𝑁𝑜𝑛𝑎𝑑𝑗𝑎𝑐𝑒𝑛𝑡 𝐵𝑜𝑙𝑡𝑠 = 4 𝑖𝑛 
𝑃𝑟𝑒𝑠𝑠𝑢𝑟𝑒 = 5,000 𝑙𝑏/𝑖𝑛2 
𝐷𝑜 = 4.25 𝑖𝑛 
𝐷𝑖 = 3.5 𝑖𝑛 
 
Equation 19. 𝑇𝑜𝑡𝑎𝑙 𝐶𝑙𝑎𝑚𝑝𝑖𝑛𝑔 𝐹𝑜𝑟𝑐𝑒 = (𝑝𝑟𝑒𝑠𝑠𝑢𝑟𝑒) (
𝜋
4
) (𝐷𝑜
2 − 𝐷𝑖
2)    
𝑇𝑜𝑡𝑎𝑙 𝐶𝑙𝑎𝑚𝑝𝑖𝑛𝑔 𝐹𝑜𝑟𝑐𝑒 = (5000) (
𝜋
4
) (4.252 − 3.52) = 22,825.63 𝑙𝑏 
 
Nomenclature: 
𝐷𝑜 = 𝑜𝑢𝑡𝑠𝑖𝑑𝑒 𝑑𝑖𝑎𝑚𝑒𝑡𝑒𝑟 
𝐷𝑖 = 𝑖𝑛𝑠𝑖𝑑𝑒 𝑑𝑖𝑎𝑚𝑒𝑡𝑒𝑟 
Specifications: 
𝐵𝑜𝑙𝑡 𝐷𝑖𝑎𝑚𝑒𝑡𝑒𝑟 = 0.5 𝑖𝑛 
𝐴𝑡 = 0.1419 𝑖𝑛
2  [1] 
𝑆𝑝 = 12,000 𝑙𝑏/𝑖𝑛
2 [1] 
 
Equation 20. 𝐷𝑎𝑚𝑝𝑖𝑛𝑔 𝐹𝑜𝑟𝑐𝑒 𝑃𝑒𝑟 𝐵𝑜𝑙𝑡 @ 90%  𝑆𝑝 = (𝐴𝑡)(0.9)(𝑆𝑝)  
𝐷𝑎𝑚𝑝𝑖𝑛𝑔 𝐹𝑜𝑟𝑐𝑒 𝑃𝑒𝑟 𝐵𝑜𝑙𝑡 @ 90%  𝑆𝑝 = (0.1419 𝑖𝑛
2)(0.9) =  15,325.2 𝑙𝑏/𝑖𝑛2 
Nomenclature: 
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𝐴𝑡 = 𝑇𝑒𝑛𝑠𝑖𝑙𝑒 𝑆𝑡𝑟𝑒𝑠𝑠 𝐴𝑟𝑒𝑎 
𝑆𝑝 = 𝑃𝑟𝑜𝑜𝑓 𝐿𝑜𝑎𝑑 𝑆𝑡𝑟𝑒𝑛𝑔𝑡ℎ  
 
Equation 21. 
𝐹𝑜𝑟𝑐𝑒
𝐵𝑜𝑙𝑡
=  
𝑇𝑜𝑡𝑎𝑙 𝐶𝑙𝑎𝑚𝑝𝑖𝑛𝑔 𝐹𝑜𝑟𝑐𝑒
𝐷𝑎𝑚𝑝𝑖𝑛𝑔 𝐹𝑜𝑟𝑐𝑒 𝑃𝑒𝑟 𝐵𝑜𝑙𝑡
=  
22,825.63 𝑙𝑏
15,325.2 𝑙𝑏
= 1.49 ≈ 2 𝑏𝑜𝑙𝑡𝑠  
 
Spacing Requirements 
Two Bolts: 
Equation 22. 𝑆𝑝𝑎𝑐𝑖𝑛𝑔 =  
(𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒 𝐵𝑒𝑡𝑤𝑒𝑒𝑛 𝐵𝑜𝑙𝑡𝑠)(𝜋)
# 𝑜𝑓 𝐵𝑜𝑙𝑡𝑠
=
(4 𝑖𝑛)(𝜋)
2
= 6.28 𝑖𝑛  
Equation 23. 𝑅𝑎𝑡𝑖𝑜 =
𝑆𝑝𝑎𝑐𝑖𝑛𝑔
𝐵𝑜𝑙𝑡 𝐷𝑖𝑎𝑚𝑒𝑡𝑒𝑟
=
6.28 𝑖𝑛
0.5 𝑖𝑛
= 12.57  
 
Four Bolts:  
Equation 24. 𝑆𝑝𝑎𝑐𝑖𝑛𝑔 =  
(𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒 𝐵𝑒𝑡𝑤𝑒𝑒𝑛 𝐵𝑜𝑙𝑡𝑠)(𝜋)
# 𝑜𝑓 𝐵𝑜𝑙𝑡𝑠
=
(3 𝑖𝑛)(𝜋)
3
= 3.14 𝑖𝑛  
 
Equation 25. 𝑅𝑎𝑡𝑖𝑜 =
𝑆𝑝𝑎𝑐𝑖𝑛𝑔
𝐵𝑜𝑙𝑡 𝐷𝑖𝑎𝑚𝑒𝑡𝑒𝑟
=
3.14 𝑖𝑛
0.5 𝑖𝑛
= 6.28  
 
- Based upon our analysis, only 4 bolts satisfy the requirements for the pressure in 
the cylinder. 
Safety Factor 
The specifications sheet for the TX 2500 model of the hydraulic cylinder lists the 
maximum constant load at 16,560 lb. Assuming an evenly distributed load, the normal load 
on each bolt is 4,140 lb. Using the design overload and normal load, the safety factor is 
calculated to be 4.11.  
Equation 26. 𝑁𝑜𝑟𝑚𝑎𝑙 𝐿𝑜𝑎𝑑 𝑃𝑒𝑟 𝐵𝑜𝑙𝑡 =
𝑁𝑜𝑟𝑚𝑎𝑙 𝐿𝑜𝑎𝑑
# 𝑜𝑓 𝐵𝑜𝑙𝑡𝑠
=
16560 𝑙𝑏
4
= 4140 𝑙𝑏        
 
Specifications: 
𝐴𝑡 = 0.1419 𝑖𝑛
2  [1] 
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𝑆𝑝 = 120,000 𝑙𝑏/𝑖𝑛
2  [1] 
𝑆𝑦 = 130,000 𝑙𝑏/𝑖𝑛
2   [1] 
𝑆𝑢 = 150,000 𝑙𝑏/𝑖𝑛
2  [1] 
𝑇𝑃𝐼 = 13 
 
Equation27.  𝑆𝐹 =
𝐷𝑒𝑠𝑖𝑔𝑛 𝑂𝑣𝑒𝑟𝑙𝑜𝑎𝑑
𝑁𝑜𝑟𝑚𝑎𝑙 𝐿𝑜𝑎𝑑
=  
(𝑆𝑝)(𝐴𝑡)
𝑁𝑜𝑟𝑚𝑎𝑙 𝐿𝑜𝑎𝑑
=
(120,000 𝑙𝑏/𝑖𝑛2)(0.1419 𝑖𝑛2)
(4140 𝑙𝑏)
= 4.11
   
Nomenclature: 
𝐴𝑡 = 𝑇𝑒𝑛𝑠𝑖𝑙𝑒 𝑆𝑡𝑟𝑒𝑠𝑠 𝐴𝑟𝑒𝑎 
𝑆𝑝 = 𝑃𝑟𝑜𝑜𝑓 𝐿𝑜𝑎𝑑 𝑆𝑡𝑟𝑒𝑛𝑔𝑡ℎ  
𝑆𝑦 = 𝑌𝑖𝑒𝑙𝑑 𝑆𝑡𝑟𝑒𝑛𝑔𝑡ℎ 
𝑆𝑢 = 𝑇𝑒𝑛𝑠𝑖𝑙𝑒 𝑆𝑡𝑟𝑒𝑛𝑔𝑡ℎ 
𝑇𝑃𝐼 = 𝑇ℎ𝑟𝑒𝑎𝑑𝑠 𝑃𝑒𝑟 𝑖𝑛 
Thread Engagement Requirement 
Tensile strength and nut shear strength equations were used to find the thickness of the nut 
required and the minimum number of threads required to be engaged to ensure failure 
would not occur. The tensile strength of the nut was calculated to be 17,028 lb. The 
minimum nut thickness must be 0.6922 in with a minimum of nine threads engaged.  
Specifications: 
At = 0.1419 in
2  [1] 
Sp = 120,000 lb/in
2 [1] 
Equation 28.   𝑇𝑒𝑛𝑠𝑖𝑙𝑒 𝐹𝑜𝑟𝑐𝑒 = 𝐴𝑡𝑆𝑦 = (0.1419 𝑖𝑛
2)(120,000 𝑙𝑏/𝑖𝑛2) = 17028 𝑙𝑏    
Nomenclature: 
𝐴𝑡 = 𝑇𝑒𝑛𝑠𝑖𝑙𝑒 𝑆𝑡𝑟𝑒𝑠𝑠 𝐴𝑟𝑒𝑎 
𝑆𝑦 = 𝑌𝑖𝑒𝑙𝑑 𝑆𝑡𝑟𝑒𝑛𝑔𝑡ℎ 
 
Specifications: 
𝑆𝑦 = 36,000 𝑙𝑏/𝑖𝑛
2 [1] 
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Equation 29. 𝑆𝑦𝑠 = 0.58𝑆𝑦  → 0.58(36,000 𝑙𝑏/𝑖𝑛
2) =  20,880 𝑙𝑏/𝑖𝑛2   
Nomenclature: 
Sys =  𝑆ℎ𝑒𝑎𝑟 𝑌𝑖𝑒𝑙𝑑 𝑆𝑡𝑟𝑒𝑛𝑔𝑡ℎ  
Sy = 𝑌𝑖𝑒𝑙𝑑 𝑆𝑡𝑟𝑒𝑛𝑔𝑡ℎ 
 
Specifications: 
𝑆𝑦 = 36,000 𝑙𝑏/𝑖𝑛
2 [1] 
𝑁𝑢𝑡 𝑆ℎ𝑒𝑎𝑟 𝑆𝑡𝑟𝑒𝑛𝑔𝑡ℎ = 17028 𝑙𝑏 
 
Equation 30.   𝑁𝑢𝑡 𝑆ℎ𝑒𝑎𝑟 𝐹𝑜𝑟𝑐𝑒 = (𝜋)(𝑑)(0.75𝑡)(𝑆𝑦𝑠) → (𝜋)(𝑑)(0.75𝑡)(0.58)(36000) 
 =  17028 𝑙𝑏  
 𝑡 = 0.6922 𝑖𝑛 
 
Nomenclature: 
𝑆𝑦𝑠 = 𝑆ℎ𝑒𝑎𝑟 𝑌𝑖𝑒𝑙𝑑 𝑆𝑡𝑟𝑒𝑛𝑔𝑡ℎ 
𝑆𝑦 = 𝑌𝑖𝑒𝑙𝑑 𝑆𝑡𝑟𝑒𝑛𝑔𝑡ℎ 
𝑡 = 𝑡ℎ𝑖𝑐𝑘𝑛𝑒𝑠𝑠 
 
Equation 31.  # 𝑜𝑓 𝑇ℎ𝑟𝑒𝑎𝑑 𝐸𝑛𝑔𝑎𝑔𝑒𝑚𝑒𝑛𝑡 = (𝑇ℎ𝑖𝑐𝑘𝑛𝑒𝑠𝑠)(𝑇𝑃𝐼) = (0.6922)(13) 
         =  9 𝑡ℎ𝑟𝑒𝑎𝑑𝑠  
Reversed Axially Loaded 
Several different life cycles were calculated to compare the infinite life of the bolts. The 
Moore [1] fatigue tests were used to determine the fatigue strength characteristics of 
materials under a standardized and highly restricted set of conditions. 
106 Life Cycles 
Specifications:  
𝑆𝑛
′ = 75,000 𝑙𝑏/𝑖𝑛2  
𝐶𝐿 = 1  [1] 
𝐶𝐺 = 0.8  [1] 
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𝐶𝑠 = 0.9  [1] 
𝐶𝑇 = 1  [1] 
𝐶𝑅 = 1  [1] 
 
Equation 32.    𝑆𝑛 = 𝑆𝑛
′ 𝐶𝐿𝐶𝐺𝐶𝑠𝐶𝑇𝐶𝑅 → 0.5(150)(1)(0.8)(0.9)(1)(1) = 43,200 𝑙𝑏/𝑖𝑛
2   
Nomenclature: 
𝑆𝑛 = 10
6 𝐶𝑦𝑐𝑙𝑒 𝑆𝑡𝑟𝑒𝑛𝑔𝑡ℎ 𝐹𝑜𝑟 𝐹𝑎𝑡𝑖𝑔𝑢𝑒 𝐿𝑖𝑓𝑒 
𝑆𝑛
′ = 0.5𝑆𝑢 
𝑆𝑢 = 𝑇𝑒𝑛𝑠𝑖𝑙𝑒 𝑆𝑡𝑟𝑒𝑛𝑔𝑡ℎ 
𝐶𝐿 = 𝐿𝑜𝑎𝑑 𝐹𝑎𝑐𝑡𝑜𝑟 
𝐶𝐺 = 𝐺𝑟𝑎𝑑𝑖𝑒𝑛𝑡 𝐹𝑎𝑐𝑡𝑜𝑟 
𝐶𝑠 = 𝑆𝑢𝑟𝑓𝑎𝑐𝑒 𝐹𝑎𝑐𝑡𝑜𝑟 
𝐶𝑇 = 𝑇𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒 𝐹𝑎𝑐𝑡𝑜𝑟 
𝐶𝑅 = 𝑅𝑒𝑙𝑖𝑎𝑏𝑖𝑙𝑖𝑡𝑦 𝐹𝑎𝑐𝑡𝑜𝑟 
103 Life Cycles  
Specifications:  
𝑆𝑢 = 150,000 𝑙𝑏/𝑖𝑛
2 
 
Equation 33. 𝑆 = 0.75𝑆𝑢 = 0.75(150) =  112,500 𝑙𝑏/𝑖𝑛
2   
 
Nomenclature: 
𝑆 = 0.75𝑆𝑢 = 10
3 𝐶𝑦𝑐𝑙𝑒 𝑆𝑡𝑟𝑒𝑛𝑔𝑡ℎ 𝐹𝑜𝑟 𝐴𝑥𝑖𝑎𝑙 𝐿𝑜𝑎𝑑𝑠 
𝑆𝑢 = 𝑇𝑒𝑛𝑠𝑖𝑙𝑒 𝑆𝑡𝑟𝑒𝑛𝑔𝑡ℎ 
 
2 × 105 Life Cycles – 58,000 𝑙𝑏/𝑖𝑛2  
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 Figure 6.  Solving for 𝟐 ∗ 𝟏𝟎𝟓 Life Cycles 
Maximum Value of P for Infinite Life (0 – P) 
The initial force was found to be 15,330 lb/in2. The equation used to find the initial force 
can be used for ordinary applications involving static loading. The maximum and minimum 
bolt axial force was used to find the alternating and mean bolt axial force. The alternating 
and mean bolt axial force was used to find equations for the mean and alternating stresses. 
106 Life cycle fatigue strength was calculated and graphed to assist in finding a value for 
alternating stress. Using the value of alternating stress, the maximum value of P that would 
not cause eventual fatigue failure of the bolts was calculated to be 22,704 lb. A safety 
factor with respect to eventual bolt fatigue failure was found using the values for 
alternating and initial stress. The safety factor was calculated to be 2.  
Specifications: 
𝐴𝑡 = 0.1419 𝑖𝑛
2  [1] 
𝑆𝑝 = 120,000 𝑙𝑏/𝑖𝑛
2 [1] 
 
Equation 34.   𝐹𝑖 = 0.9𝐴𝑡𝑆𝑝  → (0.9)(0.1419 𝑖𝑛
2)(120,000 𝑙𝑏/𝑖𝑛2) =  15,330 𝑙𝑏  
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Nomenclature: 
𝐴𝑡 = 𝑇𝑒𝑛𝑠𝑖𝑙𝑒 𝑆𝑡𝑟𝑒𝑠𝑠 𝐴𝑟𝑒𝑎 
𝑆𝑦 = 𝑌𝑖𝑒𝑙𝑑 𝑆𝑡𝑟𝑒𝑛𝑔𝑡ℎ 
 
Equation 35. 𝐹𝑏 = 𝐹𝑖 + 
𝐾𝑏
𝐾𝑏+𝐾𝑐
(𝐹𝑒)  
Nomenclature: 
𝐹𝑏 = 𝐵𝑜𝑙𝑡 𝐴𝑥𝑖𝑎𝑙 𝐹𝑜𝑟𝑐𝑒 
𝐹𝑖 = 𝐼𝑛𝑖𝑡𝑖𝑎𝑙 𝑇𝑒𝑛𝑠𝑖𝑜𝑛 𝐹𝑜𝑟𝑐𝑒 
𝐹𝑒 = 𝐸𝑥𝑡𝑒𝑟𝑛𝑎𝑙 𝐹𝑜𝑟𝑐𝑒 
𝐾𝑐 = 𝐽𝑜𝑖𝑛𝑡 𝑆𝑡𝑖𝑓𝑓𝑛𝑒𝑠𝑠 
𝐾𝑏 = 𝐵𝑜𝑙𝑡 𝑆𝑡𝑖𝑓𝑓𝑛𝑒𝑠𝑠 
 
Specifications: 
𝐹𝑖 = 15,330 𝑙𝑏 (𝑖. 𝑒. 15.33 𝑘𝑖𝑝𝑠) 
𝐾𝑐 = 4𝐾𝑏 
Equation 36. (𝐹𝑏)𝑚𝑎𝑥 = 𝐹𝑖 + 
𝐾𝑏
𝐾𝑏+𝐾𝑐
(𝐹𝑒)  → 15.33 + (
1
4
) (
𝑃
4
)  
Nomenclature: 
𝐹𝑏 = 𝐵𝑜𝑙𝑡 𝐴𝑥𝑖𝑎𝑙 𝐹𝑜𝑟𝑐𝑒 
𝐹𝑖 = 𝐼𝑛𝑖𝑡𝑖𝑎𝑙 𝑇𝑒𝑛𝑠𝑖𝑜𝑛 𝐹𝑜𝑟𝑐𝑒 
𝐹𝑒 = 𝐸𝑥𝑡𝑒𝑟𝑛𝑎𝑙 𝐹𝑜𝑟𝑐𝑒 
𝐾𝑐 = 𝐽𝑜𝑖𝑛𝑡 𝑆𝑡𝑖𝑓𝑓𝑛𝑒𝑠𝑠 
𝐾𝑏 = 𝐵𝑜𝑙𝑡 𝑆𝑡𝑖𝑓𝑓𝑛𝑒𝑠𝑠 
𝑃 = 𝐸𝑥𝑡𝑒𝑟𝑛𝑎𝑙 𝐿𝑜𝑎𝑑 
 
Specifications: 
𝐹𝑖 = 15.33 𝑘𝑖𝑝𝑠 
𝐾𝑐 = 4𝐾𝑏 
 
Equation 37. (𝐹𝑏)𝑚𝑖𝑛 = 𝐹𝑖 + 
𝐾𝑏
𝐾𝑏+𝐾𝑐
(𝐹𝑒)  → 15.33 + (
1
4
) (0) = 15.33 𝑘𝑖𝑝𝑠  
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Nomenclature: 
𝐹𝑏 = 𝐵𝑜𝑙𝑡 𝐴𝑥𝑖𝑎𝑙 𝐹𝑜𝑟𝑐𝑒 
𝐹𝑖 = 𝐼𝑛𝑖𝑡𝑖𝑎𝑙 𝑇𝑒𝑛𝑠𝑖𝑜𝑛 𝐹𝑜𝑟𝑐𝑒 
𝐹𝑒 = 𝐸𝑥𝑡𝑒𝑟𝑛𝑎𝑙 𝐹𝑜𝑟𝑐𝑒 
𝐾𝑐 = 𝐽𝑜𝑖𝑛𝑡 𝑆𝑡𝑖𝑓𝑓𝑛𝑒𝑠𝑠 
𝐾𝑏 = 𝐵𝑜𝑙𝑡 𝑆𝑡𝑖𝑓𝑓𝑛𝑒𝑠𝑠 
𝑃 = 𝐸𝑥𝑡𝑒𝑟𝑛𝑎𝑙 𝐿𝑜𝑎𝑑 
 
Specifications: 
(𝐹𝑏)𝑚𝑎𝑥 = 15.33 + (
1
4
) (
𝑃
4
) 
(𝐹𝑏)𝑚𝑖𝑛 = 15.33 
 
Equation 38. (𝐹𝑏)𝑎 =
(𝐹𝑏)𝑚𝑎𝑥−(𝐹𝑏)𝑚𝑖𝑛
2
=
15.33+
𝑃
16
−15.33
2
=
𝑃
32
   
 
Nomenclature: 
(𝐹𝑏)𝑚𝑎𝑥 = 𝑀𝑎𝑥𝑖𝑚𝑢𝑚 𝐵𝑜𝑙𝑡 𝐴𝑥𝑖𝑎𝑙 𝐹𝑜𝑟𝑐𝑒 
(𝐹𝑏)𝑚𝑖𝑛 = 𝑀𝑖𝑛𝑖𝑚𝑢𝑚 𝐵𝑜𝑙𝑡 𝐴𝑥𝑖𝑎𝑙 𝐹𝑜𝑟𝑐𝑒 
(𝐹𝑏)𝑎 = 𝐴𝑙𝑡𝑒𝑟𝑛𝑎𝑡𝑖𝑛𝑔 𝐵𝑜𝑙𝑡 𝐴𝑥𝑖𝑎𝑙 𝐹𝑜𝑟𝑐𝑒 
 
Specifications: 
(𝐹𝑏)𝑚𝑎𝑥 = 15.33 + (
1
4
) (
𝑃
4
) 
(𝐹𝑏)𝑚𝑖𝑛 = 15.33 
 
Equation 39. (𝐹𝑏)𝑚 =
(𝐹𝑏)𝑚𝑎𝑥+(𝐹𝑏)𝑚𝑖𝑛
2
=
15.33+
𝑃
16
+15.33
2
= 15.33 +
𝑃
32
  
Nomenclature: 
(𝐹𝑏)𝑚𝑎𝑥 = 𝑀𝑎𝑥𝑖𝑚𝑢𝑚 𝐵𝑜𝑙𝑡 𝐴𝑥𝑖𝑎𝑙 𝐹𝑜𝑟𝑐𝑒 
(𝐹𝑏)𝑚𝑖𝑛 = 𝑀𝑖𝑛𝑖𝑚𝑢𝑚 𝐵𝑜𝑙𝑡 𝐴𝑥𝑖𝑎𝑙 𝐹𝑜𝑟𝑐𝑒 
(𝐹𝑏)𝑚 = 𝑀𝑒𝑎𝑛 𝐵𝑜𝑙𝑡 𝐴𝑥𝑖𝑎𝑙 𝐹𝑜𝑟𝑐𝑒 
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106 Life Cycles 
Specifications:  
𝑆𝑛
′ = 75,000 𝑙𝑏/𝑖𝑛2  
𝐶𝐿 = 1  [1] 
𝐶𝐺 = 0.8  [1] 
𝐶𝑠 = 0.9  [1] 
𝐶𝑇 = 1  [1] 
𝐶𝑅 = 1  [1] 
 
Equation 40.    𝑆𝑛 = 𝑆𝑛
′ 𝐶𝐿𝐶𝐺𝐶𝑠𝐶𝑇𝐶𝑅 → 0.5(150)(1)(0.9)(1)(1)(1) = 67,500 𝑙𝑏/𝑖𝑛
2   
 
Nomenclature: 
𝑆𝑛 = 10
6 𝐶𝑦𝑐𝑙𝑒 𝑆𝑡𝑟𝑒𝑛𝑔𝑡ℎ 𝐹𝑜𝑟 𝐹𝑎𝑡𝑖𝑔𝑢𝑒 𝐿𝑖𝑓𝑒 
𝑆𝑛
′ = 0.5𝑆𝑢 = 10
6 𝐶𝑦𝑐𝑙𝑒 𝑆𝑡𝑟𝑒𝑛𝑔𝑡ℎ 𝐹𝑜𝑟 𝐴𝑥𝑖𝑎𝑙 𝐿𝑜𝑎𝑑𝑠 
𝑆𝑢 = 𝑇𝑒𝑛𝑠𝑖𝑙𝑒 𝑆𝑡𝑟𝑒𝑛𝑔𝑡ℎ 
𝐶𝐿 = 𝐿𝑜𝑎𝑑 𝐹𝑎𝑐𝑡𝑜𝑟 
𝐶𝐺 = 𝐺𝑟𝑎𝑑𝑖𝑒𝑛𝑡 𝐹𝑎𝑐𝑡𝑜𝑟 
𝐶𝑠 = 𝑆𝑢𝑟𝑓𝑎𝑐𝑒 𝐹𝑎𝑐𝑡𝑜𝑟 
𝐶𝑇 = 𝑇𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒 𝐹𝑎𝑐𝑡𝑜𝑟 
𝐶𝑅 = 𝑅𝑒𝑙𝑖𝑎𝑏𝑖𝑙𝑖𝑡𝑦 𝐹𝑎𝑐𝑡𝑜𝑟 
 
Specifications:  
𝐾𝑓 = 3.0  [1] 
(𝐹𝑏)𝑎 =
𝑃
32
 
𝐴𝑡 = 0.1419 𝑖𝑛
2  [1] 
 
Equation 41. 𝜎𝑎 =
(𝐹𝑏)𝑎
𝐴𝑡
(𝐾𝑓)  →
𝑃
32
0.1419
(3)   
Nomenclature: 
𝐾𝑓 = 𝐹𝑎𝑡𝑖𝑔𝑢𝑒 𝑆𝑡𝑟𝑒𝑠𝑠 𝐶𝑜𝑛𝑐𝑒𝑛𝑡𝑟𝑎𝑡𝑖𝑜𝑛 𝐹𝑎𝑐𝑡𝑜𝑟 
𝜎𝑎 = 𝐴𝑙𝑡𝑒𝑟𝑛𝑎𝑡𝑖𝑛𝑔 𝑆𝑡𝑟𝑒𝑠𝑠 
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(𝐹𝑏)𝑎 = 𝐴𝑙𝑡𝑒𝑟𝑛𝑎𝑡𝑖𝑛𝑔 𝐵𝑜𝑙𝑡 𝐴𝑥𝑖𝑎𝑙 𝐹𝑜𝑟𝑐𝑒 
𝐴𝑡 = 𝑇𝑒𝑛𝑠𝑖𝑙𝑒 𝑆𝑡𝑟𝑒𝑠𝑠 𝐴𝑟𝑒𝑎 
 
Specifications:  
𝐾𝑓 = 3.0  [1] 
(𝐹𝑏)𝑚 =
𝑃
32
+ 15.33 
𝐴𝑡 = 0.1419 𝑖𝑛
2  [1] 
 
Equation 42. 𝜎𝑚 =
(𝐹𝑏)𝑚
𝐴𝑡
(𝐾𝑓)  →
𝑃
32
+15.33
0.1419
(3)  
 
Nomenclature: 
𝐾𝑓 = 𝐹𝑎𝑡𝑖𝑔𝑢𝑒 𝑆𝑡𝑟𝑒𝑠𝑠 𝐶𝑜𝑛𝑐𝑒𝑛𝑡𝑟𝑎𝑡𝑖𝑜𝑛 𝐹𝑎𝑐𝑡𝑜𝑟 
𝜎𝑚 = 𝑀𝑒𝑎𝑛 𝑆𝑡𝑟𝑒𝑠𝑠 
(𝐹𝑏)𝑚 = 𝑀𝑒𝑎𝑛 𝐵𝑜𝑙𝑡 𝐴𝑥𝑖𝑎𝑙 𝐹𝑜𝑟𝑐𝑒 
𝐴𝑡 = 𝑇𝑒𝑛𝑠𝑖𝑙𝑒 𝑆𝑡𝑟𝑒𝑠𝑠 𝐴𝑟𝑒𝑎 
 
Specifications:  
𝐾𝑓 = 3.0  [1] 
𝐹𝑖 = 15,330 𝑙𝑏/𝑖𝑛
2 
𝐴𝑡 = 0.1419 𝑖𝑛
2  [1] 
 
Equation 43. 𝜎𝑖 =
𝐹𝑖
𝐴𝑡
(𝐾𝑓)  →
15.33
0.1419
(3) = 324,100 𝑙𝑏/𝑖𝑛2   
 
- Based upon our analysis, the bolt will yield first. 
 
Nomenclature: 
(𝐹𝑏)𝑎 = 𝐴𝑙𝑡𝑒𝑟𝑛𝑎𝑡𝑖𝑛𝑔 𝐵𝑜𝑙𝑡 𝐴𝑥𝑖𝑎𝑙 𝐹𝑜𝑟𝑐𝑒 
𝐾𝑓 = 𝐹𝑎𝑡𝑖𝑔𝑢𝑒 𝑆𝑡𝑟𝑒𝑠𝑠 𝐶𝑜𝑛𝑐𝑒𝑛𝑡𝑟𝑎𝑡𝑖𝑜𝑛 𝐹𝑎𝑐𝑡𝑜𝑟 
𝜎𝑎 = 𝐴𝑙𝑡𝑒𝑟𝑛𝑎𝑡𝑖𝑛𝑔 𝑆𝑡𝑟𝑒𝑠𝑠 
𝐴𝑡 = 𝑇𝑒𝑛𝑠𝑖𝑙𝑒 𝑆𝑡𝑟𝑒𝑠𝑠 𝐴𝑟𝑒𝑎 
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Application Line 
Specifications:  
𝜎𝑎 = 15,000 𝑙𝑏/𝑖𝑛
2 
𝑆𝑦 = 130,000 𝑙𝑏/𝑖𝑛
2 [1] 
 
Equation 44. (𝐹𝑏)𝑚𝑎𝑥 = 𝐹𝑖 + 𝐹𝑎  →
(𝐹𝑏)𝑚𝑎𝑥
𝐴𝑡
 (𝐾𝑓)  =  
𝐹𝑖
𝐴𝑡
(𝐾𝑓) +  
𝐹𝑎
𝐴𝑡
(𝐾𝑓)  
→  𝑆𝑦 =  𝜎𝑖 +  𝜎𝑎      
130 =  𝜎𝑖 +  15  
 𝜎𝑖 = 115,000 𝑙𝑏/𝑖𝑛
2 
Nomenclature: 
(𝐹𝑏)𝑚𝑎𝑥 = 𝑀𝑎𝑥𝑖𝑚𝑢𝑚 𝐵𝑜𝑙𝑡 𝐴𝑥𝑖𝑎𝑙 𝐹𝑜𝑟𝑐𝑒 
𝐹𝑎 = 𝐴𝑙𝑡𝑒𝑟𝑛𝑎𝑡𝑖𝑛𝑔 𝐹𝑜𝑟𝑐𝑒 
𝐹𝑖 = 𝐼𝑛𝑖𝑡𝑖𝑎𝑙 𝐹𝑜𝑟𝑐𝑒 
𝐾𝑓 = 𝐹𝑎𝑡𝑖𝑔𝑢𝑒 𝑆𝑡𝑟𝑒𝑠𝑠 𝐶𝑜𝑛𝑐𝑒𝑛𝑡𝑟𝑎𝑡𝑖𝑜𝑛 𝐹𝑎𝑐𝑡𝑜𝑟 
𝜎𝑎 = 𝐴𝑙𝑡𝑒𝑟𝑛𝑎𝑡𝑖𝑛𝑔 𝑆𝑡𝑟𝑒𝑠𝑠 
𝐴𝑡 = 𝑇𝑒𝑛𝑠𝑖𝑙𝑒 𝑆𝑡𝑟𝑒𝑠𝑠 𝐴𝑟𝑒𝑎 
𝑆𝑦 = 𝑌𝑖𝑒𝑙𝑑 𝑆𝑡𝑟𝑒𝑛𝑔𝑡ℎ 
 
Specifications:   
𝐾𝑓 = 3.0  [1] 
(𝐹𝑏)𝑎 =
𝑃
32
 
𝐴𝑡 = 0.1419 𝑖𝑛
2  [1] 
𝜎𝑎 = 15,000 𝑙𝑏/𝑖𝑛
2 
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Figure 7. Goodman Line Diagram 
Equation 45. 𝜎𝑎 =
(𝐹𝑏)𝑎
𝐴𝑡
(𝐾𝑓)  → 15 =  
𝑃
32
0.1419
(3) → 𝑃 = 22,704 𝑙𝑏  
Nomenclature: 
(𝐹𝑏)𝑎 = 𝐴𝑙𝑡𝑒𝑟𝑛𝑎𝑡𝑖𝑛𝑔 𝐵𝑜𝑙𝑡 𝐴𝑥𝑖𝑎𝑙 𝐹𝑜𝑟𝑐𝑒 
𝐾𝑓 = 𝐹𝑎𝑡𝑖𝑔𝑢𝑒 𝑆𝑡𝑟𝑒𝑠𝑠 𝐶𝑜𝑛𝑐𝑒𝑛𝑡𝑟𝑎𝑡𝑖𝑜𝑛 𝐹𝑎𝑐𝑡𝑜𝑟 
𝜎𝑎 = 𝐴𝑙𝑡𝑒𝑟𝑛𝑎𝑡𝑖𝑛𝑔 𝑆𝑡𝑟𝑒𝑠𝑠 
𝐴𝑡 = 𝑇𝑒𝑛𝑠𝑖𝑙𝑒 𝑆𝑡𝑟𝑒𝑠𝑠 𝐴𝑟𝑒𝑎 
 
Safety Factor With Respect To Eventual Bolt Fatigue Failure 
Specifications:  
𝜎𝑎 = 15,000 𝑙𝑏/𝑖𝑛
2 
𝜎𝑖 = 7,500 𝑙𝑏/𝑖𝑛
2 
 
Equation 46. 𝑆𝐹 =
𝐷𝑒𝑠𝑖𝑔𝑛 𝑂𝑣𝑒𝑟𝑙𝑜𝑎𝑑
𝑁𝑜𝑟𝑚𝑎𝑙 𝐿𝑜𝑎𝑑
=  
𝜎𝑎
𝜎𝑖
=
15
7.5
= 2   
Nomenclature: 
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𝜎𝑎 = 𝐴𝑙𝑡𝑒𝑟𝑛𝑎𝑡𝑖𝑛𝑔 𝑆𝑡𝑟𝑒𝑠𝑠 
𝜎𝑖 = 𝐼𝑛𝑖𝑡𝑖𝑎𝑙 𝑆𝑡𝑟𝑒𝑠𝑠 
 
LIMITATIONS 
The assumptions of the material used for the bolt and nut restricted the accuracy of the 
calculations.  
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ABSTRACT 
Individuals in long-term relationships use relational maintenance strategies to sustain their 
relationships. This study investigates differences in the use of relational maintenance 
strategies by relational status (dating, engaged, and married) and by choice of 
communication channel. Findings from N = 96 individuals in long-term romantic 
relationships revealed that the most commonly used strategy was assurances, and that 
positivity and openness decreased as the length of relationship increased. Face-to-face was 
the most commonly used communication channel across all relational maintenance 
strategies, and social networking sites were the least used. In addition, married couples 
were less likely than either dating or engaged couples to use texting to maintain their 
relationships. Future studies can examine these theoretical relationships in more diverse 
samples that include greater cultural diversity and include long-distance relationships. 
Keywords: Communication, Relational Maintenance Strategies, Communication Channels, 
Undergraduate Research, Communication Research. 
INTRODUCTION 
Relational maintenance strategies, or the strategies used to keep a relationship at a 
particular state (Dindia & Canary, 1993), are instrumental to understanding communication 
in marriage. Stafford and Canary (1991) have identified five relational maintenance 
strategies: assurance, positivity, sharing tasks, social networks, and openness. While 
previous studies have focused on relational maintenance strategies in marriage, fewer 
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studies have examined differences in relational maintenance strategies in other relational 
statuses (e.g., dating, engagement) and none have considered differences in use of 
relational maintenance strategies based on choice of communication channel. The focus of 
this study is to understand how use of relational maintenance strategies differs based on a) 
relational status and b) chosen communication channel.  
The literature review focuses on relational maintenance strategies and communication 
channels. The first section describes and defines relational maintenance strategies and their 
importance within relationships. The second section describes and defines the use of 
communication channels within our study. Lastly, the research questions are presented.  
LITERATURE REVIEW 
Relational Maintenance Strategies 
Relational maintenance strategies are instrumental to understanding communication in 
marriage. Relational maintenance strategies are conceptually defined by Canary and Dindia 
(1993) as the “strategies used to keep a relationship in a specified state or condition” (p. 
28). This form of communication focuses on the specific acts of communication people use 
to maintain the status quo in their relationships (Ragsdale, 1996).  
Throughout time different relational maintenance strategies have been theorized. However, 
five relational maintenance strategies have been identified as specific forms of 
communication used to maintain relationships (Stafford & Canary, 1991). The first 
relational maintenance strategy is assurance, which can be defined as supporting, 
comforting, and making a commitment to one’s married partner (Canary et al., 2006). 
Positivity refers to being pleasant and making situations enjoyable for the other partner 
(Canary et al., 2006). Sharing tasks identifies how partners distribute responsibility (Canary 
et al., 2006). Social networks describe how married couples reach out to friends and family 
for additional support (Canary et al., 2006). Finally, openness describes the communication 
between partners that involves the direct discussion of the relationship (Canary et al., 
2006). Together these strategies can be used to analyze communication in marriage. 
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Although a large amount of research has been done on relational maintenance strategies, 
most studies have been focused solely on married couples. This study focuses the use of 
relational maintenance strategies through different relationship statuses. Also, the study 
aims to compare the use of the strategies between the statuses. Previous researchers have 
also not included testing for the use of communication channels used to express relational 
maintenance strategies. This study includes five types of channels used to display each 
strategy.  
Communication Channels 
Communication channel is the term given to the way in which we communicate (Rhubarb, 
2013).  This study seeks to gain insight on the use of relational maintenance strategies 
through multiple channels. There are multiple communication channels available such as 
face-to-face conversations, telephone calls, text messages, email, the internet, radio, 
television, written letters, brochures and reports. The survey conducted in this study focuses 
primarily on five major forms of communication channels: face-to-face, social networking 
sites, texting, telephones and written communication. Face-to-face refers to being in the 
presence of another (http://www.thefreedictionary.com/face-to-face). Social networking 
sites serve as social media forums where people can connect online to share information, 
discuss items of similar interest, or just keep in touch (Mercure, 2011). Texting refers to 
short text messages being sent and received on a mobile phone 
(http://www.phonescoop.com/glossary/term.php?gid=387). Telephone refers to an 
electronic device used for two-way talking with other people 
(http://telephone.askdefine.com/). Written communication is a message communicated in a 
written form (Mab, 2012). 
Communication Channels and Relational Maintenance 
Understanding how various communication channels are used to express relational 
maintenance strategies is crucial. In particular, with the rise in the use of computer-
mediated communication (CMC), it is important to understand how different forms of 
CMC are used to maintain relationships. Differential forms of CMC, and the choice and use 
of relational maintenance strategies, are important to scholars hoping to understand the 
complexity and preservation of relationships maintained via these channels (Houser, 2012). 
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Although research supports the notion that CMC is used to initiate and forge new 
relationships, it is important to understand how individuals within varying relational types 
might use different forms of mediated communication to enhance them (Houser, 2012).  
 Individuals use different modes of CMC for positivity, openness, assurances, social 
networks, and sharing tasks (Houser, 2012). Different channels of communication play a 
large role in relational maintenance. It stands to reason that many forms of electronic 
communication might be used to forge many different relationships (Houser, 2012).  
Communication channels contribute to the use of relational maintenance strategies. 
Relational maintenance is an ongoing process where partners must respond and adapt to the 
needs and goals of both individuals (Guerrero & Chavez, 2005). It involves repairing and 
maintaining the relationship (Dindia & Canary, 1993).  
As Dindia (1989) reported, wives use more romantic strategies to maintain a satisfying 
marriage, and Ramirez and Broneck (2009) found women use instant messaging (IM) as a 
relational maintenance tool at a higher rate than men in varying relationship types. A 
growing body of research indicates individuals are, indeed, using mediated communication 
channels to initiate and develop relationships that are proving to be just as satisfying and 
important as face-to-face interactions.  
Since research has shown such differences amongst one particular channel, it becomes 
important to understand how other channels are used throughout relational maintenance.  
Overview of Study Variables 
This study identifies how relational maintenance strategies are used in relationships. 
Relational maintenance strategies are used in marriage to maintain the relationship 
(Stafford & Canary, 1991). The independent variable in this study is relationships. The 
dependent variable is the relational maintenance used. Relational maintenance strategies are 
conceptually defined as the use of assurance, positivity, sharing tasks, social networks, and 
openness to maintain a marriage. 
Although there are numerous statuses of relationships this study focuses on the three most 
common: dating, engaged and married. Dating is conceptually defined as two people in an 
intimate relationship. The relationship may be sexual, but it does not have to be. It may be 
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serious or casual, monogamous or open, short-term or long-term (Canary et al., 1993). 
Engaged is conceptually defined as pledged to be married (Canary et al., 1993). Married is 
conceptually defined as the state of being united to a person of the opposite sex as husband 
or wife in a consensual and contractual relationship recognized by law (Canary et al., 
1993). 
Relational maintenance strategies are an integral part of communication between couples 
whether they are dating, engaged, or married. Studying these strategies in various statuses 
of relationships will provide insight into how relationships of all statuses use relational 
maintenance strategies. Also, insight on communication channels used to express relational 
maintenance strategies will be gained. Hence, the following research questions are posed:  
 RQ1: How often is each relational maintenance strategy used in relationships?  
RQ2: How frequently is each relational maintenance strategy used within each 
relationship level?  
RQ3: How frequently did partners use each communication channel for each 
relational maintenance strategy?  
METHODS 
Participants 
Online surveys were completed by N = 96 adults. Convenience sampling was used to 
recruit participants through social media (i.e., Facebook) or through distribution of the 
survey link in Communication courses at a large, Midwestern university. All materials were 
approved by the institutional review board prior to study commencement.  
The mean age of the participants in this study was 25.4 years (SD = 5.74 years). Forty-eight 
percent of respondents were from South Dakota. The sample consisted of 93.8% White, 
3.1% Asian, and 1% Latino participants; 2.1% of participants preferred not to specify their 
ethnicity. The average length of participants’ romantic relationship was 4.99 years (SD = 
5.63 years); 81.3% of relationships were over a year in length. The average length of 
relationship for dating couples was 1.76 years (SD = 1.5 years), engaged couples 3.75 years 
(SD = 2.26 years), and married couples 8.74 years (SD = 6.73 years). 
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Design 
An online survey was built through QuestionPro.com. The survey began with a consent 
page. Then, participants responded to items measuring demographic information including 
gender, age, relational status, and length of relationship. In addition, participants completed 
measures of relational maintenance and frequency of communication channel use. Using an 
online survey with a Likert type scale provided a fast, efficient quantitative measure. As 
researchers, we were able to measure different variables and look across communication 
channels, type of relationship, and relational strategies. The quantitative data allows for 
explanation of relationships between the variables. 
Instrumentation 
Relational Maintenance Strategies. Stafford and Canary’s (2006) twenty-nine item 
relational maintenance scale was used to measure the five relational maintenance strategies 
(Stafford & Canary, 2006). These strategies include assurance, positivity, sharing tasks, 
social networks, and openness. This scale has been demonstrated to be reliable and 
accurate. For instance, the research on relational maintenance strategies repeatedly uses this 
scale and the results are consistent (Stafford & Canary, 1991; 2006) Also, this scale has 
evolved with research to ensure that only one strategy is identified by the item on the scale 
related to it (Stafford & Canary, 2006).  
Each of the strategies was broken into a set of items, or a sub-scale. Each participant then 
responded to each item using a Likert-type scale that measured the frequency with which 
each strategy was used. The scale used the following anchors: 1-never, 2-almost never, 3-
sometimes, 4-almost always, and 5-always. Each sub-scale had adequate reliability; see 
Table 1 for means, standard deviations, and Cronbach’s alpha measure of reliability.    
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Scale Mean SD Reliability 
Positivity 4.09 0.45 0.86 
Openness 3.77 0.76 0.88 
Assurances 4.59 0.48 0.72 
Social Network 3.79 0.70 0.82 
Shared Tasks 4.35 0.64 0.91 
Use of F2F COM 4.52 0.53 0.83 
Use of SNS 2.37 1.00 0.88 
Use of Texting 3.13 0.94 0.87 
Use of Phones 3.28 0.94 0.89 
Use of Written COM 2.59 1.01 0.88 
 
Table 1.  Means, Standard Deviations, and Reliabilities for Study Scales 
Frequency of Communication Channel Use. Since there has been no previous 
research on use of communication channels for relational maintenance strategies, we 
developed scales for this study to measure this variable. Participants responded to items 
measuring the frequency of communication channel use for each of the relational 
maintenance strategies. Specifically, after responding to each relational maintenance 
strategy subscale, the participant responded to items concerning the frequency with which 
each communication channel was used for that particular strategy.  
Five communication channels, representing the most common communication channels 
used between romantic relational partners, were included in the measure of communication 
channel use frequency. The channels included face to face, social networking sites (like 
Facebook or Twitter), text messaging, phone (not texting), and written format (like notes, 
cards, etc.). Before responding to items regarding the frequency of communication channel 
use, participants read the following instructions: “Think about the strategies listed in the 
questions above. Now, indicate how often you use these strategies in these different 
communication contexts.” Then, 5 items assessed frequency of communication channel 
use. Each item began with this stem: “I use these strategies…” and then included each of 
the five relational maintenance strategies. For example, to measure use of face-to-face 
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communication for a particular relational maintenance strategy, the item read, “I use these 
strategies face-to-face.”  
Scales were created by combining all of the items measuring the frequency with which a 
certain communication channel was used. For example, all of the items measuring 
frequency of use of social networking sites were combined across relational maintenance 
strategies to create a scale measuring overall use of social networking sites for the purpose 
of maintaining a relationship. Each of the five scales (face-to-face, social networking sites, 
texting, phone, and written) was reliable. 
RESULTS 
Research question one asked how often each relational maintenance strategy was used in 
relationships. Descriptive statistics were used to answer this question. Across all 
relationship types, assurances were the most used relational maintenance strategy, M = 4.59 
(SD = .48), and openness was the least used strategy, M = 3.77 (SD = 0.77). We also used 
inferential statistics to see if any demographic variables were related to relational 
maintenance strategies. One variable, age, was statistically significantly related to use of 
two relational maintenance strategies. Using a correlation, we discovered that as age 
increased, the use of positivity, r (94) = -0.33, p < 0.001, and openness, r (95) = -0.25, p < 
0.05, decreased. Using a series of t-tests, with gender as the independent variable and each 
relational maintenance strategy as the dependent variable, we observed that there were no 
gender differences with respect to use of relational maintenance strategies. 
Research question two asked how frequently each relational maintenance strategy was used 
within each relational status. Table 2 presents the means and standard deviations for 
frequency of use of each relational maintenance strategy and communication channel 
across relational status. To answer the research question, we used inferential statistics. We 
used a series of one-way analyses of variance (ANOVAs) with relational status as the 
independent variable and relational maintenance strategies as the dependent variables. With 
this statistical test, we observed that there were statistically significant differences by 
relational status for positivity and openness. Married couples were significantly less likely 
than either dating or engaged couples to use the positivity strategy, F (2, 92) = 6.47, p < 
0.01, or the openness strategy, F (2, 93) = 6.19, p < 0.01. In addition, a correlational 
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analysis revealed that as the length of relationship (in years) increased, the use of positivity 
decreased, r (95) = -0.24, p < 0.01. 
  Relational Status 
 Dating Engaged Married Overall  
    
Mean (SD) Mean (SD) Mean (SD) Mean (SD) 
RMS     
     Positivity 4.22 (0.43) 4.24 (0.36) 3.91 (0.44) 4.09 (0.45) 
     Openness 4.03 (0.76) 3.86 (0.73) 3.77 (0.77) 3.77 (0.76) 
     Assurances 4.56 (0.51) 4.75 (0.44) 4.59 (0.48) 4.59 (0.48)  
     Social Network 3.85 (0.82) 3.79 (0.59) 3.79 (0.70) 3.79 (0.70) 
     Sharing Tasks 4.25 (0.74) 4.44 (0.34) 4.34 (0.64) 4.35 (0.64) 
COM Channel     
     Face-to-Face 4.55 (0.64) 4.24 (0.36) 4.52 (0.53) 4.52 (0.53) 
     SNS 2.36 (1.05) 4.58 (0.43) 2.37 (1.00) 2.37 (1.00) 
     Texting 3.45 (0.78) 2.82 (1.05) 3.13 (0.94) 3.13 (0.94) 
     Phone 3.52 (0.97) 3.47 (0.88) 3.28 (0.94) 3.28 (0.94) 
     Written 2.69 (1.06) 2.83 (0.99) 2.59 (1.01) 2.59 (1.01) 
 
Table 2. Descriptive Statistics for Use of Relational Maintenance Strategies (RMS) 
and Communication Channels by Relational Status 
Research question three asked how frequently partners used each communication channel 
for each relational maintenance strategy. We used descriptive statistics to answer this 
question. Face-to-face was the most frequently used channel of communication, M = 4.52 
(SD = 0.53), for all relational maintenance strategies, across relationship types. Social 
networking sites were the least used communication channel for positivity openness, 
assurances, and sharing tasks; written communication was the least used communication 
channel for the social network strategy. See Table 3 for means and standard deviations of 
frequency of communication channel use across all relational maintenance strategies.  
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  Communication Channel   
 F2F SNS Text Phone  Written  Overall  
Relational 
Maintenance 
Strategy 
 
Mean 
(SD) 
 
Mean 
(SD) 
 
Mean 
(SD) 
 
Mean 
(SD) 
 
Mean 
(SD) 
 
Mean 
(SD) 
Positivity 4.51 * 
(0.62) 
2.73 
(1.17) 
3.58 § 
(0.95)  
3.66 § 
(0.95)  
3.01 
(1.09) 
4.09  
(0.45) 
Openness 4.44 * 
(0.75) 
1.88 
(1.15) 
2.80 
(1.25) 
3.07 
(1.11) 
2.30 
(1.22) 
3.77  
(0.76) 
Assurances 4.66 §* 
(0.65) 
2.59 
(1.36) 
3.41 
(1.23) 
3.63 
(1.17) 
3.06 § 
(1.30)  
4.59 § 
(0.48)  
Social 
Network 
4.41 * 
(0.75) 
2.74 § 
(1.21)  
3.17 
(1.06) 
3.21 
(1.10) 
2.40 
(1.27) 
3.79  
(0.70) 
Sharing 
Tasks 
4.61 * 
(0.67) 
1.91 
(1.21) 
2.69 
(1.29) 
2.81 
(1.31) 
2.18 
(2.23) 
4.35  
(0.64) 
Overall 4.52 * 
(0.53) 
2.37 
(1.00) 
3.13  
(0.94) 
3.28  
(0.94) 
2.59 
(1.01) 
  
§Highest mean in the column 
*Highest mean in the row 
Table 3. Descriptive Statistics for Use of Relational Maintenance Strategies and 
Communication Channels 
Ad Hoc Comparisons 
In addition to statistical tests used to answer our research questions, we also examined the 
data to determine how frequency of communication channel use may differ based on 
relational status, gender, length of relationship, or age. In order to do this, we used a series 
of 10 ANOVAs with either relational status or gender as the independent variable and 
frequency of each communication channel use as the dependent variables. We then 
calculated correlations between length of relationship or age and frequency of use for each 
communication channel. 
We found that, across all maintenance strategies, married couples were significantly less 
likely than either dating or engaged couples to use texting, F (2, 93) = 8.59, p < 0.001, or to 
use their phones to maintain their relationship, F (2, 93) = 4.00, p < 0.05. In addition, 
across relationship statuses, women were more likely than men to use texting to convey 
positivity to their partners, F (1, 93) = 4.34, p < 0.04. As length of relationship (in years) 
increased, the use texting, r (96) = -0.21, p < 0.05, for relational maintenance decreased. As 
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age increased, the use of texting, r (95) = -0.33, p <0 .001, and the phone, r (95) = -0.22, p 
< 0.05, for relational maintenance decreased.  
We also continued to examine the data to examine how frequency of communication 
channel use for each relational maintenance strategy differed based on relational status. We 
used inferential statistics for these comparisons. We used a series of ANOVAs with either 
relational status or gender as the independent variable, and then use of communication 
channel—within a given relational maintenance strategy—as the dependent variable. This 
resulted in 50 separate ANOVA tests. The significant results are now presented. 
Differences in frequency of communication channel use by relational status were found for 
each of the five relational maintenance strategies. First, we found that to convey positivity, 
dating couples reported more frequent use of texting than did engaged or married couples, 
F (2, 92) = 3.48, p < 0.05. Second, we found that to convey openness, social networking 
sites were used most by engaged couples, followed by dating couples, and then married 
couples, F (2, 93) = 3.38, p < 0.05. This same trend held true for texting to convey 
openness, F (2, 93) = 10.93, p < 0.001; and for using a phone to convey openness, F (2, 92) 
= 5.14, p < 0.05. Third, we found that to convey assurances, married couples were 
significantly less likely than either dating or engaged couples to use texting, F (2, 92) = 
5.62, p < 0.05, or to use the phone, F (2, 93) = 3.49, p < 0.05. Fourth, we found that social 
network strategies were conveyed via text significantly less by married couples than either 
dating or engaged couples, F (2, 93) = 3.25, p < 0.05. Fifth, we found that to share tasks, 
phones were used most by dating couples, followed by engaged couples, and then married 
couples, F (2, 91) = 3.39, p < 0.05. In addition, for sharing tasks, married couples were 
significantly less likely than either dating or engaged couples to use texting, F (2, 92) = 
5.39, p < 0.05. 
DISCUSSION  
In this study, we examined the use of relational maintenance strategies, and differences in 
the use of relational maintenance strategies based on relational status and choice of 
communication channel to convey the relational maintenance strategy. The findings of this 
study extend our understanding of relational maintenance strategies by incorporating two 
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variables that were not included in previous research: relational status and communication 
channel preference.  
The first research question dealt with how frequently each relational maintenance strategy 
was used. Results showed that across all relationship types, assurances were the most used 
relational maintenance strategy and openness was the least used strategy. This may be 
because assurances are more applicable to all relationship statuses such as showing love 
and faithfulness. Openness is a deeper type of strategy which requires more action and 
effort to fulfill. Thus, openness may be more common at the beginning of a relationship and 
would thus be less common in relationships that have been in existence for more than one 
year. Recall that 81% of participants reported that their relationship was over a year long; 
thus, the sample was primarily made up of those in long-term relationships where such 
effects may be seen.  
The second research question dealt with how the use of relational maintenance strategies 
differed based on relational status. Table 2 presents means and standard deviations for 
frequency of use of relational maintenance strategies and communication channels by 
relational status. The results of our analyses showed that positivity and openness were used 
most frequently in dating relationships, then among those who were engaged, and then used 
least among married participants. Positivity also decreased as age and length of relationship 
increased. We will first consider the finding regarding positivity, and then turn to a 
discussion of the finding regarding openness.  
The frequency with which a couple uses positivity as a relational maintenance strategy may 
be affected by not only relational status, but also length of time in the relationship, and the 
amount of time partners spend around each other day-to-day. Our findings showed that, in 
addition to married couples using positivity the least frequently compared to other 
relational statuses, use of the positivity strategy also decreased as the length of the 
relationship increased. Positivity is likely a more important strategy for dating couples than 
those in later relationship stages, because they want to keep the relationship moving 
forward. Thus, each time the dating couple meets, they are driven to be positive around 
each other. Conversely, a married couple most often lives together and their behavior 
cannot always be positive in a relationship with close quarters. Finances and work play a 
significant part of married life, a factor less apparent in dating or engaged relationships. 
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The relationships for dating couples are filled with possibility, which would keep the 
positivity high, whereas a married couple would feel more secure and feel less need to 
maintain a high level of positivity.  
The fact that married couples used the openness strategy the least frequently, compared to 
either dating or engage couples, can be viewed in different ways. First, openness is a very 
important strategy for those in newer relationships, because they are attempting to reduce 
uncertainty through self-disclosure (Berger & Calabrese, 1975). Once a relationship moves 
through the three stages of commitment used in this study (i.e., dating, engagement, 
marriage), the level of uncertainty about one’s partner should decrease. This would require 
less use of the openness strategy. Marriage is the utmost commitment and couples may feel 
less inclined to share feelings, relationship hopes, etc. because of the secure relationship 
and prior knowledge of one another. Another factor contributing to decreased openness 
could be that in a marriage the day to day actions become routine. The need for openness 
becomes less of a factor during a routine. This may be related to the amount of time 
couples spend with one another, when compared across relational statuses. Third, the 
maturity level of married couples (who are often older than dating or engaged couples) may 
expose truer personalities. These couples may not feel the need to express positivity or 
openness in their relationships.  
These findings present opportunities for at least two areas of future research. First, if the 
amount of time that couples spend together on a day-to-day basis does affect the use of 
relational maintenance strategies, it would be useful to consider the differences between 
long-distance and geographically close relationships. A survey study could expand upon 
this study to include a measure of whether the relationship is long-distance, geographically 
close, or if the couple lives together. Knowing the geographical locations of the couples 
could potentially provide further insight as to how closeness affects use of relational 
maintenance strategies. Perhaps couples with greater physical proximity use less positivity 
and openness than those separated physically. A study that measures geographic closeness 
could consider this possibility.  
The second area of research could address the somewhat disappointing picture of long-term 
relationships maintenance observed in this study. Perhaps future studies can probe the why 
behind these data to determine what factors cause partners in long-term relationships to use 
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the strategies of positivity and openness less than those in newer relationships. A study 
concerned with answering a why question would need to collect qualitative data, perhaps 
through interviews or focus groups, and then analyze those data to understand and interpret 
their meaning. If future studies continue to observe trend toward decreased openness and 
positivity in long-term relationships, researchers could then turn their attention to 
interventions or persuasive messaging that could increase the use of strategies like 
positivity and openness in long-term relationships. 
The final research question dealt with which communication channel was most frequently 
used for each relational maintenance strategy. We found that face-to-face was the most 
common channel of communication for all relational maintenance strategies, across 
relationship types. This was not surprising to us since we had exempted the thought of long 
distance relationships participating in this study. Assuming each partner of the individual 
relationships were located geographically close to one another, the couples are most likely 
to communicate face-to-face rather than the other channels.  
Another finding was that social networking sites were the least used communication 
channel for positivity, openness, assurances, and sharing tasks. We found this rather 
surprising since many people rely on social networking sites to communicate. Although it 
would be difficult to share tasks via social networking, we assumed positivity, openness 
and assurances would be expressed via this channel more than they showed to be. It may be 
that the perceived publicness of communication on social networking sites inhibits their use 
for relational maintenance. Or, it might be that different relational maintenance strategies, 
beyond those identified by Stafford and Canary (1991) are being communicated through 
social networking sites. Again, qualitative research would be the best approach to use in 
pursuing this idea. Future qualitative studies could ask participants about all the ways they 
use social networking sites to communicate with their relational partner. Then, those data 
could be coded for the relational maintenance strategies already used by Stafford and 
Canary (1991), but also be open to new strategies that may only show up on social 
networking sites. In addition, the issue of geographic closeness—discussed above—may 
again come into play when considering how social networking sites are used to maintain 
relationships. For example, a long-distance relationship may utilize all channels except face 
to face more than relationships where couples live together or are geographically close. 
DIFFERENCES IN RELATIONAL MAINTENANCE STRATEGIES                     103 
 
Lastly, written communication was the least used communication channel for the social 
network strategy. This result is not unexpected due to the fact that this channel would not 
be most appropriate for reaching out to friends and family for additional support. We 
believe face-to-face, social networking sites, or communication via telephone would be 
more fitting for this strategy.  
LIMITATIONS 
Like any study, this study was not without limitations. First, the study lacked ethnic and 
cultural diversity. Second, the study lacked a measure of geographic closeness in the 
relationships. Third, the study lacked a measure of relational satisfaction. Each of these 
limitations will be considered in turn. 
First, over 90% of the sample was Caucasian; this limits the generalizability of these 
findings to other ethnic groups. In addition, it does not allow for comparisons across 
ethnicities. In addition, all of the respondents were U.S. citizens, which again limits the 
generalizability of the study. It also does not allow for cross-cultural comparisons. Cultural 
norms about romantic relationships, especially marriage, play an important role in 
determining how relational partners maintain the relationship. Future studies should include 
multiple cultures for a comparison, so that one will be able to understand how relationships 
vary culturally. This will allow a deeper understanding of relationship strategies in cultures 
that are understudied. Looking at cultures where people marry at a young age, have 
arranged marriages, or several married partners all add to the research on relational 
maintenance strategies. 
Second, as discussed above, the geographic closeness of relational partners could very well 
affect both the use of relational maintenance strategies and the choice of communication 
channel to convey those strategies. By not including a measure of geographic closeness, we 
were not able to test this idea in the current study. In future studies, a measure of 
geographic closeness, as well as a measure of how often partners see one another face-to-
face, would be useful in determining how physical proximity affects the variables from this 
study. 
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Third, previous research has established a link between use of relational maintenance 
strategies and relational satisfaction (Ballard et al., 1999; Ragsdale, 1996; Weigel & 
Ballard-Reisch, 2001). Since this study was more concerned with the choice of 
communication channels for conveying relational maintenance, and how maintenance 
varied based on relational status, relational satisfaction was not included. However, it may 
be that there is an interaction between the use of a relational maintenance strategy and the 
chosen communication channel and this interaction affects relational satisfaction. For 
example, maybe positivity has a stronger relationship to relational satisfaction when 
partners communicate positivity through written communication than through face-to-face, 
or through text. In addition, testing for relational satisfaction could help us figure out 
whether the decrease in use of positivity and openness seen in long-term relationships in 
this study is actually related to decreased levels of relational satisfaction. If it is, then 
interventions such as those described above, should be created. If there is no statistical 
relationship, then it calls into question how it is that relational maintenance strategies 
actually affect relationships. 
CONCLUSION 
Relational maintenance strategies are instrumental to understanding communication in 
relationships. This specific study focuses on answering three research questions. How often 
is each relational maintenance strategy used in relationships? How frequently is each 
relational maintenance strategy used within each relationship level? How frequently did 
partners use each communication channel for each relational maintenance strategy? These 
questions were answered by analyzing the results from the online survey, which used the 
twenty-nine-item relational maintenance scale by Stafford and Canary (2002) on a Likert 
scale. Future researchers could study additional variables to provide more specific results.  
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ABSTRACT 
The research objective of this study is to examine the behavior of chopped corn 
stover biomass as it undergoes a variety of mechanical loading conditions. 
Biomass materials, including corn stover, have unique properties that make it 
challenging to effectively and efficiently feed into thermochemical conversion 
systems that produce biofuels and bioproducts. These properties include large 
particle size, fibrous structure, and low density, to name a few. The most 
common difficulty in creating a system like this for corn stover is plugging within 
mechanical and pneumatic feeding systems. It is hypothesized that the material 
properties of fibrous corn stover contribute to its flowability characteristics.  By 
placing different corn stover samples under varying loading conditions, the 
spectrum of physical properties of this fibrous agricultural residue can be better 
understood to analyze these previous issues. First, several corn stalk samples 
were placed in a three-point bending apparatus in order to analyze the energy 
requirements to chop a stalk, as well as to obtain a quantitative value for the fiber 
strength and resistance. This is important to make chopping operations more 
efficient. Then, a bulk solid shearing test was performed in order to determine 
some of the fluid-like properties associated with chopped biomass, such as 
internal friction. This is one of the properties that lead to consistent plugging in a 
piping system. By combining these two tests with future studies, a material 
database can be created for fibrous corn stover in order to better understand their 
flow and feeding characteristics. 
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INTRODUCTION 
In the United States, approximately 10% of the transportation fuels currently in use are 
from renewable sources. However, most of these renewable sources come from food-based 
products, including corn and soybeans. Public demand for renewable energy from non-food 
sources, including agricultural residues and dedicated energy crops, has increased 
drastically. These sources are potentially valuable because of their relatively high energy 
content, as well as minimal effect on food production worldwide. The recent “Billion Ton 
Study” (1; 2), developed by the United States Department of Energy and United States 
Department of Agriculture, has been performed to estimate the United States’ biomass 
potential based on future assumptions and advances in technology. The study set a goal of 
producing 16 billion gallons of cellulosic biofuels and 4 billion gallons of advanced 
biofuels every year. This amount would take the place of about 30% of the U.S. 
consumption of petroleum by 2030. With the rising cost and sustainability issues of 
petroleum, biofuels are a viable solution to these problems. 
Agricultural residues, including corn stover, are the feedstocks of choice for biofuel 
production. Corn stover is an agricultural residue that consists of the leaves and stem of zea 
mays, and it is a prime source of cellulose, hemicellulose, and lignin (3). This chemical 
composition has resulted in this residue being viewed as a possible renewable resource to 
increase production of biofuels, biochemicals, and other bioproducts (4). With the rising 
cost of corn (up more than 7% since October 2011), the most corn was planted in 2012 than 
had been in the past 75 years (5). With this increasing supply of corn, this post-harvest 
residue has become a valuable supply of biomass, making corn stover an even more viable 
solution for the creation of biofuels and bioproducts. 
Over the last century, agricultural equipment has been designed specifically for handling, 
transporting, and processing corn stover and other agricultural materials. However, systems 
that convert biomass feedstocks to biofuels at a large scale pose unique challenges. 
Research activities pertaining to biomass-to-biofuel conversion systems have focused on 
the logistics, economics, and viability of these processes at pilot and commercial scales (6; 
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7; 8; 9). Additionally, there have been studies that have focused on integrating logistics and 
process models for conducting economic analysis of these materials (10; 11). However, the 
research into understanding the effects of the structure of corn stover during chopping, 
shredding, and conveying operations has only yielded the difficulties and obstacles faced in 
creating efficient biomass feeding systems. 
Biofuels have the potential to be an environmentally friendly option for energy, but feeding 
and handling systems have not yet been designed to make biomass processing efficient 
enough to be economically feasible. One of the main roadblocks in creating an effective 
and efficient continuous feeding system deals with plugging in pipes during biomass flows. 
This is especially prevalent in the use of thermochemical processes. In a thermochemical 
process, chopped biomass is fed into a reactor, which operates in an absence of oxygen at 
either high temperatures (200-400°C), or at high pressures if this temperature is not easily 
achieved (12; 13). In this reactor, the biomass decomposes to a point in which it loses its 
firm, fibrous structure. This allows it to be more efficient in combustion or gasification to 
produce byproducts, such as bio-oil, bio-char, and “syngas” (12; 14; 15; 16). 
There have been many past problems with feeding the chopped biomass into these types of 
reactors continuously, and thus a constant-feeding apparatus has not yet been created (17; 
18; 19; 20). High flow rates of biomass in a bulk solid form in rigorous operating 
conditions often causes conveyors or augers to become plugged. Additionally, some 
biomass processors have cited that the high temperatures emitted by the thermochemical 
processes will cause some of the biomass sample to react and combust outside of the 
reaction chamber, thus creating a safety issue around the reactor, as well as reducing the 
biofuel yield. These problems are due to the unique material properties of biomass in 
chopped, bulk form. Thus, there is a need for understanding flow characteristics of fibrous 
biomass materials for effective and efficient feeding into a high pressure or high 
temperature system so that a continuous feeding system can be designed and implemented. 
Several material properties of biomass materials make it relatively difficult to feed into 
agricultural systems, especially those of the biochemical and thermochemical nature. Most 
notably, biomass materials such as corn stover are fibrous materials. Because of this, 
biomass is anistropic, which means that its strength depends on the orientation of the 
applied load relative to the fibers (21). The strength of the sample needs to be analyzed in 
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all directions, as the material will be stronger in the direction parallel to the fibers and much 
weaker in the direction perpendicular to the fibers. Additionally, biomass materials are 
relatively soft compared to other common materials that are sent through a reactor. These 
particles have a high internal friction during movement, which causes them to tend to plug 
piping and conveyance systems. Several other factors have been listed that are the main 
contributors influencing the flowability of bulk solids and granular powders, including: 
moisture content, humidity, temperature, pressure, particle size, angle of repose, bulk 
density, and compressibility (22). 
Corn stover is a composite material, thus meaning that it does not have a consistent 
material structure. Visual examples of this unique structure can be seen in Figure 14. It has 
an outer wall, called the sclerenchyma, which is the epidermal “skin” of the material, and 
an inner portion called the parenchyma, which is a complex matrix of “fibrils” (9). Fibrils 
are networks of interwoven cellulose fibers enclosed in a polymer liquid crystal made up of 
polysaccharides, lignin, and structural proteins (23). Thus, the inner fibrous matrix is what 
gives the corn stover sample the majority of its strength. Based on the variables of the 
overall structure of the composite corn stover, it has often been deemed too difficult to find 
their mechanical properties.  
 
Figure 14. CT Reconstruction (left) and microscopic analysis (right) of corn stalk 
samples 
This study is going to address two different parts of the corn stover processing system. 
First, this study investigates the loading and stresses incurred to chop corn stover. Three-
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point bending tests are a significant study of the bending resistance of a material when 
placed under a load. Thus, three-point loading could be placed on a corn stalk in order to 
find the maximum fiber bending resistance of the entire sample. Figure 15 shows a basic 
schematic of a three-point bending setup. Although corn stover is relatively soft, as noted 
before, it is also stronger than many of the species of woody biomass. Bending resistance 
would be able to quantify that strength and note the energy requirements to chop the 
material. 
 
Figure 15. Force diagram schematic of a three-point bending test 
The second part of this study investigates the flowability of chopped corn stover biomass in 
a post-processed function. Analyzing chopped biomass as a bulk solid has the capability to 
establish flow characteristics and fluid-like properties for a two-phase solid-gaseous flow. 
Thus, shearing a compressed bulk solid sample of particles would provide insight into the 
internal friction and viscosity of corn stover biomass as a packed bed. Some related tests 
have been performed on corn stover, switchgrass, wheat straw, and other types of biomass 
(24). However, these experiments have yet to be verified as an accurate, repeatable testing 
setup, so this research would aid in that aspect. Also, extended studies would attempt to 
quantify some of the most important properties of biomass flow and incorporate them into 
flow models in the future. 
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BACKGROUND 
This project’s main focus is on analyzing different stresses and strains placed on the sample 
being tested under a loading condition. The two main stresses used in loading situations are 
normal stress and shear stress. The two formulas are very similar, as can be seen in 
Equations 1 and 2. 
𝜎 =
𝐹𝑛
𝐴
       (Eq. 1) 
Where:  σ = normal stress 
 Fn = normal force 
 A = cross-sectional area perpendicular to applied normal force 
𝜏 =
𝐹𝑠
𝐴
       (Eq. 2) 
Where:  τ = shear stress 
 Fs = shearing load 
 A = cross-sectional area perpendicular to shear force 
Due to the fibrous composition of corn stover, the bending strength of the stalk in general is 
difficult to quantify. Some fibers will be placed under much more stress than others when 
placed in a three-point bending loading situation. However, the maximum bending 
resistance of the fibers can be analyzed for an individual stalk. The maximum fiber bending 
resistance is defined by the following: 
𝜎𝑚𝑎𝑥,𝑏𝑒𝑛𝑑𝑖𝑛𝑔 =  
𝐹𝑚𝑎𝑥∗
𝐿
2
∗𝑐
𝐼
     (Eq. 3) 
Where:  σmax,bending = maximum fiber bending resistance 
 Fmax = applied force at failure 
 L = length of sample 
 c = distance from central axis to application of maximum stress 
 I = second moment of inertia 
Since corn stover has a non-standard shape with an outer layer of stalk (Figure 14), the 
second moment of inertia is calculated from the following equation. 
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𝐼 =
𝜋
4
(𝑏𝑜𝑢𝑡 ∗ 𝑎𝑜𝑢𝑡
3 − 𝑏𝑖𝑛 ∗ 𝑎𝑖𝑛
3 )    (Eq. 4) 
Where:  I = second moment of inertia 
 b and a = respective distances 
 out = to the outer edge of the stalk 
 in = to the inside edge of the outer stalk layer 
One important characteristic when it comes to classifying solids in a multi-phase flow is the 
internal friction. This is a mechanical property that can help to establish how particles 
interact with each other and analyze the forces needed to overcome plugging within a 
conveyance or piping system. The equation to calculate the internal friction coefficient in a 
bulk solid shearing situation can be found in Eq. 5: 
𝜇 =
𝐹𝑠
𝐹𝑛
       (Eq. 5) 
Where:  μ = internal friction coefficient 
 Fs = shearing force at failure 
 Fn = normal force applied to specimen 
Two of the important material characteristics that were used based upon prior research (24) 
in testing of bulk solid biomass include the angle of internal friction and cohesion. These 
characteristics can be established using the Mohr-Coulomb failure criterion, which uses 
normal and shear stress on a load cell to find these values: 
𝜏 = 𝜎 tan(𝜃) + 𝑐      (Eq. 6) 
Where:  τ = shear stress 
 σ = normal stress 
 θ = angle of internal friction 
 c = cohesion 
These values will not necessarily be applied to biomass flow, but will be used as a self-
check of the data obtained in this experiment compared to that of prior similar experiments. 
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EXPERIMENTAL STUDIES  
Three-Point Bending 
Three-point bending tests were performed on corn stalks in order to see the physical 
properties of biomass on a macroscopic scale. The test applied a load at a constant linear 
velocity on the center of a corn stalk and noted the point in which the specimen failed. The 
loading rates selected were anywhere between 4 mm/min to 8 mm/min. The apparatus used 
for these tests can be seen in Figure 16. 
 
Figure 16. Three-point loading apparatus 
Tests were run using various diameters of specimen in order to analyze what kind of an 
effect that would play on the strength of the stalk. When running these tests, the maximum 
bending fiber resistance was measured, which is a physical property that can describe the 
strength of the material. Bending fiber resistance is a significant piece of the corn stover 
material property spectrum that needs to be understood in order to design more efficient 
biomass processing and chopping systems. 
Bulk Solid Shearing 
Another device was designed for shear strength and stress testing, following the ASTM 
standard testing procedure for soil (D3080/D3080M-11). This test was adapted in order to 
test many of the same bulk fluid properties of chopped corn stover, such as shear stress and 
viscosity, showing a link between how granular materials can have fluid-like properties. In 
this device, the chopped corn stover sample was placed in a container with a sliding top. 
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The container’s top was pulled at various speeds in order to separate the sample, simulating 
the particles flowing and encountering an obstacle. The design of this model can be seen in 
Figure 17. 
 
Figure 17. Pro-Engineer model of the shear stress testing device, the models shown are 
an isometric view (left) and a cross-sectional view (right) 
All of these tests were done using the Material Testing System (MTS®) machine in the 
Material Evaluation and Testing Laboratory (METLAB). The experimental setup of one of 
the tests can be seen in Figure 18. After the shear box was filled with chopped corn stover, 
different normal stress loads were placed on the top of the box in order to compress the 
sample. Two different preconsolidation pressures were used in order that the sample could 
be considered a bulk solid. These pressures were selected to be either 4.06 kPa or 5.41 kPa. 
Ten tests were then run for each preconsolidation pressure, using various reduced normal 
pressures during the testing. These testing pressures varied from 1.35 kPa to 5.41 kPa. 
Then, the MTS machine was used to apply a constant rate of pulling to the system to slide 
the top portion of the shear cell. The rate selected for all of the tests was 9 mm/min. The 
selection of weight, pulling rate, and other initial settings were established based on a 
similar test performed by Chevanan et al (24). 
As this machine applied a load to the system, it registered the shear load based on the box 
displacement computationally. These were then analyzed and interpreted in order to obtain 
the desired data from the experiments. The most important parameters that this test 
analyzed included internal friction, angle of internal friction, and cohesion. 
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Figure 18. Experimental setup of bulk shearing test 
RESULTS AND DISCUSSION 
Three-Point Bending 
Thirty samples were put through flexure testing using the three-point bending apparatus. 
Figure 19 shows a subset of the tested samples. 
ANALYSIS OF CORN STOVER                     117 
 
 
Figure 19.  Selected specimens after three-point bending tests 
Previously, the cross-sectional area for each specimen was found using an extracted area 
from microscopic analysis. The microscope used had the capabilities of performing a JMP 
regression in order to calculate an accurate cross-sectional area, which is difficult to 
physically measure due to the oval shape of basic corn stover. 
Using these cross-sectional area values, the maximum fiber bending resistance was 
calculated for each sample using the stress calculations noted in Equation 3. The samples 
were separated into “large” diameter samples and “small” diameter samples. The “small” 
diameter samples had cross-sectional areas ranging from 10.21 mm2 to 29.16 mm2. The 
“large” diameter samples were deemed to be any specimen with a cross-sectional area 
larger than 30 mm2, with the largest sample tested measuring at 115.4 mm2. This separation 
was made after the data was initially analyzed and a large difference between the stresses 
was found at this point. It was theorized that this occurred because of the way that larger 
samples failed compared to smaller samples. Larger samples compressed much more 
before failure, whereas the smaller samples compressed relatively little before fiber 
fracture. Figure 20 shows the data for each test performed. 
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Figure 20. Maximum fiber bending resistance results for three-point bending tests 
Based on these results, averages were taken for each type of sample. The “large” diameter 
samples had an average maximum fiber bending resistance of 50.98 MPa, and the “small” 
diameter samples had an average maximum fiber bending resistance of 97.83 MPa. This is 
a notable difference that must be taken into account when further analyzing the material 
properties of corn stover. 
Bulk Solid Shearing 
The most basic data taken from this experiment was the output of the MTS machine 
monitoring shear load and shear stress against the shear box displacement. A sample of 
these graphs using the normal stress of 4.05kPa can be seen in Figure 21. Also, a graph of 
the shear stress against the applied normal stress for every test was created. The data points 
from this experiment were compared to data obtained in a previous similar experiment (24) 
for validation. Figure 9 shows this comparison. The linear trends were relatively similar, 
but this experiment output shear stress values consistently lower than the prior experiment. 
This could be attributed a systematic error in the slight differences between the testing 
procedures and setups. 
Using the values of the normal load and the shear load at failure, an internal friction 
coefficient was determined using the calculations in Equation 5. A graph of all of the data 
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points for these tests can be seen in Figure 23. The average internal friction of all of these 
tests was 1.07 N/N. The graph of all of the data shows a relatively close correlation 
between each different test, thus this average can be assumed to be a relatively accurate 
value for other similar chopped corn stover samples. 
 
Figure 21. Shear load and stress versus shear box displacement 
 
Figure 22. Shear stress versus normal stress comparison between similar experiments 
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Figure 23. Internal friction coefficient for each test 
As another check to see the validity of the testing procedure between this experiment and 
Chevanan et al. (24), the angle of internal friction and cohesion were found and compared 
to that prior test. These were all done using the calculations in Equation 6. A culmination of 
all of the data for each preconsolidation pressure and comparison to the prior experiments 
can be found in Error! Reference source not found.. 
 
 
 
 
 
 
 
Table 4. Shear stress effect tests 
 
Situation 
Linear 
Regression 
Slope, tan(φ) 
(kPa/kPa) 
Angle of 
Internal 
Friction, φ 
(°) 
Cohesion 
(kPa) 
Preconsolidation 
Pressure, 4.05 kPa 
1.08 47.12 0.52 
Preconsolidation 
Pressure, 5.40 kPa 
1.02 45.52 0.62 
Combined Data 1.07 46.85 0.53 
Data from 
Chevanan et al. (24) 
1.12 48.20 0.82 
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Based on these values, there are again minor deviations between this test and prior tests 
completed, but this appears to be a similar systematic error similar to the internal friction 
analysis. Thus, it was deemed that this kind of test is a repeatable test that could be 
performed for many different types of biomass materials. 
CONCLUSIONS 
For the three-point bending testing, the smaller diameter samples were noted to have much 
more resistance to bending, resulting in an average value of 97.83 MPa. This was compared 
to the average value of 50.98 MPa for the maximum fiber bending resistance of the larger 
samples. This data could provide to be valuable in further investigation of chopping 
operations of corn stover to make the process quicker and more efficient. 
In the bulk solid shearing experiment, numerous data points found within the testing were 
compared to Chevanan et al (24). This was done in order to determine whether the testing 
method proposed was valid. The data found in this experiment was considered repeatable 
and noted to be a validation of the similar tests. An average value of 1.07 N/N for the 
internal friction coefficient was found. The internal friction coefficient has been determined 
to be one of the most important material characteristics when it comes to chopped solids in 
a multiphase flow, so this data must be interpreted further to overcome any difficulties in 
conveyance of chopped corn stover. Angle of internal friction and cohesion were two other 
material properties also analyzed, and the results were similar to those in Chevanan et al 
(24). This further added to the validation of this testing procedure for other biomass 
materials. 
FUTURE WORK 
For the three-point bending test, future research will be done to analyze why there was such 
a large difference in the maximum fiber bending resistance when the sample cross-sectional 
area changed to just over 3.000E-5 m2. Structural analysis could be conducted as to why 
larger samples compressed noticeably more before failure than the smaller samples. Also, 
further testing and validation of these results must be completed before the test can be 
considered repeatable. 
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An extension of the three-point bending tests in this experiment was in dealing with the 
application of computational analysis in comparison of an experimental three-point bending 
test using Finite Element Analysis (FEA) software. The program Pro-Engineer Mechanica 
can be used to mirror the experimental three-point bending test computationally. Some 
experimental tests were performed for validation of this as a possible extended study, using 
a combination of material property ranges established for other similar biomass materials. 
Prior research has found general characteristics and property ranges associated with similar 
biomass materials, such as sunflower stalk pith (25) and cotton stalk (26). Thus, these 
ranges were used as starting values. 
The analysis for this experiment dealt with stalk displacement, maximum principal stress, 
and maximum principal strain. The results of a 4.5 kgf load case can be seen in Figure 24. 
The next step in this research project is to take any experimental data for material 
properties of corn stover and put them into the Pro-Engineer Mechanica database in order 
to run a more accurate model and validate it against the experimental tests. 
 
 
Figure 24. Three-point bending FEA results: displacement (top left), maximum 
principal strain (top right), and maximum principal stress (bottom) 
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Since the bulk solid shearing tests were done to mimic prior tests performed and validate 
their results, the further testing will deal with the results and calculating further fluid 
property values of the chopped solid, such as viscosity. Also, in order to more accurately 
simulate flow through a piping system, the pulling speed of the MTS machine will be 
increased far beyond the 9 mm/min rate used. Though this slow rate is beneficial for 
establishing certain material properties, it is unrealistic for properties simulated in pipe 
flow. 
As an extension of this bulk shearing experimental test, certain computational modeling can 
be done to correspond to these tests. FEA and CFD models can be created to analyze these 
tests using CT scanning capabilities. The first step in performing any of these 
computational tests is to accurately import a CAD model for manipulation. These three-
dimensional reconstructions (Figure 25) created by a CT scan machine in the METLAB 
showed that high fidelity models can be made using this equipment. With the use of further 
software packages, point cloud data could be generated and imported into a CAD interface 
to create a workable model. A CAD model could then be used in a multitude of other 
aspects, including CFD and FEA models in order to actually analyze a flow system with 
this material. 
 
Figure 25. CT reconstructions of biomass undergoing compressive loading, two front 
views (left and center) are shown, as well as a top view (right) 
It has been theorized that this overall project can extend beyond the scope of the industries 
of biofuels. Notable research has been performed dealing with similar tests on spherical 
substances that have small particle sizes and high bulk densities (27; 28; 29). However, 
relatively few materials fall under these characteristics. There is little research done on non-
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spherical materials with large particles and low bulk densities, as this project attempts to 
specifically investigate these materials. Not only do cotton stalk, corn stover, and other 
types of biomass relate to these sorts of testing, but other areas could be influenced as well. 
Just as the importance of this research relates to conveyance of biomass through a tube or 
pipe system, the data obtained could be extended to woody residues, municipal refuse, 
algae, paper, pharmaceuticals, and even blood flow. Numerous types of pressurized flows 
could be influenced by this project. 
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