The focus of this study is to analyse the reliability of using small-loop frequency-domain electromagnetic induction systems for characterizing buried storage tanks and pipes at industrial plants. As examples, we selected two areas of a chemical plant, one located outdoors and the other inside a room of reduced dimensions. We collected data employing different system orientations and acquisition directions, in order to compare the influence of environmental noise and neighbouring structures on each case. We found that the presence of a metallic gate or other metallic stuff in a neighbouring wall introduces strong distortions in the responses obtained near these objects. The responses decrease when the coils are coplanar with the wall and increase when they are perpendicular to it. Noise levels were higher for the data acquired indoors, but even in this case, we could enhance the signal-to-noise ratios up to very acceptable values by applying a novel spatial filtering technique. This improved the visualization of the anomalies associated with the targets. Finally, we generated pseudo 3D electrical models of the subsoil, by combining the results of the 1D inversions of the filtered data corresponding to the configuration that best evidenced the structures buried on each sector. In both areas, we obtained quite good approximate characterizations of the geometry, conductivity and depth of the detected tanks and pipes, as was later confirmed during remediation works. Remarkably, the model obtained for the area located indoors had enough resolution as to define the existence of two separate, adjacent tanks.
Introduction
Frequency-domain electromagnetic induction systems composed of two fixed small coils separated by a constant distance, known as EMI or SLEM (McNeill 1980 , McNeill and Bosnar 1999 , Won et al 1996 , Won 2003 , are commonly used to detect buried metallic bodies, such as unexploded ordnance, because they are very sensitive to the presence of highly conductive structures buried at shallow depths (Miller et al 2001 , Won et al 2001 , Butler 2004 . Besides, they are also useful for environmental applications like contaminant detection and waste sites exploration (Sheard et al 2005, 3 Author to whom any correspondence should be addressed. Auken et al 2006 , Mitsuhata et al 2006 , Martinelli and Duplaá 2008 and also for archaeological prospecting (Witten et al 2003 , Osella et al 2005 , Bongiovanni et al 2008 since they are an alternative method to delimit anomalous zones. One of the main advantages of these systems is that they do not require direct contact with the ground and therefore are much faster than the geoelectric and other electromagnetic methods.
Techniques including 2D and 3D data visualization are valuable tools for near real-time (i.e. same day) analysis since they can provide a preliminary diagnosis and guide further data acquisition. Besides, when frequency or coil separation can be varied, forward and/or inversion methods can be applied to obtain an approximate quantitative characterization of the targets. Though the usefulness of using more than one frequency for mapping the subsoil is still in discussion, there are cases in which multifrequency responses provide an improved characterization of the subsoil (e.g. Won et al (1996) , Pellerin and Wannamaker (2005) , Bongiovanni et al (2008) ).
Several methods to calculate the EMI response of metallic bodies have been developed and applied for the detection and characterization of unexploded ordnance (e.g. Sun et al (2004) ). In these works the objects are supposed to be in free space. This is because metals are usually orders of magnitude more conductive than the common background media. In environmental applications, on the other hand, conductivity contrasts can be lower, and therefore, the background must be considered together with the targets. This is also a complicated task, mainly because magnetic dipole sources are much localized and generate 3D fields, and also because in many cases great amount of data have to be modelled. Due to these reasons, even today, the usual approach to quantitatively interpret EMI data is to apply 1D inversion methods (e.g. Huang and Won (2000) , Farquharson et al (2003) ). The use of these methods can bring more information than the mere observation of data and gives very good results in particular cases in which the soil structure can be regarded as being approximately 1D. Also, 2D and 3D forward and inversion methods have been developed to re-construct the conductivity profiles from EMI data, in the absence of highly conductive targets (e.g. Newman and Alumbaugh (1997) , Pérez-Flores et al (2001) , Haber et al (2004) , Pellerin and Wannamaker (2005) , Martinelli et al (2006) , Sasaki and Meju (2006) ), but they are usually applied to scales larger than the one required for near surface studies. In this type of studies, large areas with high resolution both laterally and in depth have to be mapped. This usually involves such a large amount of data that 3D or even 2D inversion is too time consuming, and then 1D methods, which are extremely fast, became more adequate for a rapid evaluation of data.
Within this context, we explore in this paper the usefulness and accuracy of the EMI method as a tool for environmental studies of the subsoil in industrial plants. These studies are necessary for efficiently planning remediation strategies. In particular, we analyse here the best data acquisition and interpretation approaches for the detection and characterization of buried storage tanks and pipes within a chemical plant. We selected two different areas: one located outdoors, in a backyard, and the other indoors, in a room of reduced dimensions. At each area, we collected data with different system orientations and acquisition directions. Then, we applied to these data various 2D and 3D visualization techniques, in order to investigate how the environmental noise and the presence of surrounding structures affected the detectability of the targets on each case. The images of the anomalies associated with the targets were improved by applying a lateral filtering technique, similar to the one recently proposed by Martinelli and Duplaá (2008) . Finally, for the configurations providing the best results, we performed 1D inversions to obtain approximate quantitative information about the main characteristics of the embedded targets.
EMI data acquisition
Common EMI systems are basically composed of two coplanar small coils, a transmitter (Tx) and a receiver (Rx), separated by a constant distance, which are moved by an operator along acquisition lines, at an approximately constant height. The secondary magnetic field at the receiver is separated into in-phase (IP) and quadrature (Q) components, which are expressed in ppm (parts per million) against the primary field at the receiver. From these components, the apparent conductivity (σ ) and the phase of the secondary field (φ) can be calculated, as is described in the work by Huang and Won (2000) .
These systems allow acquiring great amount of data relatively fast. In the normal, continuous acquisition mode, they typically perform ten measurements per metre. Thus, a dense covering of the surveyed areas can be obtained, which is ideal for near surface studies. The depth of investigation, defined as the maximum depth at which a given target in a given host can be detected, is approximately proportional to the square root of the skin depth in the host (up to about several tens of metres). Besides, for a given skin depth, it increases with target conductivity and conductivity contrast between the target and the host, and decreases when the noise level increases (Huang 2005) .
For the survey, we used Geophex GEM-2 equipment (Won et al 1996) . In this system the transmitter and receiver coils are separated by 1.66 m, and operation frequencies range from 330 to 47 970 Hz. A maximum of 15 simultaneous frequencies can be used, but usually no more than 6 are recommended to guarantee a good signal-to-noise ratio. As our target depths were expected to be between 1 and 3 m, we selected the following frequencies: 3925, 8775, 13 575, 20 175, 30 375 and 47 025 Hz. Amongst the studied areas, we selected two representative ones, which are schematically shown in figure 1. Sector A is located in a backyard and sector B inside a room.
We covered each sector with four different configurations, namely HX, HY, VX and VY, respectively (figure 2).
All these configurations corresponded to in-line surveys (Tx-Rx axis coincident with the direction of acquisition lines), performed in continuous mode, with a line spacing of 0.5 m. The first character of each configuration name indicates coils orientation (H for horizontal and V for vertical), and the second one the survey lines direction (X or Y, for lines parallel to the x-and y-axes, respectively). 
Data processing and interpretation
We firstly performed conventional 2D plan views of the IP, Q, σ and φ values obtained at each frequency, and also 3D surface graphs of these data. Several graphs exhibited detectable amounts of short-scale, spurious lateral variations along the acquisition directions. These variations, common in EMI data, are mainly associated with noise and with height and speed variations of the system during the measurement process. To reduce them and improve the visualization of the anomalies corresponding to real features of the subsoil, we applied to the IP and Q components a lateral filtering scheme that is a 2D version of the 3D filter recently proposed by Martinelli and Duplaá (2008) for point-to-point measurements, and then, we recalculated σ and φ from these filtered components. Next, we briefly explain this filter. i,j,k is the IP or Q component measured at the sounding point i of the line j , at the frequency f k , then the same component after l applications of the filter, C (l) i,j,k , is given by the following weighted average:
where n is a natural number or zero, α is a real number greater than 1 that controls the velocity at which the relative weight of the neighbours decreases when n increases and N determines the number of neighbours considered. α, N and the number of successive applications can be varied until satisfactory results are obtained. The best choices for these parameters will depend on each particular situation. The general idea is to reduce as much as possible the spurious variations without producing an appreciable loss of lateral resolution. In our case, we obtained very good results with α = 2 and N = 5, applying the filter three times. The filtering of the data corresponding to each sector and configuration required only a few seconds using a common PC.
As an alternative way for data examination, we also generated pseudosections of σ and φ, for each line. These were semi-log graphs of σ and φ as functions of the lateral position and frequency. The use of pseudosections for plotting data is a standard procedure in other well-established geophysical methods such as magnetotellurics, audiomagnetotellurics and dc-resistivity. Nevertheless, they are practically never used for EMI data.
Finally, the data corresponding to the configuration that best detected the targets on each sector were inverted using the 1D inversion code EM1DFM proposed by Farquharson et al (2003) . For the forward modelling, the EM1DFM method uses the matrix propagation approach. During the inversion, at each sounding point, it minimizes a combination of the misfit and the roughness of the 1D model, β being the tradeoff parameter that controls the balance between these two quantities. Then, by stitching together these 1D models, the code generates pseudo 2D electrical images of the subsoil under the prospection lines (see Farquharson et al (2003) , for further details). Besides, these 2D profiles can be combined with graphical software to obtain pseudo 3D models of the studied areas. The models thus obtained are smooth in the vertical direction, but generally contain sharp lateral variations from point to point. Some of these variations denote real changes in the subsoil, but others are artefacts associated, by one side, with the short-scale variations of the data previously mentioned and, by other side, with variations in the misfits attained in the 1D inversions. Amongst the different inversion procedures provided by the EM1DFM code, we selected the one that considers a constant, user-supplied value of the tradeoff parameter β. This helped to reduce the lateral changes attributable to misfit variations. In addition, the filter defined by equation (1) is effective not only for diminishing spurious short-scale variations in the data, but also for reducing their effect on the inverse models, as was shown in the work by Martinelli and Duplaá (2008) . On each sector, we inverted the measured and the filtered responses. Like in that work, we found that the second ones provided better results, in the two surveyed areas. The initial models were always uniform half-spaces, and default values of the parameters α σ s , α σ z and τ , equal to 0.01, 1 and 0.01, respectively, were selected. The practical depths of investigation were calculated by varying the conductivity of the initial models and then comparing the obtained results. Figures 3 and 4 show, respectively, the IP and Q components measured in sector A, for the employed configurations, at the frequencies 47 025 Hz and 8775 Hz. The presence of the big metallic gate located at left of sector A affected both components, at all the frequencies. The magnitude and signature of the associated anomalies depended on the orientation of the instrument with respect to the gate on the different configurations. The HY responses were the less Figure 11 . Root-mean-squared relative error for the inversion shown in figures 9 and 10, calculated using equation (2). affected. In this configuration, the IP component at all the frequencies and the Q component at frequencies lower than 20 175 Hz clearly exhibited an almost circular anomaly located near the centre of the sector, compatible with the presence of a buried highly conductive tank, possibly metallic. The anomalies in the VX responses also revealed the presence of this structure, though its geometry did not appear as clear as in the former case, because the sensitivity of this configuration to conductivity variations along the x-direction is usually much lower than along the y-direction.
Results for sector A
Short-scale variations of the data along measurement lines, the causes of which were discussed in the previous section, ranged from slight to moderate in this sector. The greatest ones were observed for the Q components, in the HX and VX configurations, but the spatial filtering applied considerably reduced them, as it can be appreciated comparing figures 3 and 4 with figures 5 and 6, respectively. Figure 7 shows the pseudosections of apparent conductivity calculated from the filtered IP and Q responses corresponding to the HY configuration. The anomalies along the lines x = 0 m and x = 0.5 m were mainly caused by the metallic gate. In contrast, the anomalies observed in the rest of the lines, for 1 m y 5 m, approximately, were associated with the presence of the tank. Its conductive walls and an inner resistive zone appear clearly resolved. Figure 8 shows 3D views of the filtered σ and φ, for the same configuration. The graphs of φ were the ones that best evidenced the existence of a non-metallic pipe connected to the tank, in the lower-left zone of the sector.
The inversion of the filtered HY IP components led to the best characterization of the subsoil. Figure 9 shows cuts at different depths of the 3D electrical image obtained from the 1D inversions of these components, performed using the method EM1DFM by Farquharson et al (2003) and then combined using the software Meshtools3D provided by the 
where IP i,j,k and IP P i,j,k are, respectively, the measured and the predicted IP components, at the sounding point i along the line j , at the frequency k. N f is the number of frequencies, in this case, 6. These errors are shown in figure 11 . The fitting was in general good, with the exception of some particular zones in which the data could not be adequately adjusted by 1D models.
The numerical modelling allowed for obtaining a useful approximate characterization of the geometry and conductivity of the tank. In particular, the depth to its top, 1 m approximately, was fairly well determined, as was later confirmed during remediation works, which included the removing of the tank. The position of its bottom was poorly determined, partly because 1D inversions were preformed, and partly because the high electrical conductivity of the target reduced the penetration of the fields. By the last, due to the presence of the metallic gate, an artificial conductive volume was generated in the subsoil model, extending from 
Results for sector B
The IP and Q components measured in sector B, for the four configurations, at one representative frequency, are respectively shown in figures 12 and 13. The data were noisier than those in sector A. This was expectable, because they were collected inside a room. Nevertheless, the application of the proposed spatial filter again provided excellent results, as can be observed by comparing figures 12 and 13 with figures 14 and 15, respectively. It is important to point out that, on each configuration, in sector A all the lines were covered walking in the same direction, while in sector B they were covered walking alternatively in two opposite directions, which is also a common practise in EMI surveys.
HX was the configuration less affected by the metallic curtain on the wall located near the upper part of sector B. This curtain produced important minima in the IP and Q responses corresponding to the VX configuration, for 3.5 m y 4.5 m, approximately, along the whole x-direction, and enhanced the responses obtained for the rest of the configurations, almost in the same zone (despite that the responses corresponding to the HY and VY configurations presented a banded aspect attributable to the alternating walking directions, which introduced differences in the Tx and Rx positions near the curtain). These results are complimentary to the ones obtained for sector A. In that case, the metallic gate was located along the y-direction, passing the left side of the sector; the configuration less affected by its presence was HY and, near the gate, the VY responses diminished while the rest ones increased.
Apart from the mentioned curtain, the walls contained other metallic stuff. Part of this stuff was visible on the wall opposite to the one containing the curtain, for x 2 m, and on the wall located at the right of the sector, for y 1.5-2 m, approximately. It basically consisted of pipes and several objects with different shapes and sizes. The anomalies produced by this material in the responses of the distinct configurations were completely consistent with the results discussed in the previous paragraph.
HX was the configuration that best evidenced the existence of an anomalously conductive zone in the subsoil. This zone presented high values of the IP component together with low values of the Q component. This indicated that it was even more conductive than the anomalous region found in sector A, where both components were increased. Later, two adjacent metallic tanks were found in this part of sector B. Figure 16 shows 3D surface graphs of σ , at various frequencies, for the HX configuration. It can be observed that the targets produced an intense positive anomaly, stronger than the one generated by the tank located in sector A, for the HY configuration ( figure 8 ). This result is in agreement with that stated in the last paragraph. The pseudosections of σ for the same configuration are shown in figure 17 . The anomalies associated with the tanks extended between the lines y = 2 m and y = 3.5 m.
Finally, figures 18 and 19 contain different views of the subsoil model obtained from the 1D inversions of the filtered HX IP components, which once more were combined using the software Meshtools 3D. The parts most affected by the metallic structures on the walls were removed. Like in sector A, the starting model was a half-space of conductivity 0.001 S m resolve the existence of two tanks. A pipe connected these tanks, in the x-direction, was also found. According to this model, the tanks were buried between 0.95 and 1.30-1.50 m depth, approximately. These results were confirmed by the excavations performed later.
For completeness, in figure 20 we show the root-meansquared relative error of the fitting of the IP component, defined by equation (2). Once more, the fitting was good, except at some particular zones.
Conclusions
The application of geophysical methods, as a part of the environmental studies performed in industrial plants, can provide useful complimentary information about the subsoil, which may help for better planning remediation strategies. Electromagnetic induction systems allow for prospecting extended areas relatively fast, and their efficiency for mapping contaminant plumes and different buried structures, in zones with low electromagnetic noise, is well established. In contrast, their applicability in industrial plants, where higher noise levels are expected (especially in the case of indoors acquisition), has been less studied. As a contribution on this subject, in this work we investigated the ability of this method for detecting and characterizing buried storage tanks and pipes, in the subsoil of a chemical plant.
We considered two different areas, one located outdoors and other located inside a room of reduced dimensions, and collected data employing different system orientations and acquisition directions. In the first place, we compared the influence of environmental noise and neighbouring structures, on each case. From the visualization of the in-phase and quadrature components of the responses obtained in each sector, we found that the configuration less distorted by the presence of a metallic gate (or other metallic stuff) in a neighbouring wall is always the one in which the coils are horizontal and the transmitter-receiver axis is parallel to the wall. For horizontal or vertical coils, when the transmitterreceiver axis is perpendicular to the wall, strong positive anomalies appear near the metallic objects. In contrast, when the coils are coplanar with the wall (these are vertical coils with the transmitter-receiver axis parallel to the wall), strong negative anomalies arise in the same zone.
Noise levels depended on the measurement configuration and on the considered component, but were always higher for the data acquired indoors. Nevertheless, by applying a novel spatial filtering technique, the signal-to-noise ratios could be enhanced up to very acceptable values, even in the indoor case. In all the cases, the filtering greatly improved the visualization of the anomalies that seem to be associated with embedded tanks and pipes.
On each sector, the configuration less distorted by surrounding objects was consistently the one that best detected the targets. Hence, we performed 1D inversions of the filtered data corresponding to those configurations. Then, by combining the 1D results, we generated pseudo 3D, electrical models of the subsoil. Despite 1D inversions were done, the final models obtained for both areas provided quite good approximate characterizations of the embedded structures. In particular, the geometry, conductivity and depth of the tanks were fairly well determined, as was later confirmed during remediation works. A very remarkable result is that the model obtained for the indoor case even could resolve the existence of two separate, adjacent tanks. 
