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Recent experiments suggest that the interplay between cells and the mechanics of their substrate
gives rise to a diversity of morphological and migrational behaviors. Here, we develop a Cellular
Potts Model of polarizing cells on a visco-elastic substrate. We compare our model with experiments
on endothelial cells plated on polyacrylamide hydrogels to constrain model parameters and test
predictions. Our analysis reveals that morphology and migratory behavior are determined by an
intricate interplay between cellular polarization and substrate strain gradients generated by traction
forces exerted by cells (self-haptotaxis).
Cell migration is a highly complex process determined
by internal chemo-mechanical processes and the interac-
tion of the cell with its environment [1–4]. Indeed, cells
respond to the mechanical properties of the substrate to
which they adhere [6–13, 18]. Interestingly, with increas-
ing substrate rigidity, different cell types show qualita-
tively distinct migratory behavior. For example, glioma
cells [14], glioblastoma cells [15], and human adipose-
derived stem cells [12] plated on polyacrylamide (PA)
hydrogels, as well as fish keratocytes on PA and poly-
dimethylsiloxane (PDMS) hydrogels [20], move faster and
more persistently with increasing elastic modulus. In
contrast, rat fibroblasts plated on polyethylene glycol-
based (PEG) hydrogels [17], as well as 3T3 fibroblasts
on PA hydrogels [18], show the opposite behavior and
slow down, while still increasing their persistence of mi-
gration on stiffer substrates. What then are the physical
principles that lead to such diverse cell behaviors?
Substrates like PA and PEG hydrogels are widely re-
garded as almost ideally elastic materials [19, 20]. In
general, however, substrate viscosity may also affect cell
migration. For example, correlations in the movement of
epithelial sheets have been shown to increase with sub-
strate viscosity [21], and a recent computational study
has demonstrated the relevance of viscous substrate re-
modelling for cell spreading [22]. These studies suggest
an intricate interplay between cell migration and both
the elastic and viscous properties of the environment. It
remains to be resolved, however, whether and how these
cell-substrate interactions can reconcile the apparently
contradictory migratory responses of various cell types
on different substrates.
Previous computational approaches, including phase
field models [23–29], cellular Potts models (CPM) [6, 7,
12, 31, 32, 35, 36], particle-based models [37–45], and
various continuum models [7, 8, 11, 46–53], have led to
important advances in understanding cell traction force
generation and cell migration. In particular, these stud-
ies have helped to rationalize the coupling between single-
cell motion and substrate deformation [11, 25, 32, 36, 45–
47, 51, 52]. However, these models neglect spatial cou-
pling of substrate deformations [25], cannot capture cell
shape [11, 45–47], do not include a cell polarization mech-
anism [11, 32, 36, 46, 47], and mostly exclude persistent
cell migration.
Here, we study the morphology and migratory behav-
ior of actively polarizing cells on visco-elastic substrates
of varying elastic stiffness and different degrees of viscous
friction. To this end, we develop a CPM of actively polar-
izing motile cells [6, 7] that mechanically interact with a
simple visco-elastic substrate [Fig. 1], using experimen-
tal measurements on human umbilical vein endothelial
cells (HUVECs) plated on PA gels to constrain the model
parameters. Our combined experimental and theoreti-
cal investigations suggest that a cell’s response to the
physical properties of the substrate can be understood
in a relatively simple way, without explicitly taking into
account additional effects like stiffness-dependent adhe-
sions. Within our picture, cells generate substrate strain
gradients, which guide shape changes and cell migration
(self-haptotaxis). The interaction with the substrate can
in turn interfere with, and even override, internal feed-
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FIG. 1. Sketch of the computational model. The substrate
is represented by nodes i at positions xi, each connected to
six nearest neighbors j ∈Ni by loaded springs. A cell C is
comprised of a set of hexagons with respective areas a(xi, t)
and local protrusion energies (xi, t)∈ [q,Q] (color scale). As
the cell exerts traction forces T on the nodes, it compresses
the substrate beneath, while stretching the surrounding sub-
strate. The cell protrudes or retracts over an effective distance
|d| in the direction ±d, where d = xj−xi.
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2back mechanisms that would under normal circumstances
lead to cell polarization.
Experimental observations. We started our analysis by
experimentally investigating HUVECs plated on PA gels.
Depending on the substrate stiffness, we observed three
distinct migratory cell behaviors [Fig. 2(a)-(e)]. At low
stiffness, cells are elongated and localized (elongation):
Even though they locally move at some slow speed v in
random directions, they remain localized within a cer-
tain substrate area and do not show persistent motion.
As substrate stiffness is increased, cells first round up and
increase their local speed, but remain localized (round-
ing). Only when the substrate stiffness is increased above
some threshold value, do cells begin to show persistent
cell migration (running), which can be described as a
persistent random walk with ballistic motion on short
timescales and diffusive motion on long timescales.
Generalized CPM. To rationalize these diverse cell be-
haviors we build on and extend a recently introduced
generalization of the CPM [6, 7], which includes the fol-
lowing basic features of cellular dynamics: Elasticity of
the cell membrane and cortex, dynamic cell polarization
through a chemo-mechanical feedback mechanism, and
force generation driven by the interplay between actin
polymerization and contraction of acto-myosin networks.
As described below, we add as a new feature the visco-
elastic coupling of cell and substrate deformations.
We consider a cell as a connected set C of occupied
grid sites (hexagons) i, with positions xi(t) and areas
a(xi, t) that change with time t [Fig. 1]. Cell motion
and cell shape changes are implemented as elementary
protrusion and retraction events, corresponding to an in-
crease and decrease, respectively, in the number of occu-
pied grid sites. Moreover, through coupling with a visco-
elastic substrate, the individual grid areas may change
dynamically. The dynamics of each cell is determined
by a Monte Carlo update scheme with the ‘statistical’
weight being given by a Boltzmann factor with a Hamil-
tonian H=HP+HM , which describes the balance be-
tween a cell’s tendency to protrude and migrate and the
constraints imposed by membrane elasticity.
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FIG. 2. Migratory cell states. Depending on substrate stiff-
ness, HUVECs show distinct migratory cell states: (a) elonga-
tion, (b) rounding, and (c) running, as quantified by the his-
tograms for the cell extension α= 1− 4piA/P 2 (d), and local
cell speed v (e) in [nm/s]). (f)-(j) Analogous results from the
computational model for viscous friction ζ = 17.5 s nN/µm.
As in the original CPM [12], deformations of a cell’s
membrane and cortex are assumed to be constrained by
the elastic energy HM =κAA(t)2+κPP (t)2, with κA and
κP denoting the stiffnesses corresponding to the area A(t)
and perimeter P (t) of the cell, respectively. The ensuing
contractile forces are counteracted by outwardly directed
forces generated by cytoskeletal structures anchored to
the substrate at focal adhesion sites [13, 14]. In our
model, the local energetic contribution from this cellular
activity is described by HP =−
∑
i∈C (xi, t), with the
scalar protrusion field (xi, t)∈ [q,Q] [6, 7]. The protru-
sion field is dynamic, reflecting the response of cytoskele-
tal structures to external mechanical stimuli through
feedback mechanisms involving regulatory cytoskeletal
proteins [15, 16]. In the generalized CPM these complex
biochemical processes are accounted for in a simplified
way by regulatory factors that reinforce the protrusion
field in a positive feedback loop that can lead to sponta-
neous cell polarization [6, 7]; for details see the Supple-
mental Material (S.M.) [58].
Cell-substrate coupling. How can one account for sub-
strate deformations and their coupling to cell deforma-
tion in a CPM? As the cell’s cytoskeleton is anchored
to the substrate via focal adhesion sites while the cell
is exerting force on the substrate, we will assume that
each hexagon area a(xi, t) deforms in an affine way with
the substrate. In the continuum limit, this implies that
the protrusion energy density is given by (x, t)/a(x, t),
and the total protrusion energy can thus be written as
an integral over the cell area A:
HP = −
∫
A
d2x
a0
(x, t)σ(x, t) , (1)
where σ(x, t) = a0/a(x, t) represents the local compres-
sion or dilatation with respect to the area of an unde-
formed hexagon a0. Hence HP favors high protrusion
energy density (x, t)σ(x, t).
When a cell attempts to protrude/retract in the direc-
tion ±d [Fig. 1], the forces F facilitating this effort are
balanced (on the scale of the grid sites) by traction forces
T. For instance, during a protrusion, the actin cytoskele-
ton exerts a pushing force FP (xi, t) over the distance
|d(xi, t)|, which is determined by a change in polariza-
tion energy accounted for by Eq. (1). This pushing force
is transmitted to the substrate by focal adhesions and
balanced locally by a traction force TP =−FP , which is
directed towards the cell interior:
TP (xi, t) = −|∆HP (xi, t)||d(xi, t)|2 d(xi, t) . (2)
Similarly, the change in cell morphological energy asso-
ciated with a protrusion or retraction can be related to
an effective contractile force on the cell membrane:
FM (xi, t) = −|∆HM (xi, t)||d(xi, t)|2 d(xi, t) . (3)
We assume that the cytoskeleton facilitates this con-
tractility by transmitting forces instantaneously through-
out the cell [59]. Then, the contractile force FM is
3distributed homogeneously over all hexagons j ∈ C
occupied by the cell and balanced by traction forces
TM (xj) =−FM (xi)/|C|.
In the course of spreading and migration, the cell ex-
erts the traction forces T(xi) =TP (xi) +TM (xi) on the
nodes xi of the substrate, which is described as a discrete
network of beads [Fig. 1] subject to viscous damping with
viscous friction coefficient ζ [5], and connected by loaded
springs with spring coefficient k; for details see S.M. [58].
Force balance then determines the overdamped dynamics
for each node: ζ x˙i(t) =T(xi) + k
∑
j∈Ni (xj −xi).
Parameter estimation. To compare the experimen-
tal results with our computational model, we chose the
model parameters to ensure physiological values for the
cell speed v, spreading area A and traction forces on the
substrate [58]. We determined the range of studied spring
coefficients k to match the elastic properties of the sub-
strate. Specifically, a spring coefficient of k= 0.5 nN/µm
corresponds to a substrate modulus of E≈ 0.6 kPa [58].
For the choice of the friction coefficient ζ we distinguish
between two representative cases, depending on the rela-
tive timescales for relaxation of the visco-elastic network
(τR = ζ/k) and cell migration (τC). Since a lower bound
for τC is given by the inverse update rate of internal cell
polarization, τC ≥ 1/g, we expect viscous friction effects
to become significant at ζ?≈ 35 s nN/µm. This motivates
our choice of the representative values ζ = 121 s nN/µm
and ζ = 17.5 s nN/µm for what we call high and low sub-
strate viscosity, respectively, in the following. A table of
the parameter values of the CPM is given in the S.M. [58].
Low viscous friction. Because PA gels are dominated
by their elastic and not their viscous properties [19], we
used a low value ζ = 17.5 s nN/µm, below the threshold
value ζ?, and find the same phenomenology as in our ex-
periments. Not only does our model capture the distinct
morphologies at different substrate stiffness [Fig. 2 (f)-
(j)], it also accounts for the onset of motility, i.e. the
transition towards the running state beyond a thresh-
old in substrate stiffness [Fig. 3(a)]. Indeed, our simu-
lations are consistent with experiments which show that
the cell’s speed increases with substrate stiffness [inset
of Fig. 3(a)]. Previous experiments [20] show a mono-
tonic increase in cell elongation for high substrate rigid-
ity (>1.5 kPa). We observe the same monotonic trend in
our experiments with HUVECs plated on PA gels of com-
parable rigidity (>1 kPa). Interestingly, extending these
measurements to low substrate rigidity (less than 1 kPa),
we observe pronounced cell elongation [inset of Fig. 3(b)].
This biphasic behavior is fully in accordance with our
computer simulations without any further adjustment
of parameters [Fig. 3(b)]. Moreover, the computational
model predicts that the persistence time τ , as determined
from fitting a persistent random walk to the cell trajec-
tories, increases with substrate stiffness [Fig. 3(c)], in full
agreement with previous experimental results [14, 15, 20].
High viscous friction. We then looked at the effects of
substrate viscosity on the migratory behavior of cells.
On raising the viscous friction coefficient ζ above the
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FIG. 3. Characterization of cell migration and morphology.
For a reference, horizontal dashed lines indicate the cell be-
havior for rigid substrates. All lines are guides to the eye.
(a) For ζ = 121 s nN/µm (high ζ, filled black circles), the lo-
cal cell speed v decreases with increasing substrate stiffness
k. In contrast, and in accordance with experimental results
for HUVEC cells on PA gels (Inset), v increases with stiffness
for ζ = 17.5 s nN/µm (low ζ). There are three distinct mi-
gratory cell states: elongation (red triangles), rounding (blue
squares), and running (green circles). (b) For low ζ, both
experiment (Inset) and the theoretical model show biphasic
behavior in the cell extension α with pronounced elongation
for low k. (c) The persistence time τ of directed cell migra-
tion, as obtained from fitting a persistent random walk to the
cell trajectories, shows a positive correlation with k. (d) Cell
polarization p as a function of substrate stiffness for low and
high substrate viscosity. Inset: Correlation plot of persistence
time τ versus cell polarization p.
threshold value ζ?, we find a considerable change in phe-
nomenology [Fig. 3(a)-(c)]: Cells now only exhibit run-
ning states, with cell speed decreasing, and both persis-
tence time and elongation monotonically increasing with
substrate stiffness. Qualitatively, these trends are similar
to measurements of fibroblast motility on polyethylene
glycol-based hydrogels [17] and on PA gels [18].
Cell phenotypes and substrate properties. How can one
rationalize the dependence of the observed cellular phe-
notypes (morphology and motility) on substrate stiffness
and viscosity [Fig. 3] in terms of the interplay between
substrate dynamics and cell polarization? Since by con-
struction of the generalized CPM, a cell has highest prob-
ability to migrate in the direction of maximal protrusion
energy density σ , we analyzed correlations between this
quantity and the persistence time. We define the strength
of cell polarization as p= 1pi
∫ pi
0
dθ cos θ b(θ, θ)σb(θ, θ)
with θ being the angle relative to the average polariza-
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FIG. 4. Cell polarization and substrate deformation. Mir-
rored halves of a cell, with the local protrusion energy per
hexagon (x, y) [102 pN nm] shown in the top halves and the
substrate density (number of hexagons per unit area) σ(x,−y)
shown in the bottom halves. These quantities are obtained by
collapsing the data for many cells in their center of mass frame
with the polarization axis oriented along the x-axis (θ = 0).
Note the differences in the scales of the substrate density σ.
tion axis θ, and b(θ, θ) and σb(θ, θ) the protrusion
energy and substrate density for hexagons along the in-
terior boundary of a cell, respectively.
For high ζ, a cell’s persistence time τ remains finite
even for very soft substrates [Fig. 3(c)]. In contrast, for
low ζ, there is a threshold value k?≈ 1.58 nN/µm below
which cells lose their persistence (τ = 0) and become self-
trapped. In this state, cells still show a finite average
polarization [Fig. 3(d)], but repolarize frequently, indi-
cating that a threshold polarization strength is needed
to sustain persistent cell migration against the substrate
strain that tends to pull the cell back. Interestingly, we
find that, regardless of the substrate properties, there is
a universal increase of a cell’s persistence time τ with cell
polarization p, identifying it as the main determinant of
the migratory persistence [inset of Fig. 3(d)].
Finally, we would like to illustrate how the interplay
between cell polarization and substrate deformation leads
to the different migratory states of a cell [Fig. S8]. Our
simulations show that for low ζ and low substrate stiff-
ness, cellular protrusion forces induce a strong compres-
sion of the substrate beneath the cell [Fig. S8(a)]. For a
cell to move, it needs to protrude on one side and retract
on the opposite side. However, because substrate den-
sity is strongly increased below the cell, all retractions
are energetically penalized. Even in the event that a cell
should manage to move, it would be energetically advan-
tageous to simply move back to its previous position due
to the local strain gradient (self-haptotaxis). Due to the
feedback between internal cell polarization and cell pro-
trusions or retractions, inhibiting retractions effectively
hampers cell polarization. As a consequence, a cell stops
performing a persistent random walk and becomes self-
trapped on substrates with low stiffness. Moreover, as
the cell is only transiently polarized, the bias in the in-
dividual protrusion and retraction rates is small, lead-
ing to a broad velocity distribution with respect to the
(transient) axis of polarization and thereby to a low lo-
cal cell speed. Conversely, for high values of substrate
stiffness, substrate deformations are small and cells can
polarize strongly [Fig. S8b]. Due to this strong polar-
ization, cells migrate persistently [Fig. 3(c)], and also at
relatively high speeds [Fig. 3(a)], as cell velocities are nar-
rowly distributed with respect to the cell’s polarization
axis.
For high ζ, the response of the substrate is slow com-
pared to the intracellular dynamics. Thus, to a first ap-
proximation, a cell behaves as if it were migrating on a
completely rigid substrate, and hence can easily polarize
even for low substrate stiffnesses [Fig. S8(c)]. The slow
response of the substrate to cellular forces leads to a trail
of increased substrate density σ behind the cell, and to a
decrease in substrate density at the sides of the cell. This
leads to a lensing effect, which decreases the probability
that the cell will deviate from a straight path. This also
explains why cell speed is enhanced at low substrate stiff-
ness. Moreover, the particular substrate density profile
effectively reduces the cell polarization strength p and
with it the persistence time. With increasing substrate
stiffness all of these effects are attenuated as substrate de-
formations become smaller. As a consequence, cell speed
decreases and persistence time increases, asymptotically
approaching the corresponding values for low viscous fric-
tion of the substrate.
Conclusion. Though we cannot exclude gene regula-
tion as a possible cause for distinct cellular responses to
substrate stiffness and viscosity, our study shows that
variability in cell behaviors can also be explained sim-
ply in terms of the physical properties of the substrate
and its interplay with cell polarization. This has po-
tentially far-reaching consequences, as the mechanics of
the physiological environment of cells varies depending
on the tissue they are embedded in – and this not only
determines cell migration [4] but also stem cell differen-
tiation and fate [61, 62]. Based on our results, one may
speculate that the typical shape of cells (e.g. elongated
’neurons’ at low stiffnesses, round ’adipocytes’ at inter-
mediate stiffnesses, ’keratocytes’ at high stiffnesses) is
not only pre-determined by gene regulation, but strongly
affected by mechanical cross-talk with the extracellular
matrix.
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2Appendix A: Numerical methods
In the following sections, we describe the numerical
methods employed in this paper and the detailed imple-
mentation of the model. We first provide mathematical
definitions for the substrate and the cell, recapitulate the
Cellular Potts model and introduce our proposed exten-
sion to take substrate strains into account. Furthermore,
we give give concise definitions for our observables and
an overview over all model parameters and their values.
1. Mathematical description of the substrate
The substrate (or grid) is represented by a space-filling
triangular lattice with time-dependent lattice vectors (or
nodes) {xi(t)}i=1,...,N . This results in a hexagonal tesse-
lation [Fig. S1] of the substrate consisting of N hexagons
with indices i ∈ (1 . . . N). Each hexagonal tile i is sur-
rounded by six nearest neighbors that define the neigh-
borhood N i:
N i =
{
j
∣∣xj(0) is nearest neighbor of xi(0)} (S1)
Strains in the substrate are modeled by deviations of the
lattice vectors xi(t) from the unstrained state. In this
unstrained state (at t = 0 or for an infinitely stiff and
undeformable substrate k→∞), nearest neighbors have
a fixed distance from each other:
|xj(0)− xi(0)| = d0 ⇐⇒ j ∈ N i . (S2)
Furthermore, we impose a (clockwise) cyclic order on the
set N i with respect to the center tile i:
i
N i1
N i2
N i3N i4
N i5
N i6
Note that we do not perform a Voronoi-Tesselation
here, because our current implementation of the CPM
requires each tile to strictly have six neighbors and thus
have a hexagonal shape. The shape of a hexagon i is
defined by its six vertices vik, which are obtained by in-
terpolating between the positions of hexagon i and two
mutually connected nearest neighbors:
vik =
1
3
[
xi + xN ik + xN ik−1
]
. (S3)
This ensures a circular order in the set of vertices of a
hexagon V = {vik} and can be graphically represented
as follows:
a
node i
at xi
node N i5
vertex vi1
membrane B
edge ei1
cell C
FIG. S1. Sketch of the cell and substrate morphology.
The substrate consists of hexagons with indices i at positions
xi. The vertices of the hexagons vi(k) are obtained by in-
terpolation, and the areas a(xi, t) by the shoelace formula.
The cell bulk is given by a morphologically connected set of
hexagons i ∈ C. The cell membrane B is the set of membrane
segments ei(k) lining the border of the cell bulk.
xi
xj
xl
vik
Here the hexagons i, j and l are pairwise nearest
neighbors such that l=N ik =N jk+1, j=N ik−1 =N lk+4 and
i=N lk+3 =N jk+2.
We assume that the hexagons are at all times (in-
cluding strained states of the substrate) simple poly-
gons. The area a of a hexagon spanned by the vertices
vik = (X
i
k, Y
i
k ) is then given by Gauss area formula
a(xi, t) =
1
2
∣∣∣∣∣
6∑
k=1
Xik
(
Y ik+1 − Y ik−1
)∣∣∣∣∣ . (S4)
We complete the morphological description of the sub-
strate by defining the six edges eik of a hexagon i as
eik = (v
i
k, v
i
k+1) , (S5)
with lengths |eik|= |vik − vik+1|. Thus, the edge eik can
also be understood as the border between the hexagons
i and N ik.
32. Mathematical description of the cell
The bulk of the cell is described by a set C of simply
connected hexagons [Fig. S1]:
C =
{
i
∣∣ i is occupied by cell} . (S6)
The cell membrane is the set of hexagon edges eik lining
the border of the cell bulk C [Fig. S1]:
B =
{
eik
∣∣∣∣∣ i ∈ C ,N ik /∈ C
}
. (S7)
3. Observable definitions
In this section we summarise the definition of all observables in Tables.
TABLE S.I: Cell shape descriptors
Observable Description and remarks Definition
Cell area The area of the cell is the sum of the areas of
all hexagons occupied by the cell. A =
∑
i∈C
a(xi, t) (S8)
Cell perimeter The perimeter of the cell is the sum of the
lengths of all edges lining the boundary of the
cell.
P =
∑
ei
k
∈B
|eik| (S9)
Cell extension The cell shape factor ranges from 0 (circular
cells) to 1 (infinitely elongated cells). α = 1− 4piA
P 2
(S10)
TABLE S.II: Cell position and orientation descriptors
Observable Description and remarks Definition
Cell coordinates (center of
mass)
The center of mass of the cell body is deter-
mined under the assumption that each hexagon
has the same mass density.
xC =
∑
i∈C a(xi) xi∑
i∈C a(xi)
(S11)
Cell coordinates (center of
protrusion energy)
The center of protrusion energy of the cell body
is similar to the center of mass. However, here
each hexagon is weighted with its respective
protrusion energy.
x =
∑
i∈C (xi) xi∑
i∈C (xi)
(S12)
Cell velocity The cell velocity is obtained from the differ-
ence in the center of mass coordinates after
∆t= 1 MCS.
v(t) =
xC(t+ ∆t)− xC(t)
∆t
(S13)
Instantaneous cell polar-
ization vector
The overall direction of the instantaneous cell
polarization always points in the direction of
the leading edge of the cell. The superscript ~
indicates the usage of the non-averaged (in-
stantaneous) polarization vector
n~ = (|n~ |, θ~ ) = x − xC (S14)
Average cell polarization
vector
The overall average direction of the cell polar-
ization always points in the direction of the
leading edge of the cell. Compared to the in-
stantaneous cell polarization vector n~ , it ex-
hibits less fluctuations.
n(t) = (|n|, θ) = 1
50
49∑
t′=0
n~ (t+ t
′) (S15)
Principal axes The vectors n± corresponding to the two prin-
cipal axes of the cell are the eigenvectors of the
cell shape covariance matrix Cov(C); see below
for a detailed description.
Cov(C) n± = λ± n± (S16)
4TABLE S.III: Cell trajectory descriptors
Observable Description and remarks Definition
MSD mean-square Displacement of the cell. 〈
R(t)2
〉
=
〈|x(t0 + t)− x(t0)|2〉t0 (S17)
VACF Normalized Velocity Auto-Correlation Func-
tion of the cell. CV(t) =
〈
v(t0 + t) v(t0)
|v(t0 + t)| |v(t0)|
〉
t0
(S18)
PACF Normalized Polarization Vector Auto-
Correlation Function of the cell.
CP(t) =
〈
n~ (t0 + t) n
~
 (t0)
|n~ (t0 + t)| |n~ (t0)|
〉
t0
(S19)
SAACF Normalized Short Axis Auto-Correlation Func-
tion of the cell.
CSA(t) =
〈
n−(t0 + t) n−(t0)
|n−(t0 + t)| |n−(t0)|
〉
t0
(S20)
TABLE S.IV: Angular profiles in relative coordinates
Observable Description and remarks Definition
Substrate density (inner
cell boundary)
Substrate density at the cell boundary and in-
side of the cell, at the angle θ relative to the av-
erage direction of cell polarization θ. The rela-
tive coordinates are defined as x˜ = (r˜, θ˜) = x−
xC .
σb,I(θ) =
〈
a0
a(xi)
〉
eik∈B,
φ˜i≈θ±θ
(S21)
Substrate density (outer
cell boundary)
Substrate density at the cell boundary and
outside of the cell, at the angle θ relative
to the average direction of cell polarization
θ. The relative coordinates are defined as
x˜ = (r˜, θ˜) = x− xC .
σb,O(θ) =
〈
a0
a(xN i
k
)
〉
eik∈B,
φ˜Ni
k
≈θ±θ
(S22)
Cell protrusion energy
(cell boundary)
Cell protrusion energy at the cell boundary, at
the angle θ relative to the average direction of
cell polarization θ. The relative coordinates
are defined as x˜ = (r˜, θ˜) = x− xC .
(θ) =
〈
(xi)
〉
eik∈B,
φ˜i≈θ±θ
(S23)
Cell polarization strength Measure for the strength of the cell polariza-
tion, i.e. the distinctness of the cell’s edhesion
energy profile. p =
1
pi
∫ pi
0
dθ cos(θ) b(θ, θ)σb,I(θ, θ) (S24)
TABLE S.V: Two-dimensional profiles in relative coordinates
Observable Description and remarks Definition
Substrate density profile The spatial profile of the average substrate
density around the average cell polarization
axis is obtained by radial and angular bin-
ning. The relative coordinates are defined as
x˜ = (r˜, θ˜) = x− xC .
σ(r, θ) =
〈
a0
a(xi)
〉
x˜i≈(r, θ±θ)
(S25)
Cell occupation probabil-
ity
The probability of substrate occupation around
the average cell polarization axis is obtained
by radial and angular binning. Here, Θ is the
Heaviside step function. The relative coordi-
nates are defined as x˜ = (r˜, θ˜) = x− xC .
Prob(r, θ) =
∑
x˜i≈(r, θ±θ) Θ((xi)− q)∑
x˜i≈(r, θ±θ) 1
(S26)
5TABLE S.V: Two-dimensional profiles in relative coordinates
Observable Description and remarks Definition
Protrusion energy profile The spatial profile of the average local pro-
trusion energy around the average cell polar-
ization axis is obtained by radial and angular
binning. The relative coordinates are defined
as x˜ = (r˜, θ˜) = x− xC .
˜(r, θ) =
〈
(xi)
〉
x˜i≈(r, θ±θ) (S27)
Protrusion energy profile
(occupied)
The spatial profile of the average local protru-
sion energy around the cell center and the av-
erage cell polarization axis under the condition
that the substrate is occupied.
(r, θ) =
˜(r, θ)
Prob(r, θ)
(S28)
4. Principal component analysis of the cell
We perform a principal components analysis of the cell
shape to obtain data on its orientation in the form of
its long and short axes n±= (|n±| , θ±). Consider the
covariance matrix of the cell, which is defined as
Cov(C) =
(
AXX AXY
AXY AY Y
)
. (S29)
With the coordinates of each substrate hexagon relative
to the cell center x˜i =xi − xC = (x˜i , y˜i), the elements of
the covariance matrix are given by
AXX =
∑
i∈C a(xi) x˜i x˜i∑
i∈C a(xi)
, (S30)
AXY =
∑
i∈C a(xi) x˜i y˜i∑
i∈C a(xi)
, (S31)
AY Y =
∑
i∈C a(xi) y˜i y˜i∑
i∈C a(xi)
. (S32)
Then, the short or long axis of the cell is defined as the
eigenvector n± of Cov(C) corresponding to the smaller or
larger eigenvalue λ±, respectively:
Cov(C)n± = λ± n± . (S33)
Both eigenvectors are chosen such that they point in the
direction of the polarization vector: n± ·n> 0. Since we
are only interested in the direction of the eigenvectors,
no particular normalization is needed.
5. Cell persistence measurement
The persistence time of directed migration τ referenced
in the main text denotes a typical timescale on which the
cell reorients its direction of migration. It is obtained
by fitting a persistent random walk model to the mean-
square displacement of the cell in the simulations:〈
R(t)2
〉
= 2v2τ2
[
t/τ + e−t/τ − 1
]
, (S34)
with two fit parameters: v and τ . Simulations on
a deformable substrate are fitted using the Interior
Point method [1, 2], while reference simulations on a
rigid substrate are fitted using the Levenberg-Marquardt
method [1, 3, 4].
6. Substrate model
As discussed in section A 1, the substrate is de-
scribed by a triangular lattice with time-dependent nodes
{xi(t)}i=1,...,N . These nodes are elastically coupled with
their nearest neighbors by loaded springs of zero rest
length and are furthermore subject to a viscous dampen-
ing and a traction force T:
ζ x˙i = T(xi, t) + k
∑
j∈Ni
(xj − xi). (S35)
By assuming the rest length of the springs to be zero,
we enforce a strictly linear response of the substrate
to stresses. For a different approach of linearizing the
full equation of motion including a non-zero spring rest
length, we refer the reader to [5]. We have checked that
both approaches yield the same phenomenology. A sec-
ond alternative approach would be to use a continuum
elastic theory to compute substrate strains. Note that
in the absence of traction forces T, the lattice returns to
its ’rest state’ (all neighbors i, j have the same distance
from each other) due to periodic boundary conditions.
To compute the time-dependent node positions, we use
an Euler forward method.
7. Cell model
For the sake of completeness, we briefly recapitulate
the cell model ultilized in this study, which has been
previously introduced in [6, 7]. Please refer to [6, 7]
for a detailed discussion and biological motivation of the
core model for cell polarity and migration. For a quick
overview over a single Monte Carlo Step, we refer the
reader to to Fig. S2.
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FIG. S2. Overview of a single Monte Carlo Step. An attempted protrusion or retraction event is accompanied by
prospective changes in protrusionHP and morphological energyHM . These energy changes can be related to effective protrusive
FP and contractile FM forces (illustrated in red for several simultaneously attempted events). The acceptance probability of
such an event is calculated from the total energy difference ∆H = ∆HP + ∆HM [See Eq. S40]. Successful protrusions are
followed by a secretion of internal signals within a radius R. Similarly, retractions lead to depletion of the mentioned internal
signals. Over the course of a Monte Carlo Step, many such signals accumulate. Then, positive signalling increases the effective
local cell protrusion energy , while negative signalling decreases it. Assuming force balance, the protrusive FP and contractile
forces FM can be related to effective traction forces T on the substrate, leading to deformation.
a. Metropolis algorithm
A single Monte Carlo Step in our simulations consists
of many individual protrusion or retraction events, where
the cell attempts to change its configuration. By ap-
propriately defining of the total number of protrusion
and retraction attempts |B|, we make sure that dur-
ing a Monte Carlo Step on average each membrane seg-
ment will experience contractile [Sec. A 7 b] and protru-
sive forces [Sec. A 7 c], and as a result attempt to protrude
or retract.
During a Monte Carlo Step, a random membrane seg-
ment eik ∈ B is selected with a probability proportional
to its length:
Prob(eik) =
|eik|
P
. (S36)
With equal probability, the cell attempts to either pro-
trude or retract along the normal vector of the chosen
membrane segment eik. The effective distance vector of
such an attempted protrusion is given by +d, while for
an attempted retraction it is given by −d with
d = xN ik − xi , (S37)
where i denotes the hexagon inside of the cell that shares
the edge eik with its k-th neighbor N ik [See Sec. A 1]. If a
protrusion was successful, the conquered hexagon N ik is
incorporated into the cell bulk
E+(e
i
k) : C 7→ C ∪ N ik . (S38)
Similarly, in the case of a retraction the hexagon i is
removed from the cell bulk
E−(eik) : C 7→ C \ i . (S39)
Each cell configuration is associated with a Hamiltonian
H. Thus, changes in the configuration are reflected by
the energy state of the cell. The probability for an event
E±(eik) to be successful is then determined by the energy
difference ∆H between the initial and the attempted cell
state
p(∆H) = min (e−β∆H, 1) . (S40)
The inverse effective temperature β is a measure for the
fluctuations and activity of the cytoskeletal dynamics
on a cellular scale. Thus, in general β does not corre-
spond to the room temperature. The energy difference
∆H= ∆HM +∆HP is determined from the Hamiltonian
modelling the contractility of the cell membrane and its
cortex (HM , see Sec. A 7 b), and the Hamiltonian mod-
elling the protrusive actin network (HP , see Sec. A 7 c).
b. Contractility of the cell membrane and cortex
The geometry of the cell is constrained by its elas-
tic membrane and the contractile cytoskeleton, which is
7adhered to the substrate [8–11]. Thus, it is reasonable
to assume in a first approximation that – similar as in
the original CPM [12] – deformations of a cell’s mem-
brane and cortex are constrained by the elastic energy
HM =κAA(t)2+κPP (t)2 with κA and κP denoting the
stiffnesses corresponding to the area A(t) and perimeter
P (t) of the cell, respectively. A change in cell morphology
is accompanied by a change in the morphological energy
∆HM . This can be related to an effective contractile
force always pointing inwards of the cell and acting on
the membrane at each attempt to protrude over an effec-
tive distance +d or retract over an effective distance −d
[Eq. S37]:
FM (xi, t) = −|∆HM (xi, t)||d(xi, t)|2 d(xi, t) . (S41)
We assume that the cytoskeleton facilitating this contrac-
tility transmits forces instantaneously throughout the
cell. Then, the contractile force FM is distributed ho-
mogeneously over all hexagons j ∈ C occupied by the cell
and balanced by traction forces TM (xj) =−FM (xi)/|C|.
This denotes the traction force contribution stemming
from the contractile force on a membrane segment dur-
ing a single protrusion or retraction event.
Note that the contraction is isotropic throughout the
cell and as a result the average contractile forces along
the cell membrane B= {eik} vanish
〈FM (xi, t)〉eik∈B, t = 0 . (S42)
Contractile forces and thus also traction forces result-
ing from cell contractility are distributed homogeneously
over all hexagons occupied by the cell j ∈ C:
〈TM (xj)〉t = 〈TM (xj)〉j∈C, t . (S43)
Hence, the average traction force contribution on occu-
pied hexagons j ∈ C resulting from contractile forces is
negligible
〈TM (xj)〉t = −〈FM (xi, t)/|C|〉eik∈B, t = 0 . (S44)
c. Actin network of the cell
The homogeneous contractile forces facilitated by the
contractile cytoskeleton are counteracted by local and
inhomogeneously distributed outwardly directed push-
ing forces generated by cytoskeletal structures. These
pushing cytoskeletal structures are locally anchored to
the substrate at focal adhesion sites [13, 14]. Because
of this anchoring, they will behave in an affine way to
the substrate, and the local amount of cytoskeleton per
hexagon will remain constant under substrate deforma-
tions. Thus, we describe the local energetic contribution
from this cellular activity with
HP =−
∑
i∈C
(xi, t) , (S45)
with the scalar protrusion field per hexagon
(xi, t)∈ [q,Q] [6, 7]. The protrusion field is dy-
namic, reflecting the response of cytoskeletal structures
to external mechanical stimuli through feedback mecha-
nisms involving regulatory cytoskeletal proteins [15, 16],
as will be described in the next section. Note that
this protrusion field could as well be interpreted as a
local, inhomogeneously distributed adhesion energy to
the substrate. In this picture, the adhesion energy per
hexagon would also remain constant under substrate
deformations, as adhesions sites per definition deform
affinely with the substrate.
If the cell acquires a new hexagon, the conquered
hexagon (target) will have the same protrusion field as
the hexagon pushing the membrane (conqueror), and the
overall polarization energy increases by the local protru-
sion field of the conquering hexagon. This can be in-
terpreted as the pushing cytoskeletal structures moving
into the acquired hexagon. Similarly, in the case of a
retraction the overall polarization energy decreases by
the local protrusion energy of the lost hexagon. These
energy changes can be related to an effective outward
pushing force locally exerted by the cytoskeleton on the
cell membrane at each attempt to protrude over an ef-
fective distance +d or retract over an effective distance
−d:
FP (xi, t) =
|∆HP (xi, t)|
|d(xi, t)|2 d(xi, t) . (S46)
This pushing force is transmitted to the substrate by fo-
cal adhesions and balanced locally by a traction force
TP = − FP , which points towards the cell interior.
The total traction force stemming from a single pro-
trusion or retraction event that is locally exerted on the
substrate T=TM + TP consists of a contribution from
the contractility of the cell and and a contribution from
the protrusive cytoskeleton.
d. Mechanochemical positive feedback
Cell migration is assumed to be driven mainly by a
positive feedback loop involving the actin cytoskeleton
and some – a priori unknown – signalling molecule. The
relative amount of signalling molecules is coarse grained
into an integer field m(xi), which can also take negative
values. Because the internal dynamics of the cell is as-
sumed to be fast, the amount of signalling molecules is
reset after each Monte-Carlo Step.
Consider a successful protrusion event E+(e
i
k), with
the position of the acquired hexagon given by y = xN ik .
Analogously to the protrusion energy, in the case of a
successful protrusion the signalling field m(xi) of the
hexagon facilitating the protrusion is copied unto the
acquired hexagon m(y) 7→ m(xi). Then, signalling
molecules are secreted and diffuse within a signalling ra-
8dius R of the conquered hexagon:
m(xj) 7→
{
m(xj) + 1, ∀j ∈ C : |xj − y| < R
m(xj), else.
(S47)
Similarly, in the case of a retraction event E−(eik) sig-
nalling molecules are depleted within the signalling ra-
dius R of the lost hexagon y = xi:
m(xi) 7→
{
m(xi)− 1, ∀i ∈ C : |xi − y| < R
m(xi), else.
(S48)
Because the lost hexagon removed from the cell, its corre-
sponding signalling molecules are reset to zero m(y) 7→ 0.
These protrusion or retraction events are driven by
the actin cytoskeleton, which is modelled by the scalar
protrusion energy . Protrusion events are more likely
to occur in regions of high local protrusion energy ,
while retractions are more numerous in regions of low
. Throughout a single Monte Carlo Step, many such
protrusion and retraction events occur, and the corre-
sponding signals overlap. Finally, at the end of a Monte
Carlo Step with duration ∆t, the actin cytoskeleton is
assumed to be reinforced in regions of high protrusive
activity, and disassembled in regions of low protrusive
activity with a rate g˜ = g ∆t
(xi, t+ ∆t) =

(xi, t) + g˜(Q− (xi, t)), m(xi) > 0,
(xi, t) + g˜(q − (xi, t)), m(xi) < 0,
(xi, t) + g˜(¯− (xi, t)), else.
(S49)
Thus, a positive feedback loop is incorporated into the
Cellular Potts model. Here, g is a measure for the speed
of the cytoskeletal remodelling, and ¯= (Q+q)/2. Before
performing the actual simulations, we pre-equilibrate the
cell by letting it grow on a non-deformable substrate for
1000 MCS with the positive feedback switched off and the
protrusion field fixed at = ¯. There, the cell starts off as
a single hexagon and grows until it reaches equilibrium.
8. Simulation parameters
To allow for sufficient ruffling of the cell membrane, we
choose the effective temperature β−1 = 100 pN µm, which
corresponds to an effective temperature much larger than
room temperature. A single cell is simulated over the
course of 104 Monte Carlo Steps, each divided into 103
substrate update steps. We choose the initial distance
between adjacent hexagons d0 = 1.41 µm (lattice con-
stant). Hence, a cell spreading over an area of 400 µm2
consists of roughly 2.3× 102 hexagons. The substrate is
283 µm wide and 245 µm high, with periodic boundary
conditions.
The lower and upper protrusion energy bounds repre-
sent the ability of the cell to exert protrusive forces on
the membrane and traction on the substrate. Human
TABLE S.VI. Simulation parameters
Parameter Description Value(s)
β−1 effective temperature 100 pN µm
Cell
q protrusion energy
(lower bound)
500 pN µm
Q protrusion energy
(upper bound)
1000 pN µm
κA area stiffness 0.5 pN/µm3
κP perimeter stiffness 0.75 pN/µm
R signalling radius of in-
ternal cell dynamics
7.07 µm
g update rate of inter-
nal cell dynamics
0.014 s−1
Substrate
k stiffness 0.5 to 8.75 nN/µm
ζ viscous friction 17.5 to
121 s nN/µm
umbilical vein endothelial cells have been measured to
exert physiological traction stresses up to 600 Pa [17].
On average, similar traction stresses have been mea-
sured for fibroblasts, though also reaching up to sev-
eral kPa [18]. Recent measurements have found simi-
lar values for the stresses exerted by MDA-MB-231 cells
on their three-dimensional environment [19]. To obtain
traction forces on the correct order of magnitude, we set
q= 500 pN µm and Q= 1000 pN µm for the lower and up-
per protrusion energy bounds, respectively. Assuming
the substrate depth to be on the order of the lattice con-
stant 1.41 µm, the protrusion energy bounds correspond
to traction stresses ranging from 306.19 Pa to 612.37 Pa.
Similarly, the studied substrate stiffness of 0.5 nN/µm to
8.75 nN/µm can be related to an effective elastic modulus
ranging from 0.61 kPa to 10.72 kPa.
We study the influence of the viscous friction of
the substrate on the cell behavior within the range
17.5 s nN/µm to 121 s nN/µm.
To obtain a cell size of approximately 430 µm2 [20],
the area stiffness is chosen as κA = 0.5 pN/µm3. The low
perimeter stiffness m= 0.75 pN/µm allows for significant
membrane fluctuations. For the remaining parameters,
we set the signalling radius to R = 7.07 µm and the po-
larization update rate g˜ = g ∆t= 0.1.
To achieve a cell speed of approximately 0.1 µm/s [20],
the duration of a single Monte Carlo Step is set to
∆t= 7 s.
9Appendix B: Supplemental discussion
In our model, the cell can exhibit different migratory
states, depending on the mechanical properties of the
substrate: running, rounding and elongation. Comple-
mentary to the discussion in the main text, a more exten-
sive explanation of the phenomenology is provided in the
sections below. The additionally provided data serves to
improve the intuition for the cell behavior across a wide
range of parameters.
1. Measuring the persistence time of directed
migration of the cell
a. Mean-square displacement
The persistence time of directed migration τ repre-
sents the typical time over which the cell decorrelates
(in other words reorients) its direction of motion. It has
been shown previously that the migration of a polarized
cell in the Cellular Potts model [7] can be approximated
by a persistent random walk model with an exponen-
tially decaying velocity auto-correlation function. Here
we obtain the persistence time of directed migration τ
by fitting the mean-square displacement with the corre-
sponding expression for a persistent random walk model
[Section A 5]:〈
R(t)2
〉
= 2v2τ2
(
t/τ + e−t/τ − 1
)
. (S1)
In this model, the cell migrates on an almost straight
path on short timescales (t τ) and performs a random
walk on long timescales (t τ).
b. Normalized velocity auto-correlation
In, we also investigated the normalized velocity auto-
correlation function (VACF) CV. Empirically, we find
that the behavior is well described by a bi-exponentional
decay [Fig. S3(a)]:
CV(t) = a e
−t/τ−V + b e−t/τ
+
V + (1− a− b) δt,0 , (S2)
which is fitted to simulated data using the Interior Point
method and four fit parameters τ+V >τ
−
V and b>a. We
include the spike at t = 0 to capture the rapid decay
of CV in the very first time step and to ensure that
CV(0) = 1. We identify 1 − a − b as an effective ’noise
strength’ because the spike at t = 0 directly originates
from the stochasticity of our simulations. It reflects a
’randomness’ in the acceptance of protrusion and re-
traction events: Though they are biased by the cell’s
non-uniform protrusion energy field , all protrusion and
retraction events are essentially stochastic. In partic-
ular, their randomness can be increased either (a) by
decreasing the bias resulting from  or alternatively (b)
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FIG. S3. Correlation functions and persistence times.
(a) Exemplary correlation functions for a stiff substrate
k= 8.75 nN/µm and low viscous friction ζ = 17.5 s nN/µm.
The normalized velocity auto-correlation function (VACF)
CV exhibits a bi-exponential decay with a long and a short
timescale afterwards and a peak at t= 0. The peak at t= 0
can be attributed to the ’randomness’ in the protrusion and
retraction process (noise). In the normalized polarization vec-
tor auto-correlation function (PACF) CP, noise is integrated
out, and only the bi-exponential decay remains. The nor-
malized short axis auto-correlation function (SAACF) CSA,
which measures the actual reorientation of the cell body,
shows a mono-exponential decay (all shorter timescales are
integrated out). (b)-(d) The timescales obtained by fitting
the mean-square displacement (MSD) to a persistent random
walk model coincide with the (long) timescales of the VACF,
PACF and the SAACF both for low (ζ = 17.5 s nN/µm) and
for high (ζ = 121 s nN/µm) viscous friction coefficients. The
error bars correspond to the estimated fitting errors. Thus,
these are all equivalent measures for the persistence time of
directed migration.
by increasing the effective temperature β−1 [Eq. S40].
We observe that the long (dominant) timescale τ+V coin-
cides with the persistence time of directed migration τ
[Fig. S3(b)] and thus determines long-term cell behavior.
c. Reorientation of the protrusion energy profile
In addition to the mean-square displacement and the
normalized velocity auto-correlation function we have
also investigated the dynamics of the cell protrusion en-
ergy profile and of cell repolarization. The current orien-
tation of the protrusion energy profile at a given Monte
Carlo Step (MCS) is captured by the polarization vec-
tor n~ = (|n~ |, θ~ ) =x − xC pointing from the center
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of mass xC towards the center of protrusion energy x
of the cell [Section A 3]. Here and in later sections, the
superscript ~ indicates the usage of the non-averaged (in-
stantaneous) polarization vector n~ ; for the definition of
the averaged polarization vector n we refer the reader
to Sec. A 3 and B 1 e. Because protrusions/retractions
form preferably in regions of high/low  respectively, the
cell will on average migrate along the gradient of its
protrusion energy field . Hence the polarization vec-
tor pointing towards that side of the cell with a higher
local protrusion energy will determine the cell’s direc-
tion of motion and its leading (protruding) edge. The
change in the instantaneous cell polarization is captured
by the normalized polarization vector auto-correlation
function (PACF) CP. We observe that CP exhibits a
bi-exponential decay [Fig. S3(a)]:
CP(t) = a e
−t/τ−P + (1− a) e−t/τ+P , (S3)
which is fitted using the Interior Point method with three
fit parameters τ+P >τ
−
P and a< 0.5. The second pref-
actor (1 − a) is determined naturally from the condi-
tion CP(0) = 1. In contrast to CV, we do not observe a
spike at t = 0, because the randomness of the protru-
sion/retraction process is filtered out (’integrated out’)
by the internal polarization mechanism of the cell. Be-
cause the direction of cell migration is slaved to the di-
rection of instantaneous cell polarization, it is reason-
able that both CP and CV show a similar time evolution
and specifically the same decay rates at long timescales
[Fig. S3(b),(c)].
0 2 4 6
time t [103 s]
1
.8
.6
.4
.2C
P
(t
)
high ζ; k = 0.50 nN/µm
high ζ; k = 8.75 nN/µm
low ζ; k = 4.00 nN/µm
low ζ; k = 8.75 nN/µm
(a)
2 4 6 8
stiffness k [nN/µm]
1
2
3
4
τ
− P
[1
0
2
s]
high ζ
low ζ (running)
low bound τ
(b)
FIG. S4. Polarization vector auto-correlation func-
tions and their short timescale dynamics. (a) Semi-
Log plot of exemplary polarization vector auto-correlation
functions for different substrate properties as indicated by
the graph color. At short times t< 0.4× 103 s, all correlation
functions decay identically. (b) The short timescale in the po-
larization vector auto-correlation function (PACF) CP is on
the order of 100 s for different substrate stiffnesses and viscous
frictions. For low viscous friction (ζ = 17.5 s nN/µm), the hori-
zontal and vertical dashed lines respectively indicate the lower
bound of measured cell persistence times τ and the corre-
sponding substrate stiffness k [Fig. 3(c)]. If the long timescale
τ+P ≈ τ and the short timescale τ−P are of the same order of
magnitude, the timescale separation in the bi-exponential fit
fails. The error bars denote the estimated fitting errors.
We will now illustrate the origin of the short timescale
observed in the normalized polarization vector auto-
correlation function (PACF). Let us consider a scenario
where the cell is polarized at a given time, that means
the cell has a pronounced protrusion energy profile. Fur-
thermore, we have argued before [Sec. B 1 b] that there is
a certain ’randomness’ in the protrusion and retraction
processes. For now let’s assume that this ’randomness’
dominates and thus the bias of each individual protru-
sion or retraction event by the local protrusion energy is
negligible. Protrusions and retractions are then in good
approximation equally likely everywhere at the cell edge,
as would be the case in the limit of high effective tem-
peratures. In such a scenario, all long-time correlations
will be lost to the stochasticity of the cell. What is then
the typical timescale on which a polarized cell will depo-
larize and change the direction of its polarization vector
in response to random protrusion and retraction events?
Such random protrusion and retraction events are filtered
by the internal cell dynamics, which is responsible for
the formation and maintenance of the cell’s protrusion
energy profile. While a stable asymmetric protrusion en-
ergy profile can in general not be maintained in the ab-
sence of a bias in the protrusion/retraction process (as
for e.g. high effective temperatures), it still allows for the
formation of a highly volatile transient polarization pro-
file due to the stochasticity of the system. This transient
profile will then decay and its corresponding polarization
vector will reorient with a typical timescale set by the in-
ternal dynamics of the cell [Section A 8] τ−P ≈ 1/g = 70 s.
However, in general the protrusion/retraction process is
biased by the protrusion field , allowing stable polariza-
tion profiles. According to our argumentation, the ’ran-
domness’ in the protrusion/retraction process [Sec. B 1 b]
will then typically lead to a small decay and reorienta-
tion of the cell’s polarization profile on a short timescale
set by the internal dynamics of the cell [Section A 8]
τ−P ≈ 1/g = 70 s. This is in good agreement with the
short timescale τ−P ≈ 100 s that was typically observed in
our simulations [Fig. S4]. Thus we can conclude that the
short timescale τ−P generally observed in our simulations
originates from the stochastic behavior of the cell and the
resulting decorrelation of the polarization vector at short
timescales.
Next let us turn to the origin of the long timescale
observed in the normalized polarization vector auto-
correlation function (PACF). For finite effective temper-
atures cell protrusions and retractions are biased by the
cell’s protrusion energy field . The preference of the
cell to protrude at its leading edge and to retract at its
trailing edge leads to the reinforcement of the protrusion
energy at the leading edge and its weakening at the trail-
ing edge of the cell. This in turn sustains the protrusion
energy profile over long periods of time and leads to the
emergence of a long timescale τ+P .
Note that with decreasing substrate stiffness, the per-
sistence time of a cell and thus also the long timescale
τ+P of its PACF decreases. Once the long timescale
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becomes small enough to be of the same order as the
short timescale, the timescale separation in the bi-
exponential fit fails [Fig. S4(b): for low viscous friction
ζ = 17.5 s nN/µm; the corresponding stiffness and persis-
tence time are respectively indicated by the vertical and
horizontal dashed lines]. This explains the large spread
of τ−P for low substrate stiffnesses and low viscous friction
[Fig. S4(b)].
d. Reorientation of the cell body
In the absence of external guiding cues, there are dif-
ferent ways in which a cell can orient itself relative to
its direction of migration and vice versa: a symmetrical
cell can preferably move along its short axis, along its
long axis, or the cell has no particular shape (symmetry)
at all and performs a random walk. In our model the
short axis of the cell aligns with the direction of motion
and the polarization axis. Because the internal cell dy-
namics is much faster than the motion of the cell, the
short-timescale decorrelation in the polarization vector
auto-correlation function (which arises from random, un-
correlated protrusions or retractions) does not matter for
the long-term orientation of the cell and is integrated
out. Thus, if one performs a principal components anal-
ysis of the cell shape and considers the short axis auto-
correlation function (SAACF) CSA, it exhibits a mono-
exponential decay [Fig. S3(a)]:
CSA(t) = e
−t/τSA , (S4)
which we fit using the Interior Point method. In accor-
dance with our arguments, this timescale τSA coincides
with the dominant timescales of the velocity and polar-
ization vector auto-correlation functions, as well as the
persistence time τ [Fig. S3]. We have thus shown that
the long-term behavior of the cell (e.g. its persistence
time of directed migration) can be determined either from
the mean-square displacement of the cell, or the velocity,
polarization vector or short axis auto-correlation func-
tions [Secs. B 1 a, B 1 b, B 1 c and B 1 d]. Each approach
gives quantitatively identical results in a consistent way
[Fig. S3(b)-(d)].
Note that there is a caveat for the measurement of the
SAACF: the principal component analysis fails for round
cells. For high viscous friction (ζ = 121 s nN/µm) cells are
rounder than for low viscous friction (ζ = 17.5 s nN/µm)
[Fig. 3] and migrating cells are both rounder and less per-
sistent with decreasing substrate stiffness [Fig. 3]. This
explains the deviation of τSA from τ for less persistent
cells [Fig. S3(d)].
e. Robust measurement of cell orientation
We have seen that the cell orientation can be captured
by using a principal components analysis. However, this
approach fails for round cells because one can then obvi-
ously not discern the long from the short axis of the cell.
Hence, the long-term cell orientation (and thus direction
of migration) can be robustly measured for all cell shapes
only by either using the velocity or the polarization vec-
tor, as we know that they both capture long-term cell
behavior. However, the instantaneous polarization vec-
tor exhibits short-timescale decorrelations on the order of
100 s which stem from the intrinsic noise of the Monte-
Carlo simulation. Additionally, the velocity vector is not
only slaved to those decorrelations, but furthermore also
directly shows the mentioned intrinsic noise. We there-
fore choose to utilize the polarization vector for measur-
ing cell orientation, and average it over 50 Monte Carlo
Steps (350 s): n(t) = (|n|, θ) = 150
∑49
t′=0 n
~
 (t+ t
′).
2. Cell trapping
In this section, we will briefly discuss the conditions on
the mechanical properties of its substrate for the cell to
stop performing a persistent random walk and to become
self-trapped. For quickly responding substrates, e.g. low
substrate viscous friction, the normalized velocity auto-
correlation function (VACF) oscillates if the stiffness falls
below a threshold stiffness k? = 1.58 nN/µm [Fig. S5(a)].
Analogously, the mean-square displacement also deviates
from that of a persistent random walk model [Fig. S5(b)],
and a typical cell persistence time cannot be determined
anymore. We identify this behavior leading to a decrease
in overall cell motility as cell trapping, or, as cell rounding
because of the corresponding cell shape.
To test our computational results, we have measured
the cell trajectories from experiments on HUVECs plated
on polyacrylamide gels [Sec. C]. We have already seen in
the main text that the cell speed decreases with sub-
strate stiffness in qualitative accordance with our model
[Fig. 3(a)]. This is complemented by Fig. S6, where we
can see from the cell trajectories that cell motility in-
creases with substrate stiffness. Additionally, Fig. S5(c)
shows anti-correlations in the VACF for E<E?≈ 7 kPa,
indicating cell trapping.
We have seen in the main text that for low stiffness and
low viscous friction of the substrate, cells have marginal
motility due to trapping, and that motility can be re-
stored if the substrate stiffness is high enough [Fig. 3].
Can a similar effect be induced by tuning the viscous
friction of the substrate? To answer this question, we
have performed simulations at a fixed low substrate stiff-
ness k= 0.5 nN/µm<k?, where cells are trapped and
in the elongation state for low viscous friction ζ, and
have varied ζ. Our measurements clearly indicate that
with increasing viscous friction of the substrate an in-
creasing amount of cells exhibit persistent cell migra-
tion [Fig. S7(a),(b)]. Note that an individual trapped
cell is characterized by an oscillating normalized veloc-
ity auto-correlation function (VACF) and a saturating
mean-square displacement (MSD), while a migrating cell
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FIG. S5. Persistent motion and self-trapping. (a)
Velocity auto-correlation functions CV in the simulations for
different substrate stiffnesses, as indicated by the graph colors
and the legend. For k <k? = 1.58 nN/µm we observe oszilla-
tions in CV. The frequency of these oscillations increases with
k. Note that with increasing k cell migration becomes increas-
ingly uncorrelated. (b) Mean-square displacements
〈
R2
〉
cor-
responding to the velocity auto-correlation functions shown in
(a). For k <k? = 1.58 nN/µm we observe a saturation of the
mean-square displacement. In the simulations, the oszilla-
tions in CV and the saturation of the mean-square displace-
ment strongly indicate cell trapping (cells change from the
running to the rounding state). (c) Velocity auto-correlation
functions CV of HUVECs plated on polyacrylamide (PA) gels
for different substrate stiffnesses, as indicated by the graph
colors and the legend. For E<E?≈ 7 kPa we observe anti-
correlations in CV (CV< 0). Note: In the plot we excluded
the data point at 0.2 kPa because there the cells dramati-
cally changed their mode of migration and ceased the for-
mation of lamellipodia. Specifically, for 0.2 kPa we observed
that cells now migrated preferably along their long axis. (d)
Mean-square displacements
〈
R2
〉
of HUVECs plated on PA
gels corresponding to the velocity auto-correlation functions
shown in (c). In our experiments, the anti-correlations in CV
suggest cell trapping.
is characterized by a bi-exponentially decaying VACF
and no such saturation in the MSD. In particular, note
that the VACF decays faster with decreasing substrate
stiffness [Fig. S5]. Furthermore, we cannot assume that
at ζ ≈ ζ? all cells will be able to outrun the substrate
deformations and elude trapping at all times; due to the
stochastic nature of cell migration a cell might just reori-
ent itself and become trapped. In general the normalized
velocity auto-correlation function [Fig. S7(c)] and the
mean-squared displacement [Fig. S7(d)] averaged over all
measured cells will then be a weighted average of both
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FIG. S6. Cell trajectories in the experiments. The
substrate stiffness is indicated at the bottom of the corre-
sponding frames. The amount of measured trajectories NT
and the amount of measured data points NP is indicated by
(NT |NP ) at the top of the corresponding frames. The color
code corresponds to the elapsed time in the respective trajec-
tory (colorbar). The duration of the longest measured trajec-
tory is 21.8 h. Note that the amount of measurements varies
for different frames, influencing the visual perception to some
extent. At low substrate stiffnesses, cells migrate less than at
high stiffnesses.
trapped and migrating cells. We expect that with in-
creasing viscous friction of the substrate the contribu-
tion of migrating cells to the VACF and to the MSD
increases. Our expectation is confirmed by the increase
in correlated cell movement [Fig. S7(c)] and by the MSD
desaturation [Fig. S7(d)] for high viscous friction coeffi-
cients ζ > ζ? = 75 s nN/µm.
Why can, for high substrate viscous friction, cell mi-
gration occur even at low substrate stiffnesses? For
high enough viscous friction, the response of the sub-
strate (τR = ζ/k) is slow compared to the cell dynam-
ics (τC ≥ 1/g), and the cell will approximately behave
as on a locally non-deformable substrate. Then, the
cell will polarize strongly even on low substrate stiff-
nesses, before the positive feedback loop can be signif-
icantly inhibited by substrate deformations. By compar-
ing the corresponding timescales of substrate response
and cell response (τR = ζ/k≥ τC ≥ 1/g) we can make
a simple estimation that viscous effects become dom-
inant above a lower bound of viscous friction of at
least ζ?≥ 35 s nN/µm. Indeed, it can be observed that
ζ? = 75 s nN/µm [Fig. S7]. This indicates a parameter
regime where the cell is fast enough to ’outrun’ substrate
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FIG. S7. Dependence of the cell behavior on substrate
viscous friction. (a) Cell speed depends on the viscous
friction ζ of the substrate at low stiffness k= 0.5 nN/µm<k?
[Fig. S5]. The color code represents the current elapsed time
of a given data point in the simulation (color bar). The solid
black line corresponds to the averaged behavior of the cells.
For viscous friction coefficients ζ > ζ? = 75 s nN/µm indicated
by the vertical dashed line, we observe that cells can (at least
transiently) migrate and elude trapping. Migrating cells then
have a typical velocity v≈ v∞, where the horizontal red line
denotes the velocity v∞ of a cell on a non-deformable sub-
strate. (b) Cell extension depends on the viscous friction ζ of
the substrate at low stiffness. The color code represents the
current elapsed time of a given data point in the simulation
(color bar). The solid black line corresponds to the averaged
behavior of the cells. For ζ > ζ? indicated by the vertical
dashed line we observe that cells can (at least transiently)
drastically decrease their elongation. Together with (a) this
suggests that the cells switch from the elongation to the run-
ning state. (c) Velocity auto-correlation functions CV in the
simulations for different substrate viscous friction ζ, as indi-
cated by the graph colors and the legend. Note the dramatic
decay of CV from CV = 1 to CV≈ 0.05 in the first time step.
For ζ > ζ? = 75 s nN/µm, long range correlations in the ve-
locity auto-correlation appear and the functional form of the
mean-square displacement of the cell approaches that of a per-
sistent random walk model. (d) Mean-square displacements〈
R2
〉
corresponding to the velocity auto-correlation functions
shown in (c).
deformations. However, due to the stochastic nature
of our simulations, it cannot be expected that the cell
continues to do so indefinitely. Specifically, the cell can
still become trapped if it runs into a localized region of
strongly increased substrate density, e.g. by making a
u-turn and running into its trail of increased substrate
density [Fig. S8(e)-(h)]. Thus, we expect that even for
high viscous friction, we will sporadically observe trapped
cells if we wait long enough [Fig. S7(a),(b)].
3. Cell migration on a deformable substrate
In this section, we present a few exemplary cases for
both low viscous friction (ζ = 17.5 s nN/µm) and high vis-
cous friction (ζ = 121 s nN/µm) with the intent to give the
reader a better intuitive understanding of the dynamics
underlying both cell migration and substrate deforma-
tion in our Cellular Potts model. Figure S8 shows the
two-dimensional spatial profiles of protrusion energy and
substrate density. The corresponding angular profiles of
protrusion energy, substrate density and protrusion en-
ergy density are shown in Fig. S9.
a. Cell migration on a stiff substrate
To obtain a fitting explanation for a new phenomenol-
ogy, it is often fruitful to begin by considering a sim-
plified and particular example, before advancing to the
more general and complex case. Hence, we will first de-
scribe cell migration for vanishingly small substrate de-
formations in the limit of large substrate stiffness k→∞
or large viscous friction ζ→∞. Then, all hexagonal
substrate tiles have the same size and shape, result-
ing in a uniform substrate density σ≡ 1. This line of
argument can as a first approximation also be applied
to simulations showing negligible substrate deformations
[Fig. S8(d)-(h)].
The cell makes random protrusions or retractions at its
boundary, as described in detail in section A 7. A high
local protrusion energy  increases the rate of making pro-
trusions relative to the rate of making retractions, by in-
creasing the energy gain/loss for protrusions/retractions,
respectively. Although the direction of cell migration
on average aligns with the cell’s protrusion energy field,
the core of the model is still stochastic. Because of this
stochastic nature of the computational model, the out-
come of an event is a priori unknown, and only the rela-
tive probabilities of protrusions or retractions are biased
by the local protrusion energy . This means that, though
less likely, retractions can also occur at the leading edge,
and protrusions can also occur at the trailing edge of the
cell.
Now, let us consider a scenario with a more pronounced
protrusion energy profile, e.g. the gradient in protrusion
energy is steeper than before. This will lead to an in-
creased bias for protrusions to form at the leading edge
and retractions at the trailing edge, and thereby to a
better alignment of the cell’s individual protrusions and
retractions with its protrusion field. Hence, we can con-
clude that the alignment of the cell velocity v= (v, θv)
with its instantaneous polarization axis n~ = (|n~ |, θ~ )
will also improve, and the overall effect of stochastic-
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FIG. S8. Cell polarisation and substrate deformation. The top halves and bottom halves of each panel represent the
two mirrored halves of a cell. The bottom half of each panel depicts the local protrusion energy of the cell per hexagon (x, y).
The bottom half of each panel depicts the substrate density below the cell (number of hexagons per unit area) σ(x,−y). These
quantities are obtained by collapsing the data of many cells in their center of mass frame with the polarization axis oriented
along the x-axis (θ = 0). In general substrate is dilated outside of the cell and compressed inside of the cell. Note the differences
in the scales of the substrate density σ. The cell will preferably migrate along the gradient ∇( σ). (a),(b) For large substrate
deformations, the migration of the cell is in the leading order dominated by the gradient in substrate density ∇σ, thus trapping
the cell in the region of high substrate density. (c)-(h) For small substrate deformations, cell migration is in the leading order
dominated by the gradient in protrusion energy ∇ and will migrate in the direction indicated by the black arrows.
ity on cell behavior will decrease. Furthermore, as it
takes more effort to rotate a pronounced protrusion en-
ergy profile than to rotate a flat protrusion energy pro-
file, we would expect an increased persistence time of
directed migration. Observations in agreement with our
qualitative assessment have been made in the preceding
study [7] by increasing the maximal polarizability of the
cells ∆Q=Q− q.
b. Can the cell shape serve as memory?
We cannot exclude the hypothesis that cell shape con-
tributes to the memory of the cell, in addition to its pro-
trusion energy field. Because we have assumed that the
internal cell dynamics of the cell is much faster than indi-
vidual protrusions/retractions, reorientations of the cell’s
protrusion energy field  should in principal be faster than
rotations of the whole cell body. However, we have ob-
served that cells on substrates with stiffnesses 8 nN/µm
and 4 nN/µm have different persistence times of directed
migration in spite of having similar shapes [Fig. 3(b),(c)].
Thus, we conclude that cell shape can not be the sole
originator of the cell memory.
c. How are substrate deformations induced?
Because the total mass of the substrate is conserved
under deformations, a substrate dilatation (decrease in
substrate density) at any given location has to be accom-
panied by a substrate compression (increase in substrate
density) elsewhere. Furthermore, cell traction forces are
always pointed inwards of the cell. Together, this imposes
substrate density gradients with substrate dilatation at
the cell rim and substrate compression at the cell center,
both proportional to the applied traction force. At the
leading edge of the cell, traction forces are larger than at
the trailing edge, due to a higher local protrusion energy
[Figs. S8 and S9(a),(e)]. This leads to a stronger sub-
strate dilatation at the leading edge than at the trailing
edge of the cell, and a net increase of substrate density
at the trailing edge [Figs. S8 and S9(b),(c),(f),(g)].
d. What determines cell speed?
As we have discussed in sections B 1 b and B 1 c the
’noise strength’ is a measure for the randomness of cell
protrusions and retractions at the cell boundary. This
randomness can be increased by increasing the effective
temperature β or analogously by decreasing the bias in-
troduced by the local protrusion energy . In general, un-
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FIG. S9. Angular profiles of cell polarisation and substrate deformation. (a),(e) Profile of protrusion energy
per hexagon at the boundary of a cell b for low (ζ = 17.5 s nN/µm) and high (ζ = 121 s nN/µm) viscous friction, respectively.
(b),(f) Profile of substrate density (number of hexagons per unit area) along the interior boundary of a cell σb,I for low and
high viscous friction, respectively. (c),(g) Profile of substrate density (number of hexagons per unit area) along the exterior
boundary of a cell σb,O for low and high viscous friction, respectively. (d),(h) Profile of protrusion energy density at the
boundary of the cell b σb,I for low and high viscous friction, respectively. The dashed lines correspond to cells in the rounding
state [Fig. S5: cells are trapped and have an oscillating VACF], while solid lines denote cells in the running state.
like in section B 3 a, the substrate can be deformed. Thus,
the probability of locally gaining or losing an infinitesi-
mal area dA is determined by the local protrusion energy
density  σ. A stronger random contribution in the pro-
trusion/retraction process leads directly to a broader cell
velocity distribution around the instantaneous cell polar-
ization vector and consequently a lower cell speed. This
can easily be illustrated as follows: Consider a cell start-
ing with a pronounced polarization profile (i.e. no initial
symmetry breaking required). Then, in the low temper-
ature limit (β→∞), the cell will always protrude at the
location of highest polarization energy density and always
retract at the location of the lowest polarization energy
density, leading to a narrow cell velocity distribution. Be-
cause each individual protrusion and retraction event dis-
places the cell in the same direction and the total amount
of such events per Monte Carlo Step is limited, this will
lead to a high cell translocation speed. Conversely, in
the high temperature limit (β→ 0), cell protrusions are
completely unbiased by the polarization profile, leading
to a flat cell velocity distribution. Because all individual
protrusion and retraction events displace the cell in dif-
ferent directions and the total amount of such events per
Monte Carlo Step is limited, this will lead to a negligible
cell translocation speed.
We conclude that the cell will migrate faster if the
bias for individual protrusion/retraction events to align
with the cell’s protrusion energy field is increased. Fur-
thermore, this alignment can be measured by the width
of the symmetrical velocity distribution around the po-
larization axis, or the overall randomness of the protru-
sion/retraction process (’noise strength’) inferred from
Eq. S2. We consistently find that the cell speed increases
with both decreasing cell velocity distribution width and
with decreasing ’noise strength’ [Fig. S10].
e. What determines the persistence time of directed
migration of the cell?
To answer this question, we introduce a quantity that
characterizes the polarization strength of a cell
p =
1
pi
∫ pi
0
dθ cos(θ) b(θ, θ)σb,I(θ, θ) , (S5)
with the angle θ of the average polarization axis rela-
tive to the x-axis. The choice of this quantity is based
on the idea that the cell is strongly polarized, if there
are many tiles (high substrate density) with a high pro-
trusion energy at the leading edge of the cell, and few
tiles (low substrate density) with low protrusion energy
at the trailing edge of the cell. The persistence time of
directed migration increases exponentially with the cell
polarization strength, because it is more costly to rotate
the polarization vector of a cell with a pronounced pro-
trusion energy profile than that of an unpolarized cell
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FIG. S10. Stochasticity of the protrusion/retraction
process in the simulations. (a) The cell speed decreases
with the distribution width of the velocities around the polar-
ization axis of the cell. Here, θv−θ~ is the angle between the
cell velocity vector v and the instantaneous cell polarization
vector n~ . (b) The cell speed decreases with increasing ’noise
strength’ (stochasticity of the protrusion/retraction process)
inferred from Eq. S2. (c) Dependence of the distribution
width of the velocities around the polarization axis of the cell
on the substrate stiffness k. (d) Dependence of the ’noise
strength’ inferred from Eq. S2 on the substrate stiffness k.
[Fig. 3(d)].
f. Low viscous friction
For low viscous friction, substrate relaxation and re-
sponse to the traction forces of the cell occur on short
time scales τR = ζ/k compared to the typical timescale
of the cell dynamics τC . Thus substrate deformations
keep up with the cell and – depending on the substrate
stiffness k – can become large enough to impair cell mo-
tion.
For high values of substrate stiffness [Fig. S8(d)], sub-
strate deformations are small due to high restoring forces.
Thus, the influence of the substrate on the cell behavior
becomes negligible and the cell behaves similarly as on
a non-deformable substrate (k→∞), see section B 3 a.
The cell polarizes strongly and has a long persistence
time of directed migration. Moreover, the cell veloci-
ties are narrowly distributed around the cell polarization
axis, in correspondence with the high cell speed.
In contrast, low substrate stiffness [Fig. S8(b)] leads
to a quick and profound compression of substrate at the
position of the cell [Fig. S9(b)] due to the low restor-
ing forces. To effectively translocate, the cell needs to
protrude at one side and retract at the opposite side.
However, because the substrate density is dramatically
increased at the position of the cell, all retractions are
energetically penalized, and it becomes energetically dis-
advantageous for the cell to translocate. Analogously,
one might consider the event that the cell, due to the
stochastic nature of the model, manages to move in some
random direction. In that case, it would be energeti-
cally advantageous to simply move back to its previous
location. Because the positive feedback mechanism is fu-
eled by protrusions and retractions alike [Section A 7],
inhibiting retractions effectively inhibits the formation
of a pronounced cell protrusion energy density profile
[Fig. S9(d)]. As a result, there is no notable bias towards
protrusions or retractions throughout the cell, leading
to a broad velocity distribution and consequently a low
cell speed. Furthermore, the flat energy density profile
can be related to a marginal cell polarization strength,
thus making cell reorientations cheap and frequent. Alto-
gether, this leads to an effective cell trapping, where the
cell initially attempts to polarize and is then prompted
to turn around in its attempt to occupy areas of high
substrate density. This is evidenced by the oscillating
VACF [Section B 2] and leads to a vanishing cell persis-
tence time of directed migration.
The dynamics of cells seeded at intermediate substrate
stiffnesses can be understood as an interpolation be-
tween the low and high stiffness cases: in Fig. S8(c),
the substrate stiffness is slightly increased compared to
Fig. S8(b). This reduces substrate deformations and
leads to less inhibition of the positive feedback mech-
anism as compared to Fig. S8(b). Thus, here the cell
can establish a more pronounced protrusion energy den-
sity profile than in Fig. S8(b) and migrate persistently,
i.e. no oscillations occur in the VACF. The width of the
protrusion energy density profile, and consequently also
the cell speed, lies in between Fig. S8(b) and Fig. S8(d).
g. High viscous friction
For high enough viscous friction [Fig. S8(e)-(h)], sub-
strate deformations are too small to completely in-
hibit the positive feedback mechanism. Hence, the cell
can always polarize and migrate persistently, similar
to Fig. S8(d). The profile of protrusion energy  per
hexagon does not particularly change for different stiff-
nesses [Fig. S9(e)], and can thus by itself not explain
the observed noticeable change in cell persistence time
of directed migration. This can be corrected by taking
the substrate density σ into account, which represents
the number of hexagons per area, and thus considering
the protrusion energy density  σ [Fig. S9(h)]. The total
polarization strength is represented by p [Eq. S5].
Let us first compare the behavior of a cell on high
stiffness [Fig. S8(h)], high viscous friction substrate to
that on a high stiffness, low viscous friction substrate
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[Fig. S8(d)]. The cell speeds have similar magnitude due
to a similar width of the velocity distribution. Cell persis-
tence, however, is lower in Fig. S8(h), because the partic-
ular substrate density profile effectively reduces the cell
polarization strength p in a corresponding way. In par-
ticular, note that the substrate density is reduced at the
leading edge, and increased at the trailing edge.
For low substrate stiffness [Figs. S8(e) and S9(g)], the
lowest substrate density is not encountered at the leading
edge, but at the side of the cell. This particular substrate
density profile decreases the probability to protrude at
the side of the cell, compared to protruding at the lead-
ing edge. Because the cell has a strong bias to protrude
at the leading edge, and the particular substrate den-
sity profile slightly discourages motion to the side, the
cell velocity distribution around the polarization vector
is focussed. This effectively increases the average cell
speed compared to Fig. S8(d), where no such focussing
takes place. Compared to Fig. S8(d), the particular sub-
strate density profile further reduces the cell polarization
strength p, and thus the persistence time of directed mi-
gration, because substrate deformations are larger on a
soft substrate than on a stiff substrate.
As before, intermediate substrate stiffnesses can be un-
derstood as an interpolation between the low and the
high stiffness cases [Fig. S8(f),(g)].
4. Modulation of cell morphology by substrate
interactions
The change in cell shape due to substrate deforma-
tions can be explained in a simple way by looking at the
substrate density. In general, the shape of persistently
migrating cells in the CPM [6, 7] tends to be fan-like and
elongated perpendicular to the direction of motion. In
these previous studies, the elongation increases with the
polarizability ∆Q=Q− q of the cell. This maximal po-
larizability translates to a realized polarization strength
p of the cells in question. Therefore, decreasing the po-
larization strength of the cell will effectively also lead to a
rounder cell shape, as happens with decreasing substrate
stiffness. Additionally, one can argue for high substrate
viscous friction that the substrate density profile leading
to the focussing effect of the cell velocities ’squeezes’ the
cell together because fewer protrusions occur at the sides
of the cell.
For low viscous friction and low stiffness of the sub-
strate, we observe a profound elongation of immotile
cells. This observation can be explained in the follow-
ing way: Due to the inhibition of the positive feedback
mechanism, the cell is unpolarized. Hence, its behavior is
dominated by the substrate density profile alone, and is
indeed the same for cells of a wide range of different po-
larizabilities ∆Q=Q−q [Fig. S11], but identical average
traction force. This particular substrate density profile
is characterized by an increased substrate density at the
short sides of the cell compared to the long sides of the
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FIG. S11. Cell extension. (a) Strong cell elongation oc-
curs for low substrate stiffnesses and within a broad range
of viscous friction coefficients. The red vertical dashed line
corresponds to the stiffness k≈ 1.58 nN/µm, below which no
persistent cell migration occurs. The red horizontal dashed
line corresponds to the viscous friction ζ? = 75 s nN/µm, above
which we on average observe only running states [Fig. S7(d)].
The black dashed line corresponds to the lower limit of ζ?,
where we from a simple estimation would expect viscous ef-
fects to dominate. The color code represents the extension of
the cell for a given parameter combination. In the color code,
the elongation of a cell on a non-deformable substrate is indi-
cated by the dashed line. (b) Cell elongation at low substrate
stiffnesses does not depend on cell polarizability ∆Q=Q− q.
The color code represents the current elapsed time of a given
data point in the simulation (color bar).
cell. Hence, the cell has an increased protrusion activity
at its short sides and subsequently stretches, as it tries
to occupy areas of high substrate density.
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Appendix C: Experimental methods
1. Preparation of polyacrylamide substrate
Acrylamide solutions corresponding to 0.2 kPa, 1 kPa,
2 kPa, 3 kPa, 7 kPa, 15 kPa, 34 kPa and 100 kPa polyacry-
lamide hydrogels were prepared according to previous
publications [21]. Briefly, an acrylamide/bis-acrylamide
solution (Bio-Rad) was degassed and mixed with 1/100
volume 10% ammonium persulfate and 1/1000 volume
tetramethylethylenediamine (Sigma Aldrich). 20 µL of
solution was pipetted into a single well of an un-
treated 12 well glass bottom plate (In Vitro Scien-
tific). A 12 mm glass coverslip chlorosilanized with
dichlorodimethylsilane (Sigma Aldrich) was placed above
the acrylamide solution. Upon polymerization, hydro-
gels were rinsed and functionalized with photoactivatable
Sulfo-SANPAH (Thermo Fisher) before overnight conju-
gation with 100 µg/mL Collagen type I (Gibco). Prior to
cell culture all hydrogels were UV sterilized.
2. Cell culture
Human umbilical vein endothelial cells (HUVECs)
were cultured in ready-to-use Endothelial Cell Growth
Media (PromoCell) with 100 units/mL penicillin and
100 µg/mL streptomycin (Gibco). For live cell imag-
ing, cells were plated at a density of approximately
2500 cells/cm
2
, or 10 000 cells/well.
3. Microscopy
Cells on hydrogels were maintained in a microscope-
mounted incubator at 37 ◦C and 5% CO2. An AxioVert
200M with Axiovision software (Zeiss) and a PerkinElmer
UltraVIEW ERS with Volocity software (PerkinElmer)
were used to capture phase contrast images every ten
minutes for a period of 48 h.
4. Cell shape analysis
The cell shapes were extracted manually from a subset
of the phase contrast images using the software Fiji [22]
[Fig. S12]. Mathematica was used to perform a statistical
analysis of the cell shapes [1]. Cells were selected and
measured at various times to mitigate fluctuations in cell
shape. Each cell should satisfy three conditions:
• no alignment with the cracks on the substrate, as
this is a strong bias for the measurement towards
elongated cells,
• no divisions at the time of measurement, as this is
a strong bias for the measurement towards round
cells,
(a)
0.2 kPa
(b)
1 kPa
(c)
2 kPa
(d)
3 kPa
(e)
7 kPa
(f)
9 kPa
FIG. S12. Manual image analysis procedure. Cells
are selected and measured over the course of several frames
to average out fluctuations in cell shape. Each cell satisfies
the following conditions: (i) no alignment with the cracks on
the substrate; (ii) no cell division within this timeframe; (iii)
distinctness from background and neighboring cells.
• good distinguishability of cells from the background
and neighboring cells.
5. Cell speed analysis
The cell positions were extracted manually from a
subset of the phase contrast images using the software
Fiji [22] and the Plug-In MTrackJ [23] [Fig. S12]. Math-
ematica was used to perform a statistical analysis of the
cell speeds [1].
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