Abstract. We give a description of several representation varieties of the fundamental group of the complement of the figure eight knot in PGL(3, C) or PSL(3, C). We obtain a description of the projection of the representation variety into the character variety of the boundary torus into SL(3, C).
Introduction
Representation varieties of finitely presented groups into Lie groups has been studied since a long time. A recent by Sikora paper with many references is [21] . In this paper we concentrate on the representations of 3-manifold groups in PGL(3, C) or SL(3, C). The case of surface groups have been studied more extensively and their representation varieties into SL(3, C) are treated by Lawton in [15] . On the other hand, only recently the study of representations of 3-manifold groups into SL(3, C) or PGL(3, C) has been started. See for instance the work of Porti and Menal-Ferer [17] , of Garoufalidis, Goerner, Thurston and Zickert [13, 12] and of Bergeron with the two first named authors [1] among others. One has to keep in mind the deep study which was started in the last decades of the last century on representations into SL(2, C) by several authors among them Thurston [22] . It gives a paradigm for the present study in the case of PGL (3, C) .
Let Γ 8 be the fundamental group of the figure eight knot complement. We present here a thorough study of the space of representations of Γ 8 into PGL(3, C) and SL(3, C). It turns out that all the irreducible representations we find in PGL(3, C) can be lifted to SL (3, C) . Therefore, most of the computations will be made in PGL(3, C) but we will occasionally work with SL(3, C).
We begin with a review of different versions of this space (representation variety, character variety, decorated representations among others) and the coordinates we use to study these varieties in a rather general setting. A diagram, displayed in Figure 2 , shows the several representation spaces and their relations. The main coordinate system we use is derived from projective flag decorations of ideal triangulations of a 3-manifold as introduced in [1] (see also [12] ). Another view of these spaces is given in [23] using Ptolemy coordinates, which are coordinates for affine flags decorations of ideal triangulations. Those work are accessible through the website CURVE [9] .
Then we proceed in section 3 to an explicit description of these different spaces for the group Γ 8 and the different maps relating these spaces. We use coordinates on a Zariski open set of our spaces which are associated to a given triangulation. In particular, we describe a Zariski open set (called the deformation variety) of the set of decorated representations into PGL (3, C) given by coordinates we introduced in [1] . The main theorem is Theorem 2: Given the standard triangulation of the figure eight knot complement, there exits precisely three irreducible components of the deformation variety. Each component is smooth of dimension two. Whereas this result is stated and proved only for the deformation variety, we strongly believe this is also the case for the whole character variety. A precise statement and proof should appear elsewhere. This section begins with a reminder about Groebner basis and saturation, then a presentation of the actual equations for the figure eight knot complement in §3.2. We then proceed with a general presentation of our method to achieve computations. Eventually, we give precisions of the specific case of the figure eight knot complement. The three components are finally described in subsection 3.4. It turns out that each representation can be lifted to an SL(3, C) representation. Once these components are identified, we may check the properties stated in the theorem (irreducibility, smoothness...).
The next section 4 is devoted to some more precise understanding of these components: description the A-variety associated to this knot (it is a natural analog of the A-polynomial), identification of the boundary unipotent representation and identification of the space of representations in PGL(2, C).
Finally, in section 5, we describe a deformation method to obtain a parametrization of some generators of Γ 8 on each irreducible components. This method allows one to obtain a particular irreducible component of the representation variety containing a given representation. It is based on a Newton method and LLL algorithm and was successfully used in other contexts [5, 4] . We applied it to the boundary unipotent representations of the fundamental group of the figure eight knot complement. A great interest of this method is that its output is indeed a parametrization of matrices. It opens the path to a geometric study of those representations, see e.g. [7] . However it does not belong to its scope to determine all the irreducible components. We insist on the fact that it is the conjunction of both methods that gives a satisfactory result: a parametrization of each component.
We thank Nicolas Bergeron, Martin Deraux, Matthias Goerner, Julien Marché, Pierre Will, Maxime Wolff and Christian Zickert for many discussions and exchanges during this project. The authors are grateful to the ANR 'Structures Géométriques Triangulées' which has financed this project during the last two years.
Representation spaces
We begin with a review of the different spaces classically considered as representation spaces. As we will consider several variations of the same space, we try to use explicit -but sometimes lenghty -names for these spaces.
Let Γ be a finitely presented group and G the group of points over C of a linear algebraic group. In the following, we will mainly consider G = PGL(3, C) or SL(3, C), but we will occasionally look also at PGL(2, C), SL(2, C) or even the real group PU(2, 1).
1.1.
Representation variety and character variety. We begin by the most classical representation variety and character variety. Definition 1.1. We denote by Hom(Γ, G) the set of all morphisms from Γ to G. This space is called the representation variety.
The monodromy variety 1 Mon(Γ, G) is the quotient under the natural action by conjugation of G :
Note that Hom(Γ, G) is an affine algebraic variety as Γ is finitely presented and G is affine algebraic. Moreover the relators correspond to generators of the ideal defining the variety. Note however that Mon(Γ, G) is not an algebraic variety.
Though, the action of G on itself by conjugation is an algebraic action. Therefore it defines an algebraic action on Hom(Γ, G) which induces an algebraic action on its regular functions. We let C[Hom(Γ, G))] G be the ring of invariant functions. Definition 1.2. The character variety is the algebraic quotient:
It is the affine variety associated to the ring C[Hom(Γ, G)] G and comes together with the regular map Hom(Γ, G) → X(Γ, G) induced by the homomorphism
The name of this variety comes from its links with the set of characters, at least when G = SL(n, C) or PGL(n, C).
When G = SL(n, C) traces of elements are well defined and one knows that there is a bijection between the character variety and the set of trace functions.
For the case G = PGL(n, C), let us remark that for an element g in PGL(n, C), one may define its trace to the power n: choose a representant 1 Neither the name nor the notation is classical. The name has been so choosen because a geometric structure on a variety gives naturally, via the monodromy of the structure, an element in the monodromy variety.
g of g which belongs to SL(n, C). Then we put: tr n (g) := tr n (g). It does not depend on the choice ofg. Definition 1.3. The character of ρ ∈ Hom(Γ, G) is the trace function χ ρ : Γ → C defined by χ ρ (γ) = tr n (ρ(γ)) .
Although we will not use it here, we believe that the map X(Γ, G) → {characters of Γ} induced by ρ → χ ρ is a bijection. It is well-known for n = 2, 3, see e.g. [15] . Note that there is also a natural application from Mon(Γ, G) to X(Γ, G) sending the class of a representation ρ to χ ρ . This application is a surjection, but not an injection. It is not algebraic, as Mon(Γ, G) is not an algebraic variety.
Decorated versions.
From now on, we assume G = PGL(n, C). A key point to study the previous defined spaces is to add a geometric structure on it, as usual in the study of moduli spaces. Such a structure is called a decoration and will be most easily defined with additional assumption: from now on Γ is the fundamental group of a 1-cusped hyperbolic 3-variety M (as the figure eight knot complement)
2
. As M = H 3 /Γ is a cusped hyperbolic manifold, we let P ⊂ CP 1 = ∂H 3 be the set of cusps in the boundary of the hyperbolic space. By construction, Γ acts on P. Let moreover Fl be the space of complete flags of CP n . There is a natural action of PGL(n, C), for which Fl becomes the quotient of PGL(n, C) by the subgroup of uppertriangular matrices. Hence, given a representation ρ of Γ in PGL(n, C), we have an action of Γ on Fl, through ρ. For these objects and the following, we refer to [1] . Definition 1.4. Let ρ ∈ Hom(Γ, G). Then Γ acts both on CP 1 and Fl. A decoration of ρ is a Γ-covariant map :
Let DecHom(Γ, G) be the decorated representations variety:
As the group G = PGL(n, C) acts on Fl, it acts on the space of maps P → Fl. Moreover, it is easily checked that if φ is a decoration of ρ, then g · φ is a decoration of the conjugated g · ρ = gρg −1 . Hence G acts on the space DecHom(Γ, G). Definition 1.5. We define the decorated monodromy varieties DecMon(Γ, G) as the naive quotient:
2 This assumption is not necessary and one may work with a triangulated 3-variety (either hyperbolic with more cusps, or with boundary, or even not hyperbolic). We refer to [1] for this setting.
We now proceed by defining a decorated version of the character variety. First of all, note that the space of flags Fl is an algebraic variety and the action of G is algebraic. Moreover, DecHom(Γ, G) is an algebraic variety: indeed, choose a finite fundamental set {p 1 , . . . , p r } for the action of Γ on P. Then a decorated representation (ρ, φ) is uniquely determined by a choice of a flag F i for each p i such that F i is stabilized by Stab Γ (p i ).
We now consider the algebraic quotient of DecHom(Γ, G) under this action: Definition 1.6. We define the decorated character variety DecX(Γ, G) as the algebraic quotient:
1.3.
Peripheral representations: choosing a meridian and a longitude. By considering decorated versions of the representations, we also grant an easy parametrization for the peripheral representation, that is the restriction of the representation to the fundamental group of the peripheral torus. This is more carefully studied in [14, Section 1] . Recall that M is a 1-cusped hyperbolic 3-manifold. Let T be the peripheral torus.
First, let Γ para be the set of parabolic elements of Γ (the identity is not considered parabolic). Each element γ of Γ para stabilizes a unique cusp p γ ∈ P. Consider a decorated representation (ρ, φ) ∈ DecHom(Γ, G). Let D be the diagonal group of G. Then, in any basis adapted to the flag φ(p γ ), ρ(γ) is an upper-diagonal matrix. Moreover, the diagonal part of ρ(γ) is invariant under the action of G [14] . Hence we get a G-invariant map:
In order to parametrize the peripheral representations, we fix, once for all, the following choices:
• π 1 (T) Z 2 , through the choice of a longitude l and a meridian m of T.
A representation in Hom(Γ, G) may be restricted to π 1 (T). This gives an algebraic map of restriction:
Moreover, in the decorated case, as π 1 (T) is composed of parabolic elements, we get a map, called peripheral holonomy map and denoted by Hol periph :
DecX(Γ, G)
It consists, at the level of decorated representations, in sending a decorated representation to the diagonal part of the restriction restricted to π 1 (T). The last step of the parametrization is achieved by noting that D is an affine algebraic group isomorphic to (C * ) n−1 in the case G = PGL(n, C) or SL(n, C). We fix once for all such an isomorphism. Using this, the space DecX(Z 2 , G) = X(Z 2 , D) is isomorphic to (C * ) 2(n−1) . This is the desired parametrization of the peripheral representations.
In the case of PGL(3, C), we choose (for computational reasons, see section 3) more precisely to use the isomorphism between D and (C * ) 2 
So the space X(Z 2 , D) is isomorphic to (C * ) 4 . A representation such that the diagonal part of the longitude and the meridian are:
will be represented by the coordinates (L, L * , M, M * ) (the choice is made to be compatible with the one we used in [1] ).
1.4.
Deformation variety. Thurston [22] defined coordinates on
by defining the deformation variety with the gluing equations. We use in this paper an analog og this space for the group PGL(3, C). From now on, we will always assume that n = 3. This space is defined by further assuming that M is ideally triangulated: M is homeomorphic to a gluing of tetrahedra with vertices removed as in [22, 2] So let T = (T 1 , T 2 , . . . , T ν ) be an ideal triangulation of M . We now recall coordinates on these spaces as defined in [1] (see Figure 1 ). For each of these (oriented) tetrahedra, one consider a set of 16 coordinates: one on each half-edge and one in the center of this face. If the vertices of the tetrahedron T are (ijkl), one has twelve coordinates on half edges, denoted by z ij (T ), z ik (T )... and four on faces, denoted by z ijk (T ).
As described in [1] , these coordinates are subject to two different kinds of consistency relations:
• Internal relations: for a tetrahedron T = (ijkl) we have around each
• Gluing relations: first, given two adjacent tetrahedra T µ , T µ of T with a common face (ijk) then
second given a sequence T 1 , . . . , T µ of tetrahedra sharing a common edge ij and such that ij is an inner edge of the sub-complex composed by Given M and a triangulation T with n tetrahedra, we consider the space of solutions of these equations and denote it by
We call it the deformation variety of a triangulation. Up to combinatoric choices, the holonomy map associates to each point in Defor(M, T ) a decorated representation into PGL(3, C) as in [1, section 5] :
Defor(M, T ) → DecHom(π 1 (M ), PGL(3, C)). Moreover this map is algebraic 3 and a different initial choice gives a conjugated decorated representation.
So this gives two well defined maps, landing in DecMon or DecX, both called holonomy maps and denoted by Hol. Note that the second one is algebraic:
and Hol : Defor(M, T ) → DecX(π 1 (M ), PGL(3, C)), We extend the peripheral holonomy map defined in the previous section in a natural way:
Let us comment a bit on the properties of both the holonomy maps Hol: the first map is injective but not surjective, as some representation are not detected by a given triangulation. Moreover, if you forget the decoration, the maps are not any more injective : there is a (generically) finite choice for a decoration of a given representation. All this can be seen already in the case of representations into PGL(2, C). In particular the identity representation can be obtained by gluing two tetrahedra to obtain the sphere S 3 minus four points and the solutions to the hyperbolic equations has a curve such that the associated representations are trivial [20] . Also, in the tables obtained in [2] the 1-dimensional components give conjugated representations with finite group image into PGL(3, C). Examples where a given triangulation is not enough to describe all representation are given in [20] already in the case of representations into PGL(2, C).
On the other hand, the situation is good on some components. First, recall that, as M has been assumed to be hyperbolic, there is the monodromy [ρ geom ] ∈ Mon(Γ, PGL(2, C)) of the unique oriented complete hyperbolic structure on M . We call it the geometric representation. Moreover, the irreducible representation PGL(2, C) → PGL(n, C) gives a map Mon(Γ, PGL(2, C)) → Mon(Γ, PGL(n, C)). We still call the image of [ρ geom ] the geometric representation, still denoted by [ρ geom ] ∈ Mon(Γ, PGL(n, C)). One can then state the following theorem for PGL(2, C) see [22, 20] , with a mild assumption on the triangulation that we will not define here and that is verified for the triangulation of the figure eight knot complement we will use: Theorem 1. Let M be an orientable, connected, cusped hyperbolic manifold. Let T be an ideal triangulation of M such that all edges are essential. Then there exists z geom ∈ Defor(M, T ) such that Hol(z geom ) is the geometric representation.
Moreover the whole component of X(Γ, PGL(2, C)) containing the (image of ) the geometric representation is in the image of the holonomy map Hol.
The analogous theorem in the case of PGL(3, C) is believed to be true: Let M be an orientable, connected, cusped hyperbolic manifold. Let T be an ideal triangulation of M such that all edges are essential. Then there exists z geom ∈ Defor(M, T ) such that Hol(z geom ) is the geometric representation. We believe that the image of Hol contains the whole component of X(Γ, PGL(3, C)) containing the geometric representation.
We also know that z geom ∈ Defor(M, T ) is a smooth point (see [2] ).
At this point, one may write a commutative diagram: see figure 2. Note that, between algebraic varieties, the maps are algebraic. Moreover, the vertical maps are just the forgetful maps. The non-algebraic maps are denoted by dashed lines. For the sake of readability, we drop the mentions of Γ and G. Moreover, we denote by DecX T and X T the (decorated) character variety of π 1 (T). Recall that we have done a choice of an isomorphism D (C * ) 2 and of a longitude l and meridian m in the torus T, so that DecX T is isomorphic to (C * ) 4 .
1.6. The A-variety. In this section we will work with representations with values in SL(3, C). As before M is a 3-manifold with boundary a torus where
Figure 2. The different representation varieties we fix a basis of the homology group given by a choice of a longitude and a meridian. One can identify DecX(Z 2 , G) to the diagonal representations of Z 2 . As before, we see that DecX(Z 2 , G) is isomorphic to (C * ) 4 . The map DecX T → X T is the quotient by the permutation group S 3 acting on the triple of complex numbers whose product is 1.
Consider the closure of the image of DecX(π 1 (M ), SL(3, C)) in DecX(Z 2 , G). Let D M be the union of the component of maximal dimension of this closure.
Consider now a natural embedding
Essentially the following definition was given independently in [23] . Definition 1.7. We define the A-variety of M (for n = 3 and with a choice of basis of the boundary torus homology) to be the closure of D M in C 4 . We define the A-ideal to be its defining ideal.
The figure eight knot complement
We present here the geometric and combinatorial facts on the figure eight knot complement M we use afterwards. We need a triangulation T of M -in order to study the variety Defor(M, T ) -together with some presentations of its fundamental group for paramtrizing matrices.
2.1. Triangulation. It is a well-known fact, due to Riley and used by Thurston [22] , that the figure eight knot complement may be triangulated by two tetrahedra, with the combinatorics of face gluings displayed in figure  3 . In order to simplify the notations, we denote by u ij and v ij be the coordinates associated to the edge ij of the two tetrahedra as shown in Figure  3 . From this triangulation, it is an elementary exercise to compute the equations defining Defor(M, T ) as explained in §1. 4 . These equations will actually be displayed in §3.2.
Presentations.
Depending on the situations we will use two different presentations of the figure eight knot complement fundamental group Γ 8 .
We first use the presentation (with generators as in [11] )
.
Observe then that
2 . This presentation is the SnapPea non-simplified presentation with a change of notations. Keeping only the generators g 1 and g 3 , we get the usual parabolic presentation, used in §5.2, with a = g 1 and b = g 3 .
The simplified presentation in SnapPea, which we use in §5.1, is given (uppercase denotes inverse) by
with a = g 3 g 2 and b = g −1 2 (hence g 1 = ba). With this notation, we know [22] that the canonical meridian is m = ab = g 3 and the longitude l = abABaBAb = [g 3 , g
3. The deformation variety for the figure eight knot complement
We fix the usual ideal 2-tetrahedra triangulation of the figure eight knot complement (which we refer as the standard triangulation). In this section we prove the following theorem.
Theorem 2. Given the standard triangulation of the figure eight knot complement, the deformation variety Defor(M, T ) is the union of 3 distinct smooth affine (irreducible algebraic) varieties of dimension 2 and is connected.
As said in the introduction, we strongly believe that the character variety of the figure eight knot complement does not contain any other irreducible component with irreducible representations. A proof should appear elsewhere.
In order to prove the theorem, we will compute 3 affine varieties
is smooth and π 1 realizes a homemorphism on its image.
, it is thus connected -see [18, 4.16] . As π i is is a homeomorphism on its image, D i is also smooth and connected. As ∩ i=1...3 D i = ∅, then Defor(M, T ) is also connected. So the theorem follows from those properties.
Let us describe how to compute
3.1. Computational tools. The main computational tool for computing these objects is Gröbner basis. We recall briefly that a Gröbner basis of an ideal I in Q[X 1 , . . . , X n ] is a set of generators of I such that, for any polynomial P , there is a unique preferred polynomial, denoted by P mod I, congruent to P modulo I. This polynomial is called the normalform. For more details, we refer to [6] . Note that such a basis is uniquely defined once chosen an admissible ordering on the monomials. Once a Gröbner basis is known, one can compute the associated Hilbert polynomial and then the We will often eliminate some variables, especially when we may express a variable by a rational expression in the other ones. But, the projections might create spurious components when taking the Zariski closures: we work with constructible sets rather than algebraic varieties. As our computations are on the edge of what can be actually done, we want to avoid these components. So we will make a frequent use of saturation. Indeed, for an ideal I in Q[X 1 , . . . , X n ] and a polynomial f , the saturation of I by f is the ideal I : f ∞ , which consist in the set of polynomials P such that for some k, the polynomial P f k belongs to I. Geometrically, when I, the zeroes set of I : f ∞ is the Zariski closure of V (I) \ V (f ). The ideal I : f ∞ is computed by taking a Gröbner basis of (I+ < tf − 1 >) ∩ Q[X 1 , . . . , X n ], where t is an independant variable -thanks to an elimination ordering.
Let us formalize the operations we need and explain their scope. Here is a list of algorithms we will use later on:
α Computing an ideal, in the sense of computing a Gröbner basis.
, in the sense of computing a Gröbner basis of the ideal I : f ∞ . We naturally extend this algorithm for saturating an ideal I by a set of polynomials {f 1 , . . . , f l } in order to compute I :
∞ . This is simply achieved by iteratively saturating by
η for small systems (low degree, few number of variables)
Computing the prime decomposition of an ideal generated by the equations, removing inclusions. For those who are not familar with such objects, just retain that this means computing the decomposition of an algebraic variety in Q-irreducible (defined by prime ideals in Q[X 1 , . . . , X n ]) and non redundant components. θ Not usually implemented, see later on. Testing if a polynomial
or not. Note that the four first algorithms are implemented in the usual computer algebra systems, such as Maple or Sage. Sadly, our problem seems far beyond their scope. So a great deal of our method is to use the shape of our equations to simplify the problem and getting to the point we can use these routines.
However the last algorithm [θ] is special: it is not implemented in usual systems -which work with number fields. Moreover, it is only used at the very last step of our proof of the theorem. So we will be more precise later on.
An algebraic representation of Defor(M, T ).
Given M and T a triangulation of M with n tetrahedra, the deformation variety Defor(M, T ) is defined in C 16n by a system of internal relations for each tetrahedron and gluing equations for adjacent tetrahedra. Moreover, using the internal relations, we may directly express the face parameters in terms of the edge parameters. From now on, we consider Defor(M, T ) as a subset of C 12n .
The system, more precisely, is given in terms of variables Z = (z ij (T )) ∈ C 12n , where T denotes a tetrahedron in the triangulation (containing n tetrahedra) and ij one of its oriented edges.
• L e (resp. L f ) denotes the set of the 2n edge (resp. face) equations;
• L c denotes the polynomials defining the internal relations (also called cross-ratio relations), of the form z ik (T )(1−z ij (T ))−1 and z ij (T )(1− z il (T )) − 1 for each tetrahedron; In this terms, Defor(M, T ) is the algebraic variety:
Note that Defor(M, T ) ⊂ (C \ {0, 1}) 12n , because of the internal relations L c . This remark will be important later on. We now display the equations for the figure eight knot complement. The triangulated structure (see section 2) associated with the figure eight knot complement is made of two tetrahedra decorated by the coordinates (u ij ) i =j∈{1,...,4} (resp. (v ij ) i =j∈{1,...,4} ) with cross-ratio relations defined as the roots of the system L c 1 = 0 (resp. L c 2 = 0) :
, and gluing edge (resp. face) relations defined as the roots of the system L e = 0 (resp. L f = 0) : We set Z = {u ij , v i,j , i = j ∈ {1, . . . , 4}}.
3.3. Overview of the computations. Theoretically, the theorem could be proven using a prime decomposition of the ideal
Indeed, as Defor(M, T ) is the zeroes set of this ideal, a prime decomposition would give the three components and we would be able to check their properties. However, our system depends on 12n variables (24 variables in the case of the figure eight knot complement) and is of rather high degree (degree 6 for some equations for the figure eight knot complement). So we are far beyond the scope of the state of the art algorithms of prime decomposition.
We will use the shape of the equations to simplify the system. The method we present is rather general for this kind of systems up to some points (number of factors in some polynomials). It could be applied, in principle on numerous systems with the same properties. For example, it can replace the one used in [11] . Before explaining our method, let us define one more object: forbidden points.
Denote by
. It may seem useless at this point as this is contained in the internal relations. But recall that we will eliminate a lot of variables through projections. During these projections, as said before, some spurious components (i.e. all included in forbidden points) may appear. So we will always keep the equations defining the forbidden points and saturate our ideals by these equations. This will lower the number of components and ease the computations.
Here are the steps of our method:
• Step A: elimination. We iteratively detect equations in S D which are affine in a variable, i.e. of the form
and with the additional condition that D z (X) cancels only at forbidden points. We can then substitute z by 
We also want to keep in mind the forbidden points. So denote by Putting this in a diagram, we have :
Dx(y) , y ← y.
•
Step B: splitting. In I Y , we find a polynomial
By construction, as Defor(M, T ) does not contain forbidden points, we then get Defor(M,
We can even further saturate our ideals, in order to avoid the same component appearing twice. We perform cascading saturations for some permutation σ of the indices: we iteratively compute (algorithm 
• Step C: further elimination. The ideals I Y,i are still too big to perform directly a prime decomposition. So, for each I Y,i , we apply once again step A. We may even try to iteratively apply Steps A and B and so on, but in our case, a single additional pass of Step A turns out to be enough. So we explain only this single pass. Indeed, for each I Y,i , we find a polynomial that is affine in one of the variables and, moreover, can be written a i (z)y + b i (z) with z ∈ Y i = Y \ {y} and a i (z) only vanishing at forbidden points. We stress that the suitable variable y to eliminate depends on the different ideals I Y,i .
The result of Step A is then an ideal
) and a set of polynomials F Y i (defining the forbidden points of V (I Y i )) such that we get:
and get the diagram similar to the previous one:
Beware that the different projections π Y i are only defined on their respective component D i and do not land in the same space, as the last eliminated variable may differ for different components.
• Step D: Prime decomposition. At this stage, each ideal I Y i belongs to the scope of a Prime Decomposition algorithm (named here algorithm [η]). Doing so, we extract the Q-irreducible components or just a check that the I Y i is prime. We denote by I Y i ,k the different prime ideals appearing in the decomposition of I Y i .
The Steps A to D are general functions that also have been applied for other computations, for example for computing unipotent solutions for many cases of varieties with a triangulation involving up to 4 tetrahedra ( [11] ).
At this point, we have a decomposition of Defor(M, T ) in components, for which we have a prime decomposition. Proving the theorem for this decomposition is now just a matter of checking properties and here the method is very specific to the figure eight knot complement. Other manifolds M may give other behaviors. In particular, it turns out in our case that, at this step, each ideal I Y i has a component principal and prime and maybe another component of lesser dimension and which is redundant:
• Specific Step 1: irreducibility and smoothness Check that for each i there is a unique prime ideal of maximal dimension among the prime factors. We denote here by I Y i ,1 this prime factor. Check that Defor(M, T ) is included in the union of the π
. In other terms, the components of lesser dimension are redundant. Then check that each 
Explicit computations for the Figure Eight Knot complement.
We now review the different steps in the case of the figure eight knot complement. We indicate the choices that can be done to ensure the completion of our method. Beware that the feasibility of the computations depends on these choices. For example, there are choices of the eliminated variables in
Step A that lead to unfeasible computations. Let us mention that the reader may find the Maple worksheet where this computation is implemented: see [10] .
3.4.1.
Step A. We apply step A on 
Moreover the ideal I Y is generated by 3 polynomials in Q[Y ] of maximal degree 5 in each variable, which are too large to be printed here. Neither do we print F Y which is quite large and easy to compute using a simple substitution and some factorizations.
Note that π Y is not simplified here, the expression having only variables of Y in the left sizes of the equations being a little too large to be printed in this article.
3.4.2.
Step B. We are looking for a polynomial in I Y that may be factorized. As said before, I Y is generated by 3 polynomials. Computing the gcd in Q[v 1,4 , u 4,3 , v 4, 3 ] of all the resultants of 2 of these 3 polynomials wrt v 3, 4 we then obtain a polynomial that belongs to I Y and factorizes into 3 factors. We use this polynomial as P Y and get the three factors: As mentioned in the above section, the efficiency of the "cascading saturations" of step [B] strongly depends on the numbering of these factors. In the present case, a favorable permutation of the indices is σ(1) = 2, σ(2) = 1 and σ(3) = 3, other permutations might drive to infeasible computations.
We thus set I 
3.4.3.
Step C. For each of these three ideals, we want to eliminate one more variable. Here are the affine polynomials we use (checking each time that the leading coefficient only vanishes at forbidden points): 
is the union of 3 Q-irreducible algebraic varieties of dimension 2.
We check that the three ideals I Showing that, in addition, the H i are not singular outside the forbidden points is a straightforward application of the algorithms [α] and [γ]: the ideal generated by the partial derivatives of H i , once saturated by F Y i , is trivial.
3.4.6. Specific Step 2. We complete the computations by a direct application of algorithm [α] in order to show that I Y 1 + I Y 2 + I Y 3 is non trivial and zero-dimensional.
3.5. Details on algorithm [θ] . In this section we give more details on the algorithm [θ] which is not available in usual computer algebra systems.
Algorithm
is not present in most of computer algebra systems since they don't know, in general, how to perform exact operations in C. On the other hand, most computer algebra systems implements algorithms for factorizing in Q[X, . . . , X n ] or even Q(α)[X 1 , . . . , X n ] where α is any algebraic number defined by a Q-irreducible polynomial.
A first way to avoid this problem is to use the specific form of the H i 's. Indeed, all three of them are quadratic in one variable. An elementary and careful examination, which mostly reduces to computing discriminants and checking they are not squares, leads to the proof those polynomials are irreducible over C.
More generally, a method for factorizing a polynomial P over C is to find a number field Q(α) such that all its factors belong to Q(α)[X 1 , . . . , X n ]. Given a suitable α defined by its minimal polynomial (with coefficients in Q) the factorization in Q(α)[X 1 , . . . , X n ] can be performed by most computer algebra systems. Some methods for finding such a suitable α are reviewed in [19] , including the algorithm implemented in our worksheet.
Eigenvalues of peripheral representations
Given the triangulated structure associated with the figure eight knot complement, the meridian and the longitude are computed from the Snappea triangulation. The corresponding diagonal entries of the holonomy matrices are [11] : Eliminating all the variables but {L, L , M, M } by means of Gröbner bases and similar factorization tricks as for the computation of Defor(M, T ), we get that :
The eigenvalues over the component D 1 are more complicated to describe. The Gröbner basis of ( 
4.2.
Where are some already known representations ? Some representations are already known, more precisely the boundary-unipotent ones, i.e. those for which the images of l and m are unipotent. These representations were found in [11] . Algebraically, we add the conditions L = L * = M = M * = 1. Once a point in Defor(M, T ) is known, it is an easy task to decide whether it belongs to D 1 , D 2 or D 3 : just plug the coordinates in the polynomials defining these three components and check which one vanishes.
Here are the representations found in [11] and where they live:
• The monodromy of the complete hyperbolic structure on the complement of the figure-eight knot and its complex conjugate representation correspond to points of
is one root of f 1 , then
is a point of Defor(M, T ), corresponding to this monodromy or its complex conjugate. In other terms, D 1 is the geometric component of Defor(M, T ).
• Setting:
one gets two other points in Defor(M, T ). They correspond to a discrete representation of the fundamental group of the complement of knot in PU(2, 1) with faithful boundary holonomy. Moreover, its action on complex hyperbolic space has limit set the full boundary sphere [8] . Both these point also belong to the geometric component
These two points belong to Defor(M, T ) and correspond to representation in PU(2, 1). It turns out that they belong to D 3 .
• Consider now the inverse of γ ± : 1/γ ± = − √ 7,nd define:
These two points belong to Defor(M, T ) and correspond to representation in PU(2, 1). It turns out that they belong to D 2 .
All solutions were already obtained in [8] . Moreover the solutions that belong to D 2 or D 3 correspond to spherical CR structures with unipotent boundary holonomy of rank one [7] .
Moreover, in [7] , it was shown that there exists a non-inner automorphism τ of the group Γ 8 that sends a representation appearing in the third point above to a representation appearing in the fourth point. It is known that, on the hyperbolic structure, this automorphism correspond to a change of orientation, that is it acts as complex conjugation. It proves that the action of τ on the representation variety exchange the last two components and preserves the first one. This fact is presented in a more concrete way in the following section 5.
4.2.1. Hyperbolic solutions -A-polynomial. We may now look after the representations coming from PGL(2, C), which we call hyperbolic solutions. Indeed, the hyperbolic conditions : u 12 = u 21 = u 34 = u 43 , v 12 = v 21 = v 34 = v 43 on the parameters is equivalent to the fact that the holonomy representation associated to these parameters has its image lying in Ad(PGL (2, C) ). These conditions simplify a lot the equations and give the 1-dimensional complex variety
We then obtain
It appears that all hyperbolic solutions lie in the first component. Eliminating x and y between L and M with the condition x 2 y 2 = (1 − x)(1 − y) gives the condition (called A-polynomial):
Note that this A-polynomial is not the classical one for the group SL(2, C) but is the same as the one independently found by C. Zickert [23] .
Note that hyperbolic and CR-solutions in the first component intersect in a 1-dimensional variety, namely the real part of the hyperbolic solutions. Those are, from a geometric point of view, degenerate as the group PGL(2, R) is not linked to a 3-dimensional geometry.
Deforming representations: another way to parametrize the components
Having found a specific representation ρ : Γ 8 → SL(3, C) by algebraic means, there is a complementary method we can often use to determine the component V of the variety containing ρ. We apply this procedure to a representation in each of the three components found in the previous section. As a product, we get an explicit parametrisation of the representations, i.e. an explicit parametrisation of matrices generating the representation, at least for a Zariski-open subset of the studied component. This information is of course very valuable for the study of the representations found, as in [7] .
The procedure may be broken down into four steps, which we now describe briefly; a detailed account of the method is given in [4] . Repeated use is made of the LLL algorithm [16] for finding an algebraic number of low degree, close to a number given numerically to high precision. For ease of exposition, we shall assume that V has dimension 2; in advance we might not know this dimension, but usually with experimentation it quickly becomes evident. Also, the dimension of the Zariski tangent space at ρ ( [5] ) provides an upper bound for the dimension of V.
(i) First, we perturb the images of the group generators under ρ slightly, and use these perturbed matrices as a starting point for Newton's method in conjunction with the group relators, so as to converge numerically to a representation σ. If the original representation ρ is not isolated, σ will typically be some generic representation close to ρ; however, by carefully imposing extra constraints one can "steer" the Newton process so that σ has some specified character. In this way we can obtain a finite array of representations {σ ij } such that for each generator g k of Γ 8 the traces of the matrices α ij = σ ij (g k ) form a suitable array of (numerical approximations to) rational numbers. Of course the matrix α ij depends on the index k of g k , but to avoid excess of notation we omit mention of this index. (ii) Matrices β ij are chosen (independently of k) so that the conjugates α ij = β −1 ij α ij β ij have entries that are all algebraic. This is always possible, owing to the fact that V is an algebraic set; in practice we desire that the degrees of these algebraic numbers should be as small as possible.
(iii) So far, for each group generator g k we have a two-dimensional array of matrices α ij whose entries are numerical approximations to elements of a number field F ij . We choose a suitable basis for F ij over the field of rationals, noting that the field depends on the parameters i, j. Next, LLL allows us to emerge from the world of numerical approximations to that of exact quantities by guessing an expression for each matrix entry as a linear combination of basis elements. Of course we wish also to be freed from the discrete coordinates (i, j) to general (complex) coordinates (u, v) for the variety V, and this is achieved, up to judicious guesswork, by means of polynomial interpolation across the (i, j)-lattice. (iv) The reader will note that guesswork has been employed at several points of this procedure, and that substantial use was made of numerical approximations to algebraic numbers. However, we have arrived at a function Φ that associates to each generator g k of Γ 8 an exact matrix, whose entries lie in an algebraic extension of Q(u, v), where u, v are independent transcendentals. Using software such as Mathematica or Maple, it is relatively straightforward to verify by formal manipulation that the matrices Φ(g k ) satisfy the group relations, i.e. that Φ extends to a representation of Γ 8 . Following the nomenclature of M. Culler and P. Shalen, we call Φ the tautological represention of Γ 8 associated to V. A tautological representation depends of course on a chosen parametrization, i.e. a coordinate system for the variety; also, two matrix representations are considered to be equivalent if they agree up to postmultiplication by an inner automorphism of the target linear group.
The method just described would appear at first sight to be remarkably ad hoc; however, it often works well. It was applied to three representations ρ 1 , ρ 2 , ρ 3 given in §4.2 -one in each of the components found in the previous section. It produces tautological representations R i (i = 1, 2, 3) of the figureeight knot group Γ 8 into SL (3, F) , where the field F is an algebraic extension of Q(u, v). Our brief descriptions of the salient properties of the R i are given mostly without proof; however, the reader can check most of them with the aid of suitable computer algebra software. These form a complex conjugate pair, corresponding to the complete hyperbolic structure on the figure-eight knot complement. The deformation space of the complete structure has one complex dimension, as in the classical PSL(2, C) case.
5.2.
The other two components, R 2 and R 3 . For the other two varieties, we choose the standard "parabolic" presentation (
Our first observation is that R 2 and R 3 satisfy the same relationships with regard to automorphisms of the knot group Γ 8 as those set out in Proposition 9.2 of [7] . In particular, if τ : Γ 8 → Γ 8 is the (non-inner) automorphism determined by the assignments a → a −1 b a , b → b, then R 3 agrees with R 2 • τ up to conjugation by a matrix in GL(3, F).
Secondly, the image of R 2 (also that of R 3 ) is a copy of the independently of u , v, from which it follows immediately that R 2 (c) has order 4. Moreover, one can verify that the images under R 2 of a c , c a c each have order 3. Since a , c generate the knot group Γ 8 , the result follows by taking α = R 2 (a c) , β = R 2 (c a c) −1 , γ = R 2 (c). It was previously known that the images of the representations ρ 2 , ρ 3 were isomorphic to T (3, 3, 4), see [7] .
5.3.
A focus on the PU(2, 1) case. As studied e.g. in [7] , the representations with image inside the real group PU(2, 1) may carry interesting geometric properties. So we seek representations preserving Hermitian forms. In the case of the first component R 1 , the following condition on traces holds: tr(A) = tr(a) , tr(B) = tr(b) . In particular, we note that since tr(B) = tr(b) = v, the parameter v is forced to be real for such representations. Then, from tr(A) = tr(a), we obtain Substituting u = x + iy , v = x − iy (x , y ∈ R) in the expression for ∆(u, v), we obtain (with mild abuse of notation) ∆(x, y) = −x 4 − y 4 − 2x 2 y 2 − 24xy 2 + 8x 3 − 16x 2 − 16y 2 + 16 .
We have therefore established that representations respecting Hermitian forms occur in the bounded complementary regions in the (x, y)-plane of the curve ∆(x, y) = 0, see Figure 4 . The SU(3) representations lie in the central complementary region, and the SU(2, 1) representations lie in the three petals. Corresponding Hermitian representations occur also on the curve itself, except for singularities at the three self-intersection points of the curve, where representations are not defined. The quantity ∆ has geometric significance in that it is related to the Brehm shape invariant [3] of the triangle in the associated homogeneous space (complex projective plane CP 2 or complex hyperbolic plane CH 2 ), whose vertices are the fixed points of the elliptic isometries α , β , γ. 
