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The paper gives full details of the computation within the canonical formalism of Arnowitt, Deser,
and Misner of the local-in-time part of the fourth post-Newtonian, i.e. of power eight in one over
speed of light, conservative Hamiltonian of spinless compact binary systems. The Hamiltonian
depends only on the bodies’ positions and momenta. Dirac delta distributions are taken as source
functions. Their full control is furnished by dimensional continuation, by means of which the
occurring ultraviolet (UV) divergences are uniquely regularized. The applied near-zone expansion of
the time-symmetric Green function leads to infrared (IR) divergences. Their analytic regularization
results in one single ambiguity parameter. Unique fixation of it was successfully performed in
T. Damour, P. Jaranowski, and G. Scha¨fer, Phys. Rev. D 89, 064058 (2014) through far-zone
matching. Technically as well as conceptually (backscatter binding energy), the level of the Lamb
shift in quantum electrodynamics is reached. In a first run a computation of all terms is performed in
three-dimensional space using analytic Riesz-Hadamard regularization techniques. Then divergences
are treated locally (i.e., around particles’ positions for UV and in the vicinity of spatial infinity for IR
divergences) by means of combined dimensional and analytic regularization. Various evolved analytic
expressions are presented for the first time. The breakdown of the Leibniz rule for distributional
derivatives is addressed as well as the in general nondistributive law when regularizing value of
products of functions evaluated at their singular point.
I. INTRODUCTION
In the early days of Einstein’s theory of gravity, the
theory of general relativity as Einstein coined it, the
weak-field and slow-motion expansion of the field equa-
tions, nowadays known as post-Newtonian (PN) expan-
sion, played a crucial role already. The first post-
Newtonian (1PN) approximation revealed a convincing
understanding of the perihelion advance of Mercury [1].
Later on, in 1919, the light bending at the limb of the
Sun was measured in agreement with the 1PN predic-
tion of Einstein’s theory [2, 3]. A rich 1PN scenario
came up with the discovery of the Hulse-Taylor binary
pulsar PSR B1913+16 in 1974, where after four years
of observation even the dissipative two-and-a-half post-
Newtonian (2.5PN) effect could be measured in agree-
ment with general relativity in the form of energy loss
through gravitational radiation damping [4]. Also the
precession of the proper angular momentum (spin) of the
pulsar PSR B1913+16 from spin-orbit coupling, a 1PN
or 1.5PN effect according to the counting of the spin as
of 0PN or 0.5PN order, respectively, could be seen [5].
The discovery of the double pulsar system J0737−3039
in 2003 allowed measurements of even more 1PN effects
than with the Hulse-Taylor binary pulsar [6]. Also in the
solar system and in the gravitational field of the Earth
the 1PN approximation is crucial [7, 8]. In the observa-
∗ p.jaranowski@uwb.edu.pl
† gos@tpi.uni-jena.de
tion of the Hulse-Taylor pulsar, even 2PN measurement
accuracy has been achieved in the periastron advance [9],
deduced for the first time in [10] with full details given in
[11]. In the long-term run, the observation of the double
pulsar system is likely to allow detailed measurements of
conservative 2PN and dissipative 3.5PN effects [6, 12–14].
On the other side, in the coming years gravitational-wave
astronomy will come to operation through advanced (or
second-generation) LIGO and Virgo observatories [15, 16]
and the cryogenic KAGRA detector (formerly known as
LCGT) [17]. Even more sensitive third-generation de-
tectors, like ET [18], are already under consideration.
Then still higher-order PN effects will become important.
Great efforts have already been undertaken in the precise
data analysis of possible wave forms (see, e.g., [19–22]),
and as well as in the computation of the orbital and spin
dynamics through higher PN orders including the gravi-
tational wave emission (see, e.g., [23–30]).
The complete conservative third post-Newtonian
(3PN) binary dynamics has been fully achieved for the
first time in 2001 [31], based on earlier work [32–35],
rooted in the canonical formalism of Arnowitt, Deser,
and Misner (ADM) with application of a coordinate sys-
tem of maximal isotropy in three-dimensional space [36].
Around 2004 and later in 2011 the final results of [31–
35] became fully confirmed [37–40], in using completely
different techniques but yet all with the employment of
harmonic coordinate conditions. Let us stress that the
rather tedious (but much easier than reported in the
present paper) calculations performed in [31–35] were
not just a matter of straightforward computational ef-
2forts. The standard regularization Hadamard “partie-
finie” technique together with the Hadamard “partie-
finie” based Riesz analytic continuation supplemented by
the Schwartz distribution theory in (3+1)-dimensional
space-time resulted in ambiguities [32, 33], which yet
could be parametrized by two variables only, ωs and ωk
[34] (for a detailed presentation of the mentioned tech-
niques, see [41] and Appendix A of the present paper).
Matching to the Brill-Lindquist initial value solution for
a two-black-hole system [42], a solution which was shown
derivable from “fictitious” point-mass sources of Dirac
δ-function type (one for each black hole) [43], brought
out (by the very definition of ωs) ωs = 0 [33, 34], and
implementation of Lorentz invariance in the form of ful-
fillment of the Poincare´ algebra resulted in ωk = 41/24
(see [35] and Sec. IX of the present paper). Another pro-
cedure to obtain ωs = 0 could have been to insist on the
“tweedling of products” structure in the course of com-
putation of regularized value of the product of singular
functions (see [33, 44] and Appendix A4 of the current
paper) or, connected herewith, by taking just the finite
terms (without limiting procedure) in the two-body re-
striction of the many-body static potential derived in
[45]. Only by making use of the technique of dimen-
sional regularization a uniform treatment was achieved
in Ref. [31], with confirmation of the numerical values
for ωs and ωk found earlier (a summary of the applied
dimensional-regularization techniques is presented in [46]
and in Appendix A below). For extensive application of
the dimensional regularization in the generalized ADM
formalism for spinning compact binaries the reader may
consult [28].
It might be worth comparing the derivation of the
3PN ADM Hamiltonian in [31–35] with the history of
the harmonic-coordinate-based calculations, which led
to the results achieved in [39], where finally also di-
mensional regularization played the crucial role. In
the papers [47, 48] a manifest Lorentz-invariant “ex-
tended” Hadamard regularization procedure was devel-
oped, which allowed the calculation of the 3PN binary
dynamics with only one ambiguity parameter λ. The
comparison, for circular motion, of energy in terms of or-
bital angular frequency (which is a coordinate-invariant
or gauge-invariant relation) revealed the relation λ =
−3ωs/11− 1987/3080 [49]. Evidently, the application of
the Poincare´ algebra in [35] is the equivalent of the man-
ifest Lorentz invariance in [47, 48]. However, as shown
in [39], the extended Hadamard regularization proce-
dure, being incompatible with Schwartz distribution the-
ory [see, e.g., Eqs. (7.17) and (8.34) in [47], which should
be compared with Eqs. (A90b) and (A92b), respectively,
of our paper], could not be made compatible with di-
mensional regularization [see, e.g., Sec. III D in [39]].
Therefore all terms of the extended Hadamard procedure
different from the standard Hadamard (“pure Hadamard-
Schwartz” in [39]) ones, had to be traced back to their
origins and eliminated [see, e.g., Eq. (3.55) in [39]] before
dimensional generalization and regularization could be
employed. There exists another derivation of the 3PN bi-
nary dynamics in harmonic coordinates made in [40], us-
ing an effective field theory approach with space-Fourier
transformed fields, which was from the very beginning
put on a (d+1)-dimensional space-time footing with di-
mensional regularization.
It is interesting to note that the still other derivation
of the 3PN binary dynamics in [37, 38], based on the
Einstein-Infeld-Hoffmann surface integral technique [50],
is a purely (3+1)-dimensional one. The used surface-
integral technique allowed a manifest Lorentz-invariant
calculation with surface integrals defined in the smooth
vacuum regime. Divergent integrals entered only on tech-
nical reasons in simplifying computations. (In the paper
by Einstein, Infeld, and Hoffmann [50] the field singu-
larities were already seen in correspondence with Dirac
δ-functions, though their treatment as full field sources
had had to await for later developments in the form of
Infeld’s “good δ-functions,” see, e.g., the book by Infeld
and Pleban´ski [44].) Remarkably, the Brill-Lindquist ini-
tial value solution in (3+1)-dimensional space-time men-
tioned above has originally been obtained from the pure
vacuum Einstein field equations without facing any phys-
ical or geometrical divergences [42].
The fourth post-Newtonian (4PN) conservative dy-
namics of two-point-mass systems has been completed
only quite recently [51], based on previous calculations
[52, 53]. The results of Refs. [51–53] were in part con-
firmed by [54–57] (see also [58, 59]). The present paper,
announced in [51], delivers the details of the involved
computations of the 4PN conservative two-point-mass
ADM Hamiltonian, where ultraviolet (UV) and infrared
(IR) divergences have to be tackled simultaneously and
where a mixed dimensional-analytic regularization treat-
ment is needed to be applied (like in [60]). Pure dimen-
sional regularization allows one to control UV divergences
only and Refs. [52, 53] have uniquely regularized all UV
divergences. Regularization of IR divergences turned out
to be ambiguous (what is discussed in the present paper)
and this ambiguity was resolved in Ref. [51] by taking
into account the breakdown of a usual PN scheme (based
on a formal near-zone expansion) due to infinite-range
tail-transported temporal correlations found in Ref. [61].
Reference [51] showed that the total 4PN conservative
Hamiltonian is the sum of instantaneous (local-in-time)
near-zone Hamiltonian and time-symmetric but nonlocal-
in-time tail Hamiltonian. The present paper is devoted
to details of computation of the 4PN near-zone local-in-
time Hamiltonian. A rather nontrivial application of Ref.
[51] to 4PN-accurate generalization of effective-one-body
approach to compact binary dynamics has been worked
out in Ref. [62] already.
Since the seminal work by ’t Hooft and Veltman [63],
dimensional regularization (for history see [64]) has be-
come very popular in quantum field theory (see, e.g.,
[65]). Even the famous Lamb shift with simultane-
ously occurring UV and IR divergences found its elegant
computation by applying dimensional regularization [66].
3However, whereas UV divergences are nicely controlled
by dimensional regularization, IR divergences can pose
problems (see, e.g., Refs. [67, 68]). This also happens in
our approach with the final solution indicated above. It
is worth pointing out that also the Lamb shift calcula-
tion of Ref. [66] shows up an undefined constant in the IR
sector, which gets fixed by some dimensional matching.
A short overview of the various sections will give the
reader some help in orientation. Section II presents the
ADM formalism for two-point-mass systems developed in
(d + 1)-dimensional space-time. It also gives the tran-
sition to the Routhian functional which is crucial for
the obtention of Hamiltonian which depends on matter
variables only. Section III expands the nonpropagating
part of the ADM structure for two-point-mass systems
through 4PN order. It ends with the formulas for the
4PN-accurate reduced Hamiltonian. Section IV is con-
cerned with the derivation of field equations for the prop-
agating degrees of freedom valid to the next-to-leading
order (which is enough for our purposes). It also in-
cludes the formal near-zone (and thus PN) expansion of
the time-symmetric solution of field equations. Section
V develops the 4PN-accurate Routhian functional, with-
out expanding propagating degrees of freedom into the
PN series. Section VI presents the 4PN-accurate conser-
vative Hamiltonian dependent on matter variables only,
with still non-PN-expanded propagating degrees of free-
dom. Section VII gives the 4PN-exact near-zone conser-
vative matter Hamiltonian with fully PN-expanded prop-
agating degrees of freedom. Section VIII delivers some
details of the computation and regularization of integrals,
taking into account the various appendices, and presents
the fully explicit result for the total 4PN-accurate mat-
ter conservative Hamiltonian. Section IX is devoted to
checks with the aid of the Poincare´ algebra. All technical
calculational details are shifted to three appendices. Ap-
pendix A is devoted to all regularization procedures used.
Appendix B gives a variety of needed inverse Laplacians.
Finally, Appendix C presents field functions in fully ex-
plicit forms.
We employ the following notation: x = (xi) (i =
1, . . . , d) denotes a point in the d-dimensional Euclidean
space Rd endowed with a standard Euclidean metric and
a scalar product (denoted by a dot). Spatial latin indices
run through 1, . . . , d, and space-time greek indices vary
from 0 to d. Letters a and b (a, b = 1, 2) are particle
labels, so xa = (x
i
a) ∈ Rd denotes the position of the
ath point mass. We also define ra := x − xa, ra := |ra|,
na := ra/ra; and for a 6= b, rab := xa − xb, rab := |rab|,
nab := rab/rab; | · | stands here for the Euclidean length of
a vector. The linear momentum vector of the ath particle
is denoted by pa = (pai), and ma denotes its mass pa-
rameter. An overdot, as in x˙a, means differentiation with
respect to time coordinate t. The partial differentiation
with respect to xi is denoted by ∂i or by a comma, i.e.,
∂iφ ≡ φ,i, and the partial differentiation with respect to
xia is denoted by ∂ai. We abbreviate Dirac delta distri-
bution δ(x− xa) by δa (both in d and in 3 dimensions);
it fulfills the condition
∫
ddx δa = 1. Flat d-dimensional
Laplacian is denoted by ∆d, whereas ∆ (without any
subscript) is reserved for Laplacian in d = 3 dimensions.
Extensive use has been made of the computer algebra
system Mathematica.
II. THE ADM CANONICAL FORMALISM
IN d SPACE DIMENSIONS
We consider here a system of two point masses, i.e.
monopolar, pointlike bodies, which interact gravitation-
ally according to general relativity theory. We model
point masses by means of Dirac delta distributions δa.
LetD := d+ 1 denote the (analytically continued) space-
time dimension. The ADM canonical approach [36] uses
a d + 1 split of the coupled gravity-plus-matter dynam-
ics and works with the pairs of the canonical variables:
positions xa and momenta pa of point masses, and for
the gravitational field the space metric γij = gij induced
by the full space-time metric gµν on the hypersurface
t = const, and its conjugate momentum πij = πji.
The full Einstein field equations in D dimensions in an
asymptotically flat space-time and in an asymptotically
Minkowskian coordinate system, written in the canonical
variables introduced above, are derivable from the Hamil-
tonian [69] (in units where 16πGD = c = 1, with GD de-
noting the generalized Newtonian gravitational constant
and c the speed of light)
H =
∫
ddx (NH−N iHi)
+
∮
i0
dd−1Si ∂j(γij − δijγkk) , (2.1)
where N and N i are called lapse and shift functions and
the super-Hamiltonian H and super-momentum Hi are
defined as follows:
H(xa,pa, γij , πij) := √γN2
(
T 00 − 2G00) , (2.2a)
Hi(xa,pa, γij , πij) := √γN
(
T 0i − 2G0i
)
. (2.2b)
Here T µν and Gµν denote the energy-momentum and the
Einstein tensor, respectively, and γ is the determinant of
the d-dimensional matrix (γij). In the surface integral
in (2.1) i0 denotes spacelike infinity and dd−1Si is the
(d − 1)-dimensional out-pointing surface element there.
In terms of lapse and shift functions, the space-time line
element reads (we employ signature d− 1, x0 = t)
ds2 = gµνdx
µdxν
= −N2(dx0)2 + γij(dxi +N idx0)(dxj +N jdx0).
(2.3)
The lapse and shift functions are Lagrangian multipli-
ers only and deliver the famous Hamiltonian and momen-
tum constraint equations of the Einstein theory,
H = 0, Hi = 0. (2.4)
4The fulfillment of the constraint equations together with
d+1 additional (independent) coordinate conditions, see
Eqs. (2.6) below, reduces the total Hamiltonian of Eq.
(2.1) to the reduced one, Hred, which obviously is a pure
surface expression. This is the ADM Hamiltonian which
evolves the independent dynamical degrees of freedom of
the total system. Here the lapse and shift functions are
not involved at all, only the space-asymptotic numerical
value 1 of the lapse function enters. The lapse and shift
functions are to be calculated by making use of the coor-
dinate conditions within the remaining set of the Einstein
field equations.
The dimensionally continued constraint equations
(2.4) written for the two-point-mass system read
√
γ R =
1√
γ
(
γik γjℓ π
ij πkℓ − 1
d− 1(γij π
ij)2
)
+
∑
a
(m2a + γ
ij
a pai paj)
1
2 δa, (2.5a)
−2Dj πij =
∑
a
γija paj δa. (2.5b)
Here R denotes the space curvature of the hypersurface
t = const, γija := γ
ij
reg(xa) is the finite part of the inverse
metric γij (γijγjk = δ
i
k) evaluated at the particle po-
sition (which can be perturbatively and unambiguously
defined, see Appendix A4 of the current paper), and Dj
is the d-dimensional covariant derivative (acting on a ten-
sor density of weight one). Let us note that the source
terms of both constraint equations are proportional to
Dirac δ-functions.
We employ the following ADM transverse-traceless
(TT) coordinate conditions, resulting in irreducible
canonical field variables,
γij =
(
1 +
d− 2
4(d− 1)φ
)4/(d−2)
δij +h
TT
ij, π
ii = 0, (2.6)
where the metric function hTTij is a symmetric TT quan-
tity, i.e.
hTTii = 0, ∂jh
TT
ij = 0, (2.7)
and the field momentum πij is split into its longitudinal
and TT parts, respectively
πij = π˜ij + πijTT. (2.8)
The longitudinal part of the field momentum can be ex-
pressed in terms of a vectorial function V i,
π˜ij = ∂iV
j + ∂jV
i − 2
d
δij∂kV
k, (2.9)
and the TT part satisfies conditions analogous to (2.7),
πiiTT = 0, ∂jπ
ij
TT = 0. (2.10)
After solving [with the usage of the coordinate con-
ditions (2.6) and by a perturbative expansion] the con-
straints (2.5) with respect to the longitudinal variables
φ and π˜ij , we plug these solutions (expressed in terms
of xa, pa and h
TT
ij , π
ij
TT) into the right-hand side of Eq.
(2.1). This way we get the reduced ADM Hamiltonian of
the total matter-plus-field system, which can be written
in the form
Hred
[
xa,pa, h
TT
ij , π
ij
TT
]
= −
∫
ddx∆dφ
[
xa,pa, h
TT
ij , π
ij
TT
]
. (2.11)
This Hamiltonian describes the evolution of the matter
and independent gravitational field variables. The equa-
tions of motion of the bodies read
x˙a =
∂Hred
∂pa
, p˙a = −∂Hred
∂xa
, (2.12)
and the field equations for the independent degrees of
freedom have the form
∂
∂t
hTTij = δ
TTkl
ij
δHred
δπklTT
,
∂
∂t
πijTT = −δTTijkl
δHred
δhTTkl
,
(2.13)
where the d-dimensional TT-projection operator is de-
fined by
δTTijkl :=
1
2
(δikδjl + δilδjk)− 1
d− 1δijδkl
− 1
2
(δik∂jl + δjl∂ik + δil∂jk + δjk∂il)∆
−1
d
+
1
d− 1(δij∂kl + δkl∂ij)∆
−1
d
+
d− 2
d− 1∂ijkl∆
−2
d . (2.14)
In the current paper we are interested only in conser-
vative dynamics of the matter-plus-field system and we
want to describe this dynamics in terms of only matter
variables xa and pa. An autonomous (thus conservative)
matter Hamiltonian can be obtained through the tran-
sition to a Routhian description. By means of the first
field equation (2.13) one expresses the TT part πijTT of
the field momentum as a function of matter variables xa,
pa and field variables h
TT
ij , h˙
TT
ij . Then the Routhian is
defined as
R
[
xa,pa, h
TT
ij , h˙
TT
ij
]
:= Hred
[
xa,pa, h
TT
ij , π
ij
TT
]
−
∫
ddxπijTTh˙
TT
ij . (2.15)
Finally the matter Hamiltonian reads
H(xa,pa) := R
[
xa,pa, h
TT
ij (xa,pa), h˙
TT
ij (xa,pa)
]
,
(2.16)
5where the field variables hTTij , h˙
TT
ij are replaced by solu-
tions of field equations, i.e. they are expressed in terms
of the matter variables and eventually their time deriva-
tives, which are in turn eliminated through lower-order
equations of motion (this procedure is equivalent to per-
forming a higher-order contact transformation [70, 71]).
The dependence in the right-hand side of Eq. (2.16)
of the field functions on the same position and momen-
tum variables as those being located outside the field ex-
pressions vitiates dissipation. For dissipation (radiation
damping) to be obtained, another set of (primed, say)
variables has to be used in the field expressions, cf. [14].
Because of our restriciton to the conservative dynam-
ics, we can iteratively solve the field equations by means
of the time-symmetric half-retarded plus half-advanced
Green function (see Sec. IV below), which from the very
beginning excludes dissipation.
III. THE 4PN-ACCURATE REDUCED
HAMILTONIAN
To compute the 4PN-accurate reduced Hamiltonian
given by Eq. (2.11) we have to perturbatively solve the
constraint equations (2.5) through 4PN order. To do this
we expand these equations into the PN series, i.e., into
series in powers in the inverse velocity of light, ǫ := 1/c.
We take into account that
ma ∼ O(ǫ2), pa ∼ O(ǫ3),
φ ∼ O(ǫ2), hTTij ∼ O(ǫ4),
π˜ij ∼ O(ǫ3), πijTT ∼ O(ǫ5). (3.1)
To compute the 4PN-accurate Hamiltonian we need to
expand the Hamiltonian constraint equation (2.5a) up to
the order ǫ12. It is convenient to put this equation in the
form solved for the (flat) Laplacian of the metric func-
tion φ. After long calculation we obtain (from here the
numbers written in subscripts within parentheses denote
the formal orders in ǫ)
∆dφ =
6∑
n=1
Φ(2n) +O(ǫ14), (3.2)
where Φ(2), . . . , Φ(12) are given by
Φ(2) = −
∑
a
maδa, (3.3a)
Φ(4) = −
∑
a
p2a
2ma
δa − d− 2
4(d− 1)φ∆dφ, (3.3b)
Φ(6) =
∑
a
(
(p2a)
2
8m3a
+
p2a
2(d− 1)maφ
)
δa − (π˜ij)2 + d− 2
d− 1φ,ijh
TT
ij , (3.3c)
Φ(8) =
∑
a
(
− (p
2
a)
3
16m5a
− (p
2
a)
2
4(d− 1)m3a
φ− (d+ 2)p
2
a
16(d− 1)2maφ
2
)
δa − 4− d
2(d− 1)φ(π˜
ij)2
+
{∑
a
paipaj
2ma
δa − d− 2
4(d− 1)2
(
(6− d)φφ,ij + 3φ,iφ,j
)}
hTTij +
3
4
(hTTij,k)
2 − 1
2
hTTij,kh
TT
ik,j + h
TT
ij ∆dh
TT
ij − 2π˜ijπijTT,
(3.3d)
Φ(10) =
∑
a
(
5(p2a)
4
128m7a
+
3(p2a)
3
16(d− 1)m5a
φ+
(d+ 6)(p2a)
2
32(d− 1)2m3a
φ2 +
(d+ 2)dp2a
96(d− 1)3maφ
3
)
δa − (10− 3d)(4− d)
16(d− 1)2 φ
2(π˜ij)2
+
{∑
a
(
− p
2
a
4m3a
− 1
(d− 1)maφ
)
paipajδa +
3(d− 2)
4(d− 1)3φφ,iφ,j +
(d− 2)(6− d)
8(d− 1)3 φ
2φ,ij − 2π˜ikπ˜jk
}
hTTij
− 5− d
4(d− 1)(∆dφ)(h
TT
ij )
2 − d− 3
d− 1φ,ijh
TT
ik h
TT
jk −
8− d
2(d− 1)φ,kh
TT
ij h
TT
ij,k +
4− d
d− 1φ,kh
TT
ij h
TT
ik,j
− 6− d
2(d− 1)φ
(
3
4
(hTTij,k)
2 − 1
2
hTTij,kh
TT
ik,j + h
TT
ij ∆dh
TT
ij
)
− 4− d
d− 1φπ˜
ijπijTT − (πijTT)2, (3.3e)
Φ(12) =
∑
a
(
−7(p
2
a)
5
256m9a
− 5(p
2
a)
4
32(d− 1)m7a
φ− 3(d+ 10)(p
2
a)
3
128(d− 1)2m5a
φ2 − (d+ 6)(d+ 2)(p
2
a)
2
192(d− 1)3m3a
φ3 − (d+ 2)d(3d− 2)p
2
a
1536(d− 1)4ma φ
4
)
δa
6+
(d− 3)(10− 3d)(4− d)
48(d− 1)3 φ
3(π˜ij)2 +
{∑
a
(
3(p2a)
2
16m5a
+
3p2a
4(d− 1)m3a
φ+
d+ 6
8(d− 1)2maφ
2
)
paipajδa +
d− 2
d− 1φπ˜
ikπ˜jk
− d
2 − 4
32(d− 1)4 φ
2
(
1
3
(6 − d)φφ,ij + 3φ,iφ,j
)}
hTTij +
(
(5− d)(10− d)
16(d− 1)2 φ∆dφ+
7− d
4(d− 1)2 (φ,k)
2
)
(hTTij )
2
+
{
−
∑
a
paipaj
2ma
δa +
d− 3
2(d− 1)2
(
3φ,i φ,j +
1
2
(10− d)φφ,ij
)}
hTTik h
TT
jk
+
10− d
4(d− 1)2φφ,kh
TT
ij
(
1
2
(8− d)hTTij,k − (4− d)hTTik,j
)
+
(6− d)(10 − d)
16(d− 1)2 φ
2
(
3
4
(hTTij,k)
2 − 1
2
hTTij,kh
TT
ik,j + h
TT
ij ∆dh
TT
ij
)
+ hTTij
(
1
2
hTTik,lh
TT
jl,k −
3
2
hTTik,lh
TT
jk,l + h
TT
ik,lh
TT
kl,j −
3
4
hTTkl,ih
TT
kl,j
)
− hTTik hTTkj ∆dhTTij + hTTij hTTkl
(
hTTik,jl − hTTij,kl
)
− (10− 3d)(4 − d)
8(d− 1)2 φ
2π˜ijπijTT − 4π˜ikhTTij πjkTT −
4− d
2(d− 1)φ(π
ij
TT)
2. (3.3f)
We also need to expand the momentum constraint equation (2.5b) up to the order ǫ9. This expansion reads
π˜ij,j = Π
i
(3) +Π
i
(5) +Π
i
(7) +Π
i
(9) +O(ǫ11), (3.4)
where Πi(3), . . . , Π
i
(9) are equal to
Πi(3) = −
1
2
∑
a
paiδa, (3.5a)
Πi(5) =
1
d− 1
(
1
2
φ
∑
a
paiδa − φ,j π˜ij
)
, (3.5b)
Πi(7) = −
d+ 2
16(d− 1)2φ
2
∑
a
paiδa +
d− 2
4(d− 1)2φφ,j π˜
ij +
1
2
hTTij
∑
a
pajδa + π˜
jk
(
1
2
hTTjk,i − hTTij,k
)
− 1
d− 1φ,jπ
ij
TT, (3.5c)
Πi(9) =
(d+ 2)d
96(d− 1)3φ
3
∑
a
paiδa − (d− 2)
2
16(d− 1)3φ
2φ,j π˜
ij − 1
d− 1φh
TT
ij
∑
a
pajδa
+
1
d− 1 π˜
jk
{
φ,kh
TT
ij + φ
(
hTTij,k −
1
2
hTTjk,i
)}
+
d− 2
4(d− 1)2φφ,jπ
ij
TT +
(
1
2
hTTjk,i − hTTij,k
)
πjkTT. (3.5d)
We use the ADM canonical approach in an asymptotically flat space-time and we employ asymptotically
Minkowskian coordinates. Therefore we have to assume that the functions which enter the formalism have the
following asymptotic behavior for r →∞ (see [69] for discussion of asymptotics in the d = 3 case):
φ ∼ 1
rd−2
, hTTij ∼
1
rd−2
, π˜ij ∼ 1
rd−1
, πijTT ∼
1
rd−1
. (3.6)
Making use of the above asymptotics and the expansion (3.2)–(3.3) of the Laplacian ∆dφ, after dropping many
total divergences which decay fast enough at spatial infinity (so they do not contribute to the Hamiltonian), the
4PN-accurate reduced Hamiltonian can be written as
Hred≤4PN
[
xa,pa, h
TT
ij , π
ij
TT
]
=
∫
ddx
(∑
a
maδa +
6∑
n=2
hred(2n)
(
x;xa,pa, h
TT
ij , π
ij
TT
))
, (3.7)
where the Hamiltonian densities hred(4) , h
red
(6) , . . . , h
red
(12) read
hred(4) =
∑
a
p2a
2ma
δa +
d− 2
4(d− 1)φ∆dφ, (3.8a)
7hred(6) =
∑
a
(
− (p
2
a)
2
8m3a
− p
2
a
2(d− 1)maφ
)
δa + (π˜
ij)2, (3.8b)
hred(8) =
∑
a
(
(p2a)
3
16m5a
+
(p2a)
2
4(d− 1)m3a
φ+
(d+ 2)p2a
16(d− 1)2maφ
2
)
δa +
4− d
2(d− 1)φ (π˜
ij)2
+
(
−
∑
a
paipaj
2ma
δa +
(d− 2)(d− 3)
4(d− 1)2 φ,i φ,j
)
hTTij +
1
4
(hTTij,k)
2, (3.8c)
hred(10) =
∑
a
(
−5(p
2
a)
4
128m7a
− 3(p
2
a)
3
16(d− 1)m5a
φ− (d+ 6)(p
2
a)
2
32(d− 1)2m3a
φ2 − (d+ 2)dp
2
a
96(d− 1)3maφ
3
)
δa +
(10− 3d)(4 − d)
16(d− 1)2 φ
2 (π˜ij)2
+
{∑
a
( p2a
4m3a
+
1
(d− 1)maφ
)
paipajδa − (d− 2)(d− 3)
4(d− 1)3 φφ,i φ,j + 2π˜
ikπ˜jk
}
hTTij
− d− 3
4(d− 1(∆dφ) (h
TT
ij )
2 +
d− 2
4(d− 1)φ,ijh
TT
ik h
TT
jk −
6− d
8(d− 1)φ(h
TT
ij,k)
2 +
4− d
d− 1φ π˜
ijπijTT + (π
ij
TT)
2, (3.8d)
hred(12) =
∑
a
(
7(p2a)
5
256m9a
+
5(p2a)
4
32(d− 1)m7a
φ+
3(d+ 10)(p2a)
3
128(d− 1)2m5a
φ2 +
(d+ 6)(d+ 2)(p2a)
2
192(d− 1)3m3a
φ3 +
(d+ 2)d (3d− 2)p2a
1536(d− 1)4ma φ
4
)
δa
− (d− 3)(10− 3d)(4 − d)
48(d− 1)3 φ
3 (π˜ij)2 +
{∑
a
(
− 3(p
2
a)
2
16m5a
− 3p
2
a
4(d− 1)m3a
φ− d+ 6
8(d− 1)2maφ
2
)
paipajδa
+
(d+ 2)(d− 2)(d− 3)
32(d− 1)4 φ
2φ,i φ,j − d− 2
d− 1φ π˜
ikπ˜jk
}
hTTij +
(
(d− 3)(10− d)
16(d− 1)2 φ∆dφ−
4− d
8(d− 1)2 (φ,k)
2
)
(hTTij )
2
+
(∑
a
paipaj
2ma
δa +
3(4 + 4d− d2)
16(d− 1)2 φ,i φ,j +
(6− d)(10 − d)
16(d− 1)2 φφ,ij
)
hTTik h
TT
jk +
(6− d)(10 − d)
64(d− 1)2 φ
2(hTTij,k)
2
− 1
2
hTTij
(
hTTik,l(h
TT
jk,l + h
TT
jl,k) +
1
2
hTTkl,ih
TT
kl,j
)
+ 4π˜ikhTTij π
jk
TT +
(10− 3d)(4− d)
8(d− 1)2 φ
2 π˜ijπijTT +
4− d
2(d− 1)φ (π
ij
TT)
2.
(3.8e)
In the next step we perform the PN expansion of the
field functions φ and π˜ij . From Eqs. (3.8) it follows that
to get the 4PN-accurate Hamiltonian we need to expand
the function φ up to O(ǫ10) and the function π˜ij up to
O(ǫ9),
φ = φ(2) + φ(4) + φ¯(6) + φ¯(8) + φ¯(10) +O(ǫ12), (3.9a)
π˜ij = π˜ij(3) + π˜
ij
(5) + ˜¯π
ij
(7) + ˜¯π
ij
(9) +O(ǫ11). (3.9b)
Equations (3.3) imply that the functions φ(2) and φ(4)
depend only on matter variables xa, pa, the function
φ¯(6) depends on matter variables and on h
TT
ij , whereas
the functions φ¯(8) and φ¯(10) depend both on xa, pa and
on hTTij , π
ij
TT. The leading-order and next-to-leading-
order functions π˜ij(3) and π˜
ij
(5) depend on matter variables
only; the functions ˜¯πij(7) and ˜¯π
ij
(9) depend on both matter
and TT field variables. The overbar in the functions φ¯(6),
φ¯(8), φ¯(10), ˜¯π
ij
(7), and ˜¯π
ij
(9) means that they depend on the
non-PN-expanded TT variables hTTij , π
ij
TT.
To obtain the equations fulfilled by the functions φ(2)
up to φ¯(10) we substitute Eqs. (3.9) into Eqs. (3.3) and
reexpand them with respect to ǫ. This way we first obtain
the Poisson equations for the functions φ(2) and φ(4),
which read
∆dφ(2) = −
∑
a
maδa, (3.10a)
∆dφ(4) =
∑
a
(
− p
2
a
2ma
+
(d− 2)ma
4(d− 1) φ(2)
)
δa, (3.10b)
where in the right-hand side of (3.10b) we have used
(3.10a). We have found it useful to split the function
φ(4) into two pieces,
φ(4) = −
1
2
S(4)1 +
d− 2
4(d− 1)S(4)2, (3.11)
8where S(4)1 and S(4)2 fulfill the following Poisson equa-
tions
∆dS(4)1 =
∑
a
p2a
ma
δa, ∆dS(4)2 = φ(2)
∑
a
maδa. (3.12)
In the case of the function φ¯(6) it is also convenient to
split it into two pieces,
φ¯(6)[x;xa,pa, h
TT
ij ] = φ(6)1(x;xa,pa)
+ φ¯(6)2[x;xa, h
TT
ij ], (3.13)
where the first piece φ(6)1 depends only on matter vari-
ables xa, pa, whereas the second piece φ¯(6)2 depends on
xa and (functionally) on h
TT
ij . The Poisson equation for
the functions φ(6)1 and φ¯(6)2 read [in their source terms
the Laplacians ∆dφ(2) and ∆dφ(4) were eliminated by
means of Eqs. (3.10)]
∆dφ(6)1 =
∑
a
{
(p2a)
2
8m3a
+
(d+ 2)p2a
8(d− 1)maφ(2) −
(d− 2)ma
8(d− 1)
(
S(4)1 +
d− 2
2(d− 1)
(
φ2(2) − S(4)2
))}
δa − (π˜ij(3))2, (3.14a)
∆dφ¯(6)2 =
d− 2
d− 1φ(2),ijh
TT
ij . (3.14b)
The Poisson equations fulfilled by the functions φ¯(8) and φ¯(10) we present in the form where the lower-order
Laplacians ∆dφ(2), ∆dφ(4), and ∆dφ¯(6) are not replaced by their source terms. The equations read
∆dφ¯(8) = −
∑
a
{
(p2a)
3
16m5a
+
(p2a)
2
4(d− 1)m3a
φ(2) +
p2a
2(d− 1)ma
(
d+ 2
8(d− 1)φ
2
(2) − φ(4)
)}
δa − 4− d
2(d− 1)φ(2)(π˜
ij
(3))
2
− 2π˜ij(3)π˜ij(5) +
{∑
a
paipaj
2ma
δa − d− 2
4(d− 1)2
(
3φ(2),iφ(2),j + (6 − d)φ(2)φ(2),ij
)
+
d− 2
d− 1φ(4),ij
}
hTTij
+
3
4
(hTTij,k)
2 − 1
2
hTTij,kh
TT
ik,j + h
TT
ij ∆dh
TT
ij − 2π˜ij(3)πijTT −
d− 2
4(d− 1)
(
φ(2)∆dφ¯(6) + φ(4)∆dφ(4) + φ¯(6)∆dφ(2)
)
, (3.15a)
∆dφ¯(10) =
∑
a
{
5(p2a)
4
128m7a
+
3(p2a)
3
16(d− 1)m5a
φ(2) +
(p2a)
2
4(d− 1)m3a
(
d+ 6
8(d− 1)φ
2
(2) − φ(4)
)
+
p2a
2(d− 1)ma
(
(d+ 2)d
48(d− 1)2φ
3
(2) −
d+ 2
4(d− 1)φ(2)φ(4) + φ¯(6)
)}
δa
− 4− d
d− 1
(
10− 3d
16(d− 1)φ
2
(2)(π˜
ij
(3))
2 +
1
2
φ(4)(π˜
ij
(3))
2 + φ(2)π˜
ij
(3)π˜
ij
(5)
)
− (π˜ij(5))2 − 2π˜ij(3) ˜¯πij(7)
+
{
−
∑
a
paipaj
ma
(
p2a
4m2a
+
1
d− 1φ(2)
)
δa +
d− 2
d− 1
(
3
4(d− 1)
( 1
d− 1φ(2)φ(2),iφ(2),j − φ(2),iφ(4),j − φ(2),jφ(4),i
)
+
6− d
4(d− 1)
( 1
2(d− 1)φ
2
(2)φ(2),ij − φ(2),ijφ(4) − φ(2)φ(4),ij
)
+ φ¯(6),ij
)
− 2π˜ik(3)π˜jk(3)
}
hTTij
− 5− d
4(d− 1)(∆dφ(2))(h
TT
ij )
2 − d− 3
d− 1φ(2),ijh
TT
ik h
TT
jk −
8− d
2(d− 1)φ(2),kh
TT
ij h
TT
ij,k +
4− d
d− 1φ(2),kh
TT
ij h
TT
ik,j
+
6− d
2(d− 1)φ(2)
(1
2
hTTij,kh
TT
ik,j −
3
4
(hTTij,k)
2 − hTTij ∆dhTTij
)
−
(
4− d
d− 1φ(2)π˜
ij
(3) + 2π˜
ij
(5)
)
πijTT − (πijTT)2
− d− 2
4(d− 1)
(
φ(2)∆dφ¯(8) + φ(4)∆dφ¯(6) + φ¯(6)∆dφ(4) + φ¯(8)∆dφ(2)
)
. (3.15b)
9The equations satisfied by the longitudinal field momenta π˜ij(3), π˜
ij
(5), ˜¯π
ij
(7), and ˜¯π
ij
(9) we obtain by substituting
expansions (3.9) into Eqs. (3.4)–(3.5) and reexpanding them with respect to ǫ. The result is
π˜ij(3),j = −
1
2
∑
a
paiδa, (3.16a)
π˜ij(5),j = −
1
d− 1∂j
(
φ(2)π˜
ij
(3)
)
, (3.16b)
˜¯π
ij
(7),j = ∂j
{
− 1
d− 1
(
φ(4)π˜
ij
(3) + φ(2)π˜
ij
(5) + φ(2)π
ij
TT
)− 6− d
8(d− 1)2φ
2
(2)π˜
ij
(3) − π˜jk(3)hTTik + V k(3)hTTjk,i
}
, (3.16c)
˜¯π
ij
(9),j = ∂j
{
− 1
d− 1
(
φ¯(6)π˜
ij
(3) + φ(4)π˜
ij
(5) + φ(2) ˜¯π
ij
(7) + φ(4)π
ij
TT
)− 6− d
4(d− 1)2φ(2)φ(4)π˜
ij
(3) −
(4− d)(6 − d)
48(d− 1)3 φ
3
(2)π˜
ij
(3)
− 6− d
8(d− 1)2φ
2
(2)
(
π˜ij(5) + π
ij
TT
)
+
1
d− 1φ(2)π˜
jk
(3)h
TT
ik + V
k
(5)h
TT
jk,i − hTTik πjkTT
}
− 1
d− 1
(
φ(2)π˜
jk
(3) + (d− 1)π˜jk(5))hTTij,k +
1
2
hTTjk,iπ
jk
TT. (3.16d)
By making use of Eqs. (3.10)–(3.16) and performing
very many integrations by parts in space, it is possible
to rewrite the 4PN-accurate reduced Hamiltonian (3.7) in
the form in which its density depends on momenta pa and
on the following functions: φ(2), S(4)1, S(4)2, V
i
(3), V
i
(5),
φ¯(6), h
TT
ij , π
ij
TT [for convenience we also use π˜
ij
(3) and π˜
ij
(5),
which can be expressed by V i(3) and V
i
(5), respectively, by
means of Eq. (2.9)]. We will display now this form. The
4PN-accurate Hamiltonian is the sum of pieces related
with different PN orders,
Hred≤4PN
[
xa,pa, h
TT
ij , π
ij
TT
]
=
∫
ddxhred≤4PN
[
x;xa,pa, h
TT
ij , π
ij
TT
]
, (3.17)
where
hred≤4PN
[
x;xa,pa, h
TT
ij , π
ij
TT
]
=
∑
a
maδa + h(4)
(
x;xa,pa
)
+ h(6)
(
x;xa,pa
)
+ h(8)
(
x;xa,pa, h
TT
ij
)
+ h(10)
(
x;xa,pa, h
TT
ij , π
ij
TT
)
+ h(12)
[
x;xa,pa, h
TT
ij , π
ij
TT
]
, (3.18)
where the Newtonian h(4) and the 1PN h(6) densities
depend only on matter variables xa, pa only, the 2PN
densitity h(8) depends on matter variables and on h
TT
ij ,
whereas the 3PN h(10) and 4PN h(12) densities depend
on matter variables and on field variables hTTij , π
ij
TT. The
dependence of h(12) on h
TT
ij is both pointwise and func-
tional and this is why we have used square brackets for
arguments of h(12). The explicit forms of the Newtonian
h(4) and the 1PN-level h(6) densities are as follows:
h(4)
(
x;xa,pa
)
=
∑
a
(
p2a
2ma
− (d− 2)ma
4(d− 1) φ(2)
)
δa,
(3.19a)
h(6)
(
x;xa,pa
)
=
∑
a
(
− (p
2
a)
2
8m3a
− (d+ 2)p
2
a
8(d− 1)maφ(2)
+
(d− 2)ma
8(d− 1)
(
S(4)1 −
d− 2
2(d− 1)
(
S(4)2 − φ2(2)
))
+ V i(3) pai
)
δa. (3.19b)
For displaying the 2PN-level density h(8) we define two
auxiliary functions which depend on matter variables
only,
κ(8)
(
x;xa,pa
)
:=
∑
a
{
(p2a)
3
16m5a
+
(d+ 2)(p2a)
2
16(d− 1)m3a
φ(2) +
(d+ 2)p2a
16(d− 1)ma
(
φ2(2) + S(4)1 −
d− 2
2(d− 1)S(4)2
)
− (d− 2)
2ma
32(d− 1)2
(
d− 2
d− 1φ
2
(2) + 3S(4)1 −
3(d− 2)
2(d− 1)S(4)2
)
φ(2)
}
δa − φ(2)(π˜ij(3))2, (3.20a)
10
S(4)ij(x;xa,pa) := −
∑
a
paipaj
ma
δa − d− 2
2(d− 1)φ(2),iφ(2),j . (3.20b)
By means of these functions the density h(8) can be written as
h(8)
(
x;xa,pa, h
TT
ij
)
= κ(8)
(
x;xa,pa
)
+
1
2
S(4)ij
(
x;xa,pa
)
hTTij +
1
4
(hTTij,k)
2. (3.21)
To display the 3PN density h(10) we define another two auxiliary functions
κ(10)
(
x;xa,pa
)
:=
∑
a
{
− 5(p
2
a)
4
128m7a
− (d+ 4)(p
2
a)
3
32(d− 1)m5a
φ(2)
− (p
2
a)
2
32(d− 1)m3a
(
(d+ 6)d
2(d− 1)φ
2
(2) + (d+ 4)S(4)1 −
d(d− 2)
d− 1 S(4)2
)
− (d+ 2)p
2
a
16(d− 1)2ma
(
d(3d− 4)
12(d− 1)φ
2
(2) + dS(4)1 −
(3d− 4)(d− 2)
4(d− 1) S(4)2
)
φ(2)
+
(d− 2)ma
32(d− 1)2
(
(d− 2)3
4(d− 1)2φ
4
(2) +
(3d− 4)(d− 2)
2(d− 1) S(4)1φ
2
(2) −
(d− 2)3
(d− 1)2S(4)2φ
2
(2)
+ dS2(4)1 −
(3d− 4)(d− 2)
2(d− 1) S(4)1S(4)2 +
(d− 2)3
2(d− 1)2S
2
(4)2
)
+
V i(3)pai
2(d− 1)
(
(3d− 2)(3d− 4)
8(d− 1) φ
2
(2) + dS(4)1 −
(3d− 4)(d− 2)
4(d− 1) S(4)2
)}
δa
+
(
3d− 4
4(d− 1)2
(
(d− 2)S(4)2,i − (3d− 2)φ(2)φ(2),i
)− d
d− 1S(4)1,i
)
V j(3)π˜
ij
(3), (3.22a)
B(6)ij(x;xa,pa) :=
∑
a
(
p2a paipaj
4m3a
+
(d+ 2)paipaj
4(d− 1)ma φ(2)
)
δa − 4V i(3),kV k(3),j − 2V i(3),kV j(3),k + 2V k(3),iV k(3),j
+
4(d− 2)
d
V i(3),jV
k
(3),k +
(d+ 1)(d− 2)
4(d− 1)2 φ(2),iS(4)1,j −
(2d− 3)(d− 2)2
8(d− 1)3 φ(2),iS(4)2,j
+
(d− 2)(3d− 4)
8(d− 1)3 φ(2)φ(2),iφ(2),j . (3.22b)
The 3PN density h(10) then reads
h(10)
(
x;xa,pa, h
TT
ij , π
ij
TT
)
= κ(10)
(
x;xa,pa
)
+
2(2d− 3)
(d− 1)2 φ(2),iV
j
(3)
(
φ(2)π˜
ij
(3)
)TT
+B(6)ij(x;xa,pa)h
TT
ij
+
1
2(d− 1)φ(2)h
TT
ij ∆dh
TT
ij −
2(d− 2)
d− 1 φ(2)π˜
ij
(3)π
ij
TT + (π
ij
TT)
2, (3.23)
where, to diminish number of terms, we have introduced the TT projection of the product φ(2)π˜
ij
(3), which, by virtue
of Eqs. (C9) and (3.16b), can be written as(
φ(2)π˜
ij
(3)
)TT
= φ(2)π˜
ij
(3) + (d− 1)π˜ij(5). (3.24)
This TT projection should be treated as a function of matter variables only.
To display the very large formula for the 4PN-order density h(12) we introduce three auxiliary quantities κ
1
(12),
κ
2
(12), and κ
3
(12). We first define the function κ
1
(12) which depends only on matter variables xa, pa,
κ
1
(12)(x;xa,pa) :=
∑
a
{
7(p2a)
5
256m9a
+
5(d+ 6)(p2a)
4
256(d− 1)m7a
φ(2)
11
+
(p2a)
3
64(d− 1)m5a
[
d+ 1
d− 1
(
1
2
(d+ 10)φ2(2) − (d− 2)S(4)2
)
+ (d+ 6)S(4)1
]
+
(d+ 6)(p2a)
2
32(d− 1)m3a
[
(d+ 2)(3d− 2)
24(d− 1)2 φ
3
(2) +
1
2(d− 1)
(
(d+ 1)S(4)1 −
(3d− 2)(d− 2)
4(d− 1) S(4)2
)
φ(2) + φ(6)1
]
+
(d+ 2)p2a
32(d− 1)2ma
[
d(3d− 2)(2d− 3)
48(d− 1)2 φ
4
(2) +
d
4(d− 1)
(
(3d− 2)S(4)1 −
(d− 2)(2d− 3)
d− 1 S(4)2
)
φ2(2)
+
1
2
(
(d+ 1)S2(4)1 −
(d− 2)(3d− 2)
2(d− 1) S(4)1S(4)2 +
(d− 2)2(2d− 3)
4(d− 1)2 S
2
(4)2
)
+ (3d− 2)φ(2)φ(6)1
]
+
(d− 2)ma
32(d− 1)2
[
− (d− 2)
4
16(d− 1)3φ
5
(2) −
(d− 2)2
4(d− 1)2
(
(2d− 3)S(4)1 −
5(d− 2)2
4(d− 1) S(4)2
)
φ3(2)
− d− 2
2(d− 1)
(
1
2
(3d− 2)S2(4)1 −
(d− 2)(2d− 3)
d− 1 S(4)1S(4)2 +
5(d− 2)3
8(d− 1)2S
2
(4)2
)
φ(2)
+
(
5(d− 2)2
2(d− 1)
(
S(4)2 − φ2(2)
)− (3d− 2)S(4)1)φ(6)1]}δa − 3d− 2
4(d− 1)φ(6)1(π˜
ij
(3))
2
− 3d− 2
8(d− 1)2
[
1
3
(2d− 3)φ3(2) +
1
2
(
(3d− 2)S(4)1 −
(d− 2)(2d− 3)
d− 1 S(4)2
)
φ(2)
]
(π˜ij(3))
2. (3.25)
The function κ2(12) depends on matter variables xa, pa and on the field function h
TT
ij (it contains terms linear,
quadratic, and cubic in hTTij ). It reads
κ
2
(12)(x;xa,pa, h
TT
ij ) :=
{
−
∑
a
paipaj
8ma
(
3(p2a)
2
2m4a
+
(d+ 4)p2a
(d− 1)m2a
φ(2) +
(d+ 6)d
2(d− 1)2φ
2
(2) +
d+ 4
d− 1S(4)1 −
d(d− 2)
(d− 1)2 S(4)2
)
δa
+
d(d− 2)
4(d− 1)2φ(2),ijφ(6)1 −
d− 2
8(d− 1)3
{[
2d− 3
2(d− 1)
(
d+ 2
2
φ2(2) − (d− 2)S(4)2
)
+
3d− 2
2
S(4)1
]
φ(2),iφ(2),j
+
(
3dS(4)1,i −
(5d− 8)(d− 2)
2(d− 1) S(4)2,i
)
φ(2)φ(2),j
}
− d− 2
16(d− 1)2
(
(d+ 3)S(4)1,iS(4)1,j
− (2d− 1)(d− 2)
d− 1 S(4)1,iS(4)2,j +
(3d− 5)(d− 2)2
4(d− 1)2 S(4)2,iS(4)2,j
)
+
2(d− 2)
d− 1
{[
V k(3),iV
k
(3),j
− V i(3),kV j(3),k − 2V i(3),kV k(3),j + 2
(
1− 2
d
)
V i(3),jV
k
(3),k
]
φ(2) + 2V
k
(3)
(
V i(3),jφ(2),k − V i(3),kφ(2),j
)}
+ 4(d− 1)
[
V k(3),iV
k
(5),j − V i(3),kV j(5),k − V i(3),kV k(5),j − V k(3),iV j(5),k +
(
1− 2
d
)(
V k(3),kV
i
(5),j + V
i
(3),jV
k
(5),k
)]}
hTTij
+
(∑
a
paipaj
2ma
δa − 4 + 8d− 3d
2
16(d− 1)2 φ(2),iφ(2),j −
(d− 2)2
16(d− 1)2
(
φ(2)φ(2),ij + S(4)2,ij
)
+
1
4(d− 1)S(4)1,ij
)
hTTik h
TT
jk
+
(
−
∑
a
3p2a
16(d− 1)ma δa +
20− d2
64(d− 1)2 (φ(2),k)
2
)
(hTTij )
2 − 1
8(d− 1)
(
(d+ 2)(10− d)
8(d− 1) φ
2
(2) + 3S(4)1
− d
2 − 4
4(d− 1)S(4)2
)
hTTij ∆dh
TT
ij −
1
4
(
2hTTik,l
(
hTTjk,l + h
TT
jl,k
)
+ hTTkl,ih
TT
kl,j
)
hTTij . (3.26)
The function κ3(12) is proportional to the second part φ¯(6)2 of the function φ¯(6). It is a function of matter variables
and it depends on hTTij both pointwisely and, through the function φ¯(6)2, functionally. It equals
κ
3
(12)[x;xa,pa, h
TT
ij ] :=
{∑
a
[
(d+ 6)(p2a)
2
32(d− 1)m3a
+
(d+ 2)(3d− 2)p2a
32(d− 1)2ma φ(2)
12
+
(d− 2)ma
32(d− 1)2
(
5(d− 2)2
2(d− 1)
(
S(4)2 − φ2(2)
)− (3d− 2)S(4)1)]δa − 3d− 2
4(d− 1)(π˜
ij
(3))
2 +
d(d− 2)
4(d− 1)2φ(2),ijh
TT
ij
}
φ¯(6)2. (3.27)
The 4PN-order Hamiltonian density h(12) finally equals
h(12)
[
x;xa,pa, h
TT
ij , π
ij
TT
]
= κ1(12)(x;xa,pa) + κ
2
(12)(x;xa,pa, h
TT
ij ) + κ
3
(12)[x;xa,pa, h
TT
ij ]
+
(
d(11d− 18)
8(d− 1)3 φ
2
(2) +
2
d− 1S(4)1 −
(5d− 8)(d− 2)
4(d− 1)3 S(4)2
)
π˜ij(3)(φ(2)π˜
ij
(3))
TT − 3d− 5
(d− 1)3φ(2)
(
(φ(2)π˜
ij
(3))
TT
)2
+ 2
(
2π˜ik(3)h
TT
ij + V
i
(3)(2h
TT
ij,k − hTTjk,i)
)(
πjkTT −
d− 2
d− 1(φ(2)π˜
jk
(3))
TT
)
− d− 3
d− 1φ(2)(π
ij
TT)
2
+
(
(9d− 14)(4− d)
4(d− 1)2 φ(2)φ(2),jV
i
(3) −
d
d− 1S(4)1,jV
i
(3) +
(3d− 4)(d− 2)
4(d− 1)2 S(4)2,jV
i
(3) +
2(3d− 5)
d− 1 φ(2),jV
i
(5)
)
πijTT.
(3.28)
IV. FIELD EQUATIONS
Dynamical degrees of freedom of gravitational field de-
scribed by the functions hTTij and π
ij
TT are solutions of
the field equations (2.13). From the 4PN-accurate re-
duced Hamiltonian given in Eq. (3.17) one can derive
4PN-accurate approximate field equations. In the rest of
the paper we will only need to use field equations which
follow from the 3PN-accurate part of the Hamiltonian
(3.17). It reads
Hred≤3PN
[
xa,pa, h
TT
ij , π
ij
TT
]
=
∫
ddxh≤3PN
(
x;xa,pa, h
TT
ij , π
ij
TT
)
, (4.1)
where
h≤3PN
(
x;xa,pa, h
TT
ij , π
ij
TT
)
=
∑
a
maδa + h(4)
(
x;xa,pa
)
+ h(6)
(
x;xa,pa
)
+ h(8)
(
x;xa,pa, h
TT
ij
)
+ h(10)
(
x;xa,pa, h
TT
ij , π
ij
TT
)
. (4.2)
For this Hamiltonian the field equations (2.13) take the
form
h˙TTij = δ
TTkl
ij
∂h≤3PN
∂πklTT
+O(ǫ7), (4.3a)
π˙ijTT = −δTTijkl
{
∂h≤3PN
∂hTTkl
−
(
∂h≤3PN
∂hTTkl,m
)
,m
+
(
∂h≤3PN
∂hTTkl,mn
)
,mn
}
+O(ǫ8), (4.3b)
or, more explicitly,
h˙TTij = δ
TTkl
ij
{
2πklTT −
2(d− 2)
d− 1 φ(2)π˜
kl
(3)
}
+O(ǫ7),
(4.4a)
π˙ijTT = −δTTklij
{
1
2
S(4)kl −
1
2
∆dh
TT
kl +B(6)kl
+
1
2(d− 1)
(
φ(2)∆dh
TT
kl +∆d
(
φ(2)h
TT
kl
))}
+O(ǫ8). (4.4b)
By combining these two equations one gets the equation
fulfilled by the function hTTij . It can be written in the
form of the wave equation,
d+1h
TT
ij = S
TT
ij , (4.5)
where d+1 is d’Alembertian in (d + 1)-dimensional flat
space-time,
d+1 := −∂2t +∆d, (4.6)
and where the source term is
STTij = δ
TTkl
ij
{
S(4)kl + 2B(6)kl
+
1
d− 1
(
φ(2)∆dh
TT
kl +∆d
(
φ(2)h
TT
kl
))
+
2(d− 2)
d− 1 ∂t
(
φ(2)π˜
kl
(3)
)}
+O(ǫ8). (4.7)
After solving field equation (4.5) for hTTij one can obtain
the TT field momentum πijTT from Eq. (4.4a):
πijTT =
1
2
h˙TTij +
d− 2
d− 1δ
TTkl
ij
(
φ(2)π˜
kl
(3)
)
+O(ǫ7). (4.8)
In the current paper we are interested only in conserva-
tive dynamics of the matter-plus-field system; therefore,
we use a time-symmetric (half-retarded half-advanced)
formal solution of the wave equation (4.5). We then ex-
pand this solution with respect to the retardation. This
way we obtain the near-zone PN expansion of hTTij of the
form
hTTij =
(
∆−1d +∆
−2
d ∂
2
t +∆
−3
d ∂
4
t + · · ·
)
STTij . (4.9)
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By making the expansion (4.9) we exclude from the 4PN-
level near-zone metric the nonlocal-in-time contribution
coming from tail effects (what was found in Ref. [61]).
Expansion of hTTij to the order required in our computa-
tions reads
hTTij = h
TT
(4)ij + h
TT
(6)ij +O(ǫ8); (4.10)
we thus omit the non-time-symmetric parts hTT(5)ij and
hTT(7)ij . After plugging the expansion (4.10) into Eq. (4.5)
one obtains equations fulfilled by the functions hTT(4)ij and
hTT(6)ij . The leading-order function h
TT
(4)ij is the solution
of the Poisson equation
∆dh
TT
(4)ij = S
TT
(4)ij , (4.11)
where the source term S(4)ij is defined in Eq. (3.20b).
The next-to-leading-order function hTT(6)ij fulfills equation
∆dh
TT
(6)ij = S
TT
(6)ij + h¨
TT
(4)ij , (4.12)
where the source function S(6)ij equals
S(6)ij = 2B(6)ij +
1
d− 1
(
φ(2)∆dh
TT
(4)ij +∆d
(
φ(2)h
TT
(4)ij
))
+ 2
d− 2
d− 1∂t
(
φ(2)π˜
ij
(3)
)
, (4.13)
and the source function B(6)ij is defined in Eq. (3.22b).
V. 4PN-ACCURATE ROUTHIAN
Introducing Routhian description is an intermediate
step on our route to the Hamiltonian which depends only
on matter variables. The 4PN-accurate Routhian R≤4PN
we obtain from the 4PN-accurate reduced Hamiltonian
Hred≤4PN of Eq. (3.17) by performing the Legendre trans-
formation with respect to the field momentum πijTT [see
Eq. (2.15)]. The result is
R≤4PN
[
xa,pa, h
TT
ij , h˙
TT
ij
]
= Hred≤4PN
[
xa,pa, h
TT
ij , π
ij
TT
]
−
∫
ddx h˙TTij π
ij
TT, (5.1)
where on the right-hand side the field momentum πijTT
is expressed in terms of hTTij , h˙
TT
ij , and matter variables.
The Legendre transformation is to leading order realized
by Eq. (4.8). We will show now that this leading-order
formula is enough to get the 4PN-accurate Routhian.
Let us split the field momentum πijTT in the following
way [cf. Eq. (4.8)]:
πijTT =
1
2
h˙TTij +
d− 2
d− 1
(
φ(2)π˜
ij
(3)
)TT
+ δπijTT, (5.2a)
δπijTT = O(ǫ7), δπijTT = O
(
r1−d
)
for r →∞. (5.2b)
We will show that the density of the 4PN-accurate
Routhian (5.1) does not depend on δπijTT. The only
part of the density which could depend on δπijTT [see Eq.
(3.23)] consists of three terms,
δr := (πijTT)
2 − 2(d− 2)
d− 1 φ(2)π˜
ij
(3)π
ij
TT − h˙TTij πijTT. (5.3)
Making use of the splitting (5.2a) and the relation (3.24)
we rewrite the quantity δr in the form
δr = −1
4
(
h˙TTij
)2 − d− 2
d− 1φ(2)π˜
ij
(3)h˙
TT
ij
+
(
δπijTT
)2
+ 2(d− 2)π˜ij(5)δπijTT
+
(
d− 2
d− 1
)2 (
φ(2)π˜
ij
(3)
)TT(
(d− 1)π˜ij(5) − φ(2)π˜ij(3)
)
.
(5.4)
By virtue of the representation (2.9) we rewrite Eq. (5.4)
as
δr = −1
4
(
h˙TTij
)2 − d− 2
d− 1φ(2)π˜
ij
(3)h˙
TT
ij
−
(
d− 2
d− 1
)2
φ(2)π˜
ij
(3)
(
φ(2)π˜
ij
(3)
)TT
+
(
δπijTT
)2
+ ∂kED3k, (5.5)
with
ED3k := V
i
(5)
(
4(d− 2)δπikTT + 2
(d− 2)2
d− 1
(
φ(2)π˜
ik
(3)
)TT)
.
(5.6)
Because ED3k decays as 1/r
2d−3 for r→∞ [the quantity
V i(5) = O
(
r2−d
)
when r → ∞], it does not contribute to
the Routhian, and because
(
δπijTT
)2
is of the order of ǫ14,
only the first three terms on the right-hand side of (5.5)
contribute to the 4PN-accurate Routhian.
By virtue of the above result, to get the 4PN-accurate
Routhian it is enough to eliminate from the 4PN-accurate
reduced Hamiltonian (3.17) the TT part πijTT of the field
momentum by means of the relation (4.8). Making use
of Eqs. (3.19)–(3.28) and Eq. (4.8), the 4PN-accurate
Routhian reads
R≤4PN
[
xa,pa, h
TT
ij , h˙
TT
ij
]
=
∫
ddx r≤4PN
[
x;xa,pa, h
TT
ij , h˙
TT
ij
]
, (5.7)
where
r≤4PN
[
x;xa,pa, h
TT
ij , h˙
TT
ij
]
=
∑
a
maδa + h(4)
(
x;xa,pa
)
+ h(6)
(
x;xa,pa
)
+ h(8)
(
x;xa,pa, h
TT
ij
)
+ r(10)
(
x;xa,pa, h
TT
ij , h˙
TT
ij
)
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+ r(12)
[
x;xa,pa, h
TT
ij , h˙
TT
ij
]
. (5.8)
The Routhian densities h(4), h(6), and h(8) are identical
with the corresponding densities of the reduced Hamilto-
nian (3.17) and they are given in Eqs. (3.19) and (3.21).
The 3PN density r(10), after some more integrations by
parts, can be written as
r(10)
(
x;xa,pa, h
TT
ij , h˙
TT
ij
)
= κ(10)
(
x;xa,pa
)
+ 2φ(2),iV
j
(3)
(
φ(2)π˜
ij
(3)
)TT
+B(6)ij(x;xa,pa)h
TT
ij
+
1
2(d− 1)φ(2)h
TT
ij ∆dh
TT
ij +
2(d− 2)
d− 1 φ(2),iV
j
(3)h˙
TT
ij
− 1
4
(
h˙TTij
)2
. (5.9)
The 4PN-level Routhian density r(12) can be easily ob-
tained by replacing in the 4PN-level Hamiltonian density
h(12) [given in Eq. (3.28)] the field momentum π
ij
TT by the
two first terms from the right-hand side of Eq. (5.2a),
r(12)
[
x;xa,pa, h
TT
ij , h˙
TT
ij
]
= h(12)
[
x;xa,pa, h
TT
ij ,
1
2
h˙TTij +
d− 2
d− 1
(
φ(2)π˜
ij
(3)
)TT]
.
(5.10)
VI. 4PN-ACCURATE CONSERVATIVE
MATTER HAMILTONIAN
In this section we consider the 4PN-accurate conserva-
tive matter Hamiltonian, which depends only on the par-
ticle variables xa, pa. To obtain the conservative Hamil-
tonian, from now on we use only the time-symmetric part
of the field function hTTij . To get the matter Hamiltonian
we eliminate hTTij (and h˙
TT
ij ) by replacing it by (time-
symmetric) solution of the field equation (4.5). We thus
treat hTTij (and its time derivatives) as functions of mat-
ter variables xa, pa. All time derivatives of xa, pa in-
volved in hTTij (and h˙
TT
ij ) are eliminated by means of the
lower-order equations of motion.
We thus start from plugging into the 4PN-accurate
Routhian (5.7) the time-symmetric solution of the field
equation for the function hTTij . This way we obtain the
4PN-accurate conservative matter Hamiltonian
Hmatter≤4PN (xa,pa)
:= R≤4PN
[
xa,pa, h
TT
ij (x;xa,pa), h˙
TT
ij (x;xa,pa)
]
,
(6.1)
where we have assumed that all time derivatives of xa and
pa present in h
TT
ij and h˙
TT
ij were eliminated by means of
lower-order equations of motion (to get the 4PN-accurate
results we only need to use Newtonian and 1PN equations
of motion). We reorganize now density of the Hamilto-
nian (6.1) by employing the field equation (4.5) for the
function hTTij .
We first split hTTij into the leading-order term h
TT
(4)ij
and the rest δhTTij :
hTTij = h
TT
(4)ij + δh
TT
ij ,
δhTTij = O(ǫ6), δhTTij = O
(
r2−d
)
for r→∞. (6.2)
The part of the 2PN density h(8) which depends on h
TT
ij
reads [see Eq. (3.21)]
δh1 :=
1
2
S(4)ijh
TT
ij +
1
4
(hTTij,k)
2, (6.3)
where S(4)ij is the source term for h
TT
(4)ij [see Eq. (4.11)].
Making use of the splitting (6.2), Eq. (6.3) can be rewrit-
ten as
δh1 =
1
2
S(4)ijh
TT
(4)ij +
1
4
(hTT(4)ij,k)
2 +
1
2
hTT(4)ij,kδh
TT
ij,k
+
1
4
(δhTTij,k)
2 +
1
2
S(4)ijδh
TT
ij . (6.4)
We still rewrite Eq. (6.4) in the following way:
δh1 =
1
2
S(4)ijh
TT
(4)ij +
1
4
(hTT(4)ij,k)
2 +
1
2
(∆dh
TT
(4)ij)δh
TT
ij
+
1
2
hTT(4)ij,kδh
TT
ij,k +
1
4
(δhTTij,k)
2
+
1
2
(
S(4)ij − STT(4)ij
)
δhTTij , (6.5)
where we have employed the field equation (4.11) for the
function hTT(4)ij . Finally, making use of the identity
(∆dh
TT
(4)ij)δh
TT
ij = ∂k
(
hTT(4)ij,kδh
TT
ij
)−hTT(4)ij,kδhTTij,k, (6.6)
equation (6.5) takes the form
δh1 =
1
2
S(4)ijh
TT
(4)ij +
1
4
(hTT(4)ij,k)
2 +
1
4
(δhTTij,k)
2 + ∂kED1k,
(6.7)
where the exact divergence ED1k is defined as [we have
used here the explicit form (2.14) of the TT projection
operator]
ED1k :=
1
2
hTT(4)ij,kδh
TT
ij + δh
TT
ik
(
∆−1d S(4)ij,j
− 1
2(d− 1)∆
−1
d S(4)jj,i −
d− 2
2(d− 1)∆
−2
d S(4)jl,jli
)
.
(6.8)
Because ED1k decays as 1/r
2d−3 for r →∞, it does not
contribute to the Hamiltonian. Therefore the Hamilto-
nian density δh1 can be replaced by δh
′
1, where
δh′1 :=
1
2
S(4)ijh
TT
(4)ij +
1
4
(hTT(4)ij,k)
2 +
1
4
(δhTTij,k)
2,
(δhTTij,k)
2 = O(ǫ12). (6.9)
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Because
(δhTTij,k)
2 = −δhTTij (∆dδhTTij ) + ∂kED2k,
ED2k := δh
TT
ij δh
TT
ij,k, (6.10)
and ED2k = O
(
r3−2d
)
for r→∞, instead of the density
(6.9) one can also use
δh′′1 :=
1
2
S(4)ijh
TT
(4)ij +
1
4
(hTT(4)ij,k)
2 − 1
4
δhTTij (∆dδh
TT
ij ).
(6.11)
The part of the 3PN Routhian density r10 [see Eq.
(5.9)] which depends on hTTij or h˙
TT
ij reads
B(6)ijh
TT
ij +
1
2(d− 1)φ(2)h
TT
ij ∆dh
TT
ij
+
2(d− 2)
d− 1 φ(2),iV
j
(3)h˙
TT
ij −
1
4
(
h˙TTij
)2
. (6.12)
Let us denote the sum of these terms and of the expres-
sion (6.11) by δh2,
δh2 :=
1
2
S(4)ijh
TT
(4)ij +
1
4
(hTT(4)ij,k)
2 + B(6)ijh
TT
ij
+
1
2(d− 1)φ(2)h
TT
ij ∆dh
TT
ij −
1
4
δhTTij (∆dδh
TT
ij )
+
2(d− 2)
d− 1 φ(2),iV
j
(3)h˙
TT
ij −
1
4
(
h˙TTij
)2
. (6.13)
In the field equation (4.5) we split the source term STTij
into the leading-order part STT(4)ij and the rest δS
TT
ij ,
d+1h
TT
ij = S
TT
(4)ij + δS
TT
ij , δS
TT
ij = O(ǫ6). (6.14)
After substituting the splitting (6.2) into (6.14) we obtain
(remembering that d+1 = −∂2t +∆d)
∆dh
TT
ij = h¨
TT
ij + S
TT
(4)ij + δS
TT
ij . (6.15)
By virtue of Eqs. (6.2) and (4.11), Eq. (6.15) finally leads
to
∆dδh
TT
ij = h¨
TT
ij + δS
TT
ij . (6.16)
Making use of Eqs. (6.2) and (6.16), we can prove the
following relation:
−1
4
(
h˙TTij
)2 − 1
4
δhTTij (∆dδh
TT
ij )
=− d
dt
(
δhTTij
(1
4
δh˙TTij +
1
2
h˙TT(4)ij
))
− 1
4
(h˙TT(4)ij)
2 +
1
4
h¨TT(4)ijδh
TT
ij −
1
4
δhTTij δS
TT
ij .
(6.17)
With the aid of the above relation, after dropping the
total time derivative on the right-hand side of Eq. (6.17),
the density δh2 from (6.13) can be replaced by
δh′2 :=
1
2
S(4)ijh
TT
(4)ij +
1
4
(hTT(4)ij,k)
2 +B(6)ijh
TT
ij
+
1
2(d− 1)φ(2)h
TT
ij ∆dh
TT
ij
+
2(d− 2)
d− 1 φ(2),iV
j
(3)h˙
TT
ij −
1
4
(h˙TT(4)ij)
2
+
1
4
h¨TT(4)ijδh
TT
ij −
1
4
δhTTij δS
TT
ij . (6.18)
The expression (6.18) contains all terms related with
the 2PN-level and 3PN-level parts of the Routhian (5.7)
which depend on hTTij or h˙
TT
ij . Taking into account this
expression and all other terms entering the Routhian
(5.7), one can write the 4PN-accurate conservative mat-
ter Hamiltonian (6.1) in the form
Hmatter≤4PN (xa,pa) =
∫
ddxhmatter≤4PN (x;xa,pa), (6.19)
where
hmatter≤4PN (x;xa,pa) =
∑
a
maδa + h(4)(x;xa,pa)
+ h(6)(x;xa,pa) + h
matter
(8) (x;xa,pa)
+ hmatter(10) (x;xa,pa) + h
matter
(12) (x;xa,pa). (6.20)
Here the densities h(4) (at the Newtonian order) and h(6)
(at the 1PN order) can be found in Eqs. (3.19) and the
densities at the 2PN, 3PN, and 4PN orders are as follows:
hmatter(8) (x;xa,pa) = κ(8)(x;xa,pa) +
1
2
S(4)ijh
TT
(4)ij
+
1
4
(hTT(4)ij,k)
2, (6.21a)
hmatter(10) (x;xa,pa) = κ(10)
(
x;xa,pa
)
+ 2φ(2),iV
j
(3)
(
φ(2)π˜
ij
(3)
)TT
+B(6)ijh
TT
ij
+
1
2(d− 1)φ(2)h
TT
ij ∆dh
TT
ij
+
2(d− 2)
d− 1 φ(2),iV
j
(3)h˙
TT
ij −
1
4
(h˙TT(4)ij)
2, (6.21b)
hmatter(12) (x;xa,pa)
= h(12)
[
x;xa,pa, h
TT
ij ,
1
2
h˙TTij +
d− 2
d− 1
(
φ(2)π˜
ij
(3)
)TT]
+
1
4
h¨TT(4)ijδh
TT
ij −
1
4
δhTTij δS
TT
ij . (6.21c)
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VII. 4PN-ACCURATE NEAR-ZONE
CONSERVATIVE MATTER HAMILTONIAN
We employ now the crucial near-zone (time-
symmetric) PN expansion (4.10) of the field variable
hTTij , i.e., we use h
TT
ij = h
TT
(4)ij + δh
TT
ij with δh
TT
ij =
hTT(6)ij +O(ǫ8). We also employ [see Eq. (6.14)]
δSTTij = S
TT
(6)ij +O(ǫ8), (7.1)
where the next-to-leading-order source function S(6)ij is
defined in Eq. (4.13). After plugging (4.10) and (7.1)
into the 4PN-accurate conservative matter Hamiltonian
of Eq. (6.19), we obtain the 4PN-accurate near-zone con-
servative matter Hamiltonian,
Hnear-zone≤4PN (xa,pa) =
∫
ddxhnear-zone≤4PN (x;xa,pa), (7.2)
where
hnear-zone≤4PN (x;xa,pa) =
∑
a
maδa + h(4)(x;xa,pa)
+ h(6)(x;xa,pa) + h
near-zone
(8) (x;xa,pa)
+ hnear-zone(10) (x;xa,pa) + h
near-zone
(12) (x;xa,pa).
(7.3)
Here again the densities h(4) and h(6) can be found
in Eqs. (3.19), the 2PN density hnear-zone(8) (x;xa,pa) =
hmatter(8) (x;xa,pa), where h
matter
(8) is given in Eq. (6.21),
and the 3PN/4PN densities hnear-zone(10) and h
near-zone
(12) fol-
low from the sum of densities hmatter(10) +h
matter
(12) after plug-
ging the expansions (4.10) and (7.1) into the latter. The
3PN-level density reads
hnear-zone(10) (x;xa,pa) = κ(10)
(
x;xa,pa
)
+ 2φ(2),iV
j
(3)
(
φ(2)π˜
ij
(3)
)TT
+B(6)ijh
TT
(4)ij
+
1
2(d− 1)φ(2)h
TT
(4)ij∆dh
TT
(4)ij
+
2(d− 2)
d− 1 φ(2),iV
j
(3)
[[
h˙TT(4)ij
]]
0
− 1
4
(
[[
h˙TT(4)ij
]]
0
)2,
(7.4)
where the notation
[[
h˙TT(4)ij
]]
0
means elimination of time
derivatives x˙a, p˙a in h˙
TT
(4)ij by means of Newtonian equa-
tions of motion.
The 4PN-order density we split into two parts,
hnear-zone(12) (x;xa,pa) = h
1
(12)(x;xa,pa) + h
2
(12)(x;xa,pa).
(7.5)
The first part h1(12) reads
h1(12)(x;xa,pa) = κ
1
(12)(x;xa,pa) + κ
2
(12)(x;xa,pa, h
TT
(4)ij) + κ
3
(12)[x;xa,pa, h
TT
(4)ij ]
− φ(2)
((
φ(2)π˜
ij
(3)
)TT)2
+
1
d− 1
(
(3d− 2)(3d− 4)
8(d− 1) φ
2
(2) + dS(4)1 −
(3d− 4)(d− 2)
4(d− 1) S(4)2
)
π˜ij(3)
(
φ(2)π˜
ij
(3)
)TT
+
{(
3(d− 2)2
4(d− 1)2S(4)2,j − S(4)1,j +
7(d− 2)2
4(d− 1)2φ(2)φ(2),j
)
V i(3) + 2(d− 2)φ(2),jV i(5) −
4
d
V k(3),kh
TT
(4)ij
+ 2V i(3),kh
TT
(4)jk − V k(3)hTT(4)ij,k
}[[
h˙TT(4)ij
]]
0
− d− 3
4(d− 1)φ(2)
([[
h˙TT(4)ij
]]
0
)2
+
2(d− 2)
d− 1 φ(2),iV
j
(3)
[[
h˙TT(4)ij
]]
1
− 1
2
[[
h˙TT(4)ij
]]
0
[[
h˙TT(4)ij
]]
1
. (7.6)
The density h1(12) depends on the following functions:
φ(2), S(4)1 and S(4)2 [they determine, via Eq. (3.11), the
function φ(4)], V
i
(3) and V
i
(5) [they define, through Eq.
(2.9), the functions π˜ij(3) and π˜
ij
(5)], h
TT
(4)ij , and φ(6)1, φ(6)2.
The function φ(6)1 is the solution of Eq. (3.14a); the equa-
tion fulfilled by the function φ(6)2 one obtains from Eq.
(3.14b) for the function φ¯(6)2 after replacing in the latter
hTTij by the leading-order h
TT
(4)ij ,
∆dφ(6)2 =
d− 2
d− 1φ(2),ijh
TT
(4)ij . (7.7)
Formulas needed to express in an explicit way all these
functions in terms of xa, pa, and x are given in Appendix
C. The last two terms in Eq. (7.6) are related with the last
two terms in Eq. (7.4);
[[
h˙TT(4)ij
]]
1
means here elimination
of the time derivatives x˙a, p˙a by means of 1PN equations
of motion. In the rest of this section and in Sec. VIII all
time derivatives of xa, pa are eliminated by means of
Newtonian equations of motion; therefore from now on
we drop the notation
[[ · ]]
0
.
The second part h2(12) of the 4PN density h
near-zone
(12)
is the 4PN-level contribution coming from the density
17
(6.18); it equals
h2(12)(x;xa,pa) = −
d− 2
d− 1φ(2)π˜
ij
(3)h˙
TT
(6)ij
+
1
2(d− 1)φ(2)
(
hTT(4)ij ∆dh
TT
(6)ij + h
TT
(6)ij ∆dh
TT
(4)ij
)
+
(
B(6)ij +
1
4
h¨TT(4)ij −
1
4
STT(6)ij
)
hTT(6)ij . (7.8)
The function hTT(6)ij , according to Eq. (4.12), is the sum
of the two terms,
hTT(6)ij = C
TT
(6)ij +∆
−1
d h¨
TT
(4)ij , (7.9)
where
CTT(6)ij = ∆
−1
d S
TT
(6)ij . (7.10)
After plugging Eq. (7.9) into Eq. (7.8) and shifting some
time derivatives,1 the density h2(12) can be rewritten as
h2(12) = h
2,1
(12) + h
2,2
(12) + h
2,3
(12), (7.11)
where2
h2,1(12) =
1
2(d− 1)φ(2)h
TT
(4)ijS
TT
(6)ij +
(
B(6)ij +
1
2(d− 1)φ(2)(∆dh
TT
(4)ij)−
1
4
STT(6)ij
)
CTT(6)ij −
d− 2
d− 1φ(2)π˜
ij
(3)C˙
TT
(6)ij , (7.12a)
h2,2(12) =
1
2(d− 1)φ(2)h
TT
(4)ij h¨
TT
(4)ij −
1
4
h˙TT(4)ij∆
−1
d
...
h
TT
(4)ij +
(
1
2(d− 1)φ(2)(∆dh
TT
(4)ij) +
d− 2
d− 1 ∂t
(
φ(2)π˜
ij
(3)
))
∆−1d h¨
TT
(4)ij
+B(6)ij∆
−1
d h¨
TT
(4)ij , (7.12b)
h2,3(12) =
1
4
(
CTT(6)ij h¨
TT
(4)ij − STT(6)ij(∆−1d h¨TT(4)ij)
)
. (7.12c)
VIII. COMPUTATION OF THE
4PN-ACCURATE NEAR-ZONE CONSERVATIVE
MATTER HAMILTONIAN
The bulk of computations we did to derive the explicit
form of the 4PN-accurate near-zone conservative mat-
ter Hamiltonian, i.e. to perform integration in Eq. (7.2),
was performed in d = 3 dimensions, where our working
horse was Riesz-implemented Hadamard regularization
supplemented by a Hadamard “partie finie” concept of
a function at its singular point. The results of global
(i.e., extending to the whole R3 space) three-dimensional
integrations were then corrected in two different ways:
(i) the UV divergences were locally (i.e., within small
balls surrounding particles’ positions) recomputed by us-
ing dimensional regularization; (ii) the IR divergences
were also “locally” (i.e., outside a large ball enclosing
particles, or in a neighborhood of r = ∞) recomputed
by introducing an additional regularization factor (r/s)B
1 Shifting time derivatives means replacing A˙B by −AB˙. This
implies adding a total time derivative to the Hamiltonian density
and on the level of Hamiltonian is equivalent to performing a
canonical transformation.
2 The density h2,2
(12)
, after ignoring its last term, is identical to
the density r24PN introduced in Eq. (3.4) of Ref. [51] (the reason
of omission of this term in [51] is explained at the end of Sec.
VIIIC 2).
(with a new IR length scale s), which modifies the behav-
ior of the part of the field function hTT(6)ij which diverges
at r → ∞ [see Eq. (A40)]. The details of regularization
procedure are explained in Appendix A.
Dimensional regularization introduces a natural length
scale ℓ0, which relates gravitational constants in d and 3
dimensions [see Eq. (A26)]. As explained below correc-
tion of the UV divergences by means of dimensional regu-
larization produces some poles proportional to 1/(d− 3)
together with ℓ0-dependent logarithms ln(r12/ℓ0). All
these poles and logarithms were removed by adding to
the Hamiltonian a total time derivative. The terms which
contribute to IR divergences depend, after regularization,
on the IR length scale s. Moreover, as we also explain be-
low, different ways of regularizing IR divergences lead to
different results, so the final result of IR regularization
is ambiguous. We were able to express this ambiguity
in terms of only one dimensionless constant, which we
denote by C.
The UV divergences is not the only problem caused by
usage of distributional sources. General relativity uses
standard algebraic and differential calculus of ordinary
functions, which includes e.g. the Leibniz rule. By intro-
ducing distributional sources we violate this framework:
in some places we have to use distributional differentia-
tion which does not fulfill the Leibniz rule [see Appendix
A5]. The field equations (3.10), (3.12), and (3.14)–(3.16)
tell us that for the second (space and time) derivatives of
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φ(n) and for the first (space and time) derivatives of π˜
ij
(n)
the distributional derivative has to be applied. The same
also holds for hTT(n)ij and π
ij
(n)TT, respectively, taking into
account the Eqs. (4.11)–(4.12) and (4.8). The differen-
tiation of any product of these functions goes with the
Leibniz rule.
The 4PN-accurate near-zone Hamiltonian is the sum
of Hamiltonians at different PN orders,
H
near-zone (s)
≤4PN (xa,pa;C) =
∑
a
ma +HN(xa,pa)
+H1PN(xa,pa) +H2PN(xa,pa)
+H3PN(xa,pa) +H
near-zone (s)
4PN (xa,pa;C), (8.1)
where we have introduced notation which indicates
that the 4PN near-zone Hamiltonian depends on the
IR regularization scale s and on one dimensionless
constant C parametrizing ambiguity in the regular-
ization of IR divergences. Hamiltonians HN through
H3PN were uniquely recomputed by us using three-
dimensional Riesz-implemented Hadamard regulariza-
tion supplemented by dimensional regularization. These
Hamiltonians do not develop IR divergences.
A. Computation of the 3PN-accurate Hamiltonian
The three-dimensional 3PN-accurate Hamiltonian,
H≤3PN(xa,pa) =
∑
a
ma +HN(xa,pa)
+H1PN(xa,pa) +H2PN(xa,pa)
+H3PN(xa,pa), (8.2)
was computed for the first time in the series of papers [31–
35]. We have recomputed it here and got the result iden-
tical with the previously obtained. The explicit formu-
las for the three-dimensional Hamiltonians HN through
H3PN written in general reference frame are given at the
end of the current section.
In the computation of the 3PN/4PN Hamiltonians we
eliminate time derivatives of xa and pa [present in Eqs.
(7.4) and (7.6)] by means of lower-order equations of
motion: we use Newtonian [in both (7.4) and (7.6)] or
1PN [in (7.6)] equations of motion. To perform dimen-
sional regularization of UV divergences we have to use
the d-dimensional version of these equations, which fol-
lows from d-dimensional Hamiltonians. We have explic-
itly computed the Newtonian and 1PN Hamiltonians in
d dimensions. They read [notation “+(1↔ 2)” used here
means adding to each term another term obtained by the
exchange of the bodies’ labels]
HN(xa,pa) =
p21
2m1
− κ(d− 2)
4(d− 1)
m1m2
rd−212
+ (1↔ 2),
(8.3a)
H1PN(xa,pa) = − (p
2
1)
2
8m31
+
κ
4(d− 1)
(
1
2
(3d− 2)(p1 · p2)
− d m2
m1
p21 +
1
2
(d− 2)2(n12 · p1)(n12 · p2)
)
1
rd−212
+
κ2(d− 2)2
8(d− 1)2
m21m2
r2d−412
+ (1↔ 2), (8.3b)
where we have introduced
κ :=
Γ(d/2− 1)
4πd/2
. (8.4)
Let us note that κ = 1/(4π) in d = 3 dimensions.
B. Integral of h1(12)
The part h1(12) of the 4PN density given in Eq. (7.6) is
UV divergent but it does not develop IR poles with the
exception of the term ∝ φ(2)(h˙TT(4)ij)2. This term contains
however the multiplication factor d− 3 which causes the
IR divergence of φ(2)(h˙
TT
(4)ij)
2 to not contribute to the
Hamiltonian (but the UV divergence of this term pro-
duces some nonzero contribution). After employing the
regularization procedures described in Appendix A we
have obtained
Hreg 14PN (xa,pa; d) =
∫
ddxh1(12)
= χ1,1(12)(xa,pa) + χ
1,2
(12)(xa,pa) ln
r12
ℓ¯0
+
χ1,3(12)(xa,pa)
d− 3 +O(d− 3), (8.5)
where for convenience we have introduced a new
dimensional-regularization (DR) scale ℓ¯0 related with the
original scale ℓ0 defined in Eq. (A26) by the relation
ℓ¯0 =
ℓ0
2
√
π
e−γE/2. (8.6)
Here γE denotes the Euler-Mascheroni constant.
C. Integral of h2(12)
To compute the integral of h2(12) we have to study
asymptotics of the function hTT(6)ij for r → ∞. The func-
tion hTT(6)ij is the sum of two parts, C
TT
(6)ij and ∆
−1
d h¨
TT
(4)ij
[see Eq. (7.9)]. By virtue of Eq. (4.13) the function CTT(6)ij
[defined in Eq. (7.10)] can be written more explicitly as
CTT(6)ij =
(
1
d− 1φ(2)h
TT
(4)ij +
2(d− 2)
d− 1 ∂t∆
−1
d
(
φ(2)π˜
ij
(3)
)
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+ 2∆−1d B(6)ij +
1
d− 1∆
−1
d
(
φ(2)∆dh
TT
(4)ij
))TT
.
(8.7)
Analysis of this equation shows that CTT(6)ij = O
(
r2−d
)
for
r → ∞. It is also not difficult to check that the inverse
Laplacian ∆−1d h¨
TT
(4)ij = O
(
r4−d
)
when r → ∞ (i.e., it
diverges linearly in d = 3 dimensions). This behavior of
CTT(6)ij and ∆
−1
d h¨
TT
(4)ij for r → ∞ implies that the term
h2,1(12) is convergent at infinity, whereas the terms h
2,2
(12)
and h2,3(12) develop IR divergences.
1. Integral of h
2,1
(12)
The integral of h2,1(12) is convergent at spatial infin-
ity but it is difficult to express its integrand as an ex-
plicit function of x (and of xa, pa). To do this we
further transform the density h2,1(12), after employing Eq.
(8.7), by making some additional integrations by parts
in space and shifting time derivatives. We also replace
∆d(φ(2)h
TT
(4)ij)
TT [which comes from the first term of Eq.
(7.12a)] by more explicit expression using the definition
(2.14) of the TT projection operator. We finally obtain
h2,1(12) = −
d− 2
(d− 1)2 ∂t
(
φ(2)h
TT
(4)ij
) (
φ(2)π˜
ij
(3)
)TT
+
1
4(d− 1)2
(
2φ(2),iφ(2),jh
TT
(4)ikh
TT
(4)jk − (φ(2),k)2(hTT(4)ij)2
+ φ2(2)h
TT
(4)ij∆dh
TT
(4)ij +
d− 2
d− 1 φ(2),ij h
TT
(4)ij ∆
−1
d
(
φ(2),klh
TT
(4)kl
))− (d− 2)2
(d− 1)2 φ(2)π˜
ij
(3) ∂
2
t
(
∆−1d
(
φ(2)π˜
ij
(3)
))TT
+
2(d− 2)
d− 1
(
B(6)ij +
1
2(d− 1) φ(2)∆dh
TT
(4)ij
)
∂t
(
∆−1d
(
φ(2)π˜
ij
(3)
))TT
+ h2,1,1(12) , (8.8)
where the last term equals
h2,1,1(12) =
1
d− 1 φ(2)h
TT
(4)ij
(
B(6)ij +
1
2(d− 1) φ(2)∆dh
TT
(4)ij
)TT
+
(
B(6)ij +
1
2(d− 1) φ(2)∆dh
TT
(4)ij
)(
∆−1d
(
B(6)ij +
1
2(d− 1) φ(2)∆dh
TT
(4)ij
))TT
. (8.9)
It is crucial to single out the last term in Eq. (8.8) and to
put it exactly in the form of Eq. (8.9). Due to this it is
possible to compute fully explicitly (in d = 3 dimensions)
all inverse Laplacians involved in Eq. (8.9). Formulas
needed to calculate in d = 3 all inverse Laplacians and
perform TT projections involved in Eqs. (8.8) and (8.9)
are given in Appendix C.
After performing regularization by means of the pro-
cedures described in Appendix A we have
Hreg 2,14PN (xa,pa; d) =
∫
ddxh2,1(12)
= χ2,1,1(12) (xa,pa) + χ
2,1,2
(12) (xa,pa) ln
r12
ℓ¯0
+
χ2,1,3(12) (xa,pa)
d− 3 +O(d − 3).
(8.10)
2. Integral of h
2,2
(12)
The integral of the density h2,2(12) is not convergent at
spatial infinity and it also develops UV poles. After mak-
ing use of the procedures described in Appendix A one
gets∫
ddxh2,2(12) = χ¯
2,2,1
(12)amb(xa,pa;C)
+ χ2,2,2(12) (xa,pa) ln
r12
ℓ¯0
+
χ2,2,3(12) (xa,pa)
d− 3
+ χ2,2,4(12) (xa,pa) ln
r12
s
+O(d− 3). (8.11)
Because of the ambiguity of the results of IR reg-
ularization discussed in the Appendix A3, the term
χ¯2,2,1(12)amb(xa,pa;C) depends on some undetermined di-
mensionless constant C which parametrizes this ambi-
guity. We have found that the coefficient χ2,2,4(12) of the
logarithm ln(r12/s) can be written, after adding a total
time derivative, in a very specific form. Thus we have
shown that there exists a unique term q(xa,pa),
q(xa,pa) =
21
20
(m1 +m2)m1m
2
2
(16π)4r312
(n12 · p1)
+
1
(16π)3r212
[(
97m2
20m1
− 21
16
)
m2(n12 · p1)3
20
+
(
21m1
16
− 687m2
40
)
(n12 · p1)2(n12 · p2)
+
(
77
48
− 237m2
40m1
)
m2(n12 · p1)p21
+
(
7m1
48
+
307m2
40
)
(n12 · p2)p21
+
(
1597m2
120
− 7m1
4
)
(n12 · p1)(p1 · p2)
]
+ (1↔ 2), (8.12)
such that
χ2,2,4(12) (xa,pa) +
d
dt
q(xa,pa) = F (xa,pa), (8.13)
where
F (xa,pa) :=
2M
5(16π)2
(
...
I ij)
2. (8.14)
Here Iij is the Newtonian quadrupole moment of the bi-
nary system,
Iij :=
∑
a
ma
(
xiax
j
a −
1
3
δijx2a
)
. (8.15)
All time derivatives on the right-hand side of the formula
(8.14) were eliminated by means of Newtonian equations
of motion. By virtue of Eq. (8.13) the result of Eq. (8.11)
we can rewrite in the following form:∫
ddxh2,2(12) +
d
dt
(
q(xa,pa) ln
r12
s
)
= χ2,2,1(12)amb(xa,pa;C)
+ χ2,2,2(12) (xa,pa) ln
r12
ℓ¯0
+
χ2,2,3(12) (xa,pa)
d− 3
+ F (xa,pa) ln
r12
s
+O(d− 3), (8.16)
where
χ2,2,1(12)amb(xa,pa;C) := χ¯
2,2,1
(12)amb(xa,pa;C)
+ q(xa,pa)
d
dt
(
ln
r12
s
)
. (8.17)
We have found (see Appendix A 3) that the ambiguity
of the term χ2,2,1(12)amb(xa,pa;C) can be expressed, up to
adding a total time derivative, as a multiple of the term
F introduced in Eq. (8.14),
χ2,2,1(12)amb(xa,pa;C) = χ
2,2,1
(12) (xa,pa) + C F (xa,pa)
+ (total time derivative). (8.18)
Therefore as the contribution of the density h2,2(12) to the
4PN Hamiltonian we take
Hreg 2,24PN (xa,pa; d; s, C) = χ
2,2,1
(12) (xa,pa)
+ χ2,2,2(12) (xa,pa) ln
r12
ℓ¯0
+
χ2,2,3(12) (xa,pa)
d− 3
+ F (xa,pa)
(
ln
r12
s
+ C
)
+O(d − 3).
(8.19)
Let us finally mention that the integral of the last term of
the density h2,2(12), B(6)ij∆
−1
d h¨
TT
(4)ij , though IR divergent,
can be in fact regularized uniquely. This is so because
the difference between results of different methods of reg-
ularizing this term is a total time derivative.
3. Integral of h
2,3
(12)
The density h2,3(12) is an exact divergence, it can be writ-
ten in the form
1
4
(
CTT(6)ij h¨
TT
(4)ij − STT(6)ij(∆−1d h¨TT(4)ij)
)
=
1
4
∂kEk, (8.20)
where
Ek := C
TT
(6)ij(∆
−1
d h¨
TT
(4)ij,k)− CTT(6)ij,k(∆−1d h¨TT(4)ij). (8.21)
The surface integral associated with Ek is not convergent
at spatial infinity in d = 3 dimensions. However in d
dimensions Ek ∼ r5−2d for r→∞, so the surface integral
behaves like r4−d and it vanishes in the limit r → ∞
when d is large enough. Therefore this term does not
contribute to the Hamiltonian.
D. Removing UV poles
As the result of UV and IR regularizations described
in the previous subsections, we have obtained the 4PN
near-zone Hamiltonian of the following form:
Hreg4PN(xa,pa; d; s, C) = H
reg 1
4PN (xa,pa; d)
+Hreg 2,14PN (xa,pa; d) +H
reg 2,2
4PN (xa,pa; d; s, C)
= χ¯1(xa,pa) + χ¯2(xa,pa) ln
r12
ℓ¯0
+
χ¯3(xa,pa)
d− 3
+ F (xa,pa)
(
ln
r12
s
+ C
)
+O(d − 3), (8.22)
where
χ¯k(xa,pa) := χ
1,k
(12)(xa,pa) + χ
2,1,k
(12) (xa,pa)
+ χ2,2,k(12) (xa,pa), k = 1, 2, 3. (8.23)
In the next step we remove both the DR-related scale ℓ¯0
and the pole terms proportional to 1/(d− 3) by adding a
total time derivative. To do this we have found a unique
function D(xa,pa; d),
21
D(xa,pa; d) =
m1
(16π)3r212
((
39
80
{[
(n12 · p1)2 − p21
]
(n12 · p2) + 2(n12 · p1)(p1 · p2)
}
+
2
3
(n12 · p2)p22
)
1
d− 3
+
(
117
80
{[
p21 − (n12 · p1)2
]
(n12 · p2)− 2(n12 · p1)(p1 · p2)
} − 2(n12 · p2)p22) ln r12ℓ¯0
)
+ (1↔ 2),
(8.24)
such that the sum
Hreg4PN(xa,pa; d; s, C) +
d
dt
D(xa,pa; d)
has the finite limit as d → 3. This limit we take as the
regularized value of the 4PN near-zone Hamiltonian:
H
near-zone (s)
4PN (xa,pa;C) := lim
d→3
(
Hreg4PN(xa,pa; d; s, C)
+
d
dt
D(xa,pa; d)
)
. (8.25)
This Hamiltonian depends on the IR regularization scale
s and on the dimensionless constant C and can be rewrit-
ten as
H
near-zone (s)
4PN (xa,pa;C) = H
local 0
4PN (xa,pa)
+ F (xa,pa)
(
ln
r12
s
+ C
)
,
(8.26)
where the uniquely computed part H local 04PN of the near-
zone Hamiltonian reads
H local 04PN (xa,pa) := χ¯1(xa,pa) + lim
d→3
(
χ¯2(xa,pa) ln
r12
ℓ¯0
+
χ¯3(xa,pa)
d− 3 +
d
dt
D(xa,pa; d)
)
. (8.27)
Let us stress again that H local 04PN is without DR-related
scale ℓ¯0 and poles in 1/(d− 3).
E. Total 4PN-accurate conservative matter
Hamiltonian
Reference [51] showed that the total 4PN conserva-
tive matter Hamiltonian is the sum of the local-in-time
near-zone Hamiltonian (8.26) and the time-symmetric
but nonlocal-in-time tail Hamiltonian H
tail sym (s)
4PN ,
H4PN[xa,pa] = H
near-zone (s)
4PN (xa,pa;C)
+H
tail sym (s)
4PN [xa,pa], (8.28)
where we have used brackets [·, ·] to emphasize that the
tail Hamiltonian H
tail sym (s)
4PN is a functional of phase-
space trajectories xa(t), pa(t). Reference [51] also com-
puted the value of the constant C,
C = −1681
1536
, (8.29)
and showed that the total 4PN Hamiltonian (8.28) does
not depend on the scale s and can be written as
H4PN[xa,pa] = H
local
4PN (xa,pa) +H
nonlocal
4PN [xa,pa],
(8.30)
where the local piece of the 4PN Hamiltonian reads
H local4PN (xa,pa) = H
local 0
4PN (xa,pa) + CF (xa,pa), (8.31)
and the nonlocal-in-time piece can be written as (from
now on we restore the constants c and G)
Hnonlocal4PN [xa,pa] = −
1
5
G2M
c8
...
I ij
× Pf2r12/c
∫ +∞
−∞
...
I ij(t+ v)
dv
|v| . (8.32)
Here
...
I ij denotes a third time derivative of the Newto-
nian quadrupole moment of the binary [defined in Eq.
(8.15)] and Pf2r12/c is a Hadamard partie finie with time
scale 2r12/c [see Eq. (4.2) in [51] for the definition of the
Pf operation].
The total 4PN-accurate conservative matter Hamilto-
nian is the sum
H≤4PN[xa,pa] =
∑
a
mac
2 +HN(xa,pa)
+H1PN(xa,pa) +H2PN(xa,pa)
+H3PN(xa,pa) +H4PN[xa,pa]. (8.33)
The explicit formulas for the local-in-time Hamiltonians
from the Newtonian up to the 4PN level [the local piece
(8.31) of the 4PN Hamiltonian given below incorporates
the value (8.29) of the constant C], valid in the generic,
i.e., noncenter-of-mass, reference frame, are as follows:
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For completeness let us supplement the generic 4PN-
accurate local Hamiltonian given above by its center-of-
mass expression. The center-of-mass reference frame is
defined through the condition
p1 + p2 = 0. (8.35)
Let us introduce the reduced mass µ of the system and
its symmetric mass ratio ν,
µ :=
m1m2
M
, ν :=
µ
M
=
m1m2
(m1 +m2)2
. (8.36)
It is convenient to introduce the reduced variables
r :=
x12
GM
, p :=
p1
µ
= −p2
µ
(8.37)
(with r := |r| and n := r/r). We also define the reduced
4PN-accurate center-of-mass Hamiltonian
Ĥ≤4PN[r,p] :=
H≤4PN[r,p]−Mc2
µ
, (8.38)
which is the sum of different PN contributions,
Ĥ≤4PN[r,p] = ĤN(r,p) + Ĥ1PN(r,p) + Ĥ2PN(r,p)
+ Ĥ3PN(r,p) + Ĥ4PN[r,p], (8.39)
where the 4PN Hamiltonian is the sum of local- and
nonlocal-in-time parts,
Ĥ4PN[r,p] = Ĥ
local
4PN (r,p) + Ĥ
nonlocal
4PN [r,p]. (8.40)
The local Hamiltonians from ĤN to Ĥ
local
4PN are equal to
(let us recall that their coefficients depend on massesm1,
m2 only through the symmetric mass ratio ν)
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3401779
57600
− 28691π
2
24576
)
(n · p)2
)
ν
+
((
672811
19200
− 158177π
2
49152
)
p2 +
(
110099π2
49152
− 21827
3840
)
(n · p)2
)
ν2
}
1
r4
+
{
− 1
16
+
(
6237π2
1024
− 169199
2400
)
ν +
(
7403π2
3072
− 1256
45
)
ν2
}
1
r5
. (8.41e)
IX. THE POINCARE´ INVARIANCE
There are several possibilities for partial checks of our
results: first the test-body limit and second the linear in
G part of the 4PN Hamiltonian through comparison with
the post-Minkowskian results achieved in Ref. [54]. Both
these checks were already performed by us in Ref. [52].
The most important tool however is the Poincare´ invari-
ance, discussed for the first time in the context of the
ADM Hamiltonian approach to the two-body problem
in Ref. [35]. Poincare´ symmetry holds because our (iso-
lated and conservative) two-point-mass system is living in
asymptotically flat spacetime with its globally conserved
quantities: energy H , linear momentum P, angular mo-
mentum J, and Lorentz boost vector K = −Pt + G,
where G denotes the center-of-(mass)energy vector. All
these quantities are realized as functions on the two-body
phase space (x1,x2,p1,p2), whose usual Poisson brack-
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ets,
{f(xa,pa), g(xa,pa)} :=
∑
a
(
∂f
∂xia
∂g
∂pai
− ∂f
∂pai
∂g
∂xia
)
,
(9.1)
satisfy the Poincare´ algebra relations,
{Pi , Pj} = 0, {Ji, Jj} = ǫijkJk, (9.2a)
{Ji, Pj} = ǫijkPk, (9.2b)
{Pi, H} = 0, {Ji, H} = 0, (9.2c)
{Ji, Gj} = ǫijkGk, (9.2d)
{Gi, H} = Pi, (9.2e)
{Gi, Pj} = c−2Hδij , (9.2f)
{Gi, Gj} = −c−2ǫijkJk. (9.2g)
These relations have to be fulfilled through 4PN order.
The total linear and angular momenta have universal
forms,
Pi(xa,pa) =
∑
a
pai, Ji(xa,pa) =
∑
a
ǫijkx
j
apak,
(9.3)
and they exactly satisfy Eqs. (9.2a)–(9.2c). We will con-
struct the boost vector G as a three-vector from xa and
pa only; therefore, the relation (9.2d) will also be ex-
actly satisfied. Consequently Eqs. (9.2e)–(9.2g) are the
only nontrivial relations which have to be satisfied by the
vector G. The Hamitonian H entering Poincare´ algebra
(9.2) is the full 4PN-accurate Hamiltonian,
H≤4PN[xa,pa] = H
local
≤4PN(xa,pa) +H
nonlocal
4PN [xa,pa],
(9.4)
where the local-in-time part reads
H local≤4PN(xa,pa) =
∑
a
mac
2 +HN(xa,pa)
+H1PN(xa,pa) +H2PN(xa,pa)
+H3PN(xa,pa) +H
local
4PN (xa,pa).
(9.5)
Because the nonlocal-in-time piece Hnonlocal4PN is Galileo
invariant [see Eq. (5.15) in [51] for the proof], it is enough
to restrict the 4PN-accurate Hamiltonian to its local part
H local≤4PN when looking for the 4PN-accurate boost vector
G.
We have found the 4PN-accurate boost vector G using
the method of undetermined coefficients employed at the
3PN level in Ref. [35]. The generic form of the three-
vector G reads
G(xa,pa) =
∑
a
(
Ma(xb,pb)xa+Na(xb,pb)pa
)
, (9.6)
where the scalars Ma and Na possess the following 4PN-
accurate expansions
Ma = ma +M
1PN
a +M
2PN
a +M
3PN
a +M
4PN
a , (9.7a)
Na = N
2PN
a +N
3PN
a +N
4PN
a . (9.7b)
Let us note that Ma and Na reduce to ma and 0, re-
spectively, in the Newtonian approximation. Next we
write the most general expressions for the successive PN
approximations to the functions Ma and Na as sums of
scalar monomials of the form
cn r
−n0
12
(
p21
m21
)n1 (p1 · p2
m1m2
)n2 ( p22
m22
)n3
×
(
n12 · p1
m1
)n4 (n12 · p2
m2
)n5
mn61 m
n7
2 , (9.8)
where n0, . . . , n7 are non-negative integers. To con-
strain the possible values of n0, . . . , n7 we employ di-
mensional analysis, Euclidean covariance (including par-
ity symmetry), and time reversal symmetry (which im-
poses that Ma is even and Na is odd under the operation
pa → −pa). We also use the 1 ↔ 2 relabeling symme-
try. At the 4PN level the most general pattern for the
functions M4PNa and N
4PN
a involves 210 dimensionless
coefficients cn.
To find the functions M1PNa , . . . , M
4PN
a and N
2PN
a ,
. . . , N4PNa it is enough to use Eq. (9.2e) only. The 3PN-
accurate functions were constructed in Ref. [35] (for com-
pleteness we give below their explicit expressions). At
the 4PN level the relation (9.2e) yields 525 equations to
be satisfied. We have found a unique solution to these
equations [and we have then checked that this solution
satisfies the remaining Poincare´ algebra relations (9.2f)
and (9.2g)]. The explicit forms of the functions M1PNa ,
. . . , M4PNa and N
2PN
a , . . . , N
4PN
a read
c2M1PN1 (xa,pa) =
1
2
p21
m1
− 1
2
Gm1m2
r12
, (9.9a)
c4M2PN1 (xa,pa) = −
1
8
(p21)
2
m31
+
1
4
Gm1m2
r12
(
− 5 p
2
1
m21
− p
2
2
m22
+ 7
(p1 · p2)
m1m2
+
(n12 · p1)(n12 · p2)
m1m2
)
+
1
4
Gm1m2
r12
G(m1 +m2)
r12
, (9.9b)
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c6M3PN1 (xa,pa) =
1
16
(p21)
3
m51
+
1
16
Gm1m2
r12
(
9
(p21)
2
m41
+
(p22)
2
m42
− 11 p
2
1 p
2
2
m21m
2
2
− 2 (p1 · p2)
2
m21m
2
2
+ 3
p21 (n12 · p2)2
m21m
2
2
+ 7
p22 (n12 · p1)2
m21m
2
2
− 12 (p1 · p2) (n12 · p1)(n12 · p2)
m21m
2
2
− 3 (n12 · p1)
2(n12 · p2)2
m21m
2
2
)
+
1
24
G2m1m2
r212
(
(112m1 + 45m2)
p21
m21
+ (15m1 + 2m2)
p22
m22
− 1
2
(209m1 + 115m2)
(p1 · p2)
m1m2
− (31m1 + 5m2) (n12 · p1)(n12 · p2)
m1m2
+
(n12 · p1)2
m1
− (n12 · p2)
2
m2
)
− 1
8
Gm1m2
r12
G2(m21 + 5m1m2 +m
2
2)
r212
,
(9.9c)
c8M4PN1 (xa,pa) = −
5(p21)
4
128m71
+
Gm1m2
r12
M46(xa,pa) +
G2m1m2
r212
(
m1M441(xa,pa) +m2M442(xa,pa)
)
+
G3m1m2
r312
(
m21M421(xa,pa) +m1m2M422(xa,pa) +m
2
2M423(xa,pa)
)
+
G4m1m2
r412
M40(xa,pa), (9.9d)
M46(xa,pa) = −13(p
2
1)
3
32m61
− 15(n12 · p1)
4(n12 · p2)2
256m41m
2
2
+
45(n12 · p1)2(n12 · p2)2p21
128m41m
2
2
− 91(n12 · p2)
2(p21)
2
256m41m
2
2
− 5(n12 · p1)
3(n12 · p2)(p1 · p2)
32m41m
2
2
+
25(n12 · p1)(n12 · p2)p21(p1 · p2)
32m41m
2
2
+
5(n12 · p1)2(p1 · p2)2
64m41m
2
2
+
7p21(p1 · p2)2
64m41m
2
2
+
11(n12 · p1)4p22
256m41m
2
2
− 47(n12 · p1)
2p21p
2
2
128m41m
2
2
+
91(p21)
2p22
256m41m
2
2
+
5(n12 · p1)3(n12 · p2)3
32m31m
3
2
− 7(n12 · p1)(n12 · p2)
3p21
32m31m
3
2
+
15(n12 · p1)2(n12 · p2)2(p1 · p2)
32m31m
3
2
+
7(n12 · p2)2p21(p1 · p2)
32m31m
3
2
− 5(n12 · p1)(n12 · p2)(p1 · p2)
2
16m31m
3
2
− (p1 · p2)
3
16m31m
3
2
− 11(n12 · p1)
3(n12 · p2)p22
32m31m
3
2
+
7(n12 · p1)(n12 · p2)p21p22
32m31m
3
2
− 5(n12 · p1)
2(p1 · p2)p22
32m31m
3
2
+
p21(p1 · p2)p22
32m31m
3
2
+
15(n12 · p1)2(n12 · p2)4
256m21m
4
2
− 11(n12 · p2)
4p21
256m21m
4
2
+
5(n12 · p1)(n12 · p2)3(p1 · p2)
32m21m
4
2
− 5(n12 · p2)
2(p1 · p2)2
64m21m
4
2
− 21(n12 · p1)
2(n12 · p2)2p22
128m21m
4
2
+
7(n12 · p2)2p21p22
128m21m
4
2
− (n12 · p1)(n12 · p2)(p1 · p2)p
2
2
32m21m
4
2
+
(p1 · p2)2p22
64m21m
4
2
+
11(n12 · p1)2(p22)2
256m21m
4
2
+
37p21(p
2
2)
2
256m21m
4
2
− (p
2
2)
3
32m62
, (9.9e)
M441(xa,pa) =
7711(n12 · p1)4
3840m41
− 2689(n12 · p1)
2p21
3840m41
+
2683(p21)
2
1920m41
− 67(n12 · p1)
3(n12 · p2)
30m31m2
+
1621(n12 · p1)(n12 · p2)p21
1920m31m2
− 411(n12 · p1)
2(p1 · p2)
1280m31m2
− 25021p
2
1(p1 · p2)
3840m31m2
+
289(n12 · p1)2(n12 · p2)2
128m21m
2
2
− 259(n12 · p2)
2p21
128m21m
2
2
+
689(n12 · p1)(n12 · p2)(p1 · p2)
192m21m
2
2
+
11(p1 · p2)2
48m21m
2
2
− 147(n12 · p1)
2p22
64m21m
2
2
+
283p21p
2
2
64m21m
2
2
+
7(n12 · p1)(n12 · p2)3
12m1m32
+
49(n12 · p2)2(p1 · p2)
48m1m32
29
− 7(n12 · p1)(n12 · p2)p
2
2
6m1m32
− 7(p1 · p2)p
2
2
48m1m32
− 9(p
2
2)
2
32m42
, (9.9f)
M442(xa,pa) = −45(p
2
1)
2
32m41
+
7p21(p1 · p2)
48m31m2
+
7(n12 · p1)(n12 · p2)p21
6m31m2
− 49(n12 · p1)
2(p1 · p2)
48m31m2
− 7(n12 · p1)
3(n12 · p2)
12m31m2
+
7(p1 · p2)2
24m21m
2
2
+
635p21p
2
2
192m21m
2
2
− 983(n12 · p1)
2p22
384m21m
2
2
+
413(n12 · p1)2(n12 · p2)2
384m21m
2
2
− 331(n12 · p2)
2p21
192m21m
2
2
+
437(n12 · p1)(n12 · p2)(p1 · p2)
64m21m
2
2
+
11(n12 · p1)(n12 · p2)3
15m1m32
− 1349(n12 · p2)
2(p1 · p2)
1280m1m32
− 5221(n12 · p1)(n12 · p2)p
2
2
1920m1m32
− 2579(p1 · p2)p
2
2
3840m1m32
+
6769(n12 · p2)2p22
3840m42
− 2563(p
2
2)
2
1920m42
− 2037(n12 · p2)
4
1280m42
, (9.9g)
M421(xa,pa) = −179843p
2
1
14400m21
+
10223(p1 · p2)
1200m1m2
− 15p
2
2
16m22
+
8881(n12 · p1)(n12 · p2)
2400m1m2
+
17737(n12 · p1)2
1600m21
, (9.9h)
M422(xa,pa) =
(
8225π2
16384
− 12007
1152
)
p21
m21
+
(
143
16
− π
2
64
)
(p1 · p2)
m1m2
+
(
655
1152
− 7969π
2
16384
)
p22
m22
+
(
6963π2
16384
− 40697
3840
)
(n12 · p1)2
m21
+
(
119
16
+
3π2
64
)
(n12 · p1)(n12 · p2)
m1m2
+
(
30377
3840
− 7731π
2
16384
)
(n12 · p2)2
m22
, (9.9i)
M423(xa,pa) = − 35p
2
1
16m21
+
1327(p1 · p2)
1200m1m2
+
52343p22
14400m22
− 2581(n12 · p1)(n12 · p2)
2400m1m2
− 15737(n12 · p2)
2
1600m22
, (9.9j)
M40(xa,pa) =
m31
16
+
(
3371π2
6144
− 6701
1440
)
m21m2 +
(
20321
1440
− 7403π
2
6144
)
m1m
2
2 +
m32
16
, (9.9k)
c4N2PN1 (xa,pa) = −
5
4
G (n12 · p2), (9.9l)
c6N3PN1 (xa,pa) =
1
8
G
m1m2
(
2 (p1 · p2)(n12 · p2)− p22 (n12 · p1) + 3 (n12 · p1)(n12 · p2)2
)
+
1
48
G2
r12
(
19m2 (n12 · p1) + (130m1 + 137m2) (n12 · p2)
)
, (9.9m)
c8N4PN1 (xa,pa) = Gm2N45(xa,pa) +
G2m2
r12
(
m1N431(xa,pa) +m2N432(xa,pa)
)
+
G3m2
r212
(
m21N411(xa,pa) +m1m2N412(xa,pa) +m
2
2N413(xa,pa)
)
, (9.9n)
N45(xa,pa) = −5(n12 · p1)
3(n12 · p2)2
64m31m
2
2
+
(n12 · p1)(n12 · p2)2p21
64m31m
2
2
+
5(n12 · p1)2(n12 · p2)(p1 · p2)
32m31m
2
2
− (n12 · p2)p
2
1(p1 · p2)
32m31m
2
2
+
3(n12 · p1)(p1 · p2)2
32m31m
2
2
− (n12 · p1)
3p22
64m31m
2
2
− (n12 · p1)p
2
1p
2
2
64m31m
2
2
30
+
(n12 · p1)2(n12 · p2)3
32m21m
3
2
− 7(n12 · p2)
3p21
32m21m
3
2
+
3(n12 · p1)(n12 · p2)2(p1 · p2)
16m21m
3
2
+
(n12 · p2)(p1 · p2)2
16m21m
3
2
− 9(n12 · p1)
2(n12 · p2)p22
32m21m
3
2
+
5(n12 · p2)p21p22
32m21m
3
2
− 3(n12 · p1)(p1 · p2)p
2
2
16m21m
3
2
− 11(n12 · p1)(n12 · p2)
4
128m1m42
+
(n12 · p2)3(p1 · p2)
32m1m42
+
7(n12 · p1)(n12 · p2)2p22
64m1m42
+
(n12 · p2)(p1 · p2)p22
32m1m42
− 3(n12 · p1)(p
2
2)
2
128m1m42
, (9.9o)
N431(xa,pa) = −387(n12 · p1)
3
1280m31
+
10429(n12 · p1)p21
3840m31
− 751(n12 · p1)
2(n12 · p2)
480m21m2
+
2209(n12 · p2)p21
640m21m2
− 6851(n12 · p1)(p1 · p2)
1920m21m2
+
43(n12 · p1)(n12 · p2)2
192m1m22
− 125(n12 · p2)(p1 · p2)
192m1m22
+
25(n12 · p1)p22
48m1m22
− 7(n12 · p2)
3
8m32
+
7(n12 · p2)p22
12m32
, (9.9p)
N432(xa,pa) =
7(n12 · p2)p21
48m21m2
+
7(n12 · p1)(p1 · p2)
24m21m2
− 49(n12 · p1)
2(n12 · p2)
48m21m2
+
295(n12 · p1)(n12 · p2)2
384m1m22
− 5(n12 · p2)(p1 · p2)
24m1m22
− 155(n12 · p1)p
2
2
384m1m22
− 5999(n12 · p2)
3
3840m32
+
11251(n12 · p2)p22
3840m32
, (9.9q)
N411(xa,pa) = −37397(n12 · p1)
7200m1
− 12311(n12 · p2)
2400m2
, (9.9r)
N412(xa,pa) =
(
5005π2
8192
− 81643
11520
)
(n12 · p1)
m1
+
(
773π2
2048
− 61177
11520
)
(n12 · p2)
m2
, (9.9s)
N413(xa,pa) = −7073(n12 · p2)
1200m2
. (9.9t)
The fulfillment of the Poincare´ algebra does not imply
a complete check of the Hamiltonian, but rather a check
of all terms besides the purely static ones. Of course, the
Poincare´ algebra is invariant against canonical transfor-
mations, particularly those induced by coordinate-gauge
transformations, so the single terms in the Hamiltonian
have no direct physical meaning. The reader interested
in a representation of a higher-order PN Hamiltonian
through center-of-mass and relative coordinates is re-
ferred to [72].
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Appendix A: Regularization
In this appendix we describe techniques which we have
used to regularize divergent integrals which appear in our
paper.
1. Three-dimensional Riesz-implemented
Hadamard regularization
The Riesz-implemented Hadamard (RH) regulariza-
tion was developed in the context of deriving PN equa-
tions of motion of binary systems in Refs. [32, 41] (see
also [73]) to deal with locally divergent integrals com-
puted in 3 dimensions. The RH regularization relies on
multiplying the full integrand, say i(x), of the divergent
integral by a regularization factor,
i(x) −→ i(x)
( r1
s1
)ǫ1(r2
s2
)ǫ2
, (A1)
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and studying the double limit ǫ1 → 0, ǫ2 → 0 (here s1
and s2 are arbitrary three-dimensional UV regularization
scales). Let us thus consider such an integral performed
over the whole space R3 and let us assume that it devel-
ops only local poles (so it is convergent at spatial infin-
ity). The value of the integral, after performing the RH
regularization in 3 dimensions, has the structure
IRH(3; ǫ1, ǫ2) :=
∫
R3
i(x)
( r1
s1
)ǫ1(r2
s2
)ǫ2
d3x
= A+ c1
( 1
ǫ1
+ ln
r12
s1
)
+ c2
( 1
ǫ2
+ ln
r12
s2
)
+O(ǫ1, ǫ2). (A2)
In the case of an integral over R3 developing poles only
at spatial infinity (so it is locally integrable) it would be
enough to use a regularization factor of the form (r/r0)
ǫ
(where r0 is an IR regularization scale), but it is more
convenient to use the factor(r1
r0
)aǫ(r2
r0
)bǫ
(A3)
and study the limit ǫ → 0. Let us denote the integrand
again by i(x). The value of the integral, after performing
the RH regularization in 3 dimensions, has the structure
IRH(3; a, b, ǫ) :=
∫
R3
i(x)
(r1
r0
)aǫ(r2
r0
)bǫ
d3x
= A− c∞
(
1
(a+ b)ǫ
+ ln
r12
r0
)
+O(ǫ).
(A4)
Many integrals appearing in Eqs. (A2) and (A4) we
compute using three-dimensional form of the following
formula, first derived in d dimensions probably by Riesz
[74]:∫
rα1 r
β
2 d
dx = πd/2 rα+β+d12
×
Γ
(
α+d
2
)
Γ
(
β+d
2
)
Γ
(
−α+β+d2
)
Γ
(−α2 )Γ(−β2)Γ(α+β+2d2 ) . (A5)
To compute the 4PN-accurate Hamiltonian one needs
to employ a generalization of the three-dimensional ver-
sion of the Riesz formula (A5) for integrands of the form
rα1 r
β
2 s
γ , where
s := r1 + r2 + r12. (A6)
Such formula was derived in Ref. [32] and it reads∫
rα1 r
β
2 s
γ d3x = R(α, β, γ) rα+β+γ+312 , (A7a)
where [let us note that the formula given below is invari-
ant under the permutation (a↔ b)]
R(α, β, γ) := 2π
Γ (α+ 2)Γ (β + 2)Γ (−α− β − γ − 4)
Γ (−γ)
× [I1/2 (α+ 2,−α− γ − 2) + I1/2 (β + 2,−β − γ − 2)− I1/2 (α+ β + 4,−α− β − γ − 4)− 1] . (A7b)
The function I1/2 in Eq. (A7b) is defined as follows:
I1/2 (x, y) :=
B1/2 (x, y)
B (x, y)
, (A8)
where B stands for the beta function (Euler’s integral of
the first kind) and B1/2 is the incomplete beta function;
it can be expressed in terms of the Gauss hypergeometric
function 2F1:
B1/2 (x, y) =
1
2xx
2F1
(
1− y, x;x+ 1; 1
2
)
. (A9)
The regularization procedure based on the formulas
(A5) and (A7) consists of several steps. We enumerate
them now. The most general integrand we have to con-
sider has the form
(n1 · p1)q1(n2 · p1)q2(n1 · p2)q3(n2 · p2)q4rα1 rβ2 sγ , (A10)
where q1, . . . , q4 are non-negative integers and γ is a
negative integer. We first eliminate the unit vector n2
by the identity
n2 =
r1
r2
n1 +
r12
r2
n12. (A11)
We thus plug Eq. (A11) into (A10) and expand the scalar
product n1 · n12 by means of the relation
n1 · n12 = r
2
2 − r21 − r212
2r1r12
. (A12)
After this the most general integrand reduces to
(n1 · p1)q1(n1 · p2)q2rα1 rβ2 sγ , (A13)
where again q1 and q2 are non-negative integers.
We perform integration in prolate spheroidal coordi-
nates. By using these coordinates it is possible to rep-
resent integrand (A13) as a linear combination of inte-
grands of the type rα1 r
β
2 s
γ . To show this let us locate the
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particles in the focal points of the prolate spheroidal co-
ordinates [they lie along the z axis of the Cartesian coor-
dinate system (x, y, z)], so the particles’ position vectors
have the following Cartesian coordinates:
x1 = (0, 0,−r12/2), x2 = (0, 0, r12/2). (A14)
The Cartesian components of the unit vector n1 := (x−
x1)/r1 can be expressed by r1, r2 and the azimuthal angle
φ,
nx1 =
√[
(r1 + r2)
2 − r212
] [
r212 − (r1 − r2)2
]
2r1r12
cosφ,
(A15a)
ny1 =
√[
(r1 + r2)
2 − r212
] [
r212 − (r1 − r2)2
]
2r1r12
sinφ,
(A15b)
nz1 =
r212 + r
2
1 − r22
2r1r12
. (A15c)
Without loss of generality we can place the vector p1
in the (x, z) plane (we can also assume that p1x > 0).
One can then show that the Cartesian components of
the vector p1 are as follows:
p1x =
√
p21 − (n12 · p1)2, (A16a)
p1y = 0, (A16b)
p1z = −(n12 · p1). (A16c)
The x and z Cartesian components of the vector p2 read
p2x =
(p1 · p2)− (n12 · p1)(n12 · p2)√
p21 − (n12 · p1)2
, (A17a)
p2z = −(n12 · p2); (A17b)
the y component of the vector p2 can be computed from
p2y = ±
√
p22 − p22x − p22z. (A17c)
We have checked that the result of the procedure de-
scribed below does not depend on the ± ambiguity in
Eq. (A17c).
Making use of Eqs. (A15)–(A17) we compute scalar
products (n1 · p1) and (n1 · p2) in Eq. (A13). After this
the integrand (A13) becomes a sum of terms of the form
A(r1, r2)B(φ), where B(φ) is a polynomial in sinφ and
cosφ. Each of these terms we integrate in the following
way:∫
A(r1, r2)B(φ) d
3x =
∫
A(r1, r2) d
2x
∫ 2π
0
B(φ) dφ
= 〈B〉
∫
A(r1, r2) d
3x, (A18)
where 〈B〉 is the average over the angle φ,
〈B〉 := 1
2π
∫ 2π
0
B(φ) dφ. (A19)
After this step the integrand (A13) becomes the linear
combination of the type∑
I
cI r
αI
1 r
βI
2 s
γI , (A20)
where the constant coefficients cI may depend only on
r12, p
2
1, (p1 · p2), p22, (n12 · p1), and (n12 · p2). The
integral of (A20) is computed by means of Eq. (A2) or
(A4) and with the usage of formulas (A5) and (A7).
Appendix A6 of Ref. [28] contains generalization of the
above presented procedure to d space dimensions (and it
employs prolate spheroidal coordinates in d dimensions).
2. UV corrections
Reference [32] showed that the three-dimensional RH
regularization described above used to derive the 3PN
two-point-mass Hamiltonian gave ambiguous results.
Namely, by means of integration by parts (assuming
that all involved integrals are convergent at infinity, so
all surface terms can be neglected) one can replace one
form of Hamiltonian density (or its part) by some other
form. Integration of both equivalent densities should
give the same result, but it did not. To correct the re-
sult of the three-dimensional RH regularization (i.e., to
remove ambiguity), Ref. [31] (see Secs. 3 and 4 there)
developed dimensional-regularization (DR) technique,3
which we have also used to make the results of the three-
dimensional RH regularization of the locally divergent
part of the 4PN-accurate Hamiltonian unique.
The technique of Ref. [31] boils down to the computa-
tion of the difference
lim
d→3
H loc4PN(d)−HRH loc4PN (3), (A21)
where HRH loc4PN (3) is the “local part” of the Hamilto-
nian obtained by means of the three-dimensional RH
regularization [it is the sum of all integrals of the type
IRH(3; ǫ1, ǫ2) introduced in Eq. (A2)]; H
loc
4PN(d) is its d-
dimensional counterpart.
Reference [31] showed that to find the DR correction to
the integral IRH(3; ǫ1, ǫ2) related with the local pole at,
say, x = x1, it is enough to consider only this part of the
integrand i(x) which develops logarithmic singularities,
i.e. which locally behaves like 1/r31,
i(x) = · · ·+ c˜1(n1) r−31 + · · · , when x→ x1. (A22)
3 The presentation of this technique given below is an improved
and more complete version of the explanations contained in Sec.
III of [53].
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Then the pole part of the integral (A2) (related with the
singularity at x = x1) we recover by RH regularization of
the integral of c˜1(n1) r
−3
1 over the ball B(x1, ℓ1) of radius
ℓ1 surrounding the particle x1. The RH regularized value
of this integral reads
IRH1 (3; ǫ1) :=
∫
B(x1,ℓ1)
c˜1(n1) r
−3
1
( r1
s1
)ǫ1
d3r1
= c1
∫ ℓ1
0
r−11
(r1
s1
)ǫ1
dr1, (A23)
where c1 is the angle-averaged value of the coefficient
c˜1(n1). The expansion of the integral I
RH
1 (3; ǫ1) around
ǫ1 = 0 equals
IRH1 (3; ǫ1) = c1
( 1
ǫ1
+ ln
ℓ1
s1
)
+O(ǫ1). (A24)
The idea of the technique developed in [31] relies
on replacing the RH-regularized value of the three-
dimensional integral IRH1 (3; ǫ1) by the value of its d-
dimensional version I1(d). We thus consider the d-
dimensional counterpart of the expansion (A22). It reads
i(x) = · · ·+ ℓk(d−3)0 c˜1(d;n1) r6−3d1 + · · · , when x→ x1,
(A25)
where ℓ0 is the scale which relates the Newtonian GN
and the D-dimensional (D = d + 1) GD gravitational
constants,
GD = GN ℓ
d−3
0 . (A26)
The number k in the exponent of ℓ
k(d−3)
0 is related with
the momentum-order of the considered term [the term
with k is of the order of O(p10−2k), where k = 1, . . . , 5].
The integral I1(d) we define as
I1(d) := ℓ
k(d−3)
0
∫
B(x1,ℓ1)
c˜1(d;n1) r
6−3d
1 d
dr1
= ℓ
k(d−3)
0 c1(d)
∫ ℓ1
0
r5−2d1 dr1, (A27)
where c1(d) is the angle-averaged value of the coefficient
c˜1(d;n1),
c1(d) :=
∮
Sd−1(0,1)
c˜1(d;n1) dΩd−1. (A28)
One checks that always
lim
d→3
c1(d) = c1(3) = c1. (A29)
The radial integral in Eq. (A27) is convergent if the real
part ℜ(d) of d fulfills ℜ(d) < 3. Let us introduce
ε := d− 3
and let us expand c1(d) around ε = 0,
c1(d) = c1(3 + ε) = c1 + c
′
1(3)ε+O(ε2). (A30)
Then the expansion of the integral I1(d) around ε = 0
reads
I1(d) = − c1
2ε
− 1
2
c
′
1(3) + c1 ln
ℓ1
ℓ0
+O(ε). (A31)
In Eqs. (A30)–(A31) we have used (A29). Let us note
that the coefficient c′1(3) usually depends on ln r12 and it
has the structure
c
′
1(3) = c
′
11(3) + c
′
12(3) ln
r12
ℓ0
. (A32)
Therefore the DR correction also changes the terms ∝
ln r12.
The DR correction to the RH-regularized value of the
integral IRH(3; ǫ1, ǫ2) relies on replacing this integral by
IRH(3; ǫ1, ǫ2) + ∆I1 +∆I2, (A33)
where
∆Ia := Ia(d)− IRH1 (3; ǫ1), a = 1, 2. (A34)
Then one computes the double limit
lim
ǫ1→3
ǫ2→3
(
IRH(3; ǫ1, ǫ2) + ∆I1 +∆I2
)
= A− c1 + c2
2ε
− 1
2
(
c
′
1(3) + c
′
2(3)
)
+
(
c1 + c2
)
ln
r12
ℓ0
+O(ε)
= A− c1 + c2
2ε
− 1
2
(
c
′
11(3) + c
′
21(3)
)
+
(
c1 − 1
2
c
′
12(3) + c2 −
1
2
c
′
22(3)
)
ln
r12
ℓ0
+O(ε). (A35)
Note that all poles ∝ 1/ǫ1, 1/ǫ2 and all terms depending
on radii ℓ1, ℓ2 or scales s1, s2 cancel each other. The
result (A35) is as if all computations were fully done in
d dimensions.
In the DR correcting UV divergences of the 3PN two-
point-mass Hamiltonian performed in Ref. [31], after col-
lecting all terms of the type (A35) together, all poles
∝ 1/(d−3) cancel each other. This is not the case for the
UV divergences of the 4PN two-point-mass Hamiltonian
considered in the present paper. As explained in Sec.
VIIID of our paper after collecting all terms of the type
(A35), one has to add to the Hamiltonian a unique total
time derivative [given in Eq. (8.24)] to eliminate all poles
∝ 1/(d− 3) (together with ℓ0-dependent logarithms).
3. IR corrections
To regularize IR-divergent integrals which appear in
the derivation of the 4PN two-point-mass Hamiltonian,
we have originally developed a technique analogous to the
one described above and used to compute DR corrections
to UV-divergent integrals regularized in 3 dimensions.
After completing tedious computations we have obtained
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IR terms analogous to UV terms described by Eq. (A35).
After adding all these terms we have the expression with
poles ∝ 1/(d − 3). Then we have checked that there
exists no total time derivative by means of which one can
eliminate these poles. The conclusion was that even in
d-dimensional computation of IR-divergent integrals one
has to introduce an additional IR regularization factor
(r/s)B with a new scale s.
To be consistent with DR correction of UV diver-
gences performed in d dimensions, we have developed
a d-dimensional version of IR regularization. We have
devised two different regularization schemes. We will
however see that the results of these regularizations are
identical with the results achieved by means of purely
three-dimensional computations.
There is a crucial difference between the results of ap-
plication of UV and IR regularizations: the results of IR
regularizations depend on an arbitrary IR regularization
scale which we had to introduce, whereas the result of UV
regularization does not depend on any scale. Moreover
the results of two different IR regularizations developed
below are different; therefore, we have to conclude that
the result of IR regularization is ambiguous. In Appendix
A3 c we show that the ambiguity can be expressed in
terms of only one unknown dimensionless parameter.
The basic idea of both IR regularizations is, similarly
to what we have done for UV divergences, to replace
this part of the three-dimensional integral IRH∞ (3; a, b, ǫ)
from Eq. (A4) which is responsible for IR divergences, by
its d-dimensional counterpart. Let us thus consider the
three-dimensional integral (A4) which is IR divergent.
In all considered cases one checks that its IR pole term
proportional to 1/ǫ is related to this part of the integrand
i(x) of (A4), which, after expansion around r =∞ (r :=
|x|), is proportional to 1/r3,
i(x) = · · ·+ c˜∞(n) r−3 + · · · , when r →∞, (A36)
where n := x/r. It means that one can reproduce
the pole term of Eq. (A4) by means of integration of
c˜∞(n) r
−3 taken over the exterior of the ball B(0, R)
(with the center at the origin 0 of the coordinate sys-
tem and the radius R). We thus define
IRH∞ (3; a, b, ǫ) :=
∫
R3\B(0,R)
c˜∞(n) r
−3
( r
r0
)(a+b)ǫ
d3x
= c∞
∫ ∞
R
r−3
( r
r0
)(a+b)ǫ
r2 dr
= −c∞
(
1
(a+ b)ǫ
+ ln
R
r0
)
+O(ǫ),
(A37)
where c∞ is the angle-averaged value of the coefficient
c˜∞(n),
c∞ :=
∮
S2(0,1)
c˜∞(n) dΩ2. (A38)
a. Modifying behavior of the hTT(6)ij at infinity
All terms contributing to poles at spatial infinity are
collected in Eq. (7.12b). They (with the exception of the
first term) have the structure
fij(x)∆
−1
d h¨
TT
(4)ij , (A39)
and the first term in Eq. (7.12b) we treat as
1
2(d− 1)φ(2)h
TT
(4)ij∆d(∆
−1
d h¨
TT
(4)ij).
To regularize all these terms properly we have made the
replacement
∆−1d h¨
TT
(4)ij −→ ∆−1d
[ (r
s
)B
h¨TT(4)ij
]
, (A40)
where (r/s)B is an IR regularization factor with s being
a new constant (needed to make the regularization factor
dimensionless).
After making the replacement (A40) in each term in
Eq. (7.12b), we have found in d-dimensions for each
term this part of its expansion around r = ∞ which
contributes to the IR divergence. It is proportional to
r6−3d+B and has the structure
fij(x)∆
−1
d
[ (r
s
)B
h¨TT(4)ij
]
= · · ·+ c˜ 1∞(d,B;n)
× s−B r6−3d+B + · · · , when r →∞. (A41)
One can make the replacement (A40) directly in d =
3 dimensions, then instead of the expansion (A41) one
obtains
fij(x)∆
−1
[ (r
s
)B
h¨TT(4)ij
]
= · · ·+ c˜ 0∞(B;n)
× s−B rB−3 + · · · , when r →∞. (A42)
We have checked that always
lim
d→3
c˜
1
∞(d,B;n) = c˜
0
∞(B;n), (A43a)
lim
B→0
c˜ 0∞(B;n) = c˜∞(n), (A43b)
where c˜∞(n) is the coefficient in the three-dimensional
expansion (A36).
For all terms from Eq. (7.12b) we have computed the
integral
I1∞(d,B) := s
−B
∫
Rd\B(0,R)
c˜
1
∞(d,B;n) r
6−3d+B ddx
= c1∞(d,B) s
−B
∫ ∞
R
r5−2d+B dr
= −c1∞(d,B) s−B
R6−2d+B
6− 2d+B , (A44)
35
where c1∞(d,B) is the angle-averaged value of the coeffi-
cient c˜ 1∞(d,B;n),
c
1
∞(d,B) :=
∮
Sd−1(0,1)
c˜
1
∞(d,B;n) dΩd−1. (A45)
One easily checks that the equalities analogous to (A43)
are also fulfilled for the angle-averaged values of the co-
efficients,
lim
d→3
c
1
∞(d,B) = c
0
∞(B), (A46a)
lim
B→0
c0∞(B) = c∞, (A46b)
where the three-dimensional coefficient c0∞(B) is the
angle-averaged value of the three-dimensional coefficient
c˜ 0∞(B;n),
c0∞(B) :=
∮
S2(0,1)
c˜ 0∞(B;n) dΩ2. (A47)
The integral I1∞(d,B) can be shortly written as (let us
recall that ε := d− 3)
I1∞(d,B) = I
1
∞(3 + ε,B) =
N(ε,B)
B − 2ε , (A48)
where we have defined
N(ε,B) := −c1∞(3 + ε,B)s−BRB−2ε. (A49)
As the regularized value of the integral (A48) for ε→
0 and B → 0 we take the finite part (FP) of the pole
occurring at B = 2ε in d dimensions (we follow here Ref.
[60]; see especially Sec. VIII there). We thus define
FP I1∞ := FP
ε→0
lim
B→0
N(ε,B)−N(ε, 2ε)
B − 2ε
= FP
ε→0
N(ε, 0)−N(ε, 2ε)
−2ε
= FP
ε→0
(
∂N
∂B
(0, 0) +O(ε)
)
=
∂N
∂B
(0, 0)
= −∂c
1
∞
∂B
(3, 0)− c1∞(3, 0) ln
R
s
. (A50)
As the correction to integral IRH(3; a, b, ǫ) we define the
difference
∆I1∞ := FP I
1
∞ − IRH∞ (3; a, b, ǫ), (A51)
so the regularized value of the three-dimensional IR-
divergent integral over i(x) reads(∫
R3
i(x) d3x
)
reg 1
:= lim
ǫ→0
(
IRH(3; a, b, ǫ) + ∆I1∞
)
= A− ∂c
1
∞
∂B
(3, 0)− c1∞(3, 0) ln
r12
s
.
(A52)
In view of the equalities (A46) it is clear that the value
of the right-hand side of Eq. (A52) would be the same
if all computations leading to it were performed in 3 di-
mensions. We thus have(∫
R3
i(x) d3x
)
reg 1
= A− ∂c
0
∞
∂B
(0)− c∞ ln r12
s
. (A53)
b. d-dimensional RH regularization
We have also considered another way of regularizng IR
divergences. Namely, before integrating an IR-divergent
integral over d-dimensional space, we multiply the full
integrand by a factor(r1
s
)α1(r2
s
)α2
(A54)
and after evaluating it we take the finite part of the IR
pole occurring at α1 + α2 = 2(d− 3). This recipe means
nothing more than the d-dimensional version of the Riesz-
implemented Hadamard regularization we performed in
3 dimensions.
In this approach instead of the expansion (A41) one
has (we introduce here β := α1 + α2)
fij(x)∆
−1
d h¨
TT
(4)ij = · · ·+ c˜ 2∞(d;n) s−β r6−3d+β + · · · ,
when r→∞, (A55)
and instead of the integral (A44) one considers the inte-
gral
I2∞(d, β) := s
−β
∫
Rd\B(0,R)
c˜
2
∞(d;n) r
6−3d+β ddx
= c2∞(d) s
−β
∫ ∞
R
r5−2d+β dr
= −c2∞(d) s−β
R6−2d+β
6− 2d+ β , (A56)
where
c
2
∞(d) :=
∮
Sd−1(0,1)
c˜
2
∞(d;n) dΩd−1. (A57)
One checks that always
lim
d→3
c
2
∞(d) = c
2
∞(3) = c∞. (A58)
The crucial difference between the integral I2∞(d, β)
and the integral I1∞(d,B) of (A44) is such that in
I2∞(d, β) the coefficient c˜
2
∞(d;n) [and its angle-averaged
value c2∞(d)] does not depend on β, whereas in I
1
∞(d,B)
the coefficient c˜ 1∞(d,B;n) [and its angle-averaged value
c
1
∞(d;B)] does depend on B. The integral (A56) can be
written as
I2∞(d, β) =
η(ε, β)
β − 2ε , (A59a)
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η(ε, β) := −c2∞(3 + ε)s−βRβ−2ε, (A59b)
and its regularized value for ε→ 0 and β → 0 we define
as the finite part
FP I2∞ := FP
ε→0
lim
β→0
η(ε, β)− η(ε, 2ε)
β − 2ε
=
∂η
∂β
(0, 0) = −c2∞(3) ln
R
s
. (A60)
The correction to the integral IRH(3; a, b, ǫ) is again the
difference
∆I2∞ := FP I
2
∞ − IRH∞ (3; a, b, ǫ), (A61)
so the regularized value of the three-dimensional IR-
divergent integral over i(x) reads(∫
R3
i(x) d3x
)
reg 2
:= lim
ǫ→0
(
IRH(3; a, b, ǫ) + ∆I2∞
)
= A− c2∞(3) ln
r12
s
. (A62)
By virtue of Eq. (A58) it is clear that the value of the
right-hand side of Eq. (A63) would be the same if all
computations were performed in 3 dimensions. We thus
have (∫
R3
i(x) d3x
)
reg 2
= A− c∞ ln r12
s
. (A63)
Let us finally note that the above result can be immedi-
ately read off from Eq. (A4) after dropping the pole part
and identifying the scales r0 and s.
c. IR ambiguity
Comparison of the two IR regularization schemes con-
sidered above immediately leads to the conclusion that
the results of their application to computation of the in-
tegral of h2,2(12), Eq. (7.12b), are different. By virtue of
Eqs. (A53) and (A63) one gets
∆Hreg 2,24PN :=
(∫
R3
h2,2(12) d
3x
)
reg 1
−
(∫
R3
h2,2(12) d
3x
)
reg 2
= −
∑ ∂c0∞
∂B
(0), (A64)
where the summation is over all terms of the integrand
h2,2(12). We have computed the difference ∆H
reg 2,2
4PN . It
turns out that it can be written as
∆Hreg 2,24PN = (total time derivative) +
137
768
F, (A65)
where F is defined in Eq. (8.14).
To take into account ambiguity (A65) of IR regular-
ization we have introduced in Eq. (8.11) a dimensionless
ambiguity parameter C. According to Eq. (A65) this am-
biguity can be written (up to adding a total time deriva-
tive) as a multiple of the term F , and this is the content
of Eq. (8.18).
4. “Partie finie” value of singular function
The concept of “partie finie” value of function at its
singular point was previously used e.g. in the calcula-
tion of ADM point-particle Hamiltonians at the 2PN and
2.5PN levels (see Appendix B in [75]), and also at the
3PN and 3.5PN orders (see also [41]).
Let f be a smooth real-valued function defined in an
open ball B(x0, E) ⊂ R3 of radius E > 0 and origin at
x0 ∈ R3, excluding the point x0, i.e., f ∈ C∞(B(x0, E) \
{x0}). At x0 the function f is assumed to be singular. It
is enough to consider functions f which have only rational
singularities. We thus assume that there exists positive
integer N such that the limit
lim
x→x0
f(x)|x − x0|N (A66)
exists and is finite. Let us denote by Nmin the smallest
positive integer N for which the limit (A66) exists and is
finite. We define
g(x) :=
{
f(x)|x− x0|Nmin, for x 6= x0,
limx→x0 f(x)|x− x0|Nmin, for x = x0.
(A67)
We also define two families of auxiliary functions fn and
gn (labeled by unit vectors n, n · n = 1):
(0;E) ∋ ǫ 7→ fn(ǫ) := f (x0 + ǫn) ∈ R, (A68a)
〈0;E) ∋ ǫ 7→ gn(ǫ) := g (x0 + ǫn) ∈ R. (A68b)
Our final assumption is that for all unit vectors n the
function gn is smooth in the half-closed interval 〈0;E).
Using Eqs. (A67) and (A68) we obtain
fn(ǫ) =
gn(ǫ)
ǫNmin
. (A69)
From Eq. (A69), after expanding gn into Taylor series
around ǫ = 0, the formal expansion of fn into Laurent
series around ǫ = 0 follows:
fn(ǫ) =
∞∑
m=−Nmin
am(n) ǫ
m
=
gn(0)
ǫNmin
+
g′
n
(0)
ǫNmin−1
+ · · ·+ g
(Nmin−1)
n (0)
(Nmin − 1)! ǫ
+
1
Nmin!
g(Nmin)
n
(0) +O(ǫ). (A70)
We define the regularized “partie finie” value of the func-
tion f at x0 as the coefficient at ǫ
0 in the expansion (A70)
averaged over all unit vectors n:
freg(x0) :=
1
4π
∮
dΩ2 a0(n)
=
1
4πNmin!
∮
dΩ2 g
(Nmin)
n
(0). (A71)
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Let us consider the function
g˜(x) := f(x)|x− x0|N˜ ,
where N˜ is the positive integer N˜ > Nmin Then one can
define freg(x0) using the function g˜ instead of g. It is
easy to show that the value of freg(x0) will not change,
so the definition (A71) does not depend on the choice of
the number N˜ provided N˜ ≥ Nmin.
Definition (A71) is used to give the meaning to inte-
grals of f(x) δa, where the function f is assumed to be
singular at x = xa. Namely, we define∫
d3x f(x) δa := freg(xa). (A72)
The definition (A72) is an extension of the notion
of “good” Dirac δ-functions introduced by Infeld and
Pleban´ski [44]. Their definition assumes that “good” δ-
function, besides having the properties of ordinary Dirac
δ distributions, also satisfies the condition (cf. Appendix
1 in [44])∫
d3x
δa
rka
= 0, for k = 1, 2, . . . , p. (A73)
Obviously the definition (A72) entails the fulfillment of
the condition (A73).
The important feature of the definition (A71) is that
the regularized value of the product of functions is not,
in general, equal to the product of the regularized values
of the individual functions:
(f1f2 · · · )reg (x0) 6= f1 reg(x0) f2 reg(x0) · · · (A74)
(the above property but with the equality sign was called
“tweedling of products” by Infeld and Pleban´ski; see,
e.g., Appendix 2 in [44]). The property (A74) of three-
dimensional “partie finie” operation leads to problems.
Let us consider some function S singular at x = xa. It
is natural to demand that
S(x) δa = Sreg(xa) δa. (A75)
The above rule is always used when solving Poisson equa-
tions with singular source terms of the form S(x) δa [see
Eq. (B2) below]. Then, multiplying both sides of Eq.
(A75) by another function T which is also singular at
x = xa, one gets
T (x)S(x) δa = T (x)Sreg(xa) δa. (A76)
The rule (A75) applied to Eq. (A76) implies that
(TS)reg(xa) = Treg(xa)Sreg(xa), (A77)
what in general contradicts Eq. (A74).
To avoid this kind of problem one should employ di-
mensional regularization. One can check that in the
generic d-dimensional case the distributivity is always
satisfied,(
f
(d)
1 f
(d)
2 · · ·
)
reg
(xa) = f
(d)
1 reg(xa)f
(d)
2 reg(xa) · · · , (A78)
where f
(d)
reg (xa) is rather not defined by the d-dimensional
analog of the definition (A71), but it is directly computed
by employing the existence of such region in the complex
d-plane where the function f (d)(x) is finite for x = xa (see
the example at the end of this appendix). In d dimensions
one can thus always use
f (d)(x) δ(d)(x− xa) = f (d)reg (xa) δ(d)(x− xa). (A79)
Therefore one defines the dimensional-regularization
rule,
freg(xa) := lim
d→3
(
f (d)reg (xa)
)
, (A80)
where f (d) is the d-dimensional version of f . In the com-
putation of the 4PN Hamiltonian the usage of the rule
(A80) boils down in practice to the usage of the three-
dimensional definition (A71) after the usage of distribu-
tivity (A78) (in the case of computing regularized value
of the product of functions).
As an example of justifying the distributivity (A78)
let us consider the following 4PN-related contact integral
[here we denote by φ
(d)
(2) the function, given by the right-
hand side of Eq. (C1a), which is the d-dimensional ver-
sion of the three-dimensional potential denoted by φ(2)]:∫
ddx
(
φ
(d)
(2)(x)
)5
δ1 =
∫
ddxκ5
(
m1r
2−d
1 +m2r
2−d
2
)5
δ1.
(A81)
Because ℜ(d) < 2 ⇒ limx→x1 r2−d1 = 0, then∫
ddx
(
φ
(d)
(2)(x)
)5
δ1 = κ
5
(
m2r
2−d
12
)5
=
[(
φ
(d)
(2)
)
reg
(x1)
]5
.
(A82)
Therefore the three-dimensional value of the integral
(A81) equals∫
d3x
(
φ(2)(x)
)5
δ1 = lim
d→3
[(
φ
(d)
(2)
)
reg
(x1)
]5
=
[(
φ(2)
)
reg
(x1)
]5
. (A83)
Computation of the three-dimensional integral of(
φ(2)(x)
)5
δ1 directly by means of Eq. (A71) leads to the
result different from the result of Eq. (A83).
5. Distributional differentiation of homogeneous
functions
Appearance of UV divergences is not the only cost of
employing Dirac-delta sources. Another consequence is
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that in our computations we have to differentiate homo-
geneous functions using an enhanced (or distributional)
rule, which comes from standard distribution theory (see
Sec. 3.3 in Chapter III of Ref. [76]).
Let f be a real-valued function defined in a neighbor-
hood of the origin of R3. f is said to be a positively ho-
mogeneous function of degree λ, if for any number a > 0
f(ax) = aλ f(x). (A84)
Let k := −λ− 2. If λ is an integer and if λ ≤ −2 (i.e. k
is a non-negative integer), then the partial derivative of
f with respect to the coordinate xi has to be calculated
by means of the formula [cf. Eq. (5.15) in [77]]
∂if(x) = ∂if(x) +
(−1)k
k!
∂kδ(x)
∂xi1 · · · ∂xik
×
∮
Σ
dσi f(x
′)x′i1 · · ·x′ik , (A85)
where ∂if means the derivative computed using the stan-
dard rules of differentiations, Σ is any smooth close sur-
face surrounding the origin and dσi is the surface element
on Σ.
The rule (A85) should also be applied to differentiation
of functions which are homogeneous not with respect to
x, but with respect to x−x0, for some constant x0 ∈ R3.
Let f be such function, then there exists another function
φ for which the relation
f(x) = φ(x − x0) (A86)
is fulfilled and the function ξ 7→ φ(ξ) is a positively homo-
geneous function of degree λ, i.e., for any number a > 0
φ(a ξ) = aλ φ(ξ). (A87)
Obviously (here ξ := x− x0)
∂f(x)
∂xi
=
∂φ(ξ)
∂ξi
(A88)
and for the derivative ∂φ/∂ξi the rule (A84) is directly
applicable. Therefore the partial derivative with respect
to the coordinate xi of the function f satisfying condi-
tions (A86) and (A87) should, by virtue of (A88) and
(A85), be calculated by means of the formula
∂if(x) = ∂if(x) +
(−1)k
k!
∂kδ(x− x0)
∂xi1 · · · ∂xik
×
∮
Σ
dσi φ(ξ
′) ξ′i1 · · · ξ′ik , (A89)
where ∂if means the derivative computed using the stan-
dard rules of differentiations, Σ is any smooth close sur-
face surrounding the point x0 and dσi is the surface ele-
ment on Σ.
As an example let us employ the formula (A89) to cal-
culate first and second partial derivatives of 1/ra, 1/r
2
a,
and 1/r3a. For the first partial derivatives we obtain
∂i
1
ra
= ∂i
1
ra
, (A90a)
∂i
1
r2a
= ∂i
1
r2a
, (A90b)
∂i
1
r3a
= ∂i
1
r3a
− 4π
3
∂iδa. (A90c)
Let us note that in Eq. (A90a) there is no need to use
the rule (A89), and in Eq. (A90b) the term proportional
to δa [obtained from the usage of (A89)], vanishes. The
second partial derivatives read
∂i∂j
1
ra
= ∂i∂j
1
ra
− 4π
3
δijδa, (A91a)
∂i∂j
1
r2a
= ∂i∂j
1
r2a
, (A91b)
∂i∂j
1
r3a
= ∂i∂j
1
r3a
− 2π
15
(16∂i∂jδa + 3δij∆δa) . (A91c)
Making use of Eqs. (A91a), (A91b), and (A91c), one gets
∆
1
ra
= −4πδa, (A92a)
∆
1
r2a
=
2
r4a
, (A92b)
∆
1
r3a
=
6
r5a
− 10π
3
∆δa. (A92c)
The distributional derivative (A89) does not obey the
Leibniz rule. It can easily be seen by considering the
distributional partial derivative of the product 1/ra and
1/r2a. Let us suppose that the Leibniz rule is applicable
here:
∂i
1
r3a
= ∂i
(
1
ra
1
r2a
)
=
1
r2a
∂i
1
ra
+
1
ra
∂i
1
r2a
. (A93)
By virtue of Eqs. (A90a) and (A90b) the right-hand side
of Eq. (A93) can be computed using standard differential
calculus (no terms with Dirac deltas), whereas comput-
ing the left-hand side of (A93) by means of (A90c) one
obtains some term proportional to ∂iδa.
The distributional differentiation is necessary when
one differentiates homogeneous functions under the inte-
gral sign. Let us consider the following locally divergent
integral (here a 6= b):
pai paj
∫
d3x
(
∂i∂j
1
ra
)
1
r4b
. (A94)
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We shall regularize this integral in two different ways.
We first replace in (A94) differentiations with respect to
xi by those with respect to xia (obviously ∂ira = −∂aira).
Then we shift the differentiations before the integral sign
and apply directly the Riesz formula (A5). The result is
pai paj
∫
d3x
(
∂i∂j
1
ra
)
1
r4b
= pai paj ∂ai∂aj
∫
d3x
rar4b
= pai paj ∂ai∂aj
(
− 2π
r2ab
)
=
4π
[
p2a − 4(nab · pa)2
]
r4ab
. (A95)
We have obtained (A95) performing integration first and
then differentiation. Now we shall regularize the integral
(A94) doing differentiation first. To do it we have to use
the rule (A89), which gives [cf. Eq. (A91a)]
∂i∂j
1
ra
=
(
3nian
j
a − δij
) 1
r3a
− 4π
3
δijδa. (A96)
We substitute (A96) into (A94):
pai paj
∫
d3x
(
∂i∂j
1
ra
)
1
r4b
=
∫
d3x
3(na · pa)2 − p2a
r3ar
4
b
− 4π
3
p2a
∫
d3x
δa
r4b
. (A97)
The second integral on the right-hand side of (A97) is
calculated by means of the definition (A72). The obvious
result is ∫
d3x
δa
r4b
=
1
r4ab
. (A98)
To calculate the first integral on the right-hand side of
(A97) we apply the procedure described in Appendix A1.
We obtain∫
d3x
3(na · pa)2 − p2a
r3ar
4
b
=
16π
[
p2a − 3(nab · pa)2
]
3r4ab
.
(A99)
Collecting Eqs. (A97)–(A99) together we get the result
which coincides with the result (A95) obtained before.
The two ways of regularizing the integral (A94), de-
scribed above, coincide only if we apply formula (A89)
when we perform differentiation before integration.
It is not difficult to show that the formula (A85) is also
valid (without any change) in the d-dimensional case, i.e.
when f is a real-valued and positively homogeneous func-
tion of degree λ defined in a neighborhood of the origin
of Rd. The formula (A85) can be applied in d dimensions
when the number k := −λ + d − 1 is a non-negative in-
teger. For example, the d-dimensional versions of Eqs.
(A90a) and (A91a) read
∂i
1
rd−2a
= ∂i
1
rd−2a
, (A100a)
∂i∂j
1
rd−2a
= ∂i∂j
1
rd−2a
− 1
κd
δijδa. (A100b)
Using the formula (A85) [or (A89)] in d (or 3) di-
mensions requires averaging of products of unit vectors
over the unit sphere. This can be done by means of
the following formulas (see Appendix A 2 of [28] for d-
dimensional expression and Appendix A 5 of [80] for its
three-dimensional version):∮
Sd−1
dΩd−1 n
i1 · · ·ni2k+1 = 0, k = 0, 1, 2, . . . ,
(A101a)∮
Sd−1
dΩd−1 n
i1 · · ·ni2k = (d− 2)!!
(d+ 2(k − 1))!!Ωd−1
× δ{i1i2 · · · δi2k−1i2k}, k = 0, 1, 2, . . . .
(A101b)
Here, for positive integer k, k!! := k(k− 2) · · · 1 for k odd
and k!! := k(k − 2) · · · 2 for k even, Ωd−1 is the area of
the unit sphere in Rd,
Ωd−1 =
2πd/2
Γ(d/2)
, (A102)
and A{i1i2···ik} :=
∑
σ∈S Aσ(i1)···σ(ik), where S is
the smallest set of permutations of {1, . . . , k} making
A{i1i2···ik} fully symmetric in i1, i2, · · · , ik. Let us note
some simple cases:∮
Sd−1
dΩd−1 n
i1ni2 =
1
d
Ωd−1δi1i2 , (A103a)∮
Sd−1
dΩd−1 n
i1ni2ni3ni4 =
1
d(d+ 2)
Ωd−1
× (δi1i2δi3i4 + δi1i3δi2i4 + δi1i4δi2i3).
(A103b)
6. Riesz kernel
To avoid problems related with applying distributional
derivatives (even in d dimensions) one can replace Dirac
delta distribution δ by some functional representation
(“delta sequence”). In d dimensions one can e.g. employ
the Riesz kernel Ka(ǫa):
δa = lim
εa→0
Ka(ǫa), Ka(ǫa) :=
Γ
(
(d− ǫa)/2
)
πd/2 2ǫa Γ(ǫa/2)
rǫa−da .
(A104)
Then one should replace in the constraint equations (2.5)
Dirac-delta sources by Riesz kernels (A104), solve the
constraints perturbatively and develop the whole PN
scheme (let us stress that then no distributional differ-
entiation is needed). At the end of the calculation, one
takes the limits ǫ1 → 0, ǫ2 → 0, and only after this one
computes d→ 3 limit.
This procedure was applied by us in [46] to recompute
all UV divergent integrals at the 3PN level. It is however
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too difficult to be performed fully at the 4PN level, so it
has not been applied in the main part of the present pa-
per, but it was used for checking some results. It should
be mentioned that the Riesz-kernel method of regular-
ization has been applied by Damour in Refs. [78, 79]. It
also may be pointed out that the dimensional regular-
ization calculations of Ref. [63] have been performed in
momentum representation, where also only ordinary (i.e.,
nondistributional) space-time derivatives show up.
As an example let us first compute the potential φ(2)
for Riesz-kernel sources. Instead of Eq. (3.10a) we thus
solve
∆dφ(2) = −
∑
a
maKa. (A105)
Making use of Eq. (B4) one gets
φ(2) = −
∑
a
2−ǫaπ−d/2Γ((d− ǫa)/2)
ǫa(2− d+ ǫa)Γ(ǫa/2) mar
2−d+ǫa
a .
(A106)
Let us next consider the integral of Eq. (A81), which now
takes the form ∫
ddxφ5(2)K1. (A107)
To compute this integral it is enough to use Eq. (A5).
After computing the double limit ǫ1 → 0, ǫ2 → 0 (the
order of the limits does not matter) one obtains
π−5d/2Γ(d/2)5
32(d− 2)5 m
5
2r
10−5d
12 . (A108)
The value of the above formula in the limit d → 3 coin-
cides with the result (A83).
Let us finally mention that the usage of the Riesz kernel
directly in 3 dimensions does not resolve ambiguities. For
example, three-dimensional computations corresponding
to d-dimensional ones presented in the above example
would lead to the result which is different from (A83)
(so the “tweedling property” of the product would be
violated).
Appendix B: Inverse Laplacians
In the present paper we have to consider (both in d
and in 3 dimensions) numerous Poisson equations with
distributional source terms,
∆df =
∑
a
g(x) δa, (B1)
where usually the function g is singular at x = xa. Equa-
tion of this type we solve as follows:
f(x) = ∆−1d
∑
a
g(x) δa = ∆
−1
d
∑
a
greg(xa) δa
=
∑
a
greg(xa)∆
−1
d δa, (B2)
where the regularized value greg of the function g is de-
fined in Eq. (A71) (in 3 dimensions) or in Eq. (A80)
(when, to avoid ambiguities, one has to employ the d-
dimensional version of computing of greg). The function
∆−1d δa is defined below in Eq. (B9) (in d dimensions) or
in Eq. (B15) (in 3 dimensions).
1. d-dimensional inverse Laplacians
We start from considering some solutions of equation
∆ndf = r
α
a , n = 1, 2, . . . , (B3)
where ∆nd denotes n-folded superposition of the d-
dimensional flat Laplacian ∆d. By direct computation
one checks that the function
∆−nd r
α
a :=
Γ(α/2 + 1)Γ((α + d)/2)
22nΓ(α/2 + n+ 1)Γ((α + d)/2 + n)
rα+2na
(B4)
is the solution of Eq. (B3). The function ∆−nd r
α
a we call
nth inverse Laplacian of rαa . Let us note the formulas for
the first, second, and third inverse Laplacians of rαa :
∆−1d r
α
a :=
rα+2a
(α+ 2)(α+ d)
, (B5a)
∆−2d r
α
a :=
r4+αa
(2 + α)(4 + α)(d + α)(2 + d+ α)
, (B5b)
∆−3d r
α
a :=
r6+αa
(2 + α)(4 + α)(6 + α)(d + α)(2 + d+ α)(4 + d+ α)
. (B5c)
We also have to consider solutions of equation
∆ndf = δa, n = 1, 2, . . . . (B6)
Making use of Eq. (B4) and the formula
∆dr
2−d
a = −κ−1δa, (B7)
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one checks that the function
∆−nd δa := −
κΓ(2− d/2)
4n−1(n− 1)! Γ(n+ 1− d/2)r
2n−d
a (B8)
solves Eq. (B6). The function ∆−nd δa we call the nth
inverse Laplacian of δa. The first inverse Laplacian of δa
thus reads
∆−1d δa := −κ r2−da . (B9)
We also need solutions of equations of a more general
type than Eq. (B3). It reads
∆ndf = r
α
an
i1
a · · ·nika , n = 1, 2, . . . . (B10)
More precisely, we need to consider Eq. (B10) for n =
1, 2, 3 and for each of these values of n we need to take k =
1, . . . , 6. To save space we list below solutions (inverse
Laplacians) related to Eq. (B10) only for n = 1, 2, 3 and
k = 1, 2, 3:
∆−1d n
i
ar
α
a :=
niar
2+α
a
(α + 1)(α+ d+ 1)
, (B11a)
∆−1d n
i
an
j
ar
α
a :=
[(2 + α)(d+ α)nian
j
a − 2δij ]r2+αa
α(2 + α)(d + α)(2 + d+ α)
, (B11b)
∆−1d n
i
an
j
an
k
ar
α
a :=
[2(δjkn
i
a + δikn
j
a + δijn
k
a)− (1 + α)(1 + d+ α)nianjanka]r2+αa
(1 − α)(1 + α)(1 + d+ α)(3 + d+ α) , (B11c)
∆−2d n
i
ar
α
a :=
niar
4+α
a
(1 + α)(3 + α)(1 + d+ α)(3 + d+ α)
, (B11d)
∆−2d n
i
an
j
ar
α
a :=
[(4 + α)(d+ α)nian
j
a − 4δij ]r4+αa
α(2 + α)(4 + α)(d + α)(2 + d+ α)(4 + d+ α)
, (B11e)
∆−2d n
i
an
j
an
k
ar
α
a :=
[(3 + α)(1 + d+ α)nian
j
an
k
a − 4(δijnka + δjknia + δiknja)]r4+αa
(α− 1)(1 + α)(3 + α)(1 + d+ α)(3 + d+ α)(5 + d+ α) , (B11f)
∆−3d n
i
ar
α
a :=
niar
6+α
a
(1 + α)(3 + α)(5 + α)(1 + d+ α)(3 + d+ α)(5 + d+ α)
, (B11g)
∆−3d n
i
an
j
ar
α
a :=
[(6 + α)(d + α)nian
j
a − 6δij ]r6+αa
α(2 + α)(4 + α)(6 + α)(d + α)(2 + d+ α)(4 + d+ α)(6 + d+ α)
, (B11h)
∆−3d n
i
an
j
an
k
ar
α
a :=
[(5 + α)(1 + d+ α)nian
j
an
k
a − 6(δijnka + δjknia + δiknja)]r6+αa
(α − 1)(1 + α)(3 + α)(5 + α)(1 + d+ α)(3 + d+ α)(5 + d+ α)(7 + d+ α) . (B11i)
2. Three-dimensional inverse Laplacians
For convenience let us start from rewriting some d-
dimensional results of Appendix B 1 in d = 3 dimensions.
The function
∆−nrαa :=
Γ(α+ 2)
Γ(α+ 2n+ 2)
rα+2na (B12)
is the nth inverse Laplacian of rαa [it is thus the solution
of Eq. (B3) in d = 3 dimensions], so the first inverse
Laplacian of rαa reads
∆−1rαa :=
rα+2a
(α+ 2)(α+ 3)
. (B13)
The function
∆−nδa := − 1
4π(2n− 2)!r
2n−3
a (B14)
solves Eq. (B6) in d = 3 dimensions and is the nth inverse
Laplacian of δa. The first inverse Laplacian of δa thus
equals
∆−1δa := − 1
4πra
. (B15)
In the derivations of the field functions needed to cal-
culate the 4PN-accurate two-point-mass Hamiltonian we
have used some special solutions to the partial differential
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equations of the form
∆nf = rαa r
β
b (a 6= b), n = 1, 2, . . . . (B16)
This special solution to Eq. (B16) is defined below, we
denote it by I(n;α, β) and call the nth inverse Laplacian
of rαa r
β
b .
Let us mention that in Ref. [81] one can find formulas
[see Eq. (B13) there and equations below it], which de-
scribe the formal solution to Eq. (B16) in d dimensions
for any complex values of n, α, and β. The solution is
expressed in terms of the Appell hypergeometric func-
tion F4 of two variables. We have tried to use it in our
4PN-related computations but, in general, this has led to
calculations too complicated to be useful.
The large family of three-dimensional inverse Lapla-
cians of rαa r
β
b is based on the solution to the Poisson
equation
∆f =
1
rarb
. (B17)
One immediately checks that ln(ra + rb ± rab) solves Eq.
(B17). Because ln(ra + rb − rab) is singular along the
segment joining the points xa and xb, the first inverse
Laplacian of r−1a r
−1
b we define to be
I(1;−1,−1) := ln(ra + rb + rab). (B18)
Let us apply the operator ∆a (∆a contains differenti-
ations with respect to xia only) to the both sides of Eq.
(B17). Assuming commutativity of the operators ∆a and
∆ one obtains
∆a(∆f) = ∆(∆af) =
1
rb
(
∆a
1
ra
)
= −4π δa
rb
, (B19)
where we have used
∆a
1
ra
= ∆
1
ra
= −4πδa. (B20)
After applying the rule [see Eq. (A75) and the discussion
around this equation]
f(x)δa = freg(xa)δa (B21)
to the right-hand side of Eq. (B19), one gets
∆(∆af) = −4π δa
rab
. (B22)
Using Eq. (B15) from (B22) one obtains
∆af = − 4π
rab
∆−1δa =
1
rarab
. (B23)
Analogously one can derive the equation
∆bf =
1
rbrab
. (B24)
One checks that the solution (B18) fulfills Eqs. (B23) and
(B24), whereas the function ln(ra + rb − rab) does not.
Using the result (B18) it is possible to calculate all
multiple inverse Laplacians of the type4
I(n; 2k − 1, 2l− 1), n = 1, 2, . . . , k, l = 0, 1, 2, . . . .
(B25)
To obtain I(n; 2k − 1, 2l − 1) (for n = 1, 2, . . ., k, l =
0, 1, 2, . . .) one assumes that it has the following struc-
ture:
I(n; 2k − 1, 2l− 1) := W1(ra, rb, rab)
+W2(ra, rb, rab) ln(ra + rb + rab),
(B26)
where W1 and W2 are polynomials of variables ra, rb,
and rab, consisting of terms of only 2(k+ l+n− 1)-order
in these variables. The form of Eq. (B26) can be inferred
from dimensional analysis which takes into account the
first inverse Laplacian of r−1a r
−1
b given in Eq. (B18). To
fix the coefficients of W1 and W2 uniquely one requires
that the following conditions are fulfilled:
∆I(n; 2k − 1, 2l− 1) = I(n− 1; 2k − 1, 2l− 1),
(B27a)
∆aI(n; 2k − 1, 2l− 1) = 2k(2k − 1)I(n; 2k − 3, 2l− 1),
(B27b)
∆bI(n; 2k − 1, 2l− 1) = 2l(2l− 1)I(n; 2k − 1, 2l− 3).
(B27c)
Equation (B27b) and (B27c) corresponds to Eq. (B23)
and (B24), respectively. In the case of k = 0 Eq. (B27b)
should be replaced by
∆aI(n;−1, 2l− 1) = r
2l−1
ab
(2n− 2)!r
2n−3
a ; (B27d)
analogously for l = 0 instead of Eq. (B27c) one uses
∆bI(n; 2k − 1,−1) = r
2k−1
ab
(2n− 2)!r
2n−3
b . (B27e)
To illustrate the above procedure let us consider the
second inverse Laplacian I(2;−1,−1). We are thus look-
ing for a solution f of the partial differential equation
∆2f = 1/(rarb). We assume that the solution f is of
the form W1(ra, rb, rab)+W2(ra, rb, rab) ln(ra+ rb+ rab),
where W1 and W2 are polynomials of indicated vari-
ables consisting of only quadratic terms in these vari-
ables (i.e. the most general polynomial of this type is
a1r
2
a + a2r
2
b + a3r
2
ab + a4rarb + a5rarab + a6rbrab). We
4 The method presented below was devised in Ref. [14]; see Ap-
pendix C there.
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need to fix the values of 12 coefficients (in fact less be-
cause of symmetry with respect to interchanging the la-
bels a and b of the particles) defining the polynomialsW1
and W2. To do this we employ Eqs. (B27a), (B27d), and
(B27e), which take the form: (1) ∆f = ln(ra + rb + rab);
(2) ∆af = ra/(2rab); (3) ∆bf = rb/(2rab). The equa-
tions 1–3 fix the 12 coefficients of the polynomials W1
and W2 uniquely. The result is given in Eq. (B28b) be-
low.
Below we list explicit formulas for the inverse Lapla-
cians which have been used throughout this paper (here
a 6= b and sab := ra + rb + rab):
∆−1
1
rarb
:= ln sab, (B28a)
∆−2
1
rarb
:=
1
36
(−r2a + 3rarab + r2ab − 3rarb + 3rabrb − r2b)+ 112 (r2a − r2ab + r2b) ln sab, (B28b)
∆−3
1
rarb
:=
1
28800
(− 63r4a + 150r3arab + 126r2ar2ab − 90rar3ab − 63r4ab − 90r3arb + 90r2arabrb + 90rar2abrb − 90r3abrb
− 2r2ar2b + 90rarabr2b + 126r2abr2b − 90rar3b + 150rabr3b − 63r4b
)
+
1
960
(
3r4a − 6r2ar2ab + 3r4ab + 2r2ar2b − 6r2abr2b + 3r4b
)
ln sab, (B28c)
∆−1
ra
rb
:=
1
18
(−r2a − 3rarab − r2ab + 3rarb + 3rabrb + r2b)+ 16 (r2a + r2ab − r2b) ln sab, (B28d)
∆−2
ra
rb
:=
1
7200
(−r4a − 30r3arab − 62r2ar2ab + 90rar3ab + 63r4ab − 30r3arb + 30r2arabrb
− 90rar2abrb + 90r3abrb − 62r2ar2b − 90rarabr2b − 126r2abr2b + 90rar3b
+90rabr
3
b + 63r
4
b
)
+
1
240
(
r4a + 2r
2
ar
2
ab − 3r4ab + 2r2ar2b + 6r2abr2b − 3r4b
)
ln sab, (B28e)
∆−3
ra
rb
:=
1
2822400
(− 37r6a − 210r5arab− 951r4ar2ab + 1540r3ar3ab + 2013r2ar4ab − 1050rar5ab − 1025r6ab − 210r5arb
+ 210r4arabrb − 840r3ar2abrb + 840r2ar3abrb + 1050rar4abrb − 1050r5abrb − 37r4ar2b − 420r3arabr2b − 1062r2ar2abr2b
+ 2100rar
3
abr
2
b + 3075r
4
abr
2
b − 280r3ar3b + 420r2arabr3b − 2100rar2abr3b + 2800r3abr3b − 951r2ar4b − 1050rarabr4b
− 3075r2abr4b + 1050rar5b + 1050rabr5b + 1025r6b
)
+
1
13440
(
r6a + 3r
4
ar
2
ab − 9r2ar4ab + 5r6ab + r4ar2b + 6r2ar2abr2b
− 15r4abr2b + 3r2ar4b + 15r2abr4b − 5r6b
)
ln sab, (B28f)
∆−1rarb :=
1
3600
(
63r4a + 90r
3
arab − 62r2ar2ab − 30rar3ab − r4ab + 90r3arb − 90r2arabrb + 30rar2abrb
−30r3abrb − 126r2ar2b − 90rarabr2b − 62r2abr2b + 90rar3b + 90rabr3b + 63r4b
)
+
1
120
(−3r4a + 2r2ar2ab + r4ab + 6r2ar2b + 2r2abr2b − 3r4b) ln sab, (B28g)
∆−2rarb :=
1
705600
(
531r6a + 630r
5
arab − 531r4ar2ab − 420r3ar3ab − 531r2ar4ab + 630rar5ab + 531r6ab + 630r5arb
− 630r4arabrb − 630rar4abrb + 630r5abrb − 531r4ar2b − 914r2ar2abr2b − 531r4abr2b − 420r3ar3b − 420r3abr3b
− 531r2ar4b − 630rarabr4b − 531r2abr4b + 630rar5b + 630rabr5b + 531r6b
)
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+
1
3360
(− 3r6a + 3r4ar2ab + 3r2ar4ab − 3r6ab + 3r4ar2b + 2r2ar2abr2b + 3r4abr2b + 3r2ar4b + 3r2abr4b − 3r6b) ln sab,
(B28h)
∆−3rarb :=
1
1219276800
(
18975r8a + 18900r
7
arab − 21100r6ar2ab − 18900r5ar3ab − 50550r4ar4ab + 65100r3ar5ab + 88500r2ar6ab
− 31500rar7ab − 35825r8ab + 18900r7arb − 18900r6arabrb − 6300r5ar2abrb + 6300r4ar3abrb − 44100r3ar4abrb
+ 44100r2ar
5
abrb + 31500rar
6
abrb − 31500r7abrb − 18204r6ar2b + 3780r5arabr2b − 30804r4ar2abr2b − 7560r3ar3abr2b
− 39492r2ar4abr2b + 44100rar5abr2b + 88500r6abr2b − 8820r5ar3b − 3780r4arabr3b − 840r3ar2abr3b − 7560r2ar3abr3b
− 44100rar4abr3b + 65100r5abr3b − 1542r4ar4b − 3780r3arabr4b − 30804r2ar2abr4b + 6300rar3abr4b − 50550r4abr4b
− 8820r3ar5b + 3780r2arabr5b − 6300rar2abr5b − 18900r3abr5b − 18204r2ar6b − 18900rarabr6b − 21100r2abr6b
+ 18900rar
7
b + 18900rabr
7
b + 18975r
8
b
)
+
1
967680
(− 15r8a + 20r6ar2ab + 30r4ar4ab − 60r2ar6ab + 25r8ab + 12r6ar2b
+ 12r4ar
2
abr
2
b + 36r
2
ar
4
abr
2
b − 60r6abr2b + 6r4ar4b + 12r2ar2abr4b + 30r4abr4b + 12r2ar6b + 20r2abr6b − 15r8b
)
ln sab,
(B28i)
∆−1
r3a
rb
:=
1
1200
(− 63r4a − 90r3arab − 2r2ar2ab − 90rar3ab − 63r4ab + 150r3arb + 90r2arabrb + 90rar2abrb + 150r3abrb
+ 126r2ar
2
b + 90rarabr
2
b + 126r
2
abr
2
b − 90rar3b − 90rabr3b − 63r4b
)
+
1
40
(
3r4a + 2r
2
ar
2
ab + 3r
4
ab − 6r2ar2b − 6r2abr2b + 3r4b
)
ln sab. (B28j)
Appendix C: Explicit results for the field functions
In this appendix we give the explicit formulas for the
PN approximate solutions of both the constraint (2.5)
and the field (4.3) equations which can be found in the
literature or were computed by us for the first time. The
different inverse Laplacians needed to compute field func-
tions presented below are given in Appendix B.
1. Potentials φ(n)
The solutions of Eqs. (3.10) for the potentials φ(2)
and φ(4) are known in d dimensions. They can be ob-
tained by means of Eqs. (B2) and (B9) using the result
(φ(2))reg(xa) = κ
∑
b6=ambr
2−d
ab . They read
φ(2) = κ
∑
a
mar
2−d
a , (C1a)
φ(4) = −
1
2
S(4)1 +
d− 2
4(d− 1)S(4)2, (C1b)
S(4)1 = −κ
∑
a
p2a
ma
r2−da , (C1c)
S(4)1 = −κ2
∑
a
∑
b6=a
mambr
2−d
ab r
2−d
a , (C1d)
where the coefficient κ is defined in Eq. (8.4). These
solutions are valid also for general n-body, i.e., not only
for two-body, point-mass systems.
The potential φ(6) is split into two parts, φ(6) =
φ(6)1 + φ(6)2, where φ(6)1 is the solution of the Poisson
equation (3.14a) and φ(6)2 fulfills the equation (7.7). The
solutions to these equations are fully known only for two-
body point-mass systems and in d = 3 dimensions (they
can be found in an implicit form e.g. in Refs. [82, 83] and
[75]). They can be symbolically written as
φ(6)1 = ∆
−1
(∑
a
(
− 1
64
φ2(2) +
1
8
φ(4) +
5
16
φ(2)
p2a
m2a
+
1
8
(p2a)
2
m4a
)
maδa −
(
π˜ij(3)
)2)
, (C2a)
φ(6)2 =
1
2
∆−1
(
φ(2),ijh
TT
(4)ij
)
=
1
8π
∑
a
ma∆
−1
((
1
ra
)
,ij
hTT(4)ij
)
. (C2b)
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A more explicit form of the function φ(6)1 can be written as
5
φ(6)1 = −
1
32π
∑
a
(p2a)
2
m3ara
− 1
(16π)
2
∑
a
∑
b6=a
mbp
2
a
marab
(
5
ra
+
1
rb
)
+
1
(16π)
3
∑
a
∑
b6=a
m2amb
r2ab
(
1
ra
+
1
rb
)
− 9
4
1
(16π)
2
∑
a
2p2a − (na · pa)2
r2a
+
1
(16π)
2
∑
a
∑
b6=a
{
−1
4
(pa · ∇a) (pb · ∇b) (∇a · ∇b)2
(
∆−1rarb
)
+ [−8 (pa · pb) (∇a · ∇b) + 3 (pa · ∇a) (pb · ∇b)− 8 (pa · ∇b) (pb · ∇a)]
(
∆−1
1
rarb
)
+4 (pa · ∇a) (pb · ∇a) (∇a · ∇b)
(
∆−1
ra
rb
)}
, (C3)
where the inverse Laplacians ∆−1(ra rb), ∆
−1(r−1a r
−1
b ), and ∆
−1(ra r
−1
b ) can be found in Eqs. (B28). The Poisson
integral needed to calculate the function φ(6)2 reads (here b 6= a)
∆−1
((
1
ra
)
,ij
hTT(4)ij
)
=
1
32 (16π)
2
mamb
r3arbr
3
ab
(
3r4a − 12r3arab + 18r2ar2ab − 12rar3ab + 3r4ab
+28r3arb − 12r2arabrb − 12rar2abrb + 28r3abrb − 30r2ar2b + 60rarabr2b − 30r2abr2b − 36rar3b − 36rabr3b + 35r4b
)
+
3
64π
p2a − 3 (na · pa)2
mar2a
+
1
32π
1
mb
{
2 (pb · ∇b)2 rb
ra
− 4 p
2
b
rarb
+
[
2p2b (∇ · ∇b)2 − 4 (pb · ∇) (pb · ∇b) (∇ · ∇b)
−4 (pb · ∇) (pb · ∇b) (∇ · ∇b)]
(
∆−1
rb
ra
)
+ 8 (pb · ∇)2
(
∆−1
1
rarb
)
+
1
6
(pb · ∇b)2 (∇ · ∇b)2
(
∆−1
r3b
ra
)}
, (C4)
where the inverse Laplacians ∆−1(rb r
−1
a ), ∆
−1(r−1a r
−1
b ), and ∆
−1(r3b r
−1
a ) are given in Eqs. (B28).
2. Longitudinal field momenta π˜
ij
(n)
Equations (3.16) fulfilled by the longitudinal field mo-
menta π˜ij(n) can be written in the form
π˜ij(n),j = S
i
(n), (C5)
where Si(n) stands for the source term. Making use of the
decomposition (2.9) one rewrites Eq. (C5) in terms of the
vectorial function V i(n),
∆dV
i
(n) +
d− 2
d
∂ijV
j
(n) = S
i
(n). (C6)
It is not difficult to find the formal solution of Eq. (C6)
in terms of the first and the second inverse Laplacian of
the source Si(n). It reads
V i(n) = ∆
−1
d S
i
(n) −
d− 2
2(d− 1)∂ij∆
−2
d S
j
(n). (C7)
5 In Appendix C we employ the following notation: ∇ = (∂i),
∇a = (∂ai), (pa · ∇) = pai∂i, (pa · ∇b) = pai∂bi, (∇a · ∇b) =
∂ai∂bi.
Let us now assume that the source term in Eq. (C5) has
the form of a divergence of a symmetric and trace-free
quantity,
Si(n) = ∂jT
ij
(n), (C8)
where T ij(n) = T
ji
(n) and T
ii
(n) = 0. Then, making use of
Eq. (2.9) and the definition (2.14) of the TT operator in
d dimensions, one can show that
π˜ij(n) = T
ij
(n) −
(
T ij(n)
)TT
. (C9)
Using the source term from Eq. (3.16a) we have ob-
tained the explicit solution (C7) for the leading-order
function V i(3) in d dimensions,
V i(3) =
κ
8(d− 1)
∑
a
(
(3d− 2)pai
+ (d− 2)2 (na · pa)nia
)
r2−da . (C10)
This solution is also valid for n-body point-mass systems.
The leading-order longitudinal field momentum π˜ij(3) can
be constructed from the function V i(3) by means of the
formula (2.9). Let us also quote the following useful form
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of the field momentum π˜ij(3) in d = 3 dimensions,
π˜ij(3) =
1
16π
∑
a
pak
{
2
[
δik
(
1
ra
)
,j
+ δjk
(
1
ra
)
,i
]
− δij
(
1
ra
)
,k
− 1
2
ra,ijk
}
. (C11)
The next-to-leading-order function V i(5) has been calcu-
lated in d = 3 dimensions and for two-point-mass systems
only. It reads
V i(5) = −
3
16(16π)2
∑
a
ma
r2a
(
9pai + 2(na · pa)nia
)
+
1
(16π)2
∑
a
∑
b6=a
mb
{[
4∂ai (pa · ∇)
− 3
2
∂i (pa · ∇a) + 4pai (∇ · ∇a)
](
∆−1
1
rarb
)
− 2∂i (pa · ∇) (∇ · ∇a)
(
∆−2
1
rarb
)
− ∂ai (pa · ∇a) (∇ · ∇a)
(
∆−1
ra
rb
)
+
1
4
∂i (pa · ∇a) (∇ · ∇a)2
(
∆−2
ra
rb
)}
, (C12)
where the inverse Laplacians ∆−1(r−1a r
−1
b ),
∆−2(r−1a r
−1
b ), ∆
−1(ra r
−1
b ), and ∆
−2(ra r
−1
b ) are
given in Eqs. (B28). The field momentum π˜ij(5) can be
constructed from the vectorial function V i(5) by means of
the formula (2.9).
3. hTT(4)ij and h
TT
(6)ij related terms
The leading-order TT part hTT(4)ij of the metric is the
solution of Eq. (4.11). It is the sum
hTT(4)ij = h
TT
(4)0ij + h
TT
(4)2ij , (C13)
where hTT(4)0ij does not depend on particles’ momenta
and hTT(4)2ij is quadratic in momenta. The quadratic-in-
momenta part of hTT(4)2ij can be computed in d dimensions
and for general n-body systems. It reads
hTT(4)2ij =
κ(d− 2)
8(d− 1)
∑
a
1
ma
{[
p2a − (d+ 2)(na · pa)2
]
δij
+
[
d(d− 2)(na · pa)2 − (d+ 2)p2a
]
nian
j
a
+ 2d(na · pa)
(
niapaj + n
j
apai
)
+ 2paipaj
}
r2−da .
(C14)
The momentum independent part hTT(4)0ij is known only
in d = 3 dimensions and for two-body systems. Its fully
explicit form reads (here sab := ra + rb + rab for a 6= b;
see, e.g., Ref. [32])
hTT(4)0ij =
1
8
1
(16π)
2
∑
a
∑
b6=a
mamb
{
− 32
sab
(
1
rab
+
1
sab
)
niabn
j
ab + 2
(
ra + rb
r3ab
+
12
s2ab
)
nian
j
b
+ 16
(
2
s2ab
− 1
r2ab
)(
nian
j
ab + n
j
an
i
ab
)
+
[
5
rabra
− 1
r3ab
(
r2b
ra
+ 3ra
)
− 8
sab
(
1
ra
+
1
sab
)]
nian
j
a
+
[
5
ra
r3ab
(
ra
rb
− 1
)
− 17
rabra
+
4
rarb
+
8
sab
(
1
ra
+
4
rab
)]
δij
}
. (C15)
The next-to-leading-order conservative TT part hTT(6)ij of the metric function h
TT
ij is very complicated. It fulfills
equation (4.12). The piece of hTT(6)ij which diverges linearly at infinity in d = 3 dimensions equals ∆
−1
d h¨
TT
(4)ij . The part
of this inverse Laplacian which corresponds to the function hTT(4)2ij can be computed in d dimensions (and for general
n-point-mass systems). It reads
∆−1d h¨
TT
(4)2ij =
κ
48(4− d)(d − 1)
∂2
∂t2
∑
a
r4−da
ma
{[
(16− d2)(na · pa)2 − (14− d)p2a
]
δij + 2(7d− 8)paipaj
+(4− d)
[
(4 + d)p2a − (d− 2)2(na · pa)2
]
nian
j
a − 2(4− d)(2d− 1)(na · pa)(niapaj + njapai)
}
. (C16)
The part of the inverse Laplacian ∆−1d h¨
TT
(4)ij corresponding to the function h
TT
(4)0ij can be computed only in 3 dimensions
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and for two-point-mass systems. It reads
∆−1h¨TT(4)0ij = −
1
(16π)
2
∂2
∂t2
∑
a
∑
b6=a
mamb
{
1
8
[
1
r3ab
(
r3a − r2arb
)
+
5ra
rab
]
δij +
1
12
(∂i∂bj + ∂j∂bi − ∂i∂aj − ∂j∂ai) r
3
a
rab
+
1
144r3ab
∂i∂j
[
r5a − r3a(r2b + 17r2ab)
]− 1
2
δij
(
∆−1
1
rarb
)
+
1
2
(8∂ai∂bj − ∂i∂j)
(
∆−2
1
rarb
)}
. (C17)
The inverse Laplacians ∆−1(r−1a r
−1
b ) and ∆
−2(r−1a r
−1
b ) can be found in Eqs. (B28).
Other parts of the function hTT(6)ij are determined by ∆
−1
d C
TT
(6)ij and they enter the density h
2,1
(12) from Eq. (8.8). We
list below formulas by which, together with the inverse Laplacians enumerated in Appendix B 2, one can compute the
density h2,1(12) explicitly in 3 dimensions. These formulas read(
φ(2)π˜
ij
(3)
)TT
=
4m2
(16π)2
(
− 2(p1i∂1j + p1j∂1i) 1
r1r2
+
1
2
∂1i∂1j (p1 · ∇1) r1
r2
)TT
+
(
1↔ 2), (C18a)
(
φ(2)∆h
TT
(4)ij
)TT
=
4m21m2
(16π)3
(
3
2r12
∂1i∂2j
1
r1r2
+
1
2r312
(
13∂1i∂1j
r1
r2
+ 15∂2i∂2j
r2
r1
)
+
35
8
∂1i∂1j
1
r21r2
)TT
+
4
(16π)2
m1
m2
((
2p22∂2i∂2j − 4
(
p2j∂2i + p2i∂2j
)
(p2 · ∇2)
) 1
r1r2
+ ∂2i∂2j (p2 · ∇2)2 r2
r1
)TT
+
1
12π
m1
m2
(
p22δij − 3p2ip2j
r12
δ2
)TT
+
(
1↔ 2), (C18b)
BTT(6)ij =
m21m2
(16π)3
(
3
r12
∂1i∂2j
1
r1r2
− 35
8
∂1i∂1j
1
r21r2
)TT
− 4
(16π)2
m2
m1
p21
(
∂1j∂2i
1
r1r2
)TT
+
1
(16π)2
((
8(p1 · p2)∂1i∂2j + 16p1i
(1
3
∂1j (p2 · ∇2)− ∂2j (p2 · ∇1)
)
− 8p1ip2j (∇1 · ∇2)
) 1
r1r2
+
(
∂1i (p1 · ∇1)
(
∂2j (p2 · ∇1)− 2
3
∂1j (p2 · ∇2)
)
+ p2j∂1i (p1 · ∇1) (∇1 · ∇2)
) r1
r2
+
(
p1i (p2 · ∇2)
(
3∂2j (∇1 · ∇2)− 2
3
∂1j∆2
)
− ∂1i∂2j (p1 · ∇2) (p2 · ∇2)
) r2
r1
+
1
4
∂1i (p1 · ∇1) (p2 · ∇2)
(1
3
∂1j∆2 − ∂2j (∇1 · ∇2)
)
r1r2
)TT
+
(
5
32π
m2
m1
p1ip1j
r12
δ1 +
1
4
p21p1ip1j
m31
δ1
)TT
+
(
1↔ 2). (C18c)
To compute the density h2,1(12) explicitly one has to employ
Eqs. (C18) together with the following inverse Lapla-
cians, which can be found in Eqs. (B14) and (B28):
∆−1δa, ∆
−2δa, ∆
−3δa,
∆−1
1
r1r2
, ∆−2
1
r1r2
, ∆−3
1
r1r2
,
∆−1
r1
r2
, ∆−2
r1
r2
, ∆−3
r1
r2
,
∆−1r1r2, ∆
−2r1r2, ∆
−3r1r2.
Let us also note that after combining BTT(6)ij and(
φ(2)∆h
TT
(4)ij
)TT
into
(
B(6)ij + (1/4)φ(2)∆h
TT
(4)ij
)TT
, see
Eq. (8.9), there is no need to compute any in-
verse Laplacians of (r21r2)
−1. The inverse Laplacian
∆−1
(
φ(2),klh
TT
(4)kl
)
also needed to compute h2,1(12) explic-
itly, can be inferred from Eqs. (C2b) and (C4).
4. Local d-dimensional UV analysis
In Sec. 3 of Ref. [31] a method of local analysis of UV
divergences in d dimensions was proposed. This method
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was essentially used in [31] for studying the local behavior
of only one specific function, namely, the momentum-
independent part hTT(4)0ij of the field function h
TT
(4)ij . At
the 4PN level we have had to use it in many more cases;
therefore, we present this method here in more detail.
The problem is to find the local behavior in d dimen-
sions and, say, around x = x1, of the solution of equation
of the type (for some cases we have to consider the Pois-
son equation without TT projection)
(∆df)
TT = gTT. (C20)
We assume that the full analytic solution of this equation
is not available. The source function g depends on the
field point x only through x− x1 and x− x2; therefore,
one defines the auxiliary function g¯ as follows:
g¯(r1) := g(x− x1,x− x2) = g(r1n1, r1n1 + r12n12),
(C21)
where we have used x − x1 = r1n1 and x − x2 =
r1n1 + r12n12. The method of Ref. [31] relies on expan-
sion of the source function g¯ around r1 = 0 and applying
the operator ∆−1d to each term of the expansion. This
expansion has the form
g¯(r1) =
∞∑
k=−m
g¯(k)(n1)
k!
rk1 , (C22)
where m ≥ 0 is some nonnegative integer. With the
expansion (C22) of the source term one can relate the
following expansion of the solution to Eq. (C20) near
x = x1:
fTTnonhom(x) =
∞∑
k=−m
1
k!
∆−1d
(
g¯(k)(n1)r
k
1
)TT
. (C23)
The above formula does not contain all terms of the
expansion of the physically acceptable solution of Eq.
(C20). The missing terms are solutions of homogeneous
Poisson equation. We have devised a method to compute
these terms.
Let us write the formal solution of Eq. (C20) in the
form of the integral
fTT(x) = −κ
∫
ddx′ g(x′)
(|x− x′|2−d)TT. (C24)
The crucial element of the method is expansion of the
kernel of the integral (C24) around x = x1. To do this
one introduces the auxiliary function
K(r1) = |x− x′|2−d = |(x− x1)− (x′ − x1)|2−d
= |r1n1 − r′1n′1|2−d, (C25)
and expands it around r1 = 0:
K(r1) =
∞∑
ℓ=0
K(ℓ)(n1;n
′
1, r
′
1)
ℓ!
rℓ1. (C26)
One then substitutes the expansion (C26) into the inte-
gral (C24) and integrates the sum term by term. Conse-
quently one gets the expansion of the form
fTThom(x) = −κ
∞∑
ℓ=0
1
ℓ!
∫
ddx′ g(x′)
(
K(ℓ)(n1;n
′
1, r
′
1)r
ℓ
1
)TT
.
(C27)
As an example of applying the above formula let us
compute the leading-order term in the expansion of the
momentum-independent part hTT(4)0ij of the function h
TT
(4)ij
near x = x1. Using Eq. (C15) one easily checks that the
function hTT(4)0ij is finite for x = x1 in d = 3 dimensions.
This finite value cannot be obtained in d dimensions from
the expansion (C23), but it follows from Eq. (C27) (with
ℓ = 0). After making use of Eq. (3.20b) [which is the
source term for the function hTT(4)ij , see Eq. (4.11)] one
gets
hTT(4)0ij(x = x1) =
(d+ 1)d(d− 2)3κ2
16(d− 1)3(4− d) m1m2
× (δij − dni12nj12)r4−2d12 . (C28)
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