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We performed point-contact spectroscopy tunneling measurements on single crystal
BaPb1−xBixO3 for x = 0, 0.19, 0.25, and 0.28 at temperatures ranging from T = 2− 40 K and find
a suppression in the density of states at low bias-voltages, which has not previously been reported.
The classic square root dependence observed in the density of states fits within the theoretical
framework of disordered metals, and we find that the correlation gap disappears around a critical
concentration xc = 0.30. We also report a linear dependence of the zero-temperature conductivity,
σ0, with concentration, where σ0 = 0 at xc = 0.30. We conclude that a disorder driven metal-
insulator transition occurs in this material before the onset of the charge disproportionated charge
density wave insulator. We explore the possibility of a scaling theory being applicable for this ma-
terial. In addition, we estimate the disorder-free critical temperature using theory developed by
Belitz [1] and Fukuyama et. al.[2] and compare these results to Ba1−xKxBiO3.
The bismuthate superconductors (doped BaBiO3)
were the first class of oxide superconductors to be dis-
covered [3, 4]. They exhibit moderately high super-
conducting transition temperatures (up to ∼ 12 K in
BaPb1−xBixO3 (BPBO) and ∼ 30 K in BaKxBi1−xO3
(BKBO)), and they are another example of a high Tc
superconducting phase adjacent to a competing ordered
phase, only in this case the ordered phase is in the charge
sector [5, 6]. They were highly studied in the era before
the discovery of the cuprate superconductors.
Still, despite this considerable effort, neither the elec-
tronic structure of these materials nor the ingredients
of their superconductivity could be satisfactorily treated
theoretically [7–9]. Simple valance arguments suggest
that the parent compound BaBiO3 should be a half-filled
band metal with Bi in a 4+ valence state, whereas in fact
it is an insulator due to charge disproportionation (e.g.
Bi4+ → Bi3++Bi5+) lending to a so-called charge dispro-
portionated charge density wave (CD-CDW), which is a
distinct form of CDW not associated with Fermi surface
nesting. One can also think of the CD-CDW as arising
from a negative-U on the Bi sites. Traditional density
functional electronic structure calculations were not able
to account for this CD-CDW state, and the most up to
date calculations of the electron-phonon interaction pa-
rameter λ yield values that are too small to account for
the observed high transition temperatures [7].
Recently the theoretical situation has greatly im-
proved. Franchini et. al. first showed that the insu-
lating state (as well as the structure and lattice con-
stants) of BaBiO3 could be understood within density
functional theory if a new functional (the so-called HSE
functional) was used [10, 11]. This functional is com-
putationally more complex but incorporates better the
Coulomb correlations present in the bismuthates. Us-
ing this approach, Yin et. al. showed that λ in the
bismuthates was “dynamically” enhanced and that these
larger values could account for the observed transition
temperatures. In their work, to calculate Tc, these au-
thors used the strong-coupled McMillan formulation of
the Eliashburg theory and their calculated values of λ
and the renormalized Coulomb interaction parameter µ∗
[12, 13].
In this Letter, we show that the effects of disorder
(localization) are another essential factor in understand-
ing these materials that has not been appreciated pre-
viously. Specifically, we show that in BPBO there is a
disorder-induced metal-insulator transition at a compo-
sition xc < xCDW where xCDW is the critical concen-
tration at which the CD-CDW state forms. For x < xc
we also observe a reduction in the tunneling density of
states at the Fermi level that is expected due to electron-
electron interactions in the presence of disorder. When
such disorder effects are present, one also expects a reduc-
tion of Tc due to a disorder-enhanced µ
∗, as first noted
by Fukuyama et. al. [2].
Building on this fact, and using the most complete
theory of the effects of disorder on Tc, we show that it
is possible to back out an estimate of the disorder-free
transition temperature from our data. The result is that
in the case of BPBO the maximum inferred disorder-free
Tc is around a factor of 2 higher than the experimental
value at optimal doping. In the larger picture, we believe
our results are relevant for determining the intrinsic Tc
in any material for which the resistivity (or for a film, the
sheet resistance) is large enough that it is in the regime of
localization effects and for which in the pairing interac-
tion the Coulomb repulsion between the pairs is avoided
by retardation.
The existence of a metal-insulator transition is demon-
strated in Fig. 1 where the zero-temperature conductiv-
ity is plotted as a function of composition. The con-
ductivity decreases linearly to the critical value xc= 0.30
The blue lines are obtained from the four-point resistivity
measurement shown in Fig. 2 of Ref. [14], where a lin-
ear extrapolation is made using points prior to the onset
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FIG. 1. Zero temperature conductance vs. doping obtained
from a four-point resistivity vs. temperature measurement.
The zero bias conductivity is estimated from Ref. [14] with
variance due to geometrical factors from four to five crystals
measured per concentration. Red diamonds correspond to
the zero temperature conductivity for the samples used in
the tunneling experiments. Dashed line is a linear fit to these
data points.
of Tc. The variation is due to geometrical factors from
four to five resistivity measurements per doping concen-
tration. The red diamonds correspond to the zero tem-
perature conductivity for the exact samples used in the
tunneling measurements discussed below. Note that in
the literature the best estimates of the concentration for
the onset of the CD-CDW state is xCDW= 0.35 [5]. (See
yellow region in the figure.)
An example of our tunneling data are shown in
Fig. 2. The data were obtained using point-contact
spectroscopy (PCS) measurements on single-crystals of
BaPb1−xBixO3 (BPBO) with doping concentrations x =
0, 0.19, 0.25, and 0.28, and grown in a method described
in Ref. [14]. Measurements were performed from tem-
peratures ranging from 2−40 K. The junctions were pre-
pared by cleaving the sample in air and then bringing
the sample in contact with the tip at room temperature.
The apparatus was then inserted into a flow cryostat for
measurements. In the superconducting range of composi-
tions, superconducting densities of states were observed
that are consistent with those reported in the past by
many researchers [15–18].
However, in Fig. 2, we focus on the behavior of the
density of states above Tc, which is a region where lit-
tle attention has been given. A cusp is observed in the
differential conductance measurement, as shown for ex-
ample in the insert of Fig. 2, which shows the tunneling
density of states at low bias-voltages for the sample with
x = 0 (i.e., BPO, which is not a superconductor). Similar
cusps are seen for all concentrations (x ≤ 0.28) including
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FIG. 2. Differential conductance normalized at 25 mV as a
function of the square root of positive bias-voltage for x = 0 at
various temperatures. Inset shows the raw data of differential
conductance as a function of voltage at low bias-voltages for
various temperatures.
those that are superconducting. To our knowledge, this
cusp has not been noted previously, where historically at-
tention has been focused on the unexplained asymmetric
v-shaped tunneling density of states at higher voltages
[19]. On the other hand, the cusp we report is simi-
lar to that seen in amorphous Nb-Si alloys [20], which
is one of the classic cases of a disorder driven (localiza-
tion) metal-insulator transition. In plotting the data in
Fig. 2 the data have been normalized to the differential
conductance at 25 mV, which we take as a measure of
the background density of states free of disorder effects.
There is some arbitrariness in this choice due to the un-
explained linear background at high bias voltages univer-
sally seen in bismuth tunneling data. On the other hand,
examination of the insert in the figure indicates that the
zero-bias anomaly of interest to us merges into the linear
background in the vicinity of 25 mV.
The theory of the reduction of the density of states
N(E) due to disorder-enhanced Coulomb interactions is
well established. In three dimensions, It predicts that
N(E) = N(0)[1 + (E/∆)1/2], where N(E) is the density
of states at zero temperature and ∆ is the correlation
gap [21]. As shown in the main part of Fig. 2, our data
follow this energy dependence very well. Here we have
plotted the normalized tunneling density of states versus
the square root of the bias voltage for various tempera-
tures. From the fit to the data (dashed line in the figure),
we can determine both the correlation gap ∆ (inverse
slope) and the zero-temperature reduction in the density
of states at zero-bias N(0) (zero voltage intercept).
A similar procedure can be performed for the other
concentrations, and the results are shown in Fig. 3.
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FIG. 3. Correlation gap, ∆ (blue circles), and density of
states, N(0) (green squares), at zero temperature as a function
of doping, x. These quantities are extracted from differential
conductance data, where for example in Fig. 2, ∆ and N(0)
correspond to the inverse of the slope and intercept respec-
tively of the dashed line. Results derived from the differential
conductance at positive bias-voltage is shown.
As the conductance is asymmetric, results differ between
positive and negative bias-voltages. The differences are
not large, however, and for clarity of presentation we
show only the data for positive bias. The blue circles
represent the correlation gap, ∆, and the green squares
represent the density of states at zero temperature and
zero-bias voltage, N(0). As is evident in the figure, the
correlation gap nicely extrapolates to zero at xc=0.30, as
determined from the transport data.
Having established the existence of a metal-insulator
transition due to disorder, it is of interest to com-
pare our results with McMillan’s scaling theory [22] of
such transitions that was developed to account for the
disorder-driven metal-insulator transition seen in NbxSix
[20]. The scaling theory involves two critical exponents
ν ∼ 1 and 1 < η < 3. In terms of these exponents,
the theory predicts for E < ∆ that σ0 ∼ (x − xc)ν
, N(E) = N(0)[1 + (E/∆)1/2], ∆ = (x − xc)νη and
N(0) ∼ (x−xc)ν(3−η). Our transport and tunneling den-
sity of states data are nicely consistent with the first two
predictions of the theory and yield a value η = 1. The
fits for ∆ and N(0) as functions of x are less satisfactory.
The first yields η = 1.7 and the second, η = 2.7.
Granted more data points would yield more accurate
results. Also, as noted above, some uncertainty can be
associated with the normalization procedure use in the
tunneling data. In addition, we should note that the scal-
ing theory is only valid around the critical region whereas
we are including points at x = 0, which is relatively far
from the critical concentration xc. And, as pointed out
by Lee et. al. [23, 24], while McMillan’s scaling theory
is a good starting point for data analysis, there are some
subtleties in his assumptions about the screening con-
stant and conductivity being proportional to the single
particle density of states, N(0), rather than the change
of density with chemical potential, dn/dµ. Last but not
least, the theory does not consider what would happen
when the metal-insulator transition is very near a CD-
CDW transition. In short, we are entering unexplored
territory.
Let us now turn to the issue of the reduction of Tc
due to disorder. From the work of Belitz [1], which is the
latest word on this subject for three dimensional systems,
we have a McMillan-like equation for Tc valid for strong
coupling and relatively strong disorder.
Tc =
ΘD
1.45
exp
[
−1.04(1 + λ˜+ Y ′)
λ˜− µ˜∗[1 + 0.62λ˜/(1 + Y ′)]
]
. (1)
The actual theory uses the prefactor ωlog/1.2 in front of
the exponential, but as not enough information is known
to determine ωlog, we fall back to an older form of the
McMillan formulation.
Conveniently for our purposes, the disorder is parame-
terized by the fractional reduction of the density of states
at the Fermi energy.
Y ′ = NF /N(ω¯)− 1 (2)
where N(ω¯) is the density of states evaluated at a char-
acteristic phonon frequency, and NF is the clean normal-
metal DOS at the Fermi level. For simplicity we have
taken ω¯ = 0.
Y ′ enters the equation for the reduction of Tc both
explicitly as shown in the equation and implicitly
through the disorder-dependent electron-phonon cou-
pling λ˜(Y ′) > λ and the disorder-dependent Coulomb
pseudopotential µ˜∗(Y ′) > µ∗.
In the theory of Belitz, both µ˜∗ and λ˜ also depend
on the ratio between the Thomas Fermi screening wave
number and the Fermi wavenumber, x = 2kF /kTF . We
estimate these wave numbers using simple band relations
kF = (3pi
2n)1/3 and kTF = (6pine
2/∞EF )1/2, where
∞ = 1. Experimental results of the Debye tempera-
ture [25], the Fermi energy [26], and the carrier density
[27] were used where there is a nice summary of these
parameters for various concentrations shown in Table
1 of Ref. [28]. The renormalized Coulomb interaction
µ∗ with no disorder is also estimated using the Morel-
Anderson equation, µ∗ = µ/[1 + µln(EF /kBΘD)] with
µ = (1/2x2)ln(1 + x2) [29]. This procedure produces the
value µ∗ = 0.14.
Using this theory, for an assumed value of Tc0 (or
equivalently λ) and the calculated value of µ∗, we can
4graphically depict the dependence of Tc on the disor-
der parameter Y ′ for BPBO, as shown in the insert of
Fig. 4 for x = 0.25. A family of curves exist for vari-
ous starting points of Tc0. As the disorder parameter Y
′
increases, Tc is suppressed. We are able to triangulate
which curve in the figure is relevant to our material as
we measured Tc, whose value is shown by the horizon-
tal dashed line. We also determined the zero tempera-
ture DOS, N(0), from our measurements, hence we know
Y ′ = NF /N(ω¯)− 1 = 1/N(0)− 1, which is shown by the
vertical dashed line. The intersection of these two lines
determines the curve relevant to our sample. If we trace
the curve back to Y ′ = 0, then it determines the crit-
ical temperature with no disorder, Tc0 ≈ 17 K for this
concentration.
A similar procedure to obtain the disorder free Tc0
can be performed for the other two superconducting con-
centrations for which we obtained the zero temperature
DOS. The estimated T ′c0s for x = 0.19, 0.25, and 0.28
are 9, 17, and 15 K respectively and are shown as red
squares in Fig. 4. The blue lines in this figure shows
the measured Tc of four to five samples per composition
and was determined from the 0.5 criteria of dHc2/dT vs.
temperature. The Tc’s quoted in this figure are from
samples of the same group from which we obtained our
samples [14]. One interesting feature of these data is that
the disorder-free transition temperatures may not show
a peak as a function of x. Uncertainties in the input
parameters (ΘD, EF , n, Tc) change Tc0 at most a few de-
grees and the uncertainty in Y ′ is hard to assess in the
absence of an understanding of the linear background.
However, the trends observed as x goes to xc should not
be affected.
In Fig. 5 we show the corresponding disorder-
dependent electron-phonon coupling λ˜ (blue circles)
and the disorder-dependent Coulomb pseudopotential µ˜
(green squares) as a function of doping. We compare
the disorder free λ, which is determined from Eq. 1
with Y ′ = 0 and Tc = Tc0, and the disorder-dependent
λ˜: (λ, λ˜) = (0.94, 1.16), (1.45, 1.75), and (1.81, 2.03) for
x = 0.19, 0.25, and 0.28, respectively. Similarly, the re-
lationship between the disorder-free µ∗ and the disorder-
dependent µ˜∗ is (µ∗, µ˜∗) = (0.14, 0.19), (0.14, 0.21), and
(0.15, 0.28) for x = 0.19, 0.25, and 0.28, respectively.
These results are in accordance with the fact that dis-
order weakens screening, which effectively increases the
Coulomb interactions and electron-phonon coupling. The
results also suggest that λ˜ and µ˜∗ may be diverging as
x approaches xc. This possibility raises interesting theo-
retical questions.
It would be interesting to compare these results with
BKBO, however, we would need tunneling measure-
ments focusing on the low voltage behavior above Tc ,
which are not present in the literature to our knowl-
edge. But we can compare BPBO to BKBO if we use
an earlier, less complete version of the effects of dis-
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FIG. 5. The disorder-dependent electron-phonon coupling
strength, λ˜, and the disorder-dependent Coulomb pseudopo-
tential, µ˜∗, is shown as a function of doping, x.
order on Tc valid for weak coupling and weak disor-
der [2]. In this theory, the parameter that character-
izes the amount of disorder, λloc, can be related to
the diffusion constant, which in the dirty limit can be
related to upper-critical field measurements dHc2/dT
(λloc = ~/2piEF τ = ~/2pi(1/2m
∗v2F )τ = ~/3pim∗D ≈
(m/3m∗)[(dHc2/dT )/(30 kOe/K)]). Using upper-critical
field measurements, we can again produce similar curves
as in Fig. 4 to obtain Tc0 = 5, 11, 12, 42, 52, and 70 for
x = 0.11, 0.19, 0.20, 0.24, 0.25, and 0.28 respectively. At
5some point we expect the theory of weak disorder and
weak coupling to break down with increased concentra-
tion, x, as a Tc = 70 K is quite high. But the trend is
the same as seen using the theory of Belitz.
Performing a similar analysis on the optimally doped
BKBO, we find that the critical temperature does not
change significantly. For the analysis, we used literature
values of the upper critical field dHc2/dT = −5 ± 0.5
kOe/K and critical temperature Tc = 27 K [30], the ef-
fective mass m∗ = 1.5m [31], and the Debye tempera-
ture ΘD = 210 K [32]. We took the Fermi energy to
be EF = 1 eV and the renormalized Coulomb interac-
tion µ∗ = 0.1. We find that while the measured critical
temperature is Tc = 27 K, the disorder-free Tc0 = 32
K in the weak-coupling and weak-disorder regime. This
shows that BKBO is relatively unaffected by disorder un-
like BPBO.
The origin of disorder in BPBO is currently under in-
vestigation by the group of Fisher et. al. A likely reason
for the disorder is due to structural effects in concert with
chemical substitution. The implications of these results
in understanding the superconductor-insulator transition
with phase fluctuations vs. amplitude effects is currently
being investigated.
In summary, we performed PCS measurements on
BPBO at various temperatures and for several compo-
sitions. In addition to corroborating results of the su-
perconducting gaps and normal state linear background,
we find a disorder driven metal-insulator transition from
the characteristic square-root dependence of the conduc-
tance at low bias-voltages where the correlation gap dis-
appears around xc = 0.30 before the onset of the CD-
CDW. The zero-temperature conductivity as a function
of doping also indicates a metal-insulator transition with
the same critical concentration of xc = 0.30. We sug-
gest that a scaling theory might be applied to BPBO,
though McMillan’s scaling theory does not completely
fit with our results. Finally, we estimated the disorder-
free critical temperature in BPBO and find that disorder
affects the Tc of this material much more greatly than in
BKBO. Our results reconcile the differences seen in the
shape of the superconducting dome, as well as Tc values,
between BPBO and BKBO and provides a general phase
diagram of this family of superconductors. We hope that
our methodology will be useful when assessing the po-
tential of disordered superconductors.
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