Both theoretical models and empirical findings suggest that the intensity of communication among groups of people declines with their degree of geographical separation. There is some evidence that rather than decaying uniformly with distance, the intensity of communication might decline at different rates for shorter and longer distances. Using Bayesian LASSO for model selection, we introduce a statistical model for estimating the rate of communication decline with geographic distance that allows for discontinuities in this rate. We apply our method to an anonymized mobile phone communication dataset. Our results are potentially useful in settings where understanding social and spatial mixing of people is important, such as in cluster randomized trials design.
. Both the radiation model and the rank-based friendship model make explicit mechanistic assumptions regarding the effect of distance and population sizes, and these models focus on prediction. The gravity model is simpler and ignores the geographical distribution of the population, as it uses only the source and destination population sizes and the spatial distance between them.
We extend the gravity model by relaxing the assumption of homogeneity in distance effects; its unsatisfactory performance in prediction compared with the radiation model shown in Simini et al. (2012) is mainly due to the assumption of an identical decay rate for all distances. We explicitly incorporate the potential for heterogeneity of distance effects into our model, and we also provide an estimate and an interval for the break-point between short and long distances.
This paper is organized as follows. Section 2 and 3 introduce notation and the models, sampling schemes, diagnosis of convergence and computational complexity. Section 4 describes the design of the simulation study and the dataset we analyze. Section 5 provides the results of the simulation study, and Section 6 presents the data analyses. We conclude with a discussion in Section 7.
Notation and Theory
Our starting point to investigating the relationship between spatial distance and communication intensity is the so-called gravity model. Using the notation from Krings et al. (2009) , the gravity model can be written as
where G ij specifies the communication intensity from source location i to destination location j, K is a constant, m i is the population of the source location i, n j is the population of the destination location j, r ij is the distance between source i and destination j.
In Simini et al. (2012) , the model is extended to the following:
where f (·) is a function that specifies the decay of G ij with distance r ij , and it is usually specified as r γ ij . Here, we adopt the following form of the model:
Taking the logarithm of this yields log(G ij ) = log(K) + α log(m i ) + β log(n j ) − γ log(r ij ).
3 A Bayesian approach
Model
We extend the gravity model shown in Equation 4 in the following way:
Y ij = µ + β 1 log(n i ) + β 2 log(n j ) + β 3,i log(d ij ) + β 4,i (log(d ij ) − θ i ) + + ij , i, j = 1, ..., S, j = i,
where Y ij = g(G ij ) and g(·) is a transformation function, in the gravity model, g(·) = log(·); µ is the intercept; θ i represents the location of the break point measured on the logarithmic scale for communication initiated from location i; β 3,i represents the distance effect before break point θ i ; and β 4,i specifies the difference of distance effect before and after the break point. When β 4,i = 0, the difference is 0, i.e. the rate of decay does not change over the observed range. We denote the size of the population at location i as n i and refer the model with β 4,i as the full model and the model that sets β 4,i to 0 as the reduced model. By definition, (d ij − θ i ) + = (d ij − θ i )I(d ij > θ i ), which takes value 0 before the break point θ i and d ij − θ i after the break point. We assume that ij iid ∼ N (0, σ 2 ); S denotes the number of locations, and i and j are indexes. This formulation provides a straightforward way to compare the two nested models with regard to the effect of distance effect; the reduced model has the constraint β 4,i = 0. In this formulation, model selection becomes a variable selection problem that can be achieved using a variety of methods, such as LASSO. We are also interested in estimating θ i and quantifying its uncertainty. To achieve these goals, we employ a Bayesian approach with a Metropolis sampling block for θ ≡ (θ 1 , θ 2 , ..., θ S ) T and a Bayesian LASSO block dealing with β 4 ≡ (β 4,1 , β 4,2 , ..., β 4,S ) T .
We note that the above model assumes that the full and nested models share the same intercept and population size effects -an assumption that might not hold in practice. To address this concern, we consider two distinct settings, or cases. In what follows, case I refers to the setting where the assumption holds, and case II, to the setting it does not. For the latter, we extend the model by making use of the Reversible Jump MCMC (RJMCMC) option in the blasso function in R package monomvn. This approach allows for statistical inference using Bayesian LASSO. Briefly, RJMCMC sampling procedure permits a change in the model matrix based on the variable selection results from the previous iteration; the intercept and population size effects are modeled separately for the two models. We provide details in the next section.
Sampling algorithm

Initial values
To speed up convergence and prevent the algorithm from converging to a local mode, we calculate a set of crude initial values for all the parameters as follows:
1. Search through a grid over the distance range of location i for θ i and choose the grid point that maximizes the likelihood function of the crude full model θ (0) .
2. For case I, the preliminary values for the parameters are obtained by linear regression treating the break points as known. Substituting in the value of θ (0) from Step 1 leads to crude parameter estimates
and σ 2 (0) . For case II, we fit two models for each source location: Model 1 has a break point at θ (0) estimated in Step 1 and Model 2 has no break point. We then assign η 
Metropolis block and Bayesian LASSO
Case I: Assuming same intercept and population size effects across all source locations With Bayesian LASSO, the model is specified as
which can be written as Y = µ1 + Xβ + using matrix notation. µ is not included in the Bayesian LASSO penalty term (Park and Casella, 2008) ; 1 is the vector of 1s; X is the model matrix consisting of logarithmic population sizes and distances, and β is the vector of βs.
In general, LASSO (Tibshirani, 1996) solves an unconstrained optimization problem subject to a given bound on the L 1 norm of the parameter vector that is equivalent to
whereỸ = Y − µ1 is the centered outcome vector; p is the number of parameters after excluding the intercept. In the Bayesian setting, solution to Equation 7 provides the posterior mode estimates when β j has i.i.d. double exponential priors. As explained in Park and Casella (2008) , conditional double exponential priors are used in the formulation to avoid multiple modes. They can be expressed hierarchically as
The entire sampling procedure is available using function blasso in R package monomvn with the option for RJMCMC specified as False. To incorporate a Metropolis block for break point estimation, we alternate between the Metropolis and Bayesian LASSO blocks. Validity of this approach is established by regarding it as two components of a Gibbs sampling algorithm. In summary, conditional on break points, our problem is one of a variable selection; conditional on other parameters, break point sampling is a straightforward application of a Metropolis algorithm.
Thus after obtaining the initial values µ (0) , β (0) , θ (0) and σ 2 (0) , we proceed as follows:
1. At iteration t for each source location i, update break point θ (t+1) i using Metropolis algorithm with a normal proposal N (θ (t)
i , σ 2 θ ). The range of θ i is determined empirically from data, i.e., the posterior likelihood of θ i has an indicator function term in the product that is 0 if the proposed θ (t+1) i is out of the observed empirical log-distance range, thereby assuring that any out-of-range proposal will be rejected.
2. For each location i, if there are fewer than 5% of data points on either side of θ
for the subset of data, i.e., Y i , we consider it to be on the boundary, specify β (t+1) 4,i = 0, and remove it from the model in the next estimation step. We denote the number of locations belonging to the boundary sets as b (t+1) .
3. Create the corresponding s(s − 1) × (2 + 2s − b (t+1) ) covariate matrix (intercept column is not included) based on θ (t+1) . Together with the data, β (t) (after β (t+1) 4,i = 0 are removed), σ (t)2 and λ (t) , input the covariate matrix into the blasso function for h iterations (2 or more). The output intercept is µ (t+1) . From the output we also get β (t+1) (β (t+1) 4,i = 0 are put back), σ (t+1)2 and λ (t+1) .
4. Repeat steps 1-3 until convergence (see below).
Case II: Allowing different intercepts and population size effects for models with and without break-points When there is evidence of the presence of break-points, we estimate these parameters separately in two different models. In this case, estimates of intercepts and population size effects depend on the set of source locations whose data contribute to the estimation in any given iteration. We denote the mean model as η (t) for iteration t to maintain consistency with the notation we introduced earlier.
Estimation can be done using the Reversible Jump MCMC option in the blasso function, which allows sampling from different models. In our case, different models imply different specification of zeros in β (t) 4 , and are characterized by η (t) , where η
RJMCMC is a general version of the Metropolis-Hastings algorithm introduced by Green (1995) , which allows transitions between different states or models of different dimensions. In RJMCMC, trans-dimensional moves are possible through dimension matching by augmenting the parameter vector with a random component. The difference compared to the usual Metropolis-Hastings procedure is the addition of a Jacobian term in the acceptance probability. A thorough review of RJMCMC with more recent comments can be found in Green and Hastie (2009) .
Use of RJMCMC yields the following sampling scheme: 1. The first two steps are the same as in case I: At iteration t, for each source location i, update break point θ (t+1) i using Metropolis algorithm with a normal proposal N (θ 2. Conditional on θ (t+1) , create the s(s − 1) × (5 + 2s − b (t+1) ) covariate matrix (intercept column is not included). Data from each source location contribute to their own group's estimation of intercept and population size effects, which depends on η (t)
i . All data and parameter values from the previous iteration t (including σ (t)2 and λ (t) ) are used in the blasso function with RJMCMC for 3 iterations. 3 is the minimum number of iterations to avoid the situation in which zeros in the previous iteration are carried forward.
3. From
Step 2 we get the updated β (t+1) , σ (t+1)2 , µ (t+1) and λ (t+1) . Now update the η (t+1) : η 
Diagnostics of convergence
The usual diagnostic framework for Bayesian LASSO (Gelman and Rubin, 1992; Brooks and Gelman, 1998; Gelman et al., 2014) includes trace plots for different chains and calculation of the Potential Scale Reduction Factor (PSRF). Diagnostics for RJMCMC can be developed by extending that framework to include within model and between model variations of the parameters.
We make use of the work of Castelloe and Zimmerman (2002) who define two PSRFs in the assessment. For a chosen parameter, PSRF 1 is the ratio between total variations V and variation within chains W c ; PSRF 2 is the ratio between variations within models W m and variations within models and chains W m W c . V , W c , W m and W m W c are defined as follows:
where θ r cm , θ .. . , θ c. . , θ .m . and θ cm . are the r th appearance of θ in model m chain c, mean θ across all models and chains, mean θ within chain c across all models in that chain, mean θ within model m across all chains, mean θ within chain c and model m respectively. R cm is number of θ in chain c model m. C and M are the number of chains and distinct models, respectively. We follow the strategy given in Castelloe and Zimmerman (2002) to assess convergence and, for simplicity, illustrate this approach by considering a scalar. We choose σ 2 , the variance of the error terms, for this illustration, as its interpretation remains the same across the models. Each chain is divided into batches of equal length. A sequence of PSRF 1 and PSRF 2 is calculated for each batch. A desirable result is that the two quantities move toward 1 as the iteration proceeds. In the simulation study below, we illustrate the use of diagnostic graphs for evaluating convergence; further details on this subject can be found in Brooks and Giudici (1998) .
Interpretation
Under the assumption that intercept and population size effects are identical across source locations, we obtain a sample of β 4,i as well as its 95% credible interval rather than an estimate of the probability that each source locations has a break point. Intervals that do not cover 0 imply the presence of a break point by providing evidence against the null hypothesis that the difference of the two slopes is zero. The interpretation of other parameters is straightforward. Approaches that allow variability in intercepts and population size effects yield a sample of models and their corresponding parameter estimates. For prediction, we make use of the collection of models; the esti-mated mean for predicted outcomes is a weighted average of the predicted outcomes of all models.
Computational complexity
Because of the computational burden of these methods, we consider an analysis of a subset of data. Simulation studies (Figure 6 in Appendix) show that computation time for the Bayesian LASSO function blasso increases sharply as the number of locations increases. We note that the size of the covariate matrix increases at O(s 3 ) where s specifies the number of locations. Efron et al. (2004) showed that for the least angle regression formulation of the problem, the computational complexity is O(m 3 + m 2 n), where m is the number of features and n is the number of the outcomes. In our setting, the situation is even more challenging in that the number of outcomes grows quadratically with s, which renders the computational complexity to be O(s 4 ).
Application: Analysis of call detail records
We apply our method to call detail records (CDRs) for a 3-month period to study the impact of geographical distance on communication intensity. The dataset consists of daily number of calls between distinct pairs of users. Each user is represented by a unique identifier created by the operator that made the dataset available for research. The actual phone numbers were available or recoverable from the dataset. Three covariates were made available for each person: billing zip code, sex, and age, though we only use zip code in our analysis here. We aggregated the dataset in two ways. First, we aggregated the daily call counts over the 3-month period, resulting in a single call count for each distinct pair of users. We distinguish between the caller and the receiver, so the count for each pair is directed. Second, we aggregated the data from the level of individuals to the level of counties. The resulting dataset describes communication intensity for calls among the counties. There were records for a total of 2,511,035 users; 359,759 of them resided in the largest county and 136 in the smallest one. The number of calls from one county to another ranged from 0 to 266,199, with 21,016,548 calls in total. There were 2,646 distinct zip codes nested within 427 counties. The geographical location of each county was calculated by first identifying the latitude and longitude of each zip code and then taking the mean of the these coordinates over all zip codes that were nested within a given county. For each county we thus obtained the number of users residing in that county, and for each pair of counties we obtained the spatial distance between them and the number of calls made and received by users of those counties over the 3-month period. To reduce computational burden, we selected a subset of data that arose from 65 counties with the greatest number of users. The number of users in this subgroup of counties ranged from 7,879 to 359,759. The corresponding number of calls among pairs of counties ranged from 2 to 266,226.
Simulation
We conducted the following simulations to access the performance of our models comparing with naive approaches as well as to check the effects of different tuning parameter σ 2 θ . The values of the parameters in the data generation process are selected to be the estimates from the preliminary data analysis using σ 2 θ = 0.03. Actual geographical distances between counties are used. We assess the performance of the gravity model, the naive fit based on BIC and grid search, and the Bayesian LASSO model on scenarios with low (0.30), medium (0.38) and high (0.45) error variances (σ 2 ). This division is selected such that the medium scenario matches the estimates from the preliminary analyses. For each scenario, we simulate 2 data sets and apply our algorithm with 4 chains. We also evaluate the effect of the tuning parameter for the Metropolis algorithm by specifying a series of different values for it: 0.015, 0.02, 0.025, 0.03, 0.04, 0.05, 0.06, 0.08, 0.1, 0.12, 0.15, 0.2, 0.25, 0.3, 0.4, 0.6. The diagnostic graphs in Appendix show that convergence is generally achieved. We assess the model fit and the effect of the tuning parameter based on the prediction error. One hundred new datasets were generated using the same covariates and parameters for each variance category. The findings are shown in Table 1 .
As expected, estimates based both on BIC and Bayesian LASSO model perform better than those of the gravity model with respect to prediction error in low, medium and high error variances. The choice of tuning parameter had little effect; use of 0.2 in data analysis appears reasonable as this choice leads to a mean acceptance rate for the Metropolis algorithm on break-points in the range of 20% to 25% (Gelman et al., 2014) , as shown in Table 2 . The 95% credible interval coverages for break points also reach high values at tuning parameter 0.2. The crude model based on BIC and Bayesian LASSO estimates are comparable. An advantage of the latter is its ability to provide interval estimates on the break points and its smaller number of required parameters. These results imply that that we did not compromise predictive iterations takes around 9 to 10 hours, whereas the BIC approach requires only a few minutes.
Analysis of call records data
First, we observe that Figure 2 is consistent with our assumptions of continuous calling intensity and normality of natural log of the number of calls. Second, We use the preliminary binary assignments of break points group based on BIC in a simple linear regression to assess whether there is variability in intercepts and population size effects. Both models with only main effects (indicator variable of group assignments, log population sizes, log distance-before/after break point) and those with main effects and interaction terms show evidence (p-value<0.05) of variability. Hence we apply the method shown in the simulation study for the analysis of the cell phone data. The difference in intercepts and population size effects is true both for the general population from all 427 counties, and for the user subpopulation we described above.
In the analysis of call records (CDRs) data ( Figure 3 and 4) , we observe that the slopes for source locations in the northeast appear to be less steep. Locations near the capital city, where the population is dense, are more likely to have breakpoints in the relationship of communication and distance . No such patterns were observed for slopes of other locations, both before and after the break points. Model estimates revealed that locations with no break point tend to be in the north while those with breakpoints are concentrated in the south. For diagnosis on convergence, Figure 5 shows a trend of PSRF 2 approaching 1 very quickly and a PSRF 1 fluctuating below 1.5, which is acceptable.
Discussion
To analyze the decline in communication intensity with geographical distance, we extended the gravity model by allowing for break-points in this relationship. We addressed the issue of the existence of break-points for each source location and quantify associated uncertainty using a Bayesian model. We also provided estimates of the slopes before and after each breakpoint. We investigated the geographical pattern of the existence of break-points and noted differences in these patterns between rural and urban areas.
As an application of our method, we made use of an anonymized dataset of call detail records, using the number of mobile phone calls in our analysis as the measure of communication intensity between a pair of counties. The range of the outcomes is a count N before log transformation, and the regression model we specify treats the transformed outcomes as continuous, which is most appropriate when the number of calls between two locations is large (Figure 2) . In settings were there may be 0 or very low counts, one could consider alternative models (e.g. negative binomial) or the addition of an arbitrary small positive number to 0, although the latter approach can add bias (Flowerdew and Aitkin, 1982; Burger et al., 2009) . In this setting, a negative binomial model might be a better fit, though the interpretation of the parameters is less straightforward. Using Bayesian methods in a setting where the data are assumed to be negative binomial distributed requires non-standard approaches even without inclusion of break-points into models. Zhou et al. (2012) ; Pillow and Scott (2012) , and Polson et al. (2013) provide some useful tools for sequentially updating the parameters using Gibbs sampler by augmenting the posterior distribution with auxiliary parameters. When the number of counts is large, the negative binomial approach may not be computationally feasible; fitting negative binomial outcomes in Bayesian LASSO needs further investigation. One possible direction is to extend the methods based on the conditional normal distribution in Polson et al. (2013) by transforming the variance matrix so that normal-distribution based LASSO method can be employed.
Another extension of our methods would allow for aggregation of results across different subsamples; currently the number of locations we can analyze is limited by computational concerns. Developing a method to obtain consistent results from different overlapping sets of nodes-perhaps in a meta-analysis framework-would alleviate the computational concerns, but is challenging. Some potentially useful approaches are provided by Politis and Romano (1994) ; Politis et al. (2001); Geyer (2006) and Fitzenberger (1998) . In particular, the stability selection in Meinshausen and Bühlmann (2010) may be used to assess the properties of the meta-analytic results. An example of the use of LASSO in analyses that combine across subsamples arose from analyses intended to discover adverse drug reactions provided by Ahmed et al. (2016) . Another potentially useful approach is the use of path of partial posteriors in Strathmann et al. (2015) . In this approach, the resampling procedure resembles the bootstrap, but with smaller resampling sizes. Because standard bootstrapping the LASSO estimator of the regression parameter for variance inference is known to yield inconsistent estimates (Knight and Fu, 2000; Chatterjee and Lahiri, 2010) , modified bootstrapping must be used (Chatterjee and Lahiri, 2011) . Nonetheless, Bayesian LASSO procedures provide straightforward and valid estimates for standard errors.
The findings from our analysis of mobile phone communication illustrate how such information might be used, should such communication networks prove to be accurate proxies for contact networks along which infectious diseases or other communicable processes spread. If so, such analyses might help guide designs of cluster randomized trials. Randomized trials ideally enroll participants in a way that minimizes the extent to which treatment assignment of one subject affects outcome of another. For interventions in which such interference occurs at the individual but not cluster level (e.g. through contacts among randomized subjects), cluster randomization can be useful (Campbell et al., 2007) . Clusters may be comprised of participants in the same geographical location, institution (e.g. school) or administrative unit (village). Cell phone data could potentially aid in the identification of appropriate clusters by providing information about the probability of interference. When mixing across clusters cannot be eliminated, identification of treatment effects requires models of the mixing process (Carnegie et al., 2016) . Staples et al. (2015) and Wang et al. (2014) investigated the impact of interference across randomized units on power of a clinical trial to detect effects of an intervention in preventing spread of infectious disease. As geographical distance is likely to affect contact networks, knowing the relationship between communication and distance may be useful not only for identification of clusters, but also to aid in development of appropriate mixing models. 
As rank u (v) ≈ d(u, v) 2 when the the population is uniformly distributed, Equation 13 reduces to Equation 4 with m = n = 1 and γ = 2.
Both the gravity and radiation models are based on strict assumptions of the underlying mechanism, which are hard to validate. The gravity model, which uses the same parameters for each pair of locations, implicitly assumes a homogeneous effect of distance for the intensity function. The radiation model addresses this issue by modeling the intrinsic heterogeneity of the geographical distribution of population as indicated by the incorporation of s ij in the model. However, subject to its strict assumption and 'parameterfree' property, it does not allow for fluctuations of other forms or from other sources. The rank-based model deals with the heterogeneity by substituting distance with rank, which seems to have a similar role as the s ij in the radiation model. Thus the rank function in Equation 13 can be regarded as an implicit function of distance and population distribution. We can make Equation 13 a parametric model by putting a parameter at the power of the rank, which when assuming population is uniformly distributed across the area, would be equivalent to the gravity model with parameter γ for the distance r ij .
We note here that even though the rank-based approach shed some lights on the question in which we are interested, to move from resolution at individual level to zip code or county level requires a completely different set of assumptions. Therefore, a rank-based gravity model cannot be seen as a simple extension from the rank-based friendship model.
