How to build partially entangled states defined with functions whose all collisions are even are discussed. These states include a partially entangled state with a high degree of symmetry that is invariant under permutation of any two qubits and inversion between the ground state |0 and an excited state |1 for each qubit. An optimized high symmetric partially entangled state is considered to be useful for overcoming a shot noise limit of the Ramsey spectroscopy. We show that using selective rotations and Grover's inversion about average operations, we can construct this high symmetric entangled state by a network of poly(n) × 2 n/2 quantum basic gates, where n is a number of qubits.
Introduction
Recently rapid progress in quantum computation [1] [2] and quantum information theory have been made. In these fields, properties of quantum mechanics, superposition, interference, and entanglement are handled skillfully. After Shor's algorithm for factorization and discrete logarithms [3] [4] [5] and Grover's algorithm for search problems [6] appeared, many researchers have been proposing methods for realization of quantum computing and developing quantum algorithms. On the other hand, in the fields of quantum information theory, it is recognized that entangled states play important roles for robustness against decoherence [7] .
As the application of these results, it is considered to overcome the quantum shot noise limit by using entangled states of n two-level systems for the Ramsey spectroscopy [8] . When we can neglect the decoherence of the system induced by the environment, the maximally entangled state serves us an improvement of frequency measurements. The fluctuation of frequency is decreased by 1/ √ n. However, if the decoherence is considered, the maximally entangled state provides the same resolution that an uncorrelated system provides [9] . In [9] , using a partially entangled state which has a high degree of symmetry is proposed. The state is invariant under permutation of any two qubits and inversion between |0 and |1 for each qubit. If we select an optimal high symmetric partially entangled state, it provides high resolution in comparison with the maximally entangled states or uncorrelated states.
Carrying out an experiment of the Ramsey spectroscopy with the optimal high symmetric partially entangled state, we have to prepare it as an initial state as soon as possible, before time limit for decoherence.
In this paper, we study how to construct partially entangled states defined with functions whose all collisions are even quickly. These states include the high symmetric partially entangled state mentioned above. We estimate time to prepare these states by a number of elementary quantum gates [3] [5] [10] . We show it takes O((n 2 log 2 n) × 2 n/2 ) steps at most to build the high symmetric partially entangled state.
In section 2, a problem is defined and a procedure for building partially entangled states defined with even collision functions is shown. In section 3, the operation that we call the (RDR) reduction and a sufficient condition for executing the (RDR) reduction are explained. In section 4, the (R π D) iteration that is used if the sufficient condition of the (RDR) reduction is not satisfied is introduced. It is understood as the inversion of Grover's iteration. It is shown that our method needs to repeat the(R π D) transformation O(2 n/2 ) times. In section 5, a simple case of the (R π D) iteration is studied. In section 6, quantum networks of our method are shown and the time order needed by our method is estimated.
The problem and the procedure
In this section, we describe partially entangled states defined with even collision functions clearly and present a procedure to build them.
We consider the following function for a while,
where 0 ≤ m ≤ n − 1. It is assumed that for ∀y ∈ Y , a number of x ∈ X which satisfies f (x) = y is even (sometimes it is equal to 0). (Fig. 1) shows the mapping introduced by f . We can say that all collisions of f are even. Now, we write elements of image induced by f from X = {0, 1} n as {y(0), y(1), · · · , y(M)}, where 0 ≤ M ≤ 2 m −1. For a while, we assume m = ⌈log 2 (M +1)⌉ (m is the minimum integer that does not below log 2 (M + 1)). We write elements of X which are mapped to
n−1 . 2l k is a number of elements of X which make a collision at y(k) ∈ Y . Then we consider the following partially entangled state,
where {c k } are complex and n is a number of qubits. The partially entangled state which has a high degree of symmetry [9] is a special form of |Ψ n . The state is of the following form,
where ⌊n/2⌋ is the maximum integer that does not exceed n/2. {a k } are given real coefficients. |k s is an equally weighted superposition of k or (n − k) excited qubits. For example,
This state has symmetric properties,
• invariance under permutation of any two qubits,
• invariance under inversion between |0 and |1 for each qubit.
In this case, X = {0, 1} n , and Y = {0, 1} m , where
The function f is described as
wherex is a binary expression of x and
Here, we sketch the procedure of our method for building a given |Ψ n . To build |Ψ n , we prepare an n-qubit register in a flat superposition (1/ √ 2 n ) x∈{0,1} n |x and apply unitary transformations on the register successively. (Initializing the register as |0 · · · 0 and applying the Hadamard transformation on each qubit, we can obtain the flat superposition.) In our method, we use the the selective rotation and Grover's inversion about average operation D [6] . Because they are unitary transformation, we can think a chain of operations reversely as transforming |Ψ n to the flat superposition. Fortunately, an inverse operation of the selective rotation is also the selective rotation, and an inverse operation of D is also D.
It is easier to consider how to transform |Ψ n to the flat superposition than the flat superposition to |Ψ n . And so, we describe the procedure reversely from |Ψ n to the flat superposition.
1. Do the selective rotation on the basis vectors with complex coefficients in |Ψ n to cancel the phases. A superposition whose all coefficients are real and positive or equal to 0 is obtained.
2. If the state of the register is equal to the flat superposition, stop the operation. If the state is not equal to the flat superposition, go to step 3.
3. Let a min be the minimum coefficient for basis vectors in the state of the register and a min+1 be the coefficient next to a min . Examine whether a min and a min+1 satisfy the sufficient condition of the (RDR) reduction or not. If this condition is satisfied, carry out the (RDR) reduction, do the selective π rotation on all of the basis vectors which have negative coefficients and then go to step 2. If the condition is not satisfied, go to step 4.
4. Applying the (R π D) transformation and go to step 3.
The sufficient condition of the (RDR) reduction and the (R π D) transformation are mentioned later. Executing this procedure, we need to trace a variation of coefficients in each step by classical computation, because we have to know which basis vectors have the coefficients a min and a min+1 and decide phase rotating parameters of the (RDR) reduction, and so on.
The (RDR) reduction
In this section, the operation that we call the (RDR) reduction is explained.
We describe a state of the register after step 2 in our procedure as
where a k ≥ 0 for ∀k. It will be shown in section 6 that if M is poly(n), we can execute the selective rotation efficiently. We can do step 2 easily. From now, we write |Ψ as the following,
As the representation of (7), we sometimes write a column vector as a row vector. In (7), the order of the orthonormal basis {|x | x ∈ {0, 1} n } is taken appropriately, and coefficients a 0 and a 1 are located in the left side of the row. The other (2 n − 2l − 2m) coefficients {a 2 , · · · , a M } are gathered in the right side of the row and they are relabeled as {a j | 2(l + m) ≤ j ≤ 2 n − 1}. Our procedure is constructed from the selective rotations and Grover's inversion about average operations. Reordering basis vectors never changes matrix forms of them except permutation of diagonal elements of the selective rotation.
The (RDR) reduction is carried out as the following. Here, we make basis vectors, which have coefficients a 0 and a 1 , have same coefficients (we reduce basis vectors of a 1 to basis vectors of a 0 ). Firstly, we rotate the phases of l basis vectors with coefficients a 1 by θ and rotate the phases of the other l basis vectors with coefficients a 1 by (−θ). We obtain
where 0 ≤ θ < 2π. Then we apply D on R θ |Ψ . The 2 n × 2 n matrix representation of D is given as the following [6] ,
DR θ |Ψ is described as
where
and C = 2 n −1 j=2(l+m) a j . Finally, we apply the selective rotation to cancel the phases of A 1 and A * 1 . We define φ as the following,
We rotate the phases of l basis vectors with coefficients A 1 by φ and rotate the phases of the other l basis vectors with coefficients A * 1 by (−φ). We obtaiñ
We write the second selective rotation operator asR θ because the rotating angle (±φ) depends on θ and {a k }.
If we can choose θ to let |A 1 | be equal to A 0 , we call these operations the (RDR) reduction. If we do the (RDR) reductions M times on |Ψ , we get the flat superposition. However, there are two difficulties.
1. We are not able to do the (RDR) reduction on any |Ψ . For example, it is impossible to execute the (RDR) reduction on the following high symmetric entangled state of (4),
2. In a given |Ψ , there are (M + 1) kinds of coefficients that are different each other. Doing the first (RDR) transformation, we can choose (M + 1)M pairs of coefficients for reduction naively. And so, there are
2 ways to apply the (RDR) transformation M times in total. But, the ways by which given |Ψ can be transformed to the flat superposition are parts of the whole. Furthermore, some |Ψ cannot be reduced by the (RDR) transformation, as mentioned above. We need to do trials and errors (M + 1)(M!) 2 times and it is not efficient.
To overcome these difficulties, we consider an effective method for deciding an order of pairs of coefficients on which the (RDR) reductions are applied. The next lemma gives us a sufficient condition for the (RDR) reduction. This condition gives us a strategy for reduction.
Lemma 3.1 (sufficient condition for reduction) |Ψ is defined on an n-qubit register and it is given in the following,
where 0 ≤ a k for k = 0, 1, 2(l + m), · · · , 2 n − 1 and a 0 < a 1 . The basis vectors of (14) are {|x | x ∈ {0, 1} n }. It is assumed that a number of elements a 0 is equal to 2l and a number of elements a 1 is equal to 2m, where l ≥ 1, m ≥ 1 and l + m ≤ 2 n−1 . We write S as a sum of all coefficients,
If the following condition is satisfied,
we can always let 2(l + m) basis vectors, whose coefficient was a 0 or a 1 , have same coefficients by the (RDR) reduction including the selective rotation on 2m basis vectors.
Proof.R θ DR θ |Ψ is given by (11) and (13) . To let A 2 0 be equal to |A 1 | 2 , we define the function f (θ) as
If f (θ) = 0 is satisfied, A 2 0 is equal to |A 1 | 2 . We estimate f (0) and f (π/2),
In case signs of A 0 and |A 1 | are different each other, the selective π rotation is done.
To decide the order of coefficients on which (RDR) transformations are applied, we take the following procedure. We present a given state |Ψ as (6), where a k ≥ 0 for 0 ≤ k ≤ M. Let a min be the minimum coefficient among {a k } and a min+1 be the coefficient next to a min . And so, 0 ≤ a min < a min+1 < a j , where a j is any coefficient of |Ψ except a min and a min+1 . Because a number of elements of {a k } is equal to (M + 1), it takes O(M) steps to find a min and a min+1 . S is defined as a sum of all coefficients of |Ψ .
If S < 2
n−2 (a min + a min+1 ), it is satisfied that S < 2 n−2 (a i + a j ) for ∀i, j. In this case, the (RDR) reduction is impossible. We take another technic explained in the next section.
If S ≥ 2
n−2 (a min + a min+1 ), we carry out the (RDR) reduction to set relations of coefficients, A 2 min = |A min+1 | 2 . Because (17) is an equation of the second degree for cos θ, we can obtain θ with ease. In this case, though other pairs of coefficients may be reduced, we neglect them. Applying the selective π rotation on the basis vectors which have negative coefficients after the (RDR) reduction, we obtain the state whose all coefficients are positive or equal to 0. Because there are M kinds of coefficients in the state after the (RDR) reduction, we can derive new coefficients from (11) and (13) with poly(M) steps by classical computation. We can check whether the condition of the Lemma 3.1 is satisfied or not again. 4 In the case of S < 2 n−2
If the condition of Lemma 3.1, S ≥ 2 n−2 (a min + a min+1 ), is not satisfied, how do we reduce the coefficients? For example, we consider the following state,
where 0 ≤ a 0 < a 1 . It is assumed that a number of elements a 0 is equal to (2 n − t) and a number of elements a 1 is equal to t, where 2 ≤ t ≤ 2 n − 2, and t is even. If there are relations that 0 < t < 2 n−2 and [(3 · 2 n−2 − t)/(2 n−2 − t)]a 0 < a 1 , |Ψ satisfies S < 2 n−2 (a 0 + a 1 ). In this case, applying D and the selective π rotation on basis vectors which have negative coefficients, we can reduce difference between new coefficients, B 0 and B 1 . (Fig. 2 ) shows it plainly. Coefficients of basis vectors of (i)|Ψ , (ii)D|Ψ , (iii)R π D|Ψ are shown in (Fig. 2) . After (R π D) is applied on |Ψ , it is found that the difference of coefficients decreases. And so, it can be expected that [S −2 n−2 (a min +a min+1 )] gets bigger by operating (R π D) successively. The next lemma shows it clearly.
Lemma 4.1 We consider a state |Ψ , which is given as
It is assumed that a number of elements a 0 is equal to 2l and a number of elements a 1 is equal to 2m, where l ≥ 1, m ≥ 1, and l + m ≤ 2 n−1 . S, a sum of all coefficients of |Ψ , is assumed to satisfies the following condition,
The inversion about average operation D is applied on |Ψ , and then, the selective π rotation is done on basis vectors which have negative coefficients. We obtain a state described as
S is defined as a sum of all coefficients of R π D|Ψ .
It is yielded that
2. Defining
the following relation is derived,
It is clear that S − 2 n−1 a 0 > 0. Using the condition S − 2 n−2 (a 0 + a 1 ) < 0, we obtain S − 2 n−1 a k < 0 for ∀k = 0. And so, we get R π D|Ψ as
The difference of B 1 and B 0 is derived as
We used the assumption (21). It is clear that B 1 < B j for j = 2(l + m), · · · , 2 n − 1. We obtain the relation, 0
we can derive ∆, which is a variation of [S −2 n−2 (a 0 +a 1 )] induced by the (R π D) operation, as
To estimate ∆ precisely, we prepare some useful relations. From the definition of S, we get
Using the assumption (21) and (31), we can derive the relation,
Here, we modify the relation (32), and get more rough relation,
Because 0 ≤ a 0 < a 1 , we obtain 2l − 2 n−1 > 0.
Seeing this relation and (32) again, we also obtain
Here, we can estimate ∆. Because of the relation (35), we can substitute (31) for (30),
Seeing (35), we find 3 · 2 n−2 < 2l < 2 n . And so, we can derive the relation, 0 < (4l − 3 · 2 n−1 ) < 2 n−1 . From the relation (32), we can estimate ∆ as
The first result is derived. From the definition (24) and (27), (31), (32), we can estimate the difference between ǫ (0) and ǫ (1) ,
The second result is derived. Because of the Lemma 4.1, doing the (R π D) transformations successively, we can make [S − 2 n−2 (a 0 + a 1 )] be nonnegative. We consider the state |Ψ (0) which is specified with nonnegative coefficients {a 0 , a 1 , a 2(l+m) , a 2(l+m)+1 , · · · , a 2 n −1 }, and it is assumed that |Ψ (0) satisfies S − 2 n−2 (a 0 + a 1 ) < 0. We apply (R π D) on |Ψ (0) and obtain |Ψ (1) which is described with a set of coefficients, {B 0 , B 1 , B 2(l+m) , B 2(l+m)+1 , · · · , B 2 n −1 }. Because of Lemma 4.1.1, the following relation is obtained,
where ǫ (0) is defined at (24). Then, we assume
(1) , we got |Ψ (2) which is specified by {B 
And so, ifS
)] increases by ǫ (0) (> 0) at least. j stands for a number of the (R π D) transformations applied on the state. ǫ (0) is defined by {a 0 , a 1 } and l. And so, ǫ (0) is a definite and finite value and positive. Repeating the (R π D) transformation, we can certainly make [S − 2 n−2 (B 0 + B 1 )] be nonnegative.
From (26) and (27), during the (R π D) iteration, we find that the selective π rotation is applied on the same basis vectors. And so, the (R π D) iteration can be understood as the inversion of Grover's iteration.
1 )] comes to be nonnegative, we start to do the (RDR) reduction again. Using the technics of the (RDR) reduction and the (R π D) iteration, we can always transform |Ψ n to the flat superposition. How many times do we need to apply (R π D) on |Ψ to obtain the relation,
1 ) ≥ 0? Estimating it, we consider the following state,
where M k=0 t k = 2 n , 0 ≤ a 0 < a 1 < a k for k = 2, · · · , M, and S − 2 n−2 (a 0 + a 1 ) < 0. We put
We can estimate orders of ǫ (0) and [S − 2 n−2 (a 0 + a 1 )] as
We have to apply the (R π D) transformation T times, which is given as
In this estimation, we consider
Using (27), we can compute {B i } with poly(M) steps by classical computation, because a number of elements of {B i } is equal to (M +1). In the next section, we study the (R π D) iteration with a simple case written by (19).
A simple case of the (R π D) iteration
In this section, we consider a simple case written by (19) for the (R π D) iteration and estimate a number of (R π D) to make [S (j) − 2 n−2 (B 
We write t as sin
where 0 < θ < (π/2), and write {a 0 , a 1 } as
where 0 ≤ α < (π/2) [11] . Using (46), (47), and (48), we can describe {B 0 , B 1 } as
We write coefficients of the state on which (R π D) is applied j times as B 
1 . They are obtained as
1 , we can derive
Since 0 < θ < (π/2) and sin 2θ > 0, it depends on a sign of
1 )] is nonnegative or not.
Because of 0 ≤ α < (π/2), if (2j + 3)θ = (π/2), it is always accomplished that F (j) ≤ 0 and
A number of iteration with (R π D) does not exceed j M AX , which is given as
On the other hand, from (47), we can write θ as sin θ = t/2 n . The minimum value of t is 2. If t ∼ O(1) and n is large enough, the following relation is obtained,
Taking this limit, we get
The (R π D) transformation is repeated O(2 n/2 ) times at most to make [S (j) − 2 n−2 (B 
Networks of quantum gates
Constructing a network of quantum gates to building |Ψ n defined by (2), we prepare two registers and an even collision function,
where the first register is made from n qubits and the second register is made from m qubits. The second register is used for the control subsystem of selective rotations. Using the second register, we can do selective rotations efficiently. Carrying out the (RDR) reduction on |Ψ defined at (6), we rotate the phase by θ on half of basis vectors which have coefficients of a k and rotate the phase by (−θ) on the other half of basis vectors with the coefficients a k . And so, it is convenient to construct To reduce |Ψ n to the flat superposition, the (RDR) reduction have to be done M times. And so, the (DR π ) transformation is repeated M × O(2 n/2 ) times at most. If M is not polynomial in n, we cannot say that our method works efficiently. In this section, we discuss the network of the function f , the selective rotation and D.
Firstly, the network of the function f is considered. (Fig. 3) shows the Feynman diagram of the function f . f is described as the controlled gate, which applies the unitary transformation on the second register under the value of the first register. Constructing the controlled gate for f with poly(n) quantum basic gates, we can use our method efficiently.
Here, we consider a concrete network for the controlled-f which is used for defining |ψ n of (3). We prepare m = ⌈log 2 (n + 1)⌉ qubits as the second register. We define the even collision function as f (x) = s(x), where s(x) is a number of '1' bits inx and we identify (n − s(x)) with s(x). We can construct the controlled-f gate with poly(n) steps.
Writing the first and second register as
we can write the quantum networks as the program [12] ,
X k means the kth qubit of the first register and S means the value of the second register.
Here we introduce auxiliary qubits {C 1 , · · · , C m−1 }. We use C j as a carry bit of addition at the (j − 1)th bit. It is shown in (Fig. 4) . We present the qubits of the second register as {S 0 , S 1 , · · · , S m−1 }. Then, we write the program for the addition of X k in the QUBIT-ADDER1 as the following,
quantum registers: 
; auxiliary qubit registers (initialized and finalized to 0)
In this program, to avoid obtaining unnecessary entanglements, we initialize and finalize auxiliary qubits {C j } for j = 1, 2, · · · , m − 1 to |0 . (Fig. 5) shows the Feynman diagram of this program for m = 6. Repeating the quantum network shown in (Fig. 5) for each X k (k = 1, · · · , n) as shown in (Fig. 6) , we can construct the QUBIT-ADDER1.
We estimate how many quantum basic gates do we need to construct the QUBIT-ADDER1. In (Fig. 5) , we use 2(⌈log 2 (n+1)⌉−1) Toffoli gates and ⌈log 2 (n+1)⌉ controlled-NOT gates for constructing the QUBIT-ADDER2. Because we repeat QUBIT-ADDER2 n times, a number of whole steps for the QUBIT-ADDER1 is equal to n(3⌈log 2 (n+1)⌉−2). Here, we take the Toffoli gate and the controlled-NOT gate as a unit.
Another important quantum network for our method is the selective rotation. When we do the (RDR) reduction, we rotate the phase by (±θ) on the second register. The selective rotation is also used at step 1 of our procedure in section 2 to transform |Ψ n defined at (2) to |Ψ defined at (7). (Fig. 7) shows a quantum network for the selective rotation. In (Fig. 7) , we use a controlled m -R z (α) gate. We write the controlled m -U as m (U), where ∀U ∈ U (2), which has an m-qubit control subsystem and a one-qubit target subsystem. m (U) works as the following. If all m qubits of control subsystem are equal to |1 , m (U) applies U on a target qubit. If the m-qubit control subsystem is not in the state |1 · · · 1 , m (U) does nothing on the target qubit. We can write the Toffoli gate as 2 (σ x ) and the controlled-NOT gate as 1 (σ x ).
R z (α) is one of the U (2) transformations, and it is given in the form,
If we set the auxiliary qubit being |0 , m (R z (α)) generates an eigenvalue exp(iα/2) only if the second register is in the state |1 · · · 1 . This technic is called "kick back" [13] . In (Fig. 7) , a shaded box stands for the NOT-gate or the identity transformation. The NOT-gate is given as σ x . Deciding which gates are set in each shaded box, the NOT-gate or the identity transformation, we can select basis vector on which we rotate the phase.
In case m ≥ 7, it can be shown that a m (R z (α)) gate can be constructed with 16(m − 4) 2 (σ x ) gates and four 1 (σ x ) gates and four 0 gates (This is explained in the appendix) [10] . 0 means a U (2) gate for one qubit. We can estimate that the m (R z (α)) gate is constructed from 8(2m − 7) quantum basic gates at most, where m ≥ 7. Seeing (Fig. 7) , we find that the selective rotation on the second register takes
at most. And so, for example, step 1 of our procedure takes O(M log 2 M) steps. Here, we consider the selective rotations for (RDR) applied on |ψ n of (3). Because we define f (x) = s(x) as before, we can't decide θ or (−θ) by which we have to rotate the phases from the second register, in case n is even and s(x) = n − s(x) = n/2. Using X 1 which is the first qubit of the first register, we can rotate the phase by θ for half of basis vectors with s(x) = n/2 and rotate the phase by (−θ) for the others. (Fig. 8) shows the network of this operation. Building |ψ n , we can carry out the selective rotation on the second register with O(log 2 n) steps.
Finally, we consider the network of D. Before applying D on registers, we have to initialize the second register to the state |0 · · · 0 . And so, carrying out the (RDR) reduction, we always operate (RU f DU It is known that D can be decomposed to the form [6] ,
where H (n) = H ⊗ · · · ⊗ H is the Hadamard transformation on n qubits, and R is a selective π rotation on |0 · · · 0 of the first register. (Fig. 9) shows the network of D. Since this network consists of 4n 0 gates and a m (R z (2π)) gate, it takes 4(5n − 14) elementary operations. D takes O(n) steps.
How many elementary operations do we need to construct |Ψ n from the flat superposition? If M (a number of elements of the image mapped by f , defined at (1)) is poly(n), and if the function U f , defined at (56) can be constructed from poly(n) elementary gates, it is clear that the (R π D) iterations takes the main part of whole steps.
The subroutine network of (R π D) is drawn in (Fig. 10) . A number of steps that a network of U f takes depends on the function f . For instance, when we build |ψ n , it has been shown that U f needs O(n log 2 n) steps. It has also been already shown D takes 4(5n − 14) steps.
( Fig. 11) shows the network of the selective π rotation for the (R π D) transformation. Applying R π to inverse signs of negative coefficients, we rotate the phase of ⌊M/2⌋ basis vectors of the second register at most. And so, the selective rotation can be constructed Building |ψ n , we can estimate one (R π D) transformation takes O(n log 2 n) steps. Between the (RDR) reductions, we repeat the (R π D) transformation O(2 n/2 ) times at most. If we do the (R π D) iteration after every (RDR), we carry out the (R π D) iteration ⌊n/2⌋ times. We need O((n 2 log 2 n) × 2 n/2 ) steps in total.
Discussion
It is known that any unitary transformation U (∈ U (2 n )) can be constructed from O(n 3 2 2n ) elementary gates at most [10] . In comparison with this most general case, our method is slightly easy to do, although a number of basic gates increases exponentially of n. Before executing our method, we have to do classical computation to decide parameters and the order of basic quantum gates. Amounts of classical computation is comparable with a number of steps for whole quantum transformations.
In [7] , it is discussed to transmit classical information via quantum noisy channels. It is shown when two transmissions of the two-Pauli channel are used, optimal states to transmit classical information are partially entangled states of two qubits. We can expect our method is available for quantum communication.
Grover's algorithm was proposed as a solution of the SAT(satisfiability) problems. Although Grover's method is available to find a certain combination from all of 2 n possible combinations of n binary variables, it seems not good at general search problems [14] . For example, let us consider finding a file which satisfies a certain condition from N files. We Figure 12 : Decompose a n (R z (α)) gate.
can describe files on a quantum computer as a∈{0,1} n |a ⊗ |g(a) ,
where the first register represents labels of files and the second register represents contents of files. If we do Grover's algorithm on registers, contents will be destroyed. What Grover's method does is enhancing an amplitude of a certain basis vector specified with an oracle for a superposition of 2 n basis vectors. And so, our method is a natural application of Grover's one.
We cannot show whether our procedure is best or not in view of a number of quantum basic gates. It seems that our method wastes steps. For example, although |ψ n has a high degree of symmetry, our procedure does not use their symmetric properties enough. Our method seems to treat the function f (x) = s(x) as a black box. However, considering oppositely, because of this point, our method can be available for not only |ψ n but also partially entangled states |Ψ n defined by general f whose all collisions are even.
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Appendix
In this section, we consider how to construct the n (R z (α)) gate from elementary operations. We refer to [10] in which various technics to construct a n (U) gate, where ∀U ∈ U (2), from elementary gates are shown.
At first, using the relation, R z (α/2)σ x R z (−α/2)σ x = R z (α) R z (α/2)R z (−α/2) = I, we can decompose a n (R z (α)) gate to a 1 (R z (α/2)) gate, a 1 (R z (−α/2)) gate and two n−1 (σ x ) gates, as shown in (Fig. 12) . Seeing (Fig. 13) , we can decompose a 1 (R z (β)) Figure 14 : Decompose a n−1 (σ x ) gate on the (n + 1)-qubit network.
gate to a R z (β/2) gate, a R z (−β/2) gate and two controlled-NOT gates. From now we consider how to make a n−1 (σ x ) gate on (n + 1)-qubit network. Especially, we pay attention to the fact that there is a qubit which is not used by the n−1 (σ x ) gate on the network. In case n ≥ 7, the following is shown. The n−1 (σ x ) gate can be decomposed to two m 1 (σ x ) gates and two m 2 (σ x ) gates, where m 1 = ⌈(n + 1)/2⌉ and m 2 = n − m 1 . In (Fig. 14) we show the case n = 8, m 1 = 5 and m 2 = 3.
If we do this decomposition, there are m 2 unused qubits for the m 1 (σ x ) gates, and there are m 1 unused qubits for the m 1 (σ x ) gates. For both of the m 1 (σ x ) gates and the m 2 (σ x ) gates, the following relation is obtained, (a number of qubits of control subsystem) − (a number of unused qubits) ≤ 2. (61) The following fact is derived in [10] . On the (n+ 1)-qubit network (n ≥ 4), the m (σ x ) gates, where m ∈ {3, · · · , ⌈(n + 1)/2⌉} (it means the condition (61) is satisfied), can be decomposed to 4(m − 2) Toffoli gates. In (Fig. 15) we show the case n = 8, m = 5.
On the (n + 1)-qubit network (n ≥ 7), a n−1 (σ x ) gate can be decomposed to 8(n − 4) Toffoli gates, because 2 · 4(m 1 − 2) + 2 · 4(m 2 − 2) = 8(n − 4).
And so, on the (n + 1)-qubit network(n ≥ 7), a n (R z (α)) gate can be decomposed to 16(n − 4) Toffoli gates, four 1 (σ x ) gates and four 0 gates. 
