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В банаховом пространстве рассматривается задача типа Коши. В предположении, что со-
ответствующая задача типа Коши с оператором A равномерно корректна, а оператор B(t)
в некотором смысле подчинен оператору A, устанавливается однозначная разрешимость
рассматриваемой задачи и ее непрерывная зависимость от начальных данных.
В банаховом пространстве E рассмотрим задачу типа Коши
Dαu(t) = Au(t) + B(t)u(t), t > 0, (1)
lim
t→0
Dα−1u(t) = u0, (2)
где 0 < α < 1, Dα−1u(t) = I1−αu(t) = (1/Γ(1−α)) ∫ t0 (t−s)−αu(s) ds – левосторонний дробный
интеграл Римана–Лиувилля порядка 1 − α ( I1−α – тождественный оператор при α = 1 ),
Dαu(t) =
d
dt
I1−αu(t) – левосторонняя дробная производная Римана–Лиувилля порядка α,
Γ(·) – гамма-функция, A – линейный, замкнутый, плотно определенный оператор, наконец,
B(t) – также линейный, замкнутый, плотно определенный, но уже переменный и, вообще
говоря, неограниченный оператор, рассматриваемый как возмущение оператора A.
Излагаемые ниже результаты примыкают к теории возмущений генераторов полугрупп
(см. [1, гл. 9]). Рассматривается вопрос о том, как отражается на разрешимости задачи (1),
(2) добавление слагаемого, содержащего оператор B(t), который в некотором смысле под-
чинен оператору A. Будут указаны условия, при выполнении которых корректность задачи
сохранится и после возмущения оператора A неограниченным оператором B(t).
Для абстрактных дифференциальных уравнений, содержащих дробные производные
Римана–Лиувилля, результаты о разрешимости возмущенных уравнений получены впервые.
Такого вида задачи являются актуальными в связи с многочисленными приложениями теории
дифференциальных уравнений дробного порядка в физике и математическом моделировании.
Такие приложения могут быть найдены в [2, гл. 8; 3, гл. 5; 4, гл. 8].
Наряду с задачей (1), (2) для 1 ≥ β ≥ α рассмотрим невозмущенную задачу
Dβu(t) = Au(t), t > 0, (3)
lim
t→0
Dβ−1u(t) = u0. (4)
Определение 1. Решением задачи (3), (4) называется непрерывная при t > 0 функция
u(t) такая, что I1−βu(t) представляет собой непрерывно дифференцируемую при t > 0 функ-
цию, функция u(t) принимает значения в D(A) (D(A) – область определения оператора A )
и удовлетворяет задаче (3), (4).
Определение 2. Задача (3), (4) называется равномерно корректной, если существуют
заданная на E, коммутирующая с A операторная функция Tβ(t) и числа M1 > 0, ω ∈ R
такие, что для любого u0 ∈ D(A) функция Tβ(t)u0 является ее единственным решением и
при этом
‖Tβ(t)‖ ≤ M1tβ−1eωt. (5)
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Согласно определению 2, задача (3), (4) равномерно корректна, если решение этой зада-
чи существует, единственно и, как следует из (5), непрерывно зависит от начальных данных
равномерно по t из любого компакта в (0,∞). Помимо этих обычных требований опреде-
ление 2 содержит дополнительную информацию о поведении решения при t → 0 и t → ∞
(неравенство (5)).
Сформулируем далее условия, при которых будет установлена однозначная разрешимость
задачи (1), (2).
Условие 1. Оператор A такой, что при некотором β, удовлетворяющем неравенству
α ≤ β ≤ 1, равномерно корректна задача (3), (4), u0 ∈ D(A).
Отметим, что при 0 < β < 1 равномерная корректность задачи (3), (4) исследовалась в
[5–7], а при β = 1 для равномерной корректности задачи Коши требуется, чтобы оператор A
был генератором C0 -полугруппы.
Условие 2. i) Оператор B(t) имеет не зависящую от t область определения D и при
этом D(A) ⊂ D.
ii) Для любого x ∈ D функция B(t)x принадлежит C((0,∞), E), абсолютно интегрируема
в нуле, принимает значения в D(A), AB(t)x ∈ C((0,∞), E) и также абсолютно интегрируема
в нуле.
iii) Для любого x ∈ E существуют постоянные M2 > 0, γ ∈ [0, 1), ω ∈ R такие, что
Tβ(τ)x ∈ D (эффект сглаживания) и
‖B(t)Tβ(τ)x‖ ≤ M2τ−γeωτ‖x‖, t, τ ∈ (0,∞). (6)
Заметим, что если оператор −A является сильно позитивным (терминология заимствована
из [8]), т.е. если
‖(λI −A)−1‖ ≤ M3
1 + |λ| , Reλ ≥ 0, M3 > 0,
то в условии 1 можно взять β = 1, при этом ω = 0, а неравенство (6) означает, что оператор
B(t) подчинен дробной степени (−A)γ (см. [8, с. 298]).
Если оператор B(t) ограничен, а оператор A удовлетворяет условию 1, то неравенство
(6) справедливо при γ = 1− β.
Перестановочность операторов A и B(t) не предполагается. Как будет доказано в даль-
нейшем, условия 1, 2 обеспечат однозначную разрешимость задачи (1), (2).
При доказательстве нами будет использована неотрицательная функция (см. [9, с. 357])
fτ,ν(t) =
⎧
⎪⎪⎪⎨
⎪⎪⎪⎩
1
2πi
σ+i∞∫
σ−i∞
exp(tz − τzν) dz, t ≥ 0,
0, t < 0,
(7)
где σ > 0, τ > 0, 0 < ν < 1 и ветвь функции zν выбрана так, что Re zν > 0 при Re z > 0.
Эта ветвь является однозначной функцией на комплексной z -плоскости с разрезом по от-
рицательной части вещественной оси. Сходимость интеграла (7) обеспечивается множителем
exp(−τzν).
Заметим также, что функция fτ,ν(t) при t > 0 может быть выражена через функцию
Райта (см. [4, с. 54])
fτ,ν(t) = t−1φ(−ν, 0;−τt−ν), φ(a, b; z) =
∞∑
k=0
zk
k! Γ(ak + b)
,
или через более общую функцию типа Райта (см. [10, гл. 1])
fτ,ν(t) = t−1e
1,0
1,ν(−τt−ν), eμ,δα,β(z) =
∞∑
k=0
zk
Γ(αk + μ)Γ(δ − βk) , α > max{0;β}, μ, z ∈ C. (8)
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В следующей теореме мы установим, что из равномерной корректности задачи (3), (4) бу-
дет следовать равномерная корректность соответствующей задачи типа Коши для уравнения
порядка α, где 0 < α < β ≤ 1.
Теорема 1. Пусть α < β ≤ 1 и выполнено условие 1. Тогда задача
Dαu(t) = Au(t), t > 0, (9)
lim
t→0
Dα−1u(t) = u0 (10)
равномерно корректна и ее разрешающий оператор имеет вид
Tα(t)u0 =
∞∫
0
fτ,ν(t)Tβ(τ)u0 dτ, (11)
где ν = α/β, а функция fτ,ν(t) определяется равенством (7).
Доказательство. Отметим, что сходимость интеграла в (11) вытекает из оценки (5) и
следующего неравенства для функции Райта (см. [10, лемма 1.2.7]):
φ(−ν, 0;−x) ≤ M4(1 + xn) exp(−ρx1/(1−ν)),
n ∈ N , n ≥ 1
1− ν , ρ = (1− ν)ν
ν/(1−ν), x ≥ 0.
Для доказательства того, что определяемая равенством (11) функция Tα(t)u0 является
решением задачи (9), (10), можно воспользоваться соотношениями
Dα
∞∫
0
fτ,ν(t)Tβ(τ)u0 dτ =
∞∫
0
fτ,ν(t)DβTβ(τ)u0 dτ = ATα(t)u0,
lim
t→0
Dα−1
∞∫
0
fτ,ν(t)Tβ(τ)u0 dτ = u0,
которые являются частным случаем формул (2.2.18) и (2.2.28), установленных в [10] для чис-
ловых функций. Их доказательство для абстрактных функций проводится аналогично.
Учитывая равенства (см. [10, формулы (2.2.3), (2.2.31)])
∞∫
0
fτ,ν(t)τβ−1 dτ =
Γ(β)
Γ(νβ)
tνβ−1,
∞∫
0
fτ,ν(t)eωτ dτ = tν−1Eν,ν(ωtν),
где Eμ,ρ(z) =
∑∞
k=0 z
k/Γ(μk+ρ) – функция типа Миттаг–Леффлера (см., например, [2, с. 33]),
будем иметь
‖Tα(t)‖ ≤
∞∫
0
fτ,ν(t)‖Tβ(τ)‖ dτ ≤ M1
∞∫
0
fτ,ν(t) τβ−1eωτ dτ ≤
≤ M5
∞∫
0
fτ,ν(t)τβ−1 dτ + M5
∞∫
0
fτ,ν(t)eωτ dτ = M5
(
Γ(β)
Γ(νβ)
tα−1 + tν−1Eν,ν(ωtν)
)
. (12)
В силу известного (см. [11, с. 134]) асимптотического поведения функции Миттаг–Леффле-
ра при 0 < μ < 2
Eμ,ρ(z) =
1
μ
z(1−ρ)/μ exp(z1/μ)−
n∑
j=1
1
Γ(ρ− μj)zj + O
(
1
|z|n+1
)
, z ∈ R, z → +∞, (13)
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из (12) выводим неравенство
‖Tα(t)‖ ≤ M6tα−1 exp(ω0t), ω0 > ω1/ν . (14)
Таким образом, чтобы завершить доказательство теоремы, согласно определению 2, нам
осталось установить единственность решения задачи (9), (10). Пусть u1(t) и u2(t) – два раз-
личных решения задачи (9), (10), удовлетворяющие неравенству (5). Тогда
λαL(u1(t)− u2(t)) = AL(u1(t)− u2(t)),
где L – преобразование Лапласа. Тем самым мы пришли к противоречию, поскольку при
L(u1(t) − u2(t)) 	= 0 все точки λα, для которых Reλ > ω, будут принадлежать точечному
спектру оператора A, чего не может быть, так как в силу необходимого условия равномерной
корректности [6] эти точки должны быть регулярными. Теорема доказана.
Замечание 1. В частном случае ν = α/β = 1/2 имеем (см. [9, с. 369, формула (32)])
fτ,1/2(t) =
τ
2t
√
πt
exp
(
−τ
2
4t
)
,
и равенство (11) принимает вид
Tβ/2(t)u0 =
1
2t
√
πt
∞∫
0
τ exp
(
−τ
2
4t
)
Tβ(τ)u0 dτ. (15)
Представление (15) может обеспечить эффект сглаживания (см. условие 2iii)) для разре-
шающего оператора Tβ/2(t) в случае, когда для оператора Tβ(t) его не было, например, если
операторы A и B дифференциальные.
Сформулируем теорему о разрешимости задачи типа Коши для неоднородного уравнения.
Теорема 2. Пусть β < 1, выполнено условие 1, а функция h(t) ∈ C((0,∞), E) абсо-
лютно интегрируема в нуле, принимает значения в D(A), Ah(t) ∈ C((0,∞), E) и также
абсолютно интегрируема в нуле. Тогда задача
Dβu(t) = Au(t) + h(t), t > 0, (16)
lim
t→0
Dβ−1u(t) = u0 (17)
имеет единственное решение, которое определяется равенством
u(t) = Tβ(t)u0 +
t∫
0
Tβ(t− ξ)h(ξ) dξ. (18)
Доказательство. Достаточно проверить, что функция
v(t) =
t∫
0
Tβ(t− ξ)h(ξ) dξ
удовлетворяет уравнению (16) и нулевому начальному условию (17). При t > 0 имеем
Dβv(t) =
1
Γ(1− β)
d
dt
t∫
0
(t− τ)−β dτ
τ∫
0
Tβ(τ − ξ)h(ξ) dξ =
ДИФФЕРЕНЦИАЛЬНЫЕ УРАВНЕНИЯ том 46 № 6 2010
О ВОЗМУЩЕНИИ АБСТРАКТНОГО ДИФФЕРЕНЦИАЛЬНОГО УРАВНЕНИЯ 863
=
1
Γ(1− β)
d
dt
t∫
0
dξ
t∫
ξ
(t− τ)−βTβ(τ − ξ)h(ξ) dτ =
=
1
Γ(1− β)
d
dt
t∫
0
dξ
t−ξ∫
0
(t− ξ − x)−βTβ(x)h(ξ) dx.
Поскольку под знаком интеграла по ξ находится непрерывная по t− ξ функция, то
Dβv(t) =
1
Γ(1− β) limξ→t
t−ξ∫
0
(t− ξ − x)−βTβ(x)h(ξ) dx+
+
1
Γ(1− β)
t∫
0
dξ
d
dt
t−ξ∫
0
(t− ξ − x)−βTβ(x)h(ξ) dx =
= lim
t−ξ→+0
Dβ−1Tβ(t− ξ)h(ξ) +
t∫
0
DβTβ(t− ξ)h(ξ) dξ =
= h(t) +
t∫
0
Tβ(t− ξ)Ah(ξ) dξ = h(t) + Av(t),
следовательно, функция v(t) удовлетворяет уравнению (16).
Проверим далее, что функция v(t) удовлетворяет нулевому начальному условию (17).
Имеем
lim
t→+0
Dβ−1v(t) =
1
Γ(1− β) limt→+0
t∫
0
(t− τ)−β dτ
τ∫
0
Tβ(τ − ξ)h(ξ) dξ.
Поскольку для Tβ(t) справедлива оценка (5), то для t ∈ [0, 1]
∥
∥
∥
∥
t∫
0
(t− τ)−β dτ
τ∫
0
Tβ(τ − ξ)h(ξ) dξ
∥
∥
∥
∥ ≤
≤ M1
t∫
0
(t− τ)−β dτ
τ∫
0
(τ − ξ)β−1‖h(ξ)‖ dξ = M1B(β, 1− β)
t∫
0
‖h(ξ)‖ dξ,
где B(·, ·) – бета-функция. Следовательно, функция v(t) удовлетворяет нулевому начальному
условию (17). Теорема доказана.
Замечание 2. В работе [12] теорема о разрешимости задачи типа Коши для неоднород-
ного уравнения (16) установлена в предположении, что функция h(t) имеет суммируемую в
смысле определения 2.4 [2] дробную производную Dβh(t). Нетрудно убедиться в том, что этим
требованием можно заменить условие 2ii) в доказываемых ниже утверждениях.
Теорема 3. Пусть α < β ≤ 1 и выполнены условия 1, 2. Тогда задача (1), (2) имеет
единственное решение и существуют такие постоянные M > 0, ω1 > ω1/ν , что справедлива
оценка
‖u(t)‖ ≤ Mtα−1eω1t‖u0‖. (19)
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Доказательство. Учитывая теоремы 1 и 2, задачу (1), (2) сведем к интегральному урав-
нению, которое в силу (11), (18) запишем в виде
u(t) =
∞∫
0
fτ,ν(t)Tβ(τ)u0 dτ +
t∫
0
∞∫
0
fτ,ν(t− s)Tβ(τ)B(s)u(s) dτ ds, (20)
где u0, Tβ(τ)u0 ∈ D(A) ⊂ D, ν = α/β. Обозначив w(t) = B(t)u(t), получим уравнение
w(t) =
∞∫
0
fτ,ν(t)B(t)Tβ(τ)u0 dτ +
t∫
0
∞∫
0
fτ,ν(t− s)B(t)Tβ(τ)w(s) dτ ds. (21)
Для решения интегрального уравнения (21) применим метод последовательных приближе-
ний, положив
w0(t) = 0, w1(t) =
∞∫
0
fτ,ν(t)B(t)Tβ(τ)u0 dτ,
wn+1(t) =
∞∫
0
fτ,ν(t)B(t)Tβ(τ)u0 dτ +
t∫
0
∞∫
0
fτ,ν(t− s)B(t)Tβ(τ)wn(s) dτ ds, n ∈ N.
Используя неравенство (6), оценим норму разности:
‖w2(t)− w1(t)‖ ≤
t∫
0
∞∫
0
fτ,ν(t− s)‖B(t)Tβ(τ)w1(s)‖ dτ ds ≤
≤ M22 ‖u0‖
t∫
0
∞∫
0
fτ,ν(t− s)τ−γeωτ
∞∫
0
fξ,ν(s)ξ−γeωξ dξ dτ ds. (22)
Заменив в неравенствах (12), (14) β на 1− γ, получим оценку
∞∫
0
fξ,ν(s)ξ−γeωξ dξ ≤ Csν(1−γ)−1eω2s, ω2 > ω1/ν . (23)
Дважды применяя оценку (23) в неравенстве (22) и вычисляя полученный интеграл [13,
2.2.5.1], будем иметь
‖w2(t)− w1(t)‖ ≤ CM22 ‖u0‖
t∫
0
∞∫
0
fτ,ν(t− s)τ−γeωτsν(1−γ)−1eω2s dτ ds ≤
≤ C2M22 ‖u0‖
t∫
0
(t− s)ν(1−γ)−1eω2(t−s)sν(1−γ)−1eω2s ds =
= C2M22 e
ω2t‖u0‖
t∫
0
(t− s)ν(1−γ)−1sν(1−γ)−1 ds = C
2M22Γ
2(ν(1− γ))
Γ(2ν(1− γ)) t
2ν(1−γ)−1eω2t‖u0‖. (24)
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Учитывая (24), по индукции получаем неравенство
‖wn(t)− wn−1(t)‖ ≤ C
nMn2 Γ
n(ν(1 − γ))
Γ(nν(1− γ)) t
nν(1−γ)−1eω2t‖u0‖, n ∈ N. (25)
Действительно, пусть формула (25) верна при n = m. Тогда из неравенств (6), (23) и
предположения индукции имеем
‖wm+1(t)− wm(t)‖ ≤
t∫
0
∞∫
0
fτ,ν(t− s)‖B(t)Tβ(τ)(wm(s)− wm−1(s))‖ dτ ds ≤
≤ C
mMm+12 Γ
m(ν(1− γ))‖u0‖
Γ(mν(1− γ))
t∫
0
∞∫
0
fτ,ν(t− s)τ−γsmν(1−γ)−1eω2s dτ ds ≤
=
Cm+1Mm+12 Γ
m(ν(1− γ))‖u0‖
Γ(mν(1− γ))
t∫
0
(t− s)ν(1−γ)−1eω2(t−s)smν(1−γ)−1eω2s ds =
=
Cm+1Mm+12 Γ
m+1(ν(1− γ))
Γ((m + 1)ν(1− γ)) t
(m+1)ν(1−γ)−1eω2t‖u0‖,
что и доказывает формулу (25).
Следовательно, ряд
∞∑
n=1
(wn(t)− wn−1(t))
сходится равномерно в любом интервале [t0, t1], 0 < t0 < t1. Поэтому wn(t) на том же проме-
жутке равномерно сходится к непрерывной на [t0, t1] функции w(t), которая удовлетворяет
интегральному уравнению (21). В силу (25) для нее справедлива оценка
‖w(t)‖ ≤
∞∑
n=1
‖wn(t)−wn−1(t)‖ ≤
∞∑
k=0
Ck+1Mk+12 Γ
k+1(ν(1− γ))t(k+1)ν(1−γ)−1eω2t‖u0‖
Γ((k + 1)ν(1 − γ)) ≤
≤ CM2Γ(ν(1− γ))tν(1−γ)−1eω2t
∞∑
k=0
CkMk2 Γ
k(ν(1− γ))tkν(1−γ)‖u0‖
Γ(kν(1− γ) + ν(1− γ)) =
= CM2Γ(ν(1− γ))tν(1−γ)−1eω2tEν(1−γ),ν(1−γ)(CM2Γ(ν(1− γ))tν(1−γ))‖u0‖,
где Eμ,ρ(·) – функция типа Миттаг–Леффлера, t ∈ [t0, t1], 0 < t0 < t1.
Учитывая асимптотическое поведение функции типа Миттаг–Леффлера (13), можем утвер-
ждать, что существуют постоянные C1 > 0 и ω1 > ω2, для которых
‖w(t)‖ ≤ C1tδ−1eω1t‖u0‖, δ = ν(1− γ) < 1. (26)
Поскольку промежуток [t0, t1] произвольный, то функция w(t) – непрерывное на (0,∞)
решение уравнения (21), удовлетворяющее на (0,∞) неравенству (26), т.е. абсолютно инте-
грируема в нуле. Более того, из равенства (21) и условия 2ii) мы заключаем, что w(t) ∈ D(A),
Aw(t) ∈ C((0,∞), E) и Aw(t) абсолютно интегрируема в нуле.
Наконец, из равенства (20) с помощью теоремы 2 мы получаем решение u(t) задачи (1),
(2) в виде
u(t) =
∞∫
0
fτ,ν(t)Tβ(τ)u0 dτ +
t∫
0
∞∫
0
fτ,ν(t− s)Tβ(τ)w(s) dτ ds,
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для которого в силу (5), (26) и (23) справедлива оценка
‖u(t)‖ ≤ M1‖u0‖
∞∫
0
fτ,ν(t)τβ−1eωt dτ + C1M1‖u0‖
t∫
0
∞∫
0
fτ,ν(t− s)τβ−1eωτsδ−1eω1s dτ ds ≤
≤ CM1tα−1eω2t‖u0‖+ CC1M1‖u0‖
t∫
0
(t− s)α−1eω2(t−s)sδ−1eω1s ds ≤
≤ CM1tα−1eω2t‖u0‖+ CC1M1eω1t‖u0‖
t∫
0
(t− s)α−1sδ−1 ds ≤ Mtα−1eω1t.
Установим далее единственность решения задачи (1), (2). Пусть имеется другое решение,
которое мы обозначим U(t). Тогда в силу теорем 1 и 2
U(t) =
∞∫
0
fτ,ν(t)Tβ(τ)u0 dτ +
t∫
0
∞∫
0
fτ,ν(t− s)Tβ(τ)W (s) dτ ds,
где W (t) – решение интегрального уравнения (21).
Докажем единственность решения интегрального уравнения (21) в классе непрерывных на
(0,∞) функций, допускающих оценку (26).
Пусть b > 0, t ∈ (0, b]. Поскольку мы рассматриваем класс функций, удовлетворяющий
неравенству (26), то положим
m = sup
t∈[0,b]
(t1−δe−ω1t‖W (t)− w(t)‖).
Разность W (t)−w(t) удовлетворяет уравнению (21) при u0 = 0, поэтому, учитывая нера-
венство (23), будем иметь
‖W (t)− w(t)‖ ≤ CM2
t∫
0
(t− s)δ−1eω2(t−s)‖W (s)− w(s)‖ ds. (27)
Следовательно,
‖W (t)− w(t)‖ ≤ CM2meω1t
t∫
0
(t− s)δ−1sδ−1 ds = CM2Γ(δ)meω1tIδ(tδ−1). (28)
Подставляя (28) в (27), получаем неравенство
‖W (t)− w(t)‖ ≤ C2M22Γ2(δ)meω1tI2δ(tδ−1).
Продолжая этот процесс, придем к неравенству
‖W (t)− w(t)‖ ≤ CkMk2 Γk(δ)meω1tIkδ(tδ−1) =
=
CkMk2 Γ
k+1(δ)
Γ((k + 1)δ)
t(k+1)δ−1eω1tm ∀ k ∈ N, (29)
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откуда, переходя к супремуму, получаем неравенство
m ≤ C
kMk2 Γ
k+1(δ)
Γ((k + 1)δ)
bkδm.
Множитель
CkMk2 Γ
k+1(δ)
Γ((k + 1)δ)
bkδ
стремится к нулю при k →∞ в силу асимптотики гамма-функции [2, с. 30]
Γ(x + 1) =
√
2π
x
(
x
e
)x(
1 + O
(
1
x
))
, x →∞.
Следовательно,
m = sup
t∈[0,b]
(t1−δe−ω1t‖W (t)− w(t)‖) = 0,
откуда в силу произвольности b > 0 следует тождество W (t) ≡ w(t) при t > 0, что и
завершает доказательство единственности.
В заключение отметим, что неравенство, аналогичное (29), потребуется нам при доказа-
тельстве теоремы 5, а единственность решения интегрального уравнения (21) имеет место и в
более широком классе функций, а именно в классе функций, непрерывных на (0,∞) и сум-
мируемых при t = 0. Действительно, пусть W (t) – решение интегрального уравнения (21)
при u0 = 0. Тогда учитывая (6), при t ∈ [0, b] получаем неравенство
‖W (t)‖ ≤ M2
t∫
0
‖W (s)‖
∞∫
0
fτ,ν(t− s)τ−γeωτ dτ ds =
=
t∫
0
(t− s)δ−1Υ(t− s)‖W (s)‖ ds ≤ m1Iδ‖W (t)‖,
где функция
Υ(t) = M2
∞∫
0
φ(−ν, 0;−ξ)ξ−γ exp(ωξtν) dξ
непрерывна при t ≥ 0, а m1 = Γ(δ) max
t∈[0,b]
Υ(t).
Применяя эту оценку k раз, получаем неравенство
‖W (t)‖ ≤ mk1Ikδ‖W (t)‖ =
mk1
Γ(kδ)
t∫
0
(t− s)kδ−1‖W (s)‖ ds
и, следовательно,
b∫
0
‖W (t)‖ dt ≤ m
k
1
Γ(kδ)
b∫
0
t∫
0
(t− s)kδ−1‖W (s)‖ ds dt = m
k
1
Γ(kδ)
b∫
0
‖W (s)‖
b∫
s
(t− s)kδ−1 dt ds ≤
≤ m
k
1b
kδ
Γ(kδ + 1)
b∫
0
‖W (s)‖ ds.
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Таким образом,
∫ b
0 ‖W (s)‖ ds = 0 и ‖W (t)‖ = 0 при t ≥ 0 в силу произвольности b > 0.
На этом доказательство теоремы 3 завершено.
Теорема 3 позволяет установить разрешимость задачи (1), (2) при любом α, таком, что
0 < α < β ≤ 1, если выполнены условия 1 и 2. Покажем, что в случае 0 < α = β < 1 также
справедливы аналогичные результаты.
Теорема 4. Пусть выполнены условия 1, 2 и α = β < 1. Тогда задача (1), (2) имеет
единственное решение, для которого справедлива оценка (19).
Доказательство. Учитывая теорему 2, сведем задачу (1), (2) к интегральному уравнению
u(t) = Tα(t)u0 +
t∫
0
Tα(t− s)B(s)u(s) ds. (30)
Обозначив w(t) = B(t)u(t), получим уравнение
w(t) = B(t)Tα(t)u0 +
t∫
0
B(t)Tα(t− s)w(s) ds, (31)
которое решим методом последовательных приближений. Положим
w0(t) = 0, w1(t) = B(t)Tα(t)u0, wn+1(t) = B(t)Tα(t)u0 +
t∫
0
B(t)Tα(t− s)wn(s) ds, n ∈ N.
Используя неравенства (5), (6), оценим норму разности:
‖w2(t)− w1(t)‖ ≤ M2
t∫
0
(t− s)−γeω(t−s)‖w1(s)‖ ds ≤ M22Γ(1− γ)eωtI1−γ(t−γ)‖u0‖. (32)
Учитывая (32), как и при доказательстве неравенства (25), по индукции получаем нера-
венство
‖wn(t)− wn−1(t)‖ ≤ M
n
2 Γ
n(1− γ)
Γ(n(1− γ)) t
n(1−γ)−1eωt‖u0‖, n ∈ N.
Дальнейшие рассуждения, касающиеся существования единственного решения, проводятся
аналогично доказательству теоремы 3, при этом для решения w(t) интегрального уравнения
(31) справедлива оценка
‖w(t)‖ ≤ M2t−γeωt‖u0‖+
∞∑
k=1
Mk+12 Γ
k+1(1− γ)t(k+1)(1−γ)−1eωt‖u0‖
Γ((k + 1)(1 − γ)) ≤ M0t
−γeω3t‖u0‖ (33)
с некоторыми постоянными M0 > 0, ω3 > ω. Используя (33), оценку (19) решения u(t) задачи
(1), (2) получаем из равенства (30). Теорема доказана.
Замечание 3. Утверждение, аналогичное теореме 4, можно сформулировать и доказать
также и при α = β = 1. В этом случае условие 2ii) следует заменить следующим требованием:
для любого x ∈ D функция B(t)x принадлежит C([0,∞), E), принимает значения в D(A)
и AB(t)x ∈ C([0,∞), E).
Установим теперь теорему о непрерывной зависимости решения задачи (1), (2) от началь-
ных условий.
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Теорема 5. Пусть выполнены условия теоремы 3 и un(t) – последовательность решений
задачи
Dαun(t) = Aun(t) + B(t)un(t), t > 0, (34)
lim
t→0
Dα−1un(t) = gn ∈ D(A). (35)
Если gn → u0 ∈ D(A), Agn → Au0 и B(t)gn сходится к B(t)u0 равномерно по t ∈ [t0, b]
для любых 0 < t0 < b, то последовательность un(t) решений задачи (34), (35) сходится к
решению u(t) задачи (1), (2) равномерно по t ∈ [t0, b] для любых 0 < t0 < b.
Доказательство. Рассмотрим последовательность
Un(t) = un(t)− t
α−1
Γ(α)
gn,
которая является решением задачи
DαUn(t) = AUn(t) + B(t)Un(t) +
tα−1
Γ(α)
(Agn + B(t)gn), (36)
lim
t→0
Dα−1Un(t) = 0. (37)
В силу теорем 1 и 2 функция Un(t) удовлетворяет интегральному уравнению
Un(t) =
t∫
0
∞∫
0
fτ,ν(t− s)Tβ(τ)
(
B(s)Un(s) +
sα−1
Γ(α)
(Agn + B(s)gn)
)
dτ ds.
Обозначив Wn(t) = B(t)Un(t), как и при доказательстве теоремы 3, получим представ-
ление
Un(t) =
t∫
0
∞∫
0
fτ,ν(t− s)Tβ(τ)
(
Wn(s) +
sα−1
Γ(α)
(Agn + B(s)gn)
)
dτ ds, (38)
где Wn(t) удовлетворяет интегральному уравнению
Wn(t) =
t∫
0
∞∫
0
fτ,ν(t− s)B(t)Tβ(τ)
(
Wn(s) +
sα−1
Γ(α)
(Agn + B(s)gn)
)
dτ ds. (39)
Пусть n, k – достаточно большие натуральные числа, ε > 0. Учитывая (39), как и при
доказательстве неравенства (29), получаем оценку
‖Wn(t)−Wk(t)‖ ≤ CM2
t∫
0
(t− s)δ−1eω2(t−s)‖Wn(s)−Wk(s)‖ ds+
+
CM2
Γ(α)
t∫
0
(t− s)δ−1eω2(t−s)sα−1(‖Agn −Agk‖+ ‖B(s)gn −B(s)gk‖) ds,
m = sup
t∈[0,b]
(t1−δe−ω1t‖Wn(t)−Wk(t)‖) ≤ M0m + ε, M0 < 1.
Следовательно, m ≤ ε/(1 −M0) и в силу полноты пространства E последователь-
ность t1−δe−ω1tWn(t) сходится равномерно по t ∈ [0, b] к непрерывной на [0, b] функции
t1−δe−ω1tW (t). Таким образом, Wn(t) сходится равномерно по t ∈ [t0, b], 0 < t0 < b, к
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функции W (t), которая удовлетворяет неравенству (26), в силу условия 2ii) принадлежит
D(A), при этом AW (t) ∈ C((0,∞), E) и абсолютно интегрируема в нуле.
Из равенства (38) вытекает равномерная по t ∈ [t0, b] сходимость Un(t) к функции
U(t) =
t∫
0
∞∫
0
fτ,ν(t− s)Tβ(τ)
(
W (s) +
sα−1
Γ(α)
(Au0 + B(s)u0)
)
dτ ds,
которая является решением задачи (36), (37). Наконец, un(t) равномерно по t ∈ [t0, b] сходится
к функции
u(t) = U(t) +
tα−1
Γ(α− 1)u0,
которая удовлетворяет задаче (1), (2). Теорема доказана.
Замечание 4. Утверждение, аналогичное теореме 5, о непрерывной зависимости реше-
ния задачи (1), (2) от начальных условий можно сформулировать и доказать также и при
α = β ≤ 1.
Теорема 4 содержит в части однозначной разрешимости теорему 8 из [7] в частном случае,
когда оператор B не зависит от t и ограничен. В этом случае в работе [7] доказано, что при
α = β < 1 разрешающий оператор Tα(t, A + B) задачи (1), (2) имеет вид
Tα(t, A + B) =
∞∑
n=0
Sn(t),
где S0(t) = Tα(t, A) – разрешающий оператор задачи (3), (4) при β = α,
Sn(t) =
t∫
0
Tα(t− s,A)BSn−1(s) ds, n = 1, 2, . . .
Отметим также работу [14], в которой теорема о возмущении доказана для уравнения,
содержащего в отличие от уравнения (1) дробную производную Капуто, в предположении, что
оператор A – генератор аналитической полугруппы и β = 1. Из этой же работы заимствован
следующий пример.
Пример 1. Пусть E = L2(Rn). На множестве D(A) = W 2m2 (Rn) определим оператор A
следующим образом:
Au(t, x) =
∑
|p|=2m
ap(x)
∂p1+...+pnu(t, x)
∂xp11 · · · ∂xpnn
,
где для любых x, ξ ∈ Rn ∑
|p|=2m
ap(x)ξp ≥ (−1)m+1M0|ξ|2m,
а коэффициенты ap(x) при |p| = 2m удовлетворяют равномерному в Rn условию Ге¨льдера.
Оператор A, как указано в работе [14], удовлетворяет условию 1 при β = 1, ω = 0.
Оператор B(t) определим на D = W 2m−12 (R
n) ⊃ D(A) равенством
B(t)u(t, x) =
∑
|p|≤2m−1
ap(t, x)
∂p1+...+pnu(t, x)
∂xp11 · · · ∂xpnn
+
∫
Ω
∑
|p|≤2m−1
bp(t, x, ξ)
∂p1+...+pnu(t, ξ)
∂ξp11 · · · ∂ξpnn
dξ,
где Ω ⊂ Rn; коэффициенты ap(t, x) при |p| ≤ 2m − 1 и каждом t ≥ 0 непрерывны, ограни-
чены по x ∈ Rn и удовлетворяют условию Ге¨льдера с показателем μ > α по t равномерно
по x ∈ Rn; коэффициенты bp(t, x, ξ) непрерывны и
∫
Rn
∫
Ω
|bp(t, x, ξ)|2 dξ dx < +∞,
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∫
Rn
∫
Ω
|bp(t2, x, ξ) − bp(t1, x, ξ)|2 dξ dx ≤ C|t2 − t1|μ, μ > α, C > 0.
Оператор B(t), как указано в работе [14], удовлетворяет условию 2 при ω = 0 и некотором
γ ∈ (0, 1).
При u0(x) ∈ W 2m2 (Rn) и α < 1 в силу теорем 3, 5 задача (1), (2) (задача типа Коши для
интегро-дифференциального уравнения) корректно поставлена и однозначно разрешима.
Прежде чем привести еще один пример применения теоремы 3, отметим, что если E –
комплексное банахово пространство, T (t) – равномерно ограниченная C0 -полугруппа с ге-
нератором A, то можно определить положительную дробную степень оператора −A (см.,
например, [9, c. 357])
−(−A)αh = sinαπ
π
∞∫
0
λα−1(λI −A)−1Ahdλ, (40)
где α ∈ (0, 1), h ∈ D(A).
При этом если g ∈ E, то для резольвенты оператора −(−A)α, который в дальнейшем мы
будем обозначать Aα, справедливо представление
(μI −Aα)−1g = sinαπ
π
∞∫
0
λα(λI −A)−1g
μ2 − 2μλα cosαπ + λ2α dλ. (41)
Покажем, что с оператором Aα равномерно корректна следующая задача типа Коши:
Dαv(t) = Aαv(t), t > 0, (42)
lim
t→0
Dα−1v(t) = v0, v0 ∈ D(A). (43)
Условие 3. Банахово пространство E обладает свойством Радона–Никодима (см. [15,
с. 15]), т.е. каждая абсолютно непрерывная функция F : R+ → E почти везде дифференци-
руема.
Например, рефлексивные банаховы пространства обладают этим свойством (см. [15, след-
ствие 1.2.7]), а пространства L1(a, b), C[a, b], c0 (пространство последовательностей, сходя-
щихся к нулю) не обладают (см. [15, пример 1.2.8, предложения 1.2.9, 1.2.10]).
Если задача типа Коши (3), (4) равномерно корректна и в неравенстве (5) постоянная
ω = 0, то, как доказано в [6], при Reλ > 0 число λβ принадлежит резольвентному множеству
ρ(A) оператора A, для любого x ∈ E справедливо представление резольвенты R(λβ) =
= (λβI −A)−1 в виде
R(λβ)x =
+∞∫
0
exp(−λt)Tβ(t)x dt,
и при этом для всех целых n ≥ 0
∥
∥
∥
∥
dnR(λβ)
dλn
∥
∥
∥
∥ ≤
MΓ(n + β)
(Reλ)n+β
, Reλ > 0. (44)
В банаховом пространстве E, обладающем свойством Радона–Никодима, выполнение нера-
венств (44) (даже для действительных λ > 0 ) является и достаточным условием равномер-
ной корректности задачи (3), (4). При этом разрешающий оператор имеет вид (см. формулу
(13) в [6])
Tβ(t)u0 = D1−β
1
2πi
ω0+i∞∫
ω0−i∞
λβ−1 exp(λt)R(λβ)u0 dλ, ω0 > 0.
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Следует отметить, что в работе [6] условие 3 отсутствует, но в приведенном там методе
доказательства равномерной корректности условие 3 нужно накладывать. Здесь мы устраняем
этот недочет.
Теорема 6. Пусть выполнено условие 3, оператор A является генератором равномерно
ограниченной C0 -полугруппы и оператор Aα определен равенством (40). Тогда задача типа
Коши (42), (43) равномерно корректна.
Доказательство. Как отмечено выше, для того чтобы задача (42), (43) была равномерно
корректной, достаточно, чтобы при μ > 0 резольвента (μI−Aα)−1 удовлетворяла неравенству
∥
∥
∥
∥
dn(μαI −Aα)−1
dμn
∥
∥
∥
∥ ≤
MΓ(n + α)
μn+α
. (45)
Обозначим R(λ) = (λI−A)−1 и, используя представление (41), установим справедливость
оценки (45). После замены переменной из (41) получим представление
(μαI −Aα)−1g = μ
1−α sinαπ
απ
∞∫
0
s1/αR(μs1/α)g
s2 − 2s cosαπ + 1 ds =
sinαπ
απ
∞∫
0
sx1−αR(x)g
s2 − 2s cosαπ + 1 ds,
где x = μs1/α и, следовательно,
dn(μαI −Aα)−1g
dμn
=
sinαπ
απ
∞∫
0
sn/α+1
s2 − 2s cosαπ + 1
dn
dxn
(x1−αR(x)g) ds. (46)
Используя формулу Лейбница и неравенство
∥
∥
∥
∥
dnR(x)
dxn
∥
∥
∥
∥ ≤
Mn!
xn+1
, x > 0,
которое справедливо в силу теоремы Хилле–Иосиды, оценим норму:
∥
∥
∥
∥
dn
dxn
(x1−αR(x)g)
∥
∥
∥
∥ ≤
M‖g‖
xn+α
n∑
j=0
(
n
j
)
|(1− α)(−α)(−α − 1) · · · (−α− n + j + 2)|j! =
=
M‖g‖Γ(n + α− 1)
|Γ(α− 1)|xn+α
n∑
j=0
(
n
j
)(
n + α− 2
j
)−1
=
=
M‖g‖Γ(n + α)
Γ(α)xn+α
(
1−
(
n
n + 1
)(
n + α− 1
n + 1
)−1)
=
M‖g‖Γ(n + α)
Γ(α)xn+α
, (47)
при этом мы воспользовались формулой 4.2.8.1 [13] и равенством
(
n
n + 1
)
= 0. Из соотноше-
ний (46), (47) вытекает справедливость неравенства
∥
∥
∥
∥
dn(μαI −Aα)−1
dμn
∥
∥
∥
∥ ≤
M7Γ(n + α)
μn+α
∞∫
0
ds
s2 − 2s cosαπ + 1 ≤
M8Γ(n + α)
μn+α
,
и теорема тем самым доказана.
Пример 2. Пусть 0 < α ≤ β ≤ 1, −A – сильно позитивный оператор, тогда определяемый
равенством (40) оператор −Aβ также сильно позитивный (см. [8, с. 299]). В силу теорем 3, 6
оператор Aβ можно возмущать оператором B(t), подчиненным дробной степени оператора
(−Aβ)γ , γ ∈ (0, 1), при этом корректность задачи (1), (2) с оператором Aβ не нарушится.
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Если ослабить ограничения на оператор A, потребовав вместо сильной позитивности вы-
полнения оценки
‖(λI −A)−1‖ ≤ M3
1 + λ
, λ ≥ 0, M3 > 0,
то оператор −A называется позитивным [8, с. 274]. Позитивные операторы не обязательно
являются генераторами C0 -полугрупп, но определены их дробные степени (−A)β , которые
при 0 < β ≤ 1/2 являются сильно позитивными [8, с. 274, 299]. В этом случае задачу (1),
(2) с оператором Aβ = −(−A)β , 0 < β ≤ 1/2, также можно возмущать оператором B(t),
подчиненным дробной степени (−Aβ)γ , γ ∈ (0, 1).
Работа второго автора выполнена при поддержке Российского фонда фундаментальных
исследований (проект 10-01-00276).
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