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Einleitung
Die Darstellungstheorie ist ein fundamentales Hilfsmittel zur Untersuchung endlicher Gruppen G.
Die Grundidee ist hierbei, die Moduln der Gruppenalgebra FG für einen Körper F zu betrachten.
Durch geeignete Wahl von F können damit zahlreiche Aussagen über G selbst gemacht werden.
Glaubermans Z∗-Theorem und der Satz von Feit und Thompson (siehe [32] und [28]) sind promi-
nente Beispiele für den Erfolg dieses Vorgehens.
Um die Analyse der Moduln von FG zu vereinfachen, zerlegt man diese Algebra zuerst in eine
direkte Summe von möglichst kleinen Idealen, welche man Blöcke nennt. Man zeigt dann, dass
Blöcke selbst wieder Algebren sind. Nun kann man die irreduziblen Moduln von FG in natürlicher
Weise auf die Blöcke aufteilen. Durch Untersuchung der Struktur aller Blöcke von FG kann somit
auf die Modultheorie von FG selbst geschlossen werden. Ist die Charakteristik von F kein Teiler der
Ordnung von G, so ist jeder Block nach den Sätzen von Maschke und Artin-Wedderburn zu einer
vollen Matrixalgebra über einem Schiefkörper isomorph, welcher eine endliche Erweiterung von F
ist. In diesem Fall ist die Struktur der Blöcke und der Gruppenalgebra also recht gut verstanden.
Die modulare Darstellungstheorie, deren Grundlagen von Brauer entwickelt wurden, befasst sich
mit dem anderen Fall, in dem die Charakteristik p 6= 0 des Körpers die Gruppenordnung teilt. In
dieser Situation ist die Struktur von Blöcken ungleich komplizierter und Gegenstand zahlreicher
offener Vermutungen (siehe Abschnitt 2). Viele dieser Vermutungen stellen Beziehungen zwischen
verschiedenen Invarianten des Blocks her. Die wichtigste dieser Invarianten ist die Defektgruppe
D eines Blocks B. Diese ist eine bis auf Konjugation eindeutig bestimmte p-Untergruppe von G.
Die Operation von G auf der Defektgruppe kann in einer Kategorie F codiert werden, welche
man als Fusionssystem bezeichnet. Zusammen spiegeln die Defektgruppe und das Fusionssystem
die Struktur des Blocks in vielfacher Art wider. Diese Zusammenhänge legen die folgende wichtige
Frage nahe:
Was kann man über die Struktur von B sagen, wenn nur D und F bekannt sind?
Im einfachsten Fall für F ist das Fusionssystem nilpotent. Nach einem Resultat [64] von Puig ist B
dann zu einer Matrixalgebra über der Gruppenalgebra von D isomorph. Der einfachste Fall für D
ist der einer zyklischen Defektgruppe. Gegebenenfalls hat B endlichen Darstellungstyp, d.h. es gibt
bis auf Isomorphie nur endlich viele unzerlegbare Moduln in B. Dadurch ist es Dade in [22] mit Hilfe
sogenannter Brauer-Bäume gelungen, die Struktur des Blocks B zu beschreiben. Ist D nicht zy-
klisch, so besitzt B stets unendlichen Darstellungstyp, was die Beschreibung der Algebra-Struktur
des Blocks schwieriger macht. Deswegen begnügt man sich in diesen Fällen gewöhnlich zunächst
mit der Berechnung verschiedener numerischer Invarianten des Blocks. Zu diesen gehören die An-
zahl k(B) der irreduziblen Charaktere und die Anzahl l(B) der irreduziblen Brauer-Charaktere des
Blocks B. Durch Betrachtung der p-Potenzen, welche in den Graden der gewöhnlichen Charaktere
von B aufgehen, können den Charakteren weiter Höhen zugeordnet werden. In manchen Fällen
können auch Aussagen über die Cartan- und Zerlegungsmatrix des Blocks gemacht werden.
Speziell im Fall p = 2 konnten obige Invarianten für einige Defektgruppen bestimmt werden. So hat
Brauer 1974 in [8] Diedergruppen als Defektgruppen betrachtet und konnte k(B), l(B) sowie die
Höhen der Charaktere berechnen. Zusätzlich konnten einige Informationen zur Zerlegungsmatrix
ermittelt werden. Ein Jahr später untersuchte Olsson in [60] mit ähnlichen Methoden verallgemei-
nerte Quaternionengruppen und Semidiedergruppen. Die Blöcke in diesen beiden Arbeiten sind
gerade die, die zahmen Darstellungstyp haben. Unter Verwendung von Auslander-Reiten-Köchern
ist es deshalb Erdmann in [25] gelungen, auch die Algebra-Struktur dieser Blöcke zu beschreiben.
In [48] hat Külshammer Kranzprodukte C2n oC2 als Defektgruppen untersucht. Dort konnten aller-
dings nicht in allen Fällen die Blockinvarianten ermittelt werden. In jüngerer Zeit gibt es eine Reihe
von Arbeiten von Sambale zu verschiedenen Familien von Defektgruppen. So wurden in [83] und
[72] (siehe auch [24, 73]) metazyklische und minimal nichtabelsche Defektgruppen untersucht. Als
Verallgemeinerung finden sich in [82, 81] Untersuchungen zu bizyklischen Defektgruppen. In den Ar-
beiten [76, 75, 77] wurden zyklischen Erweiterungen von Dieder-, verallgemeinerten Quaternionen-
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und Semidiedergruppen als Defektgruppen betrachtet. Speziell für abelsche Defektgruppen gibt es
eine Reihe von Arbeiten [40, 50, 23], die zum Teil auch Informationen zur Algebra-Struktur der
Blöcke liefern.
Für Primzahlen p 6= 2 hat sich die Analyse von Blockinvarianten als komplizierter erwiesen. In [43]
untersucht Kiyota Blöcke mit einer elementarabelschen Defektgruppe der Ordnung 9. Bereits für
solch eine vergleichsweise kleine Defektgruppe konnten allerdings nicht für alle Fusionssysteme die
Blockinvarianten ermittelt werden. Für elementarabelsche Defektgruppen vom Rang 2 finden sich
weitere Ergebnisse beispielsweise in [44, 45, 46, 41], wobei dort stets Zusatzforderungen an den
Block gestellt werden. Für abelsche Defektgruppen gibt es weitere Ergebnisse [88, 89, 93, 90, 91]
von Watanabe. Mit extraspeziellen Defektgruppen behandelt Hendren in [35, 34] eine Familie von
nichtabelschen Defektgruppen für ungerades p. In diesen Arbeiten beschränkt er sich vor allem
auf die Überprüfung von Brauers k(B)-Vermutung k(B) ≤ |D| und der Vermutung von Olsson
k0(B) ≤ |D : D′|. Schließlich untersucht Sambale in [78, 84] Brauers Höhe 0 Vermutung und die
Alperin-McKay Vermutung für metazyklische und minimal nichtabelsche Defektgruppen auch für
ungerade Primzahlen.
In dieser Dissertation untersuchen wir eine weitere Familie von Defektgruppen im Fall p = 2. Für
eine Gruppe G nennen wir den maximalen Rang einer elementarabelschen 2-Untergruppe den 2-
Rang von G. Erfahrungsgemäß ist die Analyse der Invarianten eines Blocks B mit Defektgruppe
D einfacher, wenn D einen kleinen 2-Rang hat. Hat D den 2-Rang 1, so ist D bekanntlich zyklisch
oder eine verallgemeinerte Quaternionengruppe. Wie oben ausgeführt, ist die Algebra-Struktur von
B in beiden Fällen bekannt. Der Fall des 2-Rangs 2 ist bereits wesentlich komplizierter. Es erscheint
deshalb sinnvoll, zuerst Blöcke mit Defektgruppen aus interessanten Teilfamilien der 2-Gruppen
vom 2-Rang 2 zu betrachten. Ziel dieser Dissertation ist die Untersuchung von Defektgruppen
aus der Teilfamilie der 2-Gruppen mit genau drei Involutionen, welche bereits im Ausblick von
[71] angeregt wurde. Diese Familie ist interessant, denn jede 2-Gruppe vom 2-Rang 2 besitzt eine
maximale Untergruppe mit maximal drei Involutionen.
Wir beginnen in Abschnitt 1 mit der Einführung von Definitionen und Resultaten aus der Gruppen-
und Darstellungstheorie, welche wir für unser weiteres Vorgehen benötigen werden. Hierbei werden
wir in der Regel auf Beweise verzichten. Zusätzlich erläutern wir einige unserer Methoden und
zeigen einige Hilfsresultate. Es wird sich herausstellen, dass für die Analyse einer Defektgruppe
D häufig Kenntnisse über Blöcke mit einer Defektgruppe, die eine spezielle Untergruppe oder
ein spezieller Quotient von D sind, benötigt werden. Deshalb wird unsere Untersuchung durch
den Umstand erschwert, dass die Eigenschaft, maximal drei Involutionen zu haben, nicht unter
Quotientenbildung erhalten bleibt. In den Abschnitten 3 und 4 werden wir einige Familien von
Defektgruppen untersuchen, welche in späteren Abschnitten als Quotienten auftauchen werden.
In [76, 75, 77] untersucht Sambale Defektgruppen, die ein direktes oder zentrales Produkt einer
zyklischen Gruppe und einer Dieder- oder verallgemeinerten Quaternionengruppe sind. Damit ver-
allgemeinert er [8, 60]. In Abschnitt 3 verallgemeinern wir dies wiederum, indem wir den zyklischen
Faktor durch eine beliebige abelsche 2-Gruppe ersetzen. Allerdings können wir hierfür nur Fusi-
onssysteme behandeln, die trivial auf dem abelschen Faktor operieren. Diese Verallgemeinerung
wird uns durch die Anwendung der Theorie der Fokalgruppe eines Blocks ermöglicht. Es gelingt
uns sogar für Defektgruppen der Form D2n × A und Q2n × A, wobei n ≥ 3 und A eine abelsche
2-Gruppe ist, die Cartanmatrix bis auf Basiswahl zu bestimmen.
In Abschnitt 4 untersuchen wir Defektgruppen D, die ein direktes Produkt von einer Kleinschen
Vierergruppe und einer beliebigen 2-Gruppe P sind. Wiederum schränken wir uns auf die Situa-
tion ein, in der durch das Fusionssystem keine Konjugationsklassen von P fusioniert werden. Die
einfache Untersuchung des Falls P = 1 findet sich in [13]. Den Schlüssel für die Untersuchung des
allgemeinen Falls liefert die sogenannte ∗-Konstruktion von Broué und Puig (siehe [18]), welche
sich in diesem und den folgenden Abschnitten als äußerst leistungsfähig erweist. Mit ihr konstru-
iert man zunächst vier verschiedene Irr(D/ foc(B))-Bahnen von Charakteren der Höhe 0. Sind
χ1, . . . , χ4 Repräsentanten dieser Bahnen, so zeigt man anschließend, dass die Abbildung
Irr(P )× {χ1, . . . χ4} → Irr(B), (µ, χ) 7→ µ ∗ χ
6
eine Bijektion ist. Hiermit ist es nun sehr leicht, numerische Blockinvarianten und sogar die Car-
tanmatrix bis auf Basiswahl zu berechnen.
Craven und Glesser klassifizieren in [21] alle 2-Gruppen mit genau drei Involutionen und nichttri-
vialen Automorphismen ungerader Ordnung. Diese Gruppen und Q8 sind die einzigen Kandidaten
für wesentliche Untergruppen einer 2-Gruppe mit genau drei Involutionen. In [67] (siehe auch [68])
haben wir alle saturierten Fusionssysteme auf diesen Gruppen ermittelt. Drei Familien von Blöcken
mit solchen Defektgruppen untersuchen wir im Abschnitt 5. Wiederum ist die ∗-Konstruktion ein
wesentliches Hilfsmittel zum Verständnis dieser Blöcke.
Unterabschnitt 5.1 behandelt kontrollierte Blöcke mit Defektgruppe D vom Typ Xn oder Yn.
Hierbei ist
Xn = 〈r, s, t, u :r4 = t2n−4 = 1, s2 = r2, r−1sr = s−1,
u2 = t2
n−5
, u−1tu = t−1r2, [r, t] = [s, t] = [r, u] = [s, u] = 1〉
und
Yn = 〈r, s, t, u :r4 = t2n−4 = 1, s2 = r2, r−1sr = s−1,
u2 = r2t2
n−5
, u−1tu = t−1, [r, t] = [s, t] = [r, u] = [s, u] = 1〉
für ein n ≥ 6. Das einzige interessante Fusionssystem ist dann F = FD(D o C3). Wir beginnen
die Berechnung der Blockinvarianten, indem wir die Beiträge muχχ aller B-Elemente (u, bu) für
χ ∈ Irr0(B) ermitteln. Das ermöglicht uns, für F-stabile verallgemeinerte Charaktere λ und µ von
D den Wert des Skalarprodukts (λ ∗ χ, µ ∗ χ)G zu berechnen. Ist dieser Wert klein genug, so kann
auf die Struktur der irreduziblen Summanden von λ ∗ χ bzw. µ ∗ χ geschlossen werden. Durch
Abwandlung von λ und µ konstruieren wir so aus χ alle weiteren irreduziblen Charaktere von B.
Mit Hilfe der Cartanmatrix eines B-Elements (u, bu) mit u ∈ Z(D) weisen wir schließlich nach,
dass wir tatsächlich alle irreduziblen Charaktere gefunden haben.
In Unterabschnitt 5.2 untersuchen wir Blöcke, deren Defektgruppe D eine 2-Sylowgruppe von
PSU(3, 4) ist. Die Gruppe D ist nach [3] neben C2 × C2 die einzige Gruppe mit genau drei In-
volutionen, die als 2-Sylowgruppe einer einfachen Gruppe vom 2-Rang zwei auftauchen kann.
Für das Fusionssystem beschränken wir uns auf den Fall FD(D o C3). Blöcke dieser Art wur-
den bereits von Bertels in seiner Diplomarbeit [6] analysiert. Hierbei wurde jedoch exzessiv von
Computeralgebra Gebrauch gemacht. Unsere Argumentation verzichtet darauf. Unter Verwendung
der ∗-Konstruktion werden bis auf Basiswahl alle Möglichkeiten für die verallgemeinerte Zerle-
gungsmatrix des Blocks berechnet. Hieraus erhalten wir für die Cartanmatrix im Wesentlichen
dieselben Fälle wie in [6]. Wir können allerdings die Zahl der möglichen Zerlegungsmatrizen auf
drei reduzieren.
Unterabschnitt 5.3 schließlich behandelt Defektgruppen D ∼= Q2n × Q8 für ein n ≥ 3. Hierbei
betrachten wir nur Fusionssysteme, welche auf dem zweiten Faktor Q8 keine Konjugationsklassen
fusionieren. Wieder ermitteln wir zuerst alle Beiträge der B-Elemente für Charaktere χ von Höhe
0. Anschließend berechnen wir eine obere Schranke für die Anzahl der irreduziblen Charaktere von
B, die Summanden von ηD ∗χ sind. Hierbei bezeichnen wir mit ηD den regulären Charakter von D.
Da diese Abschätzung mit einer unteren Schranke zusammenfällt, können wir die Blockinvarianten
ermitteln. Technische Schwierigkeiten bereitet für diese Untersuchung der Umstand, dass nur un-
zureichende Informationen zu Blöcken verfügbar sind, deren Defektgruppen ein zentrales Produkt
Q2n ∗Q8 sind. Wir umreißen deshalb am Ende des Abschnitts einen einfacheren Beweisansatz unter
Annahme von zusätzlichen Informationen.
Ein wesentlicher Teil von [67] ist die Analyse von saturierten Fusionssystemen F auf 2-Gruppen D
mit genau drei Involutionen und F-wesentlichen Untergruppen vom Typ C2k ×Q8 für ein k ≥ 1.
Für k = 1 konnten mit Hilfe von Jankos Klassifikation [38] alle Möglichkeiten für D und F kon-
kret ermittelt werden. Für k ≥ 2 war dies nicht möglich. In diesen Fällen konnten lediglich eine
maximale Untergruppe von D und gewisse Informationen zur Einbettung in D gefunden werden.
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Damit war es wiederum möglich die saturierten Fusionssysteme auf D zu beschreiben. Abschnitt 6
behandelt Blöcke mit solchen Defektgruppen D im Fall k = 1. Die meisten Defektgruppen dieser
Art hat Sambale bereits in [77, 81] untersucht. Es verbleibt eine Familie von Defektgruppen, welche
wir in Unterabschnitt 6.2 analysieren. Hierbei nutzen wir wieder die ∗-Konstruktion von Broué und
Puig. Wir benötigen allerdings Informationen zur Cartanmatrix von Blöcken mit Defektgruppen
D/Z(D). Dieser Quotient ist ein semidirektes Produkt D2n o C4 für ein n ≥ 3. Die Berechnung
der Cartanmatrix bis auf Basiswahl erfolgt in Unterabschnitt 6.1. Wegen der engen Verwandt-
schaft dieser Gruppe zu einer Diedergruppe, können wir im Wesentlichen die Argumentation aus
Unterabschnitt 3.1 übernehmen. Dies schließt die Untersuchung des Falls k = 1 ab.
Im Abschnitt 7 geben wir schließlich einen Ausblick auf weitere mögliche Untersuchungen. Aus-
gehend von unserer Methode zur Analyse von Blockinvarianten, welche sich in dieser Arbeit als
außerordentlich leistungsfähig erwiesen hat, beschreiben wir eine Reihe von weiteren Familien von
Defektgruppen und Fusionssystemen, deren Untersuchung in Reichweite zu sein scheint. In die-
sem Sinn kann der Abschnitt als Anregung für weitere Arbeiten auf dem Gebiet der Blocktheorie
dienen.
An dieser Stelle möchte ich meinem Betreuer Professor Dr. Burkhard Külshammer für die stets
kompetente Unterstützung während der Promotionsphase danken. Auch Dr. Benjamin Sambale
danke ich für zahlreiche wertvolle Hinweise und interessante Gespräche. Für die Finanzierung
meiner Arbeit danke ich dem Freistaat Thüringen, der Carl-Zeiss-Stiftung und dem BMBF-Projekt
ProQualität Lehre. Schließlich danke ich dem Max-Planck-Institut für Mathematik in Bonn für die
Gastfreundschaft während meines Aufenthalts im März 2014.
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1 Grundlagen
In diesem Abschnitt führen wir einige Definitionen und Sätze aus der Gruppen- und Darstel-
lungstheorie ein. Wir werden hierbei auf Beweise verzichten und verweisen stattdessen auf die
Standardliteratur [37, 36, 27, 56]. Auch [71, 74] geben gute Einführungen in die Theorie. Zusätz-
lich beschreiben wir einige Methoden und zeigen Hilfssätze, die für die folgenden Abschnitte von
Bedeutung sind. Für Nachschlagzwecke verweisen wir auf das Stichwortverzeichnis am Ende der
Arbeit.
Im Folgenden wird G stets eine endliche Gruppe sein. Alle Ringe und Algebren werden ein Einsele-
ment besitzen. Unter Moduln werden wir stets endlich erzeugte Linksmoduln verstehen. Die Zahl
p wird in diesem Abschnitt stets eine Primzahl sein.
1.1 Gruppen
Wir beginnen mit ein wenig Notation aus der Gruppentheorie:
Definition 1.1. Für Elemente x, y ∈ G schreiben wir xy := xyx−1 und [x, y] := xyx−1y−1. Sind
U, V ≤ G Untergruppen, so setzen wir analog xU = xUx−1 und [U, V ] = 〈[u, v] : u ∈ U, v ∈ V 〉.
Die Kommutatorgruppe [G,G] bezeichnen wir auch mit G′. Wiederum analog bezeichnen
Gx := {gx : g ∈ G} und GU := {gU : g ∈ G}
die Bahnen unter den obigen Linksoperationen. Die Menge der Bahnen {Gx : x ∈ G} bezeichnen
wir mit Cl(G). Ist y ∈ Gx, so schreiben wir manchmal x ∼G y.
Definition 1.2. Die Menge der p-Elemente von G bezeichnen wir mit Gp. Analog sei Gp′ die
Menge der p′-Elemente bzw. p-regulären Elemente von G.
Wie üblich bezeichnen wir die Automorphismengruppe von G mit Aut(G). Die Untergruppe der
durch Konjugation induzierten Automorphismen
Inn(G) := {ϕ ∈ Aut(G) : ∃h ∈ G ∀g ∈ G : ϕ(g) = hgh−1}
nennen wir innere Automorphismengruppe. Der Quotient Out(G) := Aut(G)/ Inn(G) wird äußere
Automorphismengruppe genannt. Ist Q eine Untergruppe von G, so liefert Konjugation mit G
ebenfalls eine Untergruppe
AutG(Q) := {ϕ ∈ Aut(Q) : ∃g ∈ G ∀q ∈ Q : ϕ(q) = gqg−1}
der Automorphismengruppe Aut(Q). Ist R eine weitere Untergruppe von G, so bezeichnen wir
mit Hom(Q,R) die Menge der Gruppenhomomorphismen Q → R. Analog sei HomG(Q,R) die
Teilmenge
HomG(Q,R) := {ϕ ∈ Hom(Q,R) : ∃g ∈ G ∀q ∈ Q : ϕ(q) = gqg−1}
der Gruppenhomomorphismen, die durch Konjugation in G induziert werden.
Definition 1.3. Es sei U eine Untergruppe von G. Dann bilden die folgenden Mengen ebenfalls
Untergruppen von G:
• das Zentrum Z(G) := {g ∈ G : gh = hg für h ∈ G} von G,
• die Frattini-Untergruppe Φ(G) := ⋂M<G maximalM von G,
• der Zentralisator CG(U) := {g ∈ G : ug = gu für u ∈ U} von U in G,
• der Normalisator NG(U) := {g ∈ G : gUg−1 = U} von U in G.
Ist U = 〈u〉, so schreibt man für den Zentralisator CG(U) auch CG(u).
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Abschließend für diesen Unterabschnitt führen wir noch einige häufig benötigte Gruppen ein:
• Die zyklische Gruppe mit n ∈ N Elementen bezeichnen wir mit Cn.
• Für k, n ∈ N nennt man ein direktes Produkt Ckn := Cn × . . .× Cn (k Faktoren) isomorpher
zyklischer Gruppen eine homozyklische Gruppe.
• Für n ≥ 2 ist die Diedergruppe D2n der Ordnung 2n durch die Präsentation
〈a, b : a2n−1 = b2 = 1, ba = a−1〉
gegeben.
• Die verallgemeinerte Quaternionengruppe Q2n mit 2n Elementen ist für n ≥ 3 die Gruppe
mit der Präsentation
〈a, b : a2n−1 = 1, a2n−2 = b2, ba = a−1〉.
• Für n ≥ 4 sei SD2n die Semidiedergruppe der Ordnung 2n mit der Präsentation
〈a, b : a2n−1 = b2 = 1, ba = a−1+2n−2〉.
1.2 Gruppenalgebren und Blöcke
Es sei R ein kommutativer noetherscher Ring. Die Gruppenalgebra RG ist die Menge aller formalen
R-Linearkombinationen der Elemente aus G, d.h.
RG =
∑
g∈G
αgg : αg ∈ R für g ∈ G
 .
Diese Menge wird durch ∑
g∈G
αgg +
∑
g∈G
βgg =
∑
g∈G
(αg + βg)g,
∑
g∈G
αgg ·
∑
g∈G
βgg =
∑
g∈G
 ∑
h,k∈G
hk=g
αhβk
 g,
λ ·
∑
g∈G
αgg =
∑
g∈G
(λαg)g
mit αg, βg, λ ∈ R für g ∈ G zu einer R-Algebra. Ziel der Darstellungstheorie ist es, die Struktur
der Gruppenalgebra RG zu verstehen. Hierfür benötigen wir zunächst einige Begriffe.
Definition 1.4. Das Zentrum der Gruppenalgebra RG ist
Z(RG) = {x ∈ RG : xy = yx für y ∈ RG}.
Offenbar bildet Z(RG) eine Unteralgebra von RG.
Definition 1.5. Ein e ∈ RG mit e2 = e bezeichnet man als Idempotent. Sind e und f Idempotente
mit ef = fe = 0, so nennt man sie orthogonal. Wir nennen ein Idempotent e 6= 0 primitiv, falls
für jede Zerlegung e = f + g in orthogonale Idempotente f und g stets f = 0 oder g = 0 gilt. Die
primitiven Idempotente von Z(RG) nennen wir Blockidempotente.
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Man zeigt, dass es nur endlich viele Blockidempotente e1, . . . , en (n ∈ N) von RG gibt. Es ergibt
sich
1 = e1 + . . .+ en.
Das Ideal Bi := RGei = eiRGei nennt man für i ∈ {1, . . . , n} Block der Gruppenalgebra RG. Man
zeigt, das Bi selbst wieder eine R-Algebra mit Einselement ei ist. Die Menge der Blöcke von RG
bezeichnen wir mit Bl(RG). Analog zur Zerlegung der 1 durch Blockidempotente ergibt sich eine
Zerlegung
RG = B1 ⊕ . . .⊕Bn
der Algebra RG in Ideale.
1.3 Klassische Darstellungstheorie
Es sei K ein Körper der Charakteristik 0, der alle |G|-ten Einheitswurzeln enthält. In dieser Situa-
tion ist die Gestalt der Blöcke von KG sehr gut verstanden.
Satz 1.6 (Maschke, Artin-Wedderburn). Es existieren m1, . . . ,mn ∈ N mit
KG ∼= Km1×m1 ⊕ . . .⊕Kmn×mn .
Alle Blöcke von KG sind folglich volle Matrixalgebren über K.
In der klassischen Darstellungstheorie zeigt man, dass man jedem Block von KG eine irreduzible K-
Darstellung von G zuordnen kann. Bis auf Äquivalenz gibt es folglich genau n solche Darstellungen.
Jeder Darstellung ∆ von G ordnet man durch χ∆(g) := tr ∆(g) für g ∈ G weiter einen sogenannten
Charakter zu. Ist ∆ irreduzibel, so nennen wir auch χ∆ irreduzibel. Die Menge der Charaktere zu
irreduziblen Darstellungen bezeichnen wir mit Irr(G), deren Anzahl mit k(G) := |Irr(G)|. Charak-
tere sind Klassenfunktionen, d.h. ihre Werte sind auf Konjugationsklassen von G konstant. Man
zeigt sogar, dass Irr(G) eine K-Basis des Vektorraums der Klassenfunktionen von G bildet. Eine
weitere K-Basis ist offenbar durch die Klassensummen C+ :=
∑
g∈C g für C ∈ Cl(G) gegeben. Folg-
lich ist k(G) = |Cl(G)|. Bilden wir hingegen Z-Linearkombinationen von irreduziblen Charakteren
von G, so ergibt sich der Ring Z Irr(G) der verallgemeinerten Charaktere von G.
Ist χ ein Charakter von G, so nennen wir degχ := χ(1) den Grad von χ. Die Menge der irreduziblen
Charaktere von G mit Grad i ∈ N bezeichnen wir mit Irri(G). Deren Anzahl bezeichnen wir
analog mit ki(G). Die Charaktere vom Grad 1 nennt man lineare Charaktere. Man zeigt, dass
diese bezüglich Multiplikation eine abelsche Gruppe bilden. Für g ∈ G ist durch
ηG(g) =
∑
χ∈Irr(G)
degχ · χ(g) =
{
|G| falls g = 1,
0 sonst
speziell der sogenannte reguläre Charakter ηG von G definiert. Die folgenden zwei Resultate zu
Charaktergraden sind oftmals sehr nützlich.
Satz 1.7. Es gilt ∑
χ∈Irr(G)
(degχ)2 = |G|.
Satz 1.8. Ist χ ∈ Irr(G) und A eine abelsche Untergruppe von G, so ist degχ ≤ |G : A|.
Wir geben nun einige Möglichkeiten zur Konstruktion von Charakteren einer Gruppe aus Cha-
rakteren anderer Gruppen an. Ist χ ein Charakter von G und H eine Untergruppe von G, so ist
durch χH(g) := χ(g) für g ∈ H ein Charakter von H gegeben. Man nennt ihn die Einschränkung
(Restriktion) von χ. Ist umgekehrt ψ ein Charakter von H, so definiert
ψG(g) := 1|H|
∑
x∈G
xgx−1∈H
ψ(xgx−1)
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für g ∈ G einen Charakter von G. Diesen nennt man den induzierten Charakter von ψ. Ist N
normal in G und ist ψ ein Charakter von G/N , so kann ψ auch als Charakter von G aufgefasst
werden. Hierbei spricht man von der Inflation von ψ. Zwei wichtige Eigenschaften der Inflation
sind durch den folgenden Satz gegeben.
Satz 1.9. Ist N normal in G und ψ ∈ Irr(G/N), so ist die Inflation von ψ nach G ebenfalls
irreduzibel. Speziell für N = G′ ergeben sich so alle linearen Charaktere von G.
Deshalb werden wir in dieser Situation die Menge Irr(G/N) mit der Teilmenge von Irr(G), welche
sich durch Inflation aller Charaktere in Irr(G/N) ergibt, identifizieren.
Abschließend beschreiben wir eine Möglichkeit zur Zerlegung von verallgemeinerten Charakteren
von G in ihre irreduziblen Summanden. Da K die Charakteristik 0 hat, können wir von Q ⊆
K ausgehen. Ist nun ζ eine primitive |G|-te Einheitswurzel, so zeigt man, dass χ(g) für jeden
verallgemeinerten Charakter χ und g ∈ G in Q(ζ) liegt. Wir können also χ(g) ∈ C annehmen. Für
verallgemeinerte Charaktere χ und ψ von G, definiert man nun eine Sesquilinearform
(χ, ψ)G :=
1
|G|
∑
g∈G
χ(g)ψ(g).
Hierbei bezeichnet · die komplexe Konjugation. Für die Analyse der irreduziblen Summanden
eines verallgemeinerten Charakters können nun die folgenden Orthogonalitätsrelationen verwendet
werden.
Satz 1.10 (Orthogonalitätsrelationen). Sind χ, ψ ∈ Irr(G), so gilt
(χ, ψ)G =
{
1 falls χ = ψ,
0 sonst.
Es ist zu bemerken, dass wir eine weitgehend identische Theorie erhalten, solange die Charakteristik
des Körpers K nicht die Ordnung der Gruppe G teilt.
1.4 p-modulare Systeme
Wir versuchen nun, unser Verständnis der klassischen Darstellungstheorie auf den sogenannten
modularen Fall auszudehnen. In diesem Fall ist die Charakteristik p des Körpers ein Teiler von
|G|. Hierfür führen wir das Konzept des p-modularen Systems ein.
Es sei K wieder ein Körper der Charakteristik 0. Weiter sei eine exponentielle Bewertung
ν : K× → R
auf K gegeben, d.h. für ν gelten:
(i) ν(ab) = ν(a) + ν(b) für a, b ∈ K×,
(ii) ν(a+ b) ≥ min(ν(a), ν(b)) für a, b ∈ K× mit a+ b ∈ K×.
Zusätzlich setzen wir ν(0) := ∞. Aus der ersten Eigenschaft folgt, dass ν ein Gruppenhomomor-
phismus ist. Ist dann im ν ∼= Z, so nennen wir die Bewertung ν diskret. Im folgenden Lemma sind
einige weitere wichtige Eigenschaften von Bewertungen gegeben.
Lemma 1.11. Für alle a, b ∈ K× gilt:
(i) ν(−a) = ν(a),
(ii) ν(a−1) = −ν(a) und insbesondere ν(1) = 0,
(iii) ν(a) < ν(b) impliziert ν(a+ b) = ν(a).
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Wählen wir eine reelle Zahl 0 < γ < 1, so definiert d(a, b) := γν(a−b) für a, b ∈ K eine Metrik auf
K. Hierbei setzen wir γν(0) = γ∞ := 0. Die durch die Metrik d induzierte Topologie auf K ist von
der Wahl des Parameters γ unabhängig.
Die Menge O := {a ∈ K : ν(a) ≥ 0} ist ein Teilring von K. Man bezeichnet ihn als Bewertungsring
von K. Man zeigt, dass der Quotientenkörper von O isomorph zu K ist. Ist die Bewertung ν diskret,
so ist O ein lokaler Hauptidealring. Das eindeutige maximale Ideal von O ist gegebenenfalls das
Bewertungsideal I := {a ∈ K : ν(a) > 0}. Es besteht bekanntlich aus allen nichtinvertierbaren
Elementen. Da O ein Hauptidealring ist, existiert ein pi ∈ O mit I = (pi). Der Quotient F := O/(pi)
ist dann ein Körper.
Durch geeignete Wahl von K kann man für das Tripel (K,O,F) die folgenden Eigenschaften errei-
chen, welche ein p-modulares System definieren:
(i) K ist ein (topologisch) vollständiger Körper der Charakteristik 0 mit diskreter Bewertung ν,
(ii) O ist der Bewertungsring von ν mit Quotientenkörper K,
(iii) F = O/(pi) ist ein algebraisch abgeschlossener Körper der Charakteristik p.
In dieser Situation kann durch Adjunktion erreicht werden, dass K bestimmte Einheitswurzeln
enthält. Für Anwendungen werden wir später häufig benötigen, dass K eine primitive |G|-te Ein-
heitswurzel enthält. Das werden wir deshalb von nun an stets annehmen.
Durch ein p-modulares System können wir die Blockstrukturen von KG, OG und FG miteinander
in Verbindung bringen. Wir setzen für a ∈ O stets a := a+ (pi) ∈ F. Setzen wir weiter∑
g∈G
αgg :=
∑
g∈G
αgg ∈ FG
für
∑
g∈G αgg ∈ OG, so erhalten wir das folgende Resultat.
Satz 1.12. Die kanonische Projektion OG → FG, x 7→ x induziert eine Bijektion zwischen den
Blöcken von OG und FG.
Die Blockstruktur von OG ist folglich eng mit der Blockstruktur von FG verwandt. Ist ein p-
modulares System für G fixiert, so nennt man deshalb Blöcke von OG (oder FG) auch einfach
(p-)Blöcke von G. In den folgenden Unterabschnitten werden wir einige Zusammenhänge zwischen
den Blockstrukturen von OG und KG kennenlernen. Die Blockstruktur von KG ist schließlich aus
Satz 1.6 bekannt.
1.5 Defektgruppen und Charaktere von Blöcken
In diesem und allen folgenden Abschnitten sei (K,O,F) stets ein p-modulares System für die Grup-
pe G. Ist B ein p-Block von G, so kann der Grad der Abweichung des Blocks B von einer einfachen
Algebra durch die Defektgruppe des Blocks beschrieben werden. Die Struktur der Defektgruppe
hängt in vielfacher Art mit der Struktur des Blocks zusammen. Diese Beziehung ist auch Inhalt
mehrerer Vermutungen, welche wir im Abschnitt 2 behandeln werden.
Definition 1.13. Ist Q eine p-Untergruppe von G, so nennen wir die Projektion
BrQ : Z(FG)→ Z(FCG(Q)),
∑
g∈G
αgg 7→
∑
g∈CG(Q)
αgg
Brauer-Homomorphismus bezüglich Q.
Definition 1.14. Ist B ein Block von FG mit Blockidempotent eB, so nennen wir eine maximale
p-Untergruppe D ≤ G mit BrD(eB) 6= 0 eine Defektgruppe von B.
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Die Defektgruppe D des Blocks B ist bis auf Konjugation eindeutig bestimmt. Die Zahl d ∈ N0
mit |D| = pd nennen wir Defekt von B.
Wir ordnen nun die irreduziblen Charaktere den p-Blöcken von G zu. Hierfür nutzen wir sogenannte
zentrale Charaktere.
Proposition 1.15. Ist χ ∈ Irr(G), so ist die Abbildung
ωχ : Z(FG)→ F,
∑
g∈G
αgg 7→
∑
g∈G
αg
χ(g)
χ(1)
+ (pi)
ein Homomorphismus von F-Algebren. Werten wir ωχ in den Blockidempotenten eB aus, so existiert
genau ein Block B mit ωχ(eB) = 1. In diesem Fall sagen wir, dass χ zum Block B gehört, und
nennen ωB := ωχ den zentralen Charakter von B.
Definition 1.16. Die Menge der irreduziblen Charaktere, die zum Block B gehören, bezeichnen
wir mit Irr(B). Deren Anzahl nennen wir k(B).
Eine Z-Linearkombination von irreduziblen Charakteren von B nennen wir einen verallgemeinerten
Charakter von B. Deren Menge bezeichnen wir mit Z Irr(B). Ist P nun eine p-Sylowgruppe von G
und D eine Defektgruppe eines Blocks B mit D ≤ P , so existiert für χ ∈ Irr(B) stets ein h(χ) ∈ N0
mit |P : D|ph(χ) | χ(1) aber |P : D|ph(χ)+1 - χ(1). Die Zahl h(χ) nennt man dann die Höhe von χ.
Man zeigt, dass stets ein Charakter von Höhe 0 existiert, der zum Block B gehört.
Definition 1.17. Die Menge der Charaktere von Höhe i ∈ N0 in Irr(B) bezeichnen wir mit Irri(B),
deren Anzahl mit ki(B).
Wir können auch die irreduziblen F-Darstellungen von G den Blöcken zuordnen. Sei hierfür |G| =
pkr mit k ∈ N0 und p - r. Man kann zeigen, dass dann für jede r-te Einheitswurzel λ ∈ F genau eine
r-te Einheitswurzel λ̂ ∈ O mit λ = λ̂+ (pi) existiert. Ist nun ∆ : G→ GL(n,F) eine F-Darstellung
von G, so ist ∆(g)r = ∆(gr) = ∆(1) = 1 für g ∈ Gp′ . Die Eigenwerte von ∆(g) sind folglich r-te
Einheitswurzeln λ1, . . . , λn und es gilt
tr ∆(g) =
n∑
i=1
λi.
Wir definieren dann den Brauer-Charakter ϕ∆ : Gp′ → O durch
ϕ∆(g) =
n∑
i=1
λ̂i.
Ist ∆ irreduzibel, so nennt man auch ϕ∆ einen irreduziblen Brauer-Charakter von G.
Definition 1.18. Die Menge der irreduziblen Brauer-Charaktere von G bezeichnen wir mit IBr(G).
Deren Anzahl sei l(G).
Bekanntlich ist dann l(G) gerade die Anzahl der Konjugationsklassen p-regulärer Elemente von G.
Bezeichnen wir mit M den einfachen Modul von FG, der zu ∆ gehört, so existiert ein eindeutiger
Block B von FG mit B ·M = M . Wir sagen dann, dass ϕ∆ zu B gehört.
Definition 1.19. Die Menge der irreduziblen Brauer-Charaktere, die zum Block B gehören, be-
zeichnen wir mit IBr(B). Deren Anzahl nennen wir l(B).
Man zeigt, dass stets l(B) ≥ 1 ist. Wie für gewöhnliche Charaktere bezeichnen wir mit Z IBr(B)
die Menge der Z-Linearkombinationen von irreduziblen Brauer-Charakteren von B.
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1.6 Zerlegungs- und Cartanmatrizen
Die Zerlegungsmatrix stellt einen wichtigen Zusammenhang zwischen den irreduziblen Charakteren
und den irreduziblen Brauer-Charakteren eines Blocks dar. Im Folgenden sei ζn für n ∈ N stets
eine primitive n-te Einheitswurzel in O.
Proposition 1.20. Ist u ∈ Gp und χ ∈ Irr(G), so existieren für ϕ ∈ IBr(CG(u)) ganz algebraische
Zahlen duϕ(χ) ∈ Z[ζord(u)] ⊆ O, sodass
χ(us) =
∑
ϕ∈IBr(CG(u))
duϕ(χ)ϕ(s)
für s ∈ CG(u)p′ gilt.
Definition 1.21. Die Zahlen duϕ(χ) nennen wir verallgemeinerte Zerlegungszahlen von FG. Ist
u = 1 so sprechen wir von gewöhnlichen Zerlegungszahlen.
Wir ordnen die Zerlegungszahlen nun in einer Matrix an. Seien hierfür 1 = u1, u2, . . . , ur (r ∈
N) Repräsentanten der Konjugationsklassen von p-Elementen in G. Dann kann man die Matrix
Q = (duiϕ (χ)) konstruieren, indem man in jeder Zeile χ ∈ Irr(G) festhält und i ∈ {1, . . . , r} und
ϕ ∈ IBr(CG(ui)) laufen lässt. Man zeigt, dass Q eine k(G) × k(G)-Matrix ist, und nennt Q die
verallgemeinerte Zerlegungsmatrix von FG. Analog definiert man die gewöhnliche Zerlegungsmatrix
als Teilmatrix für u1 = 1. Diese ist eine k(G)× l(G)-Matrix.
Wir ordnen nun die gewöhnliche Zerlegungsmatrix gemäß der Blockstruktur von FG an. Hierfür
sortieren wir χ ∈ Irr(G) und ϕ ∈ IBr(G) gemäß ihrer Zugehörigkeit zu den Blöcken B1, . . . , Bn
von FG und erhalten die Gestalt
Q =
Q1 . . .
Qn
 .
Hierbei ist Qi für 1 ≤ i ≤ n eine k(Bi)× l(Bi)-Matrix. Man nennt sie die gewöhnliche Zerlegungs-
matrix von Bi. Nun können wir den Begriff der Cartanmatrix definieren.
Definition 1.22. Wir nennen die l(G) × l(G)-Matrix QTQ Cartanmatrix von FG. Die l(Bi) ×
l(Bi)-Matrix CBi := QTi Qi = (cϕψ)ϕ,ψ∈IBr(Bi) nennen wir Cartanmatrix von Bi.
Wir wollen nun auch die verallgemeinerte Zerlegungsmatrix auf eine Blockgestalt bringen. Hierfür
führen wir den Begriff der Brauer-Korrespondenz ein. Diese setzt Blöcke von FG mit Blöcken von
FH für Untergruppen H von G in Beziehung.
Definition 1.23. Sind B und b Blöcke von FG bzw. FH für H ≤ G, so sagen wir, dass b ein
Brauer-Korrespondent von B ist (und umgekehrt), wenn
ωB
∑
g∈G
αgg
 = ωb
∑
g∈H
αgg

für
∑
g∈G αgg ∈ Z(FG) gilt. Wir schreiben dann B = bG.
Ist E eine Defektgruppe von b oben, so existiert eine Defektgruppe D von B mit E ≤ D. Ist
CG(E) ≤ H, so existiert stets genau ein Block B von FG mit bG = B. Brauers erster Hauptsatz
gibt eine Bijektion zwischen Blöcken von FG und FH in einer speziellen Situation.
Satz 1.24 (Brauers erster Hauptsatz). Ist D ≤ G eine p-Untergruppe und H ≤ G mit NG(D) ≤ H,
so liefert die Brauer-Korrespondenz eine Bijektion zwischen der Menge der Blöcke von FG mit
Defektgruppe D und der Menge der Blöcke von FH mit Defektgruppe D.
Brauers zweiter Hauptsatz liefert uns die gewünschte Blockgestalt der verallgemeinerten Zerle-
gungsmatrix.
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Satz 1.25 (Brauers zweiter Hauptsatz). Es sei B ein p-Block von G, u ∈ Gp, χ ∈ Irr(B) und
ϕ ∈ IBr(CG(u)). Gehört dann ϕ zum p-Block b von CG(u), so verschwindet duϕ(χ) falls bG 6= B.
Es ist zu bemerken, dass b in der obigen Situation stets einen Brauer-Korrespondenten in G besitzt.
Für den Rest des Grundlagen-Abschnitts fixieren wir einen Block B von FG. Schränken wir die
verallgemeinerte Zerlegungsmatrix von G jeweils so ein, dass die Zeilen nur noch über die Elemente
von Irr(B) und die Spalten für u1, . . . , ur jeweils nur über die Brauer-Charaktere der Brauer-
Korrespondenten bui von B in CG(ui) laufen, so ergibt sich die verallgemeinerte Zerlegungsmatrix
von B. Diese ist eine k(B) × k(B)-Matrix. Schränken wir uns bei dieser Definition auf einen
Repräsentanten ui ein, so ergibt sich die Teilmatrix dui . Für ϕ ∈ IBr(bui) können wir uns weiter
auf die Spalte duiϕ , die zu ϕ gehört, einschränken. Schließlich können wir dui und duiϕ an einer
Stelle χ ∈ Irr(B) auswerten und erhalten die Zeile dui(χ) und die Zerlegungszahl duiϕ (χ). Durch
lineare Fortsetzung können wir dui(χ) und duiϕ (χ) auch für verallgemeinerte Charaktere χ von B
definieren.
Orthogonalitätsrelationen liefern ein essentielles Werkzeug zur Untersuchung der Zerlegungsmatrix
eines Blocks.
Satz 1.26. Es sei R ein Repräsentantensystem der G-Konjugationsklassen von p-Elementen in G.
Sind dann u, v ∈ R, bu und bv Blöcke von CG(u) bzw. CG(v), und ϕ ∈ IBr(bu) sowie ψ ∈ IBr(bv),
so gilt
(duϕ, dvψ) :=
∑
χ∈Irr(B)
duϕ(χ)dvψ(χ) =
{
cϕψ falls u = v, bu = bv und bGu = B,
0 sonst.
Hierbei ist cϕψ der entsprechende Eintrag der Cartanmatrix von bu.
Häufig ist es sehr kompliziert, die Zerlegungsmatrix du für u ∈ Gp exakt zu bestimmen. Ist bu ein
Brauer-Korrespondent von B in CG(u), so ist es einfacher, die Rolle von IBr(bu) in der Definition
der verallgemeinerten Zerlegungszahlen durch eine andere Z-Basis I von Z IBr(bu) zu ersetzen.
Solch ein Basiswechsel kann durch eine Matrix S ∈ GL(l(bu),Z) beschrieben werden. Die Matrix
du geht unter diesem Basiswechsel in die Matrix duS über. Die Cartanmatrix Cbu von bu geht in die
Matrix STCbuS über. Solche Matrizen sind leichter zu ermitteln, weshalb wir im Folgenden häufig
auch die modifizierten Matrizen als Zerlegungsmatrix bzw. Cartanmatrix bezeichnen werden und
auch die entsprechende Notation dafür verwenden. Häufig werden wir auch die Basis I mit IBr(bu)
bezeichnen. Tun wir dies, so weisen wir darauf hin, indem wir von Zerlegungs- und Cartanmatrizen
bis auf eine (Z IBr(bu)-) Basiswahl reden. Durch Betrachtung von Matrizen relativ zu einer solchen
Basis verändern sich keine der untersuchten Eigenschaften. Die Betrachtung dieser Basen ist eine
Idee, die auf Brauer in [12, Section V] zurückgeht und dort ’basic sets’ genannt wird.
1.7 Dominierte Blöcke
Nachdem es mit der Brauer-Korrespondenz gelungen ist, eine Beziehung zwischen Blöcken von G
und Blöcken von Untergruppen herzustellen, liefert die Dominanz von Blöcken eine Verbindung zu
Quotienten.
Definition 1.27. Ist N E G, so ist das Bild des Blocks B unter der kanonischen Projektion
OG → O[G/N ] eine (möglicherweise triviale) Summe von Blöcken von G/N . Für jeden dieser
Blöcke B sagen wir, dass B den Block B dominiert.
In einer speziellen Situation liefert die Dominanz eine Bijektion.
Satz 1.28. Ist N ein p-Normalteiler von G und G/CG(N) eine p-Gruppe, so dominiert jeder Block
B von G genau einen Block B von G/N . Die Abbildung B 7→ B liefert dann eine Bijektion zwischen
Bl(OG) und Bl(O[G/N ]). Ist dabei D eine Defektgruppe von B, so ist D/N eine Defektgruppe von
B. Weiter ist CB = |N |CB, d.h. insbesondere l(B) = l(B).
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Wir beschreiben eine Situation, in der wir obigen Satz häufig anwenden werden: Ist Q eine p-
Untergruppe von G, so sind Q und CG(Q) normal in QCG(Q) und der Quotient
QCG(Q)/CQCG(Q)(Q) = QCG(Q)/CG(Q) ∼= Q/(Q ∩ CG(Q))
ist eine p-Gruppe. Folglich liefert die Dominanz von Blöcken eine Bijektion zwischen den Blöcken
von OQCG(Q) und O[QCG(Q)/Q].
1.8 Fusionssysteme
Viele Eigenschaften einer Gruppe G lassen sich an der Struktur einer p-Sylowgruppe und an deren
Einbettung in G ablesen. Ebenso wird die Struktur eines p-Blocks B von G durch die Struktur
einer Defektgruppe von B und deren Einbettung in G beeinflusst. Zur Untersuchung beider Kon-
zepte kann man Fusionssysteme nutzen. Diese wurden in [63] erstmals als Frobenius-Kategorien
eingeführt. Eine modernere Betrachtung findet sich in [20, 5].
Definition 1.29. Es sei P eine endliche p-Gruppe. Ein Fusionssystem F auf P ist eine Ka-
tegorie, wobei die Objekte durch die Untergruppen von P gegeben sind. Für Q,R ≤ P ist die
Morphismenmenge HomF (Q,R) eine Menge von injektiven Gruppenhomomorphismen Q → R.
Die Verknüpfung der Morphismen ist die übliche Komposition von Abbildungen. Zusätzlich muss
HomF (Q,R) für Q,R ≤ P den folgenden Axiomen genügen:
(i) Für jedes g ∈ P mit gQg−1 ≤ R liegt die Konjugationsabbildung Q → R, q 7→ gqg−1 in
HomF (Q,R).
(ii) Für jedes ϕ ∈ HomF (Q,R) ist der induzierte Gruppenisomorphismus Q→ ϕ(Q) ein Element
von HomF (Q,ϕ(Q)).
(iii) Ist ϕ ∈ HomF (Q,R) ein Gruppenisomorphismus, so ist sein Inverses ϕ−1 : R → Q ein
Element von HomF (R,Q).
Ist hierbei Q→ R ein Isomorphismus in F , so sagen wir, dass Q und R in F konjugiert sind. Analog
sagen wir, dass x, y ∈ P F-konjugiert sind, wenn es einen Morphismus ϕ : Q → R mit ϕ(x) = y
gibt. Sind x, y ∈ P in F konjugiert, so schreiben wir x ∼F y. Wie in der Gruppentheorie definieren
wir auch F-Konjugationsklassen von Untergruppen bzw. Elementen von P . Die Gruppe der F-
Automorphismen von Q bezeichnen wir mit AutF (Q). Wie für Gruppen setzen wir OutF (Q) :=
AutF (Q)/ Inn(Q).
Für ein Fusionssystem F auf einer p-Gruppe P und einen Isomorphismus ϕ : Q→ R in F sei
Nϕ := {g ∈ NP (Q) : ∃h ∈ NP (R)∀q ∈ Q : ϕ(gq) = hϕ(q)}.
Offenbar ist dann Nϕ gerade das Urbild von AutP (Q) ∩ ϕ−1 ◦ AutP (R) ◦ ϕ in NP (Q) unter dem
kanonischen Homomorphismus NP (Q)→ Aut(Q). Man zeigt leicht, dass QCP (Q) ≤ Nϕ ≤ NP (Q)
ist. Nun können wir saturierte Fusionssysteme definieren.
Definition 1.30. Es sei F ein Fusionssystem auf der endlichen p-Gruppe P . Wir nennen eine F-
Konjugationsklasse C von Untergruppen von P dann saturiert, falls es ein Q ∈ C mit den folgenden
beiden Eigenschaften gibt:
(i) Die Gruppe AutP (Q) ist eine p-Sylowgruppe von AutF (Q).
(ii) Jeder Isomorphismus ϕ : R→ Q in F lässt sich zu einem Morphismus ψ : Nϕ → P fortsetzen.
Es gilt dann also ϕ(r) = ψ(r) für alle r ∈ R.
Das Fusionssystem F nennen wir saturiert, falls jede F-Konjugationsklasse von Untergruppen von
P saturiert ist.
Das durch eine Gruppe induzierte Fusionssystem ist eines unserer Hauptbeispiele für saturierte
Fusionssysteme.
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Beispiel 1.31. Es sei P eine p-Sylowgruppe von G. Weiter sei FP (G) die Kategorie, in der die
Objekte gerade die Untergruppen von P sind, und für Q,R ≤ P stets
HomFP (G)(Q,R) = HomG(Q,R)
gilt. Die Komposition von Morphismen sei die übliche Komposition von Abbildungen. Die Kategorie
FP (G) ist dann ein saturiertes Fusionssystem auf P . Man sagt, dass es das von G auf P induzierte
Fusionssystem ist.
Wir führen noch einige Begriffe und Resultate im Zusammenhang mit Fusionssystemen ein. Wir
beginnen mit einem Äquivalenzbegriff.
Definition 1.32. Es seien P eine p-Gruppe und F1 und F2 Fusionssysteme auf P . Dann sind F1
und F2 äquivalent, wenn es einen Automorphismus α ∈ Aut(P ) gibt, so dass für R,Q ≤ P stets
HomF2(α(R), α(Q)) = {α ◦ ϕ ◦ α−1 : ϕ ∈ HomF1(R,Q)}
gilt.
In Anlehnung an den Satz von Frobenius für Gruppen definiert man die Nilpotenz von Fusionssys-
temen.
Definition 1.33. Ein saturiertes Fusionssystem F auf einer p-Gruppe P ist nilpotent, falls F =
FP (P ) ist.
Satz 1.34. Es sei F ein saturiertes Fusionssystem auf der p-Gruppe P . Dann ist F genau dann
nilpotent, wenn AutF (Q) für jede Untergruppe Q ≤ P eine p-Gruppe ist.
Alperins Fusionssatz ist ein wesentliches Hilfsmittel zur Untersuchung saturierter Fusionssysteme.
Definition 1.35. Sei G eine endliche Gruppe und H < G eine Untergruppe. Dann nennen wir
H stark p-eingebettet, falls H eine nichttriviale p-Sylowgruppe von G enthält und für g ∈ G \H
stets p - |H ∩ gHg−1| gilt.
Definition 1.36. Es sei F ein Fusionssystem auf der p-Gruppe P . Ist Q ≤ P eine Untergruppe
von P und C die F-Konjugationsklasse von Q, so definieren wir:
(i) Die Untergruppe Q bezeichnen wir als vollständig F-zentralisiert, wenn für R ∈ C stets
|CP (Q)| ≥ |CP (R)| gilt.
(ii) Die Untergruppe Q bezeichnen wir als vollständig F-normalisiert, wenn für R ∈ C stets
|NP (Q)| ≥ |NP (R)| gilt.
(iii) Die Untergruppe Q ist F-zentrisch, falls für R ∈ C stets CP (R) = Z(R) gilt.
(iv) Die Untergruppe Q ist F-radikal, falls Op(AutF (Q)) = Inn(Q) ist.
(v) Die Untergruppe Q ist F-wesentlich, falls sie F-zentrisch ist und OutF (Q) eine stark p-
eingebettete Untergruppe enthält.
Ist F saturiert, so zeigt man, dass vollständig F-normalisierte Untergruppen stets auch vollständig
F-zentralisiert sind. Weiter sind F-wesentliche Untergruppen auch F-radikal. Ist das zugehörige
Fusionssystem F klar, so werden wir im Folgenden auch manchmal von zentrischen, radikalen bzw.
wesentlichen Untergruppen sprechen. Alperins Fusionssatz liefert nun eine Art Erzeugendensystem
der Morphismen eines saturierten Fusionssystems.
Satz 1.37 (Alperins Fusionssatz). Sei F ein saturiertes Fusionssystem auf der endlichen p-Gruppe
P . Es sei weiter S die Menge aller vollständig F-normalisierten und F-wesentlichen Untergruppen
von P . Ist dann ϕ : Q→ R ein Isomorphismus in F , so existieren
(i) eine Folge Q = Q0, Q1, . . . , Qn+1 = R von F-konjugierten Untergruppen,
(ii) eine Folge S1, . . . , Sn aus S mit Qi−1, Qi ≤ Si für 1 ≤ i ≤ n,
(iii) eine Folge von F-Automorphismen ϕi von Si mit ϕi(Qi−1) = Qi und
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(iv) ein F-Automorphismus ψ von P mit ψ(Qn) = Qn+1,
so dass gilt
ϕ = ψ ◦ ϕn ◦ ϕn−1 ◦ . . . ◦ ϕ1.
Hat eine p-Gruppe P die Eigenschaft, dass kein Fusionssystem auf P wesentliche Untergruppen
besitzt, so nennen wir P resistent. Gegebenenfalls zeigt der Satz von Alperin, dass jedes Fusions-
system auf P die Form FP (P oA) für eine p′-Untergruppe A ≤ Aut(P ) hat. Fusionssysteme dieser
Art nennt man kontrolliert.
Wie für Gruppen können wir auch das Zentrum eines Fusionssystems definieren.
Definition 1.38. Ist F ein saturiertes Fusionssystem auf einer p-Gruppe P , so ist
Z(F) = {x ∈ P : ϕ(x) = x für alle Morphismen ϕ mit x ∈ dom(ϕ)}
das Zentrum von F .
Das Zentrum von F besteht also gerade aus den Elementen von P , deren F-Konjugationsklassen die
Länge 1 haben. Abschließend führen wir das Konzept des direkten Produkts von Fusionssystemen
ein.
Definition 1.39. Es sei P eine endliche p-Gruppe. Das universelle Fusionssystem U(P ) auf P
ist dann das Fusionssystem auf P , in dem HomU(P )(Q,R) für Q,R ≤ P aus allen injektiven
Gruppenhomomorphismen zwischen Q und R besteht.
Definition 1.40. Es sei F ein Fusionssystem auf der endlichen p-Gruppe P .
(i) Ein Untersystem E von F ist eine Unterkategorie von F , die selbst ein Fusionssystem auf P
ist.
(ii) Sind F1 und F2 Untersysteme von F , so ist deren Schnitt F1 ∩ F2 das Untersystem von F ,
welches gerade die Morphismen enthält, die in F1 und F2 liegen.
Definition 1.41. Es sei P eine endliche p-Gruppe und C eine Menge von Morphismen in U(P ).
Das von C erzeugte Fusionssystem ist dann der Schnitt aller Teilsysteme von U(P ), die die Mor-
phismen aus C enthalten. Dieses Teilsystem enthält also alle Morphismen aus C und Inn(P ) sowie
beliebige Kompositionen, Restriktionen und Inverse davon.
Definition 1.42. Es seien F1 und F2 Fusionssysteme auf den endlichen p-Gruppen P1 bzw. P2.
Das direkte Produkt F1×F2 von F1 und F2 ist das Fusionssystem auf P1×P2, welches von allen
Homomorphismen ϕ : Q1 ×Q2 → R1 ×R2 mit ϕ|Qi ∈ HomFi(Qi, Ri) für i ∈ {1, 2} erzeugt wird.
Satz 1.43 ([20, Theorem 6.29]). Sind F1 und F2 saturierte Fusionssysteme auf den endlichen
p-Gruppen P1 bzw. P2, so ist auch das Produkt F1 ×F2 saturiert.
1.9 B-Unterpaare und B-Elemente
Wir wollen nun auch ein Fusionssystem für den Block B von G definieren. Die dafür notwendige
Theorie wurde in [4, 61] entwickelt. Ist D eine Defektgruppe von B, so existiert für Q ≤ D ein
Brauer-Korrespondent bQ von B in CG(Q). Das Paar (Q, bQ) bildet dann ein sogenanntes B-
Unterpaar . Ist Q = D, so spricht man auch von einem B-Sylowpaar . Man kann nun die Inklusion
von Untergruppen von D auf eine Inklusion von B-Unterpaaren übertragen. Seien hierfür (Q, bQ)
und (R, bR) B-Unterpaare mit Q E R. Ist zusätzlich bRCG(Q)Q = b
RCG(Q)
R , so schreiben wir (Q, bQ) E
(R, bR). Mit ≤ bezeichnen wir die transitive Hülle von E. Man zeigt dann:
Proposition 1.44. Ist (D, bD) ein festes B-Sylowpaar, so existiert für Q ≤ D ein eindeutiges
B-Unterpaar (Q, bQ) mit (Q, bQ) ≤ (D, bD).
Die Gruppe G operiert auf den B-Unterpaaren via g(Q, bQ) = (gQ, gbQ). Diese Operation induziert
das Fusionssystem des Blocks B.
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Beispiel 1.45. Das Fusionssystem FD(B) auf D ist gegeben durch
HomFD(B)(Q,R) := {ϕ : Q→ R : ∃g ∈ G : g(Q, bQ) ≤ (R, bR) ∧ ϕ(x) = gx,∀x ∈ Q}
für Q,R ≤ D. Man zeigt, dass FD(B) ein saturiertes Fusionssystem auf D ist und nennt es das
Fusionssystem des Blocks B.
In dieser Situation bezeichnet man I(B) := OutFD(B)(D) als Trägheitsgruppe des Blocks B. Deren
Ordnung nennt man Trägheitsindex. Puig hat die Struktur nilpotenter Blöcke untersucht.
Satz 1.46 (Puig, [64]). Ist FD(B) nilpotent, so gilt B ∼= (OD)n×n als O-Algebren für ein n ∈ N.
In dieser Situation gilt also l(B) = 1, k(B) = k(D) und ki(B) = kpi(D) für i ≥ 0. Weiter hat B
die Cartanmatrix (|D|).
Ist (Q, bQ) ein B-Unterpaar, für das Q ≤ D vollständig FD(B)-zentralisiert ist, so kann man eine
Aussage über die Defektgruppe und das Fusionssystem von bQ machen:
Definition 1.47. Es sei F ein saturiertes Fusionssystem auf der p-Gruppe P . Für Q ≤ P habe die
Kategorie CF (Q) gerade die Untergruppen von CP (Q) als Objekte. Die Morphismen von CF (Q)
seien Gruppenhomomorphismen ϕ : R → S für R,S ≤ CP (Q), die sich zu einem Morphismus ψ :
QR→ QS von F mit ψ|Q = idQ fortsetzen lassen. Die Komposition in CF (Q) sei die gewöhnliche
Komposition von Abbildungen. Man nennt CF (Q) den Zentralisator von Q in F .
Man zeigt, dass CF (Q) tatsächlich ein Fusionssystem auf CP (Q) ist. Ist Q zudem vollständig
F-zentralisiert, so ist CF (Q) sogar saturiert. Ist weiter F = FD(B) und (Q, bQ) das zugehörige
B-Unterpaar, so hat bQ die Defektgruppe CD(Q) und das Fusionssystem CF (Q).
B-Unterpaare verallgemeinern den Begriff der Untergruppe. Analog verallgemeinert man den Be-
griff des Elements einer Gruppe.
Definition 1.48. Ist u ∈ Gp und bu ∈ Bl(OCG(u)) ein Brauer-Korrespondent von B, so nennt
man das Paar (u, bu) = (u, b〈u〉) ein B-Element von G.
Wie auf den B-Unterpaaren operiert G auch auf der Menge der B-Elemente. Die Bahnen dieser
Operation werden durch das Fusionssystem FD(B) beschrieben.
Lemma 1.49 ([75, Lemma 2.4]). Es sei R ein Repräsentantensystem der FD(B)-Konjugations-
klassen von Elementen von D, sodass 〈u〉 für u ∈ R vollständig FD(B)-normalisiert ist (solch ein
R existiert). Dann ist
{(u, bu) : u ∈ R}
ein Repräsentantensystem der G-Konjugationsklassen von B-Elementen.
Da vollständig F-normalisierte Untergruppen auch vollständig F-zentralisiert sind, hat bu in dieser
Situation die Defektgruppe CD(u) und das Fusionssystem CF (u) := CF (〈u〉).
Der folgende Satz von Brauer ist ein Schlüsselresultat zur Berechnung von k(B).
Satz 1.50 (Brauer, [10, (6D)]). Ist R ein Repräsentantensystem der Konjugationsklassen von
B-Elementen, so ist
k(B) =
∑
(u,bu)∈R
l(bu).
Für B-Elemente (u, bu) mit u /∈ Z(D), für die 〈u〉 vollständig F-zentralisiert ist, hat bu eine
Defektgruppe CD(u) < D. Ist u ∈ Z(D) \ 1 und 〈u〉 vollständig F-zentralisiert, so dominiert bu
einen Block bu von O[CG(u)/〈u〉] mit Defektgruppe CD(u)/〈u〉. In diesen beiden Fällen, hat eine
Defektgruppe von bu bzw. bu stets eine kleinere Ordnung als D. Kennt man die Blockinvarianten
von Blöcken mit diesen kleineren Defektgruppen, so lässt sich die Differenz k(B)− l(B) berechnen.
In einer speziellen Situation liefert der folgende Satz eine untere Abschätzung für l(B).
Satz 1.51 (Külshammer-Okuyama, [49]). Ist (u, bu) ein B-Element mit u ∈ Z(F), so gelten
k(B) ≥ k(bu) und l(B) ≥ l(bu).
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Hat man eine solche Abschätzung für l(B), so ergibt sich mit dem Wert der Differenz k(B)− l(B)
auch eine untere Abschätzung für k(B). In der Praxis ist die so erhaltene Abschätzung für k(B)
häufig sehr gut.
1.10 Untere Defektgruppen
Häufig ist Wissen über die Elementarteiler der Cartanmatrix CB vonB bei der Analyse der Blockin-
varianten hilfreich. Es ist wohlbekannt, dass die Elementarteiler stets Potenzen von p sind. Die
Ordnung |D| der Defektgruppe taucht genau einmal als Elementarteiler auf. Weitere Informatio-
nen liefert die Theorie der unteren Defektgruppen, welche sich beispielsweise in [59, 16] finden
lässt. Wir führen hier allerdings nur die Resultate ein, die wir später benötigen werden.
Definition 1.52. Für eine p-Untergruppe R von G sei:
JR(B) :=
 ∑
g∈Gp′
αgg ∈ Z(B) : αg 6= 0⇒ ∃Q ∈ Sylp(CG(g))∃x ∈ G : xQx−1 ≤ R
 ,
J<R(B) :=
∑
Q<R
JQ(B).
Dann nennen wir
m
(1)
B (R) := dimF(JR(B))− dimF(J<R(B))
die 1-Vielfachheit von R als untere Defektgruppe von B. Ist m(1)B (R) > 0, so nennen wir R eine
untere Defektgruppe von B.
Ist nun n ∈ N0 und R ein Repräsentantensystem der F-Konjugationsklassen von Untergruppen
von D mit Ordnung pn, so ist die Vielfachheit von pn als Elementarteiler von CB gerade∑
R∈R
m
(1)
B (R).
Wir geben eine Möglichkeit zur Berechnung der m(1)B (R) an.
Proposition 1.53 (Watanabe, [92]). Es sei u ∈ Q < D. Ist B die Menge der Brauer-Korrespon-
denten von B in CG(u), deren Ordnung der Defektgruppe größer als |Q| ist, so gilt
m
(1)
B (Q) ≤
∑
b∈B
m
(1)
b (Q).
1.11 Verallgemeinerte Orthogonalitätsrelationen
Durch Anwendung der Operation der Galoisgruppe eines geeigneten Kreisteilungskörpers verfeinern
wir die Orthogonalitätsrelationen aus Satz 1.26 im Fall p = 2. Im Folgenden sei B also ein 2-Block
einer endlichen Gruppe G mit Defektgruppe D und Fusionssystem F . Wir wählen n, r ∈ N, sodass
|G| = 2n · r und 2 - r ist. Außerdem gehen wir von n ≥ 1 aus. Wie üblich sei ζm für m ∈ N
eine primitive m-te Einheitswurzel in O. Nehmen wir ohne Einschränkung Q ⊆ O an, so ist
Q(ζ|G|) | Q(ζr) eine Galoiserweiterung. Die zugehörige Galoisgruppe bezeichnen wir mit
G := Gal(Q(ζ|G|) | Q(ζr)) ∼= Gal(Q(ζ2n) | Q) ∼= (Z/2nZ)×.
Sicher ist dann |G| = 2n−1. Für γ ∈ G existiert ein γ˜ ∈ N mit ggT(γ˜, |G|) = 1, γ˜ ≡ 1 (mod r) und
γ(ζ|G|) = ζ γ˜|G|. Dann operiert G auf den B-Elementen durch
γ(u, bu) = (uγ˜ , bu).
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Für χ ∈ Irr(B) und g ∈ G setzen wir γχ(g) = χ(gγ˜). Dadurch operiert G auch auf Irr(B). Für
B-Elemente (u, bu) liegen die Zerlegungszahlen duϕ(χ) für ϕ ∈ IBr(bu) und χ ∈ Irr(B) in Z[ζ], wobei
ord(u) = 2k und ζ := ζ2k ist. Es existieren also für i ∈ {0, . . . , 2k−1 − 1} ganze Zahlen auϕ,i(χ) mit
duϕ(χ) =
2k−1−1∑
i=0
auϕ,i(χ)ζi.
Für i ∈ Z setzen wir dies durch
auϕ,i(χ) = −auϕ,i±2k−1(χ)
induktiv fort. Mit auϕ,i bezeichnen wir den Spaltenvektor (auϕ,i(χ))χ∈Irr(B). Die Matrix mit Spalten
auϕ,i(χ) bzw. auϕ,i für ϕ ∈ IBr(bu) bezeichnen wir mit aui (χ) bzw. aui . Speziell für i = 0 nennen wir
auϕ,0(χ), auϕ,0, au0 (χ) bzw. au0 den rationalen Teil von duϕ(χ), duϕ, du(χ) bzw. du. Analog definieren
wir auch den rationalen Teil beliebiger Elemente von Z[ζ]. Weiter definieren wir auϕ,i(χ) und aui (χ)
auch für verallgemeinerte Charaktere χ durch lineare Fortsetzung. Nun gilt
2k−1−1∑
i=0
auϕ,i(χ)ζiγ˜ = γ(duϕ(χ)) = du
γ˜
ϕ (χ) = duϕ(γχ).
Folglich ist
auϕ,i(χ) =
1
2n−1
∑
γ∈G
du
γ˜
ϕ (χ)ζ−iγ˜ .
Hieraus ergibt sich unmittelbar das folgende Resultat.
Proposition 1.54. Es seien (u, bu) und (u′, bu′) B-Elemente, sodass 〈u〉 und 〈u′〉 nicht in F konju-
giert sind. Dann ist für ϕ ∈ IBr(bu), ϕ′ ∈ IBr(bu′), k := ord(u), k′ := ord(u′), i ∈ {0, . . . , 2k−1−1}
und i′ ∈ {0, . . . , 2k′−1 − 1} stets
(auϕ,i, au
′
ϕ′,i′) = 0.
Beweis. Da duγ˜ϕ und du
′γ˜′
ϕ′ für γ, γ′ ∈ G stets Spalten von Zerlegungszahlen nicht G-konjugierter
B-Elemente sind, verschwinden nach den Orthogonalitätsrelationen Satz 1.26 alle Summanden in
(auϕ,i, au
′
ϕ′,i′) =
1
22n−2
∑
γ∈G
∑
γ′∈G
(du
γ˜
ϕ , d
u′γ˜
′
ϕ′ )ζ
−iγ˜
2k ζ
i′γ˜′
2k′ .
Das zeigt die Behauptung.
Bemerkung 1.55. Unter diesen Bedingungen sind folglich auch die Spalten duϕ und au
′
ϕ′,i′ ortho-
gonal. Wir werden dies häufig benutzen.
Mit dem Wert dieses Skalarproduktes in einem weiteren Spezialfall beschäftigt sich die nächste
Proposition.
Proposition 1.56. Es sei (u, bu) ein B-Element mit Cartanmatrix C := Cbu = (cϕψ), für das
〈u〉 vollständig F-normalisiert ist und ord(u) = 2k > 1 gilt. Weiter gelte AutD(〈u〉) = 1 bzw.
CD(u) = ND(〈u〉). Dann ist
(auϕ,i, auψ,j) =
{
cϕψ
2k−1 falls i = j,
0 sonst
für i, j ∈ {0, . . . , 2k−1 − 1} und ϕ,ψ ∈ IBr(bu).
Beweis. Nach der obigen Formel ist
(auϕ,i, auψ,j) =
1
22n−2
∑
γ,δ∈G
(du
γ˜
ϕ , d
uδ˜
ψ )ζ−iγ˜+jδ˜.
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Ist hierbei uγ˜ = uδ˜, so ist (duγ˜ϕ , du
δ˜
ψ ) = cϕψ nach den Orthogonalitätsrelationen Satz 1.26. Ist
hingegen uγ˜ 6= uδ˜, so sind die Elemente uγ˜ und uδ˜ nach Voraussetzung nicht in F konjugiert, denn
1 = AutD(〈u〉) ∈ Syl2(AutF (〈u〉)). Gegebenenfalls verschwindet also das Skalarprodukt (du
γ˜
ϕ , d
uδ˜
ψ ).
Der Fall uγ˜ = uδ˜ tritt genau dann ein, wenn γ˜ ≡ δ˜ (mod 2k) ist. Es ist also
(auϕ,i, auψ,j) =
cϕψ
22n−2
∑
γ∈G
2n−k∑
l=1
ζ γ˜(j−i) = cϕψ2n+k−2
∑
γ∈G
ζ γ˜(j−i).
Die Summe ∑
γ∈G
ζ γ˜(j−i)
verschwindet für 2k−1 - j − i, d.h. für i 6= j. Ist i = j, so ist ζ γ˜(j−i) = 1 und
(auϕ,i, auψ,j) =
cϕψ
2n+k−2
∑
γ∈G
1 = cϕψ2k−1 .
Insgesamt ergibt sich die Behauptung.
Der Beweis der letzten Aussage verlief im Wesentlichen analog zum Beweis von [74, Proposition
5.1], welche sich mit dem Fall l(bu) = 1 beschäftigt.
Proposition 1.57 ([74, Proposition 5.1]). Es sei (u, bu) ein B-Element mit l(bu) = 1. Ist 〈u〉
vollständig F-normalisiert und ord(u) = 2k für k ∈ N, so gilt
(aui , auj ) =

2|ND(〈u〉) ∩ CD(ui)/〈u〉| falls uj ∼ND(〈u〉) ui 6∼ND(〈u〉) uj+2
k−1
,
−2|ND(〈u〉) ∩ CD(ui)/〈u〉| falls uj 6∼ND(〈u〉) ui ∼ND(〈u〉) uj+2
k−1
,
0 sonst
für i, j ∈ {0, . . . , 2k−1 − 1}. Insbesondere ist
(au0 , au0 ) = 2|ND(〈u〉)/〈u〉|.
Dieses Resultat geht auf die folgende Beziehung zurück, welche sich im Beweis von [76, Lemma
3.2] findet.
Lemma 1.58. Es sei (u, bu) ein B-Element mit l(bu) = 1. Weiter sei k ∈ Z. Sind u und uk in D
konjugiert, so ist für ϕ ∈ IBr(bu), χ ∈ Irr(B) und i ∈ Z stets
auϕ,i(χ) = auϕ,ki(χ).
Beweis. Sicher ist k ungerade. Da u und uk in D konjugiert sind, sind die B-Elemente (u, bu) und
(uk, buk) = (uk, bu) ebenfalls konjugiert. Ist γ der Automorphismus ζ 7→ ζk in G, so ergibt sich
duϕ(χ) = du
γ˜
ϕ (χ) = γ(duϕ(χ)). Aus der Definition der auϕ,i(χ) folgt somit unmittelbar die behauptete
Gleichheit.
Ist 2l = ord(u) mit l > 1 und sind in obiger Situation u und u−1 konjugiert, so gilt folglich
auϕ,2l−2 = auϕ,−2l−2 = −auϕ,2l−2 , d.h. auϕ,2l−2 = 0. Eine Verallgemeinerung von Proposition 1.57 bzw.
Lemma 1.58 auf den Fall l(bu) > 1 über die Situation in Proposition 1.56 hinaus ist nicht ohne
Weiteres möglich. Dies zeigt [33, Question 1], welche in [33] negativ beantwortet wird.
Wir beenden diesen Abschnitt mit einigen Beziehungen zwischen Höhen von Charakteren und der
Gestalt der aui .
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Lemma 1.59 (Sambale, [76, Lemma 3.1]). Es sei (u, bu) ein B-Element mit l(bu) = 1 und ord(u) =
2k. Ist χ ∈ Irr(B) mit h(χ) = 0, so ist die Summe
2k−1−1∑
i=0
aui (χ)
eine ungerade Zahl.
Bemerkung 1.60. Aus dem Beweis von [76, Lemma 3.1] folgt offenbar auch die Umkehrung dieses
Lemmas.
In einem Spezialfall erhalten wir aus den letzten beiden Resultaten, dass sich die Höhe von χ aus
dem rationalen Teil von du(χ) ergibt:
Lemma 1.61. Ist (u, bu) ein B-Element mit l(bu) = 1 und u ∼F u−1, so ist au0 (χ) für χ ∈ Irr(B)
genau dann ungerade, wenn χ die Höhe 0 hat.
Beweis. Das Element u habe die Ordnung 2k mit k ∈ N. Da u und u−1 konjugiert sind, ist nach
Lemma 1.58 für i ∈ {0, . . . , 2k−1 − 1} stets
aui (χ) = au−i(χ) = −au2k−1−i(χ).
Es folgt insbesondere au2k−2(χ) = 0. Ist nun aui (χ) 6= 0 und i /∈ {0, 2k−2}, so sind i und 2k−1 − i
verschieden und aui (χ) und au2k−2−i(χ) haben denselben Betrag. Die Parität der Summe
2k−1−1∑
i=0
aui (χ)
ist folglich gleich der Parität von au0 (χ). Die Behauptung folgt nun mit Lemma 1.59 und Bemer-
kung 1.60.
Für p > 2 können ebenfalls Schlüsse aus der Operation der Gruppe G gezogen werden. Die Theorie
ist dann allerdings komplizierter. In [74, Section 5.2] finden sich Resultate zu diesem Fall.
1.12 Beiträge von B-Elementen
Beiträge wurden von Brauer in [9] eingeführt. Mit ihnen kann man Höhen von irreduziblen Cha-
rakteren bestimmen. Zusätzlich sind sie unentbehrlich für die Analyse von verallgemeinerten Cha-
rakteren von B.
Definition 1.62. Für ein B-Element (u, bu) nennen wir die Matrix duC−1bu du
T = (muχψ)χ,ψ∈Irr(B)
Beitragsmatrix von (u, bu). Die Einträge muχψ werden Beiträge genannt. Sind χ und ψ verallge-
meinerte Charaktere von B, so sei allgemeiner muχψ = du(χ)C
−1
bu
du(ψ)T .
Wir sagen auch, dass muχψ der Beitrag des B-Elements (u, bu) zum Skalarprodukt (χ, ψ)G ist. Dies
wird durch den folgenden Satz begründet.
Satz 1.63 (Brauer, [9, (5B)]). Es sei R ein Repräsentantensystem der G-Konjugationsklassen von
B-Elementen. Für χ, ψ ∈ Irr(B) gilt dann
∑
(u,bu)∈R
muχψ =
{
1 falls χ = ψ,
0 sonst.
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Für verallgemeinerte Charaktere χ und ψ von B folgt somit, dass∑
(u,bu)∈R
muχψ
gerade das Skalarprodukt (χ, ψ)G ist. Auch zur Berechnung von Höhen von Charakteren kann man
Beiträge benutzen.
Satz 1.64 (Brauer, [9, (5G), (5H)]). Es sei (u, bu) ein B-Element. Weiter habe B Defekt d. Sind
dann χ, ψ ∈ Irr(B), so gelten:
(i) Gilt h(χ) ≥ h(ψ), so ist ν(muχψ) ≥ h(χ)− d. Ist hierbei h(ψ) > 0 oder u in FD(B) nicht zu
einem Element von Z(D) konjugiert, so ist die Ungleichung echt.
(ii) Ist h(ψ) = 0 und u ∈ Z(D), so ist ν(muχψ) = h(χ)− d.
Insbesondere verschwindet die Matrix du(χ) für χ ∈ Irr(B) und u ∈ Z(D) nicht. Ein äußerst
nützliches Resultat über Charaktere von Höhe 0 ist das Folgende.
Satz 1.65 (Murai, [55, Corollary 1.15]). Ist (u, bu) ein B-Element, 〈u〉 vollständig F-zentralisiert
und χ, ψ ∈ Irr(B), so liegt |CD(u)|muχψ genau dann in O×, wenn χ und ψ Höhe 0 haben.
Ähnliche Resultate sind in [15, Corollary 2] und [54, Proposition 1.13] zu finden. Dieses Resultat
erlaubt auch eine Verfeinerung von Lemma 1.59.
Lemma 1.66. Es sei p = 2, (u, bu) ein B-Element und 〈u〉 vollständig F-zentralisiert. Ist dann
χ ∈ Irr0(B) und m0 der rationale Teil von |CD(u)|muχχ, so ist m0 ungerade.
Beweis. Ist C die Cartanmatrix von bu, so ist muχχ = du(χ)C−1du(χ)
T nach Definition. Offenbar
ist |CD(u)|muχχ ∈ Z[ζ] dann reell, wobei ζ = ζ2k eine primitive 2k = ord(u)-te Einheitswurzel ist.
Es existieren also mi ∈ Z für i ∈ {0, . . . , 2k−2 − 1} mit
|CD(u)|muχχ = m0 +
2k−2−1∑
i=1
mi(ζi + ζ−i).
Nach Satz 1.65 ist |CD(u)|muχχ ∈ O×, d.h. |CD(u)|muχχ 6≡ 0 (mod (pi)). Mit ζ ≡ 1 (mod (pi)) folgt
nun die Behauptung.
Wir zeigen noch eine weitere Anwendung für Satz 1.65 für Blöcke mit speziellen Cartanmatrizen.
Lemma 1.67. Es sei
C =
 3 −1 −1−1 3 −1
−1 −1 3

und 0 6= v ∈ Z[ζ2n ]3 für ein n ∈ N. Dann gelten:
(i) Der rationale Teil von vTCv ist mindestens 3. Gleichheit tritt nur dann auf, wenn ein i ∈ Z
existiert, sodass v das ζi2n-fache eines ganzzahligen Vektors ist.
(ii) Ist ν(vTCv) = 0 und der rationale Teil von vTCv größer als 3, so ist der rationale Teil auch
größer als 5.
Beweis. Es existieren ganzzahlige Vektoren v0, . . . , v2n−1−1 mit
v =
2n−1−1∑
i=0
viζ
i
2n .
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Dann ist der rationale Teil von vTCv gleich
∑2n−1−1
i=0 v
T
i Cvi und da C positiv definit ist, genügt
es für den Beweis von (i), die Behauptung für ganzzahlige Vektoren v zu beweisen. Setzen wir
v = (a, b, c)T , so ergibt sich
vTCv = 3(a2 + b2 + c2)− 2(ab+ ac+ bc) = a2 + b2 + c2 + (a− b)2 + (a− c)2 + (b− c)2.
Von diesen sechs Summanden verschwinden offensichtlich wenigstens drei nicht und (i) folgt. In
der Situation von (ii) stellt man mit (i) fest, dass die Behauptung gilt, wenn v nicht das ζi2n -faches
eines ganzzahligen Vektors für ein i ∈ Z ist. Ist v ein solches Vielfaches, so folgt die Behauptung
ebenfalls nach einer kurzen Fallunterscheidung aus obiger Gleichung für vTCv.
Bemerkung 1.68. (i) Es sei (u, bu) ein B-Element mit Cartanmatrix
Cbu = 2n
2 1 11 2 1
1 1 2

für ein n ∈ N relativ zu einer Z IBr(bu)-Basis. Man ermittelt leicht, dass Cbu die Elementar-
teiler 2n, 2n und 2n+2 hat. Die zu bu gehörige Defektgruppe hat also die Ordnung 2n+2. Nun
ist duC−1bu du
T die Beitragsmatrix zum B-Element (u, bu) und die Matrix C aus Lemma 1.67
ist gerade 2n+2C−1bu . Wir werden Lemma 1.67 häufig in dieser Situation im Zusammenspiel
mit Satz 1.65 ausnutzen.
(ii) Ist (u, bu) ein B-Element mit Cartanmatrix
Cbu = 2n
2 1 11 2 .
1 . 2

für ein n ∈ N relativ zu einer Z IBr(bu)-Basis, so berechnet man1 1 .. −1 .
. . 1
T Cbu
1 1 .. −1 .
. . 1
 = 2n
2 1 11 2 1
1 1 2
 .
In diesen Situationen kann also ebenfalls Lemma 1.67 angewandt werden.
1.13 Die ∗-Konstruktion
Die ∗-Konstruktion wurde von Broué und Puig in [18] eingeführt und bietet eine Möglichkeit mit
verallgemeinerten Charakteren von D verallgemeinerte Charaktere von B zu konstruieren.
Definition 1.69. Einen verallgemeinerten Charakter λ von D nennen wir F-stabil, wenn für
x, y ∈ D mit x ∼F y stets λ(x) = λ(y) gilt.
Für ein B-Element (u, bu), ϕ ∈ IBr(bu) und g ∈ CG(u) definieren wir nun
ϕ˜(g) :=
{
ϕ(s) falls g = us mit s ∈ CG(u)p′
0 sonst
.
Es sei nun R ein Repräsentantensystem der G-Konjugationsklassen von B-Elementen. Dann gilt
für verallgemeinerte Charaktere χ von B
χ =
∑
(u,bu)∈R
∑
ϕ∈IBr(bu)
duϕ(χ)ϕ˜G.
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Definition 1.70. Ist λ ein F-stabiler verallgemeinerter Charakter von D und χ ein verallgemei-
nerter Charakter von B, so sei
λ ∗ χ =
∑
(u,bu)∈R
∑
ϕ∈IBr(bu)
λ(u)duϕ(χ)ϕ˜G.
Dann folgt:
Satz 1.71 (Broué-Puig, [18, Theorem]). Ist λ ein F-stabiler verallgemeinerter Charakter von D
und χ ein verallgemeinerter Charakter von B, so ist λ ∗χ ein verallgemeinerter Charakter von B.
Man zeigt auch (vgl. [80, Lemma 10]), dass in dieser Situation
duϕ(λ ∗ χ) = λ(u)duϕ(χ)
für die verallgemeinerten Zerlegungszahlen zu (u, bu) gilt. Speziell für den regulären Charakter von
D ergibt sich dann:
Satz 1.72. Ist λ der reguläre Charakter von D, so gilt für χ ∈ Irr0(B) und ψ ∈ Irr(B) stets
(λ ∗ χ, ψ)G 6= 0. Der Charakter ψ ist also irreduzibler Summand (mit Vorfaktor) von λ ∗ χ.
Beweis. Der Beitrag m1χψ ist bekanntlich rational und verschwindet nach Satz 1.64 nicht. Da λ
nur auf 1 nicht verschwindet, folgt (λ ∗ χ, ψ)G = |D|m1χψ 6= 0.
Insbesondere erhält man durch ∗-Konstruktion von χ ∈ Irr0(B) mit allen Elementen einer Basis
des Z-Moduls der F-stabilen Charaktere also alle irreduziblen Charaktere von B als irreduzible
Summanden. Der obige Beweis dieser Beobachtung stammt von Benjamin Sambale.
Für F-stabile lineare Charaktere von D können wir mehr über die ∗-Konstruktion sagen:
Definition 1.73. Die Fokalgruppe foc(F) = foc(B) von F bzw. B ist die Untergruppe von D, die
durch die Elemente uv−1 mit u, v ∈ D und u ∼F v erzeugt wird.
Man zeigt leicht, dass die Fokalgruppe die Kommutatorgruppe D′ enthält.
Satz 1.74 (Broué-Puig, [18, Corollary]). Die Gruppe Irr(D/ foc(F)) operiert durch ∗-Konstruktion
auf Irr(B).
Offenbar erhält diese Operation die Grade der Charaktere. Über die Einschränkung der Operation
auf Charaktere von Höhe 0 kann man noch mehr sagen:
Satz 1.75 (Robinson, [70, Section 1]). Die Operation von Irr(D/ foc(F)) auf Irr0(B) ist frei.
Wie in [65, Section 1.2] bemerkt, folgt dies auch bereits aus [17, Theorem 1.5].
Das folgende Resultat beschäftigt sich mit Bahnlängen der Operation von Irr(D/ foc(F)). Als
Anwendung erhalten wir eine Beschreibung von Untergruppen von Irr(D/ foc(F)), die auf ganz
Irr(B) frei operieren. Die Argumentation ist im Wesentlichen dem Beweis von [70, Theorem 2]
entnommen.
Lemma 1.76. Für die Operation von Irr(D/ foc(F)) auf Irr(B) gelten:
(i) Sind λ ∈ Irr(D/ foc(F)) und χ ∈ Irr(B) mit λ ∗ χ = χ, so gilt Z(D) ≤ ker(λ).
(ii) Die Länge jeder Bahn ist ein Vielfaches von |Z(D) : Z(D) ∩ foc(F)|.
(iii) Hat eine Untergruppe F ≤ Irr(D/ foc(F)) trivialen Schnitt mit Irr(D/Z(D) foc(F)), so ist
die auf F eingeschränkte Operation frei.
Beweis. Es seien λ ∈ Irr(D/ foc(F)) und χ ∈ Irr(B) mit λ ∗χ = χ beliebig gegeben. Für z ∈ Z(D)
gilt dann λ(z)du(χ) = du(χ). Da du(χ) nicht vollständig verschwindet, ist λ(z) = 1 und somit
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z ∈ ker(λ). Die Aussage (i) folgt. Es ergibt sich auch, dass die Ordnung des Stabilisators von χ
höchstens |D : Z(D) foc(F)| ist. Die Bahnlänge von χ ist also mindestens
|D : foc(F)|
|D : Z(D) foc(F)| = |Z(D) foc(F) : foc(F)| = |Z(D) : Z(D) ∩ foc(F)|.
Da die Bahnlänge und |Z(D) : Z(D)∩ foc(F)| beides Potenzen von p sind, folgt (ii). Für die dritte
Aussage sei F eine Gruppe mit der gegebenen Eigenschaft. Sind dann λ ∈ F und χ ∈ Irr(B) mit
λ ∗ χ = χ gegeben, so gilt Z(D) ≤ ker(λ) nach (i). Dann ist aber λ ∈ Irr(D/Z(D) foc(F)) und
somit λ = 1Irr1(D). Die Aussage (iii) folgt.
Robinson liefert auch eine nützliche Folgerung daraus.
Korollar 1.77 (Robinson, [70, Corollary 5]). Alle Cartan-Invarianten von B sind durch den Index
|Z(D) : Z(D) ∩ foc(F)| teilbar.
Hieraus folgt wiederum:
Korollar 1.78. Alle Elementarteiler der Cartanmatrix von B sind durch |Z(D) : Z(D) ∩ foc(F)|
teilbar.
Wir nutzen diese Theorie um [79, Lemma 2] geringfügig zu verallgemeinern. Der Beweis ist weit-
gehend zum Beweis von [79, Lemma 2] identisch.
Definition 1.79. Eine Matrix M heißt unzerlegbar, falls es keine Umordnung der Zeilen und
Spalten gibt, sodass M eine direkte Summe kleinerer Matrizen ist. Andernfalls nennen wir M
zerlegbar.
Proposition 1.80. Ist C die Cartanmatrix von B und hat C nur die zwei verschiedenen Ele-
mentarteiler |D| und (eventuell mehrfach) e := |Z(D) : Z(D) ∩ foc(F)|, so ist die Matrix STCS
für jedes S ∈ GL(l(B),Z) unzerlegbar.
Beweis. Wir gehen vom Gegenteil der gewünschten Aussage aus. Sei S also so gewählt, dass
C = ST
(
C1 0
0 C2
)
S
mit C1 ∈ Zm×m und C2 ∈ Z(l(B)−m)×(l(B)−m) für ein m ∈ N mit 1 ≤ m < l(B) gilt. Bekanntlich ist
jeder Eintrag von C durch e teilbar. Die Matrix C˜ := C · e−1 hat also immer noch nur ganzzahlige
Einträge. Zudem besitzt C˜ die Elementarteiler |D|e−1 und (eventuell mehrfach) 1. Es existieren
Matrizen C˜1 ∈ Zm×m und C˜2 ∈ Z(l(B)−m)×(l(B)−m) mit
C˜ = ST
(
C˜1 0
0 C˜2
)
S.
Ohne Einschränkung gehen wir von det C˜1 = 1 aus. Es sei Q der Teil der gewöhnlichen Zerlegungs-
matrix, der zu C1 gehört, d.h. es ist QTQ = C1. Nach Lemma 1.76 tritt in Q jede Zeile e-fach auf.
Ist Q˜ die
(
k(B)e−1 ×m)-Matrix, die entsteht, wenn man jede dieser e identischen Zeilen durch
nur eine Zeile mit diesen Einträgen ersetzt, so gilt Q˜T Q˜ = C1 · e−1 = C˜1. Aus der Formel von
Binet-Cauchy folgt dann
1 = det C˜1 =
∑
V⊆{1,...,k(B)e−1}
|V |=m
detQTVQV ,
wobeiQV die (m×m)-Teilmatrix von Q˜ ist, die gerade die zu den Elementen von V gehörigen Zeilen
von Q˜ enthält. Es ist zu bemerken, dass hieraus insbesondere k(B)e−1 ≥ m folgt. Da die Determi-
nanten detQTVQV ganzzahlig und nichtnegativ sind, existiert also ein V , sodass detQTVQV = 1 ist
und sodass die übrigen Determinanten verschwinden.
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Wir bezeichnen die Zeilen von Q˜ mit q1, . . . , qk(B)e−1 . Ohne Einschränkung sind q1, . . . , qm Q-
linear unabhängig. Ist i > m, so sind q1, . . . , qj−1, qj+1, . . . , qm und qi für beliebiges j ∈ {1, . . . ,m}
hingegen linear abhängig. Nach dem Austauschsatz von Steinitz ist qi der Nullvektor, d.h. alle Zeilen
von Q˜ außer den ersten m verschwinden. Somit verschwinden nach einer geeigneten Anordnung
gerade die ersten e ·m Zeilen von Q nicht.
Es sei nun (u, bu) ein B-Element mit u ∈ (Z(D) ∩ foc(F)) \ {1}. Solch ein u existiert, da F nicht
nilpotent ist und somit foc(F) 6= 1 gilt. Dann ist jede Spalte von du orthogonal zu jeder Spalte
von Q. Da u ∈ foc(F) ist, sind auch in du die Zeilen zu Irr(Z(D)/Z(D) ∩ foc(F))-konjugierten
Charakteren identisch. Somit verschwinden die ersten e ·m Einträge von du in allen Spalten. Das
ist jedoch wegen u ∈ Z(D) ein Widerspruch. Folglich existiert ein solches S nicht.
Es seien λ und µ F-stabile Charaktere von D. Sind uns die Beiträge muχχ für einen Charakter χ
von B und alle B-Elemente (u, bu) aus einem Repräsentantensystem R der G-Konjugationsklassen
von B-Elementen bekannt, so können wir mit Satz 1.63 das Skalarprodukt
(λ ∗ χ, µ ∗ χ)G =
∑
(u,bu)∈R
λ(u)µ(u)muχχ
berechnen. Aus diesem Skalarprodukt werden wir häufig auf die Struktur der irreduziblen Sum-
manden von λ ∗ χ und µ ∗ χ schließen. Wir beenden den Unterabschnitt mit zwei Hilfsresultaten
zu speziellen Situationen, die hierbei auftreten können.
Lemma 1.81. Es sei k ∈ N und χ ∈ Irr(B). Für F-stabile verallgemeinerte Charaktere λ1, . . . , λk
von D gelte (λi ∗χ, λj ∗χ)G = r+ δij für ein r ∈ {1, 2} und i, j ∈ {1, . . . , k}. Weiter gelte eine der
folgenden Bedingungen:
(i) k ≤ 2;
(ii) r = 1, k = 3 und es existiert ein B-Element (u, bu), sodass 12 (λ1 + λ2 − λ3)(u) 6= ±1 und
sodass du(χ) nicht verschwindet;
(iii) r = 1 und k ≥ 4;
(iv) r = 2, k = 4 und es existiert ein B-Element (u, bu), sodass 13 (λ1 + λ2 + λ3 − 2λ4)(u) 6= ±1
und sodass du(χ) nicht verschwindet;
(v) r = 2 und k ≥ 5.
Dann existieren im Fall r = 1 verschiedene Charaktere χ1, ψ1, . . . , ψk ∈ Irr(B) und Vorzeichen
1, δ1, . . . , δk mit
λi ∗ χ = 1χ1 + δiψi
für i ∈ {1, . . . , k}. Für r = 2 existieren verschiedene Charaktere χ1, χ2, ψ1, . . . , ψk ∈ Irr(B) und
Vorzeichen 1, 2, δ1, . . . , δk mit
λi ∗ χ = 1χ1 + 2χ2 + δiψi
für i ∈ {1, . . . , k}.
Beweis. Wegen (λi ∗ χ, λi ∗ χ)G = r + 1 < 4 ist λi ∗ χ eine vorzeichenbehaftete Summe von genau
r + 1 verschiedenen irreduziblen Charakteren von B. Aus (λi ∗ χ, λj ∗ χ)G = r für i 6= j ergibt
sich, dass λi ∗ χ und λj ∗ χ genau r Summanden gemeinsam haben. Auch die Vorzeichen dieser
Summanden stimmen überein. Für k ≤ 2 ist also nichts mehr zu zeigen.
Wir behandeln nun zunächst den Fall r = 1 und nehmen an, dass die Behauptung falsch ist.
Für k = 3 liefert eine kurze Fallunterscheidung dann die Existenz von verschiedenen Charakteren
χ1, . . . , χ4 ∈ Irr(B) und Vorzeichen 1, . . . , 4 mit:
λ1 ∗ χ = 1χ1 + 2χ2,
λ2 ∗ χ = 1χ1 + 3χ3,
λ3 ∗ χ = 2χ2 + 3χ3.
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Nun folgt jedoch
χ = 12 (λ1 + λ2 − λ3) ∗ χ,
d.h. insbesondere du(χ) = 12 (λ1 + λ2 − λ3)(u)du(χ) für alle B-Elemente (u, bu). In der Situation
von (ii) ist das ein Widerspruch. Ist k > 3, so ergibt sich nach geeigneter Umordnung ebenfalls
obige Gestalt für λ1 ∗ χ, . . . , λ3 ∗ χ. Dann gibt es aber offensichtlich keine Möglichkeit für λ4 ∗ χ
mehr. Das schließt den Fall r = 1 ab.
Nun sei r = 2. Wieder nehmen wir an, dass die Behauptung falsch ist. Für k = 4 führt die Annahme,
dass es in λ1 ∗χ, . . . , λ3 ∗χ insgesamt höchstens vier verschiedene irreduzible Summanden gibt auf
die Situation
λ1 ∗ χ = 1χ1 + 2χ2 + 3χ3,
λ2 ∗ χ = 1χ1 + 2χ2 + 4χ4,
λ3 ∗ χ = 1χ1 + 3χ3 + 4χ4,
λ4 ∗ χ = 2χ2 + 3χ3 + 4χ4
mit verschiedenen χ1, . . . , χ4 ∈ Irr(B) und Vorzeichen 1, . . . , χ4. Dann ist
χ1 =
1
3 (λ1 + λ2 + λ3 − 2λ4) ∗ χ
und wie im Fall (ii) oben ergibt sich ein Widerspruch in der Situation von (iv). Es gibt also in λ3∗χ
einen irreduziblen Summanden, der in λ1 ∗ χ und λ2 ∗ χ nicht auftaucht. Dann führt eine kurze
Fallunterscheidung auf die Behauptung im Fall (iv). Ist k ≥ 5 und die Behauptung falsch, so folgt
wieder, dass λ1 ∗ χ, . . . , λ4 ∗ χ die oben angegebene Form haben. Dann gibt es aber offenbar keine
Möglichkeit für λ5 ∗ χ mehr. Das zeigt die Behauptung für r = 2 in allen angegebenen Fällen.
Bemerkung 1.82. Für r = 2 und k = 3 ist im Lemma die Konstellation
λ1 ∗ χ = 1χ1 + 2χ2 + 3χ3,
λ2 ∗ χ = 1χ1 + 2χ2 + 4χ4,
λ3 ∗ χ = 1χ1 + 3χ3 + 4χ4
für verschiedene Charaktere χ1, . . . , χ4 ∈ Irr(B) und Vorzeichen 1, . . . , 4 ∈ {±1} möglich. Deshalb
kann man Lemma 1.81 nicht ohne Weiteres auf diesen Fall verallgemeinern.
Wie oben festgestellt wurde, operiert die Gruppe Irr(D/ foc(F)) auf Irr(B). Diesen Umstand kön-
nen wir mit dem folgenden Lemma ausnutzen.
Lemma 1.83. Es sei A eine endliche Gruppe, die auf Irr(B) operiert. Diese Operation induziert
auch eine Operation von A auf Z Irr(B). Sind dann χ ∈ Z Irr(B) und r ∈ {1, 2, 3} mit r 6= 3 oder
3 - |A| gegeben, sodass für a, b ∈ A stets
(aχ, bχ)G =
{
r falls a = b,
0 sonst
gilt, so sind die aχ für a ∈ A vorzeichenbehaftete Summen von r verschiedenen irreduziblen Cha-
rakteren von B. Die Mengen der auftretenden irreduziblen Summanden sind dabei für verschiedene
a ∈ A disjunkt.
Beweis. Wegen r < 4 sind die aχ für a ∈ A offenbar tatsächlich Summen (mit Vorzeichen) von
genau r verschiedenen irreduziblen Charakteren. Wir setzen
χ = 1χ1 + . . .+ rχr
für verschiedene χ1, . . . , χr ∈ Irr(B) und Vorzeichen 1, . . . , r ∈ {±1}. Für r = 1 ist offenbar nichts
mehr zu zeigen.
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Sei nun r = 2 und seien verschiedene a, b ∈ A gegeben, sodass die Mengen {aχ1, aχ2} und {bχ1, bχ2}
nicht disjunkt sind. Dann sind diese beiden Mengen wegen (aχ, bχ)G = 0 sogar gleich und es tritt
einer der beiden folgenden Fälle ein:
• bχ = 1aχ1 + 2aχ2,
• bχ = 1aχ2 + 2aχ1.
In beiden Fällen gilt allerdings nicht (aχ, bχ)G = 0 und die Behauptung folgt für r = 2.
Sei nun schließlich r = 3 und 3 - |A|. Wir nehmen an, dass das Resultat falsch ist. Es existiert also
ein Gegenbeispiel (a, b) ∈ A×A mit a 6= b, für das die Mengen {aχ1, aχ2, aχ3} und {bχ1, bχ2, bχ3}
nicht disjunkt sind. Dann existiert auch ein Gegenbeispiel (a, b) mit b = 1 und a 6= 1, wie sich
durch Anwendung von b−1 auf aχ und bχ zeigen lässt. Ohne Einschränkung können wir also von
b = 1 ausgehen. Wir wählen unter solchen Gegenbeispielen eines aus, für das die Ordnung von a
minimal wird. Wegen (χ, aχ)G = 0 können wir ohne Einschränkung von
aχ = 1χ1 − 2χ2 + 4χ4
mit χ4 ∈ Irr(B)\{χ1, χ2, χ3} und 4 ∈ {±1} ausgehen. Offenbar ist aχ2 6= χ2, denn die zugehörigen
Vorzeichen stimmen nicht überein. Wir unterscheiden also zwei Fälle:
• Zunächst sei aχ2 = χ1. Dann ist 2 = 1. Somit folgen auch aχ1 = χ4, 4 = 1, aχ3 = χ2 und
3 = −2 = −1. Wegen a2χ3 = aχ2 = χ1 ist das Paar (a2, 1) ebenfalls ein Gegenbeispiel mit
a2 6= 1. Aus der Minimalität der Ordnung von a folgt dann also, dass ord(a) ≥ 3 ungerade
ist. Wir berechnen:
a2χ = 1χ4 − 1χ1 + 1aχ4.
Wegen aχ3 = χ2 folgt aχ4 6= χ2. Mit (χ, a2χ)G = 0 6= −1 folgt dann in jedem Fall aχ4 = χ3.
Allerdings folgt hieraus (χ, a2χ)G = −2, was ein Widerspruch ist. Diese Situation kann also
nicht eintreten.
• Nun sei aχ2 = χ4. Dann ist 2 = 4. Wir gehen zunächst von aχ1 = χ2 aus. Dann folgen
1 = −2, aχ3 = χ1 und 3 = 1. Wegen a2χ3 = aχ1 = χ2 ist das Paar (a2, 1) ebenfalls
ein Gegenbeispiel mit a2 6= 1. Aus der Minimalität der Ordnung von a folgt wieder, dass
ord(a) ≥ 3 ungerade ist. Wir berechnen:
a2χ = 1χ2 + 1χ4 − 1aχ4.
Wegen aχ3 = χ1 folgt aχ4 6= χ1. Aus (χ, a2χ)G = 0 6= −1 folgt dann aχ4 = χ3, was wie oben
ein Widerspruch ist.
Somit war unsere Annahme aχ1 = χ2 falsch und der Fall aχ1 = χ1 tritt ein. Es folgen
aχ3 = χ2 und 3 = −2. Ist q ein Primteiler der Ordnung von a, so ist auch aqχ1 = χ1,
d.h. aus der Minimalität der Ordnung von a folgt, dass ord(a) 6= 3 eine Primzahl ist. Ist
ord(a) = 2, so ist χ3 = a
2
χ3 = aχ2 = χ4, was ein Widerspruch ist. Im Fall ord(a) > 2
berechnen wir:
a2χ = 1χ1 − 2χ4 + 2aχ4.
Wegen aχ3 = χ2 folgt aχ4 6= χ2. Mit (χ, a2χ)G = 0 6= 1 folgt dann aχ4 = χ3. Da a also
eine Permutation der Ordnung 3 auf {χ1, . . . , χ4} induziert, ergibt sich aus ord(a) 6= 3 ein
Widerspruch.
Wir haben jeden Fall zum Widerspruch geführt. Das zeigt die Behauptung.
Bemerkung 1.84. Ist r = 3, so betrachten wir in obiger Situation den Fall A ∼= C3. Es seien
verschiedene Charaktere χ1, . . . , χ4 ∈ Irr(B) gegeben. Ein gegebener Erzeuger a von A induziere
auf {χ1, . . . , χ4} die Permutation (χ2, χ3, χ4) (in Zykelschreibweise). Ist dann χ := χ1 + χ2 − χ3,
so berechnet man:
aχ = χ1 + χ3 − χ4 und a2χ = χ1 + χ4 − χ2.
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Dieses Beispiel zeigt, dass die Forderung an die Ordnung von A in Lemma 1.83 notwendig ist,
denn die Operation von A genügt offenbar allen übrigen Voraussetzungen von Lemma 1.83. Die
Aussage des Lemmas ist in dieser Situation allerdings falsch.
1.14 Die Cartanmethode
In diesem Unterabschnitt erläutern wir kurz eine Methode zur Berechnung der Cartanmatrix des
Blocks B, welche wir mehrfach verwenden werden. Die folgende Beschreibung der Methode findet
sich im Wesentlichen in [74, Section 4.2].
Algorithmus 1.85. Zur Berechnung der gewöhnlichen Zerlegungsmatrix und der Cartanmatrix
des Blocks B kann man folgendermaßen vorgehen:
(1) Bestimme ein Repräsentantensystem R der G-Konjugationsklassen von B-Elementen mittels
Lemma 1.49!
(2) Berechne die Cartanmatrix Cbu von bu für jedes (u, bu) ∈ R \ {(1, B)} bis auf Basiswahl!
Hierfür kann die Theorie der dominierten Blöcke angewandt werden.
(3) Bestimme alle Möglichkeiten für du für alle B-Elemente (u, bu) ∈ R \ {(1, B)}! Hierfür muss
die Matrixgleichung (du)T du = Cbu gelöst werden.
(4) Bilde die Matrix d˜, welche alle Matrizen du für (u, bu) ∈ R \ {(1, B)} enthält!
(5) Finde eine Basis des Z-Moduls {c ∈ Zk(B) : d˜T c = 0}!
(6) Die k(B) × l(B)-Matrix, welche die Spalten dieser Basis enthält, ist dann die gewöhnliche
Zerlegungsmatrix d1 bis auf Basiswahl.
(7) Wie üblich ist (d1)T d1 die Cartanmatrix von B bezüglich derselben Basis.
Dieses Vorgehen ist in der Regel recht aufwändig und erfordert deshalb die Verwendung von Com-
putern. Für große Defektgruppen ist der Aufwand häufig sogar so groß, dass der Einsatz dieses
Algorithmus nicht mehr sinnvoll ist. Aus diesen Gründen haben wir in dieser Arbeit weitere In-
formationen über die Struktur der verallgemeinerten Zerlegungszahlen genutzt und das Verfahren
entsprechend angepasst. Wir erläutern zwei solche Modifikationen:
• Bekanntlich operiert Irr(D/ foc(B)) durch ∗-Konstruktion auf Irr(B). Allgemeiner operiert
A := Irr(D/F ) für jede Untergruppe F von D mit foc(B) ≤ F auf Irr(B). Für u /∈ F gilt
dann stets ∑
α∈A
α(u) = 0.
Es sei I ein beliebiger A-Orbit und χ ∈ I beliebig gegeben. Für ψ ∈ I gilt dann d1(χ) = d1(ψ),
denn alle Charaktere in A haben Grad 1. Diese Eigenschaft überträgt sich auch auf alle Z-
Linearkombinationen von Spalten gewöhnlicher Zerlegungszahlen. Nun sei c eine beliebige
Spalte von ganzen Zahlen, welche durch die Elemente in Irr(B) indiziert und auf A-Bahnen
konstant ist. Ist dann (u, bu) ∈ R ein B-Element mit u /∈ F und ist ϕ ∈ IBr(bu), so gilt:∑
ψ∈I
duϕ(ψ)c(ψ) =
|I|
|A|
∑
α∈A
duϕ(α ∗ χ)c(α ∗ χ) =
|I|
|A|
∑
α∈A
α(u)duϕ(χ)c(χ) = 0.
Eine solche Spalte c ist also bereits zu allen Spalten von Zerlegungszahlen in du für (u, bu) ∈ R
und u /∈ F orthogonal.
Zur Vereinfachung des obigen Algorithmus können wir also zuerst alle A-Bahnen von Irr(B)
ermitteln und uns anschließend in Schritt (2) bis (4) auf B-Elemente (u, bu) ∈ R \ {(1, B)}
mit u ∈ F beschränken. Anschließend ermitteln wir in Schritt (5) eine Basis des Z-Moduls
{c ∈ Zk(B) : d˜T c = 0 und c(χ) = c(ψ) für χ, ψ ∈ Irr(B) mit ψ ∈ A ∗ χ}.
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• Die Gruppe G operiert ebenfalls auf Irr(B). Diese Operation haben wir in Unterabschnitt 1.11
für p = 2 untersucht. Wir beschränken uns auch hier auf diesen Fall. Es sei I eine beliebi-
ge G-Bahn von Irr(B). Weiter sei χ ∈ I. Für ψ ∈ I gilt dann d1(χ) = d1(ψ), denn die
Zerlegungszahlen in d1 sind rational. Es sei c eine beliebige Spalte von ganzen Zahlen, wel-
che durch die Elemente in Irr(B) indiziert und auf G-Bahnen konstant ist. Dann gilt für
(u, bu) ∈ R \ {(1, B)} mit ord(u) = 2k, ϕ ∈ IBr(bu) und i ∈ {1, . . . , 2k−1 − 1} stets:∑
ψ∈I
auϕ,i(ψ)c(ψ) =
|I|
|G|
∑
γ∈G
auϕ,i(γχ)c(γχ) =
|I|
2|G|
∑
γ∈G
(auϕ,i(γχ) + auϕ,i(α·γχ))c(χ)
= |I|2|G|
∑
γ∈G
0 · c(χ) = 0.
Hierbei sei α der Galois-Automorphismus ζ 7→ ζ2k−l−1+1 für ζ := ζ2k , wobei l ∈ N0 maximal
mit 2l | i gewählt ist. Man zeigt leicht, dass dann stets α(ζi) = −ζi gilt, woraus obige
Gleichung folgt. Die Spalte c ist also bereits zu den nichtrationalen Parts von Spalten von
Zerlegungszahlen in du für (u, bu) ∈ R orthogonal.
Zur Vereinfachung des obigen Algorithmus können wir folglich zuerst die G-Bahnen von
Charakteren in Irr(B) ermitteln. Anschließend können wir uns in den Schritten (3) und (4)
auf die Bestimmung von au0 für (u, bu) ∈ R\{(1, B)} beschränken. Dann ermitteln wir in (5)
eine Basis des Z-Moduls
{c ∈ Zk(B) : d˜T c = 0 und c(χ) = c(ψ) für χ, ψ ∈ Irr(B) mit ψ ∈ Gχ}.
1.15 Morita-Äquivalenz
In diesem Abschnitt führen wir mit der Morita-Äquivalenz einen Äquivalenzbegriff der Darstel-
lungstheorie ein. Wir nehmen dafür an, dass A und B Gruppenalgebren oder Blöcke über O sind,
obwohl viele Aussagen für allgemeine Algebren wahr sein werden. Wie üblich bezeichnen wir für
einen A-LinksmodulM und einen A-RechtsmodulN das Tensorprodukt vonM undN mitM⊗AN .
Nun können wir den Begriff der Morita-Äquivalenz definieren.
Definition 1.86. Ein Morita-Kontext ist ein 6-Tupel (A,B,M,N,Φ,Ψ) mit den folgenden Ei-
genschaften:
• M ist ein B-A-Bimodul,
• N ist ein A-B-Bimodul,
• Φ : M ⊗A N → B ist ein B-B-Bimodulhomomorphismus,
• Ψ : N ⊗B M → A ist ein A-A-Bimodulhomomorphismus,
• für m,m′ ∈M und n, n′ ∈ N gilt
Φ(m⊗ n)m′ = mΨ(n⊗m′) und Ψ(n⊗m)n′ = nΦ(m⊗ n′).
Definition 1.87. Ist (A,B,M,N,Φ,Ψ) ein Morita-Kontext, für den Φ und Ψ surjektiv sind, so
sagt man, dass A und B Morita-äquivalent sind.
Gegebenenfalls sind Φ und Ψ sogar bijektiv. Die Abbildungen P 7→ M ⊗A P und Q 7→ N ⊗B
Q induzieren zueinander inverse Bijektionen zwischen der Menge der Isomorphieklassen von A-
Linksmoduln und der Menge der Isomorphieklassen von B-Linksmoduln. Deswegen ist die Dar-
stellungstheorie Morita-äquivalenter Algebren im Wesentlichen identisch. Ist ein p-Block B zu einer
Gruppenalgebra OH einer endlichen Gruppe H Morita-äquivalent, so übertragen sich beispiels-
weise die folgenden Eigenschaften:
• Die Cartanmatrizen von B und OH stimmen überein.
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• k(B) = k(H) und ki(B) ist die Anzahl der irreduziblen Charaktere von H, deren Grad die
Form pir mit p - r hat.
• l(B) = l(H).
Wir geben einige Beispiele für Morita-äquivalente Algebren an.
Beispiel 1.88. (i) Sind A und B isomorph, so sind sie auch Morita-äquivalent.
(ii) Für n ∈ N ist A Morita-äquivalent zur Matrixalgebra An×n.
(iii) Ist B ein nilpotenter Block mit Defektgruppe D, so sind B und OD nach Satz 1.46 Morita-
äquivalent.
(iv) Ist B ein Block mit normaler Defektgruppe D, so ist B nach [47] Morita-äquivalent zu ei-
ner sogenannten verschränkten Gruppenalgebra Oγ [D o I(B)] mit γ ∈ H2(I(B),F×). Die
Definition einer verschränkten Gruppenalgebra findet sich in [69, 47]. In den für diese Ar-
beit relevanten Fällen wird γ stets trivial sein. Dann ist die verschränkte Gruppenalgebra
Oγ [D o I(B)] isomorph zur Gruppenalgebra O[D o I(B)].
Für das letzte Beispiel geben wir einige Eigenschaften der zweiten Kohomologiegruppe H2(H,F×)
an.
Satz 1.89. Ist H eine endliche Gruppe, so gelten:
(i) H2(H,F×) ist eine endliche p′-Gruppe.
(ii) Ist H eine p-Gruppe, so ist H2(H,F×) trivial.
(iii) Für zyklisches H ist H2(H,F×) trivial.
(iv) Gilt für jede Primzahl q und jede q-Sylowgruppe Q von H stets H2(Q,F×) = 1, so ist
H2(H,F×) = 1.
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2 Problemstellung
In diesem Abschnitt sei B ein p-Block von OG für eine Primzahl p. Der Block B habe die Defekt-
gruppe D und das Fusionssystem F . Ziel dieser Arbeit wird es sein, die folgenden Blockinvarianten
in Abhängigkeit von D und F zu bestimmen:
• k(B),
• ki(B) für i ≥ 0,
• l(B).
Manchmal wird es nötig sein, auch die Cartanmatrix CB von B zu berechnen. Allerdings wird
dies üblicherweise nur bis auf Wahl einer Z IBr(B)-Basis möglich sein. Obgleich es für die von uns
untersuchten Fälle stets gilt, ist zu beachten, dass im Allgemeinen obige Invarianten nicht eindeutig
durch D und F bestimmt sind (siehe etwa [50, Proposition 2.1]).
Nach der Berechnung der Invarianten können die bekannten Vermutungen der Blocktheorie für
diesen Fall verifiziert werden. Wir geben fünf wichtige Beispiele für solche Vermutungen an.
Vermutung 2.1 (Brauers k(B)-Vermutung, [11]). Ist B ein Block mit Defektgruppe D, so gilt
k(B) ≤ |D|.
Vermutung 2.2 (Olsson-Vermutung, [60]). Für einen Block B mit Defektgruppe D gilt k0(B) ≤
|D : D′|.
Vermutung 2.3 (Brauers Höhe-Null-Vermutung, [7]). Ein Block B hat genau dann eine abelsche
Defektgruppe, wenn k(B) = k0(B) ist.
Eine Richtung dieser Äquivalenz wurde in [42] bewiesen. Die Rückrichtung ist noch offen.
Vermutung 2.4 (Alperin-McKay Vermutung, [1]). Ist B ein Block mit Defektgruppe D und
Brauer-Korrespondenten b in NG(D), so gilt k0(B) = k0(b).
Um schließlich die Gewichts-Vermutung von Alperin formulieren zu können, benötigen wir noch den
Begriff des B-Gewichts. Sei hierfür P eine p-Untergruppe von G und β ein Block von O[NG(P )/P ]
mit Defekt 0. Es existiert ein eindeutiger Block b ∈ Bl(ONG(P )), der β dominiert. Ist dann B der
Brauer-Korrespondent von b in G, so nennt man das Paar (P, β) ein B-Gewicht von G. Durch
g(P, β) = (gP, gβ)
operiert G auf der Menge der B-Gewichte. Hierbei ist gβ wie üblich ein Block von O[NG(gP )/gP ].
Vermutung 2.5 (Alperins Gewichts-Vermutung, [2]). Für jeden Block B ist l(B) die Anzahl der
Konjugationsklassen von B-Gewichten.
Zur Überprüfung dieser Vermutung werden wir in dieser Arbeit häufig [39, Proposition 5.4] nutzen,
wo eine Formel zur Berechnung der Anzahl der Konjugationsklassen von B-Gewichten mittels
Daten aus dem Fusionssystem gegeben wird.
In den letzten Jahren wurden für mehrere der obigen Vermutungen Reduktionen auf quasi-einfache
Gruppen durchgeführt. Beispiele hierfür sind [57, 85, 86]. Ziel solcher Reduktionen ist die anschlie-
ßende Überprüfung aller Fälle mit Hilfe der Klassifikation der endlichen einfachen Gruppen.
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3 Abelsche Erweiterungen von Defektgruppen
Dieser Abschnitt ist im Wesentlichen der Berechnung von Cartanmatrizen von Blöcken mit De-
fektgruppen D2n × A und Q2n × A für n ≥ 3 gewidmet, wobei A eine abelsche 2-Gruppe ist. Das
Fusionssystem der Blöcke habe hierbei die Form F ′×FA(A), wobei F ′ ein beliebiges Fusionssystem
auf D2n bzw. Q2n sei. Blöcke dieser Art tauchen in späteren Abschnitten als dominierte Blöcke
auf. Die Kenntnis der Cartanmatrix dieser Blöcke ist dann unerlässlich, um gute Abschätzungen
für die Anzahl der irreduziblen Charaktere zu erhalten.
3.1 Defektgruppen D2n × A
In diesem Unterabschnitt bestimmen wir Blockinvarianten und die Cartanmatrix von 2-Blöcken B
von G mit Defektgruppe D := D2n × A für n ≥ 2. Hierbei sei A eine beliebige abelsche 2-Gruppe
und das Fusionssystem F habe die Form F = F ′ ×FA(A), wobei F ′ ein beliebiges Fusionssystem
auf D2n ist. Genauer zeigen wir den folgenden Satz.
Satz 3.1. Es sei B ein Block mit Defektgruppe D und Fusionssystem F = F ′ ×FA(A), wobei F ′
ein beliebiges Fusionssystem auf D2n ist. Dann ist k(B) = (2n−2 + 3)|A|, k0(B) = 4|A|, k1(B) =
(2n−2 − 1)|A| und l(B) ∈ {1, 2, 3} abhängig vom Fusionssystem F ′. Ebenfalls abhängig von F ′ hat
B die Cartanmatrix
|A|(2n), |A|
(
2n−2 + 1 2
2 4
)
oder |A|
2n−2 + 1 1 11 2 .
1 . 2

bis auf Basiswahl. Ist n = 2, so tritt der Fall l(B) = 2 mit der zugehörigen Cartanmatrix nicht
auf.
Den nilpotenten Fall können wir mit Satz 1.46 behandeln. Gegebenenfalls ist l(B) = 1, k(B) =
k(D) = (2n−2 + 3)|A|, k0(B) = k1(D) = |D : D′| = 4|A| und |D| lässt sich als Summe von k(B)
Quadratzahlen schreiben, wobei genau k0(B) davon gleich 1 sind. Wegen 4|A|+ (2n−2− 1)|A| · 4 =
2n|A| = |D|, folgt k1(B) = k2(D) = (2n−2 − 1)|A| und ki(B) = 0 für i ≥ 2.
Wir können uns also nun auf den Fall beschränken, in dem F ′ und damit F nicht nilpotent ist.
Im Fall n = 2 ist D abelsch mit Trägheitsindex 3 und Resultate von Puig und Usami (siehe [87,
66]) liefern eine perfekte Isometrie zwischen B und seinem Brauer-Korrespondenten b in NG(D).
Für die recht komplizierte Definition einer perfekten Isometrie verweisen wir auf [14, 29]. Nach
[47] ist b weiter Morita-äquivalent zu einer verschränkten Gruppenalgebra Oγ [A4 × A] mit γ ∈
H2(C3,C×) = 1 (siehe Satz 1.89), d.h. b ist Morita-äquivalent zur Gruppenalgebra O[A4×A]. Die
Behauptung folgt dann elementar. Auch der Grenzfall A = 1 wurde bereits in [8, 19] behandelt.
Deswegen können wir im Folgenden von n ≥ 3 und A > 1 ausgehen. Schließlich verweisen wir auch
auf [76], wo die Blockinvarianten für zyklisches A berechnet wurden.
Im Folgenden gehen wir induktiv davon aus, dass wir Satz 3.1 bereits für alle Blöcke mit De-
fektgruppe D2n˜ × A˜ mit 2 ≤ n˜ ≤ n, |A˜| ≤ |A| und |D2n˜ × A˜| < |D2n × A| gezeigt haben. Wir
schreiben
D = 〈x, y〉 ×A
mit x2n−1 = y2 = 1 und yxy−1 = x−1. Bekanntlich gibt es dann für das Fusionssystem F ′ auf 〈x, y〉
bis auf Äquivalenz genau zwei nichtnilpotente Fälle. Diese unterscheiden sich in der Anzahl von
F ′-Konjugationsklassen wesentlicher Untergruppen. Diese Anzahl bezeichnen wir mit r ∈ {1, 2}.
Wir beginnen mit einer Beschreibung der G-Konjugationsklassen von B-Elementen. Hierbei be-
schränken wir uns für r = 1 auf den Fall, in dem 〈x2n−2 , xy〉 × A ∼= C22 × A wesentlich ist. Der
andere Fall verläuft analog.
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Lemma 3.2. Ist r = 2, so bilden (xia, bxia) für a ∈ A und i ∈ {0, . . . , 2n−2} ein Repräsen-
tantensystem R der G-Konjugationsklassen von B-Elementen. Im Fall r = 1 kommen noch die
B-Elemente (ya, bya) mit a ∈ A hinzu. Für (u, bu) ∈ R hat hierbei bu stets die Defektgruppe
CD(u).
Beweis. Die Elemente xia, ya und xya bilden für a ∈ A und i ∈ {0, . . . , 2n−2} gerade ein Reprä-
sentantensystem der Konjugationsklassen von D. Ist r = 1, so fusioniert der Automorphismus der
Ordnung 3 auf 〈x2n−2 , xy〉 × A für a ∈ A jeweils die Konjugationsklassen von x2n−2a und xya.
Im Fall r = 2 werden diese Konjugationsklassen durch den Automorphismus der Ordnung 3 auf
〈x2n−2 , y〉 ×A zusätzlich jeweils mit der Konjugationsklasse von ya fusioniert. Da die Erzeugnisse
der gegebenen Elemente offenbar jeweils vollständig F-normalisiert sind, folgt die Behauptung nun
mit Lemma 1.49.
Die Bezeichnung R für das Repräsentantensystem werden wir im Folgenden ohne weitere Referenz
verwenden. Nun berechnen wir die Fokalgruppe des Blocks.
Lemma 3.3. Es ist
foc := foc(F) =

〈x2〉 falls r = 0,
〈x2, xy〉 falls r = 1,
〈x, y〉 falls r = 2.
Beweis. Ist r = 0, d.h. F nilpotent, so gilt bekanntlich foc = D′ = 〈x2〉. Im Fall r = 1 sind
zusätzlich nach dem Beweis von Lemma 3.2 jeweils für a ∈ A die Elemente der Form x2n−2a und
x2k+1ya für k ∈ Z in F konjugiert. Die Gruppe foc wird also erzeugt von x2 und x2k+1+2n−2y für
k ∈ Z, d.h. foc = 〈x2, xy〉. Für r = 2 gilt analog foc = 〈x2, xy, y〉 = 〈x, y〉.
Aus dem letzten Lemma folgt auch, dass stets Irr(A) als Untergruppe von Irr(D/ foc) aufgefasst
werden kann. Mit Lemma 1.76 ergibt sich dann sogar, dass Irr(A) frei auf Irr(B) operiert. Diese
Eigenschaft ist der Schlüssel zur Bestimmung der Cartanmatrix von B. Zunächst ermitteln wir
jedoch die numerischen Blockinvarianten.
Lemma 3.4. Olssons Vermutung k0(B) ≤ |D : D′| = 4|A| ist erfüllt.
Beweis. Wir betrachten das B-Element (x, bx) ∈ R. Der Block bx ist nilpotent mit Defektgruppe
〈x〉 × A. Da x und x−1 via y konjugiert sind, ist ax0(χ) für χ ∈ Irr0(B) nach Lemma 1.61 unge-
rade. Das Skalarprodukt (ax0 , ax0) hat nach Proposition 1.57 den Wert 4|A|. Zusammen ergibt sich
k0(B) ≤ 4|A|.
Proposition 3.5. Für die Blockinvarianten gilt stets
k(B) = (2n−2 + 3)|A|, k0(B) = 4|A| und k1(B) = (2n−2 − 1)|A|.
Zudem ist l(B) = r + 1.
Beweis. Zunächst berechnen wir k(B) − l(B) unter Anwendung von Satz 1.50. Für a ∈ A \ {1}
dominiert ba einen Block ba ∈ Bl(O[CG(a)/〈a〉]) mit Defektgruppe D/〈a〉 ∼= D2n × A/〈a〉. Nach
Induktion gilt l(ba) = l(ba) = r + 1. Ist a ∈ A und v = xi für i ∈ {0, . . . , 2n−2} oder v = y
(für r = 1), so sind die Blöcke bva nilpotent. Somit gilt l(bva) = 1. Summieren wir nun über alle
B-Elemente in Lemma 3.2, so ergibt sich
k(B) =
∑
(u,bu)∈R
l(bu) = l(B) + (|A| − 1)(r + 1) + (2n−2 + 2− r)|A| = l(B) + (2n−2 + 3)|A| − r − 1
bzw. k(B)− l(B) = (2n−2 + 3)|A| − r − 1.
Wir betrachten den Block ba für ein beliebiges a ∈ A\{1}. Wegen a ∈ Z(F) ist l(B) ≥ l(ba) = r+1
nach Satz 1.51. Somit ist k(B) ≥ (2n−2+3)|A|. Für die umgekehrte Ungleichung betrachten wir das
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B-Element (x2n−2 , bx2n−2 ). Der Block bx2n−2 ist nilpotent und wegen x2
n−2 ∈ Z(D) verschwindet
keine der Zerlegungszahlen dx2
n−2
(χ) für χ ∈ Irr(B). Wegen ord(x2n−2) = 2 sind diese Zerlegungs-
zahlen ganze Zahlen. Anwendung von Satz 1.64 und Lemma 3.4 ergibt nun
2n · |A| =
∑
χ∈Irr(B)
dx
2n−2
(χ)2 ≥ k0(B)+4(k(B)−k0(B)) ≥ 4|A|+4((2n−2 +3)|A|−4|A|) = 2n · |A|.
Folglich herrscht an jeder Stelle Gleichheit und es folgen k(B) = (2n−2 + 3)|A|, k0(B) = 4|A| und
k1(B) = (2n−2− 1)|A|. Wegen k(B)− l(B) = (2n−2 + 3)|A|− r− 1 gilt außerdem l(B) = r+ 1.
Proposition 3.5 zeigt auch alle Vermutungen, die wir in Abschnitt 2 aufgelistet haben. Alperins
Gewichtsvermutung folgt hierbei wie in [76, Theorem 4.1]. Um nun die Cartanmatrix von B be-
rechnen zu können, benötigen wir zunächst einige Informationen über die Elementarteiler dieser
Matrix.
Lemma 3.6. Die Cartanmatrix von B hat die Elementarteiler 2n|A| und |A|. Hierbei tritt der
Elementarteiler |A| genau r Mal auf.
Beweis. Bekanntlich ist 2n|A| = |D| Elementarteiler von CB und es genügt nach Proposition 3.5,
die übrigen r Elementarteiler zu finden. Nach Korollar 1.78 und Lemma 3.3 sind diese zumindest
durch |A| teilbar. Es genügt also zu zeigen, dass es für 1 ≤ s ≤ n− 1 keinen Elementarteiler 2s|A|
gibt. Hierfür nutzen wir die Theorie der unteren Defektgruppen. Sei also Q ≤ D mit |Q| = 2s|A|
und m(1)B (Q) > 0 gegeben. Wegen |Q| > |A| existieren a ∈ A und g ∈ 〈x, y〉 \ {1} mit ag ∈ Q. Ist
dann b ein Brauer-Korrespondent von B in CG(ag) mit Ordnung der Defektgruppe größer |Q|, so
ist b nilpotent und folglich m(1)b (Q) = 0. Nach Proposition 1.53 ist auch m
(1)
B (Q) = 0. Das ist ein
Widerspruch und zeigt die Behauptung.
Schließlich berechnen wir die Cartanmatrix von B bis auf Basiswahl.
Proposition 3.7. Es existiert eine Z IBr(B)-Basis, sodass die Cartanmatrix von B bezüglich
dieser Basis die Form
|A|
(
2n−2 + 1 2
2 4
)
oder |A|
2n−2 + 1 1 11 2 .
1 . 2

hat.
Beweis. Zunächst stellen wir fest, dass nach Lemma 1.76 und Lemma 3.3 Irr(A) frei auf Irr(B)
operiert. Wir werden uns deshalb im Folgenden auf ein Repräsentantensystem X der Bahnen un-
ter dieser Operation zurückziehen können. Dann befinden sich in X nach Proposition 3.5 genau 4
Charaktere von Höhe 0 und 2n−2 − 1 Charaktere von Höhe 1. Zudem sind die Werte der Zerle-
gungszahlen du zu allen B-Elementen (u, bu) ∈ R mit u ∈ 〈x, y〉 auf den Irr(A)-Bahnen identisch.
Als Erstes betrachten wir nun die Zerlegungszahlen zu x2n−2 und x. Wie im Beweis von Propo-
sition 3.5 gilt dx2
n−2
(χ) = ±2h(χ) für χ ∈ Irr(B). Proposition 1.57 liefert (ax0 , ax0) = 4|A| und
(axi , axi ) = 2|A| für 1 ≤ i ≤ 2n−3 − 1. Nach dem Beweis von Lemma 3.4 ist ax0 für jeden Charakter
der Höhe 0 gleich ±1 und ax0 verschwindet für alle übrigen Charaktere. Da ax0 nach Proposition 1.54
orthogonal zu dx2
n−2
ist, stimmen die Vorzeichen der Höhe 0 Charaktere von X in ax0 und dx
2n−2
genau zweimal überein. Wir ordnen die Charaktere χ1, . . . , χ4 der Höhe 0 in X so an, dass dies für
χ1 und χ3 der Fall ist. Es gibt also Vorzeichen δ1, . . . , δ4, sodass
ax0(χj) =

δ1 falls j = 1,
−δ2 falls j = 2,
δ3 falls j = 3,
−δ4 falls j = 4
und dx
2n−2
(χj) =

δ1 falls j = 1,
δ2 falls j = 2,
δ3 falls j = 3,
δ4 falls j = 4
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ist. An dieser Stelle ist zu bemerken, dass wir die Reihenfolge der Charaktere χ1 und χ3 sowie χ2
und χ4 noch beliebig wählen können (bei gleichzeitiger Umbenennung der Vorzeichen).
Die Einträge von axi auf X sind für 1 ≤ i ≤ 2n−3 − 1 offenbar zweimal ±1 und überall sonst 0. Da
die axi nach Proposition 1.57 und Proposition 1.54 sowohl zueinander als auch zu dx
2n−2 orthogonal
sind, nehmen die axi ihre nichtverschwindenden Werte auf verschiedenen Charakteren an. Insgesamt
gibt es in X also genau fünf Charaktere, auf denen alle axi für 1 ≤ i ≤ 2n−3 − 1 verschwinden.
Wir zeigen, dass dies für χ1, . . . , χ4 und einen Charakter ψ0 von Höhe 1 zutrifft. Hierfür genügt
es zu zeigen, dass dx(χj) = ax0(χj) für alle j ∈ {1, . . . , 4} gilt. Wir nehmen an, dass dies für ein
χj nicht der Fall ist. Dann existiert nach Lemma 1.58 ein m ∈ {1, . . . , 2n−3 − 1} mit dx(χj) =
±1 ± (ζm2n−1 + ζ−m2n−1). Bezeichnen wir mit µA den regulären Charakter von A, so ist bekanntlich
µA =
∑
µ∈Irr(A) µ und somit µA ∗ χj eine Summe von |A| verschiedenen Charakteren von Höhe 0,
d.h. (µA ∗ χj , µA ∗ χj)G = |A|. Der Beitrag des B-Elements (x, bx) zu diesem Skalarprodukt ist
dann
1
2n−1|A|d
x(χj)dx(χj)|A|2 = |A|2n−1
3 + 2n−2−1∑
s=1
αsζ
s
2n−1

für ganze Koeffizienten αs. Summieren wir die Beiträge aller B-Elemente (xt, bx) für ungerades
t, so ergibt sich die Summe 3|A|2n−1 · 2n−3 = 34 |A|. Da ax
t
0 (χj) nach Lemma 1.61 für beliebige
t ∈ {1, . . . , 2n−1 − 1} nicht verschwindet, ist der Beitrag der übrigen B-Elemente dieser Form
analog mindestens |A|4 − |A|2n . Die Summe der Beiträge der bisher betrachteten B-Elemente zum
Skalarprodukt (µA ∗ χj , µA ∗ χj)G ist folglich mindestens |A| − |A|2n . Der Beitrag von (1, B) ist
mindestens |A|2n und somit genau
|A|
2n . Folglich ist m1χjχj =
1
2n|A| .
Wir betrachten die Beitragsmatrix d1C−1B (d1)T und setzen M := d1(2n|A|C−1B )(d1)T . Diese Ma-
trix ist wie 2n|A|C−1B eine symmetrische ganzzahlige Matrix. Betrachten wir die zugehörigen qua-
dratischen Formen, so haben wir soeben gezeigt, dass die quadratische Form zu M die Zahl 1
darstellen kann. Das gilt folglich auch für die quadratische Form zu 2n|A|C−1B . Es existiert also
eine Matrix V ∈ GL(l(B),Z), sodass 2n|A|V C−1B V T direkte Summe von (1) und einer Matrix aus
Mat(l(B) − 1, l(B) − 1,Z) ist. Die Matrix (V T )−1CBV −1 ist folglich direkte Summe von (2n|A|)
und einer Matrix aus Mat(l(B) − 1, l(B) − 1,Z) und somit zerlegbar. Das widerspricht allerdings
Lemma 3.6 und Proposition 1.80. Dieser Widerspruch zeigt, dass die axi für 1 ≤ i ≤ 2n−3−1 genau
auf χ1, . . . , χ4 und einem ψ0 verschwinden.
Sei nun χ ∈ X ein Charakter, für den axi für ein i ∈ {1, . . . , 2n−3 − 1} nicht verschwindet, so ist
nach Lemma 1.58 dx(χ) = ±(ζi2n−1 + ζ−i2n−1). Die Bahn von χ unter der Operation von G enthält
folglich mindestens 2n−e−3 viele verschiedene Einträge auf dx, wobei e die Vielfachheit von 2 in
der Primfaktorzerlegung von i ist. Da Irr(A) die Zerlegungszahlen du zu B-Elementen (u, bu) ∈ R
mit u ∈ 〈x, y〉 invariant lässt, zerfallen die Charaktere von Höhe 1 in X in disjunkte Familien
F0 = {ψ0}, F1, . . . , Fn−3 mit |Fj | = 2j , wobei die Charaktere in den Familien jeweils auf den
rationalen Teil der Zerlegungszahlen zu Elementen in 〈x, y〉 konstant sind. Insbesondere sind also
die Zerlegungszahlen in dx2
n−2
auf den Familien konstant und es gibt Vorzeichen 0, . . . , n−3 mit
dx
2n−2 (χ) = 2j für χ ∈ Fj und 0 ≤ j ≤ n− 3.
Wir bestimmen nun ax2
s
0 für 1 ≤ s ≤ n − 3. Hierfür können wir von n ≥ 4 ausgehen. Induktiv
werden wir
ax
2s
0 (χ) =

δi falls χ = χi und 1 ≤ i ≤ 4,
2j falls χ ∈ Fj und 0 ≤ j ≤ s− 2,
−2s−1 falls χ ∈ Fs−1,
0 falls χ ∈ X sonst
nach einer geeigneten Wahl einer Z IBr(bx2s )-Basis zeigen. Wir nehmen also stets an, dass wir
die obige Gestalt für alle s′ < s bereits gezeigt haben. Für den Beweis werden wir wiederholt
Proposition 1.57 und Proposition 1.54 benutzen und dies nicht explizit erwähnen.
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Es ist (ax2
s
0 , a
x2
s
0 ) = 2s+2|A|. Für s = 1 ist dieses Skalarprodukt also gleich 8|A|. Anwendung
von Lemma 1.61 liefert, dass ax2
s
0 auf Höhe 0 Charakteren den Wert ±1 und auf einem Höhe 1
Charakter den Wert ±2 annimmt. Aus der Struktur der Fj folgt, dass letzteres für ψ0 der Fall ist.
Da ax20 orthogonal zu dx
2n−2 ist, folgt nun nach eventueller Abänderung der Z IBr(bx2)-Basis (um
das Vorzeichen aller Einträge umzukehren), dass die obige Behauptung für s = 1 erfüllt ist.
Sei nun also s ≥ 2. Da ungerade Quadratzahlen kongruent zu 1 modulo 8 sind, 2s+2 aber durch
8 teilbar ist, ergibt sich ax2
s
0 (ψ0) ≡ 2 (mod 4) aus der Struktur der Fj . Es sei jmax maximal
gewählt, sodass die Einträge von ax2
s
0 in Fjmax nicht verschwinden. Sicher ist jmax < s. Zudem ist
ax
2s
0 orthogonal zu dx
2n−2 − ax2s−10 . Nach Induktion verschwindet die Differenz dx
2n−2 − ax2s−10 auf
χ1, . . . , χ4 und auf Fj für j < s−2. Auf Fs−2 ergibt sich der Eintrag 4s−2 und auf allen übrigen Fj
ist der Wert 2j . Nimmt ax
2s
0 also auf Fs−2 oder Fs−1 Werte an, so ist der Wert auf beiden Familien
±2 und nach eventueller Neuwahl der Basis ist ax2s0 (χ) = −2s−1 für χ ∈ Fs−1 und ax
2s
0 (χ) = 2s−2
für χ ∈ Fs−2. Analoge Betrachtungen für dx2
n−2 −ax2t0 und s−2 ≥ t ≥ 1 liefern ax
2s
0 (χ) = 2t−1 für
χ ∈ Ft−1. Ausnutzung der Orthogonalität zu dx2
n−2
ergibt nun die gewünschte Form für ax2
s
0 . Es
verbleibt der Fall jmax < s− 2. Dann betrachten wir die Differenz dx2
n−2 − ax2jmax+10 und erhalten
einen Widerspruch bei der Orthogonalität zu ax2
s
0 . Dieser Widerspruch beendet die Analyse von
ax
2s
0 .
Ist r = 1, so untersuchen wir noch die Zerlegungszahlen in dy. Es ist (dy, dy) = 4|A| und wegen
der Orthogonalität zu ax0 und dx
2n−2 gilt nach eventueller Neuwahl der Z IBr(by)-Basis und nach
eventueller Umsortierung der Paare χ1 und χ3 oder χ2 und χ4
dy(χ) =

δ1 falls χ = χ1,
−δ2 falls χ = χ2,
−δ3 falls χ = χ3,
δ4 falls χ = χ4,
0 falls χ ∈ X sonst.
Nach dieser Untersuchung können wir die Struktur der gewöhnlichen Zerlegungszahlen bis auf eine
Z IBr(B)-Basiswahl bestimmen. Wir nutzen hierfür den Algorithmus aus Unterabschnitt 1.14. Sei
c eine Z-Linearkombination von Spalten von gewöhnlichen Zerlegungszahlen. Die Spalte c ist dann
für n−3 ≥ s ≥ 1 orthogonal zu dx2n−2 −ax2s0 . Analog zu obiger Analyse von ax
2s
0 ergibt sich dabei,
dass ein c˜ ∈ Z mit
c(χ) =
{
c˜j falls χ ∈ Fj und 0 ≤ j ≤ n− 4,
−c˜n−3 falls χ ∈ Fn−3
existiert. Zudem gilt
∑4
i=1 δic(χi) = 2c˜. Nach Orthogonalität zu ax0 gilt
δ1c(χ1)− δ2c(χ2) + δ3c(χ3)− δ4c(χ4) = 0
und im Fall r = 1 ergibt Orthogonalität zu dy die Gleichung
δ1c(χ1)− δ2c(χ2)− δ3c(χ3) + δ4c(χ4) = 0.
Die Spalten von d1 bilden eine Z-Basis des Z-Moduls aller Spalten von ganzen Zahlen, die mit
Irr(B) indiziert sind und zu allen Spalten von nichtgewöhnlichen verallgemeinerten Zerlegungszah-
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len orthogonal sind. Im Fall r = 1 hat d1 also bis auf Basiswahl die Gestalt
d1(χ) =

(0, δ1) falls χ = χ1,
(0, δ2) falls χ = χ2,
(−δ3,−δ3) falls χ = χ3,
(−δ4,−δ4) falls χ = χ4,
(−j , 0) falls χ ∈ Fj und 0 ≤ j ≤ n− 4,
(n−3, 0) falls χ ∈ Fn−3.
Im Fall r = 2 ergibt sich (wiederum bis auf Basiswahl) die Gestalt
d1(χ) =

(0, δ1, 0) falls χ = χ1,
(0, 0, δ2) falls χ = χ2,
(−δ3,−δ3, 0) falls χ = χ3,
(−δ4, 0,−δ4) falls χ = χ4,
(−j , 0, 0) falls χ ∈ Fj und 0 ≤ j ≤ n− 4,
(n−3, 0, 0) falls χ ∈ Fn−3.
Aus der Gestalt von d1 folgt nun jeweils leicht die behauptete Gestalt der Cartanmatrix relativ zu
denselben Z IBr(B)-Basen.
Abschließend ist zu bemerken, dass die hier angegebenen Spalten auch zu sämtlichen Spalten von
Zerlegungszahlen zu du für u /∈ 〈x, y〉 und auch zu den nichtrationalen Parts der Zerlegungszahlen
zu du für u ∈ 〈x, y〉 orthogonal sind. Dies folgt mit den Bemerkungen in Unterabschnitt 1.14.
3.2 Defektgruppen Q2n ∗ A
In diesem Unterabschnitt untersuchen wir Blockinvarianten von 2-Blöcken B von G mit Defekt-
gruppe D := Q2n ∗ A, wobei n ≥ 3 und A eine beliebige nichttriviale abelsche 2-Gruppe ist. Das
Zentralprodukt Q2n ∗ A ist hierbei als beliebiger Quotient (Q2n × A)/〈qa〉 mit q ∈ Z(Q2n) \ {1}
und a ∈ A \ {1} zu verstehen.
Wir bringen diese Gruppen zunächst in eine für uns angenehmere Form. Hierfür sei a˜ ∈ A/〈a2〉
gegeben, sodass 〈a˜〉 ein Komplement in A/〈a2〉 besitzt und sodass ein k ∈ Z mit a〈a2〉 = a˜k
existiert. Wir finden ein solches Element nach dem Klassifikationssatz endlich erzeugter abelscher
Gruppen. Bezeichnen wir mit k2 die größte Potenz von 2, die Teiler von k ist, so sieht man nun
leicht, dass (Q2n ×A)/〈qa〉 ∼= (Q2n ∗C2k2)× (A/〈a2〉)/〈a˜〉 ist. Hierbei ist Q2n ∗C2k2 der Quotient
von Q2n×C2k2 nach der Untergruppe der Ordnung 2, die in keinem der beiden Faktoren enthalten
ist. Man zeigt weiter leicht Q2n ∗ C2 ∼= Q2n . Den zugehörigen Fall D ∼= Q2n ×A behandeln wir in
Unterabschnitt 3.3.
Wir gehen also im Folgenden von D ∼= (Q2n ∗C2m)×A für ein m ≥ 2 und eine abelsche 2-Gruppe
A aus. In diesem Abschnitt behandeln wir zudem nur die Fälle, in denen das Fusionssystem F
von B die Form F ′ × FA(A) hat, wobei F ′ ein beliebiges Fusionssystem auf Q2n ∗ C2m ist. Wir
schreiben
D = 〈x, y, z〉 ×A
mit x2n−1 = 1, x2n−2 = y2 = z2m−1 , yxy−1 = x−1 und [x, z] = [y, z] = 1. Es ist zu bemerken, dass
die Untergruppe 〈x, yz2m−2〉 isomorph zu einer DiedergruppeD2n ist. Somit ist 〈x, y, z〉 ∼= D2n∗C2m
und wir können Resultate aus [75] verwenden, wo der Fall A = 1 behandelt wurde. Dort sind in
[75, Lemma 2.2] auch alle Möglichkeiten für F ′ aufgelistet.
Im Folgenden bezeichnen wir mit r ∈ {0, 1, 2} die Anzahl der F ′-Konjugationsklassen von wesent-
lichen Untergruppen. Abweichend davon setzen wir r = 2 im nichtnilpotenten Fall für n = 3. Im
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Fall r = 1 gehen wir ohne Einschränkung davon aus, dass die Untergruppe 〈x2n−3 , xy, z〉 × A ∼=
(Q8 ∗ C2m)×A wesentlich ist. Der andere Fall verläuft analog.
Lemma 3.8. Ist r = 2, so bilden (xizja, bxizja) für
a ∈ A, i ∈ {0, . . . , 2n−2} und j ∈ {0, . . . , 2m−1 − 1}
ein Repräsentantensystem R der G-Konjugationsklassen von B-Elementen. Im Fall r = 1 kommen
noch die B-Elemente (yzja, bya) mit a ∈ A und j ∈ {0, . . . , 2m−1 − 1} hinzu. Für (u, bu) ∈ R hat
bu stets die Defektgruppe CD(u).
Beweis. Das folgt unmittelbar aus der Analyse von F ′-Bahnen auf 〈x, y, z〉, welche in [75, Lemma
2.5] durchgeführt wurde. Zu beachten ist lediglich die unterschiedliche Wahl des Erzeugers y.
Die Bezeichnung für das Repräsentantensystem R aus Lemma 3.8 werden wir im Folgenden ohne
weitere Referenz benutzen. Nun berechnen wir die Gestalt der Fokalgruppe.
Lemma 3.9. Es ist
foc := foc(F) =

〈x2〉 falls r = 0,
〈x2, xy〉 falls r = 1,
〈x, y〉 falls r = 2.
Beweis. Ist r = 0 bzw. F nilpotent, so gilt bekanntlich foc = D′ = 〈x2〉. Ist r = 1, so sind zusätzlich
nach [75, Lemma 2.2] jeweils für j ∈ Z und a ∈ A die Elemente der Form x2n−3zja und x2k+1yzja
für k ∈ Z in F konjugiert. Die Gruppe foc wird also erzeugt von x2 und x2k+1−2n−3y für k ∈ Z,
d.h. foc = 〈x2, xy〉. Für r = 2 und n ≥ 4 gilt analog foc = 〈x2, xy, y〉 = 〈x, y〉. Im Fall n = 3 und
r = 2 rechnet man das Resultat ebenfalls leicht nach.
Die Operation von Irr(D/ foc) auf Irr(B) erlaubt uns nun die Berechnung der numerischen Blockin-
varianten.
Lemma 3.10. Olssons Vermutung k0(B) ≤ |D : D′| = 2m+1|A| ist erfüllt.
Beweis. Wir betrachten das B-Element (x, bx). Der Block bx ist nilpotent mit Defektgruppe 〈x, z〉×
A. Da x und x−1 via y konjugiert sind, liefert Lemma 1.61, dass ax0(χ) für Charaktere χ ∈ Irr0(B)
ungerade ist. Nach Proposition 1.57 gilt (ax0 , ax0) = 2m+1|A|. Zusammen folgt die Behauptung.
Satz 3.11. Es sei B ein Block mit Defektgruppe D und Fusionssystem F = F ′ × FA(A), wobei
F ′ ein beliebiges Fusionssystem auf Q2n ∗ C2m ist. Dann ist l(B) = r + 1 und k0(B) = 2m+1|A|.
Die übrigen Blockinvarianten von B haben die folgende Gestalt.
(i) Ist r = 0, so ist k(B) = (2n−2 + 3) · 2m−1|A| und k1(B) = (2n−2 − 1) · 2m−1|A|.
(ii) Ist r = 1 und n ≥ 4, so ist k(B) = (2n−2 + 4) · 2m−1|A|, k1(B) = (2n−2 − 1) · 2m−1|A| und
kn−2(B) = 2m−1|A|.
(iii) Ist r = 2 und n = 3, so ist k(B) = 7 · 2m−1|A| und k1(B) = 3 · 2m−1|A|.
(iv) Ist r = 2 und n ≥ 4, so ist k(B) = (2n−2 + 5) · 2m−1|A|, k1(B) = (2n−2 − 1) · 2m−1|A| und
kn−2(B) = 2m|A|.
Beweis. Im Fall r = 0 ist B nilpotent. Nach Satz 1.46 ist k0(B) = |D : D′| = 2m+1|A| und
k(B) = k(D) = 2m−1|A|(2n−2 + 3). Weiter ist die Zahl |D| = 2m+n−1|A| eine Summe von k(D)
Quadratzahlen, wobei genau |D : D′| davon 1 sind. Wegen 2m+1|A|+ 4 · 2m−1|A|(2n−2 − 1) = |D|
folgt k1(B) = 2m−1|A|(2n−2 − 1) und ki(B) = 0 für i ≥ 2.
In den Fällen r ∈ {1, 2} schätzen wir zunächst k(B) unter Verwendung von Satz 1.50 ab. Ist
u = xizja oder u = yzja (für r = 1) mit i ∈ {1, . . . , 2n−2−1}, j ∈ {0, . . . , 2m−1−1} und a ∈ A, so
ist bu offenbar nilpotent und l(bu) = 1. Für B-Elemente (u, bu) mit u = zja für j ∈ {0, . . . , 2m−1}
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und a ∈ A gilt u ∈ Z(D), d.h. bu ist ein Block mit Defektgruppe D. Nach [75, Lemma 2.3]
stimmen hierbei die Werte von r für die Blöcke B und bu überein. Es ist z ∈ Z(FD(bu)). Ist (z, cz)
das zugehörige bu-Element, so dominiert cz einen Block cz von CG(〈u, z〉)/〈z〉 mit Defektgruppe
D/〈z〉 ∼= D2n−1 × A und es gilt l(cz) = l(cz). Blöcke mit Defektgruppe D2n−1 × A haben wir in
Unterabschnitt 3.1 behandelt. Wiederum stimmen hierbei die Werte von r für cz und cz überein
und Proposition 3.5 liefert l(cz) = r+ 1. Nach Satz 1.51 gilt weiter l(cz) ≤ l(bu). Insgesamt folgen
l(B) ≥ r + 1 und
k(B) ≥ (2n−2 − 1) · 2m−1|A|+ (2− r) · 2m−1|A|+ (r + 1) · 2m|A|
= (2n−2 + 3 + r) · 2m−1|A|.
Gilt hierbei für k(B) Gleichheit, so tritt auch für l(B) der Gleichheitsfall ein. Für eine obere
Abschätzung von k(B) betrachten wir das B-Element (u, bu) für u := x2
n−2 . Der Block bu dominiert
einen Block bu von CG(u)/〈u〉 mit Defektgruppe D/〈u〉 ∼= D2n−1 ×C2m−1 ×A. Wie oben stimmen
wieder die Werte von r für die Blöcke bu und bu überein und es ergibt sich aus Proposition 3.7 die
Cartanmatrix Cbu von bu der Gestalt
2m−1|A|
(
2n−2 + 2 4
4 8
)
oder 2m−1|A|
2n−2 + 2 2 22 4 .
2 . 4
 .
Wir unterscheiden nun nach der Gestalt dieser Matrix bzw. nach r ∈ {1, 2}. Jede Irr(D/ foc)-Bahn
in Irr(B) hat nach Lemma 1.76 eine Länge, die durch f := |Z(D) : Z(D) ∩ foc | teilbar ist. Nach
der Berechnung von foc in Lemma 3.9 gilt in beiden Fällen f = 2m−1|A|. Die Zerlegungszahlen
du(χ) der Charaktere aus χ ∈ Irr(B) sind wegen u ∈ foc auf den Irr(D/ foc)-Bahnen identisch. Wir
können also auf Irr(B) eine Äquivalenzrelation definieren, sodass die Äquivalenzklassen sämtlich
die Länge f haben und sodass die Zerlegungszahlen du(χ) auf den Äquivalenzklassen identisch
sind. Mit X bezeichnen wir ein Repräsentantensystem einer solchen Äquivalenzrelation.
Sei zuerst r = 1. Wir bezeichnen die zwei irreduziblen Brauer-Charaktere von bu mit ϕ1 und ϕ2.
Betrachten wir die Beitragsmatrix Mu = (muχψ)χ,ψ∈Irr(B) = duC
−1
bu
(du)T , so ergibt sich
2n+m−1|A|muχψ = 4duϕ1(χ)duϕ1(ψ)− 2(duϕ1(χ)duϕ2(ψ) + duϕ2(χ)duϕ1(ψ)) + (2n−3 + 1)duϕ2(χ)duϕ2(ψ).
Hierbei ist zu beachten, dass wegen u2 = 1 alle auftauchenden Zerlegungszahlen ganze Zahlen sind.
Nach Satz 1.64 hat χ ∈ Irr(B) genau dann Höhe 0, wenn 2n+m−1|A|muχχ ungerade ist. Das ist genau
dann erfüllt, wenn duϕ2(χ) ungerade ist. Wegen Lemma 3.10 ist dies für maximal 4 Charaktere in
X der Fall. Unter den Zerlegungszahlen duϕ2(χ) taucht für χ ∈ X also mindestens einmal eine ±2
auf. Andererseits liegen in X wegen k(B) ≥ (2n−2 + 4) · 2m−1|A| wenigstens 2n−2 + 4 Charaktere
und bekanntlich verschwindet wegen u ∈ Z(D) keine Zeile von du vollständig. Schränken wir du
auf die Charaktere in X ein, so erzwingen diese beiden Restriktionen die Gestalt(±1 . . . ±1 δ1 δ2 . . δ5
. . . . . δ1 δ2 δ3 δ4 2δ5
)T
für Vorzeichen δ1, . . . , δ5. Es folgt k(B) = (2n−2 + 4) · 2m−1|A|. Insbesondere ist an jeder Stelle
obiger Abschätzung von k(B) Gleichheit gegeben und somit l(B) = 2. Berechnet man nun noch
die Beiträge muχψ für χ, ψ ∈ X, so folgen mit Satz 1.64 die Höhen der Charaktere.
Sei nun r = 2. Wir gehen analog vor. Die irreduziblen Brauer-Charaktere von bu seien ϕ1, ϕ2, ϕ3.
Betrachtet man wieder die Beitragsmatrix Mu = (muχψ)χ,ψ∈Irr(B), so ergibt sich
2n+m−1|A|muχψ = 4duϕ1(χ)duϕ1(ψ) + (2n−2 + 1)(duϕ2(χ)duϕ2(ψ) + duϕ3(χ)duϕ3(ψ))
− 2(duϕ1(χ)duϕ2(ψ) + duϕ2(χ)duϕ1(ψ) + duϕ1(χ)duϕ3(ψ) + duϕ3(χ)duϕ1(ψ))
+ duϕ2(χ)d
u
ϕ3(ψ) + d
u
ϕ3(χ)d
u
ϕ2(ψ).
44
3.3 Defektgruppen Q2n ×A
Ein Charakter χ ∈ Irr(G) hat also analog zu oben genau dann Höhe 0, wenn duϕ2(χ) + duϕ3(χ)
ungerade ist. Dies trifft nach Lemma 3.10 auf höchstens 4 der Charaktere aus X zu. Gleichzeitig
gibt es in X wegen k(B) ≥ (2n−2 + 5) · 2m−1|A| wenigstens 2n−2 + 5 Charaktere. Die zugehörigen
Einträge in du verschwinden wieder nicht. Schränken wir du auf die Charaktere in X ein, so ergibt
sich aus diesen Bedingungen leicht die Gestalt±1 . . . ±1 δ1 δ2 . . δ5 .. . . . . δ1 . δ3 . δ5 δ6
. . . . . . δ2 . δ4 δ5 −δ6
T
für Vorzeichen δ1, . . . , δ6. Wie im Fall r = 1 folgen die exakten Werte für l(B), k(B) und ki(B) für
i ≥ 0.
Aus Satz 3.11 ergibt sich, dass alle Vermutungen aus Abschnitt 2 für den Block B erfüllt sind. Der
Beweis der Gewichtsvermutung von Alperin verläuft hierbei wie bei Sambale [75, Theorem 4.1].
3.3 Defektgruppen Q2n × A
In diesem Unterabschnitt bestimmen wir Blockinvarianten und die Cartanmatrix von 2-Blöcken B
von G mit Defektgruppe D := Q2n × A, wobei n ≥ 3 und A eine beliebige abelsche 2-Gruppe ist.
Das Fusionssystem habe die Form F = F ′ × FA(A) für ein beliebiges Fusionssystem F ′ auf Q2n .
Wir zeigen den folgenden Satz.
Satz 3.12. Es sei B ein Block mit Defektgruppe D und Fusionssystem F = F ′×FA(A), wobei F ′
ein beliebiges Fusionssystem auf Q2n ist. Dann ist k0(B) = 4|A| und abhängig von F ′ tritt einer
der folgenden Fälle auf:
(i) B ist nilpotent, l(B) = 1, k(B) = (2n−2 + 3)|A| und k1(B) = (2n−2 − 1)|A|.
(ii) n ≥ 4, l(B) = 2, k(B) = (2n−2 + 4)|A|, k1(B) = (2n−2 − 1)|A| und kn−2(B) = |A|.
(iii) n = 3, l(B) = 3, k(B) = 7|A| und k1(B) = 3|A|.
(iv) n ≥ 4, l(B) = 3, k(B) = (2n−2 + 5)|A|, k1(B) = (2n−2 − 1)|A| und kn−2(B) = 2|A|.
Ebenfalls abhängig von F ′ hat B dann die Cartanmatrix
|A|(2n), |A|
(
2n−2 + 2 4
4 8
)
oder |A|
2n−2 + 2 2 22 4 .
2 . 4

bis auf Wahl einer Z IBr(B)-Basis. Ist n = 3, so tritt der Fall l(B) = 2 mit der zugehörigen
Cartanmatrix nicht auf.
Der Grenzfall A = 1 wurde bereits in [60, 19] behandelt. Wir verweisen auch auf [77], wo die
Blockinvarianten für zyklisches A berechnet wurden.
Im Folgenden gehen wir induktiv davon aus, dass wir Satz 3.12 bereits für alle Blöcke mit De-
fektgruppe Q2n × A˜ mit A˜ < A gezeigt haben. Den Anfang dieser Induktion bilden [60, 19]. Wir
schreiben
D = 〈x, y〉 ×A
mit x2n−1 = 1, x2n−2 = y2 und yxy−1 = x−1. Bekanntlich (vgl. [21, Theorem 5.3]) gibt es dann für
das Fusionssystem F ′ auf 〈x, y〉 für n ≥ 4 bis auf Äquivalenz genau drei Fälle. Diese unterscheiden
sich in der Anzahl r ∈ {0, 1, 2} von Konjugationsklassen F ′-wesentlicher Untergruppen. Für n = 3
gibt es nur zwei Fälle. Im nichtnilpotenten dieser Fälle setzen wir abweichend r = 2.
Wir beginnen mit einer Beschreibung der G-Konjugationsklassen von B-Elementen. Hierbei be-
schränken wir uns für r = 1 auf den Fall, in dem 〈x2n−3 , xy〉 ×A ∼= Q8 ×A wesentlich ist.
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Lemma 3.13. Ist r = 2, so bilden (xia, bxia) für a ∈ A und i ∈ {0, . . . , 2n−2} ein Repräsen-
tantensystem R der G-Konjugationsklassen von B-Elementen. Im Fall r = 1 kommen noch die
B-Elemente (ya, bya) mit a ∈ A hinzu. Für (u, bu) ∈ R hat hierbei bu stets die Defektgruppe
CD(u).
Beweis. Für n = 3 folgt dieses Resultat unmittelbar aus der Operation eines Automorphismus
der Ordnung 3 auf Q8. Sei nun also n ≥ 4. Die Elemente xia, ya und xya bilden für a ∈ A
und i ∈ {0, . . . , 2n−2} gerade ein Repräsentantensystem der Konjugationsklassen von D. Ist r =
1, so fusioniert der Automorphismus der Ordnung 3 auf 〈x2n−3 , xy〉 × A für a ∈ A jeweils die
Konjugationsklassen von x2n−3a und xya. Im Fall r = 2 werden diese Konjugationsklassen durch
den Automorphismus der Ordnung 3 auf 〈x2n−3 , y〉×A zusätzlich jeweils mit der Konjugationsklasse
von ya fusioniert. Da die gegebenen Elemente offenbar jeweils vollständig F-normalisiert sind, folgt
die Behauptung nun mit Lemma 1.49.
Die Bezeichnung R für das Repräsentantensystem in Lemma 3.13 werden wir im Folgenden ohne
weitere Referenz benutzen. Wieder berechnen wir die Form der Fokalgruppe.
Lemma 3.14. Es ist
foc := foc(F) =

〈x2〉 falls r = 0,
〈x2, xy〉 falls r = 1,
〈x, y〉 falls r = 2.
Beweis. Im Fall n = 3 ergibt sich das Resultat wieder einfach aus der Operation eines Automor-
phismus der Ordnung 3 von Q8. Sei nun n ≥ 4. Ist r = 0, d.h. F nilpotent, so gilt bekanntlich
foc = D′ = 〈x2〉. Im Fall r = 1 sind nach dem Beweis von Lemma 3.13 zusätzlich jeweils für
a ∈ A die Elemente der Form x2n−3a und x2k+1ya für k ∈ Z in F-konjugiert. Die Gruppe foc
wird also erzeugt von x2 und x2k+1−2n−3y für k ∈ Z, d.h. foc = 〈x2, xy〉. Für r = 2 gilt analog
foc = 〈x2, xy, y〉 = 〈x, y〉.
Lemma 3.15. Olssons Vermutung k0(B) ≤ |D : D′| = 4|A| ist erfüllt.
Beweis. Der Beweis verläuft analog zum Beweis von Lemma 3.4.
Wir beginnen nun mit der Berechnung von Blockinvarianten und Zerlegungszahlen. Hierbei nutzen
wir, dass Irr(A) nach Lemma 3.14 und Lemma 1.76 frei auf Irr(B) operiert. Aus der Operation
von Irr(A) folgt dabei, dass die Werte der Zerlegungszahlen du zu B-Elementen (u, bu) ∈ R mit
u ∈ 〈x, y〉 auf den Irr(A)-Bahnen konstant sind. Wir werden uns deshalb häufig auf ein Repräsen-
tantensystem X dieser Bahnen zurückziehen können. Hierbei werden wir obige Tatsachen häufig
auch ohne explizite Erwähnung benutzen.
Proposition 3.16. Es gilt stets l(B) = r+ 1, k(B) = (2n−2 + r+ 3)|A| und k0(B) = 4|A|. Zudem
tritt abhängig von r einer der folgenden Fälle ein:
(i) r = 0 und k1(B) = (2n−2 − 1)|A|.
(ii) r = 1, n ≥ 4, k1(B) = (2n−2 − 1)|A| und kn−2(B) = |A|.
(iii) r = 2, n = 3 und k1(B) = 3|A|.
(iv) r = 2, n ≥ 4, k1(B) = (2n−2 − 1)|A| und kn−2(B) = 2|A|.
Beweis. Im Fall r = 0 ist B nilpotent. Insbesondere gilt k0(B) = |D : D′| = 4|A| und k(B) =
k(D) = (2n−2 + 3)|A|. Die Zahl |D| = 2n|A| ist Summe von k(D) Quadratzahlen, wobei genau
|D : D′| davon 1 sind. Wegen 4|A|+4(2n−2−1)|A| = |D| folgt k1(B) = (2n−2−1)|A| und ki(B) = 0
für i ≥ 2.
Sei nun also r ∈ {1, 2}. Wir berechnen zunächst k(B) − l(B) mittels Satz 1.50 und beginnen
mit B-Elementen (u, bu) mit u ∈ Z(D). Für solche dominiert bu wie üblich einen Block bu von
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CG(u)/〈u〉 mit Defektgruppe D/〈u〉. Für u ∈ A \ {1} gilt hierbei D/〈u〉 ∼= Q2n ×A/〈u〉. Der Wert
r stimmt für bu und bu überein und nach Induktion ist l(bu) = l(bu) = r + 1. Ist u = y2a mit
a ∈ A\{1}, so ist D/〈u〉 ∼= Q2n , falls A = 〈a〉. Andernfalls ist D/〈u〉 ∼= Q2n ∗A eine Gruppe wie in
Unterabschnitt 3.2. Invarianten von Blöcken bu dieser Art wurden in [60] bzw. Satz 3.11 ermittelt.
Für bu tritt in [60] in den Fällen r = 1 bzw. r = 2 der Fall (ab) bzw. (aa) ein. Für A 6= 〈a〉
stimmen die Werte von r für bu und für bu überein. In beiden Fällen folgt l(bu) = l(bu) = r + 1.
Für u = y2 ist schließlich D/〈u〉 ∼= D2n−1 × A. Unter Verwendung von [51, Theorem 3.6] bleibt r
wieder invariant und Proposition 3.5 liefert l(bu) = l(bu) = r + 1.
Die übrigen B-Elemente haben für i ∈ {1, . . . , 2n−2 − 1} und a ∈ A die Form (u, bu) mit u = xia
(oder u = ya im Fall r = 1). Die Blöcke bu sind offenbar nilpotent und es gilt l(bu) = 1. Insgesamt
ergibt sich
k(B)− l(B) = (r + 1)(2|A| − 1) + (2n−2 − 1)|A|+ (2− r)|A| = (2n−2 + r + 3)|A| − r − 1.
Offenbar ist y2 ∈ Z(F) und nach Satz 1.51 gilt l(B) ≥ l(by2) = r + 1. Somit folgt k(B) ≥
(2n−2 + r + 3)|A|.
Für die umgekehrte Ungleichung betrachten wir verallgemeinerte Zerlegungszahlen zum B-Element
(y2, by2). Wie oben dominiert by2 einen Block by2 von CG(y2)/〈y2〉 mit Defektgruppe D/〈y2〉 ∼=
D2n−1 ×A. Die Cartanmatrix von by2 ist nach Proposition 3.7 also abhängig von r entweder
|A|
(
2n−2 + 2 4
4 8
)
oder |A|
2n−2 + 2 2 22 4 .
2 . 4
 .
Sei nun zunächst r = 1. Wir bezeichnen die zwei irreduziblen Brauer-Charaktere von by2 mit ϕ1
und ϕ2. Betrachten wir die Beitragsmatrix
My
2
= (my
2
χψ)χ,ψ∈Irr(B) = d
y2C−1by2 (d
y2)T ,
so ergibt sich
2n|A|my2χψ = 4dy
2
ϕ1(χ)d
y2
ϕ1(ψ)− 2(dy
2
ϕ1(χ)d
y2
ϕ2(ψ) + d
y2
ϕ2(χ)d
y2
ϕ1(ψ)) + (2
n−3 + 1)dy
2
ϕ2(χ)d
y2
ϕ2(ψ).
Hierbei ist zu beachten, dass wegen ord(y2) = 2 alle auftauchenden Zerlegungszahlen ganze Zahlen
sind. Nach Satz 1.64 hat χ ∈ Irr(B) genau dann Höhe 0, wenn 2n|A|my2χχ ungerade ist. Das ist
äquivalent dazu, dass dy2ϕ2(χ) ungerade ist. Nach Lemma 3.15 ist dies für höchstens 4 Charaktere
in X der Fall. Unter den Zerlegungszahlen dy2ϕ2(χ) taucht also für χ ∈ X mindestens einmal eine±2 auf. Die Ungleichung k(B) ≥ (2n−2 + 4)|A| impliziert weiter |X| ≥ 2n−2 + 4. Schränken wir
nun dy2 auf X ein, so verschwindet bekanntlich keine Zeile dieser Matrix. Daraus folgt leicht, dass
diese Einschränkung die Gestalt(±1 . . . ±1 δ1 δ2 . . δ5
. . . . . δ1 δ2 δ3 δ4 2δ5
)T
hat. Hierbei sind δ1, · · · , δ5 Vorzeichen. Es folgt k(B) = (2n−2 + 4)|A| und k(B)− l(B) = (2n−2 +
4)|A| − 2 zeigt l(B) = 2. Die Werte für die restlichen ki(B) folgen aus Satz 1.64.
Für r = 2 gehen wir analog vor. Wir bezeichnen die irreduziblen Brauer-Charaktere von by2
mit ϕ1, ϕ2, ϕ3. Betrachtung der Beitragsmatrix My
2 liefert mit Satz 1.64, dass χ ∈ Irr(B) genau
dann Höhe 0 hat, wenn dy2ϕ2(χ) + d
y2
ϕ3(χ) ungerade ist. Dies ist nach Lemma 3.15 für höchstens 4
Charaktere aus X der Fall. Aus der Abschätzung für k(B) folgt weiter |X| ≥ 2n−2 + 5. Schränken
wir dy2 nun wieder auf X ein, so ergibt sich nach einer kurzen Fallunterscheidung die Gestalt±1 . . . ±1 δ1 δ2 . . δ5 .. . . . . δ1 . δ3 . δ5 δ6
. . . . . . δ2 . δ4 δ5 −δ6
T .
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Hierbei sind δ1, . . . , δ6 Vorzeichen. Es folgen k(B) = (2n−2 + 5)|A| und l(B) = 3. Die Werte für die
restlichen ki(B) ergeben sich wieder aus Satz 1.64.
Aus Proposition 3.16 folgen auch alle Vermutungen, die wir in Abschnitt 2 aufgelistet haben.
Alperins Gewichtsvermutung ergibt sich hierbei wie in [77, Theorem 2.8]. Nun berechnen wir die
Gestalt der Cartanmatrix von B bis auf Basiswahl.
Proposition 3.17. Es existiert eine Z IBr(B)-Basis, sodass die Cartanmatrix von B bezüglich
dieser Basis die Form
|A|(2n), |A|
(
2n−2 + 2 4
4 8
)
oder |A|
2n−2 + 2 2 22 4 .
2 . 4

hat.
Beweis. Ist r = 0, so ist B nilpotent und hat bekanntlich die Cartanmatrix (|D|) = |A|(2n). Wir
können also im Folgenden von r ∈ {1, 2} ausgehen. Wir betrachten zuerst den Fall n = 3 und
r = 2. In X liegen dann nach Proposition 3.16 vier Charaktere von Höhe 0 und drei Charaktere
von Höhe 1. Nach dem Beweis dieses Satzes existieren Vorzeichen δ1, . . . , δ5 und , sodass der Teil
dy
2 der verallgemeinerten Zerlegungsmatrix die Form δ1 δ2 . . δ5 .. δ1 . δ3 . δ5 δ6
. . δ2 . δ4 δ5 −δ6
T
hat. Hierbei gehören die zweite bis fünfte Zeile dieser Matrix zu Charakteren der Höhe 0. Die
übrigen Zeilen gehören zu Charakteren der Höhe 1. Die Zerlegungszahlen in dx sind rational nach
Lemma 1.58 und es gilt (dx, dx) = 4|A| nach Proposition 1.57. Nach Proposition 1.54 ist diese
Spalte von Zerlegungszahlen zudem orthogonal zu den Spalten von dy2 oben. Die Zerlegungszahlen
dx(χ) verschwinden nach Lemma 1.61 für χ ∈ Irr0(B) nicht. Relativ zu derselben Reihenfolge der
Charaktere in X hat die Einschränkung von dx auf X also die Form(
. δ1 −δ2 −δ3 δ4 . .
)T
bis auf Basiswahl. Hierbei wurde das Vorzeichen in der zweiten Zeile durch eventuelle Neuwahl
der Z IBr(bx)-Basis erreicht. Wir erhalten nun nach dem Algorithmus in Unterabschnitt 1.14 die
gewöhnliche Zerlegungsmatrix d1 bis auf Basiswahl, indem wir eine Z-Basis des Z-Moduls berech-
nen, welcher die Spalten enthält, die zu den Spalten der obigen Matrizen orthogonal sind. Eine
leichte Berechnung von Hand oder mit GAP (siehe [31]) zeigt, dass d1 eingeschränkt auf X relativ
zu derselben Reihenfolge der Charaktere die Form −δ1 . . δ4 . δ6. −δ1 . −δ3 . δ5 δ6
. . δ2 . δ4 −δ5 δ6
T
hat. Die Gestalt der Cartanmatrix folgt.
Sei nun n ≥ 4. Die Berechnung der Cartanmatrix verläuft hier weitgehend analog zu der Berech-
nung im Beweis von Proposition 3.7. Nach Proposition 3.16 liegen in X vier Charaktere der Höhe
0, 2n−2 − 1 Charaktere der Höhe 1 und r Charaktere der Höhe n − 2. Wir zeigen zunächst, dass
die Charaktere von Höhe ungleich 1 auf den Zerlegungszahlen du für alle B-Elemente (u, bu) ∈ R
mit u ∈ 〈x, y〉 ausschließlich rationale Werte annehmen. Ist r = 2, so hat die Einschränkung von
dy
2 auf X nach dem Beweis von Proposition 3.16 die Gestalt±1 . . . ±1 δ1 δ2 . . δ5 .. . . . . δ1 . δ3 . δ5 δ6
. . . . . . δ2 . δ4 δ5 −δ6
T
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bis auf Wahl einer Z IBr(by2)-Basis. Hierbei seien die Charaktere, die zu den letzten sechs Zeilen
gehören, in dieser Reihenfolge mit χ1, . . . , χ6 bezeichnet. In X haben gerade diese Charaktere
nicht Höhe 1. Wäre nun ein Eintrag du(χj) für 1 ≤ j ≤ 6 nicht rational, so würde ein Charakter
χ′j ∈ Irr(B) mit χj 6= χ′j existieren, sodass du(χj) 6= du(χ′j) ist und sodass χj und χ′j G-konjugiert
sind. Da die Werte in dy2 rational sind und sich für alle χk unterscheiden, gehören χj und χ′j zur
selben Irr(A)-Bahn. Die Zerlegungszahlen du sind aber auf Irr(A)-Bahnen konstant. Das ist ein
Widerspruch und zeigt die Behauptung im Fall r = 2.
Für r = 1 argumentieren wir ähnlich. Die Einschränkung von dy2 auf X hat nach dem Beweis von
Proposition 3.16 die Gestalt(±1 . . . ±1 δ1 δ2 . . δ5
. . . . . δ1 δ2 δ3 δ4 2δ5
)T
bis auf Basiswahl. Die Charaktere zu den letzten fünf Zeilen seien χ1, . . . , χ5 in dieser Reihenfolge.
Wieder haben genau diese fünf Charaktere aus X nicht Höhe 1. Nach Proposition 1.57 ist weiter
(dy, dy) = 4|A| und die Spalte von Zerlegungszahlen dy ist nach Proposition 1.54 orthogonal zu den
zwei Spalten von dy2 . Zudem verschwinden die Einträge von dy auf χ1, . . . , χ4 nach Satz 1.65 nicht.
Nach eventueller Neuwahl der Reihenfolge der Charaktere χ1 und χ2 sowie χ3 und χ4 (inklusive
der δi) folgt dann
dy(χ) =

δ1 falls χ = χ1,
−δ2 falls χ = χ2,
δ3 falls χ = χ3,
−δ4 falls χ = χ4,
0 falls χ ∈ X sonst.
Nun ergibt sich die Rationalität der Zerlegungszahlen du für die Charaktere χ1, . . . , χ5 wie im Fall
r = 1.
Wie im Beweis von Proposition 3.7 kann man nun Spalten axi für 1 ≤ i ≤ 2n−3−1 untersuchen und
stellt fest, dass disjunkte Familien F0, F1, . . . , Fn−3 ⊂ X von Charakteren von Höhe 1 mit |Fj | = 2j
existieren, sodass die Charaktere in den Familien jeweils auf den rationalen Teil der Zerlegungszah-
len du zu B-Elementen (u, bu) ∈ R mit u ∈ 〈x, y〉 konstant sind. Statt der Orthogonalität zu dx2
n−2
(in Proposition 3.7) benutzt man hierbei die Orthogonalität zur ersten Spalte von dy2 . Bezeichnen
wir den irreduziblen Brauer-Charakter zur ersten Spalte obiger Zerlegungsmatrizen dy2 mit ϕ, so
existieren Vorzeichen 0, . . . , n−3 mit dy
2
ϕ (χ) = j für χ ∈ Fj . Proposition 1.57, Proposition 1.54
und Lemma 1.61 ergeben nach Wahl einer Z IBr(bx)-Basis weiter
ax0(χ) =

δ1 falls χ = χ1,
−δ2 falls χ = χ2,
−δ3 falls χ = χ3,
δ4 falls χ = χ4,
0 falls χ ∈ X sonst.
Analog zum Beweis von Proposition 3.7 zeigen wir nun, dass bis auf Basiswahl
ax
2s
0 (χ) =

δ1 falls χ = χ1,
δ2 falls χ = χ2,
−δ3 falls χ = χ3,
−δ4 falls χ = χ4,
2j falls χ ∈ Fj und 0 ≤ j ≤ s− 2
−2s−1 falls χ ∈ Fs−1,
0 falls χ ∈ X sonst
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für 1 ≤ s ≤ n − 3 gilt. Hierfür werden wir wiederholt Proposition 1.57 und Proposition 1.54
anwenden, dies aber nicht jedes Mal erwähnen. Es ist (ax2
s
0 , a
x2
s
0 ) = 2s+2|A|. Für s = 1 ist dieses
Skalarprodukt also gleich 8|A|. In ax20 werden somit nach Lemma 1.61 Werte ±1 für Charaktere der
Höhe 0 und ±2 für einen Charakter positiver Höhe angenommen. Nach Satz 1.64 tritt hierbei ±2
für einen Charakter der Höhe 1 auf und aus der Operation von G folgt, dass dies für den Charakter
in F0 gilt. Durch eventuelle Neuwahl der Z IBr(bx2)-Basis kann ax
2
0 (χ1) = δ1 erzwungen werden
und Orthogonalität mit dy2 liefert dann die angegebenen Werte für die Charaktere von Höhe 0
und den Charakter in F0.
Sei nun also s > 1. Sicher ist (ax2
s
0 , a
x2
s
0 ) ≡ 0 (mod 8). Wegen Satz 1.64, der Operation von G
und da ungerade Quadratzahlen kongruent zu 1 modulo 8 sind, gilt ax2
s
0 (ψ) ≡ 2 (mod 4) für
den Charakter ψ ∈ F0. Es seien ϕ1, . . . , ϕl(by2 ) die irreduziblen Brauer-Charaktere von by2 in der
Reihenfolge wie in den obigen Matrizen angegeben. Wir betrachten d˜y2 := 2ϕ1−ϕ2 für r = 1 bzw.
d˜y2 := 2ϕ1 − ϕ2 − ϕ3 für r = 2. Es ergibt sich:
d˜y2(χ) =

δ1 falls χ = χ1,
δ2 falls χ = χ2,
−δ3 falls χ = χ3,
−δ4 falls χ = χ4,
2j falls χ ∈ Fj und 0 ≤ j ≤ n− 3,
0 falls χ ∈ X sonst.
Nun folgt wie im Beweis von Proposition 3.7, dass die Struktur von ax2
s
0 wie oben angegeben ist.
Die Rolle von dx2
n−2
übernimmt hierbei lediglich die Spalte d˜y2 .
Nach dieser Analyse der verallgemeinerten Zerlegungszahlen, können wir die gewöhnlichen Zerle-
gungszahlen nach dem Algorithmus in Unterabschnitt 1.14 bis auf Wahl einer Z IBr(B)-Basis als
Basis des orthogonalen Komplements des Z-Moduls aufgespannt von den bisher betrachteten Spal-
ten von Zerlegungszahlen berechnen. Sei hierfür c eine beliebige Z-Linearkombination von Spalten
von gewöhnlichen Zerlegungszahlen. Orthogonalität von c und d˜y2 − ax2s0 für n− 3 ≥ s ≥ 1 liefert
c(χ) =
{
c˜j falls χ ∈ Fj und 0 ≤ j ≤ n− 4,
−c˜n−3 falls χ ∈ Fn−3
für ein c˜ ∈ Z. Für r = 1 ist weiter δ1c(χ1) + δ2c(χ2) + δ5c(χ5) = c˜ und δ3c(χ3) + δ4c(χ4) +
δ5c(χ5) = −c˜, da c und dy2 orthogonal sind. Orthogonalität zu ax0 + dy und ax0 − dy liefert weiter
δ1c(χ1) = δ2c(χ2) und δ3c(χ3) = δ4c(χ4). Für d1 ergibt sich nach einer kurzen Rechnung somit im
Fall r = 1 die Form
d1(χ) =

(δ1, δ1) falls χ = χ1,
(δ2, δ2) falls χ = χ2,
(0, δ3) falls χ = χ3,
(0, δ4) falls χ = χ4,
(−δ5,−2δ5) falls χ = χ5,
(j , 0) falls χ ∈ Fj und 0 ≤ j ≤ n− 4,
(−n−3, 0) falls χ ∈ Fn−3
bis auf eine Basiswahl.
Im Fall r = 2 liefert die Orthogonalität von c und dy2 die Gleichungen δ1c(χ1)+δ2c(χ2)+δ5c(χ5) =
c˜, δ2c(χ2)− δ3c(χ3)− δ6c(χ6) = c˜ und δ1c(χ1)− δ4c(χ4) + δ6c(χ6) = c˜. Orthogonalität zu ax0 ergibt
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weiter δ1c(χ1)− δ2c(χ2)− δ3c(χ3) + δ4c(χ4) = 0. Eine leichte Rechnung ergibt die Gestalt
d1(χ) =

(δ1, δ1, 0) falls χ = χ1,
(δ2, 0, δ2) falls χ = χ2,
(0, δ3, 0) falls χ = χ3,
(0, 0, δ4) falls χ = χ4,
(−δ5,−δ5,−δ5) falls χ = χ5,
(0,−δ6, δ6) falls χ = χ6,
(j , 0, 0) falls χ ∈ Fj und 0 ≤ j ≤ n− 4,
(−n−3, 0, 0) falls χ ∈ Fn−3
bis auf Basiswahl. Aus der Form von d1 folgt nun in beiden Fällen die behauptete Cartanmatrix
relativ zu denselben Z IBr(B)-Basen.
Abschließend ist zu bemerken, dass die hier angegebenen Spalten auch zu sämtlichen Spalten von
Zerlegungszahlen zu du für u /∈ 〈x, y〉 und auch zu den nichtrationalen Parts der Zerlegungszahlen
zu du für u ∈ 〈x, y〉 orthogonal sind. Dies folgt mit den Bemerkungen in Unterabschnitt 1.14.
In [77, Section 3] untersucht Sambale auch Blöcke mit Defektgruppen SD2n × C2m für n ≥ 4
und m ≥ 1. Eine Verallgemeinerung dieses Resultats auf direkte Produkte SD2n ×A für beliebige
abelsche 2-Gruppen A mit Fusionssystem der Form F ′ × FA(A) wie für die andere Familie von
Defektgruppen aus [77] sollte prinzipiell mit denselben Methoden möglich sein. Wir verzichten an
dieser Stelle jedoch auf eine Durchführung dieser Untersuchung, denn Resultate über Defektgrup-
pen SD2n ×A werden in den folgenden Abschnitten der Arbeit nicht benötigt.
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4 Blöcke mit Defektgruppen C2 × C2 × P
Im Folgenden untersuchen wir 2-Blöcke B von G mit Defektgruppe D = C2 × C2 × P für eine
beliebige 2-Gruppe P . Der Block B habe das Fusionssystem F = F ′ × FP (P ), wobei F ′ ein
Fusionssystem auf C2 × C2 ist. Wir zeigen den folgenden Satz.
Satz 4.1. Es gelten l(B) ∈ {1, 3}, k(B) = 4k(P ) und ki(B) = 4k2i(P ) für i ≥ 0. Weiter hat B
abhängig von F ′ die Cartanmatrix
(
4|P |) oder |P |
2 1 11 2 1
1 1 2

bis auf Basiswahl.
Es gibt für F ′ bekanntlich die zwei Möglichkeiten FC2×C2(C2×C2) und FC2×C2((C2×C2)oC3).
Im ersten Fall ist F ′ und damit F nilpotent und Satz 4.1 folgt aus Satz 1.46. Wir gehen also
im Folgenden davon aus, dass der zweite Fall eintritt. Zum Beweis des Satzes führen wir eine
Induktion nach |P |. Den Induktionsanfang liefert hierbei [13, Section VII]. Wir können also von
P 6= 1 ausgehen.
Zunächst berechnen wir die Beiträge muχχ zum Skalarprodukt (χ, χ)G für Charaktere χ ∈ Irr0(B).
Hierfür sei C ein Repräsentantensystem der Konjugationsklassen von P .
Lemma 4.2. Es sei ein nichttriviales v ∈ C2 × C2 beliebig gegeben. Dann bilden (p, bp) und
(vp, bvp) für p ∈ C ein Repräsentantensystem R der G-Konjugationsklassen von B-Elementen. Für
(u, bu) ∈ R hat hierbei bu stets die Defektgruppe CD(u).
Beweis. Das folgt unmittelbar aus Lemma 1.49 und der Gestalt des Fusionssystems.
Die Bezeichnung R für das obige Repräsentantensystem werden wir im Folgenden ohne weitere
Referenz verwenden.
Lemma 4.3. Ist χ ∈ Irr0(B), u = vp mit v ∈ C2×C2 und p ∈ P , und (u, bu) ∈ R ein B-Element,
so ist
|CD(u)|muχχ =
{
3 falls v = 1,
1 sonst.
Beweis. Zunächst sei p /∈ Z(P ). Dann hat bu Defektgruppe C2 × C2 × CP (u) < D und nach
Induktion existiert eine Z IBr(bu)-Basis, sodass die Cartanmatrix von bu bezüglich dieser Basis
entweder (
4|CP (u)|
)
oder |CP (u)|
2 1 11 2 1
1 1 2

ist. Der erste der Fälle tritt ein, wenn bu nilpotent ist, d.h. wenn v 6= 1. Andernfalls tritt der zweite
Fall ein. Dies gilt auch für p ∈ Z(P ) mit u 6= 1. Ist nämlich v 6= 1, so ist bu nilpotent, und ist
v = 1, so dominiert bu einen Block bu ∈ Bl(O[CG(u)/〈u〉]) mit Defektgruppe D/〈u〉 ∼= C2×C2×P
und |P | < |P |. Dann ergibt sich die Cartanmatrix wieder nach Induktion.
Ist bu nilpotent, so existiert nach Satz 1.65 ein i ∈ Z mit |aui (χ)| ≥ 1. Der rationale Part von
|CD(u)|muχχ ist folglich mindestens 1. Gleichheit kann hierbei offenbar nur auftreten, falls nur ein i
mit nichtverschwindenden aui (χ) existiert. Ist bu nicht nilpotent und u 6= 1, so folgt mit Lemma 1.67,
dass der rationale Part von |CD(u)|muχχ mindestens 3 ist. Gleichheit tritt hier nur dann auf, wenn
du ein ganzzahliger Vektor multipliziert mit einer |P |-ten Einheitswurzel ist. Summieren wir nun
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die rationalen Teile der muχχ für alle B-Elemente (u, bu) ∈ R′ := R \ {(1, B)}, so ergibt sich
mindestens die Summe∑
(u,bu)∈R′
u=vp,v=1
3
|CD(u)| +
∑
(u,bu)∈R′
u=vp,v 6=1
1
|CD(u)| =
∑
C∈Cl(P )
(1 + 3)|C|
|D| −
3
|D| = 1−
3
|D| .
Nach Satz 1.63 ist die entsprechende Summe über alle B-Elemente gleich 1. Zudem istm1χχ mindes-
tens 1|D| . Zu beachten ist hierbei, dass mit d1(χ) auch m1χχ rational ist. Wir zeigen nun m1χχ =
3
|D| .
Andernfalls liegt bei einem der rationalen Teile der anderen muχχ oben nicht der Gleichheitsfall
vor. Ist dies für ein u 6= 1 der Fall, für das bu nicht nilpotent ist, so ergibt sich aus Lemma 1.67
(ii) ein Widerspruch zu Satz 1.63. Ist bu nilpotent, so ist der rationale Teil von |CD(u)|muχχ nach
Lemma 1.66 ungerade. Ist der rationale Teil also größer als 1, so ist er 3. Aus einer einfachen Be-
rechnung folgt dann, dass muχχ nicht rational sein kann. Gleichzeitig tritt oben für die rationalen
Teile aller mtχχ mit t /∈ {1, u} der Gleichheitsfall ein. Wie oben festgestellt, folgt dann, dass die
mtχχ für B-Elemente (t, bt) mit t 6= u rational sind. Das widerspricht aber Satz 1.63. Dieser Wi-
derspruch zeigt |D|m1χχ = 3. Somit tritt für die rationalen Parts der muχχ oben der Gleichheitsfall
ein und die Behauptung folgt.
Mittels der ∗-Konstruktion können wir unser Wissen über Charaktere der Höhe 0 nun auf weitere
Charaktere ausdehnen.
Proposition 4.4. Ist χ ∈ Irr0(B) und µ ∈ Irr(P ), so ist µ ∗ χ ∈ Irr(B). Die induzierte Abbildung
Iχ : Irr(P )→ Irr(B) ist injektiv.
Beweis. Es seien λ, µ ∈ Irr(B) beliebig gegeben. Dann sind λ ∗ χ und µ ∗ χ bekanntlich verallge-
meinerte Charaktere von B. Wir zeigen
(λ ∗ χ, µ ∗ χ)G =
{
1 falls λ = µ,
0 sonst.
Mit Satz 1.63 und Lemma 4.3 berechnen wir
(λ ∗ χ, µ ∗ χ)G =
∑
(u,bu)∈R
λ(u)µ(u)muχχ =
∑
p∈C
λ(p)µ(p) · 1 + 3|CD(p)| =
∑
p∈C
1
|CP (p)|λ(p)µ(p).
Die behauptete Gleichung folgt nun aus den gewöhnlichen Orthogonalitätsrelationen in Irr(P ).
Somit ist λ∗χ zumindest bis auf ein Vorzeichen ein irreduzibler Charakter von B. Wegen (λ∗χ)(1) =
λ(1)χ(1) ist dieses Vorzeichen positiv. Da die λ ∗ χ für verschiedene λ ∈ Irr(B) orthogonal sind,
folgt die Injektivität von Iχ.
Der verallgemeinerte Charakter λ von C2 × C2 mit
λ(v) =
{
1 falls v = 1,
−3 sonst
ist offenbar F-stabil, wenn man ihn als verallgemeinerten Charakter von D auffasst. Wir untersu-
chen die Struktur von λ ∗ χ für χ ∈ Irr0(B).
Lemma 4.5. Ist χ ∈ Irr0(B), so existieren Vorzeichen 1, 2, 3 und verschiedene Charaktere
χ1, χ2, χ3 ∈ Irr0(B) \ {χ} mit
λ ∗ χ = 1χ1 + 2χ2 + 3χ3.
Beweis. Da λ ein F-stabiler verallgemeinerter Charakter ist, ist λ ∗ χ ein verallgemeinerter Cha-
rakter von B. Mit Satz 1.63 und Lemma 4.3 ergibt sich
(λ ∗ χ, λ ∗ χ)G =
∑
(u,bu)∈R
λ(u)λ(u)muχχ =
∑
p∈C
9 · 1 + 1 · 3
4|CP (p)| =
3
|P |
∑
p∈C
|P p| = 3.
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Weiter berechnet man
(λ ∗ χ, χ)G =
∑
(u,bu)∈R
λ(u)muχχ =
∑
p∈C
(−3) · 1 + 1 · 3
4|CP (p)| = 0.
Es existieren also Vorzeichen 1, 2, 3 und Charaktere χ1, χ2, χ3 ∈ Irr(B) \ {χ} mit
λ ∗ χ = 1χ1 + 2χ2 + 3χ3.
Es verbleibt zu zeigen, dass χ1, χ2 und χ3 Höhe 0 haben. Wegen λ(1) = 1 kann aus Gradgründen
zumindest χ1 ∈ Irr0(B) angenommen werden. Haben weiter χ2 und χ3 nicht beide Höhe 0, so hat
dies keiner dieser Charaktere. Wir werden im Folgenden von dieser Situation ausgehen und einen
Widerspruch konstruieren. Wir berechnen:
λ ∗ (1χ1 + 2χ2 + 3χ3) = λ2 ∗ χ = (−2λ+ 3 · 1Irr1(D)) ∗ χ = 3χ− 21χ1 − 22χ2 − 23χ3. (*)
Weiter ist
λ ∗ (1χ1 + 2χ2 + 3χ3) = 1λ ∗ χ1 + 2λ ∗ χ2 + 3λ ∗ χ3.
Wir werden diese drei Summanden nun einzeln analysieren. Es sei S2 die Summe der Beiträge
muχ2χ2 für B-Elemente (u, bu) ∈ R mit λ(u) = −3. Nach Satz 1.63 ist die Summe über die Beiträge
der übrigen B-Elemente in R dann 1− S2 und man berechnet
(λ ∗ χ2, χ2)G = (−3) · S2 + 1 · (1− S2) = 1− 4S2 ∈ Z.
Es folgt S2 ∈ {0, 14 , 12 , 34 , 1}. Da Beiträge zu B-Elementen (u, bu) ∈ R mit u ∈ Z(D) nicht ver-
schwinden, folgt sogar S2 ∈ { 14 , 12 , 34}. Gleiches gilt für die entsprechende Summe S3 für χ3. Wir
schätzen nun die Summe S2 + S3 ab. Für B-Elemente (u, bu) mit λ(u) = −3 ist
−3du(χ) = 1du(χ1) + 2du(χ2) + 3du(χ3).
Aus Lemma 4.3 folgen du(χ) = ζ und du(χ1) = ζ ′ für |D|-te Einheitswurzeln ζ und ζ ′. Verschwin-
det weder du(χ2) noch du(χ3), so haben |CD(u)|muχ2χ2 und |CD(u)|muχ3χ3 beide nach Satz 1.65
wenigstens den rationalen Part 2. Verschwindet hingegen einer dieser Beiträge, etwa du(χ3), so
folgt leicht, dass der rationale Teil von |CD(u)|muχ2χ2 wenigstens 4 ist. Ist sogar u ∈ Z(D) mit
u2 = 1, so enthält du ausschließlich ganze Einträge und weder du(χ2) noch du(χ3) verschwinden.
Gegebenenfalls folgt unmittelbar |CD(u)|muχ2χ2 , |CD(u)|muχ3χ3 ≥ 4. Offensichtlich tritt dieser Fall
(für wenigstens zwei u) ein. Der rationale Teil von S2 + S3 ist folglich größer als∑
p∈C
4
4|CP (p)| = 1.
Nehmen wir ohne Einschränkung S2 ≥ S3 an, so folgen S2 = 34 und S3 ∈ { 12 , 34}. Man berechnet
(λ ∗ χ2, λ ∗ χ2)G = 9 · S2 + 1 · (1− S2) = 7.
Mit (λ ∗ χ2, χ2) = 1 − 4S2 = −2 folgt die Existenz von Vorzeichen δ1, δ2, δ3 und verschiedenen
Charakteren ψ1, ψ2, ψ3 ∈ Irr(B) \ {χ2} mit
λ ∗ χ2 = −2χ2 + δ1ψ1 + δ2ψ2 + δ3ψ3.
Analoge Betrachtung für χ3 liefert einen der folgenden Fälle:
(i) λ ∗ χ3 = −2χ3 + δ4ψ4 + δ5ψ5 + δ6ψ6,
(ii) λ ∗ χ3 = −χ3 + 2δ4ψ4,
(iii) λ ∗ χ3 = −χ3 + δ4ψ4 + δ5ψ5 + δ6ψ6 + δ7ψ7.
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Hierbei sind wieder δ4, . . . , δ7 Vorzeichen und χ3, ψ4, . . . , ψ7 verschiedene irreduzible Charaktere
von B. Wir analysieren die Struktur dieser irreduziblen Charaktere. Hierfür stellen wir zunächst
3 = (χ3, λ ∗ χ)G = (λ ∗ χ3, χ)G
fest. Der irreduzible Charakter χ taucht also mit Vorzeichen 3 in λ ∗ χ3 auf. Das schließt Fall
(ii) aus und erzwingt ohne Einschränkung δ4ψ4 = 3χ in den übrigen Fällen. Wie λ ∗ χ ist auch
λ ∗ χ1 eine vorzeichenbehaftet Summe von drei irreduziblen Charakteren von B. Wie für χ3 ist
einer dieser drei Charaktere gerade χ und χ1 ist keiner der Charaktere. Aus der Struktur von (*)
folgt somit ohne Einschränkung δ5ψ5 = −13χ1. Mit
−13 = (χ1, λ ∗ χ3)G = (λ ∗ χ1, χ3)G
ergibt sich dann, dass einer der Summanden von λ ∗ χ1 gerade −13χ3 ist. Analog folgen ohne
Einschränkung δ1ψ1 = 2χ und δ2ψ2 = −12χ1. Weiter ergibt sich, dass einer der Summanden
von λ ∗ χ1 gerade −12χ2 ist. Aus (*) folgt nun ohne Einschränkung δ6ψ6 = 23χ2. Mit
23 = (χ2, λ ∗ χ3)G = (λ ∗ χ2, χ3)G
erhalten wir schließlich δ3ψ3 = 23χ3. In der Situation (iii) ist dies allerdings ein Widerspruch für
den Koeffizienten von χ3 in (*). Es tritt also (i) ein und wir haben
λ ∗ χ1 = 1χ− 12χ2 − 13χ3,
λ ∗ χ2 = −2χ2 + 2χ− 12χ1 + 23χ3,
λ ∗ χ3 = −2χ3 + 3χ− 13χ1 + 23χ2
gezeigt. Insbesondere gilt auch S3 = 34 . Um schließlich diese Situation zum Widerspruch zu führen,
betrachten wir B-Elemente (u, bu) ∈ R mit λ(u) = 1. Für die zugehörigen Zerlegungszahlen ergibt
sich aus der zweiten Gleichung:
3du(χ2) = 2du(χ)− 12du(χ1) + 23du(χ3).
Zunächst sei nun u 6= 1. Wie im Beweis von Lemma 4.3 hat bu dann die Cartanmatrix
C := |CP (u)|
2 1 11 2 1
1 1 2

bis auf Basiswahl. Setzen wir
M := C−1 = 14|CP (u)|
 3 −1 −1−1 3 −1
−1 −1 3
 = 1|CD(u)|
 3 −1 −1−1 3 −1
−1 −1 3
 ,
so gilt muψψ = du(ψ)Mdu(ψ)
T für ψ ∈ Z Irr(B). Ist du(ψ) = ∑2n−1−1i=0 aiζi für eine primitive 2n :=
|D|-te Einheitswurzel ζ und ai ∈ Z1×3, so ist der rationale Teil von muψψ gerade
∑2n−1−1
i=0 aiMa
T
i .
Da C bekanntlich positiv definit und symmetrisch ist, definiert dies eine Norm
|| · || : Z Irr(B)→ R, ψ 7→
√√√√|CD(u)| 2n−1−1∑
i=0
aiMaTi .
Nach Lemma 4.3 und Lemma 1.67 ist dann ||χ|| = ||χ1|| =
√
3. Es folgt auch ||χ2|| ≥ 2, falls du(χ2)
nicht verschwindet. In dieser Situation folgt also mit ||2χ− 12χ1|| ≤ ||χ||+ ||χ1|| = 2
√
3 < 4,
||χ3|| = ||3χ2 − 2χ+ 12χ1|| ≥ 3||χ2|| − ||2χ− 12χ1|| ≥ 3||χ2|| − ||χ|| − ||χ1||
= 3||χ2|| − 2
√
3 > ||χ2||.
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Für u = 1 sind alle oben betrachteten Beiträge rational und es gilt |D|m1χχ = |D|m1χ1χ1 = 3
und |D|m1χ2χ2 ≥ 4 nach Lemma 4.3 und Satz 1.64. Ein ähnliches Argument liefert auch hier
m1χ3χ3 > m
1
χ2χ2 . Da die Summen der Beiträge zu B-Elementen (u, bu) mit λ(u) = 1 für χ2 und
χ3 allerdings beide 14 sind, ist dies ein Widerspruch. Das zeigt, dass χ1, χ2 und χ3 tatsächlich die
Höhe 0 haben.
Die folgende Proposition liefert nun ein Resultat wie [26, Corollary 1.8]. Allerdings fordern wir
dafür nicht, dass P normal in G ist.
Proposition 4.6. Es gibt Charaktere χ1, . . . , χ4 ∈ Irr0(B), sodass die Abbildung
I : Irr(P )× {χ1, . . . , χ4} → Irr(B), (µ, χ) 7→ µ ∗ χ
eine Bijektion ist.
Beweis. Es sei ein Charakter χ1 ∈ Irr0(B) beliebig gegeben. Nach Lemma 4.5 existieren Charaktere
χ2, χ3, χ4 ∈ Irr0(B) und Vorzeichen 2, 3, 4 mit
λ ∗ χ1 = 2χ2 + 3χ3 + 4χ4.
Mit diesen Charakteren können wir nach Proposition 4.4 die Abbildung I oben definieren.
Es verbleibt zu zeigen, dass die Abbildung I injektiv und surjektiv ist. Für die Injektivität nehmen
wir an, dass es Charaktere α, β ∈ Irr(P ) und i, j ∈ {1, . . . , 4} mit α∗χi = β ∗χj und (α, i) 6= (β, j)
gibt. Der Fall i = j tritt nach Proposition 4.4 nicht ein. Im Folgenden sei also i 6= j. Es ist
2λ ∗χ2 + 3λ ∗χ3 + 4λ ∗χ4 = λ2 ∗χ1 = ((−2)λ+ 3 · 1Irr1(D)) ∗χ1 = 3χ1− 22χ2− 23χ3− 24χ4.
Anwendung von Lemma 4.5 auf χ2, χ3 und χ4 liefert, dass λ ∗ χi den Summanden ±χj enthält.
Ohne Einschränkung können wir also i = 1 annehmen. Dann ist nach Satz 1.63
(β ∗ (λ ∗ χ1), β ∗ (λ ∗ χ1))G =
∑
(u,bu)∈R
β(u)λ(u)β(u)λ(u)muχ1χ1 =
∑
p∈C
β(p)β(p) · 9 · 1 + 1 · 34|CP (p)| = 3.
Mit Proposition 4.4 folgt also, dass jβ ∗ χj ein Summand von β ∗ (λ ∗ χ1) ist. Andererseits ist
(α ∗ χ1, β ∗ (λ ∗ χ1))G =
∑
(u,bu)∈R
α(u)β(u)λ(u)muχ1χ1 =
∑
p∈C
α(p)β(p) · (−3) · 1 + 1 · 3|CD(p)| = 0.
Das ist ein Widerspruch und zeigt die Injektivität von I.
Für die Surjektivität sei ein B-Element (c, bc) ∈ R mit c ∈ Z(P )\{1} beliebig gegeben. Betrachten
wir den dominierten Block bc ∈ Bl(O[CG(c)/〈c〉]), so gilt nach Induktion l(bc) = 3. Nach den
Orthogonalitätsrelationen in Irr(P ) und nach Lemma 4.3 ist nun:
∑
χ∈im I
mcχχ =
4∑
i=1
∑
µ∈Irr(P )
µ(c)µ(c)mcχiχi = 4
∑
µ∈Irr(P )
µ(c)µ(c) · 3|D| = 3.
Nach [62, Proposition 2.2] ist dies aber gleich der Summe
∑
χ∈Irr(B)m
c
χχ. Da keine Zeile von
verallgemeinerten Zerlegungszahlen in dc verschwindet, folgt hieraus die Surjektivität.
Nun können wir den Beweis von Satz 4.1 führen.
Korollar 4.7. Es ist l(B) = 3, k(B) = 4k(P ) und ki(B) = 4k2i(P ) für i ≥ 0.
Beweis. Aus der Analyse im Beweis von Lemma 4.3 ergibt sich mit Satz 1.50 unmittelbar k(B)−
l(B) = 4k(P ) − 3. Aus Proposition 4.6 folgt k(B) = 4k(P ) und somit l(B) = 3. Die Höhen der
Charaktere ergeben sich unmittelbar aus der Abbildung in Proposition 4.6.
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Es ergibt sich auch, dass alle Vermutungen aus Abschnitt 2 für den Block B erfüllt sind. Alperins
Gewichtsvermutung folgt hierbei mit [39, Proposition 5.4], denn D ist die einzige F-zentrische
und F-radikale Untergruppe, es gilt OutF (D) ∼= C3 und H2(C3,F×) ist nach Satz 1.89 trivial.
Alternativ erhalten wir den Wert von l(B) auch aus dem folgenden Resultat, welches den Beweis
von Satz 4.1 abschließt.
Proposition 4.8. Es existiert eine Z IBr(B)-Basis, sodass B bezüglich dieser Basis die Cartan-
matrix
|P |
2 1 11 2 1
1 1 2

hat.
Beweis. Nach der bisherigen Analyse der verallgemeinerten Zerlegungszahlen, können wir nach
dem Algorithmus aus Unterabschnitt 1.14 die gewöhnlichen Zerlegungszahlen bis auf Basiswahl
als Basis des orthogonalen Komplements des Z-Moduls aufgespannt von den übrigen Spalten von
verallgemeinerten Zerlegungszahlen berechnen. Sei hierfür c eine beliebige Z-Linearkombination
von Spalten von gewöhnlichen Zerlegungszahlen. Wir wählen I und χ1, . . . , χ4 wie in Propositi-
on 4.6. Aus diesem Satz folgt auch, dass es genügt, c auf χ1, . . . , χ4 festzulegen. Die restlichen
Werte ergeben sich dann durch ∗-Konstruktion mit Irr(P ).
Ist nun ein B-Element (u, bu) ∈ R und ϕ ∈ IBr(bu) mit u = pv ∈ D, p ∈ P nichttrivial und
v ∈ C2 × C2 beliebig gegeben, so gilt
∑
χ∈Irr(B)
c(χ)duϕ(χ) =
4∑
i=1
∑
µ∈Irr(P )
c(χi)µ(1)duϕ(χi)µ(p) =
4∑
i=1
c(χi)duϕ(χi)
∑
µ∈Irr(P )
µ(1)µ(p) = 0
nach den Orthogonalitätsrelationen in Irr(P ). Solch eine Spalte c ist also bereits orthogonal zu allen
übrigen Spalten von nichtgewöhnlichen Zerlegungszahlen außer eventuell zu dv mit v ∈ C2 × C2
nichttrivial. Das zu diesem Fall gehörige Skalarprodukt ist
∑
χ∈Irr(B)
c(χ)dv(χ) =
4∑
i=1
c(χi)dv(χi)
∑
µ∈Irr(P )
µ(1)µ(1) = |P |
4∑
i=1
c(χi)dv(χi).
Die Summe
∑4
i=1 c(χi)dv(χi) muss also verschwinden. Nach Lemma 4.3 existieren Vorzeichen
1, . . . , 4, sodass dv(χi) = i. Es ist nun leicht eine Z-Basis der Spalten c mit den gewünschten
Eigenschaften zu finden. Bis auf Basiswahl gilt also
d1(χi) =

(1, 1, 1) falls i = 1,
(−2, 0, 0) falls i = 2,
(0,−3, 0) falls i = 3,
(0, 0,−4) falls i = 4.
Die Werte für die übrigen Zeilen ergeben sich durch ∗-Konstruktion mit Irr(P ). Die angegebene
Cartanmatrix folgt hieraus durch abermalige Anwendung von Orthogonalitätsrelationen in Irr(P ).
58
5 Defektgruppen mit nichttrivialen 2′-Automor-
phismen
Craven und Glesser haben in [21] alle 2-Gruppen mit genau drei Involutionen bestimmt, die einen
nichttrivialen Automorphismus ungerader Ordnung besitzen. Diese Gruppen sind mit Q8 die ein-
zigen Kandidaten für wesentliche Untergruppen in einem saturierten Fusionssystem auf einer 2-
Gruppe mit genau drei Involutionen. Wir zitieren das Resultat:
Satz 5.1 ([21, Theorem 6.1]). Es sei P eine endliche 2-Gruppe mit genau drei Involutionen. Dann
besitzt P genau dann einen nichttrivialen Automorphismus ungerader Ordnung, wenn P eine der
folgenden Gruppen ist:
(i) Q8 × C2n für ein n ≥ 1,
(ii) Q8 ×Q2n für ein n ≥ 3,
(iii) C2n × C2n für ein n ≥ 1,
(iv) Xn für n ≥ 7,
(v) Yn für n ≥ 6,
(vi) Suz.
Hierbei sind Xn und Yn die Gruppen mit Ordnung 2n und den Präsentationen
Xn = 〈r, s, t, u :r4 = t2n−4 = 1, s2 = r2, r−1sr = s−1,
u2 = t2
n−5
, u−1tu = t−1r2, [r, t] = [s, t] = [r, u] = [s, u] = 1〉
bzw.
Yn = 〈r, s, t, u :r4 = t2n−4 = 1, s2 = r2, r−1sr = s−1,
u2 = r2t2
n−5
, u−1tu = t−1, [r, t] = [s, t] = [r, u] = [s, u] = 1〉.
Hierbei ist jeweils 〈r, s, t〉 ∼= Q8×C2n−4 eine Untergruppe vom Index zwei. Die Gruppe Suz ist eine
2-Sylowgruppe von PSU(3, 4) mit Ordnung 64.
In diesem Abschnitt untersuchen wir Blöcke, deren Defektgruppe eine Gruppe aus Satz 5.1 ist.
Defektgruppen Q8 ×C2n wurden bereits in [77] behandelt. In Unterabschnitt 3.3 haben wir sogar
die Cartanmatrix solcher Blöcke bestimmen können. Blöcke mit homozyklischen Defektgruppen
C2n × C2n wurden von Sambale in [83] untersucht.
In Unterabschnitt 5.1 bestimmen wir Blockinvarianten für kontrollierte Blöcke mit Defektgruppen
Xn oder Yn. Nach der Analyse der Fusionssysteme in [67, Theorem 7.3] behandeln wir damit alle
saturierten Fusionssysteme auf Yn. Auf der Gruppe Xn existieren für n ≥ 7 nach demselben Satz
noch zwei weitere saturierte Fusionssysteme, welche wir hier nicht untersuchen wollen. Unterab-
schnitt 5.2 beschäftigt sich mit Defektgruppen Suz. Nach [21, Theorem 5.3] ist Suz resistent und
mögliche Trägheitsgruppen für Blöcke mit dieser Defektgruppe sind 1, C3, C5 und C15. Wir werden
nur den Fall des Trägheitsindex 3 untersuchen. In Unterabschnitt 5.3 schließlich untersuchen wir
Defektgruppen Q2n ×Q8. Allerdings werden wir ausschließlich Fusionssysteme betrachten, die auf
dem zweiten Faktor Q8 trivial operieren. Nach [67, Theorem 7.2] existieren noch einige weitere
saturierte Fusionssysteme auf solchen Gruppen. Die Blockinvarianten sind in diesen Fällen jedoch
schwerer zu ermitteln.
5.1 Kontrollierte Blöcke mit Defektgruppen Xn oder Yn
In diesem Unterabschnitt untersuchen wir Blöcke B von G mit Defektgruppe D = Xn (n ≥ 7)
oder D = Yn (n ≥ 6). Wir nutzen für D die Präsentationen aus dem Beginn des Abschnitts. Eine
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Auflistung der möglichen Fusionssysteme F auf D ist in [67, Theorem 7.3] zu finden.
Wir werden uns im Folgenden ausschließlich mit Fällen beschäftigen, in denen F die Form FD(Do
A) für eine 2′-Untergruppe A ≤ Aut(D) hat. Nach [21, Theorem 6.1] ist F dann nilpotent oder
es ist A ∼= C3. Zur Untersuchung der Blockinvarianten bestimmen wir zunächst die irreduziblen
komplexen Charaktere von D.
Lemma 5.2. Repräsentanten der Konjugationsklassen von D sind:
• qtz für q ∈ {1, r2, r, s, rs} und z ∈ {0, . . . , 2n−5}. Diese Elemente liegen im Normalteiler
N := 〈r, s, t〉. Für die Zentralisatoren gilt
CD(qtz) ∼=

D falls q ∈ {1, r2} und z ∈ {0, 2n−5},
Q8 × C2n−4 falls q ∈ {1, r2} und z /∈ {0, 2n−5},
Q2n−3 × C4 falls q ∈ {r, s, rs} und z ∈ {0, 2n−5},
C2n−4 × C4 falls q ∈ {r, s, rs} und z /∈ {0, 2n−5}.
• qtzu für q ∈ {1, r2, r, s, rs} und z ∈ {0, 1}. Diese Elemente liegen außerhalb von N . Die
Zentralisatoren ergeben sich zu
CD(qtzu) ∼=
{
Q8 × C4 falls q ∈ {1, r2},
C4 × C4 falls q ∈ {r, s, rs}.
Die irreduziblen Charaktere von D sind:
(i) Lineare Charaktere aus der Inflation von Irr(D/Φ(D)): Die Werte auf den Konjugations-
klassen ergeben sich je nach Zugehörigkeit zu den Nebenklassen nach Φ(D) = 〈r2, t2〉. Sind
w,w′, x, x′, y, y′, z, z′ ∈ {0, 1} beliebig gegeben, so haben wir die Charaktere
µ1,x+2y+4z+8w|rx′sy′ tz′uw′Φ(D) = (−1)ww
′+xx′+yy′+zz′ .
(ii) Induzierte Charaktere von N : Es sei ζ := ζ2n−4 eine primitive 2n−4-te Einheitswurzel. Weiter
sei ζi,z+ := ζiz + ζ−iz und
ζi,z− =
{
ζiz − ζ−iz falls D = Xn und z ungerade,
ζiz + ζ−iz sonst.
Mit diesen Bezeichnungen ergeben sich die Charaktere:
1 r2 r s rs tz r2tz rtz stz rstz
µ2,i 2 2 2 2 2 ζi,z+ ζ
i,z
+ ζ
i,z
+ ζ
i,z
+ ζ
i,z
+
µ3,i 2 2 −2 −2 2 ζi,z+ ζi,z+ −ζi,z+ −ζi,z+ ζi,z+
µ4,i 2 2 −2 2 −2 ζi,z+ ζi,z+ −ζi,z+ ζi,z+ −ζi,z+
µ5,i 2 2 2 −2 −2 ζi,z+ ζi,z+ ζi,z+ −ζi,z+ −ζi,z+
µ6,i 4 −4 0 0 0 2ζi,z− −2ζi,z− 0 0 0
Hierbei sind i, z ∈ {1, . . . , 2n−5 − 1}. Die Werte an den Stellen qt2n−5 für q ∈ {1, r2, r, s, rs}
sind gleich den Werten an der Stelle q für gerades i und sie sind gleich dem Negativen davon
für ungerades i. Auf Konjugationsklassen außerhalb von N verschwinden die Charaktere.
(iii) Vier weitere Charaktere vom Grad 2: Für D = Xn sind die folgenden Charaktere irreduzibel:
r2l(r2t2)k r2lt(r2t2)k r2l(r2t2)ku r2lt(r2t2)ku
µ7,1 2 · (−1)l 2i · (−1)l 2 · (−1)l 2i · (−1)l
µ7,2 2 · (−1)l −2i · (−1)l 2 · (−1)l −2i · (−1)l
µ7,3 2 · (−1)l 2i · (−1)l −2 · (−1)l −2i · (−1)l
µ7,4 2 · (−1)l −2i · (−1)l −2 · (−1)l 2i · (−1)l
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Für D = Yn sind es die Folgenden:
r2lt2k r2lt2ku r2lt2k+1 r2lt2k+1u
µ7,1 2 · (−1)l 2i · (−1)l 2 · (−1)l 2i · (−1)l
µ7,2 2 · (−1)l −2i · (−1)l 2 · (−1)l −2i · (−1)l
µ7,3 2 · (−1)l 2i · (−1)l −2 · (−1)l −2i · (−1)l
µ7,4 2 · (−1)l −2i · (−1)l −2 · (−1)l 2i · (−1)l
Hierbei ist stets k ∈ Z und l ∈ {0, 1}. Die Charaktere verschwinden auf den restlichen Kon-
jugationsklassen.
Beweis. Die Untergruppe N ∼= Q8 ×C2n−4 ist normal in D. Sie besitzt bekanntlich genau 5 · 2n−4
Konjugationsklassen mit Repräsentanten qtz für q ∈ {1, r2, r, s, rs} und z ∈ {0, . . . , 2n−4 − 1}.
Zusätzliche Konjugation mit u fusioniert diese zu 5 · (2n−5 + 1) Konjugationsklassen von D in N
mit Repräsentanten qtz für q ∈ {1, r2, r, s, rs} und z ∈ {0, . . . , 2n−5}. Wir bestimmen die Gestalt
der Zentralisatoren dieser Elemente:
• Ist q ∈ {1, r2} und z ∈ {0, 2n−5}, so liegt qtz offenbar im Zentrum von D.
• Für q ∈ {1, r2} und z /∈ {0, 2n−5} ergibt sich sicher CD(qtz) ≥ N ∼= Q8 × C2n−4 . Umgekehrt
hat die Konjugationsklasse von qtz die Länge 2 und es folgt CD(qtz) = N .
• Ist q ∈ {r, s, rs} und z ∈ {0, 2n−5}, so ist CD(qtz) ≥ 〈q, t, u〉. Für D = Xn ist 〈qt, u〉 ∼= Q2n−3
und somit 〈q, t, u〉 ∼= Q2n−3 × C4. Für D = Yn hingegen ist 〈t, qu〉 ∼= Q2n−3 , was ebenfalls
〈q, t, u〉 ∼= Q2n−3×C4 impliziert. Da qtz in diesem Fall sicher nicht zentral ist, folgt CD(qtz) ∼=
Q2n−3 × C4.
• Für q ∈ {r, s, rs} und z /∈ {0, 2n−5} ergibt sich schließlich CD(qtz) ≥ 〈q, t〉 ∼= C2n−4 ×
C4. Umgekehrt enthält die Konjugationsklasse von qtz offenbar wenigstens vier verschiedene
Elemente und die Behauptung CD(qtz) ∼= C2n−4 × C4 folgt.
Ein Element außerhalb von N hat die Form qtzu für q ∈ 〈r, s〉 und z ∈ {0, . . . , 2n−4 − 1}. Diese
Elemente sind mittels r oder s zu q−1tzu konjugiert. Konjugation mit t ergibt weiter
t(qtzu)t−1 = qtz · tut−1 = qtz+1 · t2n−5u−1t−1uu−1 = qtz+1 · t2n−5tr2u−1 = qtz+2r2u
für D = Xn und
t(qtzu)t−1 = qtz · tut−1 = qtz+1 · r2t2n−5u−1t−1uu−1 = qtz+1 · r2t2n−5tu−1 = qtz+2u
für D = Yn. Iterative Anwendung liefert nun höchstens 10 verschiedene Konjugationsklassen mit
Repräsentanten, wie sie im Lemma angegeben sind. Diese Konjugationsklassen haben für q ∈
Z(〈r, s〉) mindestens die Länge 2n−5 und für q /∈ Z(〈r, s〉) mindestens die Länge 2n−4. Für die
umgekehrte Ungleichung untersuchen wir in diesen beiden Fällen die Gestalt des Zentralisators:
• Ist q ∈ Z(〈r, s〉), so gilt CD(qtzu) ≥ 〈r, s, tzu〉. Wir berechnen
(tzu)2 = t2
n−5
tzu−1tzu = t2
n−5
tzt−zr2z = t2
n−5
r2z
für D = Xn und
(tzu)2 = r2t2
n−5
tzu−1tzu = r2t2
n−5
tzt−z = r2t2
n−5
für D = Yn. Das Element tzu hat also stets Ordnung 4 und es gilt (tzu)2 /∈ 〈r, s〉. Somit
folgt 〈r, s, tzu〉 ∼= Q8 × C4 und |CD(qtzu)| ≥ 32. Die Bahngleichung liefert dann CD(qtzu) ∼=
Q8 × C4. Weiter haben diese Bahnen tatsächlich die Länge 2n−5.
• Ist q /∈ Z(〈r, s〉), so ist CD(qtzu) ≥ 〈q, tzu〉. Wie oben zeigt man dann CD(qtzu) ∼= C4 × C4.
Die Bahnlänge ist in diesem Fall also tatsächlich 2n−4.
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Wir bestimmen nun zunächst irreduzible Charaktere von D, welche sich durch Induktion von irre-
duziblen Charakteren von N ergeben. Die Charaktertafel von N ergibt sich als Kronecker-Produkt
der Charaktertafeln von Q8 und C2n−4 und ist somit bekannt. Induktion dieser Charaktere liefert
die Charaktere in (ii). Durch Induktion erhaltene Charaktere von D, die nicht irreduzibel sind, ha-
ben wir hierbei weggelassen. Die aufgelisteten Charaktere sind offenbar paarweise verschieden und
nach dem Satz von Clifford tatsächlich irreduzibel. Insgesamt ergeben sich so 2n−3− 4 Charaktere
vom Grad 2 und 2n−5 − 1 Charaktere vom Grad 4.
Zur Bestimmung der übrigen irreduziblen Charaktere betrachten wir Inflationen von irreduziblen
Charakteren von Quotienten von D. Die 16 linearen Charaktere in (i) ergeben sich durch Inflation
von D/Φ(D) ∼= C42 , was sich mit nach [67, Lemma 2.1] ergibt.
Für D = Xn betrachten wir weiter die normale Untergruppe N2 := 〈u, r2t2〉. Man rechnet leicht
nach, dass D/N2 dann ein Zentralprodukt Q8 ∗ C4 ist. Beispielsweise mit GAP berechnet man
die Charaktertafel von D/N2. Jeder der irreduziblen Charaktere vom Grad 2 von D/N liefert
dann einen irreduziblen Charakter vom Grad 2 von D. Multiplikation mit den obigen linearen
Charakteren µ1,0, µ1,4, µ1,8 und µ1,12 ergibt so die 4 Charaktere in (iii). Für P = Yn erhalten
wir mit N2 := 〈t〉 analoge Resultate. Die konstruierten Charaktere erhält man jeweils auch durch
Einschränkung von geeigneten Charakteren des direkten Produkts Q8 × C4.
Berechnung der Summe über die Quadrate der Grade der bisher gefundenen irreduziblen Charak-
tere liefert die Summe 2n. Wir haben somit alle irreduziblen Charaktere von D gefunden.
Die Bezeichnungen der Charaktere aus Lemma 5.2 werden wir im Folgenden ohne weitere Referenz
verwenden. Aus dem Lemma folgen mit Satz 1.46 unmittelbar die Blockinvarianten im nilpotenten
Fall.
Korollar 5.3. Ist B nilpotent, so gelten l(B) = 1, k(B) = 5 ·2n−5 +15, k0(B) = 16, k1(B) = 2n−3
und k2(B) = 2n−5 − 1. Die Cartanmatrix ist (2n).
Von nun an können wir also von A ∼= C3 ausgehen. Wir berechnen zunächst ein Repräsentanten-
system R der G-Konjugationsklassen von B-Elementen.
Lemma 5.4. Die Paare der Form (qty, bqty ) und (qtzu, bqtzu) mit q ∈ {1, r2, r}, y ∈ {0, . . . , 2n−5}
und z ∈ {0, 1} bilden ein Repräsentantensystem R der G-Konjugationsklassen von B-Elementen.
Für (v, bv) ∈ R hat hierbei bv stets die Defektgruppe CD(v).
Beweis. Die Operation von A fixiert die Elemente r2, t und u und permutiert die Elemente r, s und
rs. Die Aussage ergibt sich nun mit der Auflistung der Konjugationsklassen von D in Lemma 5.2
unmittelbar aus Lemma 1.49.
Zur Untersuchung der Struktur von Irr(B) wollen wir die ∗-Konstruktion verwenden. Hierfür ist
es notwendig F-stabile verallgemeinerte Charaktere von D zu finden.
Lemma 5.5. Die folgenden verallgemeinerten Charaktere von D sind F-stabil:
(i) µ1,i für i ∈ {0, 4, 8, 12},
(ii) λi := µ1,i+1 + µ1,i+2 + µ1,i+3 − 2µ1,i für i ∈ {0, 4, 8, 12},
(iii) µ2,i für i ∈ {1, . . . , 2n−5 − 1},
(iv) µ6,i für i ∈ {1, . . . , 2n−5 − 1},
(v) µ7,i für i ∈ {1, . . . , 4}.
Beweis. Das folgt unmittelbar aus den Werten der Charaktere in Lemma 5.2. Zu beachten ist
hierbei, dass A die Elemente r2, t und u festhält.
Die Bezeichnungen für die obigen Charaktere werden wir im Folgenden ohne weitere Referenz
verwenden. Aus den F-stabilen linearen Charaktere ergibt sich die Struktur der Fokalgruppe.
62
5.1 Kontrollierte Blöcke mit Defektgruppen Xn oder Yn
Lemma 5.6. Es ist
foc := foc(F) = 〈r, s, t2〉
und
Irr(D/ foc) = {µ1,0, µ1,4, µ1,8, µ1,12}.
Beweis. Das folgt unmittelbar aus der Operation von A und aus der Gestalt der linearen Charak-
tere in Lemma 5.2.
Zur Berechnung von Skalarprodukten von verallgemeinerten Charakteren, die wir durch die ∗-
Konstruktion konstruieren werden, benötigen wir Beiträge mvχχ für alle B-Elemente (v, bv) ∈ R
und ein χ ∈ Irr(B). Hierfür bieten sich Charaktere χ ∈ Irr0(B) an, denn über die Zerlegungszahlen
dieser Charaktere haben wir mehr Informationen.
Lemma 5.7. Es sei χ ∈ Irr0(B) beliebig. Der Beitrag mvχχ des B-Elements (v, bv) ∈ R zum
Skalarprodukt (χ, χ)G ist dann
|CD(v)|mvχχ =

3 falls v = qtz mit q ∈ {1, r2} und z ∈ {0, . . . , 2n−5},
1 falls v = rtz mit z ∈ {0, . . . , 2n−5},
3 falls v = qtzu mit q ∈ {1, r2} und z ∈ {0, 1},
1 falls v = rtzu mit z ∈ {0, 1}.
Beweis. Aus der Operation von A folgt, dass die Blöcke brty und brtzu mit y ∈ {0, . . . , 2n−5} und
z ∈ {0, 1} nilpotent sind. Die Blöcke bv für die übrigen v haben Trägheitsindex 3. Ist zusätzlich
v /∈ Z(D), so folgt mit Lemma 5.2, Proposition 3.17 und Bemerkung 1.68 (ii), dass diese Blöcke
bis auf eine Basiswahl die Cartanmatrix
|CD(v)|
4
2 1 11 2 1
1 1 2

haben. Der Block br2 dominiert wie üblich einen Block br2 von CG(r2)/〈r2〉 mit Defektgruppe
D/〈r2〉 ∼= Q2n−3 × C2 × C2. Der Block ist kontrolliert mit Trägheitsindex 3 und in dem zugehöri-
gen Fusionssystem sind nichttriviale Elemente des Faktors C2 × C2 fusioniert. Somit ist Satz 4.1
anwendbar und br2 hat die Cartanmatrix
2n−2
2 1 11 2 1
1 1 2

bis auf Basiswahl.
Wir schätzen nun den rationalen Teil der mvχχ für (v, bv) ∈ R ab. Ist v /∈ {1, t2
n−5
, r2t2
n−5}, so
ergibt sich aus Satz 1.65 und Lemma 1.67, dass der rationale Teil von mvχχ mindestens so groß
ist, wie in der Formel im Lemma angegeben. Gleichheit tritt hierbei jeweils nur dann auf, wenn
die zugehörigen verallgemeinerten Zerlegungszahlen ganzzahlige Vektoren multipliziert mit |D|-ten
Einheitswurzeln sind. Die Beiträgemvχχ sind gegebenenfalls also rational. Ist v ∈ {1, t2
n−5
, r2t2
n−5},
so sind die Beiträge mvχχ rational und es gilt mvχχ ≥ 12n . Summieren wir nun über die angegebenen
Mindestwerte für rationale Teile der mvχχ, so ergibt sich die Summe
1
2n−1 · 2 +
1
2n−2 · (2
n−5 − 1) + 116 · 2 +
3
2n−1 · 2(2
n−5 − 1) + 332 · 4 +
3
2n +
1
2n · 3 =
2n − 6
2n .
Die tatsächliche Summe über die Beiträge ist 1 nach Satz 1.63. Hieraus folgt mit Satz 1.65 und
Lemma 1.67, dass der rationale Teil von mvχχ für die (v, bv) ∈ R, für die bv nicht nilpotent und
v /∈ Z(D) ist, tatsächlich gleich 3|CD(v)| ist. Aus dem Gleichheitsfall in Lemma 1.67 folgt nun, dass
die Formel im Lemma für diese v richtig ist.
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Um bessere Abschätzungen für die übrigen v zu bekommen, wenden wir die ∗-Konstruktion an.
Die Charaktere µ7,i sind nach Lemma 5.5 für i ∈ {1, . . . , 4} F-stabil. Folglich ist µ7,i ∗ χ ein
verallgemeinerter Charakter von B. Setzen wir S := m1χχ+mr
2
χχ+mt
2n−5
χχ +mr
2t2
n−5
χχ , so berechnet
man:
(µ7,i ∗ χ, µ7,i ∗ χ)G = 4S + 4
(
2 · (2n−5 − 1) · 32n−1 + 4 ·
3
32
)
= 4S + 3− 482n .
Die Summe S ist nach obiger Analyse gleich k2n für ein k ∈ {6, . . . , 12}. Außerdem ist (µ7,i ∗
χ, µ7,i ∗ χ)G ganzzahlig. Es folgt (µ7,i ∗ χ, µ7,i ∗ χ)G = 3 und S = 122n . Nach obiger Abschätzung
der rationalen Parts der mvχχ folgt somit, dass die Formel im Lemma für v /∈ Z(D) richtig ist.
Zur Untersuchung des Falls v ∈ Z(D) nutzen wir wieder die ∗-Konstruktion. Der Charakter µ2,1
ist nach Lemma 5.5 F-stabil. Setzen wir nun
T := m1χχ −mr
2
χχ −mt
2n−5
χχ +mr
2t2
n−5
χχ ,
so ergibt sich
(µ2,1 ∗ χ, µ7,i ∗ χ)G = 4T +
2n−5−1∑
z=1
(ζz + ζ−z) · (αz − αz) = 4T,
wobei 2n−13 · αz ∈ {±2,±2i}. Das Skalarprodukt ist wiederum ganzzahlig, d.h. T = 0. Der triviale
Charakter µ1,0 ist ebenfalls F-stabil. Setzen wir
U := m1χχ −mr
2
χχ +mt
2n−5
χχ −mr
2t2
n−5
χχ ,
so erhalten wir analog
(µ1,0 ∗ χ, µ7,i ∗ χ)G = 2U.
Hierbei nutzen wir, wie bereits bei der Berechnung von (µ2,1∗χ, µ7,1∗χ)G, dass χ7,i(r2v) = −χ7,i(v)
für v ∈ D gilt. Dieses Skalarprodukt ist nun ebenfalls ganzzahlig, d.h. U = 0. Addition und
Subtraktion von T und U liefert m1χχ = mr
2
χχ und mt
2n−5
χχ = mr
2t2
n−5
χχ . Ist die Behauptung für die
mvχχ im Lemma falsch, so ist mit S = 122n folglich entweder mr
2
χχ <
3
2n oder
3
2n < m
r2
χχ ≤ 52n . Beide
Möglichkeiten widersprechen Satz 1.65 und Lemma 1.67. Die Behauptung folgt.
Korollar 5.8. Es seien λ und µ F-stabile verallgemeinerte Charaktere von D. Weiter sei E :=
〈r2, t, u〉. Dann ist für χ ∈ Irr0(B)
(λ ∗ χ, µ ∗ χ)G = 13(λ, µ)D +
2
3(λE , µE)E .
Beweis. MitR1 bzw.R3 bezeichnen wir die Menge der Elemente (v, bv) ∈ R, für die |CD(v)|mvχχ =
1 bzw. |CD(v)|mvχχ = 3 gilt. Nach Lemma 5.7 ist (v, bv) ∈ R3 hierbei zu v ∈ E (und (v, bv) ∈ R)
äquivalent. Die Untergruppe E enthält sogar die F-Konjugationsklassen der Elemente aus R3.
Wie im Beweis von Lemma 5.4 festgestellt, bestehen die F-Konjugationsklassen von Elementen
aus R1 jeweils aus genau drei D-Konjugationsklassen gleicher Länge. Die F-Konjugationsklassen
der Elemente aus R3 sind D-Konjugationsklassen. Mit |D : E| = 4 folgt somit
(λ ∗ χ, µ ∗ χ)G =
∑
(v,bv)∈R1
λ(v)µ(v)
|CD(v)| +
∑
(v,bv)∈R3
3λ(v)µ(v)
|CD(v)|
= 1|D|
∑
v∈D\E
λ(v)µ(v) · 13 +
1
|D|
∑
v∈E
λ(v)µ(v) · 3
= 1|D|
∑
v∈D
λ(v)µ(v) · 13 +
1
|D|
∑
v∈E
λ(v)µ(v) · 83
= 13 〈λ, µ〉D +
2
3 〈λE , µE〉E .
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Wie üblich erhalten wir untere Schranken für k(B) und l(B) mit Satz 1.50 und Satz 1.51.
Lemma 5.9. Es ist l(B) ≥ 3 und k(B)− l(B) ≥ 7 · 2n−5 + 18.
Beweis. Wie im Beweis von Lemma 5.7 dominiert der Block br2 einen Block br2 von CG(r2)/〈r2〉
mit Defektgruppe D/〈r2〉 und l(br2) = 3. Wegen r2 ∈ Z(F) gilt nach Satz 1.51 dann l(B) ≥
l(br2) = l(br2) = 3. Für v ∈ {t2n−5 , r2t2n−5} ist r2 ∈ Z(FD(bv)). Wir bezeichnen mit (r2, cr2) das
entsprechende bv-Element. Dann dominiert cr2 wie oben einen Block cr2 von CG(v, r2)/〈r2〉 mit
Defektgruppe D/〈r2〉. Wieder gilt l(bv) ≥ l(cr2) = l(cr2) = 3.
Zur Abschätzung von k(B) − l(B) nutzen wir nun die Formel aus Satz 1.50. Die Werte l(bv) für
die übrigen (v, bv) ∈ R ermitteln wir wie im Beweis von Lemma 5.7. Wie gewünscht, ergibt sich
k(B)− l(B) ≥ 3 + 3 + 3 + 2 · (2n−5 − 1) · 3 + (2n−5 + 1) · 1 + 4 · 3 + 2 · 1 = 7 · 2n−5 + 18.
Nun werden wir nacheinander die irreduziblen Charaktere von B konstruieren. Wir beginnen mit
den Charakteren von Höhe 0.
Proposition 5.10. Es gibt genau 16 Charaktere von Höhe 0 in B. Diese zerfallen unter der
Operation von Irr(D/ foc) in vier Bahnen.
Beweis. Nach Lemma 5.5 ist der verallgemeinerte Charakter λi für i ∈ {0, 4, 8, 12} F-stabil. Ist also
χ ∈ Irr0(B) beliebig gegeben, so ist λi ∗ χ ein verallgemeinerter Charakter von B. Es ist (λi)E =
(µ1,i)E . Insbesondere sind die Einschränkungen der λi auf E für verschiedene i verschiedene lineare
Charaktere. Unter Verwendung von Korollar 5.8 berechnen wir nun für i, j ∈ {0, 4, 8, 12}
(λi ∗ χ, λj ∗ χ)G = 13(λi, λj)D +
2
3((λi)E , (λj)E)E =
7
3δi,j +
2
3δi,j = 3δi,j .
Folglich ist λi ∗ χ eine Summe
λi ∗ χ = i+1χi+1 + i+2χi+2 + i+3χi+3
mit Vorzeichen i+1, i+2, i+3 von drei irreduziblen Charakteren χi+1, χi+2, χi+3 von B. Nach
Lemma 5.6 operiert die Gruppe Irr(D/ foc) auf der Menge der λi und auf den zwölf irreduziblen
Charakteren, die als Summanden auftauchen. Mit Lemma 1.83 folgt dann, dass diese zwölf Cha-
raktere tatsächlich paarweise verschieden sind. Wir erhalten also als Summanden insgesamt drei
Irr(D/ foc)-Orbits von jeweils vier Charakteren. Eine weitere Irr(D/ foc)-Bahn ist die Bahn von χ.
Da nach Korollar 5.8
(χ, λi ∗ χ)G = 13(µ1,0, λi)D +
2
3((µ1,0)E , (λi)E)E = −
2
3δ0,i +
2
3δ0,i = 0
für i ∈ {0, 4, 8, 12} gilt, ist diese Bahn verschieden von den drei Bahnen der Summanden. Setzen
wir χi = µ1,i ∗ χ, so erhalten wir also insgesamt die 16 verschiedenen Charaktere χ0, . . . , χ15.
Wir betrachten nun den Block bru. Wie in Lemma 5.2 festgestellt, hat dieser Block eine Defektgrup-
pe, die zu C4×C4 isomorph ist. Die Cartanmatrix ergibt sich zu (16). Nach Satz 1.65 verschwinden
die Zerlegungszahlen dru(χi) für i ∈ {0, 4, 8, 12} nicht. Es ist λi(ru) = −3 für i ∈ {0, 4} und es
ist λi(ru) = 3 für i ∈ {8, 12} Betrachten wir also die zugehörigen Zerlegungszahlen dru(λi ∗ χ), so
ergibt sich
±3dru(χ) = i+1dru(χi+1) + i+2dru(χi+2) + i+3dru(χi+3)
für alle i ∈ {0, 4, 8, 12}. Da bru die Cartanmatrix (16) hat, folgt hieraus leicht, dass alle dru(χk)
für k ∈ {0, . . . , 15} Einheitswurzeln sind. Hieraus folgt mit Satz 1.65 unmittelbar, dass diese
Charaktere genau die Charaktere von Höhe 0 in B sind.
Durch weitere Anwendung der ∗-Konstruktion erhalten wir im Folgenden eine Reihe von irredu-
ziblen Charakteren mit Höhe 1.
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Proposition 5.11. Ist χ ∈ Irr0(B) und i ∈ {1, . . . , 2n−5− 1}, so ist ψχ,i := µ2,i ∗χ ∈ Irr1(B). Ist
weiter j ∈ {1, . . . , 2n−5 − 1} mit i 6= j, so sind hierbei die Charaktere ψχ,i und ψχ,j verschieden.
Stammt χ′ ∈ Irr0(B) aus einer anderen Irr(D/ foc)-Bahn als χ, so sind die Charaktere ψχ,i und
ψχ′,j für beliebige i, j ∈ {1, . . . , 2n−5 − 1} voneinander verschieden.
Beweis. Mit Lemma 5.7 und dem Beweis von Lemma 5.2 berechnen wir:
(µ2,i ∗ χ, µ2,i ∗ χ)G = 32n · 4 · 4 +
1
2n−1 · 4 · 2 + (2
n−4 − 4) ·
(
3
2n−1 · 2 +
1
2n−2
)
= 1.
Der verallgemeinerte Charakter µ2,i ∗ χ ist also bis auf ein Vorzeichen ein irreduzibler Charakter
von B. Wegen χ ∈ Irr0(B) und µ2,i(1) = 2 ist das Vorzeichen hierbei positiv und es folgt ψχ,i =
µ2,i ∗ χ ∈ Irr1(B). Anwendung von Korollar 5.8 ergibt, dass die Einschränkung (µ2,i)E irreduzibel
ist. Offenbar sind diese Einschränkungen für verschiedene i auch paarweise verschieden, sodass
nochmalige Anwendung von Korollar 5.8
(µ2,i ∗ χ, µ2,j ∗ χ)G = 0
für i, j ∈ {1, . . . , 2n−5 − 1} mit i 6= j liefert. Die Charaktere ψχ,i sind also für verschiedene i
voneinander verschieden.
Es verbleibt zu zeigen, dass ψχ,i und ψχ′,j für χ, χ′ ∈ Irr0(B) aus verschiedenen Irr(D/ foc)-
Bahnen und i, j ∈ {1, . . . , 2n−5 − 1} verschieden sind. Wir nehmen das Gegenteil an. Wie im
Beweis von Proposition 5.10 existiert ein k ∈ {0, 4, 8, 12}, sodass χ′ Summand (mit Vorzeichen)
von λk ∗ χ ist. Der verallgemeinerte Charakter λk ∗ χ ist hierbei eine vorzeichenbehaftete Summe
von drei verschiedenen Charakteren aus Irr0(B). Wiederum wie im Beweis von Proposition 5.10
ist (λk)E = (µ1,k)E ∈ Irr1(E). Die Einschränkung (µ2,j)E ist, wie bereits gezeigt, ein irreduzibler
Charakter. Folglich ist (µ2,jλk)E irreduzibel und mit Korollar 5.8 ergibt sich
(µ2,j ∗ (λk ∗ χ), µ2,j ∗ (λk ∗ χ))G = 13(µ2,jλk, µ2,jλk)D +
2
3((µ2,jλk)E , (µ2,jλk)E)E =
7
3 +
2
3 = 3.
Somit ist µ2,j ∗ (λk ∗ χ) eine vorzeichenbehaftete Summe von drei verschiedenen Charakteren aus
Irr1(B) und ψχ′,j = ψχ,i ist einer dieser Summanden. Das bedeutet
(µ2,i ∗ χ, µ2,j ∗ (λk ∗ χ))G 6= 0.
Mit Korollar 5.8 berechnet man aber
(µ2,i ∗ χ, µ2,j ∗ (λk ∗ χ))G = 13(µ2,i, µ2,jλk)D +
2
3((µ2,i)E , (µ2,jλk)E)E
= 13(µ2,i,−2µ2,jµ1,k)D +
2
3((µ2,i)E , (µ2,jµ1,k)E)E = 0,
was ein Widerspruch ist und die gewünschte Aussage zeigt.
Proposition 5.12. Ist χ ∈ Irr0(B) und j ∈ {1, . . . , 4}, so existieren Vorzeichen 1, 2, 3 und
verschiedene Charaktere χ1, χ2, χ3 ∈ Irr(B) mit
µ7,j ∗ χ = 1χ1 + 2χ2 + 3χ3.
Hierbei haben χ1, χ2 und χ3 nicht Höhe 0. Durchläuft χ einen Irr(D/ foc)-Orbit, so ergeben sich so
insgesamt zwölf verschiedene irreduzible Charaktere als Summanden (mit Vorzeichen). Diese zwölf
Charaktere sind von der Wahl des Irr(D/ foc)-Orbits unabhängig.
Beweis. Nach Lemma 5.5 ist µ7,j F-stabil und somit ist µ7,j ∗ χ ein verallgemeinerter Charakter
von B. Das Skalarprodukt (µ7,j ∗χ, µ7,j ∗χ)G = 3 haben wir im Beweis von Lemma 5.7 berechnet.
Anwendung von Korollar 5.8 ergibt, dass (µ7,j)E das Doppelte eines linearen Charakters von E
ist. Die Gestalt von µ7,j in Lemma 5.2 zeigt, dass diese linearen Charaktere für verschiedene i
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verschieden sind. Mit nochmaliger Anwendung von Korollar 5.8 folgt dann (µ7,j ∗χ, µ7,k ∗χ)G = 0
für alle k ∈ {1, . . . , 4} mit j 6= k.
Aus dieser Analyse ergibt sich, dass µ7,j ∗ χ tatsächlich eine Summe von drei irreduziblen Cha-
rakteren von B (mit Vorzeichen) ist. Nach dem Beweis von Lemma 5.2 gehen die Charaktere
µ7,1, . . . , µ7,4 durch Multiplikation mit Charakteren aus Irr(D/ foc) ineinander über. Mit Lem-
ma 1.83 folgt dann, dass die drei irreduziblen Summanden von µ7,j ∗χ für verschiedene j paarweise
verschieden sind. So ergeben sich also insgesamt zwölf irreduzible Charaktere.
Wir zeigen, dass die irreduziblen Summanden nicht die Höhe 0 haben. Hierfür betrachten wir den
Block btu mit Cartanmatrix 16 8 88 16 8
8 8 16

bis auf Basiswahl nach Lemma 5.2 und Proposition 3.17. Man zeigt leicht, dass tu die Ordnung 4
hat (vgl. den Beweis von Lemma 5.2). Für die F-stabilen Charaktere µ7,j gilt µ7,j(tu) = ±2i /∈
R. Deswegen ist tu nicht zu seinem Inversen F-konjugiert. Für den rationalen Teil atu0 und den
imaginären Teil atu1 von dtu gilt nach Proposition 1.56 also
(atu0 )Tatu0 = (atu1 )Tatu1 =
8 4 44 8 4
4 4 8
 .
Es gilt mtuχχ = 332 nach Lemma 5.7. Aus dem Gleichheitsfall von Lemma 1.67 folgt somit, dass
dtu(χ) entweder ein ganzzahliger Vektor oder ein i = ζ4-faches eines ganzzahligen Vektors ist. Wir
nehmen ohne Einschränkung an, dass ersteres der Fall ist. Eine kurze Fallunterscheidung liefert,
dass dtu(χ) bis auf ein Vorzeichen die Form (1, 1, 1), (1, 0, 0), (0, 1, 0) oder (0, 0, 1) hat.
Der F-stabile verallgemeinerte Charakter λ0 aus dem Beweis von Proposition 5.10 hat die Eigen-
schaft λ0(tu) = 1. Betrachtung der Zerlegung von λ0∗χ in eine vorzeichenbehaftete Summe von drei
irreduziblen Charakteren aus Proposition 5.10 zusammen mit der Operation von Irr(D/ foc) liefert
nun leicht, dass die Einschränkung von dtu auf die 16 Charaktere in Irr0(B) bis auf Umordnung
und Vorzeichen der Zeilen die Form1 1 1 1 1 1 1 1 . . . . . . . .1 1 1 1 . . . . 1 1 1 1 . . . .
1 1 1 1 . . . . . . . . 1 1 1 1
T
hat.
Wir wählen nun χ ∈ Irr0(B) mit dtu(χ) = (, , ) für ein  ∈ {±1} und betrachten die obige
Zerlegung von µ7,1 ∗ χ. Wir wählen χ1, χ2, χ3 und 1, 2, 3 entsprechend. Wegen µ7,1(tu) = 2i gilt
(2i, 2i, 2i) = 1dtu(χ1) + 2dtu(χ2) + 3dtu(χ3).
Eine kurze Fallunterscheidung unter Beachtung der Operation von Irr(D/ foc) und der Gestalt von
(atu1 )Tatu1 liefert, dass die Einschränkung von dtu auf die konstruierten zwölf Charaktere bis auf
Reihenfolge und Vorzeichen von Zeilen die Formi i i i i i i i . . . .i i i i . . . . i i i i
. . . . i i i i i i i i
T
hat. Nach Satz 1.65 haben die zwölf konstruierten Charaktere also nicht die Höhe 0. Aus der Gestalt
der Zerlegungsmatrix ergibt sich auch die Unabhängigkeit dieser Charaktere von der Irr(D/ foc)-
Bahn.
Wir werden später zeigen, dass die zwölf Charaktere aus der letzten Proposition tatsächlich die
Höhe 1 haben. Im Folgenden konstruieren wir irreduzible Charaktere von Höhe 2. Hierfür benötigen
wir allerdings einige Informationen über Beiträge der eben konstruierten Charaktere.
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Lemma 5.13. Ist ψ einer der zwölf Charaktere aus Proposition 5.12 und v ∈ {u, tu, r2u, r2tu},
so ist mvψψ = 18 .
Beweis. Der Block bv hat nach Lemma 5.2, Proposition 3.17 und Bemerkung 1.68 (ii) die Cartan-
matrix
Cbv =
16 8 88 16 8
8 8 16

bis auf Basiswahl. Ist χ ∈ Irr0(B), so ist mvχχ = 332 nach Lemma 5.7. Eine kurze Fallunterscheidung
liefert, dass eine |〈v〉|-te Einheitswurzel ζ existiert, sodass die Zerlegungszahlen dv(χ) die Form
(ζ, ζ, ζ), (ζ, 0, 0), (0, ζ, 0) oder (0, 0, ζ) haben. Für die Zerlegungszahlen dv der 16 Charaktere von
Höhe 0 aus Proposition 5.10 sind also vier Fälle möglich. Für verschiedene Charaktere kann hierbei
die Einheitswurzel ζ unterschiedlich sein. Das wird für unsere Untersuchung allerdings keine Rolle
spielen. Wir zeigen, dass jeder der obigen vier Fälle auftritt, indem wir jede andere Möglichkeit
zum Widerspruch führen:
• Tritt genau einer der Fälle für alle 16 Charaktere ein, so ergibt sich offenbar ein Widerspruch
zur Gestalt von Cbv .
• Treten genau zwei der Fälle auf, so kann durch geeignete Neuwahl der Z IBr(bv)-Basis erreicht
werden, dass diese Fälle gerade (ζ, ζ, ζ) und (ζ, 0, 0) sind. Aus der Operation von Irr(D/ foc)
und der Zerlegung von λk ∗χ für k ∈ {0, 4, 8, 12} und χ ∈ Irr0(B) in eine vorzeichenbehaftete
Summe von drei irreduziblen Charakteren von Höhe 0 (vgl. den Beweis von Proposition 5.10)
folgt, dass jeder der beiden Fälle genau für acht Charaktere auftritt. Ist nun χ ∈ Irr0(B)
beliebig, so ist µ7,j∗χ für j ∈ {1, . . . , 4} nach Proposition 5.12 eine Summe mit Vorzeichen von
drei irreduziblen Charakteren mit Höhe größer 0. Wegen µ7,j(v) ∈ {±2,±2i} verschwindet
die erste Komponente von dv(ψ) für wenigstens einen dieser Charaktere ψ nicht. Das ist aber
wiederum ein Widerspruch zur Gestalt von Cbv .
• Nun nehmen wir an, dass genau drei der Fälle auftreten. Aus der Operation von Irr(D/ foc)
und der Zerlegung von λk ∗χ für k ∈ {0, 4, 8, 12} und χ ∈ Irr0(B) in eine vorzeichenbehaftete
Summe von drei irreduziblen Charakteren von Höhe 0 (vgl. den Beweis von Proposition 5.10)
ergibt sich dann ein Widerspruch, denn χ und die drei Summanden bilden ein Repräsentan-
tensystem der Irr(D/ foc)-Bahnen von Charakteren von Höhe 0.
Aus der Operation von Irr(D/ foc) auf Irr0(B) folgt nun offenbar, dass jeder der vier Fälle für genau
eine Irr(D/ foc)-Bahn von Charakteren von Höhe 0 eintritt. Ist χ ∈ Irr0(B), so zerfällt µ7,1 ∗χ nach
Proposition 5.12 als vorzeichenbehaftete Summe von drei irreduziblen Charakteren ψ1, ψ2, ψ3. Diese
bilden ein Repräsentantensystem der Irr(D/ foc)-Bahnen von Charakteren aus Proposition 5.12.
Da diese Konstruktion für jeden Charakter χ aus Irr0(B) dieselben drei Irr(D/ foc)-Bahnen von
Charakteren liefert, bilden die Vektoren dv(ψ1), dv(ψ2), dv(ψ3) ein lineares Erzeugendensystem
des C3, denn Vektoren der Form (ζ, 0, 0), (0, ζ, 0) und (0, 0, ζ) sind darstellbar. Die Vektoren
dv(ψ1), dv(ψ2), dv(ψ3) bilden also eine Basis und verschwinden deshalb insbesondere nicht. Nach
Satz 1.65 und Lemma 1.67 ist der rationale Teil von mvψψ für jeden der zwölf Charaktere ψ aus
Proposition 5.12 folglich mindestens 432 =
1
8 . Der rationale Teil der Summe
∑
χ∈Irr(B)m
v
χχ ist
folglich mindestens 332 · 16 + 432 · 12 = 3. Nach [62, Proposition 2.2] ist dies auch die tatsächliche
Summe, d.h. der rationale Part von mvψψ ist genau 18 . Man zeigt leicht, dass dann eine |〈v〉|-te
Einheitswurzel ζ ′ existiert, sodass dv(ψ) das ζ ′-fache eines ganzzahligen Vektors ist. Gegebenenfalls
ist mvψψ insbesondere rational und die Behauptung folgt.
Proposition 5.14. Sind ψj mit j ∈ {1, 2, 3} Repräsentanten der Irr(D/ foc)-Bahnen von Charak-
teren aus Proposition 5.12 und i ∈ {1, . . . , 2n−5−1}, so sind µ2,i ∗ψj irreduzible Charaktere von B.
Diese haben mindestens Höhe 2 und sind für verschiedene Paare (i, j) voneinander verschieden.
Beweis. Für q ∈ {1, r2} und z ∈ {1, . . . , 2n−5 − 1} sei v := qtz. Nach Lemma 5.2, Proposition 3.17
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und Bemerkung 1.68 (ii) hat bv die Cartanmatrix
Cbv = 2n−3
2 1 11 2 1
1 1 2

bis auf Basiswahl. Ist χ ein Charakter in Irr0(B), so ist mvχχ = 32n−1 nach Lemma 5.7. Eine
kurze Fallunterscheidung liefert, dass eine |〈v〉|-te Einheitswurzel ζ existiert, sodass dv(χ) die Form
(ζ, ζ, ζ), (ζ, 0, 0), (0, ζ, 0) oder (0, 0, ζ) hat. Wir wollen zeigen, dass jeder dieser vier Fälle für genau
einen Irr(D/ foc)-Orbit von Irr0(B) eintritt. Hierbei argumentieren wir analog zum Beweis von
Lemma 5.13.
Wie oben gezeigt, verschwinden die Zerlegungszahlen dv(χ) für χ ∈ Irr0(B) nicht. Ist dann i ∈
{1, . . . , 2n−5 − 1} und ζi,z+ 6= 0, so verschwindet dv folglich auch auf den Charakteren ψχ,i aus
Proposition 5.11 nicht. Nun unterscheiden wir nach der Anzahl der für dv(χ) mit χ ∈ Irr0(B)
auftretenden obigen Fälle:
• Wir nehmen zunächst an, dass einer der vier Fälle für alle 16 Charaktere aus Propositi-
on 5.10 eintritt. Berücksichtigen wir nun nur den Teil der Zerlegungsmatrix dv, der zu den
Charakteren aus Proposition 5.10 und Proposition 5.11 gehört, so erhalten wir wegen
16 + 4
2n−5−1∑
i=1
|ζi,z+ |2 = 16 + 4(2n−4 − 4) = 2n−2
(vgl. den Beweis von Lemma 5.2) bereits einen Widerspruch zur Gestalt von Cbv . Dieser Fall
tritt also nicht ein.
• Nun gehen wir davon aus, dass genau zwei der Fälle für dv(χ) eintreten. Aus der Operation
von Irr(D/ foc) und aus der Zerlegung von λk ∗ χ für k ∈ {0, 4, 8, 12} und χ ∈ Irr0(B) in
eine vorzeichenbehaftete Summe von drei irreduziblen Charakteren von Höhe 0 (vgl. den
Beweis von Proposition 5.10) ergibt sich, dass jeder dieser beiden Fälle genau für 8 Charak-
tere auftritt. Wir erhalten einen Widerspruch wie im Beweis von Lemma 5.13, wenn man
wie im letzten Fall die Zerlegungszahlen dv auf den Charakteren aus Proposition 5.10 und
Proposition 5.11 berücksichtigt.
• Treten genau drei der Fälle ein, so liefert die Zerlegung von λk ∗ χ für k ∈ {0, 4, 8, 12} in
irreduzible Summanden wie im Beweis von Proposition 5.10 sofort einen Widerspruch.
Wie gewünscht treten für die Irr(D/ foc)-Bahnen von Irr0(B) also alle vier obigen Fälle auf. Nun
wenden wir die Konstruktion der zwölf Charaktere aus Proposition 5.12 auf jede dieser Bah-
nen an. Da die erhaltenen Charaktere unabhängig von der Wahl der Bahn sind, ergibt sich mit
µ7,j(v) ∈ {±2,±2i} für j ∈ {1, . . . , 4}, dass man mit dv(ψ1), dv(ψ2) und dv(ψ3) die Vektoren
(2ζ, 0, 0), (0, 2ζ ′, 0) und (0, 0, 2ζ ′′) linear kombinieren kann, wobei ζ, ζ ′ und ζ ′′ jeweils |〈v〉|-te
Einheitswurzeln sind. Die Vektoren dv(ψ1), dv(ψ2) und dv(ψ3) bilden also eine C-Basis von C3.
Insbesondere verschwinden sie nicht.
Es seien nun i ∈ {1, . . . , 2n−5 − 1} und j ∈ {1, 2, 3} beliebig gegeben. Der Charakter µ2,i ist nach
Lemma 5.5 F-stabil. Folglich ist µ2,i∗ψj ein verallgemeinerter Charakter von B. Wir bezeichnen mit
i2 die maximale Potenz von 2, die in i aufgeht. Dann ist ζi,2
n−6/i2
+ = 0. Mit Lemma 5.2, Lemma 5.13
und der obigen Analyse folgt also, dass die Summe der mwψjψj über die B-Elemente (w, bw) ∈ R
mit µ2,i(w) = 0 größer als 12 ist. Für die übrigen B-Elemente (w, bw) ∈ R ist |µ2,i(w)| ≤ 2. Mit
Satz 1.64 folgt somit
(µ2,i ∗ ψj , µ2,i ∗ ψj)G < 2.
Da dieses Skalarprodukt ganzzahlig ist und sicher nicht verschwindet, folgt (µ2,i ∗ψj , µ2,i ∗ψj)G =
1, d.h. es gibt ein Vorzeichen, sodass ±µ2,i ∗ ψj ein irreduzibler Charakter von B ist. Wegen
µ2,i(1) = 2 ist dieses Vorzeichen positiv. Da nach Proposition 5.12 h(ψj) ≥ 1 ist, folgt hieraus auch
h(µ2,i ∗ ψj) ≥ 2.
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Es verbleibt zu zeigen, dass die konstruierten Charaktere für verschiedene Paare (i, j) voneinander
verschieden sind. Seien hierfür i, i′ ∈ {1, . . . , 2n−5 − 1} und j, j′ ∈ {1, 2, 3} mit (i, j) 6= (i′, j′)
beliebig gegeben. Zunächst gehen wir von n 6= 6 aus. Ist weiter i 6= i′, so ergibt sich leicht, dass
µ2,i(t) und µ2,i′(t) nicht identisch sind. Da mtψjψj nach obiger Analyse nicht verschwindet, folgt
für j = j′ unmittelbar µ2,i ∗ ψj 6= µ2,i′ ∗ ψj′ . Für j 6= j′ folgt dies auch, da dt(ψj) und dt(ψj′)
über C linear unabhängig sind. Ist schließlich i = i′, so existiert ein z ∈ {1, . . . , 2n−5 − 1}, sodass
µ2,i(tz) 6= 0 ist. Da dtz (ψj) und dtz (ψj′) C-linear unabhängig sind, folgt µ2,i ∗ψj 6= µ2,i′ ∗ψj′ auch
in diesem Fall.
Sei nun schließlich n = 6. Dann ist offenbar i = i′ = 1. Um µ2,i ∗ ψj 6= µ2,i′ ∗ ψj′ auch hier zu
zeigen, genügt es also, für χ ∈ Irr0(B)
(µ2,1 ∗ (µ7,1 ∗ χ), µ2,1 ∗ (µ7,1 ∗ χ))G = 3
zu zeigen. Unter Verwendung von Lemma 5.7 ergibt sich diese Identität unmittelbar. Hierbei ist
µ2,1 · µ7,1 = µ6,1 F-stabil, denn die Charaktere µ2,1 und µ7,1 sind nach Lemma 5.5 F-stabil. Bei
der Berechnung ist ζ1,1− = 0 in Lemma 5.2 zu beachten. Das beendet den Beweis.
Nun können wir unsere Ergebnisse zusammenfassen und zeigen, dass wir alle irreduziblen Charak-
tere von B konstruiert haben.
Satz 5.15. Es ist k(B) = 7 · 2n−5 + 21, l(B) = 3, k0(B) = 16, k1(B) = 2n−3 + 8 und k2(B) =
3 · 2n−5 − 3.
Beweis. Wir haben bisher die folgenden irreduziblen Charaktere konstruiert:
(i) 16 Charaktere von Höhe 0 in Proposition 5.10,
(ii) 4 · (2n−5 − 1) = 2n−3 − 4 Charaktere der Höhe 1 in Proposition 5.11,
(iii) Zwölf Charaktere von Höhe größer 0 in Proposition 5.12,
(iv) 3 · (2n−5 − 1) = 3 · 2n−5 − 3 Charaktere von Höhe größer 1 in Proposition 5.14.
Offenbar ist die Familie von Charakteren in (i) hierbei zu allen übrigen Familien disjunkt. Offen-
sichtlich sind auch die Familien (ii) und (iv) disjunkt. Die Familien (ii) und (iii) sind ebenfalls
disjunkt, denn nach Lemma 5.13 verschwinden die Zerlegungszahlen du auf den zwölf Charakteren
aus (iii) nicht. Wegen µ2,i(u) = 0 für i ∈ {1, . . . , 2n−5 − 1} gilt dies allerdings nicht für die Cha-
raktere aus Proposition 5.11. Mit derselben Argumentation sind auch die Familien (iii) und (iv)
disjunkt.
So erhalten wir also insgesamt 7 · 2n−5 + 21 verschiedene irreduzible Charaktere von B. Um zu
zeigen, dass dies alle sind, schätzen wir die Summe über alle mr2χχ für diese Charaktere χ ab. Für
Charaktere χ in der Familie (i) ist mr2χχ = 32n nach Lemma 5.7. Ist χ aus Familie (ii), so folgt
nach Konstruktion mr2χχ = 122n , denn µ2,i(r2) = 2 für i ∈ {1, . . . , 2n−5 − 1}. Da die Charaktere χ in
Familie (iii) wenigstens die Höhe 1 haben, ergibt Anwendung von Satz 1.64 mr2χχ ≥ 42n . Gleichheit
tritt hierbei nur ein, wenn die Charaktere tatsächlich die Höhe 1 haben. Für die Charaktere χ aus
Familie (iv) ergibt sich schließlich mr2χχ ≥ 162n analog zur Situation in (ii). Gleichheit tritt hierbei
nur ein, wenn diese Charaktere die Höhe 2 haben. Summieren wir über diese minimalen Beiträge,
so erhalten wir die Summe
16 · 32n + (2
n−3 − 4) · 122n + 12 ·
4
2n + (3 · 2
n−5 − 3) · 162n = 3.
Die entsprechende Summe über alle irreduziblen Charaktere ist nach [62, Proposition 2.2] ebenfalls
gleich 3. Wegen r2 ∈ Z(D) haben wir also alle irreduziblen Charaktere in B gefunden. Zudem tritt
oben in den Familien (iii) und (iv) jeweils der Gleichheitsfall ein. Hieraus ergeben sich die Werte
für k(B) und alle ki(B) mit i ∈ N0. Aus Lemma 5.9 folgt schließlich l(B) = 3.
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Aus Satz 5.15 ergibt sich auch leicht, dass alle Vermutungen aus Abschnitt 2 für den Block B
erfüllt sind. Alperins Gewichtsvermutung folgt hierbei mit [39, Proposition 5.4], Satz 1.89 und
OutF (D) ∼= C3, da D die einzige F-zentrische und F-radikale Untergruppe ist.
5.2 Defektgruppen Suz
In diesem Unterabschnitt untersuchen wir Blöcke B von G mit einer Defektgruppe D := Suz,
welche eine 2-Sylowgruppe von PSU(3, 4) ist. In [21, Theorem 5.3] wurde gezeigt, dass D resistent
ist und dass genau vier verschiedene saturierte Fusionssysteme auf D existieren, welche sich in
ihrem Trägheitsindex unterscheiden. Wir beschränken uns auf den Fall des Trägheitsindex 3. Im
Folgenden liege also stets das Fusionssystem F := FD(B) = FD(DoC3) vor. Wir verweisen auch
auf die Diplomarbeit [6], in der bereits eine Untersuchung von Blöcken mit Defektgruppe D unter
massivem Einsatz von Computeralgebra stattfand.
Wir geben einige Informationen über die Struktur von D, welche sich leicht per Hand oder mit
GAP verifizieren lassen: Die Gruppe D enthält genau 15 Konjugationsklassen von nichtzentralen
Elementen. Durch Konjugation in F werden diese zu genau fünf F-Konjugationsklassen fusio-
niert. Repräsentanten dieser Konjugationsklassen bezeichnen wir mit x1, . . . , x5. Es ist Z(D) ∼=
C2 ×C2. Die drei Konjugationsklassen von nichttrivialen zentralen Elementen werden zu einer F-
Konjugationsklasse fusioniert. Mit z bezeichnen wir ein beliebiges dieser Elemente. Die B-Elemente
(u, bu) mit u ∈ {1, z, x1, . . . , x5} bilden nun nach Lemma 1.49 ein Repräsentantensystem R der
G-Konjugationsklassen von B-Elementen. Für jedes (u, bu) ∈ R hat hierbei bu die Defektgrup-
pe CD(u). Da jedes Elemente u für (u, bu) ∈ R \ {(1, B)} durch F zu Elementen anderer D-
Konjugationsklassen konjugiert ist, hat bu stets Trägheitsindex 1 und ist deshalb nilpotent. Wegen
|CD(xi)| = 16 für i ∈ {1, . . . , 5} hat der Block bxi eine Defektgruppe der Ordnung 16. Da die xi die
Ordnung 4 haben und zu ihrem Inversen konjugiert sind, hat die verallgemeinerte Zerlegungsmatrix
von B nach Proposition 1.57 ausschließlich ganzzahlige Einträge.
Lemma 5.16. Es ist k(B)− l(B) = 6.
Beweis. Da die bu für (u, bu) ∈ R \ {(1, B)} nilpotent sind, ist stets l(bu) = 1. Anwendung von
Satz 1.50 liefert nun k(B)− l(B) = 6.
Zur Analyse der verallgemeinerten Zerlegungszahlen wollen wir die ∗-Konstruktion benutzen. Hier-
für müssen wir zunächst einige F-stabile verallgemeinerte Charaktere von D finden.
Lemma 5.17. Für jedes i ∈ {1, . . . , 5} existiert ein F-stabiler verallgemeinerter Charakter λi von
D mit
λi(u) =

3 falls u = xi,
−1 falls u = xj mit j ∈ {1, . . . , 5} \ {i},
3 falls u ∈ Z(D).
Beweis. Etwa mit GAP können wir die Charaktertafel von D berechnen. Die Trägheitsgruppe von
B operiert auf den irreduziblen Charakteren von D. Da F kontrolliert ist, erhalten wir einen F-
stabilen verallgemeinerten Charakter von D, wenn wir über die Charaktere in einer Bahn dieser
Operation summieren. Führen wir diese Konstruktion mit den 15 nichttrivialen linearen Charak-
teren von D durch, so ergeben sich gerade die λi.
Die Bezeichnung λi für diese Charaktere werden wir von nun an ohne weitere Referenz verwenden.
Wir wollen im Folgenden die ∗-Konstruktion mit diesen Charakteren nutzen, um die verallgemei-
nerte Zerlegungsmatrix von B zu ermitteln. Hierfür zeigen wir zunächst ein Resultat über Beiträge
m1χχ für χ ∈ Irr(B), welches die besondere Gestalt der Elementarteiler der Cartanmatrix von B
ausnutzt.
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Lemma 5.18. Die Cartanmatrix C von B hat gerade die Elementarteiler 64 und (möglicherweise
mehrfach) 1.
Beweis. Da Blöcke zu allen nichttrivialen B-Elementen nilpotent sind, folgt das aus [30, Corollary
1].
Lemma 5.19. Es sei χ ∈ Irr(B). Für den Beitrag m1χχ zum Skalarprodukt (χ, χ)G gilt dann:
(i) Ist h(χ) = 0, so ist 64m1χχ ∈ {3, 11, 19, 35, 43}.
(ii) Ist h(χ) > 0, so ist 64m1χχ ∈ {12, 44, 48}.
Beweis. Zunächst sei χ ∈ Irr0(B). Nach Satz 1.63 ist die Summe über die Beiträge muχχ aller
B-Elemente (u, bu) ∈ R gerade 1. Nach Satz 1.65 ist für jedes B-Element (u, bu) ∈ R zudem
|CD(u)|muχχ ungerade. Eine kurze Fallunterscheidung liefert, dass die Summe
∑5
i=1m
xi
χχ entweder
5
16 oder
13
16 ist. Der Beitrag mzχχ ist
1
64 ,
9
64 oder
25
64 . Hierfür haben wir jeweils verwendet, dass
die Blöcke zu nichttrivialen B-Elementen nilpotent sind. Prinzipiell gibt es für den verbleibenden
Beitrag m1χχ also die Möglichkeiten 4364 ,
35
64 ,
19
64 ,
11
64 oder
3
64 . Die Aussage (i) folgt.
Für (ii) betrachten wir die Matrix M := 64C−1B . Nach Lemma 5.18 hat M die Elementarteiler 1
und (eventuell mehrfach) 64. Es existieren also Matrizen S, T ∈ GL(l(B),Z) mit
M = S

1
64
. . .
64
T bzw. S−1M(S−1)T =

1
64
. . .
64
T (S−1)T .
Die Matrix S−1M(S−1)T ist hierbei symmetrisch und ganzzahlig. Auch die Matrix T (S−1)T ist
ganzzahlig. Es existieren folglich eine Matrix M ′ ∈ Z(l(B)−1)×(l(B)−1), ein Spaltenvektor v ∈
Zl(B)−1 und ein e ∈ Z mit
S−1M(S−1)T =
(
e 64vT
64v 64M ′
)
.
Der Beitrag m1χχ eines Charakters χ ∈ Irr(B) ergibt sich nun für w := d1(χ) zu
m1χχ =
1
64wMw
T = 164(wS)S
−1M(S−1)T (wS)T .
Es ist also 64m1χχ ≡ er2χ (mod 64) für ein rχ ∈ Z. Wegen 0 < 64m1χχ < 64 genügt es nun al-
so, die möglichen Reste von er2χ modulo 64 zu berechnen. Bekanntlich existieren in B irreduzible
Charaktere von Höhe 0. Es sei ψ ∈ Irr0(B) ein beliebiger solcher Charakter. Wir haben die mög-
lichen Werte für m := 64m1ψψ oben berechnet. Ist rψ entsprechend gewählt, so gilt dann m ≡ er2ψ
(mod 64). Da m ungerade und somit invertierbar modulo 64 ist, ist dies auch rψ. Sei also r′ ∈ Z
mit r′rψ ≡ 1 (mod 64) gegeben. Dann ist e ≡ mr′2 (mod 64). Für χ ∈ Irr(B) gilt somit
64m1χχ ≡ er2χ ≡ mr′2r2χ ≡ m(r′rχ)2 (mod 64).
Durchläuft rχ hierbei alle Restklassen modulo 64, so tut dies auch r′rχ. Damit können wir nun
alle Möglichkeiten für 64m1χχ berechnen. Die so erhaltene Liste hängt hierbei nicht davon ab,
welcher Wert m aus (i) tatsächlich eintritt, denn die Werte in (i) gehen durch Multiplikation mit
ungeraden quadratischen Resten modulo 64 ineinander über. Die erhaltenen geraden Werte sind
nach Satz 1.65 die möglichen Werte für Charaktere von Höhe größer 0.
Nach dieser Vorbereitung können wir einige Eigenschaften der verallgemeinerten Zerlegungsmatri-
zen dxi für i ∈ {1, . . . , 5} zeigen.
Lemma 5.20. Ist i ∈ {1, . . . , 5} und χ ∈ Irr(B), so ist dxi(χ) ∈ {0,±1,±3}
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Beweis. Sicher enthält die Zerlegungsmatrix dxi ausschließlich ganzzahlige Einträge. Der Block bxi
hat Defekt 4. Er ist nilpotent und es gilt mxiχχ < 1. Wir müssen also nur den Fall dxi(χ) = ±2
ausschließen. Wir gehen vom Gegenteil aus. Nach Satz 1.65 hat χ dann sicher nicht Höhe 0.
Hieraus folgt auch, dass dxj (χ) für alle j ∈ {1, . . . , 5} entweder 0 oder ±2 ist. Ist t > 0 die Anzahl
der j, für die der zweite Fall eintritt, so ist die Summe
∑5
j=1m
xj
χχ gerade t4 . Wegen z ∈ Z(D)
verschwindet mzχχ nicht. Unter erneuter Beachtung von Satz 1.63 und Satz 1.65 können wir nun
alle Möglichkeiten für die Summe mzχχ +
∑5
j=1m
xj
χχ berechnen und mit Lemma 5.19 abgleichen.
Es ergeben sich die Fälle:
(i) t = 1, dz(χ) = ±2 und m1χχ = 4464 ,
(ii) t = 1, dz(χ) = ±6 und m1χχ = 1264 ,
(iii) t = 3, dz(χ) = ±2 und m1χχ = 1264 .
Es sei ein j ∈ {1, . . . , 5}mit i 6= j gegeben. Nach Lemma 5.17 ist λj ein F-stabiler verallgemeinerter
Charakter von D. Folglich ist auch µ := λj − 2 · 1Irr1(D) ein F-stabiler verallgemeinerter Charakter
von D und µ∗χ ist ein verallgemeinerter Charakter von B. In den Fällen (i) und (ii) ist dxj (χ) = 0
und man berechnet
(µ ∗ χ, µ ∗ χ)G = 14 · 9 +
3
4 · 1 = 3.
Weiter ist
(µ ∗ χ, χ)G = 14 · (−3) +
3
4 · 1 = 0.
Folglich ist µ ∗ χ eine vorzeichenbehaftete Summe von genau drei irreduziblen Charakteren von
B, wobei χ keiner dieser Summanden ist. Es existieren also Vorzeichen 1, 2, 3 und verschiedene
Charaktere χ1, χ2, χ3 ∈ Irr(B) \ {χ} mit
µ ∗ χ = 1χ1 + 2χ2 + 3χ3.
Betrachten wir Zerlegungszahlen zum B-Element (xi, bxi), so existiert wegen µ(xi) = −3 und
dxi(χ) = ±2 ein weiteres Vorzeichen  mit
6 = 1dxi(χ1) + 2dxi(χ2) + 3dxi(χ3).
Mit (dxi , dxi) = 16 liefert eine kurze Fallunterscheidung, dass dxi(χk) = 2k für k ∈ {1, 2, 3} ist.
Nach Satz 1.65 gilt dann aber k0(B) = 0. Das ist ein Widerspruch.
Im Fall (iii) sei wieder j ∈ {1, . . . , 5} so gewählt, dass dxj (χ) = 0 ist. Dann ist µ := λi−λj−1Irr1(D)
nach Lemma 5.17 ein F-stabiler verallgemeinerter Charakter von D mit
µ(u) =

3 falls u = xi,
−5 falls u = xj ,
−1 falls u = xk mit k ∈ {1, . . . , 5} \ {i, j},
−1 falls u ∈ Z(D).
Somit ist µ ∗ χ ein verallgemeinerter Charakter von B und man berechnet
(µ ∗ χ, µ ∗ χ)G = 14 · 9 +
2
4 · 1 +
1
4 · 1 = 3.
Weiter ergibt sich
(µ ∗ χ, χ)G = 14 · 3 +
2
4 · (−1) +
1
4 · (−1) = 0.
Der verallgemeinerter Charakter µ ∗ χ ist also eine Summe mit Vorzeichen von drei verschiedenen
irreduziblen Charakteren von B und χ ist keiner dieser Summanden. Wegen µ(xi) = 3 ergibt
sich nun ein Widerspruch wie in den Fällen (i) und (ii). Wir haben also stets einen Widerspruch
erhalten. Die Annahme ist folglich falsch und die Behauptung ist richtig.
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Proposition 5.21. Ist i ∈ {1, . . . , 5}, so enthält dxi genau die nichtverschwindenden Einträge
±3 und siebenmal ±1. Insbesondere ist k0(B) = 8 und der Block B erfüllt die Vermutungen von
Olsson und Alperin-McKay. Die Einträge dxi(χ) = ±3 treten für verschiedene i für verschiedene
Charaktere χ ∈ Irr(B) auf. Ist j ∈ {1, . . . , 5} mit i 6= j und ist dxi(χ1) = 3γ1 und dxj (χ2) = 3γ2
für Vorzeichen γ1, γ2 und χ1, χ2 ∈ Irr(B), so ist γ1dxj (χ1) = γ2dxi(χ2).
Beweis. Aus (dx1 , dx1) = 16, Satz 1.65 und Lemma 5.20 folgt zunächst k0(B) ∈ {8, 16}. Zur
weiteren Untersuchung betrachten wir für i, j ∈ {1, . . . , 5} mit i 6= j den nach Lemma 5.17 F-
stabilen Charakter µ := λi − λj mit
µ(u) =

4 fall u = xi,
−4 falls u = xj ,
0 falls u = xk mit k ∈ {1, . . . , 5} \ {i, j},
0 falls u ∈ Z(D).
Für χ ∈ Irr(B) ist µ∗χ ein verallgemeinerter Charakter von B. Wählen wir speziell χ ∈ Irr0(B) mit
dxi(χ) 6= ±3 und dxj (χ) 6= ±3, so folgt mit Satz 1.65 dxi(χ) = δ1 und dxj (χ) = δ2 für Vorzeichen
δ1, δ2 ∈ {±1}. Ein solches χ existiert wegen (dxi , dxi) = (dxj , dxj ) = 16 und k0(B) > 2 offenbar.
Nun berechnen wir
(µ ∗ χ, µ ∗ χ)G = 116 · 16 +
1
16 · 16 = 2
und
(µ ∗ χ, χ)G = 116 · 4 +
1
16 · (−4) = 0.
Es existieren also Vorzeichen 1, 2 und verschiedene Charaktere χ1, χ2 ∈ Irr(B) \ {χ} mit
µ ∗ χ = 1χ1 + 2χ2.
Wegen µ(xi) = 4, dxi(χ) = δ1 und Lemma 5.20 ist dxi(χ1) = 3δ11 oder dxi(χ2) = 3δ12. Das zeigt
die Aussage über die nichtverschwindenden Zerlegungszahlen in dxi . Mit Satz 1.65 folgen auch
k0(B) = 8 und die Vermutungen von Olsson und Alperin-McKay.
Für die letzten beiden Behauptungen gehen wir in obiger Situation ohne Einschränkung von
dxi(χ1) = 3δ11 aus. Wäre dann dxj (χ1) = ±3, so ergäbe sich ein Widerspruch mit Satz 1.63.
Weiter ist dxi(χ2) = δ12. Mit µ(xj) = −4 folgen analog dxj (χ1) = −δ21 und dxj (χ2) = −3δ22.
Setzen wir γ1 = δ11 und γ2 = −δ22, so ergibt sich nun die letzte Behauptung.
Proposition 5.21 erlaubt uns nun die Berechnung der Blockinvarianten.
Satz 5.22. Es tritt einer der folgenden Fälle ein:
(i) Es ist k(B) = 9, l(B) = 3, k0(B) = 8 und k2(B) = 1. Es existieren eine Z IBr(B)-Basis
{ϕ1, ϕ2, ϕ3} und Z IBr(bu)-Basen zu den übrigen B-Elementen (u, bu) ∈ R, sodass die ver-
allgemeinerte Zerlegungsmatrix von B die Form
dx1
dx2
dx3
dx4
dx5
dz
d1ϕ1
d1ϕ2
d1ϕ3
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
31 2 3 4 5 6 7 8 .
1 32 −3 −4 −5 −6 −7 −8 .
1 −2 33 −4 −5 −6 −7 −8 .
1 −2 −3 34 −5 −6 −7 −8 .
1 −2 −3 −4 35 −6 −7 −8 .
31 −32 −33 −34 −35 6 7 8 4δ1
1 −2 −3 −4 −5 . . 8 −4δ1
. . . . . −6 . 8 .
. . . . . . −7 8 .

T
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oder 
dx1
dx2
dx3
dx4
dx5
dz
d1ϕ1
d1ϕ2
d1ϕ3
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
31 2 3 4 5 6 7 8 .
1 32 −3 −4 −5 −6 −7 −8 .
1 −2 33 −4 −5 −6 −7 −8 .
1 −2 −3 34 −5 −6 −7 −8 .
1 −2 −3 −4 35 −6 −7 −8 .
1 −2 −3 −4 −5 −56 37 38 4δ1
1 −2 −3 −4 −5 6 . . .
. . . . . 6 −7 . 2δ1
. . . . . . −7 8 .

T
für Vorzeichen 1, . . . , 8, δ1 hat. Die Cartanmatrix von B relativ zu derselben Z IBr(B)-Basis
ist 22 1 11 2 1
1 1 2
 bzw.
6 1 .1 6 1
. 1 2
 .
(ii) Es ist k(B) = 11, l(B) = 5, k0(B) = 8 und k2(B) = 3. Es existieren eine Z IBr(B)-Basis
{ϕ1, . . . , ϕ5} und Z IBr(bu)-Basen zu den übrigen B-Elementen (u, bu) ∈ R, sodass die ver-
allgemeinerte Zerlegungsmatrix von B die Form
dx1
dx2
dx3
dx4
dx5
dz
d1ϕ1
d1ϕ2
d1ϕ3
d1ϕ4
d1ϕ5
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
31 2 3 4 5 6 7 8 . . .
1 32 −3 −4 −5 −6 −7 −8 . . .
1 −2 33 −4 −5 −6 −7 −8 . . .
1 −2 −3 34 −5 −6 −7 −8 . . .
1 −2 −3 −4 35 −6 −7 −8 . . .
1 −2 −3 −4 −5 36 −7 −8 4δ1 4δ2 4δ3
1 −2 −3 −4 −5 . 7 . −δ1 . .
. . . . . −6 7 . δ1 . .
. . . . . . 7 −8 . . .
. . . . . . . . −δ1 δ2 .
. . . . . . . . −δ1 . δ3

T
für Vorzeichen 1, . . . , 8, δ1, δ2, δ3 hat. Die Cartanmatrix von B relativ zu derselben Z IBr(B)-
Basis ist 
7 . 1 1 1
. 3 1 −1 −1
1 1 2 . .
1 −1 . 2 1
1 −1 . 1 2
 .
Beweis. Wir ermitteln die Struktur der Zerlegungszahlen dxi für i ∈ {1, . . . , 5} und nutzen dafür
Proposition 5.21. Für i ∈ {1, . . . , 5} seien χi ∈ Irr0(B) die Charaktere mit dxi(χi) = ±3. Die
übrigen irreduziblen Charaktere von Höhe 0 seien χ6, χ7, χ8. Wir wählen Vorzeichen 1, . . . , 8 mit
dx1(χ1) = 31 und dx1(χi) = i für i ∈ {2, . . . , 8}. Für die Blöcke bxi mit i ∈ {2, . . . , 5} wählen wir
Z IBr(bxi)-Basen, sodass dxi(χi) = 3i bezüglich dieser Basen ist. Anwendung von Proposition 5.21
und von Orthogonalitätsrelationen liefert dann für χ1, . . . , χ8 die Zerlegungszahlen
dx1
dx2
dx3
dx4
dx5
∣∣∣∣∣∣∣∣∣∣
31 2 3 4 5 6 7 8
1 32 −3 −4 −5 −6 −7 −8
1 −2 33 −4 −5 −6 −7 −8
1 −2 −3 34 −5 −6 −7 −8
1 −2 −3 −4 35 −6 −7 −8

T
.
Die Charaktere von Höhe größer 0 seien ψ1, . . . , ψt für ein t ≥ 0. Die Zerlegungszahlen dxi mit i ∈
{1, . . . , 5} verschwinden für diese Charaktere. Die Zerlegungszahlen dz(ψj) sind für j ∈ {1, . . . , t}
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gerade 4δj für ein Vorzeichen δj , wie sich aus Satz 1.63 und Lemma 5.19 ergibt. Wir wollen die
übrigen Einträge von dz berechnen. Aus den Orthogonalitätsrelationen zu dx1 , . . . , dx5 ergibt sich
leicht
1d
z(χ1) = −2dz(χ2) = −3dz(χ3) = −4dz(χ4) = −5dz(χ5) = 6dz(χ6) + 7dz(χ7) + 8dz(χ8).
Durch eine kurze Fallunterscheidung nach den Werten von dz(χ1) und t erhalten wir nun nach
geeigneter Wahl einer Z IBr(bz)-Basis und einer eventuellen Umsortierung der Charaktere χ6, χ7
und χ8 gerade die folgenden Möglichkeiten für dz an den Stellen χ1, . . . , χ8, ψ1, . . . , ψt, wobei wir
(dz, dz) = 64 und Satz 1.65 beachten:(
1 −2 −3 −4 −5 36 −7 −8 4δ1 4δ2 4δ3
)T
,(
1 −2 −3 −4 −5 −56 37 38 4δ1
)T
,(
31 −32 −33 −34 −35 6 7 8 4δ1
)T
.
Nun können wir für jeden dieser Fälle eine Z-Basis des orthogonalen Komplements der bisherigen
Spalten berechnen. So erhalten wir Zerlegungsmatrizen in den obigen Fällen. Hieraus ergeben sich
auch die Cartanmatrizen. Beispielsweise aus der Beitragsmatrix zum B-Element (z, bz) berechnen
wir die Höhen der Charaktere.
Bemerkung 5.23. (i) Die obigen Fälle sind exakt die in [6, Abschnitt 4.5]. Allerdings haben
wir die Anzahl der Möglichkeiten für die verallgemeinerte Zerlegungsmatrix von 48 auf 3 (vgl.
[6, Abschnitt A.9]) reduziert.
(ii) Aus Satz 5.22 ergibt sich, dass die Vermutungen aus Abschnitt 2 mit Ausnahme von Alpe-
rins Gewichtsvermutung für den Block B erfüllt sind. Da B kontrolliert ist, ist D die ein-
zige F-zentrische und F-radikale Untergruppe von D. Es ist I(B) ∼= C3 und mit Satz 1.89
folgt H2(C3,F×) = 1. Nach [39, Proposition 5.4] würde Alperins Gewichtsvermutung folglich
l(B) = 3 implizieren. Es ist also zu erwarten, dass Fall (ii) in Satz 5.22 nicht eintreten kann.
(iii) Mit unserer Methode ist es anscheinend unmöglich, weitere Fälle auszuschließen. Alle ge-
fundenen Cartanmatrizen haben tatsächlich gerade die Elementarteiler 64 und mehrfach 1,
wie in Lemma 5.18 angegeben. Weiter können wir mit den gefundenen verallgemeinerten
Zerlegungszahlen zu jedem B-Element (u, bu) ∈ R die Beitragsmatrix duC−1bu du
T berechnen.
Hieraus können wir für jeden F-stabilen verallgemeinerten Charakter µ von D und jeden
Charakter χ ∈ Irr(B) die Zerlegung von µ ∗ χ als Q-Linearkombination irreduzibler Cha-
raktere von B ermitteln. Führen wir dies für eine Z-Basis der F-stabilen verallgemeinerten
Charaktere von D durch, so stellen wir in den obigen Fällen stets fest, dass µ∗χ sogar eine Z-
Linearkombination irreduzibler Charaktere von B ist. Deshalb sollte auch die ∗-Konstruktion
keine weiteren Informationen liefern können.
5.3 Defektgruppen Q2n ×Q8
Wir betrachten Blöcke B von G mit Defektgruppe D := Q2n × Q8 und Fusionssystem F =
F ′ × FQ8(Q8), wobei F ′ ein beliebiges Fusionssystem auf Q2n ist. Die möglichen Fälle für F ′
wurden in [21, Theorem 5.3] bestimmt. Diese Fälle unterscheiden sich in der Anzahl r ∈ {0, 1, 2}
der Konjugationsklassen F ′-wesentlicher Untergruppen von Q2n . Im Fall n = 3 gibt es hingegen
nur zwei Möglichkeiten und wir setzen abweichend r = 2 im nichtnilpotenten dieser Fälle. Ist r = 0,
so ist F nilpotent und die Struktur von B ist leicht zu beschreiben.
Satz 5.24. Ist F nilpotent, so gilt k(B) = 5 · 2n−2 + 15, l(B) = 1, k0(B) = 16, k1(B) = 2n und
k2(B) = 2n−2 − 1.
Beweis. Die Grade der irreduziblen komplexen Charaktere von D ergeben sich unmittelbar aus den
Charaktertafeln von Q2n und Q8, welche bekannt sind. Die Aussage folgt dann mit Satz 1.46.
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Im Folgenden sei also stets r ∈ {1, 2}. Wir schreiben
D = 〈v, w〉 × 〈x, y〉
mit v2n−1 = 1, w2 = v2n−2 , wvw−1 = v−1, x4 = 1, y2 = x2 und yxy−1 = x−1.
Wir beginnen mit einer Beschreibung der G-Konjugationsklassen von B-Elementen. Hierbei be-
schränken wir uns für r = 1 auf den Fall, in dem 〈v2n−3 , vw〉 × 〈x, y〉 ∼= Q8 ×Q8 wesentlich ist.
Lemma 5.25. Ist r = 2, so bilden (viq, bviq) für q ∈ {1, x2, x, y, xy} und i ∈ {0, . . . , 2n−2} ein
Repräsentantensystem R der G-Konjugationsklassen von B-Elementen. Für r = 1 kommen noch
die B-Elemente (wq, bwq) für q ∈ {1, x2, x, y, xy} hinzu. Ist (u, bu) ∈ R, so hat bu hierbei stets die
Defektgruppe CD(u).
Beweis. Da die Fusion auf 〈x, y〉 trivial ist, ergibt sich die Aussage wie in Lemma 3.13.
Die Bezeichnung R für das obige Repräsentantensystem werden wir im Folgenden ohne weitere
Referenz verwenden. Wie üblich nutzen wir Satz 1.50 und Satz 1.51, um untere Schranken für
k(B) und l(B) zu beweisen.
Lemma 5.26. Es ist k(B) ≥ 5 · (2n−2 + r + 3). Im Gleichheitsfall gilt l(B) = r + 1.
Beweis. Wir schätzen l(bu) für B-Elemente (u, bu) ∈ R wie im Beweis von Proposition 3.16 ab.
Wir beginnen mit dem Fall u ∈ Z(D). Für u = x2 dominiert bx2 einen Block bx2 von CG(x2)/〈x2〉
mit Defektgruppe D/〈x2〉 ∼= Q2n × C22 . Nach Proposition 3.16 gilt dann l(bx2) = l(bx2) = r + 1.
In den Fällen u = w2 und u = w2x2 ist x2 ∈ Z(FD(bu)). Ist (x2, cx2) das zugehörige bu-Element,
so dominiert cx2 einen Block cx2 von CG(〈u, x2〉)/〈x2〉 mit Defektgruppe D/〈x2〉 ∼= Q2n × C22 .
Anwendung von Proposition 3.16 und Satz 1.51 liefert l(bu) ≥ l(cx2) = l(cx2) = r + 1. Wegen
x2 ∈ Z(F) folgt analog l(B) ≥ r + 1.
Nun betrachten wir B-Elemente (u, bu) ∈ R mit u /∈ Z(D). Ist u = q oder u = w2q für q ∈
{x, y, xy}, so hat bu die Defektgruppe 〈v, w, q〉 ∼= Q2n ×C4 und mit Proposition 3.16 folgt l(bu) =
r + 1. In den übrigen Fällen ist u = viq oder u = wq (für r = 1) mit q ∈ {1, x2, x, y, xy} und
i ∈ {1, . . . , 2n−2 − 1}. Dann ist bu nilpotent, d.h. es gilt l(bu) = 1. Zusammenfassend ergibt sich
mit Satz 1.50 die Abschätzung für k(B). Tritt hierbei der Gleichheitsfall ein, so gilt dieser für jede
obige Abschätzung und l(B) = r + 1 folgt.
Wie in Unterabschnitt 3.3 können wir auch Olssons Vermutung zeigen.
Lemma 5.27. Die Olsson-Vermutung k0(B) ≤ |D : D′| = 16 ist erfüllt.
Beweis. Wir betrachten das B-Element (vx, bvx). Offenbar ist bvx nilpotent. Via Konjugation mit
wy ist vx zu seinem Inversen konjugiert. Da 〈vx〉 beispielsweise nicht von w normalisiert wird, gilt
ND(〈vx〉) = 〈v, x, wy〉 und |ND(〈vx〉)| = 2n+2. Mit Proposition 1.57 berechnet man (avx0 , avx0 ) = 16.
Die Behauptung folgt nun mit Lemma 1.61.
Um genauere Informationen über die Blockinvarianten zu erhalten, wenden wir die ∗-Konstruktion
an. Zunächst halten wir jedoch einige Charaktere von D fest, welche sich durch Inflation der
irreduziblen Charaktere der beiden Faktoren Q2n und Q8 ergeben. Da wir die Charaktertafeln von
verallgemeinerten Quaternionengruppen als bekannt voraussetzen, verzichten wir auf einen Beweis.
Lemma 5.28. Die beiden Faktoren Q2n und Q8 von D haben die folgenden irreduziblen Charaktere:
• Charaktere des ersten Faktors 〈v, w〉 ∼= Q2n :
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1 v2z v2z+1 w vw
λ1,1 1 1 1 1 1
λ1,2 1 1 −1 1 −1
λ1,3 1 1 1 −1 −1
λ1,4 1 1 −1 −1 1
λ2,i 2 ζ2zi + ζ−2zi ζ(2z+1)i + ζ−(2z+1)i 0 0
Hierbei ist z ∈ Z, i ∈ {1, . . . , 2n−2 − 1} und ζ eine primitive 2n−1-te Einheitswurzel.
• Charaktere des zweiten Faktors 〈x, y〉 ∼= Q8:
1 x2 x y xy
µ1 1 1 1 1 1
µx 1 1 1 −1 −1
µy 1 1 −1 1 −1
µxy 1 1 −1 −1 1
µ2 2 −2 0 0 0
Wie üblich kann man diese durch Inflation als Charaktere von D auffassen.
Wir werden im Folgenden die Bezeichnung für die obigen Charaktere ohne weitere Referenz ver-
wenden.
Lemma 5.29. Die folgenden verallgemeinerten Charaktere von D sind F-stabil:
(i) λ1,1,
(ii) λ1,4 für r = 1,
(iii) der verallgemeinerte Charakter
λ′1 :=
{
λ1,2 + λ1,3 + λ1,4 − 2 · 1Irr1(D) falls n = 3,
λ1,2 − λ1,3 + λ1,4 falls n > 3,
(iv) λ2,i für ungerades i ∈ {1, . . . , 2n−2 − 1},
(v) λ′2,i := λ2,i + λ1,3 − r · 1Irr1(D) für i ∈ {1, . . . , 2n−2 − 1} mit i ≡ 2 (mod 4),
(vi) λ′2,i := λ2,i − λ1,3 für i ∈ {1, . . . , 2n−2 − 1} mit i ≡ 0 (mod 4),
(vii) µ1, µx, µy, µxy und µ2.
Beweis. Das folgt unmittelbar aus der Gestalt des Fusionssystems F . Zu beachten ist hierbei, dass
F keine Konjugationsklassen des zweiten Faktors 〈x, y〉 fusioniert.
Auch die Bezeichnungen für diese verallgemeinerten Charaktere werden wir im Folgenden ohne
Referenz verwenden. Weiter setzen wir F := {µ1, µx, µy, µxy}. Die Charaktere in F sind nach
Lemma 5.29 F-stabil, d.h. F kann als Teilmenge von Irr(D/ foc(F)) aufgefasst werden. Deshalb
operiert F durch ∗-Konstruktion auf Irr(B). Im folgenden Lemma untersuchen wir diese Operation.
Für ein gegebenes q ∈ {1, x2, x, y, xy} bezeichnen wir hierfür die Menge der B-Elemente (u, bu) ∈ R
mit u = viq und i ∈ Z (oder u = wq für r = 1) mit Rq.
Proposition 5.30. Ist χ ∈ Irr(B) und bezeichnen wir mit mq für q ∈ {1, x2, x, y, xy} die Summe
der Beiträge muχχ mit (u, bu) ∈ Rq, so tritt einer der folgenden Fälle ein:
(1) mq = 14 für alle q ∈ {x, y, xy}, m1 = mx2 = 18 und der F -Orbit von χ hat die Länge 4;
(2) mq = 12 für ein q ∈ {x, y, xy}, mu = 0 für u ∈ {x, y, xy} \ {q} und der F -Orbit von χ hat die
Länge 2;
(3) mq = 0 für alle q ∈ {x, y, xy} und der F -Orbit von χ hat die Länge 1.
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Ist χ ∈ Irr0(B), so tritt für χ der Fall (1) ein.
Beweis. Nach Satz 1.63 ist m1 +mx2 +mx+my+mxy = 1. Da R1 und Rx2 B-Elemente (u, bu) mit
u ∈ Z(D) enthalten, istm1,mx2 > 0. Weiter ist (µ1−µq)∗χ für q ∈ {x, y, xy} ein verallgemeinerter
Charakter von B. Es ergibt sich
((µ1 − µq) ∗ χ, χ)G = 2
∑
u∈{x,y,xy}\{q}
mu.
Dies ist stets eine ganze Zahl. Hieraus folgt, dass 4mx, 4my und 4mxy ganze Zahlen sind. Eine kurze
Fallunterscheidung liefert, dass einer der obigen drei Fälle für die Werte der mq für q ∈ {x, y, xy}
eintritt. Aus der Form der Charaktere in F folgen damit auch unmittelbar die Aussagen über die
Bahnlängen. Die Gestalt von m1 und mx2 im Fall (1) ergibt sich aus der Ganzzahligkeit von
(µ2 ∗ χ, χ)G = 2m1 − 2mx2 ,
denn nach Lemma 5.29 ist µ2 ∗χ ein verallgemeinerter Charakter von B. Mit Satz 1.65 ergibt sich
schließlich, dass für Charaktere von Höhe 0 stets Fall (1) eintritt.
Die Bezeichnungen für die obigen Fälle werden wir im Folgenden ohne weitere Referenz verwenden.
Nachdem wir nun die Operation von F verstanden haben, befassen wir uns mit der Struktur von
µ2 ∗ χ für χ vom Typ (1).
Proposition 5.31. Hat χ ∈ Irr(B) den Typ (1), so ist µ2 ∗χ ∈ Irr(B). Der so erzeugte Charakter
µ2 ∗ χ hat Typ (3).
Beweis. Nach Lemma 5.29 ist µ2 F-stabil und somit ist µ2 ∗χ ein verallgemeinerter Charakter von
B. Mit Proposition 5.30 berechnet man direkt:
(µ2 ∗ χ, µ2 ∗ χ)G = 18µ2(1)µ2(1) +
1
8µ2(x
2)µ2(x2) =
1
8 · 4 · 2 = 1.
Somit ist µ2 ∗ χ zumindest bis auf ein Vorzeichen ein irreduzibler Charakter von B. Wegen
µ2(1) = 2 > 0 ist dieses Vorzeichen positiv. Dass der Charakter µ2 ∗χ den Typ (3) hat, ergibt sich
unmittelbar aus µ2(x) = µ2(y) = µ2(xy) = 0 und der Charakterisierung in Proposition 5.30.
Nachdem wir in den letzten beiden Propositionen die ∗-Konstruktion mit F-stabilen verallgemei-
nerten Charakteren des zweiten Faktors 〈x, y〉 ∼= Q8 untersucht haben, tun wir dies im Folgenden
für den ersten Faktor 〈v, w〉 ∼= Q2n . Diese Untersuchung ist allerdings wesentlich komplizierter. Um
Skalarprodukte berechnen zu können, bestimmen wir zunächst die Beiträge muχχ für (u, bu) ∈ R
und χ ∈ Irr0(B). Wir bezeichnen die Menge der B-Elemente (u, bu) ∈ R mit u ∈ 〈v, w〉 mit U .
Lemma 5.32. Es sei χ ∈ Irr0(B) beliebig gegeben. Ist (uq, buq) ∈ R mit u ∈ 〈v, w〉 ∼= Q2n und
q ∈ 〈x, y〉 ∼= Q8, so gilt für den Beitrag muqχχ des B-Elements (uq, buq) zum Skalarprodukt (χ, χ)G
dann:
|CD(uq)|muqχχ =

2n−3 + 1 falls u ∈ {1, w2} und r = 1,
2n−2 + 1 falls u ∈ {1, w2} und r = 2,
1 sonst.
Beweis. Wir schätzen zunächst rationale Teile der Beiträge muqχχ ab. Ist u /∈ {1, w2} und q beliebig,
so ist buq nilpotent mit Defektgruppe CD(uq) und der rationale Teil von |CD(uq)|muqχχ ist nach
Satz 1.65 mindestens 1. Im Gleichheitsfall ist hierbei |CD(uq)|muqχχ rational. Ist q ∈ {x, y, xy} und
u ∈ {1, w2}, so hat buq die Defektgruppe CD(uq) ∼= Q2n ×C4. Blöcke dieser Art wurden in Unter-
abschnitt 3.3 behandelt. Die Werte von r stimmen für B und buq überein und nach Proposition 3.17
hat buq abhängig von r die Cartanmatrix Cbuq der Form(
2n + 8 16
16 32
)
oder
2n + 8 8 88 16 .
8 . 16

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bis auf Basiswahl. Wir betrachten die Matrizen
duq · 2n+2C−1buq · duq
T = |CD(uq)|(muqψ1ψ2)ψ1,ψ2∈Irr(B),
wobei 2n+2C−1buq die Form(
4 −2
−2 2n−3 + 1
)
bzw.
 4 −2 −2−2 2n−2 + 1 1
−2 1 2n−2 + 1
 (*)
hat. Lemma 1.66 liefert, dass der rationale Teil von |CD(uq)|muqχχ eine ungerade ganze Zahl ist.
Betrachtung der quadratischen Formen zu obigen zwei Matrizen liefert nach einer kurzen Fallun-
terscheidung, dass der rationale Teil von |CD(uq)|muqχχ wenigstens 2n−3 + 1 bzw. 2n−2 + 1 ist. Im
Gleichheitsfall ist |CD(uq)|muqχχ hierbei wieder rational. Man berechnet nun für q ∈ {x, y, xy}∑
(t,bt)∈Rq
m˜tχχ = 2 ·
2n−4+r + 1
2n+2 +
1
16 · (2− r) + (2
n−2 − 1) · 12n+1 =
1
4 ,
wobei die m˜tχχ die obigen Abschätzungen für die rationalen Teile dermtχχ sind. Aus Proposition 5.30
folgt nun, dass für diese Abschätzungen für (t, bt) ∈ Rq und q ∈ {x, y, xy} der Gleichheitsfall
eintritt. Das impliziert die im Lemma behauptete Gestalt für diese Beiträge.
Um die Aussage für die übrigen B-Elemente zu beweisen, schätzen wir zunächstmx2χχ ab. Wie üblich
dominiert der Block bx2 einen Block bx2 von CG(x2)/〈x2〉 mit Defektgruppe D/〈x2〉 ∼= Q2n × C22 .
Solche Blöcke haben wir in Unterabschnitt 3.3 untersucht. Wieder stimmen die Werte von r für B
und bx2 überein. Bezeichnet Cbx2 die Cartanmatrix von bx2 , so hat 2
n+3C−1bx2 nach Proposition 3.17
bis auf Basiswahl eine Gestalt wie in (*). Wegen ord(x2) = 2 ist der Beitrag mx2χχ rational. Wie
oben folgt dann 2n+3mx2χχ ≥ 2n−3 + 1 für r = 1 und 2n+3mx
2
χχ ≥ 2n−2 + 1 für r = 2.
Wir bezeichnen nun analog zu oben die bisherigen Abschätzungen für die rationalen Parts von
mtχχ für (t, bt) ∈ R′ := (R1 ∪Rx2) \ {(1, B), (w2, bw2), (w2x2, bw2x2)} mit m˜tχχ. Dann ist∑
(t,bt)∈R′
m˜tχχ =
2n−4+r + 1
2n+3 + 2 ·
1
32 · (2− r) + 2 · (2
n−2 − 1) · 12n+2 =
1
4 − 3 ·
2n−4+r + 1
2n+3 .
Setzen wir nun weiter m˜1χχ = m˜w
2
χχ = m˜w
2x2
χχ = 2
n−4+r+1
2n+3 , so ist
∑
(t,bt)∈R1∪Rx2 m˜
t
χχ = 14 . Nach
Proposition 5.30 hat die Summe
∑
(t,bt)∈R1∪Rx2 m
t
χχ ebenfalls den Wert 14 .
Wir wollen m1χχ = mx
2
χχ = mw
2
χχ = mw
2x2
χχ = 2
n−4+r+1
2n+3 zeigen. Da 1, x2, w2 und w2x2 maximal
Ordnung 2 haben, sind diese Beiträge zumindest rational. Da die Elemente zentral in D liegen, gilt
zudem sicher m1χχ,mw
2
χχ,m
w2x2
χχ ≥ 12n+3 . Sind nun λ und µ F-stabile verallgemeinerte Charaktere
von D mit |λ(u)|, |µ(u)| ≤ 2 für u ∈ D, so weicht nach Satz 1.63 folglich∑
(t,bt)∈R
λ(t)µ(t)m˜tχχ
um höchstens 3 · 2n−4+r2n+3 · 8 < 1 von (λ ∗ χ, µ ∗ χ)G ∈ Z ab. Ist die obige Summe also ganzzahlig, so
ist sie gleich (λ ∗ χ, µ ∗ χ)G.
Diese Aussage wenden wir nun auf mehrere Skalarprodukte an. Nach Lemma 5.29 genügen die
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Charaktere 1Irr1(D), λ2,1 und µ2 der obigen Bedingung. Man berechnet:∑
(t,bt)∈R
λ2,1(t)λ2,1(t)m˜tχχ = 8 ·
∑
(u,bu)∈U
|λ2,1(u)|2 · m˜uχχ
= 8 ·
2 · 4 · 2n−4+r + 12n+3 +
2n−2−1∑
z=1
|ζz + ζ−z|2 · 12n+2

= 2
n+2+r + 64
2n+3 +
16
2n+3 · (2
n−1 − 4) = r + 1 ∈ Z.
Hierbei ist ζ eine primitive 2n−1-te Einheitswurzel. Folglich ist (λ2,1 ∗ χ, λ2,1 ∗ χ)G = r + 1. Da
|λ2,1(t)|2 = 4 genau für t ∈ {1, x2, w2, x2w2} ist und |λ2,1(t)|2 ansonsten echt kleiner ist, folgt
hieraus auch
m1χχ +mx
2
χχ +mw
2
χχ +mw
2x2
χχ = m˜1χχ + m˜x
2
χχ + m˜w
2
χχ + m˜w
2x2
χχ = 4 ·
2n−4+r + 1
2n+3 .
Weiter ergibt sich mtχχ = m˜tχχ für alle übrigen t. Aus Proposition 5.30 folgt nun m1χχ + mw
2
χχ =
mx
2
χχ +mw
2x2
χχ . Mit der gleichen Notation berechnen wir weiter:∑
(t,bt)∈R
λ2,1(t)1Irr1(D)(t)m˜tχχ = 8 ·
∑
(u,bu)∈U
λ2,1(u) · m˜uχχ
= 8 ·
(2− 2) · 2n−4+r + 12n+3 +
2n−2−1∑
z=1
(ζz + ζ−z) · 12n+2

= 0 ∈ Z.
Es folgt (λ2,1 ∗ χ, χ)G = 0. Da λ2,1(1) und λ2,1(w2) verschiedene Vorzeichen haben, ergibt eine
analoge Rechnung nun m1χχ +mx
2
χχ = mw
2
χχ +mw
2x2
χχ . Schließlich berechnen wir:∑
(t,bt)∈R
λ2,1(t)µ2(t)m˜tχχ =
∑
(u,bu)∈U
λ2,1(u)µ2(1) · m˜uχχ +
∑
(u,bu)∈U
λ2,1(u)µ2(x2) · m˜ux2χχ
= (2− 2)
∑
(u,bu)∈U
λ2,1(u) · m˜uχχ = 0 ∈ Z.
Folglich ist (λ2,1 ∗ χ, µ2 ∗ χ)G = 0 und wie oben folgt m1χχ + mw
2x2
χχ = mx
2
χχ + mw
2
χχ. Aus den
erhaltenen vier Gleichungen folgt insgesamt
m1χχ = mx
2
χχ = mw
2
χχ = mw
2x2
χχ =
2n−4+r + 1
2n+3
und somit die Behauptung.
Nun analysieren wir nacheinander die irreduziblen Summanden von λ ∗ χ, wobei λ ein F-stabiler
verallgemeinerter Charakter des ersten Faktors 〈v, w〉 ∼= Q2n aus Lemma 5.29 und χ ∈ Irr0(B) ist.
Hierbei werden wir stets feststellen, dass die Summanden den Typ (1) haben.
Proposition 5.33. Es sei χ ∈ Irr0(B) beliebig gegeben. Dann ist λ′1 ∗ χ eine vorzeichenbehaftete
Summe von drei verschiedenen irreduziblen Charakteren von B. Jeder dieser drei Charaktere hat
Typ (1). Im Fall r = 1 ist λ1,4 ∗ χ einer dieser Summanden.
Beweis. Nach Lemma 5.29 ist λ′1 F-stabil und somit ist λ′1 ∗χ ein verallgemeinerter Charakter von
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B. Mit Lemma 5.32 berechnen wir
(λ′1 ∗ χ, λ′1 ∗ χ)G =
∑
(t,bt)∈R
λ′1(t)λ′1(t)mtχχ = 8 ·
∑
(u,bu)∈U
|λ′1(u)|2muχχ
= 8 ·
(
2n−4+r + 1
2n+3 · 2 +
1
2n+2 · (2
n−3 − 1) + 12n+2 · 2
n−3 · 9 + 132 · (2− r)
)
= 2
n+r + 16
2n+3 +
2n+1 − 16
2n+3 +
1
4 · 9 +
1
4 · (2− r)
= 14 · (r + 1 + 9 + 2− r) = 3.
Tatsächlich ist λ′1 ∗ χ also eine Summe (mit Vorzeichen) von drei verschiedenen irreduziblen Cha-
rakteren von B. Da F auf Irr(B) operiert, gilt dies auch für α ∗ (λ′1 ∗χ) mit α ∈ F . Man berechnet
nun weiter für α, β ∈ F mit α 6= β:
(α ∗ (λ′1 ∗ χ), β ∗ (λ′1 ∗ χ))G =
∑
(t,bt)∈R
α(t)λ′1(t)β(t)λ′1(t)mtχχ
= (1 + 1 + 2− 2− 2) ·
∑
(u,bu)∈U
|λ′1(u)|2 ·muχχ
= 0.
Hierbei nutzen wir, dass α·β auf genau zwei Elementen in {x, y, xy} den Wert −1 und auf den übri-
gen Repräsentanten der F-Konjugationsklassen von Elementen in 〈x, y〉 den Wert 1 annimmt. Mit
Lemma 1.83 und der Charakterisierung in Proposition 5.30 folgt somit, dass die drei Summanden
alle Typ (1) haben.
Für die letzte Aussage stellen wir zunächst fest, dass λ1,4 nach Lemma 5.29 F-stabil ist. Deshalb
können wir λ1,4 als Element von Irr(D/ foc(F)) auffassen und es gilt λ1,4 ∗ χ ∈ Irr(B). Nun
berechnen wir:
(λ′1 ∗ χ, λ1,4 ∗ χ)G =
∑
(t,bt)∈R
λ′1(t)λ1,4(t)mtχχ = 8 ·
∑
(u,bu)∈R
λ′1(u)λ1,4(u)muχχ
= 8 ·
(
2n−3 + 1
2n+3 · 2 +
1
2n+2 · (2
n−3 − 1)
+ 12n+2 · 2
n−3 · (−3) · (−1) + 132 · (−1)
)
= 14 · (1 + 1 + 3− 1) = 1.
Die Behauptung folgt.
Proposition 5.34. Es sei χ ∈ Irr0(B) beliebig gegeben und i ∈ {1, . . . , 2n−2 − 1} ungerade. Dann
existieren verschiedene Charaktere ψi, χ1 ∈ Irr(B) (und χ2 für r = 2) und Vorzeichen δi, 1, 2 mit
λ2,i ∗ χ = 1χ1 + δiψi bzw. λ2,i ∗ χ = 1χ1 + 2χ2 + δiψi
für r = 1 bzw. r = 2. Die Charaktere χ1 und χ2 sind hierbei unabhängig von i. Für die Charaktere
ψi, χ1 und χ2 tritt Fall (1) ein.
Beweis. Nach Lemma 5.29 sind die Charaktere λ2,i für ungerades i ∈ {1, . . . , 2n−2 − 1} F-stabil.
Folglich ist λ2,i ∗ χ ein verallgemeinerter Charakter von B. Mit Lemma 5.32 berechnen wir für
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ungerade i, j ∈ {1, . . . , 2n−2 − 1}:
(λ2,i ∗ χ, λ2,j ∗ χ)G =
∑
(t,bt)∈R
λ2,i(t)λ2,j(t)mtχχ = 8 ·
∑
(u,bu)∈U
λ2,i(u)λ2,j(u) ·muχχ
= 8 ·
2 · 4 · 2n−4+r + 12n+3 +
2n−2−1∑
z=1
(ζiz + ζ−iz)(ζjz + ζ−jz) · 12n+2

= 2
n+2+r + 64
2n+3 +
16
2n+3 ·
2n−2−1∑
z=1
(ζ(i+j)z + ζ−(i+j)z + ζ(i−j)z + ζ(j−i)z)
= 2
n+2+r + 64
2n+3 +
16
2n+3 · 2
n−2 · 2δij − 162n+3 · 4 = r + δij .
Hierbei sei ζ eine primitive 2n−1-te Einheitswurzel. Um die irreduziblen Summanden der λ2,i ∗ χ
zu verstehen, wenden wir Lemma 1.81 an. Die Voraussetzungen dieses Lemmas sind hierbei außer
im Fall r = 2 und n = 5 offensichtlich erfüllt. Für den verbleibenden Fall gilt dies auch, denn
sicher verschwindet d1(χ) nicht und es gilt λ2,i(1) = 2 für alle i. Für ungerade i ∈ {0, . . . , 2n−2−1}
existieren also stets verschiedene Charaktere ψi, χ1 ∈ Irr(B) (und χ2 für r = 2) und Vorzeichen
δi, 1 (und eventuell 2) mit
λ2,i ∗ χ = 1χ1 + δiψi bzw. λ2,i ∗ χ = 1χ1 + 2χ2 + δiψi.
Die Aussage über die Längen der F -Bahnen der konstruierten Charaktere zeigen wir schließlich
wie im Beweis von Proposition 5.33.
Proposition 5.35. Ist χ ∈ Irr0(B) beliebig gegeben und i ∈ {1, . . . , 2n−2 − 1} mit i ≡ 2 (mod 4),
so ist λ′2,i∗χ eine Summe (mit Vorzeichen) von genau 4−r verschiedenen irreduziblen Charakteren
von B. Genau einer dieser Summanden taucht nicht bereits als Summand von λ′1 ∗ χ auf. Dieser
ist ebenfalls vom Typ (1).
Beweis. Nach Lemma 5.29 ist λ′2,i F-stabil und somit ist λ′2,i ∗ χ ein verallgemeinerter Charakter
von B. Mit Lemma 5.32 berechnet man:
(λ′2,i ∗ χ, λ′2,i ∗ χ)G =
∑
(t,bt)∈R
λ′2,i(t)λ′2,i(t)mtχχ = 8 ·
∑
(u,bu)∈U
λ′2,i(u)λ′2,i(u) ·muχχ
= 8 ·
2n−4+r + 1
2n+3 · 2 · (3− r)
2 + 12n+2 ·
2n−2−1∑
z=1
|ζzi + ζ−zi + 1− r|2
+ 132 · (2− r) · (−1− r)
2
)
= 2
n+r + 16
2n+3 · (r
2 − 6r + 9) + 162n+3 · ((2
n−2 − 1) · (2 + (1− r)2)− 6 + 4r)
+ −r
3 + 3r + 2
4
= 14 ·
(
r · (r2 − 6r + 9) + 2 · (2 + (1− r)2)− r3 + 3r + 2)
= −r2 + 2r + 2 = 4− r.
Wie üblich sei hierbei ζ eine primitive 2n−1-te Einheitswurzel. Der verallgemeinerte Charakter
λ′2,i ∗ χ ist also tatsächlich eine Summe (mit Vorzeichen) von 4 − r verschiedenen irreduziblen
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Charakteren von B. Analog berechnen wir:
(λ′2,i ∗ χ, λ′1 ∗ χ)G =
∑
(t,bt)∈R
λ′2,i(t)λ′1(t)mtχχ = 8 ·
∑
(u,bu)∈U
λ′2,i(u)λ′1(u) ·muχχ
= 8 ·
2n−4+r + 1
2n+3 · 2 · (3− r) +
1
2n+2 ·
2n−2−1∑
z=1
(ζzi + ζ−zi + 1− r) · (−3)
+ 12n+2 ·
2n−3−1∑
z=1
(ζ2zi + ζ−2zi + 1− r) · 4 + 132 · (2− r) · (−1− r)

= 14 · (r · (3− r) + 2 · (1− r) · (−3) + 4 · (1− r) + (2− r) · (−1− r))
= r − 1.
Im Fall r = 2 zeigt dies bereits, dass genau einer der 4 − r = 2 Summanden von λ′2,i ∗ χ nicht
bereits in λ′1 ∗ χ auftaucht. Im Fall r = 1 folgt dies ebenfalls mit
(λ′2,i ∗ χ, λ1,4 ∗ χ)G =
∑
(t,bt)∈R
λ′2,i(t)λ1,4(t)mtχχ = 8 ·
∑
(u,bu)∈U
λ′2,i(u)λ1,4(u) ·muχχ
= 8 ·
2n−3 + 1
2n+3 · 2 · 2 +
1
2n+2 ·
2n−2−1∑
z=1
(ζzi + ζ−zi) · (−1)
+ 12n+2 ·
2n−3−1∑
z=1
(ζ2zi + ζ−2zi) · 2 + 132 · (−2) · (−1)

= 14 · (2 + 2) = 1
und Proposition 5.33.
Die Aussage über die Länge der F -Bahn des zusätzlichen Charakters zeigen wir schließlich wie im
Beweis von Proposition 5.33.
Proposition 5.36. Ist χ ∈ Irr0(B) beliebig und i ∈ {1, . . . , 2n−2 − 1} mit i ≡ 0 (mod 4), so
ist λ′2,i ∗ χ eine Summe (mit Vorzeichen) von genau zwei irreduziblen Charakteren von B. Genau
einer dieser zwei Summanden taucht nicht bereits als Summand von λ′1 ∗ χ auf. Dieser Charakter
ist ebenfalls vom Typ (1).
Beweis. Der Beweis verläuft weitgehend analog zum Beweis von Proposition 5.35. Wieder ist λ′2,i
nach Lemma 5.29 F-stabil. Mit Lemma 5.32 berechnen wir
(λ′2,i ∗ χ, λ′2,i ∗ χ)G =
∑
(t,bt)∈R
λ′2,i(t)λ′2,i(t)mtχχ = 8 ·
∑
(u,bu)∈U
λ′2,i(u)λ′2,i(u) ·muχχ
= 8 ·
2n−4+r + 1
2n+3 · 2 +
1
2n+2 ·
2n−2−1∑
z=1
|ζzi + ζ−zi − 1|2 + 132 · (2− r)

= 14 · (r + 2 · 3 + 2− r) = 2.
Der verallgemeinerte Charakter λ′2,i ∗χ ist folglich stets eine vorzeichenbehaftete Summe von zwei
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verschiedenen irreduziblen Charakteren von B. Wegen
(λ′2,i ∗ χ, λ′1 ∗ χ)G =
∑
(t,bt)∈R
λ′2,i(t)λ′1(t)mtχχ = 8 ·
∑
(u,bu)∈U
λ′2,i(u)λ′1(u) ·muχχ
= 8 ·
2n−4+r + 1
2n+3 · 2 +
1
2n+2 ·
2n−2−1∑
z=1
(ζzi + ζ−zi − 1) · (−3)
+ 12n+2 ·
2n−3−1∑
z=1
(ζ2zi + ζ−2zi − 1) · 4 + 132 · (2− r)

= 14 · (r + 2 · (−1) · (−3) + (−1) · 4 + 2− r)
= 1.
ist einer dieser Summanden bereits Summand von λ′1 ∗ χ. Die Aussage über den Typ des anderen
Charakters folgt nun wie im Beweis von Proposition 5.33.
Nun haben wir genug Informationen gesammelt, um die Blockinvarianten von B zu berechnen.
Satz 5.37. Es tritt einer der folgenden Fälle ein:
(i) r = 1, n = 4, k(B) = 40, l(B) = 2, k0(B) = 16, k1(B) = 16, k2(B) = 7 und k3(B) = 1;
(ii) r = 1, n > 4, k(B) = 5 · (2n−2 + 4), l(B) = 2, k0(B) = 16, k1(B) = 2n, k2(B) = 2n−2 − 1,
kn−2(B) = 4 und kn−1(B) = 1;
(iii) r = 2, n = 3, k(B) = 35, l(B) = 3, k0(B) = 16, k1(B) = 16 und k2(B) = 3;
(iv) r = 2, n = 4, k(B) = 45, l(B) = 3, k0(B) = 16, k1(B) = 16, k2(B) = 11 und k3(B) = 2;
(v) r = 2, n > 4, k(B) = 5 · (2n−2 + 5), l(B) = 3, k0(B) = 16, k1(B) = 2n, k2(B) = 2n−2 − 1,
kn−2(B) = 8 und kn−1(B) = 2.
Beweis. Es sei χ ∈ Irr0(B) beliebig gegeben. Wir haben in Proposition 5.33, Proposition 5.34,
Proposition 5.35 und Proposition 5.36 die Gestalt von λ ∗χ für verschiedene F-stabile Charaktere
λ von D untersucht. Stets haben wir festgestellt, dass die irreduziblen Summanden von λ ∗ χ
vom Typ (1) sind. Wir erhalten die F -Orbits dieser Summanden als irreduzible Summanden von
α ∗ (λ ∗χ) für α ∈ F . In Proposition 5.31 haben wir schließlich die ∗-Konstruktion von µ2 mit den
obigen Summanden untersucht. Insgesamt ergibt sich, dass für jede Z-Linearkombination η der
verallgemeinerten Charaktere λ · µ für λ ∈ {λ1,1, λ′1, λ2,i, λ′2,j} und µ ∈ {µ1, µx, µy, µxy, µ2} mit
i ∈ {1, . . . , 2n−2 − 1} ungerade und j ∈ {1, . . . , 2n−2 − 1} gerade der verallgemeinerte Charakter
η ∗ χ stets höchstens
(4 + 1) · (1 + 3 + 2n−3 + r + 2n−4 + 2n−4 − 1) = 5 · (2n−2 + r + 3)
irreduzible Summanden mit nichtverschwindenden Vorfaktoren hat. Andererseits ist
η := (3λ1,1 + λ′1 + λ2,1) · (µ1 + µx + µy + µxy + 2µ2)
für n = 3 bzw.
η :=
λ1,1 · (1 + 2n−4 · r) + λ′1 + 2 2n−3−1∑
i=0
λ2,2i+1 + 2
2n−3−1∑
i=1
λ′2,2i
 · (µ1 + µx + µy + µxy + 2µ2)
für n > 3 der reguläre Charakter von D und nach Satz 1.72 ist jeder irreduzible Charakter von B
Summand von η ∗χ. Mit Lemma 5.26 folgen k(B) = 5 · (2n−2 + r+ 3) und l(B) = r+ 1. Außerdem
tritt in den obigen Abschätzungen überall der Gleichheitsfall ein. Somit haben tatsächlich alle
durch Proposition 5.33, Proposition 5.34, Proposition 5.35 und Proposition 5.36 konstruierten
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Charaktere vom Typ (1) verschiedene F -Bahnen, wenn in den Propositionen nichts Gegenteiliges
behauptet wird. Es gibt also genau 4 · (2n−2 + r+ 3) irreduzible Charaktere vom Typ (1). Auch die
durch Anwendung von Proposition 5.31 konstruierten irreduziblen Charaktere müssen verschieden
sein, d.h. es gibt genau 2n−2 + r+ 3 irreduzible Charaktere vom Typ (3). Charaktere vom Typ (2)
existieren nicht.
Wir wenden diese Beobachtungen nun auf die verallgemeinerte Zerlegungsmatrix dx2 an. Der Block
bx2 dominiert einen Block bx2 von CG(x2)/〈x2〉 mit Defektgruppe D/〈x2〉 ∼= Q2n ×C22 . Blöcke mit
dieser Defektgruppe wurden in Unterabschnitt 3.3 untersucht. Die Werte von r stimmen für bx2
und B überein und Proposition 3.17 liefert, dass eine Z IBr(bx2)-Basis {ϕ1, . . . , ϕr+1} existiert,
sodass bx2 bezüglich dieser Basis die Cartanmatrix
Cbx2 = 8
(
2n−2 + 2 4
4 8
)
oder Cbx2 = 8
2n−2 + 2 2 22 4 .
2 . 4

hat.
Wir nehmen nun zunächst r = 1 an. Betrachtung der Matrix |D|C−1bx2 wie im Beweis von Lem-
ma 5.32 liefert, dass ψ ∈ Irr(B) genau dann Höhe 0 hat, wenn dx2ϕ2(ψ) ungerade ist. Nach Propositi-
on 5.30 haben diese Charaktere eine F -Bahn der Länge 4 und nach Lemma 5.27 gibt es höchstens
vier solche F -Bahnen. Für die übrigen irreduziblen Charaktere ψ vom Typ (1) ist dx2ϕ2(ψ) eine
gerade ganze Zahl. Für jede der obigen F -Bahnen liefert ∗-Konstruktion mit µ2 jeweils einen irre-
duziblen Charakter vom Typ (3). Eine kurze Fallunterscheidung liefert nun mit k(B) = 5·(2n−2+4)
bis auf Vorzeichen von Zeilen die folgende Gestalt:
dx
2
=
(
1 . . . 1
. . . . .
∣∣∣∣ 2 . . . 2. . . . .
∣∣∣∣ 1 . . . 11 . . . 1
∣∣∣∣ 2 22 2
∣∣∣∣ . . . . .1 . . . 1
∣∣∣∣ . .2 2
∣∣∣∣ 1 1 1 12 2 2 2
∣∣∣∣ 24
)T
.
Hierbei befinden sich im ersten Block 2n − 4, im zweiten Block 2n−2 − 1 und im dritten und
fünften Block jeweils 8 Zeilen. In jedem zweiten Block finden sich die Zeilen zu Charakteren, die
durch ∗-Konstruktion mit µ2 und den Charakteren aus dem vorhergehenden Block hervorgehen.
Berechnung von Beiträgen liefert nun mit Satz 1.64 die Aussagen zu den ki(B) für i ≥ 0. Hierbei
ist zu beachten, dass für n = 4 die Charakterhöhen 2 und n− 2 zusammenfallen.
Nun sei r = 2. Eine analoge Argumentation liefert, dass ein Charakter ψ ∈ Irr(B) genau dann
Höhe 0 hat, wenn dx2ϕ2(ψ) + d
x2
ϕ3(ψ) ungerade ist. Mit k(B) = 5 · (2n−2 + 5) ergibt sich wieder die
verallgemeinerte Zerlegungsmatrix dx2 der Form1 . . . 1. . . . .
. . . . .
∣∣∣∣∣∣
1 . . . 1
1 . . . 1
. . . . .
∣∣∣∣∣∣
1 . . . 1
. . . . .
1 . . . 1
∣∣∣∣∣∣
. . . . .
1 . . . 1
. . . . .
∣∣∣∣∣∣
. . . . .
. . . . .
1 . . . 1
∣∣∣∣∣∣
1 . . . 1
1 . . . 1
1 . . . 1
∣∣∣∣∣∣
. . . . .
1 . . . 1
−1 . . . −1
∣∣∣∣∣∣
. . .
. . .
. . .
T
bis auf Vorzeichen von Zeilen. Der erste Block enthält hierbei 2n−4 Zeilen und die Blöcke zwei bis
sieben enthalten jeweils genau 4 Zeilen. Aus Platzgründen haben wir ausschließlich die Charaktere
vom Typ (1) aufgeführt. Die Charaktere vom Typ (3) ergeben sich aus diesen durch ∗-Konstruktion
mit µ2. Anwendung von Satz 1.64 liefert nun wieder die Höhen der Charaktere. Die Fälle n ∈ {3, 4}
sind wieder gesondert zu behandeln, da dort Höhen zusammenfallen.
Es folgt auch, dass alle Vermutungen aus Abschnitt 2 für den Block B erfüllt sind. Der Beweis
der Gewichtsvermutung von Alperin verläuft hierbei wie der Beweis von [77, Theorem 2.8]. Wir
umreißen einen weiteren Beweisansatz für Satz 5.37, da er eine interessante Methode nutzt.
Bemerkung 5.38. Für q ∈ {1, x2, x, y, xy} bezeichnen wir mit lq die Summe der l(bu) mit (u, bu) ∈
Rq. Argumentieren wir wie im Beweis von Lemma 5.26, so folgen lx = ly = lxy = 2n−2 + r + 3,
l1 = 2n−2−r+1+ l(bw2)+ l(B) und lx2 = 2n−2 +2+ l(bw2x2). Aus Satz 5.37 folgt tatsächlich sogar
lx2 = 2n−2 + r + 3 bzw. l(bw2x2) = r + 1. Da bw2x2 einen Block bw2x2 von CG(w2x2)/〈w2x2〉 mit
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Defektgruppe D/〈w2x2〉 ∼= Q2n ∗Q8 dominiert, würde sich diese Aussage wohl auch durch Analyse
von Blöcken mit Defektgruppe Q2n ∗ Q8 ergeben. Über solche Blöcke ist jedoch leider nicht viel
bekannt. Wir gehen im Folgenden dennoch davon aus, dass uns l(bw2x2) = r + 1 bekannt ist und
beschreiben darauf aufbauend eine einfachere Methode zur Bestimmung der Blockinvarianten. Wie
oben erwähnt, gilt lx2 = 2n−2 + r + 3. Wir machen zunächst zwei weitere Beobachtungen:
• Im Beweis von Proposition 5.30 wurde für χ ∈ Irr(B) die Formel
(µ2 ∗ χ, χ)G = 2m1 − 2mx2 ∈ Z
gezeigt. Hierbei sind m1 und mx2 wie in Proposition 5.30 definiert. Angewandt auf Charaktere
χ vom Typ (2) folgt m1 = mx2 = 14 .
• Wie in Proposition 5.31 liefert ∗-Konstruktion von Charakteren χ vom Typ (1) mit µ2 einen
irreduziblen Charakter vom Typ (3). Hat nun ψ ∈ Irr(B) ebenfalls Typ (1), so gilt:
(µ2 ∗ χ, µ2 ∗ ψ)G = (µ22 ∗ χ, ψ)G =
∑
α∈F
(α ∗ χ, ψ)G
Sind also die F -Bahnen von χ und ψ verschieden, so sind auch µ2 ∗χ und µ2 ∗ψ verschieden.
Wir bezeichnen nun mit X1 bzw. X2 die Menge der irreduziblen Charaktere von B, die vom Typ
(1) bzw. (2) sind. Anwendung von [62, Proposition 2.2] und Proposition 5.30 liefert dann:
3 · (2n−2 + r + 3) = lx + ly + lxy = 34 |X1|+
1
2 |X2|,
2n−2 + r + 3 = lx2 ≥
(
1
8 +
1
8
)
|X1|+ 14 |X2| =
1
4(|X1|+ |X2|).
Hierbei berücksichtigen wir in der zweiten Zeile für jeden F -Orbit von Charakteren vom Typ (1)
auch den Charakter, der durch ∗-Konstruktion mit µ2 entsteht. Diese beiden Aussagen zusammen
zeigen |X1| = 4 · (2n−2 + r+ 3) und |X2| = 0. Nun können wir weiter wie im Beweis von Satz 5.37
argumentieren. So vermeiden wir die Notwendigkeit von Lemma 5.32 und den nachfolgenden Be-
rechnungen.
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6 Wesentliche Untergruppen vom Typ C2 ×Q8
In diesem Abschnitt untersuchen wir Blöcke B von G, deren Defektgruppe D eine der Gruppen ist,
die in [67, Section 3] untersucht wurden. Dort haben wir 2-Gruppen mit genau drei Involutionen
behandelt, für die ausschließlich Untergruppen vom Typ C2 ×Q8 als F-wesentliche Untergruppen
in saturierten Fusionssystemen F auftreten. Der dort in [67, Corollary 3.9] und [67, Theorem 3.11
(i)] auftretende Fall D ∼= C2 × Q2n für n ≥ 3 wurde bereits in [77] bzw. in Satz 3.12 behandelt.
Das folgende Resultat beschreibt die Blockinvarianten in einem in [67, Section 3] auftretenden
Spezialfall.
Proposition 6.1. Ist D die eindeutige Gruppe aus [67, Theorem 3.10], so ist F nilpotent und es
gilt k(B) = 11, l(B) = 1, k0(B) = 8, k1(B) = 2 und k2(B) = 1.
Beweis. Die Gruppe mit den Eigenschaften aus [67, Theorem 3.10] lässt sich leicht als die Gruppe
mit Nummer [32, 8] in der Small Groups Library von GAP identifizieren. In diesem Theorem wurde
auch bereits festgestellt, dass F stets nilpotent ist. Die Behauptung folgt nun mit Satz 1.46 aus der
Struktur der Charaktertafel von D, welche sich mit GAP oder leicht per Hand ermitteln lässt.
Nun untersuchen wir Defektgruppen der Gestalt
D ∼= 〈x, y, z : x4 = y2k−3 = 1, z2 = y2k−4 , zyz−1 = y−1, xyx−1 = y−1, xzx−1 = yz〉
für ein k ≥ 5. Diese treten in [67, Theorem 3.11 (ii)] auf.
Proposition 6.2. Ist D eine Gruppe wie in [67, Theorem 3.11 (ii)] mit Ordnung |D| = 2k für
k ≥ 5, so tritt einer der folgenden Fälle ein:
(i) F ist nilpotent und es gilt k(B) = 2k−2 + 6, l(B) = 1, k0(B) = 8 und k1(B) = 2k−2 − 2.
(ii) F ist nicht nilpotent und es gilt k(B) = 2k−2 + 8, l(B) = 2, k0(B) = 8, k1(B) = 2k−2 − 2
und kk−3(B) = 2.
Beweis. Die Gruppe D ist isomorph zu der Gruppe in [82, Theorem 3.19 (12)] mit Parametern
n = k − 3, m = 2 und i = n ist. Das folgt unmittelbar durch Umbenennung der Variablen x, y, z
in [67, Theorem 3.11 (ii)] zu a, v, x in [82, Theorem 3.19 (12)]. Die Behauptung in (ii) folgt nun
aus [81, Theorem 3.3], wo die Blockinvarianten für diesen Fall bestimmt werden. Im Beweis dieses
Theorems wird zudem k(D) = 2k−2 + 6 festgestellt. Man zeigt leicht, dass D′ Index 8 in D hat
und somit gilt k1(D) = 8. Wegen 8 + (2k−2 − 2) · 4 = 2k = |D| gilt weiter k1(D) = 2k−2 − 2. Die
Behauptung in (i) folgt nun aus Satz 1.46.
Wir ermitteln abschließend Blockinvarianten von Blöcken mit Defektgruppen D wie in [67, Theo-
rem 3.14]. Hierfür untersuchen wir zunächst in Unterabschnitt 6.1 einen dabei auftretenden Quo-
tienten.
6.1 Defektgruppen D2n o C4
In diesem Unterabschnitt sei B ein Block von G mit Defektgruppe
D = 〈v, x, a : v2n−1 = x2 = a4 = 1, xv = av = v−1, ax = vx〉 ∼= D2n o C4
mit Parametern n ≥ 3, m = 2 und i = n wie in [82, Theorem 3.19 (10)]. Es ist zu beachten, dass
wir hier n anders wählen als in [82, Theorem 3.19 (10)]. Nach diesem Theorem gibt es genau drei
verschiedene saturierte Fusionssysteme F auf D und Q := 〈v2n−2 , x, a2〉 ∼= C32 ist bis auf Konjuga-
tion der einzige Kandidat für eine F-wesentliche Untergruppe. In den nichtnilpotenten Fällen für
F finden sich die Blockinvarianten von B in [81, Theorem 3.1]. Wir werden die Cartanmatrix von
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B untersuchen. Hierbei gehen wir davon aus, dass F nicht nilpotent ist. Wir unterscheiden also die
Fälle Z(F) = 〈a2〉 und Z(F) = 〈v2n−2a2〉. Zuerst beschreiben wir die Struktur der Fokalgruppe
des Blocks.
Lemma 6.3. Es ist
foc := foc(F) ∈ {〈v, x〉, 〈v, a2x〉} und foc ∼= D2n .
Stets gelten D/ foc ∼= C4 und Z(D)/Z(D) ∩ foc ∼= C2.
Beweis. Sicherlich ist 〈v〉 E D. Wegen ax = vx gilt 〈v〉 ≤ D′. Andererseits kommutieren die
Elemente x〈v〉 und a〈v〉 in D/〈v〉, d.h. D/〈v〉 ist abelsch. Folglich ist D′ = 〈v〉. Der Normalisator
von Q in D ist offenbar 〈v2n−3 , x, a2〉 ∼= D8 × C2. Da Q F-wesentlich ist, gilt AutF (Q) ∼= S3. Ist
also α ∈ AutF (Q) von Ordnung 3 und β der nichttriviale Automorphismus in AutD(Q), so gilt
β ◦ α ◦ β = α−1. Mit dieser Einschränkung prüft man mit GAP oder per Hand nach, dass foc
tatsächlich die angegebene Gestalt hat. Die übrigen Behauptungen folgen hieraus nun leicht unter
Verwendung von Z(D) = 〈v2n−2 , a2〉.
Nun untersuchen wir die Bahnlängen der Operation von Irr(D/ foc) auf Irr(B).
Lemma 6.4. Es ist k(B) = 2n + 6, k0(B) = 8 und k1(B) = 2n − 2. Die Menge Irr(B) zerfällt
hierbei in 2n−2 + 2 Bahnen unter der Operation von Irr(D/ foc). Genau eine dieser Bahnen hat
die Länge 2 und enthält Charaktere von Höhe 1. Alle übrigen Bahnen haben die Länge 4.
Beweis. Die Aussagen zu k(B) und den ki(B) sind bereits in [81, Theorem 3.1] enthalten. Für die
Bahnen betrachten wir das B-Element (ax, bax). Da ax nicht Element einer Untergruppe aus dem
D-Orbit von Q ist, ist 〈ax〉 vollständig F-zentralisiert und folglich hat bax Defektgruppe CD(ax).
Sicher ist hierbei CD(ax) ≥ 〈ax, a2〉. Man berechnet
(ax)2 = ax · axa−1 · a = axvxa = av−1a = a2v,
d.h. 〈ax, a2〉 ∼= C2n × C2. Wegen a(ax) = avx /∈ 〈ax〉 ist also CD(ax) = ND(〈ax〉) = 〈ax, a2〉. Die
Defektgruppe CD(ax) von bax ist folglich abelsch und Aut(CD(ax)) ist wegen n > 1 eine 2-Gruppe.
Der Block bax ist deshalb nilpotent.
Mit ord(ax) = 2n und Proposition 1.57 folgt somit (aaxi , aaxj ) = 4δij für i, j ∈ {0, . . . , 2n−1−1}. Aus
der Operation von Irr(D/ foc) auf Irr(B) (siehe Lemma 6.3) folgt hierbei, dass die nichtverschwin-
denden Einträge der aaxi gerade zweimal 1 und zweimal −1 sind. Gibt es irreduzible Charaktere
χ ∈ Irr(B), sodass aaxi (χ) und aaxj (χ) für i 6= j beide nicht verschwinden, so folgt aus der Opera-
tion von Irr(D/ foc) auch, dass dies für genau vier Charaktere χ1, . . . , χ4 der Fall ist. Nach einer
geeigneten Anordnung dieser Charaktere ist dann(
aaxi
aaxj
∣∣∣∣ . . . . . 1 −1 1 −1 . . . . .. . . . . 1 −1 −1 1 . . . . .
)T
.
Hieraus folgt auch, dass aaxl für l ∈ {0, . . . , 2n−1 − 1} \ {i, j} auf χ1, . . . , χ4 verschwindet.
Wir haben bereits k0(B) = 8 festgestellt. Nach Lemma 1.59 ist dax(χ) für χ ∈ Irr0(B) eine
Einheitswurzel. Die entsprechenden Charaktere bilden wegen (ax)2 /∈ foc (oder nach Satz 1.75) zwei
Irr(D/ foc)-Bahnen der Länge 4. Es gibt folglich mindestens 4·2n−1−82 = 2n − 4 weitere Charaktere
χ ∈ Irr1(B), für die die Zerlegungszahlen dax(χ) nicht verschwinden. Wegen (ax)2 /∈ foc ergibt
sich, dass diese Charaktere in Irr(D/ foc)-Bahnen der Länge 4 liegen. Aus k1(B) = 2n − 2 folgt,
dass es genau 2n − 4 solche Charaktere χ in 2n−2 − 1 Bahnen gibt. Die übrigen zwei Charaktere
von Höhe 1 in B bilden nach Lemma 6.3 und Lemma 1.76 eine weitere Bahn. Die Behauptung
folgt.
Schließlich können wir die Cartanmatrix von B bis auf Wahl einer Z IBr(B)-Basis bestimmen.
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Lemma 6.5. Die Cartanmatrix von B hat die Elementarteiler 2n+2 und 2.
Beweis. Nach [81, Theorem 3.1] ist l(B) = 2 und die Cartanmatrix von B hat genau zwei Ele-
mentarteiler. Bekanntlich ist genau einer davon |D| = 2n+2. Alle Elementarteiler sind zudem nach
Korollar 1.78 und Lemma 6.3 durch 2 teilbar. Es genügt also zu zeigen, dass die Cartanmatrix keine
Elementarteiler 2s für 2 ≤ s < n+ 2 hat. Wir nutzen hierfür die Theorie der unteren Defektgrup-
pen. Ist Q < D mit |Q| = 2s, so existiert ein u ∈ Q mit u /∈ Z(F). Ist b ein Brauer-Korrespondent
von B in CG(u) mit Ordnung der Defektgruppe größer |Q|, so gilt nach der Analyse im Beweis von
[81, Theorem 3.1] l(b) = 1. Folglich ist m(1)b (Q) = 0 und Proposition 1.53 liefert auch m
(1)
B (Q) = 0.
Das zeigt die Behauptung.
Satz 6.6. Es existiert eine Z IBr(B)-Basis, sodass die Cartanmatrix von B bezüglich dieser Basis
gleich (
2n + 2 4
4 8
)
ist.
Beweis. Wir betrachten die B-Elemente (u, bu) mit u = v2
i für i ∈ {0, . . . , n−2}. Nach Lemma 6.3
ist u ∈ foc, d.h. auf den Irr(D/ foc)-Bahnen von Irr(B) sind die verallgemeinerten Zerlegungszahlen
du konstant. Es ist sicher CD(u) ≥ 〈ax, a2〉. Im Beweis von Lemma 6.4 haben wir 〈ax, a2〉 ∼=
C2n × C2 gezeigt. Für i < n − 2 ist weiter xu = u−1 6= u und somit CD(u) = 〈ax, a2〉. Es folgt
leicht, dass die Untergruppe 〈u〉 ≤ D vollständig F-zentralisiert ist, d.h. dass der Block bu die
Defektgruppe CD(u) hat. Weiter ergibt sich ND(〈u〉) = D. Im Fall i = n − 2 ist u ∈ Z(D) und
somit hat bu die Defektgruppe D. Stets ist hierbei bu nilpotent. Das folgt für i < n − 2 wegen
CD(u) ∼= C2n × C2 und n > 1. Im Fall i = n − 2 lässt sich aus der Analyse im Beweis von [81,
Theorem 3.1] entnehmen, dass l(bu) = 1 gilt. Aus [81, Theorem 3.1] folgt dann, dass bu nilpotent
ist.
Wir berechnen im Folgenden die Gestalt der Teile dv2
i
der verallgemeinerten Zerlegungsmatrix
von B. Hierfür wenden wir wiederholt Proposition 1.54, Proposition 1.57 und Lemma 6.4 an,
werden dies aber nicht jedes Mal explizit erwähnen. Sei zunächst i = n− 2. Wegen v2n−2 ∈ Z(D)
ist (dv2
n−2
, dv
2n−2 ) = 2n+2 und kein Eintrag von dv2
n−2
verschwindet. Aus Satz 1.64 folgt nun
dv
2n−2 (χ) = ±2h(χ) für χ ∈ Irr(B). Sind χ1 und χ2 Repräsentanten der zwei Irr(D/ foc)-Bahnen
von irreduziblen Charakteren der Höhe 0, so sei dv2
n−2
(χ1) = δ1 und dv
2n−2 (χ2) = δ2 für Vorzeichen
δ1 und δ2. Ist χ3 Repräsentant der Irr(D/ foc)-Bahn der Länge 2, so setzen wir dv
2n−2 (χ3) = 2δ3
für ein Vorzeichen δ3.
Sei nun i = 0. Wir berechnen (av0, av0) = 16 und (avj , avj ) = 8 für 1 ≤ j ≤ 2n−3 − 1. Nach
Lemma 1.61 ist av0(χ) mit χ ∈ Irr(B) genau für χ ∈ Irr0(B) ungerade. Orthogonalität von av0
und dv2
n−2
liefert nach eventueller Neuwahl der Z IBr(bv)-Basis av0(χ1) = δ1, av0(χ2) = δ2 und
av0(χ3) = −2δ3. Aus der Gestalt der Irr(D/ foc)-Bahnen und aus (av0, avj ) = 0 für 1 ≤ j ≤ 2n−3 −
1 folgt, dass die nichtverschwindenden Einträge der avj ausschließlich die Werte ±1 annehmen.
Da die avj paarweise orthogonal sind, sind die zugehörigen Mengen an irreduziblen Charakteren
für verschiedene j entweder disjunkt oder identisch. Im zweiten Fall existiert je ein Irr(D/ foc)-
Orbit, auf dem die Vorzeichen übereinstimmen bzw. auf dem sie voneinander verschieden sind.
Orthogonalität zu dv2
n−2
schließt diese Möglichkeit jedoch aus. Es folgt auch, dass av0 und avj für
1 ≤ j ≤ 2n−3 − 1 auf verschiedenen Charakteren nichtverschwindende Werte annehmen, denn
andernfalls verschwindet avj sicherlich genau auf den Charakteren von Höhe 0 nicht, was wir im
Folgenden zu einem Widerspruch führen. Gegebenenfalls ist dv(χ1) = ±1 ± (ζj + ζ−j), wobei
ζ := ζ2n−1 eine 2n−1-te Einheitswurzel ist. Wir betrachten den F-stabilen Charakter λfoc :=∑
λ∈Irr(D/ foc) λ. Wie im Beweis von Proposition 3.7 ist die Summe der Beiträge aller B-Elemente
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(vl, bvl) für 1 ≤ l ≤ 2n−2 − 1 am Skalarprodukt (λfoc ∗ χ1, λfoc ∗ χ1)G mindestens
16
(
2n−3 · 32n+1 +
n−4∑
l=0
2l · 12n+1
)
= 3 + 1− 12n−3 = 4−
1
2n−3 .
Fügen wir den Beitrag von (v2n−2 , bv2n−2 ) hinzu, so ergibt sich mindestens die Summe 4 − 12n−2 .
Bekanntlich ist λfoc ∗ χ1 eine Summe von vier irreduziblen Charakteren von B. Somit beträgt der
Beitrag von (1, B) zu obigem Skalarprodukt höchstens 12n−2 . Er ist folglich genau
1
2n−2 und es gilt
m1χ1χ1 =
1
2n+2 .
Wir betrachten die Beitragsmatrix d1C−1B (d1)T und setzen M := d1(2n+2C
−1
B )(d1)T . Die Matrix
M ist wie 2n+2C−1B eine symmetrische ganzzahlige Matrix. Für die quadratische Form zuM haben
wir soeben gezeigt, dass sie die Zahl 1 darstellen kann. Folglich gilt dies auch für die quadratische
Form zu 2n+2C−1B . Es existiert somit eine Matrix V ∈ GL(2,Z), sodass 2n+2V C−1B V T diagonal ist
und einen Eintrag 1 hat. Die Matrix (V T )−1CBV −1 ist folglich auch diagonal. Das widerspricht
allerdings Lemma 6.5 und Proposition 1.80. Folglich nehmen av0 und avj für 1 ≤ j ≤ 2n−3 − 1
tatsächlich ihre nichtverschwindenden Werte auf verschiedenen Charakteren an.
Wie im Beweis von Proposition 3.7 untersuchen wir nun die Operation von G. Verschwindet avj (χ)
für ein j ∈ {1, . . . , 2n−3 − 1} und χ ∈ Irr(B) nicht, so ist dv(χ) = ζj + ζ−j . Ist γ ∈ G ein
Automorphismus mit ζ 7→ −ζ, so ist γχ ∈ Irr(B) mit dv(γχ) = −dv(χ). Die acht irreduziblen
Charaktere, für die avj nicht verschwindet, liegen also in maximal vier G-Orbits. Ist weiter 1 ≤ j′ ≤
2n−3 − 1, wobei die maximale Zweierpotenz, die j und j′ teilt, übereinstimmt, so folgt aus der
Operation von G, dass die Vereinigung dieser Orbits auch alle Charaktere enthält, auf denen avj′
nicht verschwindet. Kombinieren wir die Operation von Irr(D/ foc) und G, so erhalten wir disjunkte
Familien F1, . . . , Fn−3 von irreduziblen Charakteren von B mit |Fk| = 4 · 2k für k ∈ {1, . . . , n− 3}.
Hierbei sind die rationalen Anteile der Zerlegungszahlen du für u ∈ foc jeweils auf den Familien
konstant. Insgesamt ergeben sich so 2n−8 Charaktere. Fügen wir die Charaktere in den Irr(D/ foc)-
Bahnen von χ1, χ2 und χ3 hinzu, so fehlen nach Lemma 6.4 noch vier Charaktere, welche in einer
Irr(D/ foc)-Bahn liegen. Diese fassen wir in der Menge F0 zusammen. Für die Familien Fk mit
0 ≤ k ≤ n− 3 wählen wir nun Vorzeichen 0, . . . , n−3 mit dv2
n−2
(χ) = 2k für χ ∈ Fk.
Nun analysieren wir den rationalen Teil von dv2
i
für i ∈ {1, . . . , n−3}. Hierbei werden wir induktiv
av
2i
0 (χ) =

δ1 falls χ ∈ Irr(D/ foc)χ1,
δ2 falls χ ∈ Irr(D/ foc)χ2,
2δ3 falls χ ∈ Irr(D/ foc)χ3,
2k falls χ ∈ Fk für 0 ≤ k ≤ i− 2,
−2i−1 falls χ ∈ Fi−1,
0 sonst
relativ zu geeigneten Z IBr(bv2i )-Basen zeigen. Wir nehmen also an, dass wir die Aussage für
alle i′ < i bereits gezeigt haben. Es ist (av2
i
0 , a
v2
i
0 ) = 2i+4. Für i = 1 ist also (av
2
0 , a
v2
0 ) = 32.
Anwendung von Lemma 1.61 liefert nach einer kurzen Fallunterscheidung av20 (χ1) = ±1, av
2
0 (χ2) =
±1, av20 (χ3) = ±2 und av
2
0 (χ) = ±2 für χ ∈ F0. Aus der Orthogonalität zu av0 und dv
2n−2 folgt nun
die behauptete Gestalt für av20 nach eventueller Neuwahl der Z IBr(bv2)-Basis.
Sei nun also i > 1. Nach Lemma 1.61 verschwindet av2
i
0 (χ) für χ ∈ Fk und k ≥ i. Die Spalte av
2i
0 ist
orthogonal zur Differenz dv2
n−2 − av2i−10 . Diese Differenz hat den Wert 4i−2 für χ ∈ Fi−2 und sie
hat den Wert 2k für k ∈ {i−1, . . . , n−3}. Auf den übrigen Charakteren verschwindet die Differenz.
Verschwindet av2
i
0 (χ) für χ ∈ Fi−1 nicht, so verschwindet es auch für χ ∈ Fi−2 nicht. Gegebenenfalls
nimmt av2
i
0 nach eventueller Neuwahl der Z IBr(bv2i )-Basis auf Fi−1 den Wert −2i−1 und auf
Fi−2 den Wert 2i−2 an. Orthogonalität zur Differenz dv
2n−2 − av2s0 für 1 ≤ s ≤ i− 2 ergibt dann
92
6.2 Defektgruppen Q2n .C4
analog insgesamt die oben angegebenen Werte für χ ∈ Fk und 0 ≤ k ≤ n − 3. Lemma 1.61 und
Orthogonalität zu dv2
n−2
liefert dann die übrigen Werte.
Es verbleibt der Fall, in dem av2
i
0 auf Fi−1 verschwindet. Wie oben folgt dann, dass av
2i
0 auf Fk
für 0 ≤ k ≤ n− 3 verschwindet. Da av2i0 auch zu dv
2n−2 − av0 orthogonal ist, verschwindet es auch
auf Irr(D/ foc)χ3. Die nichtverschwindenden Werte werden also auf den Charakteren von Höhe 0
angenommen. Wegen (av2
i
0 , a
v2
i
0 ) ≡ 0 6≡ 8 (mod 16) ist das aber ein Widerspruch zu Lemma 1.61
und dieser Fall tritt nicht ein.
Insgesamt haben wir nun alle rationalen Anteile von Zerlegungszahlen zu B-Elementen (u, bu) mit
u ∈ foc \{1} bestimmt. Hierbei ist zu beachten, dass y := a2 für Z(F) = 〈a2〉 bzw. y := v2n−2a2
für Z(F) = 〈v2n−2a2〉 via a zu vy und via AutF (Q) zu v2n−2 konjugiert ist. Mit dem Algorithmus
aus Unterabschnitt 1.14 können wir nun die Struktur der gewöhnlichen Zerlegungszahlen ermit-
teln. Sei hierfür c eine beliebige Z-Linearkombination von Spalten gewöhnlicher Zerlegungszahlen.
Orthogonalität zu dv2
n−2 − av2s0 für 1 ≤ s ≤ n− 3 ergibt wie oben die Existenz eines c˜ ∈ Z mit
c(χ) =
{
c˜j falls χ ∈ Fk mit 0 ≤ k ≤ n− 4,
−c˜n−3 falls χ ∈ Fn−3.
Ausnutzung der Orthogonalität zu dv2
n−2 − av0 liefert c(χ3) = c˜δ3. Schließlich folgt aus der Ortho-
gonalität zu av0 die Gleichung
4δ1c(χ1) + 4δ2c(χ2)− 2 · 2δ3c(χ3) = 0⇔ δ1c(χ1) + δ2c(χ2)− δ3c(χ3) = 0.
Bis auf Basiswahl ergibt sich also
d1(χ) =

(δ1, δ1) für χ ∈ Irr(D/ foc)χ1,
(0,−δ2) fall χ ∈ Irr(D/ foc)χ2,
(δ3, 0) falls χ ∈ Irr(D/ foc)χ3,
(k, 0) falls χ ∈ Fk mit 0 ≤ k ≤ n− 4,
(−n−3, 0) falls χ ∈ Fn−3.
Relativ zu derselben Basis ergibt sich hieraus die obige Gestalt der Cartanmatrix.
6.2 Defektgruppen Q2n.C4
In diesem Unterabschnitt ermitteln wir die Blockinvarianten von Blöcken B von G mit Defekt-
gruppe
D = 〈v, x, a : v2n−1 = 1, x2 = a4 = v2n−2 , xv = v−1, av = v2n−2−1, ax = vx〉 ∼= Q2n .C4
mit Parametern n ≥ 4 und m = 2 wie in [82, Theorem 3.19 (11)]. Auch hier haben wir den
Parameter n anders gewählt als in [82, Theorem 3.19 (11)]. Diese Gruppen sind isomorph zu
Gruppen in [67, Theorem 3.14], wie die folgende Bemerkung zeigt.
Bemerkung 6.7. (i) Es sei P eine Gruppe wie in [67, Theorem 3.14] mit Erzeugern y′, b′ und
x′, Parameter n′ ≥ 6 und Präsentation
P ∼= 〈y′, b′, x′ :y′2n
′−2
= b′2 = [x′, b′] = 1, y′b′y′−1 = y′2
n′−3
b′,
x′y′x′−1 = y′2
n′−4−1b′, x′2 = y′2
n′−3〉.
Die Abbildung ϕ : D → P mit
ϕ(v) = y′2b′ ϕ(x) = x′ und ϕ(a) = y2
n′−3−2n′−5+1x′
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ist dann für n′ = n+2 ein wohldefinierter Gruppenhomomorphismus. Offenbar ist er surjektiv
und wegen |D| = |P | ist er auch injektiv, also bijektiv. Vermöge ϕ sind D und P für diese
Parameterwahl also isomorph.
(ii) Faktorisieren wir D nach dem Normalteiler 〈x2〉, so erhalten wir eine Gruppe D mit Erzeu-
gern v, x und a und Relationen
v2
n−2
= x2 = a4 = 1, xv = av = v−1 und ax = v · x.
Solche Gruppen haben wir in Unterabschnitt 6.1 untersucht.
Die Fusionssysteme F auf D wurden in [81, Theorem 3.19 (11)] oder auch in [67, Theorem
3.15] bestimmt. Es gibt genau ein nichtnilpotentes Fusionssystem und die Untergruppe Q :=
〈a2, v2n−3 , x〉 = 〈a2v2n−3 , v2n−3 , x〉 ∼= C2 × Q8 ist bis auf Konjugation der einzige Kandidat für
eine F-wesentliche Untergruppe. Wir gehen im Folgenden zunächst davon aus, dass F nicht nil-
potent ist. Das folgende Lemma beschreibt in dieser Situation ein Repräsentantensystem der F-
Konjugationsklassen von Elementen von D.
Lemma 6.8. Repräsentanten der Konjugationsklassen von F sind:
(i) 1, v2n−2 ∈ Z(D),
(ii) a2v2n−3 mit CD(a2v2
n−3) = 〈a2, v, x〉 ∼= C2 ×Q2n ,
(iii) a2 mit CD(a2) = 〈a, v〉 und |CD(a2)| = 2n+1,
(iv) vj für ungerades j ∈ {1, . . . , 2n−3 − 1} mit CD(vj) ∼= C2 × C2n−1 ,
(v) vj für gerades j ∈ {2, . . . , 2n−2 − 2} mit |CD(vj)| = 2n+1,
(vi) a2vj für gerades j ∈ {2, . . . , 2n−3 − 2} mit CD(a2vj) ∼= C2 × C2n−1 ,
(vii) a2vj für ungerades j ∈ {−2n−3 + 1, . . . , 2n−3 − 1} mit |CD(a2vj)| = 2n+1,
(viii) a und a3 mit Zentralisator vom Typ C8,
(ix) xvja2i+1 für i ∈ {0, 1} und j ∈ {0, . . . , 2n−3 − 1} mit CD(xvja2i+1) ∼= C2n .
All diese Elemente sind vollständig F-zentralisiert. Ein Repräsentantensystem R der G-Konjuga-
tionsklassen von B-Elementen (u, bu) ist folglich durch die u dieser Familien gegeben. Weiter hat
der Block bu für (u, bu) ∈ R die Defektgruppe CD(u).
Beweis. Die Untergruppe M := 〈a2, v, x〉 = 〈a2v2n−3 , v, x〉 ∼= C2 × Q2n von D ist normal und
enthält Q. Die Elemente u ∈ 〈a2, v〉 = 〈a2v2n−3 , v〉 ∼= C2 × C2n−1 haben die Form u = a2ivj mit
i ∈ {0, 1} und j ∈ {0, . . . , 2n−1 − 1}. Sicher ist CD(u) ≥ 〈a2, v〉. Der D-Orbit von u hat also nach
Bahnformel höchstens die Länge 4. Ist i = 0 und j ungerade, so ist u = vj via Konjugation mit x,
a und ax zu v−j , v2n−2j−j und v−2n−2j+j konjugiert und diese drei Elemente und u sind paarweise
verschieden. In diesem Fall gilt also CD(u) = 〈a2, v〉. Ist i = 0 und j /∈ {0, 2n−2} eine gerade
Zahl, so enthält der Orbit zumindest die Elemente vj und v−j . Umgekehrt ist dann offenbar sogar
CD(u) ≥ 〈a2, v, ax〉 und mit der Bahnformel folgt CD(u) = 〈a2, v, ax〉. Ist schließlich i = 0 und
j ∈ {0, 2n−2}, so zeigt man leicht u ∈ Z(D) und CD(u) = D.
Sei nun also i = 1. Via Konjugation mit x, a und ax ist u = a2vj zu a2v2n−2−j , a2v2n−2j−j
und a2v2n−2(j+1)+j konjugiert. Ist j /∈ {0, 2n−3, 2n−2, 3 · 2n−3} und gerade, so sind diese vier
Elemente verschieden und CD(u) = 〈a2, v〉 folgt. Ist j ungerade, so liegen nur die Elemente a2vj und
a2v2
n−2−j im Orbit und CD(u) = 〈a2, v, ax〉 folgt. Für j ∈ {0, 2n−3, 2n−2, 3 ·2n−3} schließlich liegen
ebenfalls nur zwei verschiedene Elemente im D-Orbit von u. Anwendung der Bahnformel liefert
CD(u) = 〈a, v〉 für u ∈ {a2, a2v2n−2} und CD(u) = 〈a2, v, x〉 = M für u ∈ {a2v2n−3 , a2v3·2n−3}.
Die vier M -Konjugationsklassen, die außerhalb von 〈a2, v〉 liegen, werden durch a zu zwei D-
Konjugationsklassen fusioniert. Die Elemente in diesen Konjugationsklassen sind wiederum durch
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Fusion in AutF (Q) zu den Elementen a2 oder a2v2
n−3
a2 = v2n−3a4 konjugiert. Weitere Fusion
findet in M nicht statt.
Wir betrachten nun Konjugationsklassen außerhalb von M . Hier findet wegen Q ≤M und M E D
keine Fusion von D-Konjugationsklassen statt. Liegt u zunächst in der Nebenklasse a〈a2, v〉, so hat
u die Gestalt vja2i+1 für i ∈ {0, 1} und j ∈ {0, . . . , 2n−1 − 1}. Man berechnet
v(vja2i+1) = vj · vav−1a−1a · a2i = vj · vv1−2n−2a · a2i = vj−2n−2+2a2i+1.
Iterative Anwendung zeigt wegen ggT(2n−1, 2 − 2n−2) = 2, dass die D-Bahn von vja2i+1 die
Nebenklasse a2i+1vj〈v2〉 enthält. Konjugation mit x liefert
x(vja2i+1) = v−j · (x(a2))i · xa = v−j · (xa2x−1a−2a2)i · xax−1a−1a
= v−j · (xax−1v−1a−1a2)i · v−1a = v−j · (v2n−2a2)i · v−1a
= v−j+2
n−2i−1a2i+1.
Das zeigt, dass die Bahn sogar die Nebenklasse a2i+1〈v〉 enthält. Umgekehrt werden die Elemente
a und a3 wenigstens von 〈a〉 ∼= C8 zentralisiert. Die Bahnformel liefert nun, dass es genau zwei
Bahnen dieses Typs mit Repräsentanten a und a3 und Zentralisatoren vom Typ C8 gibt.
Abschließend untersuchen wir Konjugationsklassen von Elementen vom Typ u = xvja2i+1 mit
i ∈ {0, 1} und j ∈ {0, . . . , 2n−1 − 1}. Konjugation mit v, x und vx liefert nach obigen Rechnungen
die Elemente v2x·vj−2n−2+2a2i+1 = xvj−2n−2a2i+1, xv−j+2n−2i−1a2i+1 und xv−j+2n−2(i+1)−1a2i+1.
Diese drei Elemente und u sind paarweise verschieden. Umgekehrt ist sicher CD(u) ≥ 〈u〉. Man
berechnet:
u2 = (xvja2i+1)2 = x(vja2i+1)x2 · vja2i+1 = v−j+2n−2(i+1)−1a2i+1 · vja2i+1
= v−j+2
n−2(i+1)−1 · a(vj) · a4i+2 = v−j+2n−2(i+1)−1v2n−2j−ja4i+2
= v−2j+2
n−2(i+j+1)−1a4i+2.
Folglich hat u die Ordnung 2 ord(v) = 2n und mit der Bahnformel ergibt sich CD(u) ∼= C2n . Die
letzten beiden Behauptungen folgen nun mit Lemma 1.49.
Wie üblich nutzen wir Satz 1.50 und Satz 1.51 um untere Schranken für k(B) und l(B) zu erhalten.
Lemma 6.9. Es ist k(B)− l(B) = 2n−1 + 2n−3 + 6 und l(B) ≥ 2.
Beweis. Wir wenden Satz 1.50 an und summieren über die B-Elemente in den Familien in Lem-
ma 6.8. Ist (u, bu) ein B-Element mit u aus den Familien (iv), (vi), (viii) oder (ix), so hat bu eine
abelsche Defektgruppe mit einer 2-Gruppe als Automorphismengruppe. Folglich ist bu in diesen
Fällen nilpotent. Das gilt auch für u aus den Familien (v) und (vii), denn in diesen Fällen wird stets
mit u auch v2n−3 zentralisiert. Dann kann jedoch keine Fusion in Q stattfinden. Im Fall u = a2
bzw. in Familie (iii) schließlich ist ebenfalls keine Fusion in Q möglich und bu ist nilpotent.
Die verbliebenen nichttrivialen Elemente u aus Lemma 6.8 sind v2n−2 = x2 und a2v2n−3 . Der
Block ba2v2n−3 hat eine Defektgruppe 〈a2, v, x〉 ∼= C2 × Q2n und durch Fusion via AutF (Q) sind
alle Element der Ordnung 4 in 〈v, x〉 konjugiert. Nach Proposition 3.16 ist somit l(ba2v2n−3 ) =
3. Der Block bv2n−2 = bx2 ist nicht nilpotent und dominiert einen Block bx2 von CG(x2)/〈x2〉
mit Defektgruppe D/〈x2〉. Diese Defektgruppe wurde nach Bemerkung 6.7 in Unterabschnitt 6.1
untersucht. Mit [81, Theorem 3.1] folgt also l(bx2) = l(bx2) = 2. Insgesamt ergibt sich
k(B)− l(B) = 2 + 3 + 1 + 2n−4 + (2n−3 − 1) + (2n−4 − 1) + 2n−3 + 2 + 2n−2 = 2n−1 + 2n−3 + 6.
Wegen x2 ∈ Z(F) folgt mit Satz 1.51 weiter l(B) ≥ l(bx2) = l(bx2) = 2.
Lemma 6.10. Es ist foc := foc(F) = 〈v, x〉 und D/ foc ∼= C4.
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Beweis. Sicher ist 〈v〉 E D. Wegen ax = vx ist 〈v〉 ≤ D′. Umgekehrt kommutieren a〈v〉 und x〈v〉
in D/〈v〉, d.h. D/〈v〉 ist abelsch und D′ = 〈v〉. Durch Konjugation via AutF (Q) sind zusätzlich
die Elemente v2n−3 und x konjugiert. Somit folgt foc = 〈v, x〉. Der Quotient D/ foc wird von a · foc
erzeugt und es gilt |D : foc | = 4. Die Behauptung folgt.
Lemma 6.11. Es ist k0(B) = |D : D′| = 8. Insbesondere ist die Olsson-Vermutung erfüllt.
Beweis. Wir betrachten das B-Element (a, ba) ∈ R. Nach Lemma 6.8 hat ba die Defektgruppe
CD(a) ∼= C8. Somit gilt mit Satz 1.65 sicherlich k0(B) ≤ 8. Die freie Operation von Irr(D/ foc) ∼=
C4 (vgl. Lemma 6.10) auf den Charakteren mit nichtverschwindenden Einträgen in da liefert die
umgekehrte Ungleichung.
Um weitere Informationen über die numerischen Blockinvarianten zu erhalten, nutzen wir die ∗-
Konstruktion. Hierfür müssen wir zunächst F-stabile Charaktere finden und Beiträge muχχ für
χ ∈ Irr0(B) und (u, bu) ∈ R berechnen.
Lemma 6.12. Die folgenden Charaktere von D sind F-stabil und paarweise verschieden:
µi(u) =

4 falls u = 1,
−4 falls u = x2,
2ζji + 2ζ−ji falls u = vj und j 6≡ 0 (mod 2n−2) gerade,
2ζ(j−2n−3)i + 2ζ(−j+2n−3)i falls u = a2vj und j ungerade.
Hierbei ist ζ := ζ2n−1 eine primitive 2n−1-te Einheitswurzel und i ∈ {1, . . . , 2n−2 − 1}. Auf allen
weiteren Repräsentanten der F -Konjuagtionsklassen aus Lemma 6.8 verschwindet µi.
Beweis. Die Untergruppe N := 〈a2, v〉 ∼= C2×C2n−1 (vgl. den Beweis von Lemma 6.8) ist offenbar
normal in D und die Charaktertafel von N ist bekannt. Die Charaktere α maximaler Ordnung in
der Charaktergruppe von N induzieren wir nach D und erhalten die obigen Charaktere. Hierbei ist
zu beachten, dass die F-Konjugationsklassen von Elementen in N bereits im Beweis von Lemma 6.8
ermittelt wurden. Die Charaktere µi sind F-stabil, denn sie verschwinden auf allen Elementen, die
via AutF (Q) konjugiert sind. Sie sind außerdem offensichtlich paarweise verschieden.
Lemma 6.13. Es seien χ ∈ Irr0(B) und (u, bu) ∈ R beliebig gegeben. Der Beitrag muχχ des
B-Elements (u, bu) zum Skalarprodukt (χ, χ)G ist dann
muχχ =

1
16 +
1
2n+2 falls u = 1 oder u = x2,
1
8 +
1
2n+1 falls u = a2v2
n−3
,
1
|CD(u)| sonst.
Beweis. Wie im Beweis von Lemma 6.9 sind die Blöcke bu für u /∈ {1, x2, a2v2n−3} nilpotent.
Nach Satz 1.65 ist dann also der rationale Teil von muχχ wenigstens 1|CD(u)| . Im Beweis von Lem-
ma 6.9 wurde festgestellt, dass der Block ba2v2n−3 in Unterabschnitt 3.3 behandelt wurde und
l(ba2v2n−3 ) = 3 gilt. Der Block bx2 dominiert einen Block bx2 , wie in Unterabschnitt 6.1 behandelt.
Nach Proposition 3.17 und Satz 6.6 haben diese Blöcke also eine Cartanmatrix Cbu der Form2n−1 + 4 4 44 8 .
4 . 8
 bzw. (2n + 4 88 16
)
bis auf Basiswahl. Zur Berechnung der Beiträge betrachten wir die Matrizen
du|CD(u)|C−1bu du
T = |CD(u)|(muψ1ψ2)ψ1,ψ2∈Irr(B),
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wobei |CD(u)|C−1bu die Form 4 −2 −2−2 2n−2 + 1 1
−2 1 2n−2 + 1
 bzw. ( 4 −2−2 2n−2 + 1
)
hat. Die Elemente u ∈ {x2, a2v2n−3} sind Involutionen. Folglich sind die zugehörigen verallgemei-
nerten Zerlegungszahlen du rational und Satz 1.65 liefert, dass |CD(u)|muχχ eine ungerade ganze
Zahl ist. Betrachtung der quadratischen Formen zu obigen zwei Matrizen liefert nach einer kur-
zen Fallunterscheidung, dass dann stets |CD(u)|muχχ ≥ 2n−2 + 1 ist. Somit ist mx
2
χχ ≥ 116 + 12n+2
und ma2v2
n−3
χχ ≥ 18 + 12n+1 . Schließlich ist sicherlich m1χχ ≥ 12n+2 ebenfalls rational. Bei obigen
Abschätzungen für die rationalen Teile der muχχ ergibt sich stets, dass im Gleichheitsfall du(χ)
ein ganzzahliger Vektor multipliziert mit einer |D|-ten Einheitwurzel ist. Summieren wir nun über
diese minimalen rationalen Anteile, so ergibt sich die Summe
1
2n+2 +
(
1
16 +
1
2n+2
)
+
(
1
8 +
1
2n+1
)
+ 12n+1 + 2
n−4 · 12n
+ (2n−3 − 1) · 12n+1 + (2
n−4 − 1) · 12n + 2
n−3 · 12n+1 + 2 ·
1
8 + 2
n−2 · 12n =
15
16 .
Die tatsächliche Summe über alle Anteile muχχ ist nach Satz 1.63 genau 1, d.h. unsere Abschätzun-
gen für die rationalen Parts sind insgesamt um 116 zu niedrig. Um die Abschätzungen zu verbessern,
berechnen wir das Skalarprodukt (µ1 ∗χ, 1Irr1(D) ∗χ)G mit µ1 aus Lemma 6.12. Mit ζ := ζ2n−1 wie
in Lemma 6.12 bilden wir zunächst nur die Summe∑
u∈R
µ1(u)m˜uχχ
= 4 · 12n+2 − 4 ·
(
1
16 +
1
2n+2
)
+ 2
2n−3−1∑
k=1
(ζ2k + ζ−2k) · 12n+1 + 2
2n−3∑
k=1
(
ζ2k−1 + ζ1−2k
) · 12n+1
=− 14 ,
wobei m˜uχχ für (u, bu) ∈ R unsere obige Abschätzung für den rationalen Teil von muχχ ist. Hierbei
ist zu beachten, dass sich die Summen
∑2n−3−1
k=1 ζ
2k und
∑2n−3−1
k=1 ζ
−2k gegenseitig aufheben, da
die zweite Summe in umgekehrter Reihenfolge über die Negativen der Summanden der ersten
Summe summiert. Gleiches gilt für die Summe
∑2n−3
k=1
(
ζ2k−1 + ζ1−2k
)
. Da |µ1(u)| ≤ 4 und die
m˜uχχ insgesamt nur um 116 zu niedrig sind, ist (µ1 ∗ χ, 1Irr1(D) ∗ χ)G = 0. Da der Betrag von µ1
ausschließlich in 1 und x2 den Wert 4 annimmt, folgt m1χχ = 116 +
1
2n+2 und muχχ = m˜uχχ für die
übrigen B-Elemente (u, bu).
Nun können wir das Hauptresultat des Abschnitts zeigen, welches die Analyse von Blöcken mit
Defektgruppen wie in [67, Section 3] beendet.
Satz 6.14. Es gelten k(B) = 2n−1+2n−3+8, l(B) = 2, k0(B) = 8, k1(B) = 2n−1−2, k2(B) = 2n−3
und kn−1(B) = 2.
Beweis. Wir betrachten das B-Element (x2, bx2) ∈ R. Wie im Beweis von Lemma 6.13 hat der
Block bx2 die Cartanmatrix
Cbx2 =
(
2n + 4 8
8 16
)
bis auf Wahl einer Z IBr(bx2)-Basis {ϕ1, ϕ2}. Nach Lemma 6.11 gibt es genau acht Charaktere von
Höhe 0 in B und nach Lemma 6.10 und Satz 1.75 bilden diese Charaktere genau zwei Irr(D/ foc)-
Bahnen der Länge 4. Betrachtung der Beitragsmatrix dx2C−1bx2 (d
x2)T mit
C−1bx2 =
1
2n+2
(
4 −2
−2 2n−2 + 1
)
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zeigt mit Satz 1.64, dass χ ∈ Irr(B) genau dann Höhe 0 hat, wenn dx2ϕ2(χ) = ±1 ist.
Die Charaktere µi aus Lemma 6.12 sind F-stabil. Wir berechnen nun die Skalarprodukte (µi∗χ, µj∗
χ)G für ungerade i, j ∈ {1, . . . , 2n−2 − 1} und χ ∈ Irr0(B). Mit ζ := ζ2n−1 ist unter Verwendung
von Lemma 6.13
(µi ∗ χ, µj ∗ χ)G = 16 · 2 ·
(
1
16 +
1
2n+2
)
+ 4
2n−3−1∑
k=1
(ζ2ki + ζ−2ki)
(
ζ2kj + ζ−2kj
)
· 12n+1
+ 4
2n−3∑
k=1
(
ζ(2k−1)i + ζ(1−2k)i
)(
ζ(2k−1)j + ζ(1−2k)j
)
· 12n+1
= 2 + 12n−3 + Si,j ·
4
2n+1 + Ti,j ·
4
2n+1 .
Hierbei haben wir
Si,j :=
2n−3−1∑
k=1
(ζ2ki + ζ−2ki)
(
ζ2kj + ζ−2kj
)
und
Ti,j :=
2n−3∑
k=1
(
ζ(2k−1)i + ζ(1−2k)i
)(
ζ(2k−1)j + ζ(1−2k)j
)
gesetzt. Nun ist
Si,j =
2n−3−1∑
k=1
(
ζ2k(i+j) + ζ2k(i−j) + ζ2k(−i+j) + ζ2k(−i−j)
)
=

2n−2 − 4 falls i = j,
2n−2 − 4 falls i+ j = 2n−2,
−4 sonst,
denn ist e die maximale Potenz von 2, durch die i + j teilbar ist, so summiert
∑2n−3−1
k=0 ζ
2k(i+j)
(eventuell mehrfach) über alle 2n−12e -ten Einheitswurzeln und verschwindet folglich für i+j 6= 2n−2.
Gegebenenfalls ist also
∑2n−3−1
k=1 ζ
2k(i+j) = −1. Ist hingegen i+j = 2n−2, so ist∑2n−3−1k=1 ζ2k(i+j) =
2n−3−1, denn jeder Summand ist 1. Analoge Aussagen gelten für die übrigen Summen in Si,j . Die
Summe Ti,j wertet aus zu
Ti,j =
2n−3∑
k=1
(
ζ(2k−1)(i+j) + ζ(2k−1)(i−j) + ζ(2k−1)(−i+j) + ζ(2k−1)(−i−j)
)
=

2n−2 falls i = j,
−2n−2 falls i+ j = 2n−2,
0 sonst.
Ist hierbei wieder e die maximale Potenz von 2, durch die i + j teilbar ist, so wird in der Sum-
me
∑2n−3
k=1 ζ
(2k−1)(i+j) (eventuell mehrfach) über alle primitiven 2n−1e -ten Einheitswurzeln sum-
miert. Ist i + j 6= 2n−2, so verschwindet diese Summe also. Ist hingegen i + j = 2n−2, so ist∑2n−3
k=1 ζ
(2k−1)(i+j) = −2n−3, denn jeder Summand ist gleich −1. Analoge Aussagen gelten für die
übrigen drei Summanden in Ti,j . Zusammenfassend ist dann also
(µi ∗ χ, µj ∗ χ)G =
{
3 falls i = j,
2 sonst.
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6.2 Defektgruppen Q2n .C4
Anwendung von Lemma 1.81 liefert mit dx2ϕ2(χ) = ±1 und µi(x2) = −4
µ1 ∗ χ = 1χ1 + 2χ2 + δ1ψ1,
µ3 ∗ χ = 1χ1 + 2χ2 + δ3ψ3,
...
...
µ2n−2−1 ∗ χ = 1χ1 + 2χ2 + δ2n−2−1ψ2n−2−1
für Vorzeichen 1, 2 und δi sowie verschiedenen Charakteren χ1, χ2, ψi ∈ Irr(B) für ungerades
i ∈ {1, . . . , 2n−2 − 1}.
Da die verallgemeinerten Charaktere µi ∗ χ für ungerades i ∈ {1, . . . , 2n−2 − 1} nach Lemma 6.12
auf der Nebenklasse a〈v, x, a2〉 verschwinden, ist die Bahn von µi ∗ χ unter der Operation von
Irr(D/ foc) gerade {µi ∗ χ, µ2n−2−i ∗ χ}, d.h. die Bahn hat die Länge 2. Wie man leicht aus obiger
Gestalt der µi ∗ χ ableitet, haben dann auch die Charaktere χ1, χ2 und ψi höchstens Irr(D/ foc)-
Bahnen der Länge 2. Sie haben dann also nach Satz 1.75 nicht Höhe 0.
Mit dieser Erkenntnis analysieren wir nun erneut Zerlegungszahlen dx2 . Da gerade die Charaktere
ψ von Höhe 0 die Eigenschaft dx2ϕ2(ψ) ∈ {±1} haben, existieren zwei weitere Charaktere, die auf
dx
2
ϕ2 den Wert ±2 annehmen. Da kein Summand der µi ∗χ Höhe 0 hat, folgt aus dx
2
ϕ2(µi ∗χ) = ±4,
dass diese zwei Charaktere gerade χ1 und χ2 sind. Wegen der freien Operation von Irr(D/ foc)
auf den Charakteren von Höhe 0, aus Paritätsgründen und wegen x2 ∈ Z(D) hat dx2(ψi) für
ungerades i ∈ {1, . . . , 2n−2 − 1} die Gestalt (ki, 0) für ein gerades ki 6= 0. Die 2n−3 Charaktere
ψi tragen folglich mindestens 2n−1 zum Skalarprodukt (dx
2
ϕ1 , d
x2
ϕ1) bei. Gleichheit gilt hier nur, falls
dx
2
ϕ1(ψi) = ±2 für alle i ist. Wegen (dx
2
ϕ1 , d
x2
ϕ2) = 8 liefert eine kurze Fallunterscheidung, dass die
Charaktere vom Grad 1 sowie χ1 und χ2 insgesamt wenigstens 6 zum Skalarprodukt (dx
2
ϕ1 , d
x2
ϕ1)
beitragen. Gleichheit gilt hierbei nur, falls die Einschränkung von dx2 auf diese Charaktere die
Form (
1 1 1 1 . . . . 1 1
1 1 1 1 1 1 1 1 2 2
)T
bis auf Vorzeichen von Zeilen hat. Wegen (dx2ϕ1 , d
x2
ϕ1) = 2
n + 4 und x2 ∈ Z(D) gibt es also maximal
2n−1 − 2 weitere irreduzible Charaktere von B. Gleichheit gilt hierbei nur, falls dx2(ψ) = (±1, 0)
für diese Charaktere ψ gilt.
Insgesamt gibt es höchstens 2n−1 + 2n−3 + 8 Charaktere in Irr(B). Wegen Lemma 6.9 gilt also
k(B) = 2n−1 + 2n−3 + 8 und l(B) = 2. Außerdem treten oben alle Gleichheitsfälle ein. Berechnung
der Beitragsmatrix zu (u, bu) liefert hieraus mit Satz 1.64 nun die Werte der kj(B) für j ≥ 0.
Mit den gesammelten Informationen über D ergeben sich auch die Blockinvarianten im nilpotenten
Fall.
Satz 6.15. Ist B ein nilpotenter Block mit Defektgruppe D, so ist k(B) = 2n−1 + 2n−3 + 6,
l(B) = 1, k0(B) = 8, k1(B) = 2n−1 − 2 und k2(B) = 2n−3.
Beweis. Wir wenden Satz 1.46 an. Sicher ist l(B) = 1. Im Beweis von Lemma 6.8 wurden die
Konjugationsklassen von D bestimmt. Aus der Analyse geht k(B) = k(D) = 2n−1 + 2n−3 + 6
hervor. Außerdem ist D′ = 〈v〉 wie im Beweis von Lemma 6.10, d.h. k0(B) = k1(D) = |D :
D′| = 8. Die Untergruppe 〈a2, v〉 ∼= C2 × C2n−1 ist abelsch und hat Index 4. Bekanntlich haben
also alle irreduziblen Charaktere von D maximal Grad 4. Da die Summe über die Quadrate der
Charaktergrade von D gleich |D| ist, folgen hieraus leicht die Werte für k1(B) und k2(B).
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7 Ausblick
Anwendung der ∗-Konstruktion, um aus irreduziblen Charakteren von Höhe 0 weitere Charaktere
eines Blocks zu konstruieren, ist eine Schlüsselidee in mehreren Abschnitten dieser Arbeit. Satz 1.72
garantiert uns dabei sogar, dass wir alle irreduziblen Charaktere von B als Summanden erhalten.
Diese Tatsache kann auch zur Berechnung einer oberen Schranke für k(B) genutzt werden. Dies
haben wir im Beweis von Satz 5.37 sehen können, in der diese Schranke scharf war. Zusammen
mit Satz 1.50 und Satz 1.51, welche gemeinsam häufig scharfe untere Schranken für k(B) liefern,
können wir dann in vielen Fällen k(B) berechnen. Wir erhalten eine Beschreibung aller irredu-
ziblen Charaktere von B als Summanden verschiedener verallgemeinerter Charaktere. Häufig kann
mit diesem Wissen auch auf Höhen der irreduziblen Charaktere geschlossen werden. Insgesamt
ergibt sich eine sehr leistungsfähige Methode zur Untersuchung von Blockinvarianten. Es ist daher
naheliegend, die entwickelten Methoden auf weitere Familien von Defektgruppen anzuwenden.
Als Verallgemeinerung der Familie der 2-Gruppen mit genau drei Involutionen bietet sich hier
beispielsweise die Familie der 2-Gruppen von 2-Rang 2 an. In [21, Theorem 6.2] findet sich eine
Übersicht über solche Gruppen mit nichttrivialen Automorphismen ungerader Ordnung und mehr
als drei Involutionen. Wie in Abschnitt 5 wäre es eventuell interessant, zunächst Blöcke mit diesen
Defektgruppen zu untersuchen. In [75] und [81, Proposition 4.3] sind hierzu bereits Ergebnisse für
Defektgruppen Q8 ∗ C2n und Q8 ∗ D8 zu finden. Für Q8 ∗ D8 konnte allerdings nur der Fall des
Trägheitsindex 5 behandelt werden.
Zur Motivation einer weiteren Familie von möglichen Defektgruppen geben wir eine Vermutung
von Malle und Robinson an. Es sei p eine Primzahl. Für eine endliche p-Gruppe P definiert man
dann den sektionellen p-Rang s(P ) von P als maximalen Rang von U/Φ(U) für U ≤ P . Dies ist
also die größtmögliche Elementzahl eines minimalen Erzeugendensystems einer Untergruppe von
P . Gruppen vom 2-Rang 2 haben nach [52] sektionellen p-Rang von höchstens 4. In [53] stellen
Malle und Robinson nun die folgende Vermutung auf.
Vermutung 7.1. Es sei B ein p-Block mit Defektgruppe D. Dann ist
l(B) ≤ ps(D).
Da die Analyse von Blöcken B mit großen Werten l(B) häufig schwieriger ist, bietet sich die
Untersuchung von Defektgruppen D mit kleinem sektionellen p-Rang an. Ist s(D) = 1, so ist D
offenbar zyklisch und die Struktur der Blöcke ist bekannt. Im Fall s(D) = 2 und p = 2 ist D nach
[58, Lemma B.1] metazyklisch. Blöcke mit solchen Defektgruppen hat Sambale in [83] untersucht.
Eine Klassifikation der 2-Gruppen D mit s(D) = 3 scheint nicht bekannt zu sein. Allerdings gibt
es bereits für die Ordnung 32 solche Defektgruppen, deren Blockinvarianten noch unbekannt sind
(vgl. [74, Table 13.1]).
Ein weiteres interessantes Problem, wäre die Untersuchung von Blöcken mit Defektgruppe Q× P
und Fusionssystem F ′ × FP (P ) für eine gegebene p-Gruppe Q und eine beliebige p-Gruppe P ,
wobei F ′ ein beliebiges saturiertes Fusionssystem auf Q ist. Für Q = 1 ist dieses Problem identisch
mit der Untersuchung nilpotenter Blöcke, welche von Puig mit Satz 1.46 abgeschlossen wurde. Ist
jedes saturierte Fusionssystem auf Q nilpotent, so ergibt sich die Struktur solcher Blöcke ebenfalls
aus Satz 1.46. Das kleinste interessante Beispiel, welches wir in Abschnitt 4 untersucht haben, ist
also das einer Kleinschen Vierergruppe Q. Für weitere Analysen bieten sich die Fälle Q = C32 ,
Q = Q8 oder auch Q = C2n ×C2n für n ≥ 2 an. Stets wäre als erster Schritt die Bestimmung von
Beiträgen muχχ von B-Elementen (u, bu) und χ ∈ Irr0(B) sinnvoll. Ist Q nicht elementarabelsch,
so wird diese Berechnung durch den Umstand erschwert, dass zusätzlich Informationen zu Blöcken
mit Defektgruppen, die bestimmte zentrale Produkte von P und Q sind, ermittelt werden müssen.
Exemplarisch für das nichtnilpotente Fusionssystem F ′ auf Q = Q8 würde man anschließend
Resultate der folgenden Form erwarten:
Vermutung 7.2. Es sei B ein 2-Block einer endlichen Gruppe G mit Defektgruppe D = Q8×P für
eine beliebige 2-Gruppe P . Das Fusionssystem von B habe die Form F = FQ8(Q8 oC3)×FP (P ).
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7 AUSBLICK
Dann existieren Charaktere χ1, . . . , χ4 ∈ Irr0(B) und χ5, χ6, χ7 ∈ Irr1(B), sodass die Abbildung
Irr(P )× {χ1, . . . , χ7} → Irr(B), (λ, χ) 7→ λ ∗ χ
eine Bijektion ist.
Die Charaktere χ1, . . . , χ4 sollten sich hierbei wie in Lemma 4.5 konstruieren lassen, wobei wir
λ(v) =
{
1 falls v ∈ Z(Q8),
−3 sonst
wählen. Die Charaktere χ5, χ6 und χ7 sollten sich als irreduzible Summanden von µ ∗ χ ergeben,
wobei χ ∈ Irr0(B) und µ der irreduzible nichtlineare Charakter von Q8 ist. Schwierigkeiten könnte
nun bereiten, dass wir (α ∗ χi, α ∗ χj)G für α ∈ Irr(P ) und i, j ∈ {5, 6, 7} nicht ohne Weiteres
berechnen können. Auch ist nicht klar, warum χ5, χ6 und χ7 Höhe 1 haben sollten. Das wird die
Berechnung der ki(B) für i ≥ 0 erschweren. Die Berechnung von k(B) hingegen sollte mit den
Abschätzungen, welche sich aus Satz 1.50, Satz 1.51 und Satz 1.72 ergeben, wie im Beweis von
Satz 5.37 möglich sein.
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