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Abstract. By means of some new results on generalized systems, vector
quasi-equilibrium problems with a variable ordering relation are investigated
from the image perspective. Lagrangian type optimality conditions and gap
functions are obtained under mild generalized convexity assumptions on the
given problem. Applications to the analysis of error bounds for the solution
set of a vector quasi-equilibrium problem are also provided. These results
are refinements of several authors’ works in recent years and also extend
some corresponding results in the literature.
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1 Introduction
A vector quasi-equilibrium problem (for short, VQEP) is a very general
model, which includes, as particular cases, (quasi vector) optimization prob-
lems (see, for example, [1, 2]), (quasi vector) variational inequalities [3] and
(classical) equilibrium problems [4]. Existence results, optimality conditions
and gap functions for VQEP have been investigated by many authors (see,
for example, [3, 5–7], as regards existence results, [8, 9], concerning opti-
mality conditions, [10, 11], as regards gap functions). In particular, gap
functions have shown to be a powerful tool in order to develop algorithms
for scalar equilibrium problems in finite-dimensional spaces [12] and find
important applications in the analysis of error bounds for VQEP [9].
The purpose of this paper is to investigate a vector quasi-equilibrium
problem with a variable ordering relation by using the image space analysis,
a general approach, which provides a unifying treatment of several topics
concerning optimization problems, from optimality and regularity conditions
to sensitivity analysis and penalty methods [13]. By means of some new
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results on generalized systems [14], we obtain Lagrangian type optimality
conditions for VQEP under mild generalized convexity assumptions on the
given problem. We also provide gap functions for VQEP and error bounds
for the solution set of VQEP under suitable assumptions. These results are
refinements of several authors’ works in recent years and also extend some
corresponding results in the literature (see, for example, [8, 9]) .
The paper is organized as follows. Section 2 is devoted to preliminary
results and in particular it is shown that VQEP can be formulated by the
impossibility of a suitable generalized system. In Section 3, we present
a refinement of the saddle point and KKT-type optimality conditions for
VQEP. In Section 4, we deepen the analysis of gap functions associated with
VQEP and we provide an application to the error bounds for the solution
set under suitable strong monotonicity assumptions.
2 Preliminary Results
Let us recall the main definitions and notations, that will be used in the
paper. Let IR` be the ` dimensional Euclidean space, where ` is a given
positive integer and set IR`+ := {x := (x1, · · · , x`) : xi ≥ 0, i = 1, · · · , `}.
Denote by 〈·, ·〉 and ‖ · ‖ the inner product and norm in IR`.
Let W be a Hausdorff locally convex topological vector space. Denote
by W ∗ the topological dual of W . A nonempty subset P ⊆W is said to be
a cone if tP ⊆ P for all t > 0; moreover, if 0 ∈ P , then we say that P has
apex at the origin. A convex cone P ⊆ W , with apex at the origin, is said
to be pointed if P ∩ (−P ) = {0}. We denote by P ∗ := {x∗ ∈W ∗ : 〈x∗, x〉 ≥
0,∀x ∈ P} the positive polar cone of P ⊆W .
Let M ⊂ W be a nonempty subset. The convex hull, the closure, the
interior, the relative interior and the relative boundary of M are denoted by
convM , clM , intM and riM , and rbdM , respectively. Note that riM is
the interior of M relative to the closed affine hull of M denoted by aff M .
The set coneM :=
⋃
t≥0 tM is the cone generated by M , with apex at the
origin. Let M ⊆ IRm. Then, linM denotes the smallest subspace containing
M and M⊥ is the orthogonal complement of M given by M⊥ := {λ ∈ IRm :
〈λ, x〉 = 0 for every x ∈M}.
Let U and Y be Hausdorff locally convex topological vector spaces. By
L(U, Y ), we denote the set of all linear continuous functions from U into Y .
By NM (x) := {x∗ ∈W ∗ : 〈x∗, y− x〉 ≤ 0, ∀ y ∈M}, we denote the normal
cone to M at x ∈ M . For l ∈ L(U, Y ), the value of l at x is denoted by
〈l, x〉. We recall that, for Λ ∈ L(U, Y ), the adjoint operator Λ∗ : Y ∗ → U∗
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is defined by the equality
〈Λ∗y∗, x〉 = 〈y∗,Λx〉, for all y∗ ∈ Y ∗and x ∈ U.
Definition 2.1 Let U and Y be Banach spaces and X an open subset of
U . A vector valued function f : X → Y is said to be Fre´chet differentiable
at x¯ ∈ X, if there exists a linear continuous operator Φ(x¯) ∈ L(U, Y ), such
that:
lim
x→x¯
‖f(x)− f(x¯)− 〈Φ(x¯), x− x¯〉‖
‖x− x¯‖ = 0,
where ‖ · ‖ is the norm in U and Y . Φ(x¯) is called the Fre´chet differential
of f at x¯. If f is Fre´chet differentiable at every x ∈ X, then f is said to be
Fre´chet differentiable on X.
The following definition is due to Borwein and Lewis.
Definition 2.2 ([15]) Let M be a nonempty and convex subset of a Haus-
dorff locally convex topological vector space W .
(1) We say that x ∈M is a quasi interior point of M , denoted by x ∈ qiM ,
if cl cone (M − x) = W , or equivalently, NM (x) = {0};
(2) We say that x ∈M is a quasi relative interior point of M , denoted by
x ∈ qriM ,
if cl cone (M − x) is a subspace of W , or equivalently, NM (x) is a
subspace of W ∗.
For any convex set M , we have that qiM ⊆ qriM , and intM 6= ∅
implies intM = qriM [15] and intM = qiM [16]. Moreover, qri {x} = {x},
∀x ∈W . Similarly, if qiM 6= ∅, then qiM = qriM [16, 17]. Moreover, if W
is a finite dimensional space, then qiM = intM [16] and qriM = riM [15].
Given U, Y, Z Hausdorff locally convex topological vector spaces, let X ⊆
U be a nonempty subset and K : X ⇒ X be a set-valued mapping. Let
{C(x) : x ∈ X} be a family of closed, pointed and convex cones in Y with
qriC(x) 6= ∅ for each x ∈ X, and {D(x) : x ∈ X} a family of closed and
convex cones in Z. For each x ∈ X, we will denote C(x)\{0} by C0(x). Let
f : X ×X → Y with f(x, x) = 0 for each x ∈ X. We consider the following
vector quasi-equilibrium problem (for short, VQEP) with a variable ordering
relation: find x ∈ K(x) such that
f(x, y) C0(x) 0,∀y ∈ K(x), (1)
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where the relations ≥ and  are defined by the following:
x ≥P y ⇔ x− y ∈ P, ∀x, y ∈ Y,
and
x P y ⇔ x− y 6∈ P, ∀x, y ∈ Y,
where P ⊆ Y is a convex cone. If we replace C0(x) by qriC(x)(6= ∅),
qiC(x)(6= ∅), riC(x)(6= ∅) and intC(x)(6= ∅) in (1), respectively, then we
obtain the definitions of quasi relatively weak VQEP (for short, qr-weak
VQEP), quasi weak VQEP (for short, q-weak VQEP), relatively weak VQEP
(for short, r-weak VQEP) and weak VQEP.
The introduction of q-weak VQEP allows us to consider convex cones
C(x) with empty topological interior in the infinite dimensional case. A
classic example is given by
C(x) = Lp+ := {u ∈ Lp(Γ) : u(t) ≥ 0 for a.e. t ∈ Γ},
where (1 < p < +∞) and Γ is an open and bounded set in IRn. In this case
qiC(x) = {u ∈ Lp(Γ) : u(t) > 0 for a.e. t ∈ Γ}.
Similarly qr-weak VQEP allows us to consider convex cones C(x) with
empty quasi interior both in the infinite and finite dimensional case. We
recall that both qiC(x) and qriC(x) are convex cones provided that C(x)
is a convex cone. For an extensive discussion on the use of ordering cones
with empty interiors in vector optimization, we refer to [18] and references
therein.
We need the following lemmas. Statements (i) and (ii) of the following
lemma can be found in Theorem 3.10 of [15], Theorem 2.4 and Proposition
2.6 of [19], Theorem 5.3 and Proposition 5.3 of [14], respectively.
Lemma 2.1 Let M be a closed and convex cone of a Hausdorff locally con-
vex topological vector space W with cl (M −M) = W . Then
(i) x ∈ qriM ⇔ 〈λ∗, x〉 > 0, ∀λ∗ ∈M∗ \ {0};
(ii) qriM=qiM .
Statements (i)-(v), (vi) and (vii) of the following lemma can be found in
[15–17, 20] and [9], respectively.
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Lemma 2.2 Let M and N be convex subsets of a Hausdorff locally convex
topological vector space W . Then the following statements are true:
(i) qri (tM) = t qriM , ∀t ∈ IR;
(ii) t qriM + (1− t)M ⊆ qriM , ∀t ∈]0, 1]; hence, qriM is a convex set;
(iii) cl qriM = clM ;
(iv) qri (M ×N) = qriM × qriN ;
(v) qri (qriM) = qriM ;
(vi) If M is a convex cone, then qriM +M = qriM ;
(vii) If qriM 6= ∅, then (qriM)∗ = M∗.
Lemma 2.3 [20, Theorem 2.12] Let M be a convex subset of a Banach
space W . Then riM ⊆ qriM . Moreover, any of the following conditions
guarantees that riM = qriM :
(i) W is finite dimensional;
(ii) intM is nonempty;
(iii) riM is nonempty.
Lemma 2.4 [21, Lemma 4.2.1 and Remark 4.2.2, Chapter III ] Let B be a
convex set in IRm and x ∈ rbdB. Then B admits a supporting hyperplane
at x and its normal vector belongs to aff (B − x).
We will consider the following definitions of P -function and strict P -function
of a vector valued function.
Definition 2.3 Let K be a convex subset of X and P be a convex cone in
Y , with apex at the origin, and f : X → Y .
(1) f is a P -function on K, if, for any x1, x2 ∈ K, α ∈]0, 1[,
αf(x1) + (1− α)f(x2)− f(αx1 + (1− α)x2) ∈ P ;
(2) f is a strict P -function on K, iff, for any x1 6= x2 ∈ K, α ∈]0, 1[,
αf(x1) + (1− α)f(x2)− f(αx1 + (1− α)x2) ∈ qriP,
provided that qriP 6= ∅.
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Clearly, f is a (res., strict) P -function on K, iff −f is a (res., strict)
P -function on K. When Y := IR and P := IR+, the previous definition
collapses to that of the classical convexity.
Next result shows a characterization of a P -function in terms of the
properties of its P -epigraph.
Proposition 2.1 [2, Proposition 6.2] Let P be a convex cone in Y , with
apex at the origin. Then,
f : X → Y is a P -function on the convex set K ⊆ X, iff
epiP f|K := {(x, y) ∈ X × Y : y ∈ f(x) + P, x ∈ K}
is a convex set. Moreover, if P is a closed and convex cone, then f is a
P -function on K, iff θ ◦ f is a convex function on K, for every θ ∈ P ∗.
It is easy to see that, if f is a strict P -function on K, then f(K) + qriP is
convex by Lemma 2.2 (ii). The concept of convexity has been generalized
in several ways. In particular, we recall the following definition [22].
Definition 2.4 Given a convex set A ⊆ Y , a function φ : X → Y is said
to be generalized A-subconvexlike on X if cone(φ(X)) +qriA is convex.
Throughout this paper, we suppose that the feasible set of problem (1)
is defined by
K(x) := {y ∈ X : g(x, y) ≥D(x) 0},
where g : X ×X → Z.
We preliminarily observe that VQEP can be cast under the form of the
impossibility of a generalized system [13, 14, 23, 24] defined by
F (x; y) ∈ H(x), y ∈ X, x ∈ Y, (2)
where V is a Hausdorff topological vector space, H(x) ⊆ V , for every x ∈ Y,
X is a subset of U , Y is a parameter set and F : U × Y → V is a mapping.
Indeed, note that, x ∈ K(x) solves VQEP, iff the following system (in the
unknown y) is impossible:
f(x, y) ≥C0(x) 0, g(x, y) ≥D(x) 0, y ∈ X (3)
Let V := Y × Z; define the mapping F and the set H(x) by
F (x; y) := (f(x, y), g(x, y)), H(x) := C0(x)×D(x), (4)
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and set Y := {x ∈ X : x ∈ K(x)}. It is easily seen that (3) is equivalent to
(2).
Similarly, if we set
(i) H(x) := qriC(x)×D(x),
(ii) H(x) := qiC(x)×D(x),
(iii) H(x) := riC(x)×D(x),
(iv) H(x) := intC(x)×D(x),
then (2) is impossible iff x ∈ K(x) solves qr-weak VQEP, q-weak VQEP,
r-weak VQEP and weak VQEP, respectively.
We recall that the generalized system (2) is said to be image convex, if
for all x ∈ Y such that (2) is impossible, the sets F (x;X) and H(x) are
linearly separable. Let us recall some of the main results obtained in [14]
and that will be used throughout the paper.
Theorem 2.1 [14, Theorem 4.2] Let x ∈ X and let A(x) be a convex cone
in V , with apex at the origin, such that
H(x)−A(x) = H(x). (5)
Assume that H(x) is a convex cone and that F (x; ·) is generalized A(x)-
subconvexlike on X. If V is finite dimensional with 0 6∈ riH(x), or if
intA(x) 6= ∅, then system (2) is image convex.
Theorem 2.2 [14, Theorem 4.3] Let x ∈ X and A(x) be a convex cone in
V ,with apex at the origin, such that qriA(x) 6= ∅ and clA(x) = −clH(x).
If, additionally, F (x; ·) is generalized A(x)-subconvexlike on X, and 0 6∈
qi [cl (cone(F (x,X) +A(y)))], then system (2) is image convex.
3 Lagrangian Type Optimality Conditions
Let x ∈ K(x) be fixed and consider the generalized Lagrangian function
associated with VQEP defined by Lx : X × (C(x))∗ × (D(x))∗ → IR,
Lx(y, θ, λ) := −[〈θ, f(x, y)〉+ 〈λ, g(x, y)〉], ∀(y, θ, λ) ∈ X × (C(x))∗ × (D(x))∗.
Definition 3.1 The point (x, θ∗, λ∗) ∈ X × (C(x))∗ × (D(x))∗ is said to be
a saddle point of the generalized Lagrangian function Lx on X × (C(x))∗ ×
(D(x))∗ if the following inequalities hold:
Lx(x, θ, λ) ≤ Lx(x, θ∗, λ∗) ≤ Lx(y, θ∗, λ∗), ∀(y, θ, λ) ∈ X × (C(x))∗ × (D(x))∗. (6)
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Theorem 3.1 Suppose that x ∈ K(x) is a solution to VQEP (res., qr-weak
VQEP, q-weak VQEP, weak VQEP, and r-weak VQEP with Y being a
Banach space) and that (2) is image convex. Then, there exist θ∗ ∈ (C(x))∗
and λ∗ ∈ (D(x))∗, (θ∗, λ∗) 6= 0, such that (x, θ∗, λ∗) is a saddle point for Lx
on X × (C(x))∗ × (D(x))∗.
Proof Clearly, (C0(x))
∗ = (C(x))∗ and by Lemma 2.2 (vii), (qriC(x))∗ =
(C(x))∗, provided that qriC(x))∗ 6= ∅. If Y is a Banach space, then from
Lemmas 2.2 (vii) and 2.3 (iii) it follows that (riC(x))∗ = (qriC(x))∗ =
(C(x))∗. Since (2) is image convex, then there exist θ∗ ∈ (C(x))∗ and
λ∗ ∈ (D(x))∗, (θ∗, λ∗) 6= 0, such that
〈θ∗, f(x, y)〉+ 〈λ∗, g(x, y)〉 ≤ 0, ∀y ∈ X. (7)
Since x ∈ K(x), one has 〈λ∗, g(x, x)〉 ≥ 0, so that (7) implies 〈λ∗, g(x, x)〉 =
0. From the assumption f(x, x) = 0 it follows that
0 = Lx(x, θ∗, λ∗) ≤ Lx(y, θ∗, λ∗), ∀y ∈ X.
The inequality
Lx(x, θ, λ) ≤ Lx(x, θ∗, λ∗), ∀(θ, λ) ∈ (C(x))∗ × (D(x))∗,
i.e.,
−〈λ, g(x, x)〉 ≤ −〈λ∗, g(x, x)〉, ∀λ ∈ (D(x))∗,
is equivalent to
〈λ, g(x, x)〉 ≥ 0, ∀λ ∈ (D(x))∗,
which is fulfilled since g(x, x) ∈ D(x). 2
Remark 3.1 Theorem 3.1 generalizes to qr-weak VQEP Theorem 4.1 in
[9].
Theorems 2.1 and 2.2 lead us to obtain the following result.
Theorem 3.2 Let V := Y ×Z and x ∈ K(x) be a solution to VQEP (res.,
qr-weak VQEP, q-weak VQEP) and let F (x; y) := (f(x, y), g(x, y)).
Assume that F (x; ·) is generalized (C(x) × D(x))-subconvexlike on X and
any of the following conditions holds:
(i) V is finite dimensional,
(ii) int (C(x)×D(x)) 6= ∅,
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(iii) 0 6∈ qi [cl (cone (F (x,X)− (C(x)×D(x))))] and qriD(x) 6= ∅.
Then, there exist θ∗ ∈ (C(x))∗ and λ∗ ∈ (D(x))∗, (θ∗, λ∗) 6= 0, such that
(x, θ∗, λ∗) is a saddle point for Lx on X × (C(x))∗ × (D(x))∗.
Proof Set H(x) := C(x) × D(x), where C(x) := C0(x), qriC(x), qiC(x),
and set
A(x) := −(C(x)×D(x)) = −cl H(x) (by Lemma 2.2 (iii)). From Lemma
2.2 (vi) we can easily check assumption (5) holds and since C(x) is a closed
convex pointed cone, it follows that 0 6∈ qriH(x) = qri C(x) × qriD(x) (by
Lemma 2.2 (iv) and (v)). Recalling that if V is finite dimensional, then
qriH(x) = riH(x) 6= ∅, under assumption (i) or (ii) Theorem 2.1 allows us
to prove that system (2) is image convex. If assumption (iii) holds, then
Theorem 2.2 directly yields that system (2) is image convex. By Theorem
3.1 we complete the proof. 2
Now we consider optimality conditions under the generalized Slater con-
dition, i.e.,
0 ∈ qri [conv (g(x,X)−D(x))]. (8)
Regularity conditions for optimization problems, based on the notion of
quasi relative interior, have been brought to the attention of the research
community in the pioneering works [17, 25] and subsequently developed in
[19, 26].
Under analogous assumptions of the previous theorem, next result en-
sures that the multiplier associated with the operator f in the saddle point
condition is non zero, in case V is finite dimensional. The result extends
Theorem 3.6 in [27].
Theorem 3.3 Let V be finite dimensional, x ∈ K(x) be a solution to
qr-weak VQEP (or equivalently, r-weak VQEP) and F (x; ·) be generalized
−(C(x)×D(x))-subconvexlike on X. Assume, additionally, that (8) holds.
Then, there exist θ∗ ∈ (C(x))∗ \ {0} and λ∗ ∈ (D(x))∗ such that (x, θ∗, λ∗)
is a saddle point for Lx on X × (C(x))∗ × (D(x))∗.
Proof Since V is finite dimensional, qr-weak VQEP collapses to r-weak
VQEP. From Lemma 2.2 (iv) we have ri (C(x)×D(x)) = riC(x)× riD(x).
We note that x ∈ K(x) solves qr-weak VQEP if and only if
F (x;X) ∩ (riC(x)×D(x)) = ∅.
We claim that
0 6∈ coneF (x;X)− ri (C(x)×D(x)). (9)
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Suppose to the contrary that (9) is not true. Then there is a ∈ coneF (x;X)
with a := tb such that a ∈ ri (C(x)×D(x)) ⊆ riC(x)×D(x), where t ≥ 0 and
b ∈ F (x;X). Since C(x) is a closed, pointed and convex cone, it is impossible
for t = 0. As a consequence, t > 0 and it follows that b ∈ 1t (riC(x) ×
D(x)) = ri (1tC(x)) × (1tD(x)) = riC(x) × D(x), where the first equality
follows from Lemma 2.2 (i). This is a contradiction. By assumption, the
set coneF (x;X)− ri (C(x)×D(x)) is convex and so the following equalities
hold:
conv coneF (x;X)− ri (C(x)×D(x)) = conv[coneF (x;X)− ri (C(x)×D(x))]
= coneF (x;X)− ri (C(x)×D(x)).
Therefore, from (9) it follows that
0 6∈ ri (conv coneF (x;X))− ri (C(x)×D(x)) = ri (conv coneF (x;X)− (C(x)×D(x)))
so that, 0 ∈ rbd (conv coneF (x;X)−(C(x)×D(x))), since 0 ∈ conv coneF (x;X)−
(C(x) × D(x)). Applying Lemma 2.4, it follows that there is (0, 0) 6=
(θ∗, λ∗) ∈ lin[conv coneF (x;X)− (C(x)×D(x))] such that
〈θ∗, u〉+ 〈λ∗, v〉 ≤ 0, ∀(u, v) ∈ conv coneF (x;X)− (C(x)×D(x)). (10)
This yields system (2) is image convex and by Theorem 3.1, (x, θ∗, λ∗) ∈
X × (C(x))∗ × (D(x))∗ is a saddle point for Lx on X × (C(x))∗ × (D(x))∗.
We have only to prove that θ∗ 6= 0. Suppose to the contrary that θ∗ = 0.
Then
0 6= λ∗ ∈ lin[conv g(x,X)−D(x)] (11)
and from (10) it follows that
〈λ∗, v〉 ≤ 0, ∀v ∈ conv g(x,X)−D(x). (12)
By assumption (8), i.e., 0 ∈ ri[conv g(x,X)−D(x)], there exists a neighbor-
hood U of 0 ∈ Z such that
Γ := U ∩ lin[conv g(x,X)−D(x)] ⊆ [conv g(x,X)−D(x)].
By (11), we have that tλ∗ ∈ Γ for |t| < , where  is a positive number
sufficiently small. Then, (12) yields
t‖λ∗‖2 = t〈λ∗, λ∗〉 ≤ 0, ∀t with |t| < ,
which is a contradiction since λ∗ 6= 0. This completes the proof. 2
We now give some sufficient optimality conditions for VQEP and qr-weak
VQEP.
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Theorem 3.4 The following assertions are true:
(i) Suppose that qriD(x) 6= ∅, cl (C(x)−C(x)) = Y, cl (D(x)−D(x)) = Z
and that (8) holds.
If, additionally, there exist θ∗ ∈ (C(x))∗ and λ∗ ∈ (D(x))∗, (θ∗, λ∗) 6=
0, such that (x, θ∗, λ∗) is a saddle point for Lx on X × (C(x))∗ ×
(D(x))∗, then x is a solution to qr-weak VQEP;
(ii) Suppose that qriD(x) 6= ∅, cl (C(x)− C(x)) = Y and that (8) holds.
If, additionally, there exist θ∗ ∈ (C(x))∗ and λ∗ ∈ (D(x))∗ such that
(x, θ∗, λ∗) is a saddle point for Lx on X× (C(x))∗× (D(x))∗ and there
exist x¯ ∈ X such that Lx(x¯, θ∗, λ∗) > 0, then x is a solution to qr-weak
VQEP;
(iii) If there exist θ∗ ∈ qi (C(x))∗ and λ∗ ∈ (D(x))∗ such that (x, θ∗, λ∗) is
a saddle point for Lx on X × (C(x))∗ × (D(x))∗, then x is a solution
to VQEP.
Proof (i) Let (x, θ∗, λ∗) be a saddle point for Lx on X× (C(x))∗× (D(x))∗,
i.e.,
−[〈θ, f(x, x)〉+ 〈λ, g(x, x)〉] ≤ −[〈θ∗, f(x, x)〉+ 〈λ∗, g(x, x)〉]
≤ −[〈θ∗, f(x, y)〉+ 〈λ∗, g(x, y)〉], ∀(y, θ, λ) ∈ X × (C(x))∗ × (D(y))∗.(13)
By the first inequality in (13) we have
−〈λ, g(x, x)〉 ≤ −〈λ∗, g(x, x)〉, ∀(θ, λ) ∈ (C(x))∗ × (D(x))∗. (14)
Notice that D(x) = ((D(x))∗)∗ (see, [28]), since D(x) is a closed and convex
cone in Z. Letting λ := 0 in (14) leads to 〈λ∗, g(x, x)〉 ≤ 0. We first
prove that x ∈ K(x), i.e., g(x, x) ≥D(x) 0. Ab absurdo, suppose that
g(x, x) 6∈ D(x) = ((D(x))∗)∗. Then there exists λ¯ ∈ (D(x))∗ such that
〈λ¯, g(x, x)〉 < 0. Since tλ¯ ∈ (D(x))∗ for any t > 0, then −t〈λ¯, g(x, x)〉 →
+∞, which contradicts (14). Since x ∈ K(x), one has 〈λ∗, g(x, x)〉 ≥ 0
and so 〈λ∗, g(x, x)〉 = 0. It follows from the fact f(x, x) = 0 and the
first inequality in (13) that 〈θ∗, f(x, x)〉 + 〈λ∗, g(x, x)〉 = 0. Consequently,
the second inequality in (13) yields (7). By (8), similar to the proof of
Proposition 5.4 in [14], we can show that θ∗ 6= 0. Since θ∗ 6= 0, from
Lemma 2.1 we obtain
〈θ∗, u〉+ 〈λ∗, v〉 > 0, ∀(u, v) ∈ H(x) = (qriC(x))×D(x).
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It follows that (2) is impossible and x is a solution to qr-weak VQEP.
(ii) As in the proof of (i) we can show that (7) holds and x ∈ K(x).
We now prove that θ∗ 6= 0. We preliminarily note that, by the assumption
Lx(x¯, θ∗, λ∗) > 0, it follows that
〈θ∗, u¯〉+ 〈λ∗, v¯〉 < 0,
where u¯ = f(x, x¯), v¯ = g(x, x¯). Suppose to the contrary that θ∗ = 0 in (7).
Then, λ∗ 6= 0 and
〈λ∗, v〉 ≤ 0, ∀v ∈ g(x,X),
which implies that
〈λ∗, v〉 ≤ 0, ∀v ∈ conv[g(x,X)−D(x)],
with strict inequality for v = v¯. Then,
λ∗ ∈ NM (0) and − λ∗ 6∈ NM (0),
where we have set M := conv[g(x,X) − D(x)] (note that 0 ∈ M , since
x ∈ K(x)). Therefore NM (0) is not a linear subspace which contradicts (8),
recalling the definition of quasi relative interior points.
Thus, we have proved that θ∗ 6= 0 in (7). The inequality
〈θ∗, f(x, y)〉 ≤ 〈θ∗, f(x, y)〉+ 〈λ∗, g(x, y)〉 ≤ 0, ∀y ∈ K(x),
yields that x is a solution of qr-weak VQEP. Indeed, suppose to the contrary
that x is not a solution of qr-weak VQEP, i.e., there exists y˜ ∈ K(x) such
that, f(x, y˜) ∈ qriC(x). Then, by Lemma 2.1 we obtain that
〈θ∗, f(x, y˜)〉 > 0,
a contradiction.
(iii) Similar to the proof of (i). 2
Remark 3.2 Theorem 3.2 provides the existence of a saddle point of the
generalized Lagrangian function under one of the weakest generalized con-
vexity assumptions on the functions involved in VQEP and qr-weak VQEP.
Theorem 3.4 is closely related to Corollary 4.1 in [9].
Example 3.1 Let X := IR2+, Y := IR
2, C(x) := (− IR+)×IR+, D(x) := IR+,
f(x, y) := (f1(x, y), f2(x, y)) and g(x, y) := y
3
1−x21, where f1(x, y) := y1−x1,
f2(x, y) := y2 − x2, x := (x1, x2) and y := (y1, y2). Then,
F (x; y) = (f(x, y), g(x, y)) = (y1 − x1, y2 − x2, y31 − x21).
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Let x := (x1, x2) := (0, 0) ∈ K(x) = {(y1, y2) ∈ IR2+ : y1 ≥ 0}. We have
F (x;X) = {(u1, u2, v) ∈ IR3 : u1 = y1, u2 = y2, v = y31, (y1, y2) ∈ IR2+}
= {(u1, u2, v) ∈ IR3 : u1 ≥ 0, u2 ≥ 0, v = u31}
and so
F (x;X)− (C(x)×D(x)) = F (x;X) + (IR+×(− IR+)× (− IR+))
= {(u1, u2, v) ∈ IR3 : u1 ≥ 0, v ≤ u31}.
Note that the previous set is nonconvex. Moreover,
cone(F (x;X)) + qri[−(C(x)×D(x))] = cone(F (x;X)) + int[IR+×(− IR+)× (− IR+)]
= {(u1, u2, v) ∈ IR3 : u1 > 0},
which is a convex set. This shows that F (x; ·) is generalized [−(C(x) ×
D(x))]-subconvexlike on X, but it is not [−(C(x)×D(x))]-convexlike on X
(see e.g., [9, 24? ]) so that Theorem 4.1 of [9] cannot be applied. The
Lagrangian function associated with the given problem is
Lx(y, θ, λ) = −θ1f1(x, y)− θ2f2(x, y)− λg(x, y)
= −θ1y1 − θ2y2 − λy31, ∀(θ1, θ2, λ) ∈ (− IR+)× IR+× IR+ .
Choosing (θ∗1, θ∗2, λ∗) = (−1, 0, 0) yields
Lx(y, θ∗, λ∗) = y1 ≥ 0 = Lx(x, θ∗, λ∗), ∀(y1, y2) ∈ X.
Moreover, 0 = Lx(x, θ, λ) = Lx(x, θ∗, λ∗), ∀(θ, λ) ∈ (C(x))∗ × (D(x))∗,
i.e. (x, θ∗, λ∗) is a saddle point for Lx on X × (C(x))∗× (D(x))∗, according
to Theorem 3.2.
Furthermore, note that (8) is fulfilled, indeed qri[conv(g(x,X)−D(x)] = IR,
which guarantees the existence of (θ∗1, θ∗2, λ∗) ∈ ((C(x))∗ \ {0})× (D(x))∗ in
the saddle point condition according to Theorem 3.3. By Theorem 3.4, it
follows that x = (0, 0) is a solution to qr-weak VQEP.
We next give a sufficient optimality condition for VQEP under the as-
sumption that −f(x, ·) is a strict C(x)-function in correspondence of a so-
lution x to VQEP.
Theorem 3.5 Suppose that qriD(x) 6= ∅, cl (C(x)−C(x)) = Y , cl (D(x)−
D(x)) = Z, (8) holds and −f(x, ·) is a strict C(x)-function on the set K(x)
which is supposed to be convex. If there exist θ∗ ∈ (C(x))∗ and λ∗ ∈ (D(x))∗
such that (x, θ∗, λ∗) is a saddle point for Lx on X× (C(x))∗× (D(x))∗, then
x is a solution to VQEP.
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Proof By the proof of Theorem 3.4 (i), there exist θ∗ ∈ (C(x))∗ \ {0} and
λ∗ ∈ (D(x))∗ such that (7) holds. Therefore,
−〈θ∗, f(x, y)〉 ≥ 〈λ∗, g(x, y)〉 ≥ 0, ∀y ∈ K(x). (15)
Since −f(x, ·) is a strict C(x)-function on K(x) and θ∗ 6= 0, from Lemma
2.1 it follows that the function ψx(y) := −〈θ∗, f(x, y)〉 is strictly convex on
K(x). Indeed, by Definition 2.3 and Lemma 2.1 it follows that, for every
x1, x2 with x1 6= x2 and α ∈]0, 1[,
αψx(x1) + (1− α)ψx(x2)− ψx(αx1 + (1− α)x2)
= α〈θ∗, f(x1)〉+ (1− α)〈θ∗, f(x2)〉 − 〈θ∗, f(x, αx1 + (1− α)x2)〉
= 〈θ∗, c〉 > 0,
where the last inequality follows from the fact that c ∈ qriC(x) and θ∗ ∈
(C(x))∗ \ {0}. Since −〈θ∗, f(x, x)〉 = 0, from (15) one has x is a global
minimum point for ψx on K(x) and since ψx is strictly convex on K(x), it
follows that x is the unique minimum point on K(x), which yields
ψx(y) = −〈θ∗, f(x, y)〉 > 0, ∀y ∈ K(x) \ {x}. (16)
Suppose to the contrary that x is not a solution to VQEP. Then there exists
y˜ ∈ K(x) \ {x} such that f(x, y˜) ∈ C0(x), so that
ψx(y˜) = −〈θ∗, f(x, y˜)〉 ≤ 0,
which contradicts (16) and therefore the proof is complete. 2
Example 3.2 Let X := IR, Y := IR2, C(x) := IR2+, D(x) := − IR+. Define
f(x, y) := (f1(x, y), f2(x, y)) := (−xy(y−x),−x(y−x)2), g(x, y) := xy−x.
Let x := 1 ∈ K(x) = {y ∈ IR : y ≤ 1}. Note that −f(x, ·) is a strict C(x)-
function on K(x) since each −fi(x, ·) is strictly convex on K(x), i = 1, 2.
Moreover, it is easy to see that (8) is fulfilled, since qri[conv(g(x,X) −
D(x)] = IR. The Lagrangian function associated with the given problem is
Lx(y, θ, λ) = θ1(y2 − y) + θ2(y − 1)2 − λ(y − 1),
∀(θ1, θ2, λ) ∈ (C(x))∗ × (D(x))∗ = IR+× IR+×(− IR+).
Choosing (θ∗1, θ∗2, λ∗) = (0, 1, 0) yields
Lx(y, θ∗, λ∗) = (y − 1)2 ≥ 0 ≥ Lx(x, θ∗, λ∗) = 0, ∀y ∈ X.
Moreover, 0 = Lx(x, θ, λ) = Lx(x, θ∗, λ∗), ∀(θ, λ) ∈ (C(x))∗×(D(x))∗, i.e.
(x, θ∗, λ∗) is a saddle point for Lx on X × (C(x))∗ × (D(x))∗. By Theorem
3.5, it follows that x = 1 is a solution to VQEP.
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Next, we analyse VQEP under convexity and Fre´chet differentiability as-
sumptions: in such a case one has the following characterization of the sad-
dle point condition for the Lagrangian function. Denote by ∇y the Fre´chet
differential of f(x, ·) and g(x, ·), by ∇yf(x, x)∗ and ∇yg(x, x)∗ the adjoint
operators of ∇yf(x, x) and ∇yg(x, x), respectively.
Proposition 3.1 Let U, Y, Z be Banach spaces and let X be an open convex
set in U . Assume that −f(x, ·) is Fre´chet differentiable at y = x and is a
C(x)-function on X, −g(x, ·) is Fre´chet differentiable at y = x and is a
D(x)-function on X. Then there exist θ∗ ∈ (C(x))∗ and λ∗ ∈ (D(x))∗,
(θ∗, λ∗) 6= 0, such that (x, θ∗, λ∗) is a saddle point for Lx on X × (C(x))∗×
(D(x))∗ iff it is a solution of the following system
∇yf(x, x)∗θ +∇yg(x, x)∗λ = 0,
〈λ, g(x, x)〉 = 0,
g(x, x) ∈ D(x), θ ∈ (C(x))∗, λ ∈ (D(x))∗, x ∈ X.
(17)
Proof (Only if) Assume that there exist θ∗ ∈ (C(x))∗ and λ∗ ∈ (D(x))∗,
(θ∗, λ∗) 6= 0, such that (x, θ∗, λ∗) is a saddle point for Lx on X × (C(x))∗ ×
(D(x))∗. Then, with a similar proof of Theorem 3.4 (i), we have that x ∈
K(x) and that 〈λ∗, g(x, x)〉 = 0. By the second inequality in (13) it follows
that
0 ≤ −[〈θ∗, f(x, y)〉+ 〈λ∗, g(x, y)〉], ∀y ∈ X. (18)
Since f(x, x) = 0, (18) yields that x is a global minimum point of Lx(·, θ∗, λ∗)
on X. Since f(x, ·) and g(x, ·) are Fre´chet differentiable at y = x, so is the
function Lx(·, θ∗, λ∗) and its Fre´chet differential at y = x is given by
−[∇yf(x, x)∗θ∗ +∇yg(x, x)∗λ∗].
Since X is an open convex set it follows that
0 = ∇yLx(x, θ∗;λ∗) = −[∇yf(x, x)∗θ∗ +∇yg(x, x)∗λ∗].
(If) Let θ∗ ∈ (C(x))∗ and λ∗ ∈ (D(x))∗, (θ∗, λ∗) 6= 0, such that (x, θ∗, λ∗)
be a solution of the system (17). Since −f(x, ·) and −g(x, ·) are a C(x)-
function and aD(x)-function onX, respectively, the function y 7→ Lx(y, θ∗, λ∗) =
−[〈θ∗, f(x, y)〉+〈λ∗, g(x, y)〉] is convex on X (see, Proposition 2.1). Now the
equality ∇yf(x, x)∗θ∗ +∇yg(x, x)∗λ∗ = 0 implies that ∇yLx(x, θ∗, λ∗) = 0
and thus
Lx(x, θ∗, λ∗) ≤ Lx(y, θ∗, λ∗), ∀y ∈ X.
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Since f(x, x) = 0, the complementarity condition 〈λ∗, g(x, x)〉 = 0 leads to
Lx(x, θ, λ) = −[〈θ, f(x, x)〉+ 〈λ, g(x, x)〉]
≤ 0
= −[〈θ∗, f(x, x)〉+ 〈λ∗, g(x, x)〉]
= Lx(x, θ∗;λ∗), ∀(θ, λ) ∈ (C(x))∗ × (D(x))∗.
This shows that (x, θ∗, λ∗) is a saddle point for Lx on X×(C(x))∗×(D(x))∗.
2
Corollary 3.1 Let U := IRl, Y := IRn, Z := IRm and let X be an open con-
vex set in U . Assume that −f(x, ·) := (−f1(x, ·), · · · ,−fn(x, ·)) is differen-
tiable at y = x and is a C(x)-function on X, −g(x, ·) := (−g1(x, ·), · · · ,−gm(x, ·))
is differentiable at y = x and is a D(x)-function on X. Then, there exist
θ∗ ∈ (C(x))∗ and λ∗ ∈ (D(x))∗, (θ∗, λ∗) 6= 0, such that (x, θ∗, λ∗) is a saddle
point for Lx on X × (C(x))∗ × (D(x))∗ iff it is a solution of the following
system 
∑n
i=1 θi∇yfi(x, x) +
∑m
j=1 λj∇ygj(x, x) = 0,
〈λ, g(x, x)〉 = 0,
g(x, x) ∈ D(x), θ ∈ (C(x))∗, λ ∈ (D(x))∗, x ∈ X,
(19)
From Corollary 3.1, we can prove the following result:
Theorem 3.6 Let U := IRl, Y := IRn, Z := IRm and let X be an open convex
set in U . Let x ∈ X and assume that −f(x, ·) := (−f1(x, ·), · · · ,−fn(x, ·)) is
differentiable at y = x and is a C(x)-function on X, −g(x, ·) := (−g1(x, ·), · · · ,−gm(x, ·))
is differentiable at y = x and is a D(x)-function on X. Suppose that
intC(x) 6= ∅, intD(x) 6= ∅, and that
0 ∈ int [(g(x,X)−D(x))].
Then, x is a solution to qr-weak VQEP (or equivalently, q-weak VQEP or
weak VQEP) iff there exist θ∗ ∈ (C(x))∗ and λ∗ ∈ (D(x))∗, (θ∗, λ∗) 6= 0,
such that (x, θ∗, λ∗) is a solution of the system (19).
Proof We observe that, in finite dimensional spaces, qiC(x) = intC(x), qiD(x) =
intD(x) and intC(x) 6= ∅, intD(x) 6= ∅ imply that qriC(x) = intC(x), qriD(x) =
intD(x) and moreover, cl (C(x)− C(x)) = IRn, cl (D(x)−D(x)) = IRm.
(Only if) Assume that x is a solution to qr-weak VQEP. The assumptions
guarantee that the system (2) is image convex. By Theorem 3.1 there exists
16
θ∗ ∈ C(x)∗ such that (x, θ∗, λ∗) is a saddle point for Lx on X×C(x)∗×D(x)∗.
By Corollary 3.1 (x, θ∗, λ∗) is a solution of system (19).
(If) Assume that (x, θ∗, λ∗) is a solution of system (19). By Corollary 3.1,
(x, θ∗, λ∗) is a saddle point for Lx on X×(C(x))∗×(D(x))∗ and by Theorem
3.4 we complete the proof. 2
Remark 3.3 Theorem 3.6 can be extended to the case where intD(x) = ∅.
In such a case, we need the additional assumption Lx(x¯, θ∗, λ∗) > 0, for
some x¯ ∈ X, in order to apply Theorem 3.4 (ii) for proving the (If) part.
4 Gap Functions and Error Bounds
In this section, we will deepen the analysis of gap functions for VQEP (res.,
qr-weak VQEP) following the line considered in [9, 11, 29, 30]. In particular,
we will prove that the solution set of VQEP (res., qr-weak VQEP) admits
an error bound with respect to the gap function under suitable generalized
convexity and strong monotonicity assumptions.
Denote by X0 := {x ∈ X : x ∈ K(x)} the domain of VQEP (res., qr-
weak VQEP). We suppose that X0 6= ∅. Denote by S0, Sqr, Sq, Sr and Sint
the solution set of VQEP, qr-weak VQEP, q-weak VQEP, r-weak VQEP and
weak VQEP, respectively.
Definition 4.1 A function ψ : X0 → IR∪{+∞} is said to be a gap function
for VQEP (res., qr-weak VQEP) if it satisfies the following properties:
(1) ψ(x) ≥ 0, ∀x ∈ X0;
(2) ψ(x∗) = 0, if and only if x∗ ∈ S0 (res., Sqr).
In the following, we suppose that U, Y, Z are Banach spaces and we set
d(x,E) := infy∈E ‖x− y‖, where x ∈ U and E ⊂ U is a nonempty subset.
Definition 4.2 Let ψ : X0 → IR ∪ {+∞} be a gap function for VQEP. We
say that an error bound holds for S0 with respect to ψ and X0 if there exists
µ > 0 such that
d(x, S0) ≤ µψ(x), ∀x ∈ X0.
Similarly, we can define the error bounds for the solution set of qr-weak
VQEP with respect to ψ and X0.
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For x ∈ X0, suppose that (C(x))∗×(D(x))∗ has a weakly* compact base,
denoted by B(x). For x ∈ X0 and (θ, λ) ∈ B(x), let
ϕ(x, θ, λ) := sup
y∈X
[−L(x; y, θ, λ)]
= sup
y∈X
[〈θ, f(x, y)〉+ 〈λ, g(x, y)〉].
Define φ : X0 → IR ∪ {+∞} by
φ(x) := min
(θ,λ)∈B(x)
ϕ(x, θ, λ), ∀x ∈ X0.
We observe that the function (θ, λ) 7→ ϕ(x, θ, λ) is convex and weakly*
continuous, since it is the supremum of a collection of linear functions. Thus,
the function φ defined above, is the optimal value of a parametric problem
on a weakly* compact set, with a convex objective function.
Definition 4.3 Let P be a convex cone in Y and e ∈ intP 6= ∅. A mapping
h : X × X → Y is said to be P -e-strongly monotone on X with modulus
δ > 0 if for any x, y ∈ X,
h(x, y) + h(y, x) ≤P −δ‖x− y‖2e.
If we let Y := IRn, P := IRn+, en := (1, · · · , 1) and let h := (h1, · · · , hn) :
X × X → Y , where hi : X × X → IR for each i = 1, · · · , n, then h is
IRn+-en-strongly monotone on X with modulus δ > 0 if and only if for each
i = 1, · · · , n, hi is strongly monotone on X with modulus δ > 0. If let
Y := IR, P := IR+ and e1 := 1, then the above definition collapses to the
classical definition of strong monotonicity of h on X.
Theorem 4.1 Assume that U, Y, Z are Banach spaces, and assume that for
each x ∈ Sqr, the mapping F (x; ·) defined in (4) is generalized (C(x)×D(x))-
subconvexlike on X and the generalized Slater condition (8) holds. Addition-
ally, suppose that for each x ∈ Sqr, any of the following two assumptions is
fulfilled:
(a) intC(x) 6= ∅ and intD(x) 6= ∅;
(b) cl (C(x)−C(x)) = Y , cl (D(x)−D(x)) = Z and 0 6∈ qi [cl (cone (F (x,X)−
(C(x)×D(x))))].
Then, the following assertions hold:
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(i) The function φ is a gap function for qr-weak VQEP;
(ii) Furthermore, assume that Sqr := {x∗} and for any x, y ∈ X0, g(x, y)+
g(y, x) ≥D(x∗) 0 and suppose that −f is C(x∗)-e-strongly monotone
on X0 with modulus δ > 0, where e ∈ qriC(x∗). Then there exists
(θ∗, λ∗) ∈ B(x∗), with θ∗ 6= 0, such that an error bound holds for Sqr
with respect to the gap function r(x) := (ϕ(x, θ∗, λ∗))
1
2 and X0.
Proof (i) We preliminarily note that for each x ∈ Sqr, assumption (a)
implies that
cl (C(x)− C(x)) = Y , cl (D(x)−D(x)) = Z.
Let x ∈ X0. Then x ∈ K(x), i.e., g(x, x) ≥D(x) 0. Since f(x, x) = 0, we
have
〈θ, f(x, x)〉+ 〈λ, g(x, x)〉 = 〈λ, g(x, x)〉 ≥ 0, ∀(θ, λ) ∈ B(x),
and therefore φ(x) ≥ 0, ∀x ∈ X0.
Let x ∈ Sqr. Then, it follows from Theorem 3.2 that there exists
(θ∗, λ∗) ∈ (C(x))∗×(D(x))∗, with (θ∗, λ∗) 6= 0, such that the point (x, θ∗, λ∗)
is a saddle point for Lx on X × (C(x))∗ × (D(x))∗. Since B(x) is a base of
(C(x))∗ × (D(x))∗ and taking into account that Lx(x, θ∗, λ∗) = 0 (see the
proof of Theorem 3.4 (i)), it follows that,
φ(x) = min
(θ,λ)∈B(x)
ϕ(x, θ, λ)
= min
(θ,λ)∈B(x)
sup
y∈X
[〈θ, f(x, y)〉+ 〈λ, g(x, y)〉]
= min
(θ,λ)∈B(x)
sup
y∈X
[−Lx(y, θ, λ)]
= −Lx(x, θ∗, λ∗) = 0.
Let φ(x) = 0 with x ∈ K(x). Then there exists (θ∗, λ∗) ∈ B(x) such
that (7) holds. From the proof of Theorem 3.1 one has (x, θ∗, λ∗) is a saddle
point for Lx on X × (C(x))∗× (D(x))∗. Applying Theorem 3.4 (i) it follows
that x ∈ Sqr.
(ii) Let x∗ ∈ Sqr := {x∗}. Then, from (i) there exists (θ∗, λ∗) ∈ B(x∗) such
that:
〈θ∗, f(x∗, x)〉+ 〈λ∗, g(x∗, x)〉 ≤ 0, ∀x ∈ X. (20)
Since −f is C(x∗)-e-strongly monotone on X0 with modulus δ > 0,
f(x, x∗) + f(x∗, x) ≥C(x∗) δ‖x− x∗‖2e, ∀x ∈ X0. (21)
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Since g(x, x∗) + g(x∗, x) ≥D(x∗) 0, ∀x ∈ X0, from (20) and (21) it follows
that
ϕ(x, θ∗, λ∗) = sup
y∈X
[〈θ∗, f(x, y)〉+ 〈λ∗, g(x, y)〉]
≥ 〈θ∗, f(x, x∗)〉+ 〈λ∗, g(x, x∗)〉
≥ −〈θ∗, f(x∗, x)〉+ δ〈θ∗, e〉‖x− x∗‖2 + 〈λ∗, g(x, x∗)〉
≥ δ〈θ∗, e〉‖x− x∗‖2 + 〈λ∗, g(x, x∗) + g(x∗, x)〉
≥ δ〈θ∗, e〉‖x− x∗‖2, ∀x ∈ X0. (22)
By the generalized Slater condition (8), Proposition 5.4 in [14] implies that
θ∗ 6= 0 in (20). Since e ∈ qriC(x∗), it follows from (i) of Lemma 2.1 that
〈θ∗, e〉 > 0 and so δ〈θ∗, e〉 > 0. Consequently, inequality (22) yields
d(x, Sqr) = ‖x− x∗‖ ≤ (ϕ(x, θ
∗, λ∗))
1
2
(δ〈θ∗, e〉) 12
=
1
(δ〈θ∗, e〉) 12
r(x), ∀x ∈ X0. (23)
Next, we prove r(x) = 0, if and only if x ∈ Sqr := {x∗}. Let x = x∗.
From (20) it follows that
ϕ(x∗, θ∗, λ∗) = sup
y∈X
[〈θ∗, f(x∗, y)〉+ 〈λ∗, g(x∗, y)〉] = 0
and so r(x∗) = 0. If r(x) = 0, then from (23) one has x ∈ Sqr := {x∗}. 2
Theorem 4.1 improves and generalizes Theorem 5.1 in [9].
We next analyse some particular cases where it is possible to extend
Theorem 4.1 to VQEP. We need the following preliminary result.
Proposition 4.1 Assume that any of the following assumptions hold:
(a) intC(x) 6= ∅ and −f(x, ·) is a strict C(x)-function on K(x) which is
supposed to be convex, for any x ∈ S0;
(b) Sqr = {x∗} and S0 6= ∅.
Then, Sqr = S0.
Proof We only need to prove that Sqr ⊆ S0. Assume that (a) holds and let
x ∈ Sqr, i.e., x ∈ K(x) and
f(x, y) 6∈ qriC(x), ∀y ∈ K(x). (24)
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Since −f(x, ·) is a strict C(x)-function on K(x), one has −f(x,K(x)) +
qriC(x) is a convex set. From (24) and the assumption intC(x) 6= ∅, it
follows that
0 6∈ −f(x,K(x))+qriC(x) = −f(x,K(x))+int (intC(x)) = int(−f(x,K(x))+intC(x)).
Note that cl (intC(x)) = clC(x) = C(x). Then by the separation theorem
for convex sets (see, for example, [31]), there exists θ∗ ∈ Y ∗ \ {0} such that
〈θ∗,−f(x, y) + c〉 ≥ 0, ∀y ∈ K(x),∀c ∈ intC(x)
and as a consequence,
〈θ∗,−f(x, y) + c〉 ≥ 0, ∀y ∈ K(x),∀c ∈ C(x). (25)
Setting y = x in (25) yields θ∗ ∈ (C(x))∗, while setting c := 0 yields
−〈θ∗, f(x, y)〉 ≥ 0, ∀y ∈ K(x).
Arguing as in the proof of Theorem 3.5, we obtain that x ∈ S0.
Now assume that (b) holds and let x ∈ S0. Since S0 ⊆ Sqr and x ∈
Sqr = {x∗}, x = x∗ and therefore Sqr = S0. 2
By the previous proposition, we immediately obtain the following result.
Corollary 4.1 Assume that U, Y, Z are Banach spaces, and assume that
for each x ∈ S0, the mapping F (x; ·) defined in (4) is generalized (C(x) ×
D(x))-subconvexlike on X and the generalized Slater condition (8) holds.
Additionally, suppose that for each x ∈ S0, the following two assumptions
are fulfilled:
(a) intC(x) 6= ∅ and intD(x) 6= ∅;
(b) −f(x, ·) is a strict C(x)-function on K(x) which is supposed to be
convex.
Then, the function φ is a gap function for VQEP.
Proof It follows from Theorem 4.1 taking into account that, by Proposition
4.1 we have that Sqr = S0. 2
Similarly, we can obtain an error bound for VQEP.
Theorem 4.2 Assume that U, Y, Z are Banach spaces, S0 6= ∅, Sqr = {x∗}
and assume that the mapping F (x∗; ·) defined in (4) is generalized (C(x∗)×
D(x∗))-subconvexlike on X and the generalized Slater condition (8) holds.
Additionally, suppose that any of the following two assumptions is fulfilled:
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(a) intC(x∗) 6= ∅ and intD(x∗) 6= ∅;
(b) cl (C(x∗)− C(x∗)) = Y , cl (D(x∗)−D(x∗)) = Z and
0 6∈ qi [cl (cone (F (x∗, X)− (C(x∗)×D(x∗))))].
Then the following assertions hold:
(i) The function φ is a gap function for VQEP;
(ii) Furthermore, assume that for any x, y ∈ X0, g(x, y)+g(y, x) ≥D(x∗) 0
and suppose that −f is C(x∗)-e-strongly monotone on X0 with modulus
δ > 0, where e ∈ qriC(x∗). Then, there exists (θ∗, λ∗) ∈ B(x∗), with
θ∗ 6= 0, such that an error bound holds for S0 with respect to the gap
function r(x) := (ϕ(x, θ∗, λ∗))
1
2 and X0.
Proof It follows from Theorem 4.1 taking into account that, by Proposition
4.1 we have that Sqr = S0. 2
The following example is given to illustrate Theorems 4.1 and 4.2.
Example 4.1 Let U := IRl, Y := IRn, Z := IRm, X := [−1, 1]l, C(x) :=
IRn+, D(x) := IR
m
+ and let f(x, y) := 〈x, x−y〉en and g(x, y) := 2x−y for any
x, y ∈ X, where en := (1, · · · , 1) ∈ intC(x). It is easy to check X0 := [0, 1]l
and Sqr = S0 = {0}, the assumption (a) and other assumptions of Theorems
4.1 and 4.2 hold. Let B(x) = {z ∈ (C(x))∗ × (D(x))∗ : 〈en+m, z〉 = 1}
for every x ∈ X0, where en+m := (1, · · · , 1) ∈ int ((C(x))∗ × (D(x))∗)∗ =
int (C(x)×D(x)). Note that B(x) is a base for (C(x))∗× (D(x))∗ for every
x ∈ X0 (see, e.g., [1, Lemma 1.28]). As a consequence, the function φ is a
gap function for qr-weak VQEP and VQEP and there exists (θ∗, λ∗) ∈ B(0)
such that an error bound holds for Sqr and S0 with respect to the gap function
r(x) := (ϕ(x, θ∗, λ∗))
1
2 and X0, where θ
∗ := ( 1n , · · · , 1n) and λ∗ := 0.
5 Conclusions
We have investigated five kinds of vector quasi-equilibrium problems, say
VQEP, qr-weak VQEP, q-weak VQEP, r-weak VQEP and weak VQEP.
Specially, we have provided Lagrangian type optimality conditions and gap
functions for VQEP and qr-weak VQEP under mild generalized convexity
assumptions. We have also given some error bounds for the solution set
of VQEP and qr-weak VQEP under mild generalized convexity and strong
monotonicity assumptions.
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A further research direction to be developed in a future work might be the
analysis of saddle point conditions for VQEP having infinite-dimensional
image and with the ordering cones or the cones appearing in the constraints
possibly having empty quasi-interior.
Moreover, it would be of interest to analyze gap functions and error bounds
in the above mentioned cases and under weaker assumptions than the strong
monotonicity of the operator.
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