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Abstrakt
Tato práce řeší problematiku fyzikální simulace pevného tělesa a možnosti paralelizace
s využitím GPU. Popisuje základy potřebné pro implementaci základního fyzikálního enginu
zaměřeného na fyzikální simulací kvádrů a technologie použitelné pro akceleraci. V práci
popisuji postup, kterým jsem postupně urychloval fyzikální simulaci s použitím OpenCL.
Každá významná změna je popsána ve vlastní sekci a obsahuje výsledky měření s krátkým
shrnutím.
Abstract
This thesis addresses the issue of rigid body simulation and possibilities of paralellization
using GPU. It describes the basics necessary for implementation of basic physics engine
for blocks and technologies which can be used for acceleration. In my thesis, I describe
approach which allowed me to gradually accellerate physics simulation using OpenCL. Each
significant change is described in its own section and includes measurement results with
short summary.
Klíčová slova
fyzikální simulace, fyzika, kinetika, pevná tělesa, gpu, gpgpu, opencl
Keywords
physic simulation, physics, kinetics, rigid body, gpu, gpgpu, opencl
Citace
JANOŠÍK, Ondřej. Fyzikální simulace na GPU. Brno, 2016. Diplomová práce. Vysoké učení
technické v Brně, Fakulta informačních technologií. Vedoucí práce Polok Lukáš.
Fyzikální simulace na GPU
Prohlášení
Prohlašuji, že jsem tuto diplomovou práci vypracoval samostatně pod vedením Ing. Lukáše
Poloka. Uvedl jsem všechny literární prameny a publikace, ze kterých jsem čerpal.
. . . . . . . . . . . . . . . . . . . . . . .
Ondřej Janošík
27. května 2016
c○ Ondřej Janošík, 2016.
Tato práce vznikla jako školní dílo na Vysokém učení technickém v Brně, Fakultě informač-
ních technologií. Práce je chráněna autorským zákonem a její užití bez udělení oprávnění
autorem je nezákonné, s výjimkou zákonem definovaných případů.
Obsah
1 Úvod 3
2 Fyzikální simulace 4
2.1 Vlastnosti pevného tělesa a jejich reprezentace . . . . . . . . . . . . . . . . 4
2.2 Síly působící na těžiště . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.3 Síly působící mimo těžiště . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.4 Struktura fyzikálního simulátoru . . . . . . . . . . . . . . . . . . . . . . . . 10
3 Dostupné implementace 15
3.1 Bullet Physics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
3.2 qu3e . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
4 Knihovny pro akceleraci/paralelizaci 17
4.1 Společné prvky . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
4.2 CUDA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
4.3 OpenGL a DirectX . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
4.4 OpenCL . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
5 Návrhy implementace 20
5.1 Simulace pomocí částic . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
5.2 Simulace boxů . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
6 Implementace a experimenty 22
6.1 Testovací scéna . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
6.2 První měření . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
6.3 Fáze Solve . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
6.4 Převod fáze Solve na GPU . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
6.5 Převod seznamu těles na pole . . . . . . . . . . . . . . . . . . . . . . . . . . 27
6.6 Rozšíření fáze Solve . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
6.7 Změna plánování dávek . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
6.8 Převod fáze Test collisions na GPU . . . . . . . . . . . . . . . . . . . . . . 31
7 Implementační problémy a optimalizace 35
7.1 Zarovnání struktur pro OpenCL . . . . . . . . . . . . . . . . . . . . . . . . 35
7.2 Cachování v lokální paměti . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
8 Závěr 37
8.1 Možnosti dalšího vývoje . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
1
Literatura 38
Přílohy 39
Seznam příloh . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
A Obsah CD 41
2
Kapitola 1
Úvod
Téma fyzikální simulace je velice rozsáhlé, z pohledu této práce se však jedná o fyzikální
simulaci z hlediska kinetiky. Fyzikální simulace se využívá v grafickém, herním i filmovém
průmyslu a také ve vědě. S vývojem funkcionality fyzikálních simulátorů roste i výpočetní
složitost těchto simulací a je třeba volit kompromis mezi rychlostí, přesností a rozsahem
simulace.
Moderní grafické procesory poskytují rozsáhlé možnosti paralelizace. To umožňuje ně-
kolikanásobně rychlejší zpracování velkého množství dat oproti vícevláknové CPU imple-
mentaci. Paměť GPU se však od hlavní paměti používané CPU značně liší. Algoritmy, které
pracují efektivně na CPU jsou často velice špatně implementovatelné na GPU, v některých
případech i neefektivní.
Tato práce se zabývá simulací pevných těles se zaměřením na oblasti, ve kterých není
třeba příliš vysoké přesnosti a urychlení této simulace na GPU. Především se práce zabývá
působením vnějších sil jako gravitace, které působí na těžiště tělesa. Dále detekcí kolizí mezi
tělesy a kolizní odezvou na impulzy působící na konkrétní bod tělesa. Cílem práce je vytvořit
knihovnu, která umožní provádět některé části fyzikální simulace na GPU. Funkčnost a
zrychlení implementace bude kontrolováno pomocí demonstrační aplikace s jednoduchou
scénou.
V kapitole 2 se čtenář obeznámí s principem fyzikální simulace. To zahrnuje popis
vlastností simulovaných objektů a jejich reprezentaci. Dále jsou zde popsány síly působící
na tělesa a jak tyto síly tělesa ovlivňují. Také jsou zde popsány významné fáze fyzikálního
simulátoru a možné přístupy, jak probíhá výpočet v těchto fázích. Kapitola 3 ve stručnosti
popisuje některé dostupné implementace fyzikálních simulátorů. Dostupné knihovny umož-
ňující provádět výpočty na GPU jsou popsány v kapitole 4. Jsou zde popsány prvky, které
tyto knihovny sdílí a také co je od sebe rozlišuje. Návrhem implementace se pak krátce
zabývá kapitola 5. Jsou zde navrženy jednoduché přístupy použitelné k experimentální im-
plementaci fyzikální simulace na GPU. Praktickou částí této práce se pak zabývá kapitola
6. Zde jsou obsaženy postupy použité při implementaci řešení, výsledky naměřené pomocí
demonstrační aplikace a jejich srovnání. V kapitole 7 jsou popsány zajímavé problémy na
které jsem během implementace narazil. Nakonec kapitola 8 obsahuje shrnutí dosažených
výsledků a další možnosti vývoje.
Práce navazuje na můj semestrální projekt v rámci kterého jsem vypracoval kapitoly 2
až 5. Některé kapitoly byly dále rozšířeny. Na základě vytvořeného návrhu jsem následně
postupoval při implementaci.
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Kapitola 2
Fyzikální simulace
Fyzikální simulace může být v zásadě simulace čehokoliv čím se zabývá fyzika. V této
práci se budu zabývat výhradně kinetikou pevného tělesa. V této kapitole popíši vlastnosti
pevného tělesa, se kterými pracujeme během simulace a možné způsoby jejich reprezentace.
Dále uvedu síly, které mohou působit na těleso a jakým způsobem tyto síly těleso ovlivňují.
A také popíši jak funguje většina fyzikálních simulátorů. Tato kapitola z velké míry popisuje
informace získané z knihy Game physics engine development [6].
2.1 Vlastnosti pevného tělesa a jejich reprezentace
Při simulaci pevného tělesa se zabýváme především následujícími vlastnostmi:
∙ Tvar objektu1
∙ Počátek tělesa
∙ Těžiště tělesa
∙ Hmotnost tělesa
∙ Pružnost tělesa
∙ Tření
∙ Poloha a rychlost
∙ Orientace a rotace
Na základě požadavků na fyzikální engine je některé vlastnosti možno zanedbat nebo
nastavit globálně. Například tření může být nahrazeno vyšším koeficientem útlumu, což
je multiplikativní konstanta, která se běžně používá při integraci pro zabránění rozkmitání
simulace.
1 V reálných scénách se často setkáváme nejen s tělesy, ale také s rovinami a poloprostory. Ty jsou téměř
vždy statické, ale pro detekci kolizí musí být do simulace zahrnuty.
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2.1.1 Tvar objektu
Pro detekci kolizí mezi objekty musíme znát jejich tvar. Jedině pak lze spočítat zda a kde
došlo ke kontaktu. Jednodušší simulátory používají jednoduchá primitiva jako koule, kvádry
a plochy nebo poloprostory. Složitější tělesa lze nahradit kolekcí jednoduchých primitiv. Slo-
žitější simulátory pak poskytují možnost použití meshů. Ty jsou většinou vytvořeny zjedno-
dušením modelu objektu například konvexní obálkou. Díky použitím přesnější reprezentace
objektů dostaneme přesnější kolize, ale za cenu náročnějšího výpočtu.
2.1.2 Hmotnost tělesa
Hmotnost tělesa lze reprezentovat jednou skalární hodnotou. Často se však v rovnicích se-
tkáváme s výrazem 1𝑚 , kde 𝑚 je hmotnost. Pokud bychom nastavili hmotnost na příliš
nízkou hodnotu, můžeme dostat velmi vysoké číslo nebo dokonce dělit nulou. Zároveň mů-
žeme chtít pro statické objekty nastavit hmotnost na nekonečno, ale to nemusí být vždy
možné. V ideálním případě bychom chtěli řešení, které umožňuje jednoduše reprezentovat
nekonečno a naopak neumožňuje pracovat s nulou.
Právě hodnota 𝑚−1, neboli inverzní hmotnost řeší oba tyto problémy. Hodnota 0
reprezentuje těleso s nekonečnou hmotností a vzhledem k tomu, že programovací jazyky
často neumožňují jednoduše zadat hodnotu nekonečna, není jednoduché vytvořit těleso
s nulovou hmotností.
2.1.3 Počátek a těžiště tělesa
Abychom věděli, kde se těleso nachází potřebujeme znát referenční bod, ke kterému se
vztahuje polohový vektor. Tento bod se nazývá počátek tělesa. Počátek je možné umístit
na těleso i mimo něj. Nejvhodnějším umístěním počátku pro potřeby fyzikální simulace je
těžiště tělesa.
Těžiště tělesa je z pohledu fyzikální simulace důležitý bod. Chová se totiž jako částice
a výpočty pro částice jsou relativně jednoduché. Volbou těžiště tělesa jako počátku nám
navíc umožní zcela oddělit výpočet pro lineární a úhlový pohyb tělesa.
𝑝𝑡 =
1
𝑚
𝑛∑︁
𝑖=1
𝑚𝑖 · 𝑝𝑖 (2.1)
Vzorec 2.1 popisuje výpočet těžiště (𝑝𝑡). Pokud těleso rozdělíme na 𝑛 částic, těžiště je
průměr polohy všech částic (𝑝𝑖) vážený jejich hmotností (𝑚𝑖).
U symetrických těles s uniformní hustotou pak platí, že těžištěm je jejich geometrický
střed. Naopak v případě nekonvexních objektů může těžiště ležet zcela mimo daný objekt,
zároveň však bude ležet v jeho konvexní obálce.
2.1.4 Pružnost tělesa
V reálném světě se každé těleso při nárazu do jisté míry deformuje. Zda dojde k deformaci
trvalé, nebo dočasné záleží na pružnosti materiálu tělesa. Pokud je těleso dostatečně pružné,
energie uložená v tělese ve formě deformace se uvolní a tělesu se navrátí původní tvar.
Uvolněná energie se pak projevuje odrazem.
Pevná tělesa se však nedeformují vůbec (pomineme-li nepřesnost výpočtu při transfor-
macích). Proto se používá koeficient restituce (𝑐𝑟), který lze vyjádřit jako poměr rychlosti
před dopadem (𝑣) a rychlosti po odrazu (𝑣′) od pevného nehybného povrchu.
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Obrázek 2.1: Graf působení statického a dynamického tření
𝑐𝑟 =
|𝑣′|
|?⃗?| (2.2)
Koeficient restituce je závislý na materiálu tělesa. Tělesa s koeficientem restituce rovným
0 se neodráží vůbec. Naopak tělesa s koeficientem 1 se odrazí se stejnou rychlostí, jako byla
rychlost dopadu.
2.1.5 Tření
Tření je závislé na materiálech obou těles v kontaktu. Součinitel tření je bezrozměrná,
empirická veličina. V praxi často nepotřebujeme fyzikálně přesnou simulaci, ale aby výsledek
dobře působil. Příliš se tedy nepoužívají naměřené tabulkové hodnoty, ale součinitel se volí
pro dosáhnutí požadovaného efektu.
Rozlišujeme mezi statickým a dynamickým (smykovým, kinetickým) třením. Rozdíl mezi
statickým a dynamickým třením je ilustrován na obrázku 2.1. V případě statického tření se
jedná o sílu která odporuje pohybu. Ta je způsobena nerovnostmi materiálů, které do sebe
zapadnou a zabraňují jakémukoliv pohybu, dokud není překročena určitá hranice působících
sil mimo rovinu kontaktu. Díky tomu je možné položit předmět na šikmou plochu aniž by
klouzal. Součinitel statického tření je typicky větší než součinitel dynamického tření.
𝐹𝑠 ≤ 𝜇𝑠 · 𝐹𝑛 (2.3)
𝐹𝑠 = −𝐹𝑝𝑙𝑎𝑛𝑎𝑟 (2.4)
Statické tření působí dokud platí rovnice 2.3, kde 𝐹𝑠 je třecí síla, 𝜇𝑠 je součinitel sta-
tického tření a 𝐹𝑛 je síla působící ve směru normály kontaktu (tlačí obě tělesa k sobě).
Velikost třecí síly při statickém tření popisuje rovnice 2.4, kde 𝐹𝑝𝑙𝑎𝑛𝑎𝑟 je síla působící v ro-
vině kontaktu. Statické tření tedy působí ve směru opačném působící síle v rovině kontaktu
a velikost třecí síly je rovna velikosti působící síly.
Dynamické tření působí během lineárního pohybu dvou těles. Podobně jako u static-
kého tření je to způsobeno nerovnostmi materiálů. V tomto případě jsou však již tělesa
v pohybu a nerovnosti do sebe nezapadnou dostatečně dobře, aby zcela zabráníly pohybu.
Dynamické tření působí proti pohybu tělesa. Výslednou sílu 𝐹𝑑 způsobenou dynamickým
třením popisuje rovnice 2.5, kde ?⃗?𝑝𝑙𝑎𝑛𝑎𝑟 je rychlost pohybu tělesa v rovině kontaktu a 𝜇𝑑 je
součinitel dynamického tření.
𝐹𝑑 = −?⃗?𝑝𝑙𝑎𝑛𝑎𝑟 · 𝜇𝑑 · 𝐹𝑛 (2.5)
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Ve skutečnosti není součinitel dynamického tření konstantní a při pohybu těles se mění
(viz. obrázek 2.1) v závislosti na nerovnostech materiálu. V simulaci ale tento fakt můžeme
zanedbat.
2.1.6 Poloha a rychlost
V následujícím textu budu předpokládat, že bodem počátku tělesa bylo zvoleno jeho tě-
žiště, z důvodů popsaných v sekci 2.1.3. Za tohoto předpokladu můžeme pozici i rychlost
reprezentovat dvěma třísložkovými vektory (jedna složka pro každou osu). Vektor pozice
pak udává umístění počátku tělesa ve světě a vektor rychlosti udává rychlost jeho pohybu.
2.1.7 Orientace a rotace
Orientací tělesa je myšlen směr, kterým směrem těleso „míří“. Rotace pak určuje rychlost
změny orientace v čase. Orientaci lze reprezentovat několika různými způsoby, většina z nich
má však různé nevýhody.
Eulerovy úhly
Eulerovy úhly popisují orientaci jako otočení kolem tří os a jejich princip lze přirovnat ke
Kardanovu závěsu, kde každý prstenec reprezentuje jednu osu rotace. K jejich reprezen-
taci rotace kolem os nám stačí třísložkový vektor (𝛼, 𝛽, 𝛾). Můžeme si popsat následující
souřadnicové systémy:
∙ 𝑥, 𝑦, 𝑧 – původní osy
∙ 𝑥′, 𝑦′, 𝑧′ – osy po prvním otočení (𝛼)
∙ 𝑥′′, 𝑦′′, 𝑧′′ – osy po druhém otočení (𝛽)
∙ 𝑋,𝑌, 𝑍 – osy po třetím otočení (𝛾)
Problémem Eulerových úhlů je, že výsledná orientace objektu záleží na pořadí aplikace
otočení kolem os, protože každé otočení kolem jedné osy otočí osy ostatní. Zároveň může
dojít k uzamknutí2, což je případ, kdy dojde k zarovnání os rotace a přijdeme tak o jeden
stupeň volnosti.
Osa–úhel
Každou orientaci lze reprezentovat jako rotaci kolem nějaké osy. Libovolnou osu můžeme
reprezentovat pomocí třísložkového jednotkového vektoru a velikost rotace jednou skalární
hodnou. Při použití této metody je třeba stále normalizovat vektor a kontrolovat hranice
úhlu.
Protože však máme vektor, který má čtyři stupně volnosti, můžeme obě hodnoty zkom-
binovat. Velikost vektoru pak bude určovat velikost rotace. Tuto reprezentaci budeme dále
nazývat jako škálovaná osa3. Ačkoliv se jedná o nejkompaktnější reprezentaci orientace,
z důvodů složitější matematiky pro rotaci takovéto reprezentace se pro orientaci tento způ-
sob nevyužívá. Uplatnění si ale najde v případě rotace, kde není třeba kontrolovat meze,
protože se jedná o rychlost změny a ta může být libovolná.
2v anglické literatuře gimbal-lock
3v anglické literatuře scaled-axis
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Matice rotace
V grafice se rotační matice používají běžně a pokud bychom chtěli objekty vykreslit, stejně
bychom museli orientaci převést do této transformační matice. Výhodou je snadná práce,
protože tyto transformace lze skládat jednoduše násobením matic.
Užití transformační matice pro reprezentaci orientace má však své nevýhody. V 3D pro-
storu bychom potřebovali nejméně matici 3×3. Při větším množství objektů se velikost této
struktury projeví na využití paměti. Navíc je zde příliš mnoho stupňů volnosti a normali-
zace matice není tak triviální jako normalizace vektoru. Dalším problémem je nepřesnost
výpočtů. To může způsobit, že při aplikaci transformační matice nedojde jen k rotaci, ale
třeba také ke škálování či zkosení. Transformační matice jako hodnota pro reprezentaci
orientace tedy není vhodná hned z několika důvodů.
Kvaternion
Pro naše účely je kvaternion čtyřprvkový vektor (2.6), kde (𝑥, 𝑦, 𝑧) určují osu rotace a 𝜃 je
úhel natočení. ⎛⎜⎜⎜⎝
𝑐𝑜𝑠 𝜃2
𝑥 · 𝑠𝑖𝑛 𝜃2
𝑦 · 𝑠𝑖𝑛 𝜃2
𝑧 · 𝑠𝑖𝑛 𝜃2
⎞⎟⎟⎟⎠ (2.6)
Ve skutečnosti je ale situace s kvaterniony trochu složitější. Jedná se o nekomutativní
rozšíření oboru komplexních čísel. Lze jej zapsat jako 𝑤 + 𝑥𝑖 + 𝑦𝑗 + 𝑧𝑘, kde 𝑖, 𝑗, 𝑘 jsou
imaginární čísla a platí pro něj rovnice 2.7 a 2.8.
𝑖2 = 𝑗2 = 𝑘2 = −1 (2.7)
𝑖𝑗 = −𝑗𝑖 = 𝑘
𝑗𝑘 = −𝑘𝑗 = 𝑖
𝑘𝑖 = −𝑖𝑘 = 𝑗
(2.8)
Kvaternion ovšem poskytuje čtyři stupně volnosti. Čtvrtého stupně volnosti se zbavíme
normalizací, které dosáhneme stejně jako u vektorů (2.9).
^⃗𝑞 = ?⃗?|?⃗?|
|?⃗?| =
√︁
𝑤2 + 𝑥2 + 𝑦2 + 𝑧2
(2.9)
Skládání rotací pomocí kvaternionů dosáhneme pomocí násobení kvaternionů. Jedná se
o nekomutativní operaci a postup násobení popisuje rovnice 2.10.
(𝑤1 + 𝑥1𝑖+ 𝑦1𝑗 + 𝑧1𝑘)× (𝑤2 + 𝑥2𝑖+ 𝑦2𝑗 + 𝑧2𝑘)
= (𝑤1𝑤2 + 𝑥1𝑥2 + 𝑦1𝑦2 + 𝑧1𝑧2)
+ (𝑤1𝑥2 + 𝑥1𝑤2 − 𝑦1𝑧2 − 𝑧1𝑦2)𝑖
+ (𝑤1𝑦2 − 𝑥1𝑧2 + 𝑦1𝑤2 − 𝑧1𝑥2)𝑗
+ (𝑤1𝑧2 + 𝑥1𝑦2 − 𝑦1𝑥2 + 𝑧1𝑤2)𝑘
(2.10)
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Většina grafických enginů pravděpodobně používá pro vykreslování transformační ma-
tice a kvaternion lze na transformační matici jednoduše převést pomocí vzorce 2.11.⎡⎢⎣ 1− (2𝑦2 + 2𝑧2) 2𝑥𝑦 + 2𝑧𝑤 2𝑥𝑧 − 2𝑦𝑤2𝑥𝑦 − 2𝑧𝑤 1− (2𝑥2 + 2𝑧2) 2𝑦𝑧 + 2𝑥𝑤
2𝑥𝑧 + 2𝑦𝑤 2𝑦𝑧 − 2𝑥𝑤 1− (2𝑥2 + 2𝑦2)
⎤⎥⎦ (2.11)
2.2 Síly působící na těžiště
Některé síly působí na celé těleso rovnoměrně. Takové síly můžeme považovat, jako síly
ovlivňující pouze těžiště tělesa. Příkladem může být gravitace. Dále zde patří síly vzniklé
při kolizi, u které normála kontaktu prochází těžištěm.
V případě těchto sil můžeme výslednou sílu vyjádřit jako sumu všech sil působících na
těžiště (2.12). Výsledná síla pak ovlivňuje pouze lineární pohyb tělesa a nezpůsobuje rotaci.
Zrychlení ?⃗? tělesa na které působí výsledná síla 𝐹 spočítáme pomocí rovnice 2.13.
𝐹 =
𝑛∑︁
𝑖=1
𝐹𝑖 (2.12)
?⃗? = 𝐹
𝑚
(2.13)
Avšak gravitační síla působí na celé těleso a zrychlení které způsobuje není na hmotnosti
tělesa nijak závislé. Proto je vhodnější gravitační sílu z rovnice 2.12 vynechat a následně až
přičíst gravitační zrychlení. Alternativou by pak bylo tuto sílu vynásobit hmotností tělesa.
2.3 Síly působící mimo těžiště
Pokud máme sílu, která nepůsobí na těžiště tělesa — typický případ kolizí — způsobuje síla
také točivý moment ?⃗? . Na rozdíl od sil působících na těžiště nelze točivý moment jednoduše
sečíst. Pokud známe působící sílu 𝑓 , a pozici působení 𝑝𝑓 relativně k těžišti, pak můžeme
vypočítat točivý moment pomocí rovnice 2.14.
?⃗? = 𝑝𝑓 × 𝑓 (2.14)
V 3D prostoru u točivého momentu potřebujeme také specifikovat osu rotace. V sekci
2.1.7 jsem zmínil pojem škálovaná osa. Ve skutečnosti výsledek rovnice 2.14 nám dá točivý
moment právě v této formě. Pohled na točivý moment ?⃗? jako na škálovanou osu podává
rovnice 2.15, kde 𝑎 je velikost vektoru ⃗𝑡𝑎𝑢 a ^⃗𝑑 je normalizovaný vektor určující osu rotace.
?⃗? = 𝑎 ^⃗𝑑 (2.15)
2.3.1 Moment setrvačnosti
Různě tvarované objekty mohou na stejnou sílu ve stejné pozici vůči těžišti reagovat odlišně.
Tento efekt je způsoben nerovnoměrným rozložením hmotnosti vzhledem k ose otáčení.
Rozložení hmotnosti v dané ose popisuje moment setrvačnosti. Jeho hodnota udává,
jak složitá je změna rychlosti rotace v dané ose. Pokud rozložíme těleso na 𝑛 částic, pak lze
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moment setrvačnosti pro libovolnou osu spočítat pomocí rovnice 2.16, kde 𝐼𝑎 je moment
setrvačnosti v ose rotace 𝑎, 𝑚𝑖 je hmotnost částice, a 𝑎𝑝𝑖 je vzdálenost částice od osy rotace.
𝐼𝑎 =
𝑛∑︁
𝑖=1
𝑚𝑖𝑎
2
𝑝𝑖 (2.16)
Ovšem volná tělesa se mohou otáčet kolem libovolné osy a počítat moment setrvačnosti
pro každou osu by bylo značně neefektivní. Naštěstí můžeme momenty setrvačnosti uchovat
v jedné struktuře známé jako tenzor setrvačnosti4 Jedná se o matici 3×3 charakterizující
rozložení hmoty v tělese. Vzorec 2.17 popisuje sestavení tenzoru setrvačnosti. Hodnoty 𝐼𝑥,
𝐼𝑦, 𝐼𝑧 na hlavní diagonále jsou momenty setrvačnosti v osách 𝑥, 𝑦 a 𝑧. Mimo hlavní diagonálu
se pak nacházejí deviační momenty, které lze spočítat pomocí vzorce 2.18, kde za 𝑎 a 𝑏,
dosadíme jednotlivé osy. ⎡⎢⎣ 𝐼𝑥 −𝐼𝑥𝑦 −𝐼𝑥𝑧−𝐼𝑥𝑦 𝐼𝑦 −𝐼𝑦𝑧
−𝐼𝑥𝑧 −𝐼𝑦𝑧 𝐼𝑧
⎤⎥⎦ (2.17)
𝐼𝑎𝑏 =
𝑛∑︁
𝑖=1
𝑚𝑖𝑎𝑝𝑖𝑏𝑝𝑖 (2.18)
Tenzor setrvačnosti určuje tendenci tělesa rotovat v jiném směru, než je směr působící
síly. Výpočet rotačního zrychlení popisuje rovnice 2.19, kde 𝐼−1 je inverzní tenzor setrvač-
nosti, který lze spočítat pomocí maticové inverze.
𝜃′′ = 𝐼−1?⃗? (2.19)
2.4 Struktura fyzikálního simulátoru
Typický fyzikální simulátor se skládá alespoň z následujících tří fází: detekce kolizí, kolizní
odezva, časová integrace [1]. Každou z těchto fází popíši v následujících kapitolách a uvedu
některé možnosti optimalizace.
Obrázek 2.2: Zjednodušený diagram simulace.
2.4.1 Detekce kolizí
Při detekci kolizí zkoumáme, zda libovolná dvě tělesa ve scéně kolidují. Pro účely fyzikálního
enginu nám ovšem nestačí pouze pravdivostní hodnota. Abychom v dalším kroku mohli
4 Tenzor je zobecněním vektorů. Vektory mohou být pouze jednorozměrné, zatímco tenzory mohou mít
libovolný počet rozměrů. Vektor je tedy jednorozměrný tenzor. Podobně matice je dvourozměrný tenzor.
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Obrázek 2.3: Zobrazení kontaktních bodů krychle ležící na podložce.
korektně spočítat odezvu na kolizi. Musíme vygenerovat body kontaktu. Těch může být
libovolný počet v závislosti na tvaru kolidujících objektů a typu kolize.
Kdybychom zkoumali kolize pro každý možný pár objektů ve scéně, trval by výpočet
příliš dlouho. Proto se detekce kolizí provádí v několika fázích:
1. Hrubá fáze5
2. Střední fáze6 (volitelně)
3. Jemná fáze7
4. Generování kontaktů
Hrubá fáze
Během hrubé fáze zkoumáme páry objektů, zda mají vůbec potenciál ke kolizi. Některé
předměty jsou od sebe příliš vzdálené aby vůbec mohly kolidovat. Proto nemá smysl dete-
kovat kolize zejména u objektů reprezentovaných meshem, pokud je pravděpodobnost kolize
nulová.
Obalová tělesa Jednou z jednodušších metod je použití obalových těles8. Většinou se
používají jednoduchá tělesa jako koule, nebo kvádry, u kterých lze jednoduše zjistit, zda
dochází k průniku. Koule mají oproti ostatním tělesům výhodu v tom, že jsou invariantní
vůči rotaci. Zjištění průniku je také velmi jednoduché. K průniku totiž dochází, pokud
vzdálenost středů obou koulí je menší než součet jejich poloměrů. Na druhou stranu, koule
jako obalová tělesa v některých případech zabírají příliš mnoho místa. Většinou se jedná
o taková tělesa, která mají rozměr v jedné dimenzi značně odlišný od ostatních (obr. 2.4a).
V takových případech lze namísto jedné kružnice použít množinu kružnic (obr. 2.4b).
5v anglické literatuře broad-phase
6v anglické literatuře mid-phase
7v anglické literatuře narrow-phase
8v anglické literatuře bounding volumes
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(a) Obdélník s kružnicí jako obalové těleso. (b) Obdélník obalený několika kružnicemi.
Obrázek 2.4: Použití obalových těles.
Dalším často používaným typem obalových těles jsou kvádry (dále jen boxy). Rozlišu-
jeme mezi boxy zarovnanými s osami (AABB – Axis Aligned Bounding Box) a orientova-
nými (OBB – Oriented Bounding Box).
AABB mají každou hranu rovnoběžnou s právě jednou osou. To zjednodušuje detekci
průniku. AABB promítneme postupně na jednotlivé osy jako interval. Pokud se intervaly
dvou AABB překrývají, pokračujeme další osou, v opačném případě k průniku nedochází.
K průniku dochází pouze v případě, že se intervaly překrývají na všech osách (obr. 2.5).
OBB mohou navíc oproti AABB rotovat kolem libovolné osy. OBB proto přiléhají mno-
hem lépe, než AABB nebo koule a většinou díky tomu vyfiltrují mnohem více nekolidujících
párů. Cenou za přesnější detekci potenciální kolize je složitější a delší výpočet průniku. Ten
se počítá pomocí SAT algoritmu (Separating Axis Theorem), jehož princip je stejný jako
v případě AABB. Rozdíl je v tom, že překrytí počítáme na více osách. Podle SAT platí,
že pokud mezi dvěma tělesy nalezneme alespoň jednu osu, na které se projekce těchto těles
nepřekrývá, pak nedochází k průniku [5]. SAT lze aplikovat pouze na konvexní tělesa a po
nalezení první separující osy je možné algoritmus ukončit.
Mějme OBB 𝐴 s vlastními osami 𝐴𝑥, 𝐴𝑦, 𝐴𝑧 a dále mějme OBB 𝐵 s vlastními osami
𝐵𝑥, 𝐵𝑦, 𝐵𝑧. Abychom zjistili, zda mezi tělesy dochází k průniku, musíme projekci aplikovat
na všechny vlastní osy obou těles (𝐴𝑥, 𝐴𝑦, 𝐴𝑧, 𝐵𝑥, 𝐵𝑦, 𝐵𝑧) a dále na vektorový součin
všech dvojic (𝐴𝑥 ×𝐵𝑥, 𝐴𝑥 ×𝐵𝑦, 𝐴𝑥 ×𝐵𝑧, 𝐴𝑦 ×𝐵𝑥, 𝐴𝑦 ×𝐵𝑦, 𝐴𝑦 ×𝐵𝑧, 𝐴𝑧 ×𝐵𝑥, 𝐴𝑧 ×𝐵𝑦,
𝐴𝑧 ×𝐵𝑧) [4].
Hierarchie obalových těles a metody dělení prostoru Obalová tělesa nám sama
o sobě často urychlí pouze detekci průniku, ale stále je třeba pro průnik testovat všechny
páry těles ve scéně. Při vyšším počtu těles se vyplatí sestavení hierarchie obalových těles
nebo použití některé z metod dělení prostoru. Tyto metody nám umožní dosáhnou rychlého
vyřazení kolize pomocí dotazů nad různými strukturami, které popisují rozložení objektů
ve scéně. Ačkoliv konstrukce takovýchto struktur vyžaduje další výpočetní čas, použitím
této optimalizace ušetříme mnohem více času v jemné fázi, která je výpočetně náročnější.
Nejčastěji používané metody jsou popsány v knize Real-Time Collision Detection [5].
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(a) Boxy bez překrytí.
x
y
(b) Boxy s překrytím.
Obrázek 2.5: Projekce boxů na osy pro detekci průniku ve 2D.
Jemná fáze
Během jemné fáze dochází k přesnější detekci kolize na základě zvoleného modelu tělesa pro
fyzikální simulaci. Pro fyzikální simulaci lze použít jak obalových těles, tak meshů většinou
vytvořených zjednodušením samotného modelu tělesa.
Generování kontaktů
Pro účely kolizní odezvy nás nezajímá pouze bod největšího průniku. Potřebujeme znát
celou kontaktní plochu, hloubku průniku a normálu kontaktu. Taková plocha ovšem může
mít různý tvar a kolizní odezva by se s plochou počítala docela složitě. Mnohem jednodušší
je nahradit plochu množinou kontaktních bodů.
Rozlišujeme několik typů kontaktů: vrchol–stěna, hrana–hrana, hrana–stěna a stěna–
stěna. Dále se můžeme setkat s kontakty typu: vrchol–vrchol, vrchol–hrana. Kontakty typu
vrchol–vrchol a vrchol–hrana jsou ovšem tak málo časté (kvůli nepřesnosti plovoucích čísel),
že si můžeme dovolit je ignorovat. Obvykle se tento typ kontaktů v další iteraci změní na
jiný, častější typ kontaktu. Také kontakty typu stěna–stěna lze nahradit několika kontakty
typu hrana–stěna a ty zase můžeme nahradit několika kontakty typu vrchol–stěna.
2.4.2 Kolizní odezva
Kolizní odezva je realizována tak, aby byl splněn zákon zachování energie 9. Pro každé těleso
v kontaktu musíme spočítat velikost a směr složky okamžitého impulsu ovlivňující lineární
a rotační pohyb. Impulsy působí v místě kontaktu a mají směr normály kontaktu. Velikost
impulsu pro dvojici kolidujících těles má stejnou velikost a opačný směr.
9Při kolizích se díky koeficientu restituce ve skutečnosti energie ztrácí. To je způsobeno tím, že se energie
transformuje například na teplo, které v simulaci zanedbáváme.
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2.4.3 Integrace
Vzhledem k interaktivní a chaotické povaze fyzikální simulace nelze diferenciální rovnice
používané pro popis pohybu těles v prostoru řešit analyticky. Proto se tyto rovnice řeší
pomocí numerické integrace. Existuje řada metod pro numerickou integraci, které poskytují
různý poměr mezi výpočetní cenou a přesností [10].
Eulerova metoda
Eulerova metoda je jedna z nejjednodušších integračních metod. Jedná se o integrační me-
todu prvního řádu. Výpočet nové polohy a rychlosti při použití Eulerovy integrační metody
je popsán v rovnicích 2.20. Podobné rovnice se pak použijí pro výpočet orientace a úhlové
rychlosti.
?⃗?′ = ?⃗? + ?⃗?𝑡
𝑝′ = 𝑝+ ?⃗?𝑡
(2.20)
Vzhledem k jednoduchosti metody je však třeba počítat s nižší přesností výpočtu. Pro
jednoduché fyzikální simulace si s touto metodou většinou vystačíme. Pokud však chceme
přesnější a stabilnější simulaci, je třeba zvolit některou z iterativních integračních metod.
Eulerova metoda druhého řádu
Eulerova metoda prvního řádu počítá při výpočtu nové pozice objektu s konstantní rych-
lostí. Eulerova metoda druhého řádu se snaží tento nedostatek redukovat a v rovnici bere
v potaz také zrychlení. Díky tomu dosahuje vyšší přesnosti.
𝑝′ = 𝑝+ ?⃗?𝑡+ 12 ?⃗?𝑡
2 (2.21)
Při použití malých integračních kroků 𝑡 je však člen 𝑡2 velice malý. Jeho význam se
projeví především v simulacích s velkým zrychlením.
Runge–Kutta 4
Runge–Kutta 4 je jednou ze známějších iterativních integračních metod. Jedná se o inte-
grační metodu čtvrtého řádu. Vyšší přesnost této metody vychází z toho, že během integrace
pracuje s více vzorky z počítaného intervalu. V zásadě se jedná o vážený průměr čtyř de-
rivací prvního řádu vzorkovaných v různém čase, kdy vyšší váhu mají vzorky blíže středu
intervalu (𝑡+ Δ𝑡2 ).
Vzhledem k vyšší výpočetní ceně metody a potřebě počítat velikosti sil v průběhu kroku
nám kromě přesnosti tato metoda při použití v interaktivních aplikacích příliš nepřináší.
Naopak značně komplikuje výpočet a snižuje rychlost odezvy aplikace.
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Kapitola 3
Dostupné implementace
V této kapitole popíši některé dostupné implementace pro fyzikální simulaci pevných těles
v prostoru. Zabývat se budu především open-source implementacemi.
3.1 Bullet Physics
Bullet Physics1 je multiplatformní open-source knihovna pro detekci kolizí a simulaci pev-
ných i měkkých (deformovatelných) těles. Využití této knihovny je bez poplatků a je distri-
buována pod ZLib licencí.
Jedná se o velmi pokročilou fyzikální knihovnu, která podporuje následující funkciona-
litu [2]:
∙ Diskrétní a kontinuální2 detekci kolizí podporující konvexní i konkávní meshe a veš-
kerá základní primitiva.
∙ Tělesa s šesti stupni volnosti včetně různých typů omezení (constraints) a složená
tělesa.
∙ Rychlý a stabilní mechanismus pro řešení omezení (constraint solver), dynamiku vozi-
del, ovládání postavy, písty, panty a kuželový omezovač rotace (cone twist constraint)
pro ragdoll simulaci.
∙ Dynamiku měkkého tělesa pro látku, lana a další deformovatelné objekty s obousměr-
nou interakcí s pevnými tělesy.
Bullet engine je modulární a umožuje vývojáři použít pouze některou z jeho částí (napří-
klad detektor kolizí, nebo matematickou knihovnu). Také umožňuje volbu mezi výpočtem
jednoduchou nebo dvojitou přesností. Engine dále poskytuje nástroje pro ladění. V případě
některých částí enginu lze volit mezi použitými metodami. Celkově jsou možnosti knihovny
dobře popsané v uživatelském manuálu. K dispozici je také wiki a diskusní fórum.
1http://bulletphysics.org
2 Kontinuální detekce kolizí (CCD – Continuous Collision Detection) se používá pro redukci efektu zná-
mého jako tunelování — objekt při vysoké rychlosti projde překážkou bez kolize. Detekce kolize se neprovádí
jen na začátku intervalu, ale v několika dalších časových okamžicích. Bullet engine provádí kontinuální de-
tekci kolizí pouze s obalovou koulí.
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3.1.1 Bullet a OpenCL
Ve verzi 3.x se vývojáři rozhodli pro implementaci používající OpenCL akceleraci. Pou-
žitý postup je popsaný v dokumentu GPU rigid body simulation using OpenCL [3]. Autoři
v tomto dokumentu popisují úpravy, které byly třeba aplikovat pro provoznění enginu na
GPU. Vyskytuje se zde jistá podobnost s touto prací. To je však pochopitelné vzhledem
k tomu, že se zabývá stejnou problematikou. Některé použité postupy jsem použil v této
práci. Jedná se především o použití indexů místo ukazatelů a přesun těles do souvislé pa-
měti. Dále je podobné i plánování dávek. Ovšem Bullet toto plánování provádí na GPU.
Autoři dále doporučují mít přípravenou funkční implementaci často používaných ope-
rací jako řazení, paralelní výpočet sumy, prefixový scan a podobně. Rovněž popisují výhody
použití lokální paměti a jak ji pomocí předchozích operací využít efektivněji. Také popi-
sují použití automických instrukcí pro zápis do globálního buffer. Jediný problém OpenCL
implementace je nedeterminismus způsobený tímto použitím atomických instrukcí.
3.2 qu3e
qu3e3 je jednoduchá knihovna open-source knihovna vydaná pod licencí ZLib. Její mož-
nosti jsou celkem omezené, jelikož podporuje pouze simulaci boxů a těles z boxů složených.
Chybí zde však řádná dokumentace a způsob použití uživatelského API je třeba vyčíst ze
zdrojového kódu dostupné demo aplikace.
qu3e používá AABB hierarchii pro rychlé vyfiltrování kolizí. Pro přesnější detekci je zde
využito SAT teorému. Knihovna si navíc sama udržuje seznam vytvořených těles, což je
rozdíl oproti Bullet enginu, kde data o tělesech spravoval uživatel.
Knihovnu qu3e jsem využil pro účely projektu4 na téma Fyzikální simulace pevného
tělesa na GPU do předmětu Grafické a multimediální procesory.
3Repozitář qu3e: https://github.com/RandyGaul/qu3e
4 Repozitář projektu: https://github.com/JOndra91/rigid-body-simulation
Vyhodnocení výsledků implementace se nachází ve složce doc/ a je třeba sestavit pomocí programu LATEX.
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Kapitola 4
Knihovny pro
akceleraci/paralelizaci
Knihoven pro akceleraci algoritmů na GPU existuje hned několik. Z velké míry jsou si
docela podobné a liší se především detaily, podporou a využitím. Ačkoliv se terminologie
mezi knihovnami liší, jedná se stále o stejný hardware a strukturu. Ve všech uvedených
případech lze uplatnit stejné principy.
4.1 Společné prvky
Grafické karty běžně disponují několika multiprocesory, které vykonávají stejné operace
na více datech najednou. V zásadě se jedná o SIMD (Single Instruction Multiple Data)
instrukce, kterými dnes disponuje i většina procesorů. Zásadní rozdíl je ovšem ve velikosti
dat, které jeden multiprocesor zvládne zpracovat při jedné instrukci. V případě grafických
karet to typicky bývá 32 či 64 skalárních hodnot.
Knihovny pro akceleraci využívají této architektury k masivní paralelizaci. Ne všechny
algoritmy jsou pro paralelizaci vhodné, zejména jde o algoritmy, kde je příliš mnoho závis-
lostí mezi daty. Přestože se grafické karty stále používají pro vykreslování, knihovny pro
akceleraci nám v podstatě poskytují odlišný pohled na stejný hardware.
Všechny tyto knihovny rozlišují mezi hostitelem (CPU) a zařízením (GPU). Jedná se
o client-server architekturu — hostitel a zařízení nesdílejí data — kde hostitel je v roli
klienta a zařízení zastupuje roli serveru. Typický způsob práce je následující:
1. Hostitel získá kontext zařízení
2. Hostitel vyhradí paměť na zařízení
3. Hostitel připraví data pro zařízení
4. Data se zkopírují z paměti hostitel do paměti zařízení
5. Zařízení provede na požadavek hostitel výpočet
6. Data se zkopírují z paměti zařízení do paměti hostitel
7. Hostitel uvolní paměť na zařízení
8. Hostitel uvolní kontext zařízení
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Při běžné práci se tyto kroky často opakují a hostitel si ponechává kontext zařízení a
paměť zařízení zůstává vyhrazena po celou dobu běhu aplikace a uvolňuje se až při jejím
ukončení.
Kód zařízení se nazývá kernel. Jedná se o funkci s variabilním počtem parametrů bez
návratové hodnoty (typ void). Alternativně lze místo parametrů použít globální proměnné.
Ty se pak pomocí API dané knihovny provážou s daty, ať už se jedná o buffer na zařízení
nebo předanou hodnotu (typicky skalární hodnota, vektor nebo matice) a spustí se kernel.
4.2 CUDA
CUDA (Compute Unified Device Architecture) je proprietární knihovna společnosti Nvidia.
Její použití je však bezplatné a je k dispozici pro platformy Windows, Mac a Linux, ovšem
jen s grafickými kartami Nvidia. Podpora Cudy pro karty Nvidia je na vyšší úrovni něž
podpora OpenCL.
Významným rozdílem, který odlišuje Cudu od ostatních nástrojů je sdílený kód hostitele
a zařízení. Ten je typicky v souboru s příponou *.cu a vychází z jazyka C s podporou
templatování. Funkce, která se spouští na zařízení, je deklarována jako __global__ a volána
pomocí konstrukce function<<<gridSize, blockSize>>>(parameters ...).
Ukázka kódu v jazyce CUDA
__global__ void add(int *a, int *b, int *c) {
// this thread handles the data at its thread id
int tid = blockIdx.x;
if (tid < N)
c[tid] = a[tid] + b[tid];
}
int main(void) {
int a[N], b[N], c[N];
int *dev_a , *dev_b , *dev_c;
// allocate the memory on the GPU
// fill the arrays ’a’ and ’b’ on the CPU
// copy the arrays ’a’ and ’b’ to the GPU
// compute grid size and block size
add <<<gridSize ,blockSize >>>(dev_a , dev_b , dev_c);
// copy the array ’c’ back from the GPU to the CPU
// display the results
// free the memory allocated on the GPU
return 0;
}
4.3 OpenGL a DirectX
OpenGL a DirectX slouží primárně pro rendering. K tomu obě technologie využívají vy-
kreslovací řetězec s programovatelnými částmi, které ovlivňují finální výsledek. Zatímco
OpenGL je multiplatformní, DirectX je dostupná pouze pro operační systémy Windows.
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Pro účely této práce nás ovšem nezajímá příliš vykreslovací řetězec, nýbrž compute shadery,
které jsou zcela oddělené.
Využití compute shaderů je výhodné především v případech, kdy již používáme Di-
rectX či OpenGL a chceme urychlit některé algoritmy. Ačkoliv compute shadery lze využít
pro akceleraci fyzikální simulace, mnohem lépe se uplatní při post-processingu vykreslené
scény. Dostupné API totiž neposkytuje příliš detailní kontrolu nad spouštěnými kernely a
teoreticky bychom mohli přijít o některé výhody.
4.4 OpenCL
OpenCL je další z nástrojů pro paralelizaci. Na rozdíl od Cudy, OpenGL a DirectX, které
umožňují akceleraci pouze na GPU, OpenCL má mnohem více možností. Kromě GPU a
CPU, což se uplatní především ve fázi vývoje lze akceleraci použít i na APU, DSP či FPGA.
Podobně jako OpenGL i OpenCL je multiplatformní.
OpenCL API je dostatečně nízkoúrovňové a je k dispozici v jazyce C i C++. Většinu
akcí lze spouštět jak synchronně i asynchronně. Při asynchronním spouštění lze specifikovat
závislosti pomocí událostí.
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Kapitola 5
Návrhy implementace
V této kapitole krátce popíši některé možnosti řešení, na které jsem narazil během studia
tohoto problému. Pro implementaci preferuji použití knihovny OpenCL především kvůli
preciznější kontrole na vykonávanými úlohami, ale také kvůli možnosti spustit kód na pro-
cesoru.
5.1 Simulace pomocí částic
V knize GPU Gems 3 [7] je věnována 29. kapitola fyzikální simulaci pevných těles. Využívá
k tomu převod simulovaného modelu na částice. Ačkoliv je popsaný algoritmus postaven na
vykreslovacím řetězci, nebylo by to překážkou. S použitím OpenCL by bylo dokonce možné
využít vhodnější struktury pro reprezentaci potřebných dat.
Algoritmus využívá pravidelné mřížky, která může obsahovat i několik částic. Pro každou
částici se pak kontroluje kolize s částicemi ve stejné buňce a v okolí 3× 3× 3. Následně se
spočítají síly působící na jednotlivé částice, jak ovlivňují pohyb tělesa a posledním krokem
je integrace.
Tato metoda nahrazující pevná tělesa částicemi se jeví výhodná z několika důvodů:
1. Pracuje se pouze s částicemi, díky čemu nebude třeba téměř příliš používat větvení
v kernelu, což v některých případech může znatelně ovlivňovat výkon.
2. Popsaný algoritmus nevyužívá rozdělení na hrubou a jemnou fázi.
3. Simulaci pevných těles lze bez příliš velkého úsilí zkombinovat se simulací tekutin.
4. Složitost tělesa neovlivňuje rychlost simulace a nekonvexní modely zde nejsou problé-
mem.
Kromě popsaných výhod zde však vidím jeden zásadní problém a tím je velikost mřížky.
S velikostí mřížky rostou i nároky jak na paměť i na výpočetní výkon. Pokud bychom chtěli
takovýto systém použít například ve hrách, měli bychom problém nejen s pamětí (na GPU
je třeba dostat také textury a další modely), ale i s volbou velikosti mřížky a částic. Takový
algoritmus by byl využitelný akorát pro technologickou demonstraci.
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5.2 Simulace boxů
Alternativou k částicovému systému je pracovat přímo se samotnými tělesy. V tomto případě
bych simulaci pro jednoduchost omezil pouze na boxy a další primitiva bych případně přidal
později.
Zde se nabízí dvě možnosti. První možností je pokračovat na úpravách knihovny qu3e,
což by vyžadovalo značné úpravy a změny ve struktuře simulátoru. Postupně bych se snažil
přesouvat jednotlivé fáze podle výpočetní náročnosti.
Druhou možností je navrhnout vlastní knihovnu. Výhodou druhé varianty je možnost
navrhnout datové typy a celkovou organizaci dat tak, aby bylo možné data nahrát přímo
na zařízení bez dodatečného přeuspořádání. Implementace fyzikálního enginu je však velmi
složitá a vyžaduji velké množství znalostí na rozdíl od úpravy již existujícího řešení. Proto
jsem se rozhodl pro modifikaci knihovny qu3e.
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Kapitola 6
Implementace a experimenty
Kvůli časové i vědomostní náročnosti implementace relativně stabilního fyzikálního engine
jsem se rozhodl pokračovat v úpravách knihovny qu3e. V této kapitole budou postupy
použité během implementace a výsledky a srovnání měření v různých bodech implementace.
6.1 Testovací scéna
Abychom mohli porovnávat výsledky měření, je třeba zvolit testovací scénu, na které veškerá
měření budou probíhat (obrázek 6.1). Testovací scéna se skládá z jednoho statického kvádru
sloužícího jako podložka a z kvádrů o rozměrech 1× 1× 1 jednotek1 naskládaných do věže
o rozměrech 16 × 16 × 80 krychlí. Mezi krychlemi jsou mezery o velikosti 0.1 jednotky a
celá věž se nachází 5.0 jednotek nad podložkou. Po spuštění simulace postupně přibývají
kolize mezi tělesy a věž se zhroutí přibližně po 500 krocích simulace. Délka kroku simulace
je nastavena na 160s.
6.2 První měření
První měření slouží jako základ pro určení priorit. Dle výsledků lze určit, které části má
smysl akcelerovat nejdříve a naopak u kterých částí se akcelerace nevyplatí. Použitý hard-
ware je uveden v tabulce 6.1. Toto a veškerá další měření budou probíhat na optimalizova-
ném spustitelném souboru (-DCMAKE_BUILD_TYPE=Release v systému CMake).
Simulace v knihovně qu3e se skládá z několika fází. Ty jsou sekvenčně provedeny v me-
todě q3Scene::Step() a rovněž se mohou skládat z dalších fází. Pro přehled si však zatím
vystačíme s tímto hrubým měřením. Uvedené názvy většinou vycházejí z názvu volané
metody. Detaily jednotlivých fází budu popisovat pouze v případě potřeby.
Z grafu naměřených hodnot (6.1) vychází pro testovací scénu jako nejnáročnější fáze
Solve. Následují fáze Test collisions a Find contacts. Postupným urychlením fází bychom
měli dosáhnout značného zrychlení. Dále za povšimnutí stojí porovnání křivek Solve a
Test collisions v prvních 50 krocích simulace. Protože v tomto intervalu ještě v simulaci
nedocházelo ke kolizím, fáze Solve je relativně nenáročná oproti zbytku simulace.
1 V nastavení enginu qu3e je gravitační zrychlení nastaveno na 9.8. Na základě tohoto nastavení lze za
jednotky považovat metry, avšak pro jednoduchost budu nadále používat neutrální pojem jednotka.
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Obrázek 6.1: Snímek testovací scény.
Zařízení Specifikace
CPU Intel Core i5-3210M
Frekvence: 2500MHz
Počet jader: 4 (2 + Hyperthreading)
Paměť: 8GB
GPU NVIDIA GeForce GTX 660M
Frekvence: 950MHz
Počet CUDA jader: 384
Paměť: 2GB
Tabulka 6.1: Hardware použitý pro měření na CPU.
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Graf 6.1: První měření na CPU.
6.3 Fáze Solve
Fáze Solve se skládá z několika kroků. Prvním krokem je rozdělení scény na skupiny koli-
dujících bloků (q3Island). V praxi to znamená, že se vybere jeden blok a do skupiny se
přidávají všechny bloky, které jsou propojené kolizemi přes dynamická tělesa. Statická tělesa
samotná do skupiny patří, ale již se nepodílejí na rozšiřování skupiny. Jedná se tedy o hle-
dání komponent neorientovaného grafu a pro tento účel se používá algoritmus prohledávání
do hloubky.
Následují volání metod q3Island::Initialize() a q3Island::Solve().
q3Island::Initialize() pouze inicializuje pole struktur typu
q3ContactConstraintState. Nedochází zde k žádným výpočtům, pouze se kopírují již
dostupná data. Pravděpodobně se jedná o snahu předejít použití dvojitých ukazatelů. Kaž-
dopádně později zjistíme, že se nám tento návrh dobře uplatní při přesunu algoritmu na
GPU.
q3Island::Solve() pak na tělesa aplikuje gravitační sílu, integruje jejich rychlost a
vektory uloží do pole struktur typu q3VelocityState. Následuje výpočet kolizní odezvy
pomocí objektu třídy q3ContactSolver, přečtení vypočtených vektorů rychlosti
(q3VelocityState) a integrace pozice. Posledním krokem je uspání těles nacházející se po
delší dobu v klidu.
Dle grafu (6.2) naměřených hodnot fáze Solve vychází jednoznačně jako nejnáročnější
ta část, která počítá odezvu těles na kolize (Solve contacts). Oproti této fázi jsou časy
ostatních fází téměř zanedbatelné. Ještě lze možná zvážit urychlení fáze Build islands.
6.4 Převod fáze Solve na GPU
Při převodu fáze Solve jsem se nejprve soustředil na převod metod metody
q3ContactSolver::Solve(). Vzhledem k tomu, že většina potřebných již dat byla uspo-
řádána v lineárním poli, pro převod této metody nebylo třeba přidávat další režii pro
přeuspořádání dat. Ovšem bylo nutné změnit některé struktury. Struktura
24
−50 0 50 100 150 200 250 300 350 400 450 500 550
0
200
400
600
800
1,000
Krok
Č
as
[m
s]
Build islands
Init islands
Integrate velocity
Solve contacts
Integrate position
Sleep
Graf 6.2: Měření fáze Solve na CPU.
q3ContactConstraintState obsahovala položku q3ContactState contacts[8], přitom
ne vždy bylo využito celé pole. Z hlediska GPU, která má obecně k dispozici méně paměti
se to zdá být jako plýtvání. Tento problém jsem vyřešil zavedením dalšího bufferu pro struk-
turu q3ContactStateOcl. Struktura q3ContactConstraintStateOcl pro OpenCL verzi již
neobsahuje položku contacts, ale q3ContactStateOcl se na ní odkazuje pomocí položky
u32 constraintIndex. Díky této změně se na GPU nahrávají jen nezbytně nutná data.
Dalším krokem bylo korektní zarovnání použitých struktur. Tento problém popisuji v ka-
pitole 7.1.
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struct q3ContactState
{
q3Vec3 ra;
q3Vec3 rb;
r32 penetration;
r32 normalImpulse;
r32 tangentImpulse[ 2 ];
r32 bias;
r32 normalMass;
r32 tangentMass[ 2 ];
};
struct q3ContactConstraintState
{
q3ContactState contacts[ 8 ];
q3Vec3 tangentVectors[ 2 ];
q3Vec3 normal;
q3Vec3 centerA;
q3Vec3 centerB;
q3Mat3 iA;
q3Mat3 iB;
i32 contactCount;
r32 mA;
r32 mB;
r32 restitution;
r32 friction;
i32 indexA;
i32 indexB;
};
struct q3ContactStateOcl
{
q3Vec3 ra;
q3Vec3 rb;
r32 tangentImpulse[ 2 ];
r32 tangentMass[ 2 ];
r32 penetration;
r32 normalImpulse;
r32 bias;
r32 normalMass;
u32 constraintIndex;
} ALIGNED;
struct q3ContactConstraintStateOcl
{
q3Mat3 iA;
q3Mat3 iB;
q3Vec3 tangentVectors[ 2 ];
q3Vec3 normal;
q3Vec3 centerA;
q3Vec3 centerB;
i32 contactCount;
r32 mA;
r32 mB;
r32 restitution;
r32 friction;
i32 indexA;
i32 indexB;
} ALIGNED;
Kód 6.1: Porovnání struktur fáze Solve pro CPU a GPU.
CPU implementace této fáze vždy sestaví skupinu bloků a následně ji vyřeší. Jednotlivé
skupiny se řeší sekvenčně a stejně tak kontakty v rámci skupiny. Při první úpravě jsem
paralelizoval pouze řešení kontaktů v rámci skupiny. Toho jsem dosáhl tak, že jsem třídu
q3ContactSolver rozdělil na 2 verze. Jedna pro CPU (q3ContactSolverCpu) a druhá pro
OpenCL (q3ContactSolverOcl). Podle počtu kontaktů ve skupině se program rozhodoval2,
zda skupinu řešit pomocí OpenCL nebo na CPU.
Vzhledem k tomu, že kontakty sdílely tělesa, nebylo možné vypočítat odezvu na kolize
jedním spuštěním kernelu. Tento přístup by vedl k výsledkům zcela odlišných od CPU im-
plementace a obecně k nesmyslnému chování simulace. Zde se nabízelo řešení naplánováním
dávek. Ke korektnímu naplánování jsem zavedl dva pomocné objekty. std::set<cl_uint>
contactsToPlan je množina indexů kontaktů, které je třeba naplánovat.
std::vector<cl_uint> bodyAllocationTable je pak vektor indexů pro každý objekt, ur-
čující ve které dávce bylo těleso naposledy použito. Dále bylo nutno vytvořit vektor dávek
std::vector<cl_uint> m_clBatches a vektor velikosti jednotlivých dávek
std::vector<cl_uint> m_clBatchSizes, kterými se řídlo spouštění kernelu. Plánování
probíhalo opakovanou iterací přes contactsToPlan, dokud množina nebyla prázdná. Pro
každý kontakt se zkontrolovalo, zda jedno z těles účastnících se kolize již nebylo v aktu-
ální dávce použito (statická tělesa se mohla jedné dávky zúčastnit vícekrát). Pokud bylo
možno kontakt naplánovat, index dávky pro obě tělesa se nastavil na aktuální index dávky
2 Rozhodování probíhalo na základě pevně stanoveného prahu. Pokud byl počet kontaktů větší než 64
(zvolená velikost pracovní skupiny OpenCL), pak se skupina řešila pomocí OpenCL.
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a kontakt byl odebrán z množiny contactsToPlan a přidán na konec vektoru m_clBatches.
Toto plánování ovšem není bezchybné. Ačkoliv pro první dávky je možné naplánovat
velké množství kontaktů, může se stát, že ke konci vznikne několik velice malých dávek jako
například v následujícím výpisu:
2048, 2048, 2047, 2048, 2048, 2048, 1907, 621, 73, 4, 3, 1, 1, 2, 1, 1
Nejenže některé dávky obsadí celý warp/wavefront (dále jen warp) pro velmi malý počet
kontaktů, z důvodu zpracování dávek sekvenčně nelze ani obsadit další warpy i přes to, že
je k dispozici dostatek kontaktů v další dávce.
Co se týče samotného algoritmu pro výpočet odezvy na kolizi. Převod na OpenCL kernel
byl relativně jednoduchý. První úpravou byla změna načítání dat z původního cyklu. Každé
vlákno si přečte v pole dávek index kontaktu a poté načte potřebná data. Další úpravou
bylo doplnění chybějících funkcí použitých v kódu. Téměř ve všech případech bylo možné do
inline funkce zabalit volání na OpenCL funkci. Posledním krokem bylo doplnění funkce pro
násobení matice s vektorem a nahrazení všech výskytů této operace voláním dané funkce.
OpenCL ve verzi 1.2 totiž tuto operaci nativně nenabízí. Algoritmus je bohužel na tolik
jednoduchý, že nelze efektivně využít například cachování do lokální paměti. Ve výsledku
se zde pracuje pouze s globální pamětí a registry.
Jak již bylo zmíněno, CPU verze provádí výpočet jednotlivých skupin sekvenčně. Proto
jsem v první fázi převodu řešil malé skupiny na CPU. Pro GPU by však bylo mnohem
výhodnější řešit vše jako celek. Tato úprava si však vyžadovala razantnější změnu ve struk-
tuře knihovny. Byla zrušena třída q3ContactSolverOcl a místo toho byly zavedeny dvě
třídy q3IslandSolverCpu a q3IslandSolverOcl se společným rozhraním, kterým byla
metoda void Solve( q3Scene *scene ), přičemž q3IslandSolverCpu obsahuje původní
CPU implementaci.
q3IslandSolverOcl se liší především v sestavování skupin. Zatímco CPU implementace
sestavuje jednotlivé skupiny pomocí struktury q3Island, OpenCL implementace obsahuje
pouze jeden vektor pro všechny skupiny. V obou verzích je ale zachován algoritmus pro-
hledávání do hloubky, bez kterého bychom se neobešli. Ovšem v případě OpenCL není
třeba k oddělení skupin, ale k pouhému přidání všech těles a kontaktů do bufferu. Zároveň
byla na GPU převedena i metoda q3ContactSolver::PreSolve(). Postup při převodu byl
v podstatě stejný jako v případě q3ContactSolver::Solve().
Porovnání implementací s využitím CPU a OpenCL se nachází na grafech 6.3 a 6.4.
Výsledné hodnoty jsou získány průměrem alespoň z 5 měření. Z grafu 6.3 můžeme pro danou
scénu předpokládat přibližně 3-4 násobné zrychlení. OpenCL implementace pravděpodobně
může dosáhnout i vyššího zrychlení ve scénách, kde se vyskytuje velké množství skupin.
Zvláštností je, že v případě OpenCL dosahuje GPU i CPU velice podobných výsledků.
Experimentálně jsem si ověřil, že má GPU sečte vektor floatů o velikosti 5 000 000 prvků
přibližně 5krát rychleji než CPU a paměťové přenosy jsou rovněž rychlejší. Předpokládám,
že nízký výkon GPU je způsobený špatnou lokalitou a náhodným přístupem [9].
6.5 Převod seznamu těles na pole
Knihovna qu3e pro uložení většiny informací používá obousměrně vázaný seznam. Problém
s nahráním takových informací na GPU je ten, že data nejsou uspořádána za sebou v line-
árním bloku a před nahráním je třeba všechny potřebné informace do takového bloku (pole
nebo std::vector) překopírovat. Ve většině případů knihovna pracuje s daty typu q3Body
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Graf 6.3: Srovnání urychlené části fáze Solve s CPU implementací.
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Graf 6.4: Srovnání celkové doby CPU a OpenCL implementace po urychlení fáze Solve.
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a q3Box, které popisují samotné objekty. Minimálně tato data by bylo vhodné udržovat
v jednom paměťovém bloku pro rychlé nahrání na GPU.
Největším problémem této úpravy jsou konstantní adresy. Díky obousměrně vázanému
seznamu lze přidávat a odebírat tělesa a data zůstávají na stejné adrese. Při odebírání prvků
z pole to bohužel není tak jednoduché. Nabízí se zde několik možností.
Pokud máme jistotu, že je pole dostatečně veliké pro celou dobu běhu aplikace, lze
pouze označovat položky na daných indexech jako neaktivní a pro rychlejší přidávání po-
ložek lze udržovat volné pozice v seznamu. Taková situace však zavádí omezení co se týče
maximálního počtu těles a při nahrávání dat na GPU bychom navíc nahrávali nepotřebná
data. Navíc by byla potřeba dodatečná informace, aby vlákna načítala data ze správných
indexů, nebo by bylo třeba spustit více vláken, přičemž některá by svou práci ukončila hned
při přečtení hodnoty, zda je těleso aktivní. Vydat se touto cestou tedy v případě knihovny
qu3e nelze.
Veškeré další možnosti vyžadují přesouvání dat a závislost na konstantních adresách je
třeba vyřešit alternativní cestou. K tomu lze využít víceúrovňové odkazování, přičemž je
třeba zajistit konstantní adresu minimálně na jedné úrovni. Místo ukazatelů na daný objekt,
jsem zavedl strukturu, která slouží pro určení adresy objektu při výpočtech na CPU. Jedná
se o struktury q3BodyRef a q3BoxRef (reference). Dále jsem zavedl třídu q3Container,
která slouží jako centrální úložiště informací o tělesech a zapouzdřuje manipulaci s nimi.
Struktury q3BodyRef a q3BoxRef jsou uloženy v seznamu ve třídě q3Container a apli-
kace pracuje pouze s ukazateli na tyto struktury. Jedná se tedy úroveň s konstantními
adresami. Tyto struktury pak obsahují ukazatel na objekt q3Container a index odpovída-
jícího objektu v poli, nacházejícím se v objektu q3Container. Použitím indexu nedochází
k invalidaci adresy při přemístění pole z důvodu realokace místa.
Přidávání objektů je při této organizaci dat bezproblémové. Prvek se přiřadí na konec
pole a v seznamu se vytvoří odpovídající reference. Problematické je odstraňování prvků
z jiného než posledního indexu. Při odstranění prvku ze středu pole je třeba volné místo
zaplnit. Například třída std::vector implementuje operaci erase(), která zachovává po-
řadí prvků. To při odstranění prvku vede k přesunu všech následujících prvků což vede ke
zvýšené režii nejen kvůli přesunu, ale protože je třeba aktualizovat indexy ve všech odpo-
vídajících referenčních strukturách. Protože v tomto případě pořadí prvků není důležité, je
možné odstranění provést přesunutím posledního prvku na pozici odstraňovaného prvku a
aktualizací indexu v odpovídající referenční struktuře. Odstranění prvků z libovolné pozice
tímto způsobem, je nenáročná operace s konstantní složitostí.
Díky této úpravě je možné nahrávat data na GPU bez dodatečného zpracování. V rámci
další optimalizace by bylo možné data udržovat v rezidentní paměti3. To by umožnilo pře-
nos pomocí DMA řadiče, čímž bychom při prokládání s výpočtem na CPU dosáhli dalšího
zrychlení. Dále tato úprava způsobila změnu pořadí, ve kterém se pracuje s objekty. V pů-
vodní implementaci se objekty nové přidávaly na začátek seznamu, kdežto nyní se přidávají
na konce. Ačkoliv tato změna ovlivňuje výsledek simulace, rozhodně neovlivňuje správnost
výsledku.
6.6 Rozšíření fáze Solve
Úprava popsaná v předchozí kapitole umožňuje jednoduché rozšíření fáze Solve. Konkrétně
lze na GPU přenést aplikaci gravitační síly, integraci rychlosti, integraci pozice a část vý-
3v anglické literatuře pinned memory
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Graf 6.5: Srovnání urychlené části rozšířené fáze Solve s CPU implementac.
počtu používané pro uspávání těles nacházejících se v klidu. Zároveň lze tělesa modifikovat
přímo na GPU, oproti předchozímu řešení, když se vytvořil buffer s rychlostmi pro každé
těleso a po výpočtu se tělesa aktualizovala. Nyní naplnění tohoto bufferu probíhá na GPU,
během fáze Integrate velocity. Fázi samotnou se téměř nevyplatí provádět na GPU (graf
6.2), ovšem při kombinaci s fází Solve contacts lze dosáhnout dalšího zrychlení. Zatím co
na GPU probíhá výpočet lze na CPU současně plánovat dávky kontaktů pro fázi Solve
contacts. Výsledkem fáze Integrate velocity je stále buffer rychlostí, ovšem tento buffer byl
vytvořen přímo na GPU.
V podobném duchu je na GPU přenesena fáze Integrate position. V rámci této fáze se
nové rychlosti aplikují na těleso a následně dochází k integraci pozice. Navíc během této
fáze probíhá část výpočtu pro uspávání těles. Konkrétně se jedná o výpočet doby, jakou se
těleso nachází v klidu.
Další úpravou, je mapování bufferů do rezidentní paměti s použitím
clEnqueueMapBuffer. Přenos dat touto metodou je rychlejší, než při použití
clEnqueueWriteBuffer, pokud data teprve připravujeme. Pokud již máme data k nahrání
k dispozici, je pravděpodobnější použít clEnqueueWriteBuffer.
Na grafech 6.5 a 6.6 jsou výsledky měření po popsaných úpravách. Hodnoty v grafu 6.5
však nejsou přímo srovnatelné s předchozími výsledky, jelikož předchozí výsledky obsahují
pouze fázi Solve contacts, zatímco aktuální výsledky zahrnují navíc další fáze. Z celkového
srovnání však došlo mezi kroky 130 a 350 na GPU k urychlení oproti předchozím výsledkům
i oproti CPU. Na druhou stranu po kroku 350 došlo k patrnému zpomalení.
6.7 Změna plánování dávek
Při původním plánování dávek bylo provedeno mapování 1 kontakt na 1 GPU vlákno.
Každé vlákno tedy muselo načíst veškerá data a jelikož kontakty mezi dvěma stejnými tělesy
jisté informace sdílejí, docházelo k načítání stejných dat při různých invokacích kernelů. To
z důvodů vysoké latence globální paměti není příliš vhodné. Pokud bychom však namapovali
všechny kontakty mezi dvěma tělesy (těch může být maximálně 8) na 1 GPU vlákno, mohli
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Graf 6.6: Srovnání celkové doby CPU a OpenCL implementace po rozšíření fáze Solve
(předchozí výsledky čárkovaně).
bychom společná data načíst pouze jednou, ovšem za cenu možné divergence vláken. Pokud
by téměř všechny vlákna ve warpu měla 1 kontakt a pouze jedno vlákno by zpracovávalo
8 kontaktů, po dobu zpracování zbývajících 7 kontaktů by ostatní vlákna byla nevyužita.
Toto je však nejhorší možný případ a častěji však bude docházet spíše k situacím kdy více
vláken má více kontaktů.
Jak se ukázalo, tato úprava má na rychlost simulace pozitivní dopad v případě GPU
(grafy 6.7 a 6.8). To zejména v intenzivní části simulace, ve které dochází k vysokému počtu
kolizí. Trochu překvapivě se změna projevila lehce negativně při použití CPU. Co se týče
celkové doby simulace, ta se jeví jako pomalejší oproti předchozí verzi. Ovšem zpomalení
vykazuje i verze bez OpenCL, která nebyla modifikována. Je tedy možné, že měření bylo
zatíženo dalšími procesy4.
6.8 Převod fáze Test collisions na GPU
Během fáze Test collisions se testuje, zda mezi tělesy došlo ke kolizi. To probíhá v několika
krocích, přičemž prvním krokem je rychlý test pomocí AABB hierarchie (více v kapitole
2.4.1). Pokud tělesa projdou touto fází, dochází k přesnějšímu testování pomocí SAT algo-
ritmu přímo na samotných tělesech. Zde ještě dochází k rozlišení, zda jsou tělesa zarovnány
na některé ze společných os a podle toho se detekují kolize pouze na 6 vlastních osách obou
těles, nebo na všech 15 osách, které popisuje SAT teorém pro kvádry.
Kromě testování kolizí v této fázi rovněž probíhá výpočet kolizních informací. Tyto infor-
mace popisují zejména pozici kontaktu, jeho normálu, hloubku penetrace a další informace
potřebné pro rezoluci kolize. Informace o kontaktu jsou uloženy ve struktuře q3Contact.
Převod byl proveden stejně jako v případě fáze Solve. Bylo zajištěno korektní zarovnání
struktur a původní C++ kód byl přepsán do OpenCL kernelu s drobnými modifikacemi
4 Jeden cyklus měření (CPU, OpenCL CPU a OpenCL GPU) trvá na mém počítači přibližně 20 minut,
což odpovídá délce jedné epizody seriálu Futurama, který jsem občas sledoval.
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Graf 6.7: Srovnání urychlené části fáze Solve s CPU implementací po změně plánování
dávek.
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Graf 6.8: Srovnání celkové doby CPU a OpenCL implementace po změně plánování dávek
(předchozí výsledky čárkovaně).
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Graf 6.9: Srovnání fáze Test collisions s CPU implementací.
umožňujícími kompilaci kernelu. Jedním z problémů byl například subscript5 operátor na
vektorech. Tento problém bylo možné vyřešit jednoduchým přepisem na odpovídající prvek
vektoru v případech kdy parametrem subscript operátoru byla konstantní hodnota. Tento
přepis je však velice náchylný na chyby. Jediná chyba může výrazně ovlivnit výsledek simu-
lace. V ostatních případech bylo třeba překopírovat položky vektoru do pole na odpovídající
pozice a následně přečíst požadovaný prvek z tohoto pole.
Dalším problémem byla funkce q3Sign, která vrací 1.0 pro kladná čísla a −1.0 pro
záporná čísla. Tu jsem nadefinoval pomocí vestavěné funkce sign. Problém byl, že jsem
předpokládal stejné chování, avšak tato funkce vrací navíc hodnoty −0.0, +0.0 a 0.0. Toto
chování v dalším výpočtu zapříčinilo dělení nulou, což způsobilo zkázu celé simulace. Na-
konec jsem tuto funkci nadefinoval pomocí copysign(1.0f, x).
Výsledky měření po této úpravě se nacházejí v grafech 6.9 a 6.10. I tento přímočarý pře-
vod bez optimalizací ve výsledku simulaci urychlil. Tato fáze nemá žádné datové závislosti
a je tedy optimální pro paralelní řešení. Problémem současného stavu je velké množství
větvení, které bude často způsobovat divergenci vláken a nedojde tak k optimálnímu vy-
užití GPU. Tato fáze také vyžaduje relativně velké množství dat. Více o tomto problému
popisuji v kapitole 7.2.
5 Subscript operátor se používá k přístupu prvku s nějakým klíčem. Ve většině programovacích jazyků
se pro tento operátor používají hranaté závorky.
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Graf 6.10: Srovnání celkové doby CPU a OpenCL implementace po převodu fáze Test
collisions na GPU (předchozí výsledky čárkovaně).
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Kapitola 7
Implementační problémy a
optimalizace
Tato kapitola obsahuje některé problémy a popis jejich řešení. Na jednotlivé podkapitoly se
odkazuji v kapitole 6. Některé problémy totiž nejsou unikátní jen pro danou fázi fyzikální
simulace, ale jsou společné pro více fází, nebo se objevují při práci s OpenCL.
7.1 Zarovnání struktur pro OpenCL
Hlavička OpenCL nabízí několik předdefinovaných datových typů. Všechny tyto typy jsou
dle specifikace zarovnány na mocninu 2. Pokud použijeme pouze tyto typy, pak by při
nahrávání nemělo dojít k problémům. Ovšem OpenCL umožňuje také použití vlastních
datových typů a právě zde může dojít k problémům způsobených rozdílným zarovnáním
mezi hostitelem a zařízením.
Uživatelsky definovaná struktura musí mít stejné zarovnání jak pro hostitele, tak pro
zařízení. Podobně jako u OpenCL typů, platí zarovnání na mocninu 2, ale také lze použít
násobek mocniny dvou. Korektní zarovnání lze ověřit pomocí operátoru sizeof(). Pokud
dává na hostiteli i na zařízení stejnou hodnotu, pak je správně alespoň vnější zarovnání.
V kódu 7.1 obsahuje struktura vec3 3 prvky typu float. Velikost této struktury je i se
zarovnáním 12 bajtů. V případě, že na straně hostitele použijeme tuto strukturu a na straně
zařízení použijeme typ float3, jehož velikost je 16 bajtů, dojde k chybnému nahrání dat.
Při kombinování uživatelských a OpenCL typů je třeba dávat pozor na zarovnání. Pokud
se uživatelská struktura skládá z dalších struktur, pak je třeba zajistit, aby tyto struktury
byly také správně zarovnány.
Dalším problémem může být vnitřní zarovnání, tedy rozmístění prvků ve struktuře.
Prvek umístěný mezi dva větší prvky může způsobit další odsazení. Tuto vlastnost lze
pozorovat na struktuře particle v kódu 7.1. Zde položka weight způsobuje odsazení 12
bajtů, aby další položka velocity mohla být zarovnána na hranici 16 bajtů. Při návrhu
struktury je vhodné řadit položky struktury od největší k nejmenší. Tímto způsobem, se
minimalizuje odsazení mezi položkami.
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Kód 7.1: Zarovnání struktur.
struct vec3 {
float x;
float y;
float z;
// 4 byte padding for compatibility with float3/cl_float3
};
struct particle {
struct vec3 position;
float weight;
// 12 byte padding
struct vec3 velocity;
};
7.2 Cachování v lokální paměti
U některých algoritmů se můžeme setkat s větší spotřebou proměnných či potřebou používat
velké struktury nebo pole. Automatické proměnné jsou udržovány pokud možno v registrech.
Při nedostatku registrů však nastává register spilling. Při tomto jevu se obsah registrů uloží
do paměti mimo čip. Jedná se o stejnou paměť, která je použitá pro globální paměťový
prostor. Tato paměť má latenci stovky instrukcí a přístupy do této paměti je vhodné co
nejvíce minimalizovat. V některých případech je možné použít lokální paměťový prostor,
což je rychlá paměť nacházející se přímo na čipu exekuční jednotky. Velikost této paměti
je však omezená a pohybuje se v rozmezí od 16kB do 64kB. Velikost této paměti pro kon-
krétní zařízení lze zjistit voláním clGetDeviceInfo(..., CL_DEVICE_LOCAL_MEM_SIZE,
...) [8].
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Kapitola 8
Závěr
Cílem této práce bylo nastudovat problematiku fyzikální simulace pevných těles, seznámit
se s dostupnými implementacemi a prostudovat dostupné nástroje pro paralelizaci algoritmů
na grafických kartách. Následoval návrh implementace. Na začátku implementace jsem iden-
tifikoval nejnáročnější fáze simulace a ty jsem poté implementoval pomocí OpenCL. Pro
každou významnou změnu jsem provedl měření a porovnal s předchozími výsledky.
V první urychlené fázi simulace se podařilo dosáhnout 5 až 10 násobného zrychlení
pro testovací scénu. Bylo provedeno několik úprav, přičemž každá buď dosáhla urychlení,
nebo umožnila další optimalizace. Druhá urychlená fáze nedosahuje optimálního zrychlení,
protože nebyly provedeny žádné významné optimalizace. Jedná se spíše o experimentální
implementaci.
Převod existujícího kódu na grafické karty není v případě fyzikální simulace nejvhod-
nější. Architektura grafických procesorů vyžaduje pro dosažení optimálních výsledků trochu
jiný návrh simulátorů. Objektově orientovaný návrh může být pro grafické karty v určitých
případech nepřátelský kvůli nejednotnému přístupu k paměti1 či příliš velkým strukturám,
které způsobují register spilling. Při implementaci fyzikálního enginu pro grafické procesory
je vhodnější návrh přizpůsobit architektuře pro dosažení co nejlepších výsledků.
8.1 Možnosti dalšího vývoje
V aktuálním stavu je možné dále urychlovat fází Solve collisions, která je aktuálně im-
plementovaná jako jeden OpenCL kernel s vysokým počtem větvení. Některá vlákna však
odpadávají již při testování kolize pomocí AABB hierarchie, ovšem hardwarová architektura
grafických procesorů neumožňuje těmto vláknům přidělit další práci dokud neskončí ostatní
vlákna ve stejném warpu/wavefrontu. Toto omezení by bylo možné obejít rozdělením na
více kernelů, kdy by potřebná vlákna odpadávaly postupně při testování pomocí AABB
hierarchie, dále při testování pomocí SAT teorému.
Dále by bylo možné na GPU převést fázi Find contacts, která také v simulaci vyžaduje
nezanedbatelný čas. Také fázi Reset flags by bylo možné sloučit s fází Solve, protože fáze
Reset flags upravuje příznaky používané pouze ve fázi Solve.
1v anglické literatuře uncoalesced memory access
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