Padé spectrum decomposition is an optimal sum-over-poles expansion scheme of Fermi function and Bose function [J. Hu, R. X. Xu, and Y. J. Yan, J. Chem. Phys. 133, 101106 (2010)]. In this work, we report two additional members to this family, from which the best among all sum-over-poles methods could be chosen for different cases of application. Methods are developed for determining these three Padé spectrum decomposition expansions at machine precision via simple algorithms. We exemplify the applications of present development with optimal construction of hierarchical equationsof-motion formulations for nonperturbative quantum dissipation and quantum transport dynamics. Numerical demonstrations are given for two systems. One is the transient transport current to an interacting quantum-dots system, together with the involved high-order co-tunneling dynamics. Another is the non-Markovian dynamics of a spin-boson system.
I. INTRODUCTION
Many problems in condensed phase physics, such as electronic structure, quantum transport, and quantum decoherence, involve integrals containing Fermi or Bose distribution function. Numerical efficiency of the underlying theoretical formulation often depends on how the quantum distribution function is treated. [1] [2] [3] Various sum-over-poles (SOP) schemes covering practically all finite temperatures have been proposed. They are particularly suitable for evaluating integrals by means of contour integration using Cauchy's residue theorem. For example, charge transport current calculations require only the evaluation of nonequilibrium Green's function at the poles of expansion. 4, 5 It is also true for the hierarchical equations-of-motion (HEOM) formalism of quantum transport 6, 7 and quantum dissipation theories. [8] [9] [10] [11] To have an explicit HEOM expression, it requires the environment correlation function (or lesser/greater Green's function), satisfying the fluctuation-dissipation theorem,
to be decomposed in an exponential-like series. In Eq. w(1), J (ω) is the interacting reservoirs/bath spectral density. Numerical efficiency of either HEOM or Green's function formalism does badly depend on the method of decomposing Fermi/Bose function f Fermi/Bose (ω) involved there. The mostly adopted SOP scheme is the Matsubara spectrum decomposition (MSD), [1] [2] [3] [4] [5] [6] [7] [8] [9] which is, however, notorious for slow convergence. 12 The Padé poles are found all pure imaginary, and can thus be used to define the Padé frequencies, in analogy with the celebrated Matsubara frequencies. This is right the feature of a spectrum decomposition scheme. We have also proved that [N −1/N ] PSD is equivalent to the continued fraction-based expression developed earlier by Ozaki. 13 The established relation between the Padé frequencies and the eigenvalues of a real trigonal symmetric matrix supports a high-precision determination of PSD scheme. 12 We will show that the new members to the PSDs family share all the above-mentioned merits. These three PSDs are the candidates of the best SOP scheme for different cases of application, as to be exemplified with the optimal construction of HEOM formulation in various scenarios. For demonstration, we will present the resulting efficient HEOM evaluations on both the quantum transport current in high-order co-tunneling regime and the nonperturbative quantum dissipation dynamics in certain standard model systems.
The remainder of this paper is organized as follows: We present the final results of all three PSD schemes in Sec. II, with the lengthy derivations detailed in Appendixes A and B.
In Sec. III we analyze the accuracy lengths of the PSD schemes. Applications are exemplified in Sec. IV, with optimal construction of HEOM formulations for quantum transport and quantum dissipation dynamics. We report the efficient HEOM evaluations on some numerically challenging problems, the high-order co-tunneling quantum transport and correlated system-environment coherent dynamics in model systems. Finally, we conclude in Sec. V.
II. PADÉ SPECTRUM DECOMPOSITION

A. Padé approximants
Let us recast Fermi/Bose function as
with x ≡ β(ω − μ) or x ≡ βω. We focus on the function (y) defined in Eq. (2), with y ≡ x 2 hereafter. Consider its three Padé approximants:
It is well known that Padé approximant To complete the desired SOP form, its parameters such as the roots of PSD denominator polynomials should be determined with high precision. This is not a problem for small N ; say N < 3, where the Padé polynomials and their roots can be identified analytically. The high-precision determination of roots is numerically challenging for high-order polynomials in general. Fortunately, all these three Padé schemes for Fermi/Bose function in concern support very accurate numerical methods. Amazingly, the roots to these three denominator polynomials, as functions of y = x 2 , are found to be all negative. In other words, all these three Padé approximants in Eq. (3) are qualified PSD schemes. The derivations of these PSD schemes are rather complicated and therefore presented in the Appendixes. We summarize the final results in Subsections II B and II C.
B. The [N −1/N] and [N/N] PSD schemes
These two PSD schemes of Fermi/Bose function are related to the same type of continued faction expansions and symmetric matrices for eigenvalues to PSD parameters (see Appendix A for details). The corresponding continued fraction expression reads
with
The [N −1/N ] PSD scheme goes by
being evaluated viã
Here, {−ζ 
and R N ≡ p N /q N being determined as
The roots to those involving above-mentioned polynomials are all negative and can be conveniently evaluated via the eigenvalues of real symmetric matrices as follows. The PSD frequencies {ξ j or ξ j ; j = 1, . . . , N } are related to the nonzero eigenvalues {λ j = ±2/ξ j or ±2/ξ j } of the real symmetric matrix, whose elements are
with M = 2N for {ξ j } or M = 2N + 1 for {ξ j }, respectively. The latter case has a zero eigenvalue, λ 0 = 0 thus ξ 0 → ∞, that does not contribute to Eq. (6a). The 2N nonzero eigenvalues are {±2/ξ j or ±2/ξ j ; j = 1, . . . , N }. It is same to say that the roots ofQ N (y) or Q N (y), given by {−ξ The all-negative roots {−ζ 2 j or −ζ 2 j } of the numerator polynomialP N −1 (y) or P N (y) can be determined similarly, but via the nonzero eigenvalues {λ j = ±2/ζ j or ±2/ζ j } of the real symmetric matrix, whose elements arẽ
This matrix amounts to the removal of the first row and the first column of the matrix of Eq. (7). Note that the MSD scheme has similar expression as Eq. (5a), but with η The related continued fraction expression for (y)
where
The identity
=¯ 2N +1 (y) = 2N +1 (y) enables us to express {d m } in Eq. (9) in terms of the parameters {b m } of Eq. (4b). Some simple but lengthy algebra, which is detailed in Appendix B, leads to
; m > 0.
(11)
The [N +1/N ] PSD scheme can now be constructed with the same algorithm as before. It goes by
The PSD frequencies {ξ j ; j = 1, . . . , N } in Eq. (12), by whichQ N (y)| y=−ξ 2 j = 0, are related to the nonzero eigenvalues {λ j = ±2/ξ j } of the real symmetric matrix, whose elements are
with M = 2N + 2 for the [N +1/N ] PSD. The corresponding matrix has a zero eigenvalue, λ 0 = 0 thusξ 0 → ∞, which, however, does not contribute to Eq. (12) . Therefore, the roots ofQ N (y) are all negative. (12) can be expressed similarly as before, in terms of the roots of bothQ N (y) andP N +1 (y). We havě
The roots {−ζ 2 j } ofP N +1 (y) can be determined via the eigenvalues {λ j = ±2/ζ j } of the symmetric matrix, whose elements are˜
Here,˜ 12 =˜ 21 are pure imaginary, while others are all real, due to the fact that d 1 > 0 and d m>1 < 0. As a result, Eq. (15) may not be accurately evaluated directly. Alternatively, by using the identityp
and evaluate it in a recursive manner. The underlying mathematics as established in Appendix B is the equivalence between the [N +1/N ] PSD and the (2N + 2)th-convergent continued fraction expression. The resultingP N +1 (y) =Ā 2N +2 (y), as in Eq. (B1), satisfies the recursion relation (B2). However, the direct use of Eq. (17) to evaluate the PSD coefficients may cause numerical accuracy problem for large N . To overcome this problem, we construct, in the following, the recursion relation onη j directly. Let t 1 =Ť 0 and
For the sake of bookkeeping, we do not explicitly write down theξ 2 j -dependence in δ k , and also that in r m and X m to be introduced soon. We obtain where
We can now recast Eq. (17) aš
with 
with the initial conditions of X −1 = 0 and X 0 = 1/2. Now the [N +1/N ] PSD coefficients {η j }, as other parameters, are also evaluated in machine precision.
III. ACCURACY LENGTH ANALYSIS
Let the measure of a given PSD scheme be the fidelityassociated accuracy length x p (N ), at which
being the difference between the exact Fermi/Bose function and the specified PSD. The deviation functions δ f PSD (x) are odd and monotonic.
We consider them in x > 0 only, where δ f Table I .
IV. OPTIMAL CONSTRUCTION OF HEOM FORMALISM FOR QUANTUM OPEN SYSTEMS
A. Hierarchical equations-of-motion theory
For demonstration we exploit the PSD schemes to construct the HEOM formalism for both quantum transport and dissipation. [6] [7] [8] [9] [10] [11] Related here are two types of environment. One is electronic reservoirs, which satisfy Fermi-Dirac statistics and serve as source and drain for electrons transport through central system such as quantum dots and molecular wire. 6, 7 Another is related to dissipative dynamics under the influence of surrounding thermal bath that satisfies the Bose-Einstein statistics. 8, 9 As a mathematical equivalence to the influence functional path integral theory, 14 and also to the stochastic description of quantum dissipation, 15, 16 HEOM is exact for arbitrary Gaussian interacting environment, no matter it is fermionic 6 or bosonic 8, 9 in nature. However, the explicit form of HEOM depends on the way of decomposing the fluctuation-dissipation theorem of Eq. (1) into memory components. In other words, the SOP scheme serves as a stochastic environment basis set that determines not just the explicit form of HEOM but more importantly also its numerical efficiency. HEOM formalism has the generic form of
. (22) Here, ρ n = ρ n 1 ,...,n K is an nth-tier auxiliary density operator (ADO), where n = n 1 + · · · + n K , with n k = 0 or 1 for fermionic systems and n k ≥ 0 for bosonic systems. The reduced system density operator ρ = ρ 0,...,0 is just the zerothtier ADO. The transient transport current is related to the first-tier ADOs of the fermionic HEOM theory. 6, 7 The conventional time-nonlocal quantum master equation considers only up to the first tier, i.e., setting all ρ n | n>1 = 0. HEOM [Eq. (22) ] describes how a given nth-tier ADO depends on its associated (n ± 1)th-tier ADOs containing in ρ {±} n . The reduced system Liouvillian L can be time-dependent, e.g., in the presence of pulsed laser fields. In Eq. (22), γ n collects the memory/frequency components of environment correlation functions as they are decomposed in complex exponential series. It can also be time-dependent, e.g., in the study of transient transport current driven by time-dependent voltage applied on electrodes. 6, 7 The residue dissipation superoperator δR n accounts formally for the effect of δC(t), i.e., the difference between the exact environment correlation function and the finite SOP decomposition form, on ADOs dynamics. [8] [9] [10] In practice, one treats δC(t) and consequently δR n in either the zero-residue or the white-noise-residue limit. [17] [18] [19] The total number K of subindices in ρ n = ρ n 1 ,...,n K amounts to the distinct exponential terms in the SOP decomposition of environment correlation functions. [6] [7] [8] Moreover, HEOM should be evaluated at a converged tier level L. The total number of ADOs resembles the full configuration interaction description in quantum mechanics. The minimum N that results in the minimum stochastic environment basis set size K is therefore very critical for the numerical efficiency of HEOM dynamics. The three PSD schemes proposed in Sec. II are apparently the candidates for the best among all possible SOP methods. We will present soon the examples for [N −1/N ] and [N +1/N ] being the best in individuals. In the following PSD-based HEOM evaluations, we adopt further the numerically efficient filtering algorithm, 20 which also automatically truncates the converged tier level L.
B. Higher order co-tunneling quantum transport
For the first example, we consider a quantum transport system, in contact with a single electrode lead and subject to a step voltage, V (t < 0) = 0, while V (t > 0) = . The system is modeled by H = ↑n↑ + ↓n↓ + Un ↑n↓ , withn s =d † sds being the electron number operator in the spin-state of the central quantum-dots system. The electrode is modeled by noninteracting electrons reservoir, with the transfer coupling spectral density of (c) evolution of populations, P ↓ (t) (red), P ↑ (t) (black), and P ↑↓ (t) (blue), in the specified single-and double-occupancy states.
processes, as the highest HEOM tier level reaches effectively at L = 5. Included for comparison are also the sequential (thin-dotted) and ordinary co-tunneling (thin-dashed) currents, resulting from the first-and second-tier truncations of HEOM, respectively. Apparently, the sequential picture is completely invalid. The transport mechanism here is mainly co-tunneling, with minor modifications from high-order processes. In Fig. 3(c) , we report the converged HEOM results on the evolution of charge populations, P ↑/↓ (t) (red/black) in the specified single-occupation state and P ↑↓ (t) (blue) in the double-occupation state. Note that the numerically converged results presented in Fig. 3 
C. High-order non-Markovian spin-boson dynamics
The second example concerns about the spin-boson dynamics, subject to a longitudinal fluctuation. The system Hamiltonian reads H = 
The bath is set to be initially in the thermal equilibrium with the system state of |1 . The spectral density of the interacting phonon bath assumes
This is the Brownian oscillator model, 3, 21, 22 covering over the underdamped ( > γ /2), critically damped ( = γ /2), and overdamped ( < γ /2) scenarios. In the strongly overdamped ( γ ) limit, it reduces to the Drude form, 21, 22 for which [N /N ] PSD has been shown to be the best SOP scheme, with the resulting HEOM in the white-noise-residue convention. [17] [18] [19] For the general non-Drude form [Eq. (24) (24) lead to HEOM, the zero-residue (δR n = 0) convention, which is generally less efficient than the white-noise-residue treatment whenever it is applicable. Figure 4 reports the numerically exact results of the spinboson dynamics in study. We set γ = 200 cm −1 and evaluate the spin-boson dynamics in both the underdamped ( = 800 cm −1 ) and the critically damped ( = 100 cm −1 ) cases at T = 300 K. Other parameters are = V = 600 cm Note that the highest survival tier level is found to be L = 24, upon the numerical filtering with tolerance of 10 −6 applied to the HEOM propagator 20 for the underdamped case in study. The spin-boson dynamics study here is truly nonperturbative and also highly non-Markovian.
V. CONCLUDING REMARKS
In summary, we have developed a family of three PSD schemes, from which the best SOP method can be chosen for various problems, where efficient integration involving Fermi/Bose function is in demand. We have also provided a high-precision and efficient algorithm for these PSD schemes, together with their equivalent continued fraction expressions. The PSD parameters are all determined at machine precision, as involved are only eigenvalues of real symmetric trigonal matrices and/or simple recursive relation. The PSD poles are all pure imaginary and can therefore be used to define Padé frequencies, in analogy with Matsubara frequencies. While Matsubara frequencies are separated evenly, PSD frequencies are distributed optimally. Each PSD scheme is in fact the best by its own type of SOP expression, with finite number of terms.
Applications of PSD schemes are exemplified with optimal constructions of HEOM theory, a fundamental formalism in quantum statistical mechanics. We evaluate the transient transport current through a model quantum-dots system under time-dependent bias voltage and the reduced dynamics of a model spin-boson system. The present development greatly facilitates the study of various quantum decoherence problems beyond the weak coupling and Markovian limits, including high-order co-tunneling processes in quantum transport systems.
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APPENDIX A: DERIVATION OF THE [N −1/N] AND [N/N] PSD SCHEMES
The derivation of the PSD results in Sec. II B consists of two main steps. The first one is the equivalence between a given Padé approximant of Fermi/Bose function and the related continued fraction expression, as given by Eq. (4). The second step is to convert the PSD poles and coefficients to the eigenvalue problems for certain real and symmetric matrices, as given by Eqs. (7) and (8).
Equivalent continued fraction construction
The connection between the continued fraction expression of Eq. ( (4)) and the related Padé approximants can be established by using, e.g., Theorem 4.2.1 of Ref. 23 . It involves the recursive relations for a finite continued fraction convergent as follows.
The recursive relations -Let the mth-convergent of a general continued fraction and its equivalent rational fraction form be
Apparently, 
We have, therefore, proved the recursive relations (A3) in general. They will be used later to establish the connection between the continued fraction expression and the Padé approximants of Fermi/Bose function. Padé approximants via continued fraction -To derive Eq. (4) for Fermi/Bose function, consider the following identities:
Involved here is the hypergeometric function of
where (a) n ≡ a(a + 1)(a + 2) · · · (a + n − 1). It satisfies
which leads to the continue fraction,
We have therefore
Substituting it into Eq. (A6) results in the continued fraction expression of Fermi/Bose function. With Eq. (2), we recast it in terms of (y) = M→∞ (y), where y = x 2 = 4z 2 . We have thus proved the Mth-convergent continued fraction expression M (y) of Eq. (4a), 
Together with the initial values of 
Equivalent eigenvalue problems
To convert the roots to eigenvalue problems, as stated in Eqs. (7) and (8) and comments there, we exploit the Mth-convergent continued fraction expression in the following matrix-inversion element identity: 13, 24, 25 1 4b), these poles are all pure imaginary and can be evaluated via the real eigenvalues {λ j ≡ i2/x j ≡ ±2/ξ j or ± 2/ξ j } of the real symmetric matrix,
This is just the matrix form of Eq. (7). Apparently, the roots ofQ N (y) = B 2N (y) and Q N (y) = B 2N +1 (y), where y = x 2 , are {−ξ 
The initial values to the recursive relations are now We can, therefore, make use of the identity,
to relate the parameters {d m } in Eq. (9) 
which are valid for arbitrary N . Consequently, we obtain
and for (n > 1) 
We have thus completed Eq. (13).
