In this paper we develop a solution to the discrete-time robust output feedback control problem for Linear Time-Varying (LTV) systems. The solution is developed along the strategy set up in ( I ] and the main ingredient in its derivation is the extension of the well-known bounded real lemma in a (discrete) time-varying context, developed in 121. This approach contributes to the conceptual simplicity, and hence to the accessibility, of the solution. Apart from that, we treat the --horizon case for LTV system of non-uniform state dimension, and varying input and output dimension. Both situations can easily occur in practice, e.g. in multirate sampled data control systems.
Introduction.
In this paper, we analyze the topic of robust control of LTV systems. In a time-invariant context this topic is indicated by H, control and in the past decade a burst of research activity has taken place in this field. Without giving a detailed overview of the contributions in this field, we mention two main strategies to solve the "standard" four block H, problem. One is the approach indicated by the so-called "1984 approach" in [ I ] and is based on various standard factorizations, such as spectral and inner-outer factorization, of transfer functions. This approach is well documented in [4] . The other is the "Riccati state space approach" presented in [l] , which establishes a striking parallel between state space solutions to LQG and H, control problems.
Most of the research activities in this area are for continuous time systems, however solutions exists in a discrete time context, such as [5 I. [61, 171 and [81. For LTV system a restricted number of solutions have been published. The earliest contribution to this topic is the paper [9] , where the so-called "1984 approach" has been formulated into an operator theoretic framework covering discrete LTV systems. In that paper, it was however remarked that "at present, computation of uniformly optimal controllers for LTV systems is not feasible". With the algorithms that have recently been developed [22] to calculate an inner-outer, spec& factorization and to solve the Nehari problem, we are now in a position to map the solution of [9] into a computational scheme. However, as in the time-invariant case such a solution will give rise to controllers of large system order. A particular situation that needs to be avoided in practice.
Within the class of solutions followingthe "1984 approach". we have solved a prototype robust control problem, namely the (weighted) sensitivity minimization problem, for discrete LTV systems [lo] . As in the time-invariant case, this problem has been formulated as a Nevanlinna-Pick interpolation problem based on the inner-outer factorization of the. given causal plant.
Related contributions for periodic time-varying systems are [ I 11 and [12] .
In the wake of the pioneering paper [ l ] a number of extensions have been published treating LTV systems. In the context of differential games we mention the contributions of 1131, 1141 and in the context of the maximum principle we mention [151. Apart from the work in 1141 which also treats the discrete time case, all these solutions are for the finite horiwn case and for continuous time systems. The particularly more difficult infinite horizon 0191 -221 6/93/$3.00 0 1993 IEEE 45 case has only been treated in 11.51 and [I61 for continuous time systems.
In this paper, we treat the infinite horizon case for LTV discrete time systems. Apart from this, the merits of the paper are: (1) the simplicity of the solution only based on the discrete time Bounded Real Lemma for LTV systems [2], (2) the treaunent of varying state dimensions (and input-output dimensions). It has been observed that the latter situations can easily occur in practice. E.g. the change of the input/output dimension occurs in multirate sampled data systems.
The solution presented follows the strategy developed in [ 1 1 and continuous on the contributions made in [8] and [17] , discussing related problems for LTI systems. As in [l] , the three different stages along which we develop a solution are: (1) Solving the robust static state feedback control problem and its dual variant of robust state reconstruction. (2) Formulating the plant to be controlled as a linear fractional transformation of an "inner" operator and (3) Combining the first two stages in providing a solution to the robust output feedback problem.
The present paper is organized as follows. In section 2, we give a brief overview of the notation and the representation of a state space model of LTV systems used throughout the paper. The variants of the bounded real lemma necessary to tackle the problems in the first stage are presented in section 3 and applied to the robust static state feedback problem in section 4 and the robust state reconstruction problem in section 5. The equivalent representation of the given plant as a linear fractional transformation of an "inner" operator and the solution to the robust output feedback problem are treated in section 6.
Preliminaries.
In this section, we introduce the notation used in representing Linear TimeVarying (LTV) systems.
A state space realization of the LTV system P to be controlled, is denoted on a local time scale as: 
Let the causal bilateral shift operator on sequences be denoted by Z, such that,
then a compact notation on a global time scale of the state space representation (1) is:
xZ' = xA+uB = xc+ uD also denoted as P = With this notation it is possible to represent a LTV system as an operator.
Let the transition operator @(j, k) of the system with state space representation (2) be defined as,
the inverse of the operator (I -AZ)
exists and is in U and the operator representation of the (asymptotically stable (a.s)) LTV system P becomes:
P = D + B Z ( I -A Z ) -~C (3)
This transfer operator is upper triangular and in general the Hilbert space of bounded upper operators acting from I;" to 0 2 ' is denoted by U(.M, J\-) or denoted in short by U. When the dimension Nk of the state vector is finite for all k then the operator represented as in Eq. (3) is locally finite. In the same way as U , we denote the space of bounded operators by A' (M,,b') and the space of bounded lower triangular operators by L(M, A').
Finally, operators representing input-output maps are sometimes indexed.
In this way, the input-output map T,, relates the input sequence w to the output sequence L.
The Bounded Real Lemma and its Extension.
In this section, we consider a causal system T with state realization T We only consider the bounded real lemma related to the spectral factorization of the operator rd -T T . 
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A:
In order to address the robust control problems of this paper, we need the following extension of the version of the bounded real lemma in Theorem 1. In the proof of this extension, we make use of the following definition and Lemma. Consider the time-variant system T with state space realization:
Note that we do not assume T E M(,M 1 + -M2, , \'I + E ) since we allow the A-operator of (9) to be unstable.
We make the following standard assumptions:
Assumptions 8. The operator D21Dsl is uniformly positive.
The robust static state feedback control problem can be stated as follows ( A solution to the robust static state feedback problem is provided in the next theorem. Let the time-variant system T be given with state space realization:
Consider the time-variant controller K with state space realization:
where 0, "1. "2 and "3 are bounded diagonal operaton and where the state dimensions still has to be determined. Both systems are connected as displayed in Figure 2 . Then under the following assumptions:
i is as. When this is the case, the closed-loop system depicted in Figure   , -1 2 is intemally stable, as defined in Definition 14.
rcl -D I~D ; ,
-BIM$-"B; >> 0 M, is unique and 2 0 and the operator A:, defined as:
As outlined in the introduction, a solution to this problem will be developed in three different stages. The latter system P has the state space representation: with c2' = Elu;T;' 1 1 + F B~u ; W ) ) .
In the same way, we can define a second LTV system 7, such that,
[&E1 + C 3 3 1 +E;EI In the following lemma, we consider LTV systems P satisfying the conditions 1 to 3 of Lemma 13 operating in closed-loop with a LTV system Q as depicted in Figure 4 . In this lemma, we make use of the following l v Figure 4 . Closed-loop configuration of a LTV system P satisfying the conditions of Lemma 18 with a LTV system Q.
definition of intemal stability.
Definition 14.
ternally stable if and only if. Figure 4 is in- However, this is a contradiction and the lemma is proved.
The closed-loop configuration depicted in
The above Lemma is the key towards the solution of the robust output feedback problem. In order to apply this Lemma, we consider the feedback configuration in Figure 4 with the LTV system Q replaced by the LTV system of Figure 3 . This is depicted in our final Figure 5 . The solution to robust output feedback problem is summarized in our final Theorem. PROOF In addition to the system 7, the operator Mc defines the LTV system P in Figure 5 with state space representation as in Eq. (20). Since this system P satisfies conditions 1 to 3 of Lemma 13, we only have to show that the LTV system within the dashed box of Figure 5 satisfies the conditions stipulated on the LTV system Q in Lemma 15, in order to apply this Lemma. and the right hand side equals the operator A: defined in Theorem 9.
Hence. we conclude by Lemma 15, that with the controller K, the closedloop system in Figure 5 is well-posed, intemally stable and satisfies,
CONCLUDING REMARKS.
The --horizon robust output feedback control problem for LTV systems under standard assumptions has been addressed in the present paper. The strategy of the solution follows that outlined in the keynote paper [ 1 1. However, contrary to [I] , which derives a solution for the continuous time-invariant counterpart based on operator theoretic results of mixed Hankel-Toeplitz operators, the bounded real lemma in the proper time-varying context plays the key role in solving the robust output feedback problem.
Taking into account that the latter l a " plays a hndamental role in the solution of a large number of engineering problems, such as demonstrated e.g. in [21] for the time-invariant case and later on in [22] for the timevariant case, it might be expected that the solution devised in this way becomes more easily accessible to the practitioner engineer interested in the theoretical background.
