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We investigate a class of growing two-dimensional Young diagrams parametrized by a non-negative
integer r, the minimal difference between the heights of adjacent columns. The limit shapes emerging
in the long time limit are analytically determined, and fluctuations of the height and the width are
briefly discussed. We also analyze the generalization to ‘diffusively’ growing Young diagrams.
I. INTRODUCTION
Partitions of integers appear in various branches of
mathematics, especially in combinatorics, number the-
ory and group representations [1–8], and also in physics
[9–16]. By definition, a partition of a natural number n
is its representation as a sum
n = m1 + . . .+mk, m1 ≥ · · · ≥ mk > 0 (1)
The total number of partitions of n is denoted by p(n).
For instance, 4 = 4, 4 = 3 + 1, 4 = 2 + 2, 4 = 2 + 1 + 1
and 4 = 1 + 1 + 1 + 1 are all possible partitions of 4.
Therefore p(4) = 5.
The study of partitions goes back to Euler [1]. One his
famous result is the beautiful expression of the generat-
ing function encoding the sequence p(n) through a neat
infinite product ∑
n≥0
p(n) qn =
∏
k≥1
1
1− qk (2)
(It is convenient to set p(0) = 1.) Using (2) one can de-
duce the large n asymptotic ln p(n) ' 2pi√n/6. A more
precise asymptotic formula by Hardy and Ramanujan [2]
p(n) ' 1
4
√
3n
exp
[
pi
√
2n
3
]
and an exact Hardy-Ramanujan-Rademacher formula [3]
have been derived (see e.g. [4]) via a connection of the
generating function (2) with Dedekind’s eta function.
One can think about partitions geometrically repre-
senting them by Young diagrams (Fig. 1); e.g. the Young
diagram of the partition (1) has k columns, withmj being
the height of the jth column. The total number Y2(n)
of Young diagrams composed of n elemental squares is
Y2(n) = p(n). Rather than fixing area, one can impose
other restrictions, e.g. one can consider Young diagrams
that fit into an a × b box. The total number of such
diagrams is Y(a, b) = (a+ b)!/[a! b!].
The Young diagram is a two-dimensional (lattice) ob-
ject, and it admits an obvious generalization to higher
dimensions. The analog of Eq. (2) is known in three (but
not higher) dimensions [5, 7, 17]:∑
n≥0
Y3(n) qn =
∏
k≥1
1
(1− qk)k (3)
FIG. 1: A Young diagram of a partition of a positive inte-
ger n is a diagram with n boxes arranged in columns with
non-increasing height. Shown is the Young diagram of the
partition 22 = 7 + 6 + 4 + 2 + 1 + 1 + 1.
where Y3(n) is the total number of three-dimensional
Young diagrams of ‘volume’ n. This expression via an in-
finite product was discovered by MacMahon [17] who also
found a beautiful formula for the total number Y(a, b, c)
of Young diagrams that fit into an a× b× c box [7, 17]
Y(a, b, c) =
a∏
i=1
b∏
j=1
c∏
k=1
i+ j + k − 1
i+ j + k − 2 (4)
The total number p(n) of partitions rapidly grows with
n, yet for large n partitions are mostly similar, namely
their Young diagrams look alike. To make this assertion
precise one must define the probability measure. The
simplest choice is the uniform probability measure pos-
tulating that all p(n) partitions of n are equiprobable.
The limit shape emerges after rescaling the coordinates
X =
j√
n
, Y =
mj√
n
(5)
and taking the n → ∞ limit while keeping X and Y
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2finite. The limit shape is given by [18]
e−λX + e−λY = 1, λ =
pi√
6
(6)
The amplitude λ in (6) is fixed by the requirement that
the area under the curve (6) is equal to 1 thereby as-
suring that the area in the original coordinates is equal
to n. There are various derivations [18–22] of the limit
shape (6). Most derivations rely on the Euler formula
(2), a few derivations use a variational approach [23, 24].
Partitions with different probability measures have been
also studied, e.g., the limit shape was determined [25] in
the case of the Plancherel measure which naturally arises
in the representation theory.
For three-dimensional Young diagrams of fixed large
volume, the limit shape is known [26, 27] in the situation
when the diagrams are taken with uniform probability
measure. The derivation in [27] uses the MacMahon for-
mula (3). Three-dimensional Young diagrams equipped
with the uniform probability measure and satisfying var-
ious constraints different from fixing the volume were
studied e.g. in Refs. [28–32]. For instance, limit shape
of three-dimensional Young diagrams fitting into large
boxes were established in [28] which relied, among other
things, on the MacMahon formula (4).
Growing Young diagrams have been also investigated
[8, 33–38]. One postulates that new elemental squares are
deposited stochastically in such a way that the growing
object is always a proper Young diagram. More general
stochastic rules allow both deposition and evaporation
[24, 35–39]; again, the evolving object must remain a
Young diagram. In the simplest case of two-dimensional
Young diagrams and no further constraints, the only re-
quirement is that the heights of the columns can only
decrease: m1 ≥ · · · ≥ mk > 0. When only deposition
events are allowed and occur at the same rate, the re-
sulting process is known as the corner growth process.
This process has numerous interpretations, e.g., it mim-
ics the melting of the Ising crystal [24, 35–39]. More
precisely, one takes the Ising model with ferromagnetic
nearest-neighbor interactions on the square lattice at zero
temperature. The minority phase which initially occu-
pies the positive quadrant constitutes the melting Ising
crystal. If there is a (small) magnetic field favoring the
majority phase, the zero-temperature spin-flip dynamics
is equivalent to the corner growth process—only deposi-
tion events are possible. In the case of vanishing mag-
netic field, deposition and evaporation occur with equal
rates. In the case of vanishing magnetic field and ex-
tremely small (compared to the ferromagnetic couplings)
positive temperature, the boundary of the Ising crystal
approaches the limit shape (6) in two dimensions and a
limit shape found in [26, 27] in three dimensions.
The analysis of evolving two-dimensional Young dia-
grams is simplified by a mapping onto a one-dimensional
exclusion process (a lattice gas with at most one particle
in a site). In the next section II we describe the mapping
and outline how to use it to determine the limit shape
for the corner growth process. In Sect. III we consider
growing partitions with the constraint that all heights are
different: m1 > · · · > mk > 0. In Sect. IV we investigate
the general case when the neighboring heights differ at
least by r, that is mj −mj+1 ≥ r. In Sect. V we discuss
simplest possible fluctuations, namely fluctuations of the
height and width of growing Young diagrams. When de-
position and evaporation occur with equal rates, Young
diagrams still grow on average, but the growth is diffusive
rather than ballistic as we show in Sect. VI. Concluding
remarks are presented in Sect. VII.
II. GROWING YOUNG DIAGRAMS AND
LATTICE GASES
We consider growing two-dimensional Young diagrams
if not stated otherwise, i.e., only deposition events are al-
lowed. We shall investigate different growth rules. In all
cases, the analysis is simplified by mapping the growth
process onto a one-dimensional lattice gas. The mapping
is performed in two steps. First, we take the quadrant
with the Young diagram at the corner and rotate counter-
clockwise by pi/4 around the origin. Second, we project
each  segment to an occupied site (•) and each upslope seg-
ment to an empty site (◦) on the horizontal axis. For
instance, the Young diagram from Fig. 1 becomes
. . . • • • ◦ • ◦ • • ◦ • • ◦ • ◦ ◦ ◦ • ◦ ◦ ◦ . . .
in the the lattice gas representation.
The simplest deposition procedure is to assume that
whenever the deposition event is possible, it occurs at
the same rate (set to unity without loss of generality).
Emerging partitions depend on the realization of the
stochastic deposition process (even the area is a stochas-
tic variable). In the long time limit, however, the limit
shape is reached after rescaling. The best way to deter-
mine the limit shape is to rely on the relation with a
lattice gas [33–40]. In the lattice gas representation, the
initial configuration (an empty partition) is
. . . • • • • • ◦ ◦ ◦ ◦ ◦ . . . (7)
The only possible deposition event is at the corner. The
corresponding partition 1 = 1 is obtained from (7) via
the move
. . . • • • • • ◦ ◦ ◦ ◦ ◦ . . . =⇒ . . . • • • • ◦ • ◦ ◦ ◦ ◦ . . . (8)
in the lattice gas framework. Two possible deposition
events can occur giving 2 = 2 and 2 = 1 + 1. In the
lattice gas framework
• • • • ◦ • ◦ ◦ ◦ ◦ =⇒
{
• • • ◦ • • ◦ ◦ ◦◦
• • • • ◦ ◦ • ◦ ◦◦ (9)
Both these partitions occur with the same probability re-
flecting that hopping events proceed with the same rate.
3There is still no difference with the equilibrium (uniform)
measure.
Both partitions which are possible outcomes of the pro-
cess (9) evolve with overall rate 2 and lead to
• • • ◦ • • ◦ ◦ ◦ ◦ =⇒
{
• • ◦ • • • ◦ ◦ ◦◦
• • • ◦ • ◦ • ◦ ◦◦ (10)
and
• • • • ◦ ◦ • ◦ ◦ ◦ =⇒
{
• • • ◦ • ◦ • ◦ ◦◦
• • • • ◦ ◦ ◦ • ◦◦ (11)
Note that the partition 3 = 2 + 1 which has the lattice
gas representation •••◦•◦•◦◦◦ occurs with probability
1/2 while other partitions, 3 = 1+1+1 and 3 = 3, occur
with probability 1/4 each. Thus different partitions may
come with different weights hinting, correctly, that the
limit shape of growing partitions is different from the
equilibrium limit shape (6).
Thus in the underlying lattice gas particles satisfy an
exclusion property (at most one particle per site) and
they hop to neighboring empty sites on the right with
equal (unit) rates. This lattice gas is known [34, 41] as a
totally asymmetric simple exclusion process (TASEP).
We now remind the derivation of the limit of growing
partitions as we shall employ the same approach for other
classes of growing partitions. The idea is to use the above
lattice gas representation and to rely on a hydrodynamic
description. This description ignores fluctuations, but it
suffices for the derivation of the limit shape. The hydro-
dynamic description is based on a continuity equation
∂n
∂t
+
∂J
∂z
= 0 (12)
for the average density n(z, t). For the TASEP, the cur-
rent J(n) has a very simple form [34, 41]
J(n) = n(1− n) (13)
Equations (12)–(13) subject to the initial condition (7),
equivalently
n(z, 0) =
{
1 z < 0
0 z > 0
(14)
admit a scaling solution, n(z, t) = N(Z) with Z = z/t.
The scaled density profile is
N(Z) =
 1 Z < −112 (1− Z) |Z| < 10 Z > 1 (15)
This is a simple example of a rarefaction wave. Rarefac-
tion waves are among the simplest solutions of hyperbolic
partial differential equations, they help to understand the
basic features of driven lattice gases (see e.g. [39, 41]).
The limit shape is determined from the density through
relation
y(x, t) =
∫ ∞
x−y
dz n(z, t) (16)
Rescaling the coordinates
X =
x
t
, Y =
y
t
(17)
we re-write (16) as
Y =
∫ 1
max(X−Y,−1)
dZ N(Z) (18)
Combining (15) and (18) we obtain an implicit equation
for the limit shape
4Y =
{
1− 2(X − Y ) + (X − Y )2 |X − Y | < 1
0 X − Y > 1
This equation can be recast into a manifestly symmetric
form [33]
√
X +
√
Y = 1 (19)
in the region 0 < X, Y < 1.
III. GROWING YOUNG DIAGRAMS WITH
UNEQUAL PARTS
Partitions with the requirement that all parts are un-
equal, known as strict partitions, were already studied by
Euler [1] who expressed the generating function for such
partitions through an infinite product∑
n≥0
p1(n) q
n =
∏
k≥1
(1 + qk) (20)
Here the convention p1(0) = 1 is used again; the index in
the partition function p1(n) reminds about the require-
ment mj −mj+1 ≥ 1. For instance 6 = 6, 6 = 5 + 1, 6 =
4 + 2, 6 = 3 + 2 + 1 are the only partitions of 6 with
unequal parts, so p1(6) = 4; the number of arbitrary par-
titions of 6 is p(6) = 11. Using (20) and analyzing the
q → 1 behavior one can extract the asymptotic behavior:
ln p1(n) ' pi
√
n/3 as n → ∞. A more comprehensive
analysis [5] gives the Ramanujan asymptotic formula
p1(n) ' 1
4 · 31/4 n3/4 exp
[
pi
√
n
3
]
The limit shape of partitions with unequal parts chosen
uniformly among all p1(n) partitions has been established
in Ref. [21] using the generating function (20). In the re-
scaled coordinates (5) this limit shape reads
eλX − e−λY = 1, λ = pi√
12
(21)
4The limit shape (6) is symmetric with respect to the
reflection X ↔ Y , and its span is infinite along both axes.
[From (6) one finds that the span grows logarithmically,
X∗ = Y∗ =
√
6
2pi ln(n), so it diverges in the n → ∞ limit.]
The reflection symmetry is broken for the limit shape
(21) and the horizontal span of the partition is finite:
X ≤ X∗ =
√
12 ln 2
pi
(22)
In the original coordinates
j ≤ j∗ = ln 2
pi
√
12n
for n 1. The maximal horizontal span is jmax ≈
√
2n,
it arises for the least tilted partition with strictly de-
creasing heights: jmax, jmax − 1, . . . , 1. Almost all strict
partitions, however, are substantially more narrow:
j∗
jmax
=
√
6 ln 2
pi
= 0.54044463946673 . . .
We now turn to growing strict partitions which is our
main subject. The first deposition event is the same as
before, viz. (8) in the lattice gas framework. The second
deposition events is also unique for strict partitions:
• • • • ◦ • ◦ ◦ ◦ ◦ =⇒ • • • ◦ • • ◦ ◦ ◦◦ (23)
The third deposition event is described by (10), both out-
comes occur with the same probability. Analyzing (23),
(10) and following deposition events one finds that the
underlying lattice gas is a facilitated totally asymmetric
simple exclusion process (FTASEP). This is an exclusion
process (at most one particle per site), the adjective ‘sim-
ple’ refers to the fact that only nearest neighbor hopping
is allowed, and only to the right (hence asymmetric). The
crucial difference from the TASEP is facilitation, a par-
ticle can hop only when it is pushed from the left (that
is, its neighboring left site is occupied).
For the FTASEP we also use the continuity equa-
tion (12) on the hydrodynamic level. The FTASEP and
closely related models were studied in the past (see e.g.
[42–48]) and the current is known:
J(n) =
(1− n)(2n− 1)
n
(24)
The solution (12)–(13) subject to the initial condition
(14) is also known [48]:
N(Z) =

1 Z < −1
(2 + Z)−1/2 − 1 < Z < 1/4
0 Z > 1/4
(25)
In contrast to shock waves, rarefaction waves usually ex-
hibit a continuous (although not smooth) dependence on
coordinate. The rarefaction wave (25) is exceptional, the
density jumps from N = 23 at Z =
1
4 − 0 to N = 0 at
Z = 14 + 0 (see Fig. 2).
-1.0 -0.5 0.5 1.0 Z
0.2
0.4
0.6
0.8
1.0
N
FIG. 2: The bottom curve is the rarefaction wave (15), the
middle curve is the rarefaction wave (25) and the top curve
is the rarefaction wave given by Eq. (33) with r = 4. The
rarefaction waves (33) with r > 0 have a discontinuity on the
right edge Z = V (r); in the presented examples V (1) = 1
4
and V (4) = 1
9
.
The limit shape is found by using (16) which in the
present case becomes
Y =
∫ 1/4
max(X−Y,−1)
dZ N(Z) (26)
in the re-scaled coordinates (17). Combining (25) and
(26) we determine the limit shape (see also Fig. 3)
Y = 1− 2
√
X (27)
Equation (27) gives the non-trivial parabolic part of the
limit shape in the region 0 < X < 14 , 0 < Y < 1.
IV. GENERAL CASE
In this section we look at r−strict partitions, viz. par-
titions satisfying the requirement mj −mj+1 ≥ r, where
r is a fixed non-negative integer. (The last height is unre-
stricted: mk ≥ 1.) Unrestricted partitions are recovered
when r = 0, while strict partitions correspond to r = 1.
The equilibrium case was studied in Refs. [49, 50]. The
generalization of (6) and (21) reads
eλrX − e−λY = eλ(r−1)X (28)
The parameter λ = λ(r) is found [49, 50] by requiring
that the area under the curve (28) is equal to one:
λ2 =
pi2
6
− Li2(ρ)− r
2
(ln ρ)2 (29)
where ρ = ρ(r) is determined from ρ + ρr = 1. Here
Li2(ρ) =
∑
k≥1 k
−2ρk is the dilogarithm function. For
r = 0 and r = 1 one recovers the values given in (6) and
(21), the next value is λ(2) = pi/
√
15, etc.
50.2 0.4 0.6 0.8 1.0
X
0.2
0.4
0.6
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Y
FIG. 3: Plotted (top to bottom) are the limit shapes with
r = 0, 1, 4. They are given by Eq. (35); the first two limit
shapes also appear as (19) and (27).
Let us analyze growing r−strict partitions. The first
unexplored case is r = 2. In this model the first depo-
sition event is described by (8), the second by (23), the
third deposition event is still unique
• • • ◦ • • ◦ ◦ ◦ ◦ =⇒ • • ◦ • • • ◦ ◦ ◦◦ (30)
and only then there are two possible outcomes
• • ◦ • • • ◦ ◦ ◦ ◦ =⇒
{
• ◦ • • • • ◦ ◦ ◦◦
• • ◦ • • ◦ • ◦ ◦◦ (31)
Analyzing (8), (23), (30) and (31) we see that the under-
lying lattice gas is a facilitated asymmetric simple exclu-
sion process FTASEP(2) where a particle can hop only
when it is pushed from the left by two adjacent particles.
Generally r−strict growing partitions are mapped onto
the FTASEP(r), an exclusion process in which the push
by r adjacent particles from the left is required for the
hop to the neighboring empty site on the right. Remark-
ably, the current is known (see [42–48] and references
therein) for all such processes:
J(n) =
(1− n)[(r + 1)n− r]
rn+ 1− r (32)
The following analysis is a straightforward (although a
bit lengthy) extension of the approach described before,
so we merely present final results. The non-trivial part
of the density
N(Z) = 1− r−1 + r−1[1 + r + rZ]−1/2 (33)
is valid in the region
− 1 < Z < V (r), V (r) = 1(√
r + 1
)2 (34)
For Z < −1 and for Z > V (r) the density profile remains
unperturbed. The non-trivial part of the limit shape is
surprisingly simple:
Y = 1− 2
√
X − (r − 1)X, 0 < X < V (r) (35)
In the original coordinates
ymax = t, xmax = V (r)t =
t(√
r + 1
)2 (36)
We also note that the area under the parabola (35) is
A(r) =
3
√
r + 1
6
(√
r + 1
)3 (37)
In the original coordinates, the area is A(r)t2. Note that
the area is a decreasing function of r.
V. FLUCTUATIONS OF THE HEIGHT AND
THE WIDTH OF GROWING YOUNG
DIAGRAMS
Having established a limit shape, one would also like
to determine fluctuations around it. Our understanding
of fluctuations of growing interfaces has greatly improved
in last 30 years (see [52–55] for review), particularly for
one-dimensional interfaces [53, 54]. The corner growth
process played a crucial role as the first example where
fluctuations were understood [56]. Using the mapping of
the corner growth process onto the TASEP one can ex-
plore fluctuations in the latter framework. Let us start
with the initial condition (7) and count the integrated
current, i.e. the number of particles Pt which enter the
initially empty half-line x ≥ 0 at time t. Since the density
is asymptotically n = 12 at the origin, see (15), the cur-
rent is n(1−n) = 1/4 and the average integrated current
is t/4. The more precise behavior is [56]
Pt =
t
4
+ t1/3FGUE (38)
where FGUE is the Tracy-Widom GUE distribution (the
GUE abbreviation reflects that it arises in the Gaussian
unitary ensemble of random matrices). Noting that the
interface in the corner growth process intersects the di-
agonal at the point (Pt, Pt) we see that fluctuations of
the random quantity Pt are directly related to fluctu-
ations of the interface in the (1, 1) direction. The same
fluctuations occur in other directions, only the amplitude
depends on the direction [53, 54]. The only exceptions
are the horizontal and vertical directions. Fluctuations
of the width and height in the corner growth process
are Gaussian. This becomes evident in the lattice gas
representation. For instance, the width is the displace-
ment of the right-most particle which is independent on
other particles, it merely hops to the right with unit rate.
Therefore the width wt has the Poisson distribution
Prob(wt = n) =
tn
n!
e−t (39)
6which is asymptotically Gaussian with fluctuation on the
scale t1/2. Similarly the height is the displacement of the
left-most vacancy, so it has the same Poisson distribution.
We now return to growing strict partitions and discuss
fluctuations of the height and of the width. The former
behaves as in the corner growth process:
Prob(ht = n) =
tn
n!
e−t (40)
The behavior of the width is harder to quantify since
the right-most particle in the FTASEP hops only when
it is pushed by its neighbor. Let us map the FTASEP
onto a lattice gas [57, 58] in which a site corresponds to
adjacent particles in the FTASEP, and it is empty () if
adjacent particles are nearest neighbors and occupied ()
if there is a vacancy between adjacent particles. This is a
one-to-one mapping since starting with initial condition
(7) adjacent particles in the FTASEP will be separated
by at most one vacancy. Note also that (7) corresponds
to the empty half-line in the new lattice gas, see (41).
Here is an example of the evolution (time goes from top
to bottom)
. . . • • • • • • ◦ ◦ ◦ . . . . . .
. . . • • • • • ◦ • ◦ ◦ . . . . . .
. . . • • • • ◦ • • ◦ ◦ . . . . . .
. . . • • • • ◦ • ◦ • ◦ . . . . . .
. . . • • • ◦ • • ◦ • ◦ . . . . . .
. . . • • ◦ • • • ◦ • ◦ . . . . . .
. . . • • ◦ • • ◦ • • ◦ . . . . . .
(41)
The lattice model shown on the right is the half-TASEP
with particles hopping to the left and new particles en-
tering the right-most site (both processes occur with unit
rate). A simple but crucial observation immediately fol-
lowing from the above example is that the displacement
wt of the right-most particle for the FTASEP is the same
as the total number of particles (denoted by ) in the
half-TASEP.
For the TASEP starting with the initial condition (7)
the total number of particles entering initially empty half
line is given by (38). For the half-TASEP one expects
that the total number of particles wt entering initially
empty half-line behaves similarly to (38). Fluctuations
scale indeed as t1/3, but they follow [58] the GSE Tracy-
Widom distribution related to the Gaussian symplectic
ensemble of random matrices:
wt =
t
4
+ t1/3FGSE (42)
The same FGSE appears in other growth processes in
half-line [59–61], while the FGUE distribution describes
fluctuations of the leading particle in a process studied
in Ref. [62].
additions
removals
FIG. 4: Diffusive growth of arbitrary partitions—additions
and removals of squares occur with the same rate. Shown is
the Young diagram of the partition 21 = 7 + 6 + 4 + 2 + 1 + 1
together with 6 spots to which a square can be added and 5
spots from which squares can be removed. There is always one
more spot for addition than for removal, so the average the
area is 〈S〉 = t implying that the typical size grows diffusively
as
√
t.
VI. DIFFUSIVE GROWTH
In the previous sections we considered growing parti-
tions (only deposition events were allowed). We investi-
gated partitions of different types: arbitrary partitions,
partitions with unequal parts (strict partitions), and gen-
erally partitions with height difference ≥ r. The growth
was always ballistic, see (36).
One can allow both additions and removals of squares,
requiring of course that the evolving Young diagram re-
mains the Young diagram of the prescribed type. If the
addition rate exceeds the evaporation rate, the growth re-
mains ballistic. A qualitatively different diffusive growth
occurs if additions and removals of squares proceed with
equal rates. Figure 4 illustrates this process in the case of
arbitrary partitions. The number of positions where new
squares can be added always exceeds by one the number
of positions from which squares can be removed. Hence
the average area increases linearly in time:
〈S〉 = t (43)
In the case of arbitrary partitions the above evolution
process maps onto the symmetric simple exclusion pro-
cess (SSEP) for which the diffusion equation, nt = nzz,
7additions
removals
FIG. 5: Diffusive growth of strict partitions. Shown is the
Young diagram of the partition 20 = 7 + 6 + 4 + 2 + 1 with
unequal parts together with 3 possible spots for additions and
2 squares which can be removed. In this example m5 = 1 and
m6 = 0, so the right-most square cannot be removed since
m5 −m6 ≥ 1 is required.
provides the hydrodynamic description. Solving this
equation subject to the initial condition (14) one gets
n(z, t) = 12Erfc(ζ), ζ =
z√
4t
(44)
which in conjunction with (16) give the limit shape.
A diffusive growth of strict partitions (Fig. 5) maps
onto the facilitated symmetric simple exclusion process
(FSSEP) in which the hopping is facilitated (caused by
the nearest neighbor) and symmetric. The hydrodynamic
description of the FSSEP is provided by a non-linear dif-
fusion equation
∂n
∂t
=
∂
∂z
(
1
n2
∂n
∂z
)
(45)
This description is applicable when 12 ≤ n ≤ 1; for n < 12 ,
the FSSEP quickly reaches a jammed state like
. . . ◦ • ◦ ◦ • ◦ • ◦ ◦ • ◦ ◦ ◦ • ◦ ◦ ◦ • ◦ · · ·
Thus the FSSEP is characterized by the density-
dependent diffusion coefficient D(n) = n−2. This result
can be extracted from the diffusion coefficient character-
izing an apparently very different model, a repulsion pro-
cess [51] which actually has a well-defined hydrodynamic
behavior in the entire range 0 ≤ n ≤ 1. In the density
range 12 ≤ n ≤ 1 both the repulsion process and the
FSSEP have identical structure of the equilibrium states
and this allows us to borrow the known result from the
analysis [51] of the repulsion process.
Equation (45) and the initial condition (14) admit a
self-similar solution
n(z, t) = N(ζ), ζ =
z√
4t
(46)
The governing partial differential equation (45) reduces
to an ordinary differential equation
(N−2N ′)′ + 2ζN ′ = 0 (47)
where prime denotes differentiation with respect to ζ.
We must solve (47) in the region −∞ < ζ < v. The
boundary condition at ζ → −∞ is
N(−∞) = 1 (48)
The density at the right boundary is
N(v) =
1
2
(49)
We need an additional boundary condition since v, the
(scaled) position of the right boundary is unknown. The
current through it is given by −D(n)nz = −N−2N ′/
√
4t
and it should be equal to N ddtv
√
4t = Nv/
√
t. Therefore
N ′ = −2N3v, or
N ′(v) = −v
4
(50)
Numerically solving (47) subject to the boundary condi-
tions (48)–(50) one finds v ≈ 0.564189. Therefore
Xmax = 2v
√
t ≈ 1.12838√t (51)
There is one more spot for addition than for removal
of squares, so the average area is again given by (43).
This growth law also follows from the diffusion equation
(45) thereby providing a consistency check. Indeed, the
average area varies with unit rate:
d〈S〉
dt
= −
∫ v√4t
−∞
dz n−2nz = −
∫ 1
2
1
dN
N2
= 1 (52)
Generally for the diffusive growth of partitions satisfy-
ing the requirement mj −mj+1 ≥ r the governing diffu-
sion equation reads
∂n
∂t
=
∂
∂z
[
1
(rn− r + 1)2
∂n
∂z
]
(53)
This hydrodynamic description is applicable in the den-
sity range rr+1 ≤ n ≤ 1 and the diffusion coefficient is
again established through the relation to the generalized
repulsion process [37, 51]. The solution has again a self-
similar form (46). Therefore the scaling function satisfies
[(rN − r + 1)−2N ′]′ + 2ζN ′ = 0 (54)
8The boundary conditions on the right edge are
N(v) =
r
r + 1
, N ′(v) = −v 2r
(r + 1)3
(55)
Numerically solving (54) subject to (48) and (55) one can
find v = v(r).
Finally, let us discuss fluctuations. In the case of arbi-
trary partitions the mapping onto the SSEP is a signifi-
cant simplification since fluctuations in lattice gases with
constant diffusion coefficients are more amenable to ana-
lytical treatment (see [63, 64] for a review of fluctuations
in diffusive lattice gases). Fluctuations in the FSSEP,
and generally in lattice gases with density-dependent dif-
fusion coefficients, are very challenging.
For arbitrary diffusively growing partitions one can
probe fluctuations of the area [38]. These fluctuations
turn out to be strongly non-Gaussian. The cumulants
grow as 〈Sp〉c = Apt(p+1)/2 in the t → ∞ limit. For
p ≤ 4, the amplitudes Ap have been determined analyt-
ically [38]. For diffusively growing strict partitions one
can try to generalize the perturbative approach [65] to
the determination of the variance and extend the com-
putations of Ref. [38] to strict partitions. This is perhaps
doable, although the lack of explicit analytical solution
to (47) possesses an extra challenge.
Fluctuations of the width and height might be more
tractable. In the case of arbitrary partitions, the average
displacement of the right-most particle can be estimated
from the criterion ∫ ∞
〈wt〉
dz n(z, t) ∼ 1 (56)
Combining (44) and (56) one gets
〈wt〉 '
√
2t ln t (57)
One can heuristically estimate the variance of the
width, 〈w2t 〉−〈wt〉2, by arguing that it scales as the square
of the average gap 〈gt〉 between the right-most particle
and the following particle. This gap can be estimated
from the criterion
∫ 〈wt〉
〈wt〉−〈gt〉 dz n(z, t) ∼ 1 to give
〈w2t 〉 − 〈wt〉2 ∼
t
ln t
(58)
More precise results are available in the situation when
particles undergo Brownian motions [66], while the rele-
vant case of the SSEP is studied in [67].
In the case of strict diffusively growing Young diagrams
we use again the mapping illustrated in (41), now it is
the mapping of the FSSEP onto the half-SSEP. A similar
model has been studied in the past—the SSEP with a lo-
calized source, more precisely the infinitely strong source
into the origin [68–71]. The average number of particles
in the half-SSEP, which is identical to the average width
of strict diffusively growing Young diagrams, is easy to
compute: 〈wt〉 ' 2
√
t/pi. The variance (computed in
[68, 69] using more advanced techniques) is
〈w2t 〉 − 〈wt〉2 ' 2
(
3−
√
8
)√
t/pi (59)
Therefore fluctuations scale as t1/4 and
wt = 2
√
t/pi + t1/4W (60)
The challenge is to determine the (non-Gaussian) random
distribution W.
VII. CONCLUDING REMARKS
We computed limit shapes for an infinite family of
growing two-dimensional Young diagrams parametrized
by a non-negative integer r, the minimal difference be-
tween the heights of adjacent columns. In the situation
when additions and removals of squares proceed with
equal rates, the growth is diffusive; we determined the
corresponding limit shapes, although not explicitly as
they are expressed through analytically insoluble ordi-
nary differential equations.
Generally, limit shapes characterizing growing objects
are often computable. For instance, infinitely many limit
shapes were computed [37] for the melting Ising crys-
tals on the square lattice with ferromagnetic spin-spin
interactions; these limit shapes are parametrized by the
range of interaction. The major challenge is the exten-
sion to the three-dimensional growing Young diagrams.
The mapping of the growing interface in three dimensions
onto a two-dimensional lattice gas is possible, but it has
not yet led to a scheme allowing to extract a limit shape.
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