Abstract. We extend the definition of boundary expansion to CW complexes and prove a Cheeger-Buser-type relation between the spectral gap of the Laplacian and the expansion of an orientable CW complex.
Introduction
Expander graphs have been a prolific field of research in the last four decades (see [9] ). In recent years, a theory for the higher dimensions has emerged. There are many ways to generalize the notion of the expansion of a graph. A combinatorial definition can be given for simplicial complexes. A link can be made between this generalization of expansion and the spectral gap of the laplacian, see [4, 6, 13] . There are results in other domains which have been proven with this definition, see e.g. [12] . Another way to extend the definition is to look at the homology and the cohomology with coefficients in F 2 and use boundary and coboudary operators to define boundary and coboundary expansions. The coboundary expansion is introduced in [5, 8, 11 ] (see also [1, 7, 14] ) and the boundary expansion in [14] . All these works have been done with simplicial complexes. The aim of this paper will be to generalize the definition and the inequality presented in [14] to CW complexes.
First of all, let us recall some classical definitions and results about expander graphs. For a graph G with vertex set V , the expansion constant (or Cheeger constant) is defined by
where ∂A is the set of edges with one vertex on A and the other on A c . Graph expansions are strongly linked with the spectrum of the Laplacian.
Theorem (Cheeger-Buser inequality). Let G be a path connected graph and λ the first non-trivial eigenvalue of the Laplacian, then
where d is the maximal degree of a vertex.
For an object in dimensions greater than one, we will consider the boundary expansion as introduced in [14] by Steenbergen-Klivans-Mukarjee and we will generalize their main result which is a kind of Cheeger-Buser inequality. In the following, we will use the formalism of [10] for the CW complexes and the following notation:
Theorem. Let
Let X * be a Hausdorff space and X a closed subspace of X * such that X * \ X is a disjoint union of open subsets {e n λ } λ which are all homeomorphic toB n . The e n λ are called n-cells. A characteristic map for a n-cell e n λ is a continuous map
is a homeomorphism and ϕ λ (S n−1 ) ⊂ X. This map attaches e n λ to X. It is a regular characteristic map if ϕ λ is a homeomorphism in all its domain. Intuitively we can think of the space X * as obtained from X by pasting the boundary of some n-balls on X.
Definition. A structure of finite CW complex is prescribed on a topological space X by an finite ascending sequence of closed subspaces
which satisfies the following conditions:
n is obtained from X n−1 by adding a finite collection of n-cells via attaching maps. (3) X is the union of the subspaces X n .
In the following we will define the attaching maps uniquely on the boundary of the balls and the CW complexes always will be finite CW complexes. The following quotient space define X n :
X n is called the n-skeleton of X. The dimension of a CW complex is the maximal dimension of a cell. If there exists a regular attaching map for all the cells, the CW complex is called regular. The number of times that a n-cell appears in the boundary of a (n + 1)-cell is called the degree of the cell i.e. 
Chain and Cochain complexes.
Let X be a CW complex. Using the homology for a pair of topological spaces, the n-chains of X are defined as
It is a free abelian group with basis in 1-1 correspondence with the n-cells of X. The boundary operator,
is the composition of homomorphisms of the homological sequence for the pairs,
It is easy to prove that ∂ n ∂ n+1 = 0 for all n and then Im ∂ n+1 ⊂ Ker ∂ n . The quotient of these two spaces
is called the n th -homology group of X. We want to define the notion of orientation of the n-cells, for n ≥ 1. Since C n (X) is the direct sum of infinite cyclic groups indexed by the n-cells, we can chose, for each cell e Using these incidence numbers, we construct a dual of the boundary operator between the chains, the coboudary operator:
This construction can be generalized by considering homology with coefficients in an arbitrary group.
Definition. Let X be a CW complex and G an abelian group. The chains with coefficients in G are defined as follow:
We can construct a chain complex in the same way as above by using the boundary operator ∂ n ⊗ Id G , which we will also denote by ∂ n , and the resulting homology group is H n (X : G).
In the following, G will be equal to R or F 2 . We can consider the dual spaces of the chains.
Definition. Let G be an abelian group and X be a CW complex. The homomorphisms between the n-chains and G form the n-cochains of X with coefficients on G, C n (X : G) := Hom(C n (X), G).
Remark. It follows from the definition that
for f ∈ C n (X : G) and n ≥ 1. If X is a finite CW complex, the chains and the cochains are essentially equivalent. Therefore, in the following, we use the notation of chains and cochains in a totally equivalent way since our spaces will always be finite. Moreover, we often omit the index for the boundary and the coboundary operators.
Using the two maps between the chains, we define a same kind of maps between the cochains. We have a boundary map
and a coboundary map
In other words,
It follows from the definition that δ n−1 δ n = 0. Then, we have cohomology groups
In the following, we will use the following notation
Sometimes, it is convenient to introduce the (−1)-chains considering the empty set as the only cell of dimension −1. Then, we have:
The boundary and the coboundary operators are defined as follow,
The homology and the cohomology defined with this convention is named the reduced (co)homology.
2.3.
Laplacians and eigenvalues. Now consider the case of G = R. The chains C n (X : R) can be viewed as a real Hilbert space using
In this case, ∂ and δ are adjoint operators. Combining them, we can define the n th -upper Laplacian
and the n th -lower Laplacian
The sum of these is the n th -Laplacian,
The cochains can be decomposed using the Hodge-de Rham decomposition, Theorem (Hodge -de Rham decomposition, see Eckmann [3] ). For n ≥ 0 we have the following decomposition.
Moreover,
We are interested by the smallest non trivial eigenvalue of the upper and the lower Laplacians. By non trivial, we mean the eigenvectors which are not respectively in B n and B n , the trivial part of each kernel. Indeed, if f ∈ B n there exists
Definition. The smallest non trivial eigenvalue of ∆ + n (and resp. ∆ − n ), denoted by λ n (and resp. λ n ), is the minimum of the spectrum of ∆ + n | B n ⊥ (and resp. ∆
We can use the Rayleigh quotient to compute them,
2.4. The boundary expansion. If G = F 2 , the chains C n (X : F 2 ) can be endowed with the Hamming's norm:
Definition. Let X be a CW complex, the n th -boundary expansion constant is defined as follow,
There is a strong link between the homology groups and the boundary expansion constants.
Proposition. The boundary expansion constant h n (X) = 0 if and only if the cohomology group
In the case of graphs, this constant gives us rather uninteresting information.
Proposition ([14, lemma 2.3]). Let G be a graph, then
An interesting question is to understand what kind of information this constant give us in dimension higher than 1.
Main result
In [14] , Steenbergen-Klivans-Mukherjee proved an inequality which explains the link between the smallest non-trivial eigenvalue of the lower Laplacian and the boundary expansion constant of a simplicial complex. This result can be generalized for CW complex in a straightforward way.
Proof of 1). Let α be an element of C d (X : F 2 ) which realizes the minimum in h d . We can find a cochain f in C d (X : R), which assigns 1 to every d-cells in supp α and 0 to all the others. Since X is orientable,
Proof of 2).
Let f be a real cochain which is an eigenvector of ∆ d of eigenvalue λ d . We chose an orientation on the d-cells such that all the values of f are positive. We do not assume that they are similarly oriented. We put an order on
. The boundary of X is the (d − 1)-cells with degree 1,
For each e 
We can now prove our inequality. 
