Abstract: This paper studies the fault estimations problem for linear time-invariant systems with polytopic uncertainties. Both discrete-time and continuous-time cases are considered, and the recently developed Generalized Kalman-Yakubovich-Popov (GKYP) Lemma is exploited to formulate the fault estimation filter design problem in finite frequency domain. The filter is designed to make the error between residual and fault as small as possible despite of the disturbance effects and model uncertainties. Design methods are presented in terms of solutions to a set of Linear Matrix Inequalities (LMIs). Numerical examples are given to illustrate the effectiveness of the proposed methods.
Introduction
In recent years, with the growing demand for safety and reliability in industrial processes, fault detection problem of control systems has attracted more and more attention, and the detection filter design approach first proposed in White and Speyer (1987) is widely accepted as an efficient method of fault detection (Chen and Patton, 1999; Saberi et al., 1999) .
Recently, H ∞ control theory is applied in fault detection problems, and a number of results have been presented, e.g., Khosrowjerdi (2005) , the fault detection problem is formulated as a mixed H 2 /H ∞ filtering problem, where both noises and disturbances are attenuated. In Zhong et al. (2003) , the robust fault detection filter design is formulated as an H ∞ model-matching problem. In Henry and Zolghadri (2005) , Hou and Patton (1996) and Rambeaux et al. (1999) , the H/H ∞ approach is proposed, where the fault sensitivity is maximised and the disturbance effect is attenuated. In Hamelin and Sauter (2000) and Sauter and Hamelin (1999) , detection filters are designed in the frequency domain. In Nobrega et al. (2000) , Zhong et al. (2005) and Casavola et al. (2005) , faults or weighted faults are estimated by designing appropriate detection filters, and similar approaches are also proposed in Mangouhi et al. (1995) , Niemann and Stoustrup (1996) and Edelmayer et al. (1994) . Note that in these papers, weighting function matrices are introduced to reflect certain frequency ranges for faults and disturbances, such that finite frequency faults and disturbances are detected and attenuated respectively.
On the other hand, the so-called Kalman-Yakubovich-Popov (KYP) lemma has been recognised as one of the most basic tool of systems theory (Rantzer, 1996) , especially with the development of fast algorithms for convex optimisation with constraints defined by linear matrix inequalities. Based on the KYP lemma, the frequency dependent matrix inequalities can often be solved by first replacing the frequency dependence with a new matrix valued decision variable, and then solving the resulting inequality numerically. Recently the KYP lemma has been generalised to allow for more flexibility in system classes and various frequency ranges (Iwasaki and Hara, 2005a) . The Generalized KYP (GKYP) lemma converts a certain frequency domain inequality in a finite frequency range to a numerically tractable LMI condition, and it gives a necessary and sufficient condition for a given transfer function to satisfy a required frequency domain property over a given frequency range in terms of an LMI condition.
Different from the classical methods which use weighting matrices to restrict the frequency ranges of faults and disturbances, the recently developed GKYP lemma (Iwasaki and Hara, 2005a ) is introduced here to provides LMI conditions for computing the finite frequency performance indices, which gives direct treatment of the finite frequency performances, completely avoiding inaccuracies associated with frequency weights. Faults considered in this paper are assumed to be in the low frequency domain, which usually emerge in practice including DC (ω = 0), e.g., the actuator stuck failures of flight control systems (Liao et al., 2002) . The design methodology of this paper is formulated as follows. Combining the GKYP lemma and the recently developed filter design technique (Geromel et al., 2000) , the fault estimation problem is converted into a fault estimation filter design problem in the low frequency domain, and LMI-based design conditions are derived. This paper is organised as follows. Section 2 presents the problem under consideration. Section 3 illustrates the discrete-time fault estimation filter design approach. Section 4 illustrates the continuous-time fault estimation filter design approach. Section 5 gives the design of the threshold in details. Section 6 shows the effectiveness of the proposed design method via examples. Some concluding remarks are given in Section 7.
Notation: For a matrix A, A
T , A ⊥ denote its transpose and orthogonal complement respectively. I denotes the identity matrix with an appropriate dimension. For a symmetric matrix, A > (≥)0 and A < (≤)0 denote positive (semi)definiteness and negative (semi) definiteness. The Hermitian part of a square matrix M is denoted by
The symbol H n stands for the set of n × n Hermitian matrices, and the symbol * within a matrix represents the symmetric entries. σ max (G) denotes maximum singular value of the transfer matrix G.
Problem formulation
Consider a linear uncertain time-invariant system described by the following model
where σ is an operator indicating the time derivative d/dt for continuous-time systems and a forward unit time shift for discrete-time systems. Also, x ∈ R np is the state, f ∈ R n f represents the fault input vector, d ∈ R n d denotes the bounded disturbances vector, y ∈ R ny is the measured output. It is assumed that • All matrix dimensions are known.
is unknown but it belongs to a given convex bounded polyhedral domain D c . That is each uncertain matrix in this domain may be written as an unknown convex combination of q given extreme matrices M 1 , M 2 , . . . , M q such that
• The frequency ranges of faults and disturbances are known beforehand, e.g., the low frequency range |ω| ≤ (continuous-time) and |θ| ≤ ϑ (discrete-time).
The task of this paper is to design an estimate r of f given by r = F · y, where F is a linear, finite dimensional, and time-invariant operator called fault estimation filter in this work, which produces the estimation error e := r − f , r is called the residual generated vector of the fault estimation filter F. Let the state-space representation of the filter F be
the output r ∈ R nr is to estimate the fault vector, the vector x f is the filter state vector, and K f , L f , M f and N f are real matrices of appropriate dimensions to be determined. The order of the filter is restricted to be less than or equal to the system n p .
The dynamics of equations (1) and (4) can be rewritten as the following augmented system:
where
In order to estimate the fault while attenuating the disturbance effects, filter (4) is designed to satisfy the following performances
for discrete-time systems and
for continuous-time systems, where ϑ 1 , ϑ 2 1 , 2 are positive scalars reflecting the frequency ranges, and G fe (e jθ ), G fe (jω) and G de (e jθ ), G de (jω) are the transfer function matrices from fault to estimation error and disturbance to estimation error respectively.
Fault estimation problem:
Given system (1), the fault estimations problem of this work can be formulated as to design a linear dynamic filter (4) such that the augmented system (5) is stable and satisfies performance indexes (7), (8) and (9), (10) for discrete-time case and continuous-time case respectively, then the fault can be estimated by the output of filter (4).
The following preliminaries are essential for later developments.
Lemma 1 (Generalized KYP Lemma (Iwasaki and Hara, 2005a) 
for continuous-time systems
hold, where ϑ, are given positive scalars.
(ii) There exist Hermitian matrices P and Q of appropriate dimensions satisfying Q > 0, and
Lemma 2 (Projection Lemma): Let Γ, Λ, Θ be given. There exists a matrix F satisfying ΓF Λ + (ΓF Λ) T + Θ < 0 if and only if the following two conditions hold
3 Discrete-time fault estimation
LMI conditions for systems without polytopic uncertainty
In this subsection, we consider the discrete-time system with all system parameters precisely known, that is, matrix M is fixed.
Lemma 3: Let real matrices
, and a positive scalar ϑ 1 be given, the system is given in equation (5), then the following statements are equivalent:
(i) The finite frequency inequality
is the transfer function matrix from fault to estimation error.
(ii) There exist matrices P f , Q f ∈ H n satisfying Q f > 0, and
which is equivalent to
apply Lemma 1, we have (i) is equivalent (ii).
The following lemma follows from Iwasaki and Hara (2005b) which is also essential for the main theorems of this paper. First define J, H, and L of appropriate dimensions as 
where Ξ, Π are defined in Lemma 3.
(ii) There exists W ∈ R n×n such that
Proof: Notice that the null space of L is A I 0 C 0 I , and use Lemma 2, we have (i) is equivalent to (ii).
Given augmented system (5), the synthesis problem to satisfy performance index (7) can be formulated as the search for (14), then by Lemma 4, we have that equation (13) is equivalent to equation (17) if R is chosen to satisfy equation (16).
Inequality (17) is not convex due to the product terms between the multiplier W and the filter parameters. To convert it into an LMI problem, we introduce the change of variables proposed in Geromel et al. (2000) , let X, Y, U, V be defined by 
denoting Z := X −1 , and define
we have
Summarising the above arguments, we have the following theorem.
Theorem 1: Consider the discrete-time case of plant (5), M is fixed, the order is
, then there exists a filter (4) satisfying the specification
where (A, B f , C, D f ) and W are defined in equations (21) and (22).
Proof: By Lemmas 3 and 4, we have that equation (23) is equivalent to equation (17) if R is chosen to satisfy equation (16). Notice that
It can be verified that the inequality (17) multiplied to the left by the full rank matrix F T and to the right by F provides the following inequality.
after some matrix manipulation, we have equation (26) is equivalent to
By using Schur complement, it follows that equation (28) is equivalent to equation (24). Thus, we can conclude that inequality equation (24) 
From equation (24), we have P f > 0, then P f > 0. And from equation (21), we have
which appears as one of the diagonal blocks of equation (24). Then we have that if inequality (24) holds, (16) holds. Summarise all above statements, we can conclude that condition (23) holds if inequality condition (24) holds, which completes the proof.
Remark 1: It deserves to point out that the introduction of matrix R is the key to get LMI conditions, which should satisfy condition (16) and condition RF = F R in equation (25) . The matrix R chosen in this paper is R = [0 I 0] which is reasonable according to these two conditions.
The following corollary gives inequality condition to satisfy performance index (8), which follows the same lines as Theorem 1. n×(2n+nr) , then the specification
Corollary 1: Consider the discrete-time case of plant (5), M is fixed, the order is
n = 2n p . Suppose R = [0 I 0] ∈ Rσ max (G de e jθ ) < γ 2 , ∀|θ| ≤ ϑ 2(31)
if there exist matrices Z, Y, M, G, H, L, and matrices
P d , Q d ∈ H n satisfying Q d > 0 and the following LMI      −P d Q d − W 0 0 * P d − (2cosϑ 2 )Q d + A + A T C T B d * * − γ 2 2 I D d * * * − I      < 0(32)
where (A, B d , C, D d ) and W are defined in equations (21) and (22).
Proof: Following the same lines of that for Theorem 1, it is immediate.
Since the stability of the augmented system (5) has not been considered in Theorem 1 and Corollary 1, the following Lemma 5 is presented to provide the stability condition of the augmented system (5).
Lemma 5: Consider the augmented error system (5), the system matrix A is stable if there exist matrix variables
where A is defined in equation (36).
Proof: Applying Theorem 1 of De Oliveira et al. (1999) , it is immediate.
LMI conditions for systems with polytopic uncertainties
This subsection considers the fault detection filter design problem when system (1) has polytopic uncertainties. At first, define
correspondingly, M belongs to a given convex bounded polyhedral domain D c which can be denoted as
with
Then we have the following theorem. 
Theorem 2: Consider the discrete-time case of plant (1) with polytopic uncertainty, the order is
n = 2n p . Suppose R = [0 I 0] ∈ R n×(2n+nr) ,
then there exists a filter (4) such that the augmented system (5) is stable and satisfying specifications
σ max G fe e jθ ) < γ 1 , ∀ |θ| ≤ ϑ 1 ,(37)σ max G de e jθ < γ 2 , ∀|θ| ≤ ϑ 2(38)
if there exist matrix variables Z, Y, M, G, H, L, and matrix variables
P fi , Q fi , P di , Q di ∈ H n , satisfying Q fi > 0, Q di > 0
and the following LMIs
T , and
as Q fi > 0, i = 1, . . . , q, we have Q f (λ) > 0, applying Theorem 1, we have that if inequality (42) holds, condition (37) is then satisfied, then we can conclude that if each inequality in equation (39) holds, condition (37) is then satisfied. Similarly, multiply each inequality in equation (40) by the uncertain parameter λ i and then evaluate the sum from i = 1, . . . , q, we have 
T , and (38) is then satisfied, then we can conclude that if each inequality in equation (40) holds, condition (38) is then satisfied. Following the same way, we have that if each inequality in equation (41) holds, the stability of equation (5) is then ensured. Then we have that if each inequality in equations (39)- (41) for i = 1, . . . , q holds, equation (5) is stable and conditions (37) and (38) are then satisfied, which completes the proof.
Remark 2: Note that ϑ 2 can be different from ϑ 1 , denoting the individual frequency range of the disturbance. Inequalities (39), (40) are LMIs as W and (22) and (36) are all linear dependent on variables Z, Y, M, G, H, L, so it can be solved by using LMI Toolbox. As we introduce the variable W, the Lyapunov variables P di , Q di , P fi , Q fi can be different for i = 1, . . . , q, which may reduce conservatism.
Remark 3: It deserves to point out that our method is not only applicable for bi-proper systems, for strictly proper systems, our method is also applicable.
From Theorem 2, we can conclude that given γ 2 , the matrix variables that needed to obtain the filter parameters can be calculated by solving the following optimisation problem
Then the filter parameters can be obtained as follows. Let U and V be any factor such that UV T = I − XY , where non-singularity of I − Y X can be assumed without loss a generality due to the strictness of the LMIs. Then the filter parameters
Continuous-time fault estimation
The fault estimation filter design problem for the continuous-time case is addressed in this section by following the same lines of that for the discrete-time case. Firstly, assume that the system matrices defined in equation (6) for the continuous-time systems are precisely known. In order to formulate the continuous-time fault estimation filter design approach, the following preliminaries are essential.
Lemma 6: Let real matrices
, and a positive scalar 1 be given, the system is given in equation (5), then the following statements are equivalent:
holds, where G fe (jω) = C(jωI − A) −1 B f + D f is the transfer function matrix from fault to estimation error.
(ii) There exist matrix variables P f , Q f ∈ H n satisfying Q f > 0, and
Proof: Since Π = I 0 0 −γ 2 1 I , consider the continuous-time case, condition (11) becomes
Lemma 7: Let matrices P f , Q f ∈ H n , Q f > 0, and N be the null space of R. Then the following statements are equivalent.
(i) The condition in equation (49) holds and
where Ξ, Π are defined in Lemma 5.
where matrices J, H, L are defined in equation (15).
From Lemma 6, the synthesis problem to satisfy equation (9) can be formulated as the search for (49) where the state space matrices are defined by equation (6), and then by Lemma 7, we have that equation (48) is equivalent to equation (51) if R is chosen to satisfy equation (50).
Inequality (51) is not convex due to the product terms between the multiplier W and the filter parameters, to convert it into an LMI problem, introduce the same change of variables proposed in equations (18) 
Proof: Applying Lemmas 6 and 7, following similar lines of that for Theorem 1, it is immediate.
Similar to Corollary 1, we have the following Corollary 2, which gives the inequality condition for performance index (10).
Corollary 2:
Consider the continuous-time case of plant (5), M is fixed, the order is n = 2n p . Suppose R = 0 I 0] ∈ R n×(2n+nr) , a positive scalar 2 is given, then the specification 
where ( 
Proof: Applying Theorem 3.1 of Apkarian et al. (2001) , it is immediate.
When there exist polytopic uncertainties in plant (5) for the continuous-time case, we have the following theorem. 
if there exist matrix variables Z, Y, M, G, H, L, and matrix variables
P fi , Q fi , P di , Q di ∈ H n satisfying Q fi > 0, Q di > 0 and the following LMIs      −Q fi P fi − W 0 0 * 2 1 Q fi + A i + A T i C T i B fi * * − γ 2 1 I D fi * * * − I      < 0,(57)     −Q di P di − W 0 0 * 2 2 Q di + A i + A T i C T i B di * * − γ 2 2 I D di * * * − I      < 0 (58)    −W − W T A T i W T * −P si 0 * * − P si    < 0 (59) for i = 1, . . . , q, where A i , B di , B fi , C i , D di ,
Illustrative examples
Example 1: Consider a discrete-time model of equation (1) as
where λ 1 , λ 2 are the uncertain parameters, satisfying λ 1 + λ 2 = 1. The frequency ranges of faults and disturbances are both known as |θ| ≤ π 3 . To achieve the optimal estimate of the fault signal, let γ 2 = 0.8367, solve the optimisation problem (46), we have γ 1 = 0.646 and the matrix variables needed to compute the filter parameters are obtained as Comparing the residual outputs in Figure 2 with the fault in Figure 1 , we can conclude that the fault is well estimated by the fault estimation filter designed in this paper with the disturbance effects being attenuated effectively. 
where 0.2 ≤ α ≤ 0.5, 2.1 ≤ β ≤ 2.5. The frequency ranges of fault and disturbance are known as |ω| ≤ 1, given γ 2 = 0.9747, solving the optimisation problem (60), we have γ 1 = 1.01, and from equation (47), we have that the filter parameters are obtained as follows For convenience, using the same disturbance and fault signals as shown in Figure 1 . Figure 3 shows the residual outputs with and without the disturbances effects, respectively, where we can see that for the continuous-time case, the fault can also be well estimated using the filter designed in this paper. 
Conclusions
In this paper, we have investigated the problem of fault estimations for linear time-invariant systems with polytopic uncertainties. The faults to be estimated are considered in low frequency ranges. Generalized Kalman-Yakubovich-Popov lemma is exploited to formulate the fault detection filter design problem in low frequency domain. The filter is designed to make the error between residual and fault as small as possible. Numerical examples are given to illustrate the effectiveness of the proposed method.
