Recent state-of-the-art image segmentation algorithms are mostly based on deep neural networks, thanks to their high performance and fast computation time. However, these methods are usually trained in a supervised manner, which requires large number of high quality ground-truth segmentation masks. On the other hand, classical image segmentation approaches such as level-set methods are formulated in a selfsupervised manner by minimizing energy functions such as Mumford-Shah functional, so they are still useful to help generate segmentation masks without labels. Unfortunately, these algorithms are usually computationally expensive and often have limitation in semantic segmentation. In this paper, we propose a novel loss function based on Mumford-Shah functional that can be used in deep-learning based image segmentation without or with small labeled data. This loss function is based on the observation that the softmax layer of deep neural networks has striking similarity to the characteristic function in the Mumford-Shah functional. We show that the new loss function enables semisupervised and unsupervised segmentation. In addition, our loss function can also be used as a regularized function to enhance supervised semantic segmentation algorithms. Experimental results on multiple datasets demonstrate the effectiveness of the proposed method.
consuming and can be difficult in certain domains. To overcome this issue, weakly/semi-supervised image segmentation methods have been studied in these days. These methods are often under the assumption that training data have various supervisory annotations such as image-level labels [11] [12] [13] [14] and bounding-box labels [15] or a small number of strongly annotated data.
On the other hand, classical variational image segmentation methods are typically implemented in an unsupervised manner, by minimizing a specific energy function such as Mumford-Shah functional [16] so that it can cluster image pixels into several classes [16] [17] [18] [19] [20] . Since these methods produce pixel-wise prediction without ground-truth, they have been extensively used for classical medical image segmentation [16] [17] [18] [19] [20] [21] [22] . Unfortunately, these algorithms are usually computationally expensive and have limitation in semantic image segmentation, so recent segmentation studies have been mainly focused on convolutional neural network (CNN) approaches which are seemingly disconnected from classical approaches.
One of the most important contributions of this paper is, therefore, to show that the classical wisdom is indeed useful to improve the performance of the CNN-based image segmentation, specifically for the unfavorable situation where the training data is not sufficient. In particular, inspired by the classical variational segmentation approaches, here we propose a novel loss function by employing classical Mumford-Shah functional [16] that can be easily employed in CNN-based segmentation algorithms. Because the Mumford-Shah functional is based on the pixel similarities, the new loss can exploit the complementary information to the semantic information used in the existing CNN-based segmentation algorithms. Specifically, for a supervised learning setting, our loss function can be used as a novel regularized function to enhance the performance of the neural network by considering pixel similarities. Also, as the Mumford-Shah functional can be regarded as a self-supervised loss, we can easily obtain CNN-based semi-supervised or unsupervised learning without ground-truth labels or bounding box annotations. Furthermore, in the presence of intensity inhomogeneities, our Mumford-Shah functional for unsupervised segmentation can be easily modified to include bias field correction.
Recall that the minimization of Mumford-Shah functional has been the key topic in classical image segmentation so that various methods such as curve-evolution [23] , [24] , level set methods [17] , [25] , [26] , proximal methods [27] , etc have been developed over past few decades. The main technical difficulty herein is the non-differentiable nature of the original Mumford-Shah functional. To address this, the level-set approaches [17] , [25] , [26] employ differentiable level function to obtain the segmentation mask using level-set evolutions. On the other hand, our method is a direct minimization of the Mumford-Shah functional thanks to the similarity between the softmax layer outputs and characteristic functions in Mumford-Shah functional. Moreover, this minimization can be done in a data-driven way using deep neural networks, which results in real-time computation.
Experimental results using various datasets verify that the Mumford-Shah functional can be synergistically combined to improve the segmentation performance.
II. RELATED WORKS

A. Variational Image Segmentation
Classical variational approaches consider image segmentation as a clustering problem. Representative examples include k-mean [28] , [29] , mean shift [30] , [31] , normalized cuts [32] , graph cuts [20] , and level-set [17] , [25] , [26] . These approaches usually minimize an energy function. For example, one of the most well-known energy function is the so-called Mumford-Shah functional [16] .
Specifically, for a given image measurement x(r), r ∈ ⊂ R 2 , Mumford-Shah energy functional for image segmentation to N class piecewise constant regions is defined as [16] :
where
and χ n (r) denotes the characteristic function for the n-th class such that N n=1
and c n denotes the average pixel value given by
For multichannel images such as color images, this energy function (1) can be easily extended by defining x(r) and c n as vectors composed of each channel values.
For images with intensity inhomogeneities, the pixels within the same region may vary drastically so that they cannot be assigned to a single constant value. To address this, Li et al. [33] proposed a local intensity clustering method by relaxing the piecewise constant assumption as:
where b(r) is a slowing varying bias field. Then, the authors in [33] modified the term (2) to
where K (r − r ) represents a kernel function. In [33] , a truncated Gaussian function is used for the kernel function K . Since the bias field b(r) is simultaneously estimated with the class label {c n } when minimizing the energy function, this method enables image segmentation with intensity inhomogeneity correction. Unfortunately, Mumford-Shah functional (1) and its extension with the bias are not differentiable due to the characteristic function χ n . In order to make the cost function (1) differentiable, Vese and Chan [17] proposed the multiphase level-set method. Specifically, consider a set = [φ 1 · · · φ p ], where φ i : → R denotes a level function from an image domain to the real number that represents the height of the level-set. They also define the vector Heaviside function [17] :
where H (φ) = 1 when φ > 0 or H (φ) = 0, otherwise. Using this definition, one can generate N := 2 p possibilities of the vector Heaviside function values to represent N distinct classes within . This leads to the Euler-Lagrangian equation for the level function. For example, for the classification of N = 4 levels with two level functions (i.e. p = 2 and N = {00, 01, 10, 11}), the Euler-Lagrangian equations for the level functions are given by:
where δ denotes an approximation to the one-dimensional Dirac delta function, originated from the derivative of Heaviside function. Thanks to the high-dimensional lifting nature of the level functions, the multiphase level-set approach can successfully segment spatially separated regions of the same class.
B. CNN-Based Image Segmentation
1) Supervised Semantic Segmentation: When semantic pixel-wise annotations are available, deep neural network approaches have become the main workhorse for modern segmentation techniques thanks to their high performance and fast runtime complexity [5] , [6] . Since fully convolutional networks (FCNs) [9] generate output map with same size of the input, various deep learning methods using FCNs are studied for semantic image segmentation [7] , [10] , [34] [35] [36] .
2) Weakly/Semi-Supervised Semantic Segmentation: Although the supervised learning methods provide high performance semantic segmentation, labeling images with pixel-level annotations is difficult to obtain for enormous amount of data. To address this issue, Qi et al. [14] develop a unified method of semantic segmentation and object localization with only image-level signals. Papandreou et al. [12] present expectation-maximization (EM) method to predict segmentation maps by adding imagelevel annotated images. Hong et al. [11] propose a decoupled architecture to learn classification and segmentation networks separately using the data with image-level supervision and pixel-level annotations. Souly et al. [37] and Hung et al. [38] present the generative adversarial learning method for image segmentation.
3) Unsupervised Segmentation: Unsupervised learning methods have also been studied to segment image data without any ground-truth segmentation masks [39] , [40] . Several recent works present unsupervised approaches using classical optimization-based algorithms as constraint functions [41] [42] [43] .
C. Our Contribution
The main goal of this paper is to utilize classical Mumford-Shah functional with the modern neural network approaches. This results in the following contributions.
• In contrast to the classical multiphase level-set approach [17] , which relies on computationally expensive level function evolution by the Euler-Lagrangian equation, in the proposed method, Mumford-Shah functional is directly minimized using a neural network by back-propagation. • Unlike the existing weakly/semi-supervised segmentation [11] , [12] , [14] , [38] , the proposed algorithm does not require the weak-labeled supervision for unlabeled data, but still uses these unlabeled images as elements of the training data, thanks to the Mumford-Shah functional that depends on pixel statistics. Thus, the proposed method greatly alleviates the task of manual annotation. • While the existing CNN-based unsupervised learning methods [39] [40] [41] [42] [43] usually require complex pre-and /or post-processing, this post-processing step is not necessary and the algorithm only requires an addition of Mumford-Shah loss functional to the existing CNN approaches. • While the combination of level-set method with CNN segmentation can be found in Kristiadi and Pranowo [44] and Le et al. [45] , these approaches train the networks in supervised or weakly supervised manner, after which the level-set method is used as a refinement step of segmentation map. In contrast, our algorithm directly minimizes the Mumford-Shah functional so that it can be used for network training under semi-, unsupervisedand fully supervised setting. • When the proposed loss can be used as a data-adaptive regularized function in a fully supervised segmentation algorithm, our loss allows the network to better adapt to the specific image statistics to further improve segmentation performance.
III. THEORY
A. Key Observation
One of the important observations in this paper is that the softmax layer in CNN can be used as a differentiable approximation of the characteristic function so that the direct minimization of Mumford-Shah functional is feasible. This is different from classical multiphase level set methods, which obtain a differentiable energy function by approximating the characteristic function using a vector Heaviside function of multiphase level-sets.
Specifically, the n-th channel softmax output from a neural network is defined as follows:
where r ∈ , and z i (r) denotes the network output at r from the preceding layer before the softmax. The output value of (10) is close to 1 when the pixel value at r belongs to the class n. Furthermore, it is easy to show that
which is basically identical to the characteristic function property in (3). This similarity clearly implies that the softmax function output can work as a differentiable approximation of the characteristic function for the class membership. Accordingly, we propose the following CNN-inspired Mumford-Shah functional as a loss function:
|∇ y n (r)|dr, (12) where x(r) is the input, y n (r) := y n (r; ) is the output of softmax layer in (10) , and c n := c n ( ) = x(r)y n (r; )dr y n (r; )dr (13) is the average pixel value of the n-th class, where refers to the learnable network parameters. Note that (12) is differentiable with respect to . Therefore, the loss function (12) can be minimized by backpropagation during the training. Another interesting property of the loss function (12) is that it provides a self-supervised loss for segmentation. This property is useful for unsupervised segmentation setup where the label-based supervised loss is not available. Furthermore, the new loss function leads to image segmentation based on the pixel value distribution that can be augmented even when semantic labels are available.
B. Learning Minimizers of Mumford-Shah Functional
For a given cost function (12) , a standard method for variational approach is to solve the corresponding Euler-Lagrangian equation [46] :
for all n, where the last term comes from the constraint (11) . A corresponding fixed point iteration to obtain the solution of the Euler-Lagrangian equation is given by
where the superscript k denotes the k-th iteration, δ(n, i ) represents a discrete Dirac delta function, and η k is a step size. Inspired by the Learned iterative soft-thresholding algorithm (LISTA) [47] , our neural network can be interpreted as a unrolled iteration of (15), truncated to a fixed number of iterations. This concept is illustrated in Fig. 1 for unsupervised segmentation problems by comparing it with the level set method.
C. Application of Mumford-Shah Loss
The new loss can be combined with any supervised, semi-supervised and unsupervised segmentation algorithm.
Specifically, Fig. 2 (a)(b) illustrates a typical use of the proposed loss function for the semi-and unsupervised segmentation tasks, respectively. Here, a deep neural network can be any existing segmentation network, which takes input images with or without pixel-level annotated data and generates segmentation maps. The only difference is the addition of the Mumford-Shah loss functional L M Scnn . Here, we describe the various application of the Mumford-Shah loss in more detail.
1) In the Presence of Semantic Labels: If the segmentation dataset has small amount of pixel-level semantic annotations, we apply the conventional segmentation loss function for pixel-level annotated data and our Mumford-Shah loss for unlabeled data so that the deep neural network can be trained without any estimated or weak supervisory labels (see Fig. 2(a) ).
Specifically, to use both labeled and unlabeled data, the loss function for network training is designed as following:
where α = 1, if the input has labels 0, otherwise, and β is a hyper-parameter. L segment is usually the crossentropy function defined by:
where y n (i ) denotes the predicted probability of pixel i belonging to class n in the segmentation map, g n (i ) denotes the semantic label, and P is the number of pixels of input. Accordingly, when the network takes in the input that does not have pixel-wise label, the network is trained only by the Mumford-Shah loss. Otherwise, the network is trained to segment specific regions and classify those categories using both the Mumford-Shah loss and the conventional segmentation loss.
Meanwhile, in the presence of fully pixel-wise annotation labels, we set α = 1 during whole network training. However, in contrast to the existing supervised learning method that minimizes L segment , our neural network is trained using both L segment and L M Scnn so that it can consider pixel similarity and semantic information to perform segmentation in more detail.
2) In the Absence of Semantic Labels: Since our loss is a self-supervised loss, the unsupervised image segmentation is also possible to estimate clusters based on the pixel statistics by setting α = 0 in (16) . However, the Mumford-Shah functional simply tries to force each segment to have similar pixel values with the contour length regularization, so that if the image pixel-values within each regions vary significantly due to the intensity inhomogeneities, it often produces separate segmented regions. Although the additional semantic loss can help mitigate the problem, in unsupervised learning, such additional supervision is not possible. In this aspect, the bias field estimation [33] discussed above can provide additional supervision information.
Specifically, we impose the constraint that the total variation of the bias field is small so that we can choose the delta function kernel K (r − r ) = δ(r − r ) in (6) . Then, (12) can be modified as:
where γ > 0 is a fixed parameter and
which computes the centroid c n using the estimated bias in addition to the input image x(r). Accordingly, the neural networks can simultaneously estimate the bias field and segmentation maps by minimizing (18) . The estimation of the bias field can be easily implemented in a neural network as shown in Fig. 2(b) . Specifically, in addition to {z n (r)} in (10) that feeds into the softmax layers, the neural network is designed to output additional bias field b n (r). By a simple augmentation of bias field channel before the softmax layers and minimizing the modified loss function (18) , both bias and bias corrected segmentation mask can be obtained from the same neural network.
IV. METHOD
A. Datasets
1) PASCAL VOC 2012:
To evaluate the semantic segmentation performance of our model on the daily captured natural images, we used PASCAL VOC 2012 segmentation benchmark [48] , consisting of 20 object classes. We also used the extra annotated images from Segmentation Boundaries Dataset (SBD) [49] for training, so that we obtained an augmented training dataset of 10,582 images, and evaluated our semisupervised algorithm on the validation set with 1449 images.
2) LiTS 2017: To apply our method to medical image segmentation, we used Liver Tumor Segmentation Challenge (LiTS) dataset [50] . This provides 201 contrast-enhanced 3D abdominal CT scans and segmentation labels for liver and tumor regions with a resolution of 512 × 512 pixels in each axial slices. However, among 201 data set, 70 scans do not have ground-truth labels. Accordingly, we only used 131 scans which were provided with pixel-wise semantic labels (i.e. liver and tumor). From the 131 scans provided with groundtruth labels, we used 118 scans for network training, and 13 scans for inference phase. We clipped the intensity values to the range [-124, 276] HU to ignore irrelevant details and normalized the images into [0, 1] by dividing with the maximum value of data. Also, we downsampled the images into 256 × 256.
3) BRATS 2015: The multimodal brain tumor image segmentation benchmark (BRATS) [51] contains 274 MR scans from different patients-histological diagnosis. Each scans has skull-stripped four MRI sequences: T1-weighted (T1), T1 with gadolinium enhancing contrast (T1c), T2-weighted (T2) and FLAIR. All training data with the size 240 × 240 × 155 have manual segmentation labels for several types of brain tumor. We trained the deep neural network for complete tumor segmentation using 249 training data and evaluated our method on the 25 test set. 4) BSDS500: The Berkeley Segmentation Database (BSDS500) provides 200, 100, 200 color (RGB) images for training, validation, and test images with human-annotated labels, respectively. We resized all training images to 512 × 512 × 3.
B. Implementation Details
When pixel-level semantic labels exist in the datasets, we trained deep neural networks in a semi-supervised manner; otherwise, we trained the networks in an unsupervised setting. We implemented all the experiments using the pyTorch library in Python.
1) Semi-Supervised Object Segmentation in Natural Images: In order to evaluate the proposed Mumford-Shah loss using the PASCAL VOC 2012 dataset, we employed two different semi-supervised segmentation model: SSGAN [37] and AdvSemi [38] . Then, we trained the networks with or without our loss in a semi-supervised setting. As a baseline network, we used a modified version of the DeepLab-v2 [5] . This modified DeepLab-v2 does not use the multi-scale fusion, rather the Atrous Spatial Pyramid Pooling (ASPP) method is used in the last layer.
For fair comparison, we used the same parameters between comparative methods and our method, except for the softmaxoperated final output to compute our loss function. We randomly scaled and cropped the images into 321 × 321, and trained all models using two NVIDIA GeForce GTX 1080 Ti.
2) Semi-Supervised Tumor Segmentation in Medical Images: For the tumor segmentation on LiTS 2017 and BRATS 2015, we used modified U-Net [52] . This modification Fig. 3 . Comparison with AdvSemi [38] using the PASCAL VOC 2012 val set. We randomly sampled 1/8, 1/4, 1/2 images as labeled data, and trained the models with both the labeled data and the rest of training images as unlabeled data. comes from the pooling and unpooling layers of the U-Net [10] using the lossless decomposition: i.e. the four neighbor pixels of the input are decomposed into the four channels data with reduced size at the pooling layer, whereas the four reduced size channels are grouped together to an enlarged single channel at the pooling layer. The lossless modification improves the segmentation performance by retaining more details.
We stacked three adjacent slices in a volume as an input, and trained the network to generate segmentation masks corresponding to the center slice of the input. We used the Adam optimization method. For each LiTS and BRATS datasets, we set the initial learning rate as 10 −5 and 10 −4 , and multiplied by 0.5 after every 20 epochs. Using a single GPU mentioned above, we trained the models with batch size 4 for 50 and 40 epochs on those datasets, respectively.
3) Unsupervised Segmentation in Natural Images: Recall that our method can convert the existing supervised segmentation network to unsupervised network by simply replacing the semantic loss with the proposed Mumford-Shah loss. To demonstrate this, we employed U-Net [10] and trained the model without ground truth labels on the BSDS500 dataset. Additionally, in order to show that our loss function can improve the existing unsupervised segmentation network, we added the proposed loss function to the model of Backprop [43] and trained the network without labels. In the training of U-Net, we used Adam optimization algorithm with initial learning rate 10 −4 and batch size 4. We stopped training after 700 epochs. For the training of the modified Backprop [43] , we used SGD algorithm and initialized the parameters with Xavier initialization. We trained the network for 500 iterations and obtained the final segmentation maps.
Here, we also performed the comparative study using cnnLevelset [44] which is one of the existing deep-learningbased level-set segmentation methods. Since this cnnLevelset uses images with a single object and weak bounding box labels for the prior step of segmentation, we trained our model on the PASCAL VOC 2012 dataset with the same condition for fair comparison. Specifically, we did not use the boundingbox labels in cost function for the segmentation steps, but used the labels only for pre-processing data and performed unsupervised learning for image segmentation. We implemented a U-Net architecture and used the Adam optimization algorithm with learning rate 10 −4 . We trained the network for 7200 iterations with batch size 16 on the PASCAL VOC 2012 training dataset using a single GPU.
V. EXPERIMENTAL RESULTS
A. Semi-Supervised Object Segmentation in Natural Images
1) Experimental Scenario: Using randomly chosen 1/4 of whole images as labeled data, we trained all methods in a semi-supervised setting on PASCAL VOC 2012 segmentation benchmark. Also, to verify the performance of our method even with a small amount of labeled data, we evaluated our methods with AdvSemi [38] using the 1/2, 1/4, and 1/8 labeled data. In this experiment, L segment in (16) was set as the original loss function in the comparative methods, and β hyperparameter for the proposed loss function was set to 10 −7 . For all semi-supervised learning, we did not estimate the bias field, since the partial semantic labels can help mitigate the problem from pixel intensity inhomogeneities.
2) Qualitative Evaluation: Fig. 3 illustrates the segmentation results from our proposed method over different amounts of training data. It shows that the objects segmentation performance using the proposed loss function becomes more accurate compared to AdvSemi [38] , with increasing rate of labeled data for training. Also, even in the case of the small number of labeled data, we can confirm that the objects are segmented in the direction of correct answer thanks to the pixel similarity information from our Mumford-Shah loss. 3) Quantitative Evaluation: Table I and Table II show the evaluation results on the PASCAL VOC 2012 val dataset for the baseline comparative methods and our proposed methods. We used three evaluation metrics: mean of intersectionover-union (IoU), accuracy, and recall on the number of classes. Table I shows that the proposed method improved most of 20 classes in PASCAL VOC 2012. Specifically, by adding the proposed Mumford-Shah loss to SSGAN, our method improves the segmentation performance except for 6-7 classes. These tendency similarly appeared when combined with AdvSemi. In particular, we observed that three certain classes (car, chair, motorbike) did not improve, but in the classes of cow, table, sheep, and tv-monitor, the IoU scores increased with the proposed method. Moreover, as shown in Table III , the proposed method using the Mumford-Shah loss improves performance with small labeled data compared to the existing network without the proposed loss.
B. Semi-Supervised Tumor Segmentation in Medical Images
1) Experimental Scenario: In order to segment liver lesion in CT images effectively on the LiTS dataset, we trained two modified U-Nets [52] ; the first is to segment a liver from CT abdominal scans, and the second is for lesion segmentation from the segmented liver. For both models, we applied semi-supervised learning scheme. Specifically, we randomly chose 1/23, 1/10, 1/3 scans of training data for the labeled data, and trained two networks using both labeled and unlabeled data. At the inference phase, we evaluated the liver lesion segmentation performance on the validation set using these two segmentation networks trained in a semi-supervised manner.
For the tumor segmentation using BRATS dataset, we also used modified U-Net using all three adjacent slices for each MR sequences (T1, T1c, T2, and FLAIR images) as an input. Among the training dataset, we randomly sampled 1/4 MR scans of the full data as labeled data for the semisupervised learning scheme. Here, using the BRATS dataset, we conducted additional experiments on the hyper-parameter β in (16) by changing its value under the same training condition.
To verify the role of the proposed loss as a segmentation function, we compared our method to the supervised learning method by setting L segment = L C E , and we set the β hyperparameter as 10 −6 and 10 −7 for LiTS and BRATS dataset, respectively.
2) Qualitative Evaluation: Fig. 4 illustrates predicted liver lesion segmentation maps from CT slices and tumor segmentation maps from MR scans. These results verify that the Mumford-Shah loss enables the network to detect boundary of tumor region in more detail. Also, there are several cases that the original deep network produces the segmentation map with the IoU score less than 0.5 but with the same network our proposed loss function improves the results with the IoU score of higher than 0.7. Since the Mumford-Shah loss functional is computed with pixel-level information, we observed that tiny and thin tumors, which are hard to be distinguished with surrounding area, can be clearly segmented in our method.
3) Quantitative Evaluation: We evaluated the performance of tumor segmentation using the Dice coefficient, precision, recall, and intersection-over-union (IoU). Fig. 5 shows the scores on the 13 LiTS validation set according to the ratio of labeled and unlabeled data. The semi-supervised learning method using our proposed Mumford-Shah loss on the LiTS data brings significant performance improvement from 10% to 20%, over different amounts of labeled data. Table IV also shows that the overall scores from our semi-supervised method Semi-supervised liver lesion segmentation performance by the proposed method using the validation set from LiTS 2017. The comparison was performed using various ratio of labeled data. Left: Dice score. Right: Intersection of Union (IoU) score. 
4) Hyper-Parameter Analysis:
We also evaluated the sensitivity of the results on β hyper-parameter using BRATS dataset as shown in Table V . In terms of Dice score, the performance improvement with the Mumford-Shah loss functional is about the same for various values of non-zero β. Among them, when β is set to 10 −7 , the proposed method achieves the best Dice and IoU scores of 88% and 79%, respectively.
C. Unsupervised Segmentation in Natural Images
1) Experimental Scenario:
The goal of our unsupervised learning experiments is to directly verify that the combination of level-set framework and deep neural network improves the performance of semantic segmentation. Unlike the semisupervised segmentation experiment, we incorporated the bias estimation, since it improves the segmentation performance for images with complicated foregrounds. We set the hyperparameter β as 10 −7 for modified Backprop [43] with the proposed loss function.
2) Qualitative Evaluation on BSDS500: Fig. 6 shows visual comparisons of the segmentation results. The proposed [44] and CRF [53] . The proposed method is implemented with and without bias field correction to investigate the effect of bias field estimation.
Mumford-Shah loss not only improves the performance of the existing methods (Backprop [43] ) but also converts the supervised learning algorithms (U-Net) to an unsupervised learning method with the state-of-the art performance. We confirmed that our method enables segmentation of various foreground objects such as human and animals with higher performance than the comparative methods.
3) Quantitative Evaluation on BSDS500: Table VI shows the results of comparisons and our method. We computed the Region Covering (RC), Probabilistic Rand Index (PRI), and Variation of Information (VI) as evaluation metrics. Our U-Net with the proposed loss function outperformed the conventional level-set [17] by 7% gain in RC, which verifies that the deep neural network enables improved object segmentation without ground-truth label. Also, from the comparison with the original Backprop, the modified Backprop with the Mumford-Shah loss achieved 6% gain in RC. These results confirmed that the proposed loss functional improves the unsupervised segmentation performance. Table VII and Fig. 7 show the comparison results with the conventional CRF segmentation method [53] [44] . As shown in Figure 7 , cnnLevelset generates very large segmentation with less detail, and CRF produces detailed edge information which is far from object semantics. On the other hand, the proposed method provides right balance between the two approaches producing segmentation maps more related to the object semantics. We also found that our proposed algorithm produced segmentation maps with significantly smaller computational time. Moreover, we can observe that the bias field estimation helps in the segmentation of the complicated foreground object in images by modifying unnecessary details.
4) Comparison With CRF and CNN-Based Level-Set Segmentation Method:
VI. CONCLUSION
In this paper, we proposed a novel Mumford-Shah loss functional and its variant for image segmentation using deep neural networks in semi-supervised and unsupervised manners. The main motivation for the new loss function was the novel observation that the softmax layer output has striking similarity to the characteristic function for Mumford-Shah functional for image segmentation so that the Mumford-Shah functional can be minimized using a neural network. Thanks to the self-supervised nature of the loss, a neural network could be trained to learn the segmentation of specific regions with or without small labeled data. Experiments on the various datasets demonstrated the efficacy of the proposed loss function for image segmentation.
