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a b s t r a c t
An i-triangulated graph is a graph in which every odd cycle has two non-crossing chords;
i-triangulated graphs form a subfamily of perfect graphs. A slightly more general family
of perfect graphs are clique-separable graphs. A graph is clique-separable precisely if every
induced subgraph either has a clique cutset, or is a complete multipartite graph or a clique
joined to an arbitrary bipartite graph. We exhibit a polynomial time algorithm for finding
a maximum-weight induced k-partite subgraph of an i-triangulated graph, and show that
the problem of finding a maximum-size bipartite induced subgraph in a clique-separable
graph is NP-complete.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
Given a graph G = (V , E) with a weight function w : V → Z+, the subgraph induced by V ′ ⊆ V consists of V ′ together
with all edges of E with both endpoints in V ′. We denote this graph by G[V ′]; it has weight w(V ′) = ∑v∈V ′ w(v). The
problem of finding a maximum-weight induced k-partite subgraph of a given graph (MWIKS) is NP-complete in general [1],
even when k = 1 and all weights are equal — this amounts to finding a maximum stable set in G. For a fixed positive integer
kwe formally define MWIKS as follows:
Maximum-weight k-partite subgraph
Instance: A graph Gwith weight functionw : V (G)→ Z+ and a positive integer l.
Question: Is there a set V ′ ⊆ V (G) that induces a k-partite subgraph of G, such that∑v∈V ′ w(v) ≥ l?
The maximum stable set problem is easily seen to be equivalent to the problem of finding a maximum clique in terms of
approximability, and is therefore not approximable to within n1− for any  > 0 unless NP = ZPP or within n1/2− unless
P = NP [2]. Themaximum-weight induced bipartite subgraph (i.e. MWI2S) problem has applications to the viaminimization
problem which arises in the design of multi-layer printed circuit and VLSI boards [3,4]. MWI2S also has applications to SNP
haplotype assembly [3], an important problem in human genetic research [5]. The polytope BP(G) associated with MWI2S
has been studied in some depth [6–9]. Perfect graphs are a well-studied class of graphs onwhich theMWI1S (i.e. maximum-
weight stable set) problem is solvable in polynomial time (because the associated polytope has only integer extreme points;
see [10], Ch. 2). It is natural to ask if MWIKS can be solved on this class for arbitrary fixed k. Our work shows a sharp
complexity threshold for MWIKS between two similar subclasses of perfect graphs.
Two chords of a cycle are non-crossing precisely if the chords and the edges of the cycle form an outerplanar graph.
We consider the general problem of finding a maximum-weight induced k-partite subgraph for the family of i-triangulated
graphs, graphs in which every odd cycle has two non-crossing chords. We prove:
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Theorem 1. Given any i-triangulated graph G = (V , E), a maximum-weight induced k-partite subgraph of G can be found in
polynomial time.
To do this we exhibit a polynomial-time algorithm that involves first decomposing G in amanner that satisfies our needs,
then applying dynamic programming to the decomposition.
The family of i-triangulated graphs is a subfamily of perfect graphs. As the weighted stable set problem is solvable in
polynomial time on perfect graphs and the structure of perfect graphs is nowwell-understood (see [11]), it may be thought
that as a matter of fact MWIKS can be efficiently solved for all perfect graphs and all k. We show that this is not the case.
There is a closely related superset of i-triangulated graphs called clique-separable graphs. A graph G is clique-separable if
every induced subgraph H of G either has a clique cutset, or is a complete multipartite graph or is a clique joined to a
bipartite graph (the join of two graphs consists of adding all possible edges between them). Clique-separable graphs are also
perfect graphs. We show:
Theorem 2. The maximum induced bipartite subgraph problem is NP-complete for clique-separable graphs.
In Section 2 we present the basic concepts, notation, and results we will use throughout the paper, including some
structural properties of i-triangulated graphs. In Section 3 we use this method to show that i-triangulated graphs have tree
decompositionswith certain useful properties. In Section 4we show how such tree decompositions can be used to efficiently
findmaximum-weight induced k-partite subgraphs via dynamic programming, establishing Theorem 1. Finally, in Section 5
we prove Theorem 2, establishing the NP-completeness of the maximum bipartite subgraph problem on clique-separable
graphs.
2. Structural Basics of i-triangulated Graphs
Unless otherwise specified, a graph G will always have vertex set V and edge set E. We say that a vertex v sees a vertex
u if u and v are adjacent. The join of two graphs G1 = (V1, E1) and G2 = (V2, E2) has vertex set V1 ∪ V2 and edge set
E1 ∪ E2 ∪ {v1v2 | v1 ∈ V1, v2 ∈ V2}. The neighbourhood of v ∈ V is {w | vw ∈ E} and is denoted N(v). Given a set of vertices
S ⊆ V , the neighbourhood of v in S is N(v) ∩ S and is sometimes written NS(v). A block of G is a maximal 2-connected
subgraph of G, and a universal vertex of G is a vertex that is adjacent to every vertex other than itself.
A hole (resp. k-hole) of G is an induced subgraph of Gwhich is a chordless cycle of length 4 ormore (resp. a chordless cycle
of length k ≥ 4). A cap is a cycle C of length at least 4 with exactly one chord vxwhich forms a triangle with two consecutive
edges vw, wx of the cycle; the vertex w is called the tip of the cap. C is a k-cap if it is a cap with k vertices. An odd hole or
cap is a k-hole or k-cap with k odd. The following fact is immediate from the definition of an i-triangulated graph:
Fact 3. If a graph is i-triangulated then it contains no odd cap or odd hole.
The following lemma will help us build our structural decomposition in the next section:
Lemma 4. Let G be an i-triangulated graph. If H = u1 . . . uku1 is an even hole in G then for any v ∈ G adjacent to u1 and uk,
H ⊂ N(v).
Proof. Suppose v does not see all of H . Then there must be two consecutive (in the cycle order of H) vertices of H that see
v, followed by a maximal non-empty set of consecutive vertices of H that do not see v. If this set contains all of H except for
three (consecutive) verticeswe have an odd cyclewith precisely two chords and the chords cross, a contradiction. Otherwise,
if this set has odd size we have an even hole and therefore an odd cap. If the set has even size we have an odd hole. Either
case yields a contradiction. 
3. Tree decompositions
We define a base graph to be a graph that is either a complete multipartite graph with no clique cutset or a clique joined
to a bipartite graph. Thus a graph G is clique-separable precisely if for every induced subgraph H of G, G has a clique cutset
or is a base graph.
Before giving our structural decomposition of i-triangulated graphs, we consider a decomposition of a related class. A
subtree intersection representation (SIR) of G consists of a tree T = (N, A) and a collection S = {Sv|v ∈ V (G)} of non-empty
subtrees of T such that for any two vertices u and v of G, u and v are adjacent precisely if Su and Sv intersect. See Fig. 1 for
an example, and observe that associated with each node s ∈ N we have the setWs = {v ∈ V (G)|s ∈ Sv}; we denote the set
{Ws|s ∈ N} byW and we denote the SIR by [T ,W]. A graph G is chordal if it contains no hole; G has a subtree intersection
representation precisely if it is chordal [12]. Observe that in an SIR, for any node s ∈ N ,Ws induces a clique, and for any arc
ts ∈ A,Ws ∩Wt is a clique cutset so long as neitherWs norWt is a subset of the other.
As we need to consider graphs that may not be chordal, we use the more general idea of a tree decomposition. A tree
decomposition of G consists of a tree T = (N, A) and a collection S = {Sv|v ∈ V (G)} of non-empty subtrees of T such that
for any two adjacent vertices u and v of G, Su and Sv intersect. We defineWs andW as before and denote the decomposition
by [T ,W]. A tree decomposition is standard ifWs ⊆ Wt for no arc ts.
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Fig. 1. A chordal graph with a subtree intersection representation.
Returning now to our given i-triangulated graph G, we wish to build a tree decomposition [T ,W] of G with certain
properties. We will abuse notation and sometimes write Ws to denote G[Ws] for a node s of T . We write Us for the set of
universal vertices inWs and Hs forWs \ Us.
We insist that our tree decomposition satisfy the following properties:
(C1) For each node t ∈ T , the graph induced byWt is a base graph.
(C2) For every arc ts of T ,Ws ∩Wt is a clique.
(C3) For each node t ∈ T , at least one of the following must be true:
(a) Ht = ∅
(b) Ht is a 2-connected bipartite graph.
(c) Ht is a complete multipartite graph containing no universal vertex and at least one edge.
(C4) For all arcs ts of T , |(Ws ∩Wt) \ Us| ≤ 1
We call a tree decomposition satisfying the above requirements tractable. The aim of this section is to prove the following
theorem.
Theorem 5. Every i-triangulated graph has a tractable standard tree decomposition. Furthermore, such a decomposition can be
found in polynomial time.
Proof. IfG is a base graph thenwe simply use a one node tree decompositionwithWt = V for this node. So fromnowon, we
assume this is not the case and that G has a clique cutset. Our general approach is to use a recursive algorithm to construct
the desired decomposition. It relies on the well-known fact that for any tree decomposition [T ,W] of G and any clique C in
G, there is a t ∈ T such that C ⊆ Wt . We now describe our recursive algorithm. First find a minimal clique cutset C in G. Let
V1 be the vertex set of a component of G−C , let G1 = G[C ∪V1], and let G2 = G[V \V1]. Now recursively construct tractable
standard tree decompositions [T1,W1] and [T2,W2] of G1 and G2 respectively. There are two nodes t1 ∈ T1 and t2 ∈ T2 such
that bothWt1 andWt2 contain C . Note thatWt1 ∩Wt2 = C . Construct T by joining T1 and T2 with an arc between t1 and t2,
and letW = W1 ∪W2. If bothWt1 andWt2 are the join of a bipartite graph and a clique, Ut1 = Ut2 , and |Ht1 ∩Ht2 | > 1, then
contract the arc t1t2, replacingWt1 andWt2 withWt1t2 = Wt1 ∪Wt2 .
It remains to be shown that [T ,W] satisfies (C1) to (C4) and is a standard tree decomposition, given that [T1,W1] and
[T2,W2] are tractable standard tree decompositions.
If we do not contract the arc t1t2 thenWt is a base graph for every t ∈ N(T ), sinceW = W1 ∪W2. If we do contract t1t2,
then [T ,W] satisfies (C1) precisely ifWt1t2 is a base graph. This is the case, becausewe know thatG[Ht1∩Ht2 ] is a 2-connected
bipartite graph since it consists of two 2-connected bipartite graphs pasted together on an edge. Therefore [T ,W] satisfies
(C1). Note that for the same reason, G satisfies (C3) if the arc t1t2 is contracted, and clearly satisfies (C3) if it is not contracted.
To see that our tree decomposition satisfies (C2), first note that there is nothing to show if we contract t1t2, since for any
node s,Ws ∩Wt1t2 is equal to eitherWs ∩Wt1 orWs ∩Wt2 , so the result follows by induction. We only need to show that if
t1t2 is not contracted thenWt1 ∩Wt2 is a clique, but we know thatWt1 ∩Wt2 = C , our clique cutset, so [T ,W] satisfies (C2).
Since C is a clique cutset, it is easy to see by induction that [T ,W] is a standard tree decomposition; we can similarly see
that when t1t2 is contracted, (C4) is satisfied. All that remains is to prove that |(Wt1 ∩Wt2)\Ut1 | ≤ 1 if t1t2 is not contracted;
it will follow that |(Wt1 ∩Wt2) \ Ut2 | ≤ 1 by a symmetric argument.
Note that Ht1 is 2-connected but not a clique, so if Ht1 6= ∅ then |Ht1 | ≥ 4 and furthermore it follows from (C3) that for
any edge e in Ht1 there is an even hole in Ht1 containing e. The same is true of Ht2 . If Ht1 = ∅ then (C4) is clearly satisfied.
Suppose that |(Wt1 ∩Wt2) \ Ut2 | < 1 is not satisfied and let u and v be two vertices in (Wt1 ∩Wt2) \ Ut1 . If Ht2 = ∅ then
since C is a clique cutset there is a vertex x ∈ Ut2 \Wt1 . This vertex x, along with an even hole in Ht1 containing uv, forms an
odd cap. Note that x sees only u and v in the even hole because C = Wt1 ∩Wt2 is a clique cutset. This contradicts Fact 3, so
if |(Wt1 ∩Wt2) \ Ut2 | < 1 neither Ht1 nor Ht2 is empty.
Assume, then, thatHt2 is a complete multipartite graph containing at least three parts, none of which is a singleton. Since
Ht1 is not empty theremust be an even hole inHt1 containing uv, and sinceWt1∩Wt2 is a clique there is a vertex x ∈ Ht2 \Wt1
that sees both u and v, forming an odd cap, again contradicting Fact 3. Therefore Ht2 must be bipartite. We will show that in
this case Ut2 ⊆ Ut1 .
First assume there is a vertex x ∈ Ut2 \ Ut1 ; once again uv is contained in some even hole in Ht1 . We know x sees u and v,
so it follows from Lemma 4 that x sees all of every even hole containing uv. In fact, by repeating this argument we can see
that x sees all of the block of Ht1 containing uv, which is all of Ht1 since Ht1 is 2-connected. SinceWt1 ∩Wt2 is a clique cutset,
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it must contain x, therefore x ∈ Wt1 and everything in Ut1 sees x, so x is universal inWt1 , a contradiction since x ∈ Ut2 \ Ut1 .
Therefore no such x can exist and Ut2 ⊆ Ut1 . Observe now that (Wt1 ∩Wt2) \ Ut1 ⊆ Ht1 ∩ Ht2 ; since in this case {u, v} ⊆ Ht2
we can deduce that Ht1 is also bipartite by applying an argument symmetric to the one used to show that Ht2 is bipartite.
Similarly, we can show that Ut1 ⊆ Ut2 by applying an argument symmetric to the one used to show that Ut2 ⊆ Ut1 , so
Ut1 = Ut2 . But this contradicts the construction of [T ,W] because t1t2 was not contracted, therefore [T ,W] satisfies (C4)
and the proof is complete. 
4. The dynamic programming
Our algorithm for solving MWIKS on i-triangulated graphs is inspired by the algorithm of Whitesides in [13] for solving
the maximum-weight stable set problem (i.e. MWIKS for k = 1) on clique-separable graphs. This algorithm uses a tree
decomposition satisfying properties (C1) and (C2) from the previous section, which is by definition available for any clique-
separable graph. The underlying tree is rooted and partial solutions are constructed, starting at the leaves and moving
towards the root. As we will show in this section, MWIKS is easy to solve on base graphs; Whitesides’ algorithm exploits
this fact by reducing the problem on non-base graphs to the same problem on base graphs by way of a simple reweighting
operation.
We seek to know whether or not this general method extends to larger k — it does not. The reweighting cannot be done
efficiently when k ≥ 2, and as we will show in the next section, MWIKS is NP-complete on clique-separable graphs for
k ≥ 2. In contrast we can find a tractable tree decomposition for any i-triangulated graph, and the added restrictions on
such a decomposition allow us to reweight efficiently (see the proof of Lemma 7).
In the previous sectionwe described how to construct a tractable standard tree decomposition of an i-triangulated graph
G in polynomial time. We now wish to make it a rooted tree, so we choose an arbitrary node as the root and denote it r .
Call the resulting rooted tractable standard tree decomposition [(T , r),W]. Given a node t of T , let Tt be the subtree rooted
at t and let Gt be the graph induced by
⋃
s∈Tt Ws. With these preliminaries in hand we can proceed to a description of our
dynamic programming method.
For each node t of T with parent u and each feasible set S ⊆ Wt ∩Wu, we wish to compute BS(Gt), which we define to
be an arbitrary MWIKS B of Gt subject to the constraint that B ∩ (Wt ∩Wu) = S. For a node t of T , we define the set Bt of
k-partite induced subgraphs of Gt as follows:
Bt = {BS(Gt) | S ⊆ Wt ∩Wu, 0 ≤ |S| ≤ k}.
We can think ofBt as the part of the dynamic programming table corresponding to the node t since any k-partite induced
subgraph of G contains atmost k vertices in any clique.With this inmind, we findBt for each node t , startingwith the leaves
and working our way up the tree. As the setBt contains at most |Wt |k + 1 = O(nk) elements, to computeBt in polynomial
time it is necessary and sufficient to compute each BS(Gt) in polynomial time. So, suppose we are given Bsi for every child
si of t and a fixed subset S ofWu ∩Wt of size at most k. First consider the case in which t is a leaf.
Lemma 6. Given a leaf t of [(T , r),W] with parent u and a subset S of Gt such that |S ∩ Ht | ≤ 1, we can find BS(Gt) in
polynomial time.
Proof. If |S ∩ Ht | = 0, the problem is equivalent to that of finding a maximum-weight (k− |S|)-partite subgraph of Gt \ S,
which is also a base graph. If Gt \ S is a complete multipartite graph (note that this includes the case where Gt \ S is a clique),
then we take the heaviest k− |S| parts of Gt \ S. If Gt \ S is a 2-connected bipartite subgraph H joined to a clique U , then for
0 ≤ l ≤ 2, we consider a maximum-weight l-partite subgraph of H along with the k − |S| − l heaviest vertices in U , then
take the heaviest graph over our choices of l. This can be done in polynomial time for l = 1 [14]; the cases l = 0 and l = 2
are trivial.
If S ∩ Ht is a vertex v, we can solve the problem easily when Gt \ (S − v) is a complete multipartite graph by taking the
k−|S| heaviest parts that do not intersect with S, along with all parts that do intersect with S. If Gt \ (S−v) is a 2-connected
bipartite graph H joined to a clique U , we can solve the problem as before by finding a maximum-weight l-partite subgraph
of H subject to the constraint that the subgraph contains v. Clearly this makes the case l = 0 irrelevant, and the case l = 2
is still trivial (take all of H). When l = 1 we are looking for a maximum-weight stable set of H containing v, which is a
maximum-weight stable set of H − v − N(v) together with v. 
We now consider the case in which t is not a leaf. We will reduce the problem to solving MWIKS on a base graph by
reweighting the vertices.
Lemma 7. Given an internal node t of [(T , r),W]with parent u and a subset S of Gt such that |S ∩Ht | ≤ 1, we can find BS(Gt)
in polynomial time.
Proof. Given S, let S ′ ⊇ S be a given subset of S ∪ Ut of size at most k whose intersection withWt ∩Wu is exactly S. Note
that S ′ induces a clique in Gt . We wish to find BS′(Gt); clearly w(BS(Gt)) is the maximum over all such S ′ of w(BS′(Gt)). To
this end, for any vertex v in Ht \ S ′ we define the weight of v with respect to S ′, writtenwS′(v), as
wS′(v) = w(v)+
∑
Wsi3v
(
w(B(S′∩Wsi )∪{v}(Gsi)− v)− w(BS′∩Wsi (Gsi))
)
.
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Thus the weight of v with respect to S ′ represents the weight advantage we gain in
⋃
i Gsi by putting v in an IKS of Gt
whose intersection with S ∪ Ut is exactly S ′. Since we want to maximize this advantage given S ′, intuition suggests that
BS′(Gt) ∩Wt will be a MWIKS ofWt , considering weights with respect to S ′ instead of the standard weights. We will show
that this is indeed the case.
To see this, consider an IKS B of Gt whose intersection with Ht \ S ′ is X and which has maximum weight subject to this
constraint. The weight of B is exactly
w(S ′)+
∑
v∈X
w(v)+ ∑
Wsi3v
w
(
B(S′∩Wsi )∪{v}(Gsi)− ((S ′ ∩Wsi) ∪ {v})
)
+
∑
i s.t. X∩Wsi=∅
w(BS′∩Wsi (Gsi)− (S ′ ∩Wsi)).
Now consider a vertex u ∈ Wt \ (Ut ∪ S ′ ∪ X) such that X ′ = X ∪ {u} is k-partite, along with an IKS B′ of Gt whose
intersection withWt \ (Ut ∪ S ′) is X ′ and which has maximum weight subject to this constraint. The weight of B′ is
w(S ′)+
∑
v∈X ′
w(v)+ ∑
Wsi3v
w
(
B(S′∩Wsi )∪{v}(Gsi)− ((S ′ ∩Wsi) ∪ {v})
)+ ∑
i s.t. X ′∩Wsi=∅
w(BS′∩Wsi (Gsi)− (S ′ ∩Wsi))
= w(B)+ w(u)+
∑
Wsi3u
(
w(B(S′∩Wsi )∪{u}(Gsi)− u)− w(BS′∩Wsi (Gsi))
)
= w(B)+ wS′(u).
Define Gt,S′ , as the subgraph of G induced by Wt with each vertex v ∈ Ht \ S ′ given weight wS′(v) and each vertex
v ∈ S ′ ∪ Ut given weight w(v). It is now clear that we can find BS′(Gt) by fixing its intersection withWt to be a MWIKS of
Gt,S′ whose intersection with S ∪ Ut is S ′. It is easy to construct Gt,S′ in polynomial time, and once we have done so we can
find a MWIKS of it in polynomial time as per Lemma 6. After that, we need only consultBsi for each child si of t to construct
BS′(Gt). Since |S ′| ≤ k there are O(nk) choices of S ′, so we can construct BS(Gt) in polynomial time. 
We are now equipped to prove Theorem 1.
Proof (Proof of Theorem 1). By the previous two lemmas, we can efficiently construct the setBt for any node t 6= r provided
that we have already constructedBsi for each child si of t . By making a postorder traversal of T we can do this for all t 6= r
in polynomial time as we go: since [(T , r),W] is a standard tree decomposition, it follows that T contains at most n nodes.
Once this is done we can constructBr by making a dummy parent r ′ of r such thatWr ′ = ∅. The maximum-weight (in fact,
the only) element ofBr is a MWIKS of G. 
5. Clique-separable graphs
In this section we prove Theorem 2 via a polynomial-time reduction to the maximum stable set problem — recall that
Theorem2 states that the problemof finding amaximum-size induced bipartite subgraph (MIBS) of a clique-separable graph
is NP-complete. Let us formally state the two decision problems that we consider.
Max-CS-MIBS
Instance: A clique-separable graph G and an integer k.
Question: Does G have an induced bipartite subgraph containing at least k vertices?
Max-SS
Instance: A simple graph G and an integer k.
Question: Does G have a stable set of size at least k?
The problem Max-SS is well-known to be NP-complete [1], so we need only show that given a graph G and an integer k,
we can construct, in polynomial time, a clique-separable graph H ′ with an associated integer k′ such that H ′ has an induced
bipartite subgraph on at least k′ vertices if and only if G has a stable set of size at least k. Forthwith the details.
Proof (Proof of Theorem 2). Consider a graph G. Create an auxiliary bipartite graph H whose vertex set is {vA, vB|v ∈ V (G)}
and which has edge vAvB corresponding to each v ∈ V (G), and two edges uAvB and vAuB corresponding to each edge uv of G.
Extend H to a graph H ′ by
(1) adding for each edge e of H corresponding to an edge of G, a vertex xe adjacent to both endpoints of e,
(2) adding for each vertex v of G, three vertices xv , yv , and zv and the edges xvyv , yvzv , xvvA, zvvB, yvvA, and yvvB.
Note that H ′ is clique-separable, as it arises from the bipartite graph H by repeatedly pasting triangles onto edges.
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We claim that the largest induced bipartite subgraph in H ′ has size 3|V (G)| + 2|E(G)| + α(G), where α(G) is the size of
the largest stable set in G. It follows that letting k′ = 3|V (G)| + 2|E(G)| + k, H ′ has an induced bipartite subgraph on at least
k′ vertices if and only if G has a stable set of size at least k.
To prove our claim, we choose a largest induced bipartite subgraph F of H ′ that minimizes the number of vertices of F in
H .
Suppose that xe 6∈ V (F) for some edge e ∈ E(H) with endpoints a and b. Since F is maximum, both a and b must be in
V (F). But (V (F) \ a)∪ xe induces a bipartite subgraph in H ′ since in this subgraph xe must have degree one. This contradicts
our choice of F , so xe ∈ V (F) for every edge e ∈ E(H). Furthermore, at most one endpoint of e is in V (F), since the two
endpoints form induce a triangle with xe.
Consider a vertex v of G such that vA is in V (F). At most one of xv , yv can be in V (F). Also, V (F) \ vA \ vB + xv + yv is
bipartite as xv , yv , and zv induce a bipartite component of H ′ \ vA \ vB. Since F is maximum, we can conclude that vB is in
V (F). By a symmetric argument, we see that either both or neither of vA and vB are in V (F) for every v ∈ V (G).
By the above remarks, V (F) ∩ V (H) is {vA, vB|v ∈ S} for some set S ⊂ V (G), and S must be stable. It follows that V (F) is
a subset of
{xv, zv, vA, vB|v ∈ S} ∪ {xv, yv, zv|v 6∈ S}
∪ {xe|e ∈ E(H), 6 ∃v ∈ V (G) s.t. e = vAvB}.
Hence |V (F)| ≤ 4|S| + 3|V (G) \ S| + 2|E(G)| ≤ α + 3|V (G)| + 2|E(G)|.
On the other hand, for any stable set S of G, letting Z be
{xv, zv, vA, vB|v ∈ S} ∪ {xv, yv, zv|v 6∈ S}
∪ {xe|e ∈ E(H), 6 ∃v ∈ V (G) s.t. e = vAvB},
we have that Z induces a bipartite subgraph in H ′. Indeed it is a forest, all of whose vertices are leaves except for yv for
v ∈ V (G) \ S and vA, vB for v ∈ S. Letting S be a maximum stable set of G, we reach an induced bipartite subgraph of H ′
containing 3|V (G)| + 2|E(G)| + α(G) vertices. This completes the proof of our claim. 
6. Conclusion
Clique-separable graphs are a hereditary class of graphs inwhich a graph either contains a clique cutset or has a verywell-
understood structure. We have shown that this property alone does not guarantee an efficient algorithm for the maximum
induced bipartite subgraph problem, which is NP-complete for clique-separable graphs. In contrast, we have shown that for
i-triangulated graphs we can find a decomposition with more structure than the often-used standard tree decomposition.
This ‘‘tractable’’ standard tree decomposition allows us to solve the broader maximum-weight induced k-partite subgraph
problem on i-triangulated graphs in polynomial time, for fixed k. Thus we have found an interesting complexity threshold
for the problem between i-triangulated and clique-separable graphs.
It may be possible to apply this same approach to other classes of graphs. In particular, the past thirty years have seen the
development of a wealth of knowledge on subclasses of perfect graphs and their structural decompositions. Perhaps finding
similar ‘‘tractable’’ decompositions based on clique cutsets or even star cutsets would deepen our understanding of certain
complexity thresholds and yield further combinatorial algorithms for optimizing over perfect graphs.
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