Computation Of The Real And Complex Roots Of Algebraic And Transcendental Equations by Stubblefield, Beauregard
Prairie View A&M University 
Digital Commons @PVAMU 
All Theses 
8-1945 
Computation Of The Real And Complex Roots Of Algebraic And 
Transcendental Equations 
Beauregard Stubblefield 
Follow this and additional works at: https://digitalcommons.pvamu.edu/pvamu-theses 
[ fftknn [if mm s I J '<'1 | • vv 
'ill 




. ^ 7 
COMPUTATION OP ALL THE REAL AND COMPLEX ROOTS 







A Thesis in Mathematics Submitted in Partial 
Fulfillment of the Requirements 
for the Degree of 




Prairie View State University 
Prairie View, Texas 
August, 1945 
The W. R. Bank9 Library 
Prairie View University 
Prairie View. Texas 
APPROVED BY: 
Chairman of Student Advisory Committee and 




Beauregard Stubblefield was born July 31, 1923 in 
Navasota, Texas. His father, a jewler, and mother, a 
teacher, moved to Houston when he was a young child. Be­
cause of his having shown an urging desire to learn, he 
was allowed to go to school at the age of five. He studied 
at Burrus Elementary and Junior High School and Booker T. 
Washington High School, having finished both with greatest 
honors. He entered Prairie View State College, Prairie 
View, Texas, September 5, 1940, completing the four year 
course in three years, majoring in mathematics and minor-
ing in chemistry. Upon graduation, he received a scholar­
ship enabling him to enter graduate study in the fields of 
mathematics and chemistry; at the same time, he served as 
assistant teacher in those fields. While preferring the 
fields of mathematics and chemistry as major and minor, 
respectively, Stubblefield has shown a marked degree of 
advancement in the studies of English, history, and foreign 
languages. He also is a skilled watch repairman, having 
used this knowledge as a practical means of paying his 
college fees. 
ACKNOWLEDGMENT 
The writer wishes to acknowledge his sincere appre­
ciation to Professor A. W. Randall, Head of the Mathema­
tics Department and director of this thesis, who proposed 
the problem and whose aid and suggestions were essential 
in the completion of this work. 
To Doctor C. P. Stephens and Mr. J. S. Flipper, II, 
former instructors of Mathematics, the writer is desirous 
of expressing most gratefully his thanks for their untir­
ing instructional guidance which is indirectly responsible 
for the writer's ability to attack this problem. 
DEDICATED 
To 
My mother and father 
Mr. and Mrs. C. S. Stubhlefield 
whose 
encouragements and inspirations 
have made this thesis possible. 
TABLE OF CONTENTS 
PAGE 
I. INTRODUCTION 1 
A. Origin and History of the Problem .... 
B. Purpose and Statement of the Problem . 
C. Scope of the Problem 
D. Review of Literature 
II. UPPER AND LOWER BOUNDS 
A. Classical Theorems 
B. Newton's Theorem 
1 






III. SEPARATION OF THE ROOTS 10 
A. Descartes' Rule of Signs 
B. Budan's Theorem 




IV. COMPUTATION OF INCOMMENSURABLE REAL ROOTS OF 
f(x) = 0 13 
A. With Real Coefficients 13 
1. Newton's Formula 
2. Fourier's Theorem 
3. Randall's Modification of Newton's 
Method 
4. The Regula Falsi 
B. Solution of Equations With Imaginary 
Coefficients 
C. Transcendental Equations 









23 A. Solution By Maclaurin's Formula 
B. Graeffe's Method 25 
1. Underlying Principle of Graeffe's 
Root-Squaring Method 
2. Roots, Real and Distinct 
3. Complex Roots 
4. Steps Used in the Calculations 67 






69 VI. GENERAL SUMMARY AND CONCLUSION 
74 VII. BIBLIOGRAPHY 
COMPUTATION OP ALL THE REAL AND COMPLEX ROOTS 
OP ALGEBRAIC AND TRANSCENDENTAL EQUATIONS 
Introduction 
Origin and History of the Problem: The science of 
algebra arose In its effort to solve equations. Since the 
main objects in algebra have been the discussion of equal­
ities and the transformation of forms into simpler equiva­
lent ones, that science may well be called the Science of 
Equations. The solution of an equation containing one un­
known quantity consists In the determination of Its value 
or values, these being called roots. An algebraic equation 
of degree n has n roots, while transcendental equations 
have an infinite number of roots. There has existed for 
years the problem of finding values, as exact as possible, 
or as close as one wishes of these roots. This problem 
still has not been satisfactorily solved. It is the object 
of researchers to continue work to the end of calculating 
all of the real and complex roots of algebraic and tran­
scendental equations simultaneously by a single method. 
Thus, Lagrange, at the beginning of his manuscript on 
"The Solution of Numerical Equations" (1767), published 
his first memoirs which were followed by works of Harriot, 
has assisted in Ougtred, Pell, and others. Descartes 
these findings by his rule of signs, which though funda­
mentally important, lacks sufficient accuracy. The great­
est analysis initiated by Newton and terminated by Lagrange, 
2 
made a decisive step from Descartes' theory by using "the 
squares of the differences." This method was simple in 
theory but necessitated tiring and sometimes indefinite 
conclusions. Fourier attained approximately the same con­
clusions in his efforts. In 1820, he published a rule which 
he had formulated and used for several years. Though his 
rule lacked satisfactory proof, his findings at least aided 
Sturm with his theories advanced several years later. This 
theorem concerns only a derivative and the function itself 
which is somewhat similar to the highest common factor. 
Graeffe, of Zurich, estimating that the method of 
separation of roots, pursued by his contemporaries, is only 
one step in the method of determination, has given in a 
manuscript commended by the Academy of Berlin in 1839, a 
direct method, remarkable for its simplicity of both prin­
ciple and application, for the calculation of all the 
roots, real and complex, without any preliminary determina-
This method consists in tion of their approximate values, 
forming a new equation whose roots are some high power of 
the roots of the given equation} the roots are spread out 
and immediately calculated. Graeffe's theory was supported 
by Daniel Bernoulli. He made use of the method given by 
this mathematician, by assigning closer values to the roots 
of an algebraic equation. But the method of Bernoulli only 
gives the largest root as indicated by Euler in his, _The 
Introduction To The Infinitesimal Analysis, Chapter XVII. 
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Graeffe, on the contrary, finds all the roots. He obtains 
this result by repetition of operation. This operation, 
purely mathematical, is extremely simple in that it makes 
use of the coefficients of the equation without preliminary 
preparation. Graeffe limits himself to determining the 
real roots and the modulus of the imaginary roots when these 
quantities differ one from the other. 
Encke, admirer of the method of Graeffe, tried it out. 
As an outgrowth of this study, he published in 1841, a 
memoir of sixty pages which was appended to the annual pub­
lication of the Observatory of Berlin--notwithstanding its 
merits having been overlooked originally. The memoir at­
tracted the attention of D. Miguel Merino of the Observato­
ry of Madrid, who was so impressed with the method therein 
outlined, that he had it translated and published in Span­
ish, with modifying contributions of his own which increas­
ed the pages to two hundred sixty nine. 
In his research of imaginary roots, Encke borrowed 
from Graeffe' s calculations only the knowledge of the modu­
lus . His theory became complete with that addition; the ap­
plication involved some trigonometrical developments, giv­
ing the determination of the complex roots, without the 
difficulties of Sturm's method. If it is permissible to ap­
preciate the theory of Encke, it is worthwhile to recognize 
the fact that he only made an addition to Graeffe's method, 
because it approaches, for the first time, successfully, 
the imaginary roots. 
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Among other important contributions to this specific 
field of mathematical analysis was the very outstanding 
one developed by Emory McClintock in 1894 by means of his 
Calculus of Enlargement and published in "The American 
Journal of Mathematics," 1895. This development comprised 
a comprehensive and valuable method for the simultaneous 
computation of all the roots of an equation by series. 
Purpose and Statement of the Problem: The present work 
is designed as a sequel to the discussion of equations in 
college textbooks, and several methods of solution, not 
usually found in such compilations, are presented and ex­
emplified. The aim kept in view has been that of the de­
termination of the number values of the roots of numerical 
equations, and algebraic analysis has been used only to 
further this end. Thus, the object of the following pages 
is to present and exemplify convenient methods for the de­
termination of the numerical values of the roots of both 
algebraic and transcendental equations. 
It is beyond the scope of this thesis to pre­
sent any great number of classical theorems on roots, 
whether real or complex, of either algebraic or transcen­
dental equations. A few of the outstanding ones and various 
methods of solutions will be included. Two methods relating 
to the simultaneous solution of all the roots of an equa­
tion will be employed. Proofs of auxiliary theorems will 
not be included. 
Review of Literature: 
tion and opinions having bearing on the historical and 
Scope: 
A search for specific informa-
5 
theoretical development of the subject of this manuscript 
has led to the reviewing of several articles of mathemati­
cal literature, whose authors have made valuable contribu­
tions, informative, enlightening and creative. 
Merriman in his Solution of Equations has contributed 
various advanced methods designed for the solution of real 
and complex roots of algebraic and transcendental equa­
tions . 
McClintock's Method, found in the "American Journal 
of Mathematics," 1895, vol. XVII, pp. 89-110, treats of 
the "Simultaneous Solution of All the Roots of An Alge­
braic Equation." His procedure is outstanding for its ac­
curacy not commonly found in such operations. One objection­
able feature of his method is the difficulty of its compre­
hension. 
Todhunter, author of Theory of Equations, is marked 
for his simplicity and clearness in treating the subject 
by making superior uses of classical theorems. 
M. E. Carvallo in his book, Methode Pratique Pour La 
Resolution Numerlque Complete Pes Equations Algebralques 
Ou Transcendantes, Fifth Edition, 1933, gives historical 
background to the problem treated in this manuscript. 
6 
UPPER AND LOWER BOUNDS 
Classical Theorems1 
If in the polynomial with real coefficients, 
f(x) = aQxn + a1xI1~1+ a2xn 
Theorem I: 
-2 + + a n (ao ^ x + a • • • n-i 
the value \/*0 + 1, or any greater value, be substituted 
for x, where a, is that one of the coefficients a 
k 
a , ..., a whose numerical value is greatest, the term 
2 n 
containing the highest power of x will exceed, numerical­
ly, the sum of all the terms which follow. 
In terms of the real roots of the equation obtained 
by equating the given polynomial to zero, this theorem 
means that the equation cannot have a root greater than 
a/a +1 or less than -a /a^ - 1. k o k o 
Theorem II: If In the polynomial with real coeffi­
cients 
aQxn + aj^x31"1 + a2xn~2 + ... + an_1x + an (a^ 0) 
the value a /(a + a, ) or any smaller positive value, be n n k 
substituted for x, where a,_ is that one of the coefficients k 
., an whose numerical value is greatest, ao» ai» a • • 
"""William Vernon Lovitt, Elementary Theory of Equa-
tions, Prentice-Hall, New York, 194^, p. 10V. 
7 
will be numerically greater than the sum of the term a 
all the others. 
Theorem III: In any algebraic equation with real co­
efficients 
f(x) = a0xn+ai xn~a + + a = 0, (aQ ^ 0) • • • 
if the first negative coefficients is preceded by r co­
efficients which are positive or zero and if the numerical­
ly greatest negative coefficient is a^, then each root is 
less than 1 + a,„/a . k' o 
If In any rational integral algebraic 
equation, with real coefficients, the numerical value of 
each negative coefficient be divided by the sum of all the 
positive coefficients which precede it, the greatest of the 
fractions so formed, increased by one, is an upper bound of 
the roots of the equation. 
Theorem IV s 
Theorem V: (Newton's Method) Any number which ren­
ders positive the polynomial f(x) and all its derived 
f(n)(x) is an upper bound functions f'(x), f"(x), 
of the roots of f(x) = 0. 
One advantage of Newton's method is that often, it 
furnishes two consecutive integers between which the 
• • • 9 
greatest root lies. 
If, in the equation, with real coeffi-Theorem VI: 
cients, 
f(x) = xn + aix51"*1 + ... + an = 0 
8 
where not all of the coefficients are positive, we strike 
out an arbitrary number of such pairs of terms as 
a xn"P, 
P 
xn-p+q, a a , p-q' and a > 0, a p-q p-q 
where and if, in the resulting equation, a 
n-m 
an m ̂  an^ ^erm P^ece<iing all negative terms, m-h 
is a power of the first negative term and g is the 
greatest of the numerical values of the negative coeffi­
cients, then each real root of f(x) =0 is less than any 
term of the sequence 
1 + (g/a )x/h = A; 0/ n-m 
f(A8) — A f(Ax) = A2J 3 » • • • » 
where 
f(x) = 1 + ((1 - x"m+h"1)g/an_m)1/h, x >1 
Theorem VII: If R is any number such that 
|ax| /R + a2 /Rs + ... + an /Rn 1, 
then all the roots of 
2n + axn-1Z + + a = 0 • • • n 
& are in absolute value less than R. 
* The variable z is a complex variable. 
9 
Theorem VIII: The number of roots of f(z) = 0 lying 
within a closed contour which does not pass through any 
root is equal to the increment of 
1/2 TT i log f ( Z) 
when x describes the contour. 
Theorem IXt If a! and as are real, the numbers 
of the roots of the equation 
zsn + ai®zsn"1 + aa3 = 0 
which have their real parts positive and negative are n-1 
and n+1, or n and n, according as n is odd or even. 
10 
SEPARATION OP THE ROOTS 
Classical Theorems On Real Roots1 
Descartes' Rule of Signs. Theorem I: The number of 
positive real roots of a rational integral algebraic equa-
f(x) = 0, with real coefficients, is either equal to tion 
the number of the variations of sign in its coefficients 
or less than that number by a positive even integer. The 
number of negative roots of an algebraic equation 
with real coefficients is either equal to the number of 
f(-x) = 0 or less than that number 
f(x)=0, 
variations of sign of 
by a positive even integer. 
Theorem II: When all the roots of an equation 
f(x) = 0 are real, the number of positive roots is equal 
to the number of changes of sign in f(x) = 0 and the number 
of negative roots is equal to the number of changes of sign 
in f(-x) = 0. 
If any group consisting of an even num­
ber of consecutive terms is deficient in any equation, 
there are at least as many imaginary roots of the euqation. 
If any group consisting of an odd number 
of consecutive terms is deficient in any equation, the 
Theorem III: 
Theorem IV: 
1I. Todhunter, Theory of Equations, Macmillan and 
Company, London, 1875, pp. 41-46". 
11 
equation has at least one more than that number of imagi­
nary roots is the deficient group is between two terms of 
the same sign, and the equation has at least one less than 
that number of imaginary roots is the deficient group is 
between two terms of opposite signs. 
Sudan's Theorem:1 Theorem V. Let f(x) = 0 be a ra­
tional integral algebraic equation of degree, n, with real 
coefficients. Let two real numbers a and b, a<b, neither 
a root of f(x) = 0, be substituted in the series of f(x) 
and its successive derived functions, viz 
f(x), f•(x), f»(x), ..., f(n>(x); 
then the excess of the number of variations of sign in the 
series (1) when x = a, over the number of variations of 
sign when x = b, either equals the number of real roots of 
f(x) = 0 between a and b or exceeds the number of roots by 
a positive even integer. A root of multiplicity m is here 
counted as m roots. 
• 9 
(1) 
Sturm's Theorem;8 Theorem VI. Let f(x) = 0 be a ra­
tional integral algebraic equation, with real coefficients 
and without multiple roots. Let any two real numbers a and 
f(x) = 0, be substituted for x b, a < b, neither a root of 
in the series of n + 1 functions, viz., 
1William Vernon Lovitt, 0£. cit., p. 120. 
sIbid,, p. 125. 
12 
f(x), f'U), fgU), fg(x), fn(x), (2) • • • > 
consisting of the given equation f(x), its first derived 
function f'(x), and the successive remainders, with their 
signs changed, in the process of finding the greatest com­
mon divisor of f(x) and f'(x). Then the exact number of 
real roots of f(x) =0 between x = a and x = b is ex­
actly equal to the number of variations of signs in the 
series when x = a, diminished by the number of variations 
of signs in the series when x = b. 
13 
COMPUTATION OF INCOMMENSURABLE REAL ROOTS OJ? 
f(x) = 0 WITH REAL COEFFICIENTS 
Newton's Approximation Rule:1 A useful method for 
approximating to the value of the real root of an equation 
is that devised by Newton in 1666. 
Suppose it is desired to find a solution of the equa­
tion f(x) = 0, when an approximate solution is known. In 






sought. Let OB = xi be the approximate solution; AM is 
the tangent to y = f(x) at the point where x = xx. (M 
must be sufficiently near S so that f'(x) ̂  0 for any 
value of x between X and B). 
From the figure and the differential calculus, 
M Robert E. Doherty and Earnest G. Keller, Mathematics 
v n Eng3-neer3-ng« John Wiley and Sons, New York, 1936, 
14 
AB = f(x1)/f'(xi). 
If B is near S, 
f(xx) = OB 
1 ~ 
is a closer approximation than xx to the root of f(x) = 0. 
If next xs is used as an approximate root, in the same 
manner that xx has been employed, a third approximation is 
f(*a) . 
x3 — xa ~ 
If this process is continued to the extent of finding a 




then that value is either the root of f(x) = 0 or a close 
approximation to it. 
x = x 
n n-i 
Fourier's Theorem:1 If f(x) = 0 be a rational inte­
gral algebraic equation which has one and only one real 
root between a and b, a < b, and if f'(x) = 0 has no real 
root between a and b, and also f"(x) = 0 has no real root 
between a and b, then Newton's method of approximation will 
William Vernon Lovitt, op. clt p. 1444. • * 
15 
certainly be successful if it is begun and continued from 
that bound for which f(x) and f"(x) have the same sign. 
Modification of Newton's Method by Randall 
Randall's theory of solving equations modifies New­
ton's Method in that it gives close values to the real 
roots of algebraic and transcendental equations at a more 
rapid speed. The development of Randall's modification 
follows:1 
Suppose it is desired to find a solution of the equa­
tion f(x) = 0, when an approximate solution is known, as 
by estimate or from a rough graph. The approximate value 
must be sufficiently close to the correct value such that 
there is no value of x, say xx where f'(xx) = 0. In Pig. 
2, y = f(x) is shown and OS is the root sought. Let 




fi> Nv X 
A s 
Fig. 2 
is the tangent to y — f(x) at the point where x = xi. 
Draw AQ BP. 
^"This method was devised by A. W, Randall in his un­
published treatise on the roots of an equation. 
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From the figure and the differential calculus, the 
slope of BP is f'(x); the slope of AQ is = l/f'(x). 
The equation of BP is 
y - f(xx) = f'(x1)(x - xx). 
The equation of AQ is 
y = + (x - xx)/f'(xx). 
Solving the two equations simultaneously for the common 
value of x, the abscissa of point Q, we get 
f(x,) 
X - X 
f'(xx)+ 1/f'(xr) 
Transposing and subscribing the closer value x with 2, we 
obtain the equation 
f(*i) . 
f' (xx) + l/f'txj 
x2 = Xj. 
If this process is continued, either the root of f(x) 0, 
or a close approximation to it is obtained. 
Compute by Newton's rule and Randall's Example 1. 
formula the real roots of the algebraic equation 
f(x) = x8 + 3x8 + 3x + 2 = 0. 
By Newton's Method on upper bounds, -1.5 renders f(x) 
and all its derivatives positive, while -2.5 renders f(x) 




Since f'(x) = 3x2 + 6x + 3, we equate f'(x) to 
zero, and get 
x2 + 2x + 1 = 0. 
Solving the above equation, we find x = -1. There is no 
value for x, say xx, between -1.5 and -2.5 such that 
f'(x-,) = 0. Thus, one and only one root lies between -1.5 
and -2.5. By Newton's approximation formula, letting 
x x — —2.5, 
xa = -2.5 - f(x1)/f'(x1) = -2.5 + (2.375)/(6.75) = -2.2; 
x3 = -2.02; and 
x. = -2.0008 
4 
which is a closer approximation to the root. The exact root 
of the equation is -2. 
By Randall's formula 
2.375 f(-2.5) 
= ~2*5 " f»(-2.5) + 1/f' (-2.5) 
= -2.1 -2.5 + 
6.75-.15 
.33 f(-2.1) 
f'(-2.1) + l/f *(-2.1) 
= -2.1 + xa = -2.1 3.63 - .22 
2.003 
0 = -2.0• x4 = -2.0 




f1(-1.5) + l/f'(-1.5 ~ 
.875 xs = -1.5 -1.5 -
.75 + 1.33 
-1.92, 
which gives a much closer approximation than that of New­
ton's. This supports Fourier in stating that xx must be 
taken such that f'fx^ and f'fx.J have the same sign. 
The Regula Falsi:1 One of the oldest methods for com­
puting the real root of an equation is the rule known as 
"regula false," often called the method of double position.2 
It depends upon the principle that if two numbers xAand xg 
be substituted in the expression f(x), and if one of these 
renders f(x) positive and the other negative, then at 
least one real root of the equation f(x) = 0 lies be­
tween xx and x 2 • 
Let y = f(x), Fig. 3, be an equation with OA and 
OB, inferior and superior limits, respectively, of the 
root OX. Let Aa and Bb be the values of f(x) corres­
ponding to these limits. Join ab; then the intersection 
C, of the straight line ab with the x-axis gives an ap­
proximate value OC for the root. Noe compute Cc and 
join be. Then the intersection D gives the value CD 
which is still closer to the root OX. 
John •"•Mansfield Merriman, The Solution of Equations, 
Wiley and Sons, New York, 1906, p. S. 
This method originated in India and its first publi­





o A c£ 
A 5 c x a 
Pig. 3 
Let xx and x2 "be assumed values of OA and OB and 
let and f(x2) be the corresponding values of f(x) 
represented by Aa and Bb, these values having contrary 
signs. Then from similar triangles AaC and BbC, the 
abscissa OC Is 
- x1)f(x1)> 
1 + f(xx) - f(xa) 
(x XjgffXj^ - X f(Xg) 
= X X3 = 
f(X ) - f(x ) 
1 s 
By a second application of the rule to xx and x3, 
another value x is computed, and by continuing the proc-
4 
ess the value of x can be obtained to any degree of pre­
cision. 
Example 2: Compute by the regula falsi method, the 
real root of 
f(x) = x® - 2x 4 = 0. 
By Newton's Method on upper bounds, 2.1 renders f(x) and 
20 
all its derivatives positive, while 1.9 renders f(x) nega­
tive. Thus, at least one real root lies between 2.1 and 
1.9. Then, 
f1(x) = 3x2 - 2 = 0. 
V.66. There Solving the above equation, we find x = + 
is no value for x, say xx, between 2.1 and 1.9 such that 
f'(x1) equals zero. Thus, one and only one root lies be­
tween 2.1 and 1.9. 
= 1.9 By the method of the regula falsi, setting x 
and x = 2.1, we obtain 
xaf(xx) - xxf(xg) _ Q1 (_t941) _ 1.9(1.061) = 




The real root of the above equation is 2, 
Solution of Equations With Imaginary Coefficients 
Take the equation f(z) = 0 of degree n and n + 1 
terms where the n + 1 coefficients are imaginary. 
f(z) = V lbk )zI1~k = °* (1) Let, 
Take z = x + iy. Then equation (1) becomes 
(2) f(z) = P(x,y) + iQ(x,y) = 0. 
21 
But setting P(x,y) and Q(x,y) equal to zero and solving 
the two equations simultaneously, eliminating y, we ob­
tain R(x) =0. Solving for x and substituting in (2) 
for the respective values of y, the following values are 
obtained: 
»i " xi + z. = + zn = *n l7n-
Example 4: Solve the following quadratic equation: 
(1 + i) x +(l+2i)x+i=0. 
Rearranging in the form of P(x) + iQ(x) = 0, we obtain 
+ 2x + l)i = 0, (x2 + x) + (x 
Now, setting P(x) and Q(x) equal to zero and solving 
both simultaneously, we obtain, 
x2 + x = 0 and x2 + 2x + 1 = 0. 
Thus we get 
xa = -1. xx = -1, 
Transcendental Equations 
No general method for the literal solution of a tran­
scendental equation exists. The methods of Newton's approx­
imation rule and of the Regula Falsi may be applied to 
transcendental as well as algebraic equations. Transcenden-
22 
tal equations may have one, two, many, or no real roots, 
"but those arising from problems of physical science usual­
ly have at least one real root. 
23 
SIMULTANEOUS SOLUTION OP ALL THE ROOTS 
BOTH REAL AND COMPLEX 
Solutions By Maclaurin's Formula1 
In 1905, Lambert made public a method which makes use 
of Maclaurin's formula in expressing the roots of equations 
in infinite series.8 The method is applicable in processes 
relating to both algebraic and transcendental equations. In 
algebraic equations, the method produces both real and 
imaginary roots. Its basic principle introduces a factor, x 
into all but two terms of the equation, f(y) = 0. y there­
fore becomes an implicit function of x. The process evokes 
a line of derivatives of y and x combinations, the relative 
values of which are successively determined when x = 0. If 
the series resulting from Maclaurin's formula are conver­
gent, the roots of f(y) = 0 are found if x be made unity 
in the expansions of y in powers of x. Also, by Maclaurin's 
formula, y may be expressed in terms of x and the roots 
obtained from the expression where x is made unity. 
Maclaurin's formula is 
. + y3(d3x/dya)0/ xD + y(dx/dy)c + ys(d2x/dy*)0/2i + x = • • 
3'. + • • • 
Hlansfield Merriman, op. cit., p. 33. 
Proceedings from American Philosophical Society, 
Vol. 42. 
24 
(dx/dy)0, (dsx/dy2)o, etc. , denote the where x , • • • 
o 
values which x and the successive derivatives take when 
y is made zero. 
Example 3. Compute the roots of 
x® - 2xs 6x - 8 = 0 
"by the above method. 
By introducing a into the second and third terms 
of 
(1) x® - 2x2 - 6x 8 = 0, 
we obtain the equation 
(2) x3 - 2x2y - 6xy -8=0. 
By Maclaurin's formula, x may be expressed in terms 
of y and when y is made unity, the three series thus 
obtained furnish the three roots of (!)• 
-1 - 1.732 i -1 + 1.7321 i, xo = +2> 




6.75, + .75 - .0216 i, +.75 + .02 i. 
x = -1 - 1.7321 i. 
3 X = -1 + 1.7321 i, xi = 4, a 
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Graeffe's Method 
By Graeffe's method, one is able to find all of the 
roots, real and complex, without any preliminary determi­
nation of their approximate values. This is a direct method, 
remarkable for its simplicity of both principle and appli­
cation. It consists in forming a new equation whose Encke1 
roots are some high power of the Encke roots of the given 
equation. We discuss first Graeffe's general theory. 
Consider the Equation 
(1) -2 xn + a^x11-1 + aaxn + a = 0. 4* • • • n 
This equation may be written 
= -(a-^11"1 + a3xn~3 + ...), (2) + a^x11"4 + xn + asxn -a • • • 
Squaring both sides and rearranging, we get 
x2n -(a? - 2ag)x2n~2 +(a2 - 2aia3 + 2a4)x2n 
& £ 
= 0. (3) - 2asa4 + 2a1as - 2a6)xsn~6 + -(a23 • • • 
If x2 = -y, Equation (3) becomes 
yn + (a; - SaJ/1"1 + (a; - 2*^3 + sajy"-* + 
(4) . = 0. • • 
By letting x2 = -y, the Encke roots of (4) are the squares 
ijjefinitiont Encke roots are roots opposite in signs 
of the roots of the original equation. 
The W. R. Banks Library 
Prairie View University 
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of the Encke roots of (1). Examine equations (1) and (4). 
Equation (4) is found "by adding to the square of the cor­
responding coefficient in (1) twice the product of every 
pair of coefficients in (l) which are equally distant from 
the term considered, with these products being taken with 
alternately negative and positive signs. An absent power of 
x must be taken with the coefficient zero. The process may 
be continued indefinitely, the resulting equations having 
Encke roots which are the square, fourth power, eighth 
power, etc., respectively, of the Encke roots of the origi­
nal equation. This resulting equation may be solved for the 
absolute values of the roots sought. 
It is quite necessary to know when to cease increas­
ing the power of the roots of the original equation to 
guard against non-essential calculations. When the process 
yields coefficients In the next equation which are squares 
of those in the preceding equation, to the desired accura­
cy, the process is stopped. 
Underlying Principle of Graeffe's Root Squaring Meth-
The underlying principle of Graeffe's method is 
readily explained by means of a quadratic equation whose 
roots are real and distinct. Consider the equation 
od.1 
x2 + 20.05x +1=0. 
1Robert Doherty and Earnest G. Keller, Mathematics 
of Modern Engineering, John Wiley and Sons, Kew York, 
1936, p. 98. 
27 
X-L = -1/20) are unknown. 
There exists a simple routine method whereby we can trans­
form the above equation into an equation whose roots will 
be some high even power of the roots of the given equation. 
The roots of the derived equation are then easily found, 
as may be seen by the following example. Let the derived 
equation be 
Suppose its roots (xa = -20, 
x8 - axx + aa = 0 
where a, and a„ are known by the above mentioned routine 
1 2 
process which will be described later. Since the roots of 
the last equation are x^ and xa, we have 
= (x - xx") (x - x®) 
= x2 -(x™ + Xg)x + (x^)111 = 0. 
x2 - ax x + a 
Hence 
(1) *? + A - «» 
and 
(2) (x x )m = a . 
1 a 3 
Let xa designate the root with the larger absolute value. 
Since x^x^ we can neglect in Equation (l) and 
solve for x2. Since xg is known, xx is easily determined 
from (2). 
If the roots of the original equation are not widely 
separated, it may be necessary for the roots of the derived 
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equation to be those of the original equation raised to a 
still higher power. 
ROOTS REAL AND DISTINCT: Let the Encke roots of the 
given equation be a 
an| * 
m-th powers of the Encke roots of the given equation, may 
be denoted by 
ai >a2 > 
The equation, whose Encke roots are the 
an where a2 » a 1» • • • 9 3 * 
a • • • 
f(x) 5 xn + a? x11"1 + mm vn-2. aias x + inm m 12 3 + a • • • • • • 
am = 0. * 
n 
Let the The Quadratic Equation With All Roots Real: 
equation whose Encke roots are the m-th power of the Encke 
roots of the given equation be 
f(x) • x2 + (a™ + a^)x + a™a^ = 0. (1) 
If ax> a2 and m is sufficiently large, Case I: 
a™ is large compared to a™ In the second term. Retaining 
only the dominant terms of the coefficients in the above 
equation, (1) reduces to 
* 
The symbol a5^ means (a^1 + a^ + a™ + ... + a™); 
[«] - -X +... + 
[««;] = ++... 4 
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f(x) = xs + a*f x + a^a111 = 0. 
X X & (2) 
Here, and can be determined from the coefficients 
of the second and third terms respectively. 
ai a 
Case II: If |a1 = a2 , Equation (1) becomes 
x2 + 2a^/Sm x + a1^ in the step preceding the derived equa­
tion, 
Xs + 2am x + aam = 0. (3) 
l i 
Here, the coefficient of the x-term is one half the square 
of the corresponding coefficient in the previous step. 
Then a_L can be calculated from the second or third term. 
Let the equation The Cubic Equation With Real Roots: 
whose Encke roots are the m-th power of the Encke roots of 
the given equation be 
f (x) = x3 + (a™ + a» + a") Xs + »x] x + a?aX = °-(4) 
Case I: If ax > a2 > a3 and m Is sufficiently 
large, a^ is large compared to a^ + a™ and a™ a® is 
large compared to aV + amam in the x2- and x-terms, re­
spectively. Retaining only the dominant coefficients in the 
above equation, we get 
x® + a^x2 + aVx + aVa™ = 0' 




second, third and last terms, respectively and successive­
ly. 
Case II: If a1^>a2 = a3 in (4), we have 
f(x) = x3 + (a® + 2aJ)x2 + (2a®a™ + 
where a™ and 2a™a™ afce respective dominant coefficients, 
2m)x + a^a2m 
8 X 
= 0,(6) a 
and the dominant equation of (4) is 
am x3 + afx2 + 2aVnx + ama x l a x 
The coefficient of the x-term is one half the square of the 
corresponding coefficient in the previous step. Then, ai 
may be calculated from the second and fourth terms, 
(7) = 0. 
and 
respectively. 
the dominant coef-— as ^ ^3 * Case III: If a1 
ficients in (4) reduce the equation to 
x3 + 2aIfx2 + a201 x + afV? = °« 
1 1 13 
(8) 
The coefficient of the x2-term is one half the square of 
the corresponding coefficient in the previous step. Here, 
be calculated from the second or third term and ax may 
from the last. a 
If all roots are equal, Equation (4) be-Case IV: 
comes 
(9) f(x) s x3 + 3a^x2 + 3a2mx + a3m = 0. 
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The coefficients of the x3-and x-terms are one third the 
square of the corresponding coefficient in the previous 
step. Here, a can then be calculated from either of the 
last three terms. 
The Quartlc Equation With All Four Roots Real: 
Let the equation whose Encke roots are the m-th power 
of the Encke roots of the given equation be 




eT f(x) = x4 + x2 + X + X + 
(10) a^aja^ajr* 0. 
If the roots are real and unequal and m 
sufficiently large, the dominant equation of (10) is 
Case I: 
x* + a™x® + a>2xs + aX<x + «XaX = °" (11) 
Then the real roots may be calculated from the second, 
third, fourth, and fifth terms respectively and successive­
ly in the order of their sizes. 
If the two roots smallest in absolute value Case II: 
are equal, the dominant coefficients reduce (10) to 
(12) sm = 0. x4 + a^xs + a?a>2 + 2a»> + <a>3 
The coefficient of the x term is one half the square of 
the corresponding coefficient in the previous step. Then 
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the roots may be calculated from the second, third, and 
fourth terms, respectively and successively in order of 
their sizes. 
Case Ills If the first three roots are equal in ab­
solute value and greater than the fourth, the coefficients 
of the second and third terms are each, one third the square 
of the corresponding coefficient in the previous step. 
Then, the absolute root values may be calculated from the 
fourth and fifth terms. 
Case IV: 
cient of the x3-and x-terms are each, one fourth the square 
of the corresponding coefficient in the previous step. The 
coefficient of the x*-term is one sixth the square of the 
corresponding coefficient in the previous step. Then the 
common roots can be calculated from either o± the last 
four terms. 
When all four roots are equal, the coeffi-
The Qulntie Equation With All Roots Real: 
Let the equation whose roots are the m-th power of 
the roots of the given equation be 
f(x) = Xs + [a™]*4 + (a^J + 
kaX] ** + [aXaX] * + 
(13) a?a»>m = °* 
5 
of the coefficients for dif-Retaining the dominant parts 
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ferent values of the real roots when m is exceedingly 
large, we obtain different equations--and results of the 
cases to follow. 
a3 > aA > a the dominant Case I: When BLX > a 5 ' 4 2 
equation is 
x5 + a?x* + a»3 + aXaX + aXaXx 
(14) + a^a>Xam = 0. 5 




x5 + 2amx* + a3m x3 + aam a™*" + a™ a ax 
i i 3 1 1 
(15) + asmamamam = 0. 
1 3 4 6 
Case III: When ax = ag = a3 > a4 > ag, the dominant 
equation is 
x3 + 3a?xs + 3a3mx3 + afx3 + afa^x + afUJa® = °* (16) 
the dominant = a "> a , 
a 4 ̂  5 
= a = a Case IV: When ax 
equation becomes 
(17) + af1 a*x + a}mam = 0. 3m _2 x5 + 4a1*xs + 6af + 4a* x 5 
, the dominant = a = a Case V: When ax> ag > a s 4 3 
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equation becomes 
x5 + a^x4 + 4a2m x3 + 6a™apm x2 + 4a*?a3m x 
A J. >5 1 2 f 
+ a^amamamam = 0. 
13 3 4 5 (18) 
Case VI: !f ax = a3 = aa = a4 = a6, the dominant 
equation is 
x5 + 5a™x4 + 10a 2mx8 + 10a3tnx + 5a4mx + asm = 0. (19) 
In any algebraic equation with real and distinct roots, 
for every coefficient of the derived equation that is one 
half the square of the corresponding coefficient in the 
previous step, there is one pair of equal roots. For every 
pair of adjacent columns whose coefficients are each, one 
third the square of the corresponding coefficient in the 
previous step, there are three equal roots. For every set 
of three adjacent columns whose coefficients are one fourth, 
one sixth, and one fourth the squares of the corresponding 
coefficients in the previous step, respectively, there ex­
ist four equal roots. Finally, for every set of four adja­
cent columns whose coefficients are one fifth, one tenth, 
tenth, and one fifth the squares of the corresponding 
coefficients in the previous step, respectively, there are 
five equal roots. 
one 
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Example 1. Solve the Quintic Equation 
5 4x* + 14xs 17x +6=0 x 
+0 x3 3 -4x* +6x° +14x -15x 3d 
-17 14 • 6 0 -4 1 1 
289 0 196 36 16 
0 -168 112 0 =Aa 






















6 6 1.6800 6 5.0456 6 8 1 6.8200s 5.0593 1.7000 










12 12 2.8220 8.4640 12 12 1 4.51127 8.4600 2.8883 
25 7.1639 
-4.7747 







24 7.9640 25 2.4892 25 32 1 1.852715 8.3059s* 2.4707 
table for Graeffe's root-
squaring method, we notice that the third, seco > 
——————————-— written to the up-
Any number with an exponent a numt,er is mul-
per right hand corner indicates that 
tiplied by (10)a. 
Upon inspection of the 
"T" 
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Example 1. Solve the Quintic Equation 
x5 4x4 + 14x3 - 17x +6=0 
-4x4 +0 x3 2 X6 +6x° +14x -15x 
1 1 -4 0 14 -17 • 6 
0 16 196 289 36 
0 112 0 -168 
z2& 









4180 1296 3985 4 1 100 1590 










6 6 6 6.82003 8 1.6800 5.0456 5.0593 8 1 1.7000 










12 12 12 2.8220 12 4.31127 8.4640 8.4600 1 2.8883 18 










24 25 7.9640 2 5 2.4892 24 1 5 2.4707 8.3059 32 1 1.8527 
Upon inspection of the table for Graeffe's root-
squaring method, we notice that the third, second, first, 
T Any number with an exponent _a written to the up­
per right hand corner indicates that that number is mul­
tiplied by (10)a. 
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and last columns will increase normally while those of the 
x*- and x-terms are such that the coefficient of each in 
one step is one third the square of the corresponding co­
efficient in the preceding step. Thus there are three e-
qual roots that are numerically less than each of the oth­
er two roots. 
= 8.3059s4; Now, a®2 = 1.852715; (aJJa1) 32 
24 32 (asa a ) 
X 3 2 1 
= 1. The = 2; a = 7.96 a 
1, 1, 1, -2, and 3. roots are 
Let the Encke roots of the given 
, ap, r1(cos ©j + i sin 01), 
rq(cos ©q + i sin ©q) where p + 2q = n and 
and rx > rs >_. • • >_ rq. 
COMPLEX ROOTS: 
equation he ai» a2» a3» * • • 
• • • y 
ai _> a 
The equation whose Encke roots are the m-th powers of the 
Encke roots of the given equation may he denoted hy the 
following equation 
> ... > > a3 
. a>*). + ama™ _ 
p P-1 
(xs + 2r^cos m ©x. x + rf1) ... (x8 + 2r*cos m ©q . 
x15"1 + am 
i 
f(x) = (xP + • • • • • 
x + rsm) = o, q 
the number of real roots and of where n is the degree, £ 
the number of pairs of imaginary roots. 
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Cubic Equation With One Pair of Complex Roots: 
Let the equation whose Encke roots are the m-th pow­
er of the Encke roots of the given equation be 
f(x) = x3 + (am + 2rmcos m ©)x2 + (r2m + 2rmamcos m ©)x + 
amr2D1 = 0 (1) 
m Case I. If j a|> r and m is sufficiently large, a 
is large compared to 2rmcos m 0 in the second term and 
2arnrm is large compared to r 
ing only the dominant coefficients, Equation (1) becomes 
am in the third term, Retain-
+ 2amrmcos m 0 . x + amrym = 0. 3 . m x + a x (2) 
The signs of the coefficients of the x2-term will be con­
stant while those of the coefficients of the x-terms will 
fluctuate. Thus, the real root can be calculated by taking 
the m-th root of the coefficient of the second term in (2) 
can be calculated from the last term. 
If r > | a| and m is large enough, 2rm is large 
am in the x2-term in (1) and r 
and then r 
Case II. 
sm is large compared with 
compared to 2rmam in the x-term. Retaining the dominant co­
efficients, Equation (l) becomes 
(3) x3 + 2rmcos m 0 . x2 + ramx + a rsm = 0. 
The signs of the coefficients of the x-term will remain 
constant, while the signs of the coefficients of the x 
term will fluctuate. Then, r2 and a can be calculated 
from the coefficients of the x- and last terms, respective­
ly. 
38 
Hence, Graeffe's method on cubic equations shows 
that, if the second column fluctuates in signs, r > Ja| 
and r2 can be calculated from the third term and 
from the last term. But, if the third column fluctuates in 
signs, 
term and r2 from the last term. 
a "> r, and a can be calculated from the second 
s 
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Example 2. Solve by Graeffe's Method 
llx + 150 = 0. x3 
x3 a +150x° +0 x -llx 
1 0 -11 1 150 
0 121 
22 0 
2 22 1 121 22500 
14641 484 
-990000 242 





17 11 2.00928s 2.5629 7.0631 8 1 
2 3 12 4.9886 4.0372 
-10.3007 -1.4126 
12 34 23 •16 6.5684 1 3.6246 -5.4121 
47 25 2.9280 1.3138 
-4.7616 .1082 
69 47 25 4.3144 -1.8326 1.4220 1 32 
96 50 2.0220 .3356 
-1.2260 .0032 
13 9 94 50 1.86104 -8.9040 2.0251 1 M. 
Upon inspection, we find the third column fluctuating 
in sign. Thus, we have one pair of complex roots. The 
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2a^rmcos m © + 2a^rmcos m © In the x2-term and rsma^ + 
r2mam in the x_term and retaining all the dominant coeffi­
cients, Equation (4) "becomes 
x4 + a*|Sc + a^a^x2 + 2a^a^rmcos m © • x + a™a^r2m = 0. (5) 
The signs of the coefficients of the x3- and x2-terms will 
remain constant while those of the coefficients of the x-
and r2 can "be calcu-, f a1| , a term will fluctuate. Thus 
lated from the second, third, and last terms of the deriv­
ed equation,1 respectively and successively. 
"> r > a , and m is sufficient-
1 ^ ^ 2 
is large compared to 2rmcos m © in the coef-
ramam is ]_arge compared to 2a^a^ 
Case II: If 
ly large, 
ficient of the x3-term; 
rmcos m © in the x-term; "but, 2amrmis large compared to 
a^a^V r^ in the x2-term. Neglecting 2rmcos m © in the co-
1 2 
efficient of the xa-term, 2a"1a®rmcos m © in the x-term, 
-L 2 
and amam + ram in the x2-term and retaining all the domi-x a 
nant coefficients in each term of the equation, Equation 
(4) becomes 
x4 + a™x3 + 2a^rmcos m © • x2 + r2lVjx + a™a™r2m =0. (6) 
The signs of the coefficients of the x3- and x-terms will 
be constant,while those of the x2-term will fluctuate. 
^•Definition: A derived equation is an equation whose 
Encke roots are the m-th power of the roots of the given 
equation. 
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, r2, and a Thus, a.^ can be calculated from the second, 
third, and last terms of the derived equation, respectively 
and successively. 
Case Ills If r > ax a2 , and m is sufficiently 
large, r2m is large compared to 2(aI"rm + amrm)cos m 9 
1 2 
in the coefficient of the x2-term; r2ma^ is large compared 
to 2a™a^cos m 0 in the x-term; but, 2rm is large compared 
to a^ + a® in the x3-term. Neglecting 2(a^rm + a1£rln)cos m 
© in the coefficient of the x-term and 2a3£a^cos m 9 in the 
coefficient of the x-term and a™ + a*"in the coefficient of 1 s 
the xa-term, and retaining the dominant coefficients, Equa­
tion (4) becomes 
x4 + 2rmcos m 9 • x3 + r2mx2 + r8ma™x + a^a^r2111 = 0. 
1 IS 
(7) 
The signs of the coefficients of the x2- and x-terms will 
be constant, while those of the x3-term will fluctuate. 
can be calculated from the third, Thus, r, a , and a 
I 
fourth, and fifth terms of the derived equation, respective­
ly and successively. 
After applying Graeffe's method to an equation of the 
fourth degree, if one column fluctuates in signs, we know 
that there is one pair of complex roots. If it is the sec-
(Case III); if it is ond column, then r > | ax | > | a 
the fourth column that fluctuates, then |a! |ai ^ r 
(Case I). 
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A Quartlc Equation With Two Pairs of Complex Roots; 
Let the equation whose roots are the m-th power of 
the roots of the given equation he 
+ 2r^cos m • x + r2m)(x2 + 2rmcos m 9 • x + r2Tn) = 0 (x 
or 
x4 + 2(r^cos 3116!+ r^cos m ©a)xa 
+ 4r^rgCOs m 61cos m 92 + r|m)x2 + (r f1 
+ 2r1fr^(r®cos m 9. + r™cos m 6 ) x 
12 1 1 S 1 
+ r2inr2m = 0. (8) 
Case I: If r > r and m is sufficiently large, 
I 2 
then rm is large compared to r^ in the xa-term; r2m is 
X ~ 
large compared to 4rrnrmcos m 9^03 m 9g in the coefficient 
of the x2-term; r2nyjj is large compared to r^r2"1 in the 
coefficient of the x-term. Neglecting the in the x -terih, 
the 4rmrmcos m 9 cos m 9 in the x3-term and P^T3 in the 
12 1 2 
x-term and retaining all the dominant coefficients, Equa­
tion (8) becomes 
x4 + 2r™cos m 9 • x3 + rfSc2 + 2rfV£cos m 9 
+ r2mram = 0. 
• x 
(9) 
The coefficients of the xa- and x-terms will fluctuate in 
signs, while those of the x2-term will remain constant. 
be calculated from the third and last Then r and r may 
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terms of the derived equation, respectively and successive­
ly. 
In any fourth fourth degree equation with two pairs 
of unequal complex roots, it may be shown that the second 
and fourth terms will fluctuate in signs, while the signs 
of the coefficients of the third term will remain constant. 
If the two moduli of the quartic equation are equal, 
then, Equation (8) becomes 
f(x) = x4 + 2rm(cos m © + cos m ©a)x3 X ^ 
+ (2r^m + 4r^mcos m e^os m ©x)X 
+ 2r3m(cos m 0S + cos m 0x)x 
+ r4m — 0 
in which case, the second, third, and fourth terms will 
ra may be calculated from the 
last term of the derived equation. Thus, in the case 
where three adjacent columns fluctuate in signs, there 
are two pairs of complex roots with equal moduli. 
fluctuate in signs. Then 
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Solve the equation 
x4 + xs + 1 = 0 
"by Graeffe's root-squaring method 
Example 3. 
+x° +0 xa +xs x4 +0 x 
1 0 1 0 1 1 
0 1 0 
-2 0 -2 
1 -2 3 -2 1 2 
4 9 4 
-6 -8 -6 
2 
1 -2 3 -2 1 4 
4 4 9 
-6 8 -6 
+2 
1 -2 3 -2 8 1 
4 9 4 
-6 -8 -6 
2 
1 -2 3 -2 1 16 
Here, the second, third, and fourth columns are ir­
regular in signs. Thus, we have two pairs of complex roots 
with equal moduli. The common modulus may be calculated 
from the last term. Therefore, 
(r4)10 =1; r = 1. 
The common modulus is unity. The roots may be obtained 
from the relationship of coefficients as given in the 
latter part of this chapter. The complex roots are 
46 
1/2 > .866 i and -1/2 > .866 i. 
A Qulntlc Equation With One Pair of Complex Roots: 
Let the equation whose roots are the m-th power of 
the roots of the given equation be 
<r [*''+ LftK + 
r'm1 = 0 
mm , mm 
ai 2 x + x 2 
+ 2rmcos m 6 • x + 
or 
+ 2 rmcos m ©)x4 
+ ( [/a™l + 2rm a™ cos m 8 + r™)xa 
+ ( |a?]ram + 8 a™a? rmcos m 6 + 
a™am + 2rma»™cos m ©)x 
12 12 3 
gm m mm n + r axaaa3 = 0. 
x5 + ( 
2m + (r 
(10) 
and m is suffi-
aX > &2 > a3 > r Case I: If 
amam 
1 2 ™ is large compared to 2r
mcos m ©; ciently large 
is large compared to 2rm[a.x"j» aTa^a^ larSe compared to 
2a^a™rmcos m © in the x-p#,and x3-terms respectively, but 
ja^a^Jin the coefficient 2m 2rmamamam ^arge compared to r 
1 « O 
of x. Retaining the dominant coefficients in the above 
equation, (10) becomes 
m 41 . / m m\ 3 , mmmg m m m_m + axx + (a1a2 )x + axaaaax + 2r a^ a cos m © • x x 
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sufficiently large a™, 2aIVncos m 0, 2rmamamcos m © . 
J- 1 12 
and r2ma™a™ are the dominant functions of the x4-, x3-, 
x2-, and x-terms. Retaining the dominant term in each co­
efficient of (10) that equation becomes 
x° + a"*x4 + 2rmamcos m © xa + 2rmamamcos m © x: 
11 12 
+ r2ma™a^x + r ;jrn amamam = 0. 
12 3 (13) 
The signs of the coefficients of the x4 and x terms will 
remain constant, while those of the third and fourth terms 
will fluctuate. Then » a3 > or r, and aB may be cal­
culated from the coefficients of the second, fifth, end 
last terms of the derived equation, respectively and suc­
cessively. 
and m is suffi-
a^am 
is large 
Case IV: If ax| > r > > 
ciently large, a™ is large compared to 2rmcos m ©; 
is large compared to 2rm^.™a™cos m 9 and r 
compared to 2rmamamamcos m © in the x4-, x8-, and x-terms, 
12 3 
respectively, but 2rma™ is large compared to 
in the xa-term. Retaining the dominant term in each co­
efficient of (10), that equation becomes 
a 
am m m 
12 
am + r 
+ a™x4 + 2rma^cos m 9 . xa + a^r2mxa 
+ rsmamamx + r 8mamamam = 0. 
12 12 3 
The signs of the coefficients of the x4-, x~-, and x-terms 
will remain constant, while those of the x3-term will fluc-
may be calculated from the 
x 
(14) 
and tuate. aa a2 , r, ai 
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coefficients of the second, fourth, fifth, and last terms 
of the derived equation, respectively and successively. 
Case V. If r > | aj > aa| > ag 
ciently large, r2m is large compared to 2rm ^a™cos m 9, 
amr2m is large compared t® 2 ̂ a^a^rmcos m 9 and r2mx 
a1 a is large compared to 2r a a a cos m 9 in the coeffi-
* 2 12 8 
cients of the x8-, xs-, and x-terms in (10), respectively, 
while 2rm is large compared to ^a^1 in the x-term. Retain­
ing the dominant term in each coefficient of (10), (10) 
becomes 
and m is suffi-
x° + 2rmcos m 0 • x* + r2jnx8 + a^r2mx2 + r2ma^aax 
+ r2ma"W? = 0. 
12 3 
(15) 
The signs of the coefficients of the x8-, x2-, and x-terms 
will remain constant, while those of the x4-term will 
can be obtained from fluctuate, r2, a , a„ 
I 3 
the coefficients of the x8-, x3-, x-, and last terms of the 
and 
derived equation, respectively and successively. 
In any quintic equation, if one and only one column 
fluctuates in signs upon the application of G-raeffe's 
method, that equation contains one and only one pair of 
complex roots. If upon the application of the method, the 
second column fluctuates in signs, then r ax ag 
ag . If the third column fluctuates, then a1>r > a2 
^>a3 . If the fourth column fluctuates in signs, then ax 
a >-r> a3 . If the fifth column fluctuates in signs, 
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then a^ "^> ag a3 v>r« These facts have been shown 
in cases IV, III, II, and I, respectively. 
A Qulntic Equation With Two Pairs of Complex Roots: 
Let the equations whose roots are the m-th power of / 
the roots of the given equation be 
[* + 2(r^cos m 9X + r^cos m ©2)x3 
+ ̂ "i^cos m 0 cos m ©0 + r3m)x2 12 1 2 3 
+ 2rmrm(rmcos m 6 + rmcos m ©_ )x 
12 1 2 2 1 
+ ait^ani 
2m + (r 
1E+ araJ = 0. 
Expanding, we have 
x5 + (am + 2r™cos m ©x + 2r™cos m ©2)x4 
+ Jj2am(r^cos m ©1 + r^cos m ©g) + 
+ 4rmrmcos m © cos m © + rsm x3 
12 i 3 2_ 
+ ^2r™r™(r™cos m ©3 + r"cos m ©1) 
+ am(r2ltl + 4r*nr*^cos m © cos m © + r2m) I x~ 
X1 12 1 2 *5 J 
+ [r2mr2m + 2amr™r®(r™cos m ©2 + r^cos m ©J]x 
+ a®r2rar2m = 0. (16) 
Case I. If r1>r8> a , and m is sufficiently 
large, 2ncos m ex, r* , 2r2 r2cos m ©2 and rx r2 are 
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dominant functions in the coefficients of the x4-, x3 
and x-terms, respectively. Retaining only these dominant 
coefficients in (16), that equation becomes 
" 9 
x6 + 2r®cos m . x* + rfbc3 
+ 2r®mrgCOs m Q8 • x® + rf11^!111* + a^rf111?!111 = 0. (17) 
The signs of the coefficients of the x3- and x-terms will 
remain constant, while those of the x4- and x®- terms 
will fluctuate, r£, r®, and |a| may be calculated from 
the x3-, x-, and x°- terms of the derived equation, re­
spectively and successively. 
In the same case, if the two moduli are equal, then 
+ 4®mcos m ex cos m ©s), 2r^(cos m ©x + cos m ©a), (2r®m 
2rsm(cos m © + cos m © ), and r4m are dominant functions 
11 2 1 
of the x4-, x3-, x®-, and x-terms, respectively. Retaining 
only these dominant coefficients, (16) becomes 
x6 + 2r®(cos m ©1 + cos m ©2)x4 
+ (2r®m + 4r®mcos m ©xcos m ©8)x3 
+ 2r3m(cos m ©. + cos m ©2)x® 
11
+ r4mx + a^r4311 = 0. 
The signs of the coefficients of the x4-, x -, and x 
terms will fluctuate. Then r and a may be calculated 
1 
from the fifth and last terms of the derived equations, 
respectively and successively. 
Case II: If rj> a > rg, and m is sufficiently 
52 
large, 2r^cos m 9 rf1, rfV\ and 2amrfr*cos m 08 
dominant functions In the coefficients of the x4-, x8 
x8-, and x-terms, respectively. Retaining these dominant 
coefficients in (16), we get 
i» are 
" 9 
x6 + 2r™cos m 6i . x4 + rsmx8 + r^a1^8 
+ 2amrfinr^cos m © • x + a>smrsm = 0. (18) 
The signs of the coefficients of the x®- and xs- terms 
will remain constant, while those of the x4- and x-terms 
will fluctuate. The r8 
the x8-, xs-, and last terms of the derived equation, re­
spectively and successively. 
Case III: If (aj^r^ rg and m is sufficiently 
large, am, 2amr®cos m ©1, a^r8111, and 2 amrsmr]£cos m © 
the dominant functions in the coefficients of the x4-, x®-
x8-, and x-terms, respectively. Retaining these dominant 
functions in (16), that equation becomes 
a and r8 may he calculated from 
are 
9 
x6 + a¥ + 2amrfcos m ©x . x8 + a^-f^x8 
+ 2amrsmr^cos m ©s . x + a®^33^8111 = 0. (19) 
The signs of the coefficients of the x4- and xs- terms 
will remain constant, while those of the x8- and x-terms 
will fluctuate. |a , v1 and rg may be calculated from the 
coefficients of the x4-, x8-, and x°-terms of the derived 
equation, respectively and successively. If, however, 
52 a 
r = r in the same case, the third, fourth and fifth 
1 2 
columns will fluctuate and J a J and r^may he calculated 
from the x4- and x°-terms. 
If, upon the application of Graeffe's method, there 
are two columns of a quintic equation which fluctuate in 
signs, then that equation contains two pairs of complex 
roots. If the fluctuations occur in the second and fourth 
columns, then r^ ̂ >r _]>ja| . (Case I). If the fluctua­
tions occur in the second and fifth columns, the ri> |a| 
>r . (Case II). If the signs fluctuate in the third and 
' 2 
fifth columns, then | aj > r r_. (Case III). 
2 
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Example 4. Solve by Graeffe's Method 
5x3 + 12xs 5 8x - 24 = 0 x 
£ -5x3 5 E? -24 -8x +12x +0 x 
-24 -8 12 -5 0 1 1 
64 144 0 25 
576 8 -8 0 +10 =12 





















TT TT 6.56103 1.67957 1.1016 6.56203 1.1277 8 1 












22 22 14 1.2135 8 1.2714 4.30467 2.4768 5.1730 16 1 








44 44 -1.303732 1.4734 21 1 5 1.6167 4.1267 1.8533 32 1 
_L 
Here, irregularity occurs in the third and fourth 
columns. This indicates that there is one pair of complex 
roots with the modulus equal to the modulus of a real root. 
The two moduli are less than the absolute value of another 
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real root and more than another.(Case III of Part I). The 
roots are -3, -1, 2, 1 + 3 i. 
J aj = 2.998; 
= 1.4734 
15 . 5 8 (air3) 32 = 1.616744; = 1.8533 a I 
<v"a.> 32 44 ; (a ) = 1.001. 8 r = 2; 
Sixth Degree Equation With One Pair of Complex Roots: 
Let the equation whose Encke roots are the m-th power 
of the Encke roots of the given equation he 
(x3 + 2rmcos m 0 • x + r2m). 
+ [a?]x3 + £a™a™J x3 + ja™a®a®Jx + a^ajaj) = 0. (x 
Expanding, we have 
+ ([*} + 2 rmcos m ©)x5 x6 
+ ( [a"a™] + 2rmcos m 6 a»] + r™)** 
+ ( fa®a^a® + 2rmcos ra 0 f/,'1':™ + rsm a^Jjlz3 
+ (aXa>T + &*>o. m 0 )a>X] • r"» [«X] >x* 
+ (rsm|a^a^a^| + 2rmcos m Q • a%%*V£-)x 
+ aVaW211 = 0. 
12 3 4 
(20) 
If (aj > |aa | > j a3 | > |a^| >r> and m Case I. 
a» a¥, a>W, aVaV, and 2a>W is large enough, 
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a™rmcos m 0 
4 are the dominant coefficients in the x5-, 
x4-, x3-, x2-, and x-terms, respectively. Retaining the 
dominant terms of those coefficients in (20), we obtain 
+ amx + amamx4 + amamamx3 + amamamamx3 + 2amamamamrm • 
123 1234 1234 
X 
1 1 
cos m © . X + aXaJa>am = 0. (21) 
The signs in all terms except the x-term will remain con-
* 
stant. The coefficients of the x-term will fluctuate in 
signs. Thus, | a1 > as t a3 » a4 * and r raay de~ 
termined from the coefficients of the x6-, x4-, x3-, x2-, 
and x°-terms, respectively and successively. 
Case II: If j a1 a3 )> r > a4 , and m is 
~ m m m m . 2r a a a cos m 9, 
12 3 
sufficiently large, am, amam, amal!lam, 
118 123 
and rsma^a^a^ are dominant coefficients in the x5-, x4-, 
x3-, x2- and x-terms, respectively. Retaining only the 
dominant terms of these coefficients, (20) becomes 
x6 + a"*8 + aVx a>W + 2rma"1amaJcos m 0 . x2 
1 1 £ 1 &£ 3 X^o 
(22) + ramamamamx + aVaW81" = 0. 
1 2 3 1 2 3 4 
The signs in all terms except the x2 term will remain con­
stant. The coefficient of the x2term will fluctuate in 
a3 , and |a4| may be determined 
, x4-, x3-, x- and x°-
signs. Then, |ai|> 
from the coefficients of the xb-
a 2 > 
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terms, respectively and successively. 
Case III: If |&1 > as ^>r > a3 > a4 
is sufficiently large, a®, a^aj, 2a*Ja1Jrmcos me,'r2ma™a™ 
and rzmaia®ag are dominant coefficients in the x5-, x4-, x3-, 
x2- and x-terms, respectively. Retaining the dominant co­
efficients in (20), that equation becomes 
and m 
xe + a>5 + aVx4 + 2rma*1amcos m 6 . x3 1 IS IS 
+ rsma»2 + rzXaKx + = 0. (23) 
The signs in all terms except the x3 term will remain con­
stant. The coefficient of the x3 term will fluctuate in 
signs. Then, a1 , 'a , r2, a3 and a4 may be deter­
mined from the coefficients of the x5-, x4-, x3-, and x°-
terms, respectively and successively. 
Case IV: If ax r^> a2 aa ^>-
sufficiently large, a™, 2rmcos m © « a™, a®r2m, r2ma^ 
and m is a 
and r2ma^a™a^ are dominant coefficients in the x&-, x4-, 
x3-, xs- and x-terms, respectively. Retaining the dominant 
coefficients in (20), that equation becomes 
x6 + a^x6 + 2rmcos m 0 • a^x + a™rsn5x3 
I 11 
+ + r8fflaXa> + WW = °« (24) 
The signs in all columns of terms except the x4-column 
will remain constant. The coefficients of the x2-terms 
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will fluctuate in signs. Then a. , r2, a„ , a , and 
| 2 ' 3 
Ja4 can he calculated from the x5-, x3-, x2-, x- and x°-
terms of the derived equation, respectively and sucessive-
iy. 
If r > ax| > a2 > 
sufficiently large 2rmcos m G, r 
Case V: aa > a and m is 
, r2ma™, r^aj and 
r2VaV are dominant coefficients in the xs-, x4-, x3-, 
2m 
xs- and x-terms, respectively. Retaining only the dominant 
coefficients in (20), that equation becomes 
x6 + 2rmcos m © • x5 + rsmx4 + r2ma^x3 
+ r2ma?a™x2 f rsma^a» + a^a>^a>2m = 0. (25) 
The signs in all the columns of the terms except the x5 
column will remain constant. The coefficients of the x4 
terms will fluctuate in signs. Then r;a» |ax » a 
a^| may be calculated from the x4-, x3-, x2-, x-, and 




In a sixth degree equation, if upon application of 
Graeffe's Method, one column fluctuates in signs, then 
that equation has one pair of imaginary roots and four 
real roots. If the second column fluctuates in signs, then 
If the third column fluc-&sl > M ^ ia*l * r a 
a i|>r> |as| > aa > a. • If tuates in signs, then, 
the fourth column fluctuates in signs, then, Ja-j^ ai 
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r>l a3| > |®4 • If it is the fifth column that fluctu­
ates in signs, the | aj > | a2| > j a3| > r > | a4 | .
But, if it is the sixth column that fluctuates in signs, 
then r is less than each of the four real roots. 
Sixth Degree Equation With Two Pairs of Complex Roots: 
Let the equation whose roots are the m-th power of the 
roots of the given equation he 
j^x4 + (2r™cos m ©! + 2rmcos m ©2)x3 
+ (r®m + 4r™r®cos m cos m 02+ rfm)x® 
+ (2r®mr^cos m ©2 + 2r3£r®mcos m ©^x + r®^®™j. 
x® + (a^1 + a^)x + a™a™ =0. * 
Expanding, we have 
x6 + x5(a^ + a® 2r1cos m ©1 + 2r®cos m ©a) 
+ x4(r®m + 4rinrmcos m 0 cos m 0 + r®m+a%™ 
. 1 12 1 2 2 12 
+ 2a*jV^cos m ©x + 2a*jV^cos m ©3 + 2r*jV^cos m ©x 
+ 2rmamcos m ©a) as 2 
+ x3 ( OIUTI2! + + a^r®^ a11^sm+ 4rmrmamcos m © cos m ^11 a l x a as l a l i 
© + 4r?V?a^eos m ©i cos m ©2 o 12 2 
The first factor is taken from the fourth 
43. Note: degree equation with two pairs of complex roots, p. 
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+ 2r®rar^cos m © + 2r™rsmcos m © 
•*• <> «3 12 1 
+ 2amamrmcos m © + 2amalnr1:ncos m © ) 
131 1 12 2 a 
+ xs(rjmr«m + 2r^mrmamcos m 
+ 2r~mrnV^cos m ©2 + 2r®roma™cos m ©^^ 
+ 2r1I1ramamcos m © + affia'nr2tfi 
las I i a l 
+ 4a^laar™rracos m © cos m ©., + a™a™r8m) 12152 1 2 122 
+ x( a™rfmr2m + agr~mr2m + 2a^a^ramr®cos » © 
+ 2amamrmramcos m © ) + amamr8mr8in = 0. 
1312 1 ' 1212 
(26) 
Case I: If a a ^>r: r » anci m suffi­
ciently large, am, amam, 2amamrmcos-m 0 , amamr8m, and 0 ° 1 21 121 1 12 1* 
2a"1amri?mrmcos m © are dominant parts of the coefficients 
12 12 2 r 
in the xs -, x4-, x3-, xa-, and x- terms, respectively. 
Retaining the dominant coefficients in (26), that equa­
tion becomes 
x® + amx6 + a^a^x4 + 2a™a*^r™cos m ©± • x3 + a™a^r8mx 
+ 2a»fV^os m ©a • x + a™ajr8mr8m = 0. (27) 
The signs in all the columns of terms except the x3- and 
x-columns will remain constant. The coefficients of the 
x3- and x-terms will fluctuate in signs. Then ai » 2| ' 
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r and r may be calculated from the coefficients of x5-, 
x4-, x"*-, and x°-terms of the derived equation, respective­
ly and successively. If the two moduli are equal, then 
the third, fourth, and fifth columns will fluctuate and 
and rf can be calculated from the x5-, x4-a a 
and x°-terms. 
Case II: If a j r3 j a2 ^ rfJ and m is suffi­
ciently large, am, 2a^r^-cos m ©l, a™r2m, a^a^r2m, and 
ami,smaint,mcos m @ are dominant coefficients of the x5-, 
1 1 3 2 
x4-, x3-, x2-, and x-terms of the derived equation respec­
tively. Retaining the dominant coefficients in (26), that 
equation becomes 
*x5 + 2a?r?cos m ©x . x4 + aJrfV + a?a?r2rV x" + a 
. x + amamrsinrsm = 0. 
13 1 3 
The signs in all the columns of terms except the x4-and 
x-columns will remain constant. The coefficients of the 
x4- and x-terms will fluctuate in in signs. Then j ax| > 
and r2 may be calculated from the coefficients 
+ a11^ 2mamrmcos m © 
11 a ® 
(28) 
*i, a 
of the x5-, x3-, Xs-, and x°-terms of the derived equa­
tion, respectively and successively. 
Case III: If | ax| > ra>rs > a2 and m ls sufficient­
ly large, a®, 2a^r|cos m ©1, a™r®m, 2a™r2mr™cos m ©a, and 
a™r?mr?n are dominant coefficients of the x5-, x4-, x3-, 
Jm X 3 
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, and x-terms of the derived equation, respectively. 
Retaining the dominant coefficients in (26), that equation 
becomes 
x — 
xe + a™x5 + 2a^r^cos m 9^^ 
• xa + a^rfVfHx + aWr2mrsm = 0. * 1 4 X /•£ X Q 
• x4 + a™r2mx3 + 2a^r2mr1^cos m ©2 
(29) 
The signs in all the columns of terms except the x4- and 
x2- columns will remain constant. The coefficients of the 
x4- and x2 - terms will fluctuate in sign. Then ai , r2, 
r2 and j ag| may be calculated from the coefficients of the 
x5-, x3-, x-, and x°-terms of the derived equation, respec­
tively and successively. 
Case IV: If r \ a N a r and m is suffi-
1 / I l| / 2 f 2 
ciently large 2r^cos m 9X, r2m, rfma™, r2ma^a^, and 
2amr2ma'mrmcos m 0 are dominant coefficients in the x5-, 
X 1 2 2 2 
x4-, x3-, x2-, and x-terms, respectively. Retaining only 
the dominant coefficients in (26), that equation becomes 
x6 + 2r^cos m 9X . xs + r2mx4 + rfma™x3 + rfma^a™x2 
. x + a»2inr2m= 0. 
12 1 2 
+ 2a™r2mamrmcos m 0 
11 2 2 
(30) 
The signs in all the columns of terms except the x5- and 
x-columns will remain constant. The coefficients of the 
aij> 
aa j and rs may be calculated from the coefficients of the 
Xs- and x-terms will fluctuate in signs . Then ri» 
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x4-, x5-, x2-, and x°-terms of the derived equation, respec­
tively and successively. 
a "> r = a 
1 2 
Case V: If r = and m is suffi­
ciently large, 2r\os m © 2d cos m©, r2mam I* I r
2mam 2r 
i' i' 
r2mcos m ©g, and 2a™r^mr2mcos m ©g are dominant coeffi­
cients in the x°-, x4-, x3-, x2-, and x-terms, respective­
ly. Retaining only the dominant coefficients in (26), that 
equation becomes 
+ r2ma>3 x6 + 2r™cos m ©jX5 + 2r2mcos m ©jX 
+ rfma™r2mcos m e3x2 + 2a^r2mr|mcos m ©2x + a™a2r sm 
(31) = 0# 
1 s 
The signs in all columns of terms except the first, fourth, 
seventh columns will fluctuate. The signs of the xs-, x3-, 
and x°-terms will remain constant. Then rx or and r2, 
may be calculated from the x3- and x°-terms of the 
derived equation respectively and successively. 
Case V: If rx > a1 > rg > ag , 
ly large, 2r1j1cos m 6^ r'*m, r2ma™, r^ma^r2mcos m 9^, and 
dominant coefficients in the x°-, x -, x -, 
or 
and m is sufficient-
m 2m a r r 
I X 
x2-, and x-terms, respectively. Retaining only the dominant 
functions in (26), that equation becomes 
2m are 
x6 + 2r™cos m ©x • x6 +, rf"x4 + rfma^x3 + r?ma>*cos m Ga. 
63 
xs + ramr^ma^x: + a^xarnr^ltlrsm = 0. (32) 
The signs in all the columns of terms except the xs- and 
x2-columns will remain constant. The coefficients of the 
and x2- terms will fluctuate in signs. Then r 
rg and |aa| may be calculated from the coefficients of 
the x4-, x3-, x- and x°- terms of the derived equation, 
respectively and successively. 
K|' x i» 
If r2 j a-jj | ag |» an& m ^-s suffi­
ciently large, 2rmcos m 9 , rsm, 2ramrmcos m 9 , i>smrsm and 
1 IX XS 2 X S3 
rfm r|ma^ are dominant functions in the x6-, x4-, x3-, 
Case VI: 
x3-, and x-terms, respectively. Retaining only the domi­
nant functions in (26), that equation becomes 
x6 + 2r^cos m 9 • x5 + r2mx4 
am 3m a , sm 2m m , m m 2m 8m + r2 r2 xs + r2 v% -a.x + a^rj r2 
+ 2rsmr™cos m x3 
(33) = 0. 
The signs in all the columns of terms except the x°- and 
x3- columns will remain constant. The coefficients of the 
x5- and x3- terms will fluctuate in signs. Then rx, r2, 
j ax j and j a.^ | may be calculated from the coefficients of 
the x4-, x2-, x- and x°- terms of the derived equation, 
respectively and successively. 
In a sixth degree equation, if upon the application 
of Graeffe's Method, two columns fluctuate in signs, then 
that equation has two pairs of complex roots and two real 
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roots, if the fourth and sixth columns fluctuate in signs 
then the two real roots are each greater than either of 
the moduli. If the third and sixth columns fluctuate in 
signs, then | aj> r .> |aa|> r 
r > r > 
1 ̂  3 
and 
fluctuate. Also rx > Ja^^r,,^ |as 
fifth columns fluctuate in signs. Finally, when the second 
and fourth columns fluctuate in signs, then r| a.3 J 
K|> It is fovmd that a * 
when the third and fifth columns fluctuate a 
ri> |ail>hl>r2 when the second and sixth columns 
when the second and 
>M It is noted that when the moduli are equal the ad­
jacent columns will fluctuate in signs. 
Sixth Degree Equation With Three Pairs of Complex Roots 
Let the equation whose Encke roots are the m-th power 
of the Encke roots of the given equation be 
(xs + 2r¥x cos m 6i + rfm). 
(xs + 2r^x cos m + r2In). 
(x2 + 2rmx cos m © + r^m) = 0. 
1 a 33 
Expanding, we have 
x6 +2 [xicos m 0^jx5 + 
( + 4 Jr^Tgeos m 0-LCOS m ©J|)x4 + 
(2[r^r2mcos m 0^j + 8r^r^rJcos m 9xcos m 02cos m 
Q )xa + ( |^,«mI,2m+ 4 r2Jflrmrmcos m egcos m ej)x2 
+ 2 r2mr2rrir®mcos m 03 x + = 0 
Case I: If r1> r2 > r3 and m is large enough, 
(34) 
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2r^cos m ©^ ram, 2r^r®mcos m © 
r^cos m ©g are the dominant coefficients of the x6-, x4-, 
rf^f1, and 2ramram i» 
x3-, x2-, and x-terms, respectively. Retaining only the 
dominant coefficients in (34), that equation becomes 
x® + 2r®cos m © • x6 + ramx4 + 2rmramcos m © • x + 
r2mra xam+ 2ramrainrmcos m © . x + ramr2mram = o. 
lis 123 3 123 
(35) 
The signs in the x6-, x4-, x2-, and x°- columns of terms 
will remain constant, while those of the x6-, x3-, and x-
columns will fluctuate in all cases of a sixth degree equa­
tion with three pairs of complex roots. Now, rf , r 
can be calculated from the coefficients of the x4-, 
, and 
r 
, and x°-terms of the derived equation, respectively x — 
and successively. But, if two of the three moduli are equal 
and greater than the third, then the second, third, fourth, 
and sixth terms will fluctuate; if the first is greater 
then the second, fourth, fifth, and than two equal ones, 
sixth columns will fluctuate in signs. If the three moduli 
are equal, all except the first and last columns will 
fluctuate in signs. 
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Example 5. Compute the roots of 
xe - 3.414x6 + 4.828x* - 1.828x3 - 3.414x8 
+ 4.828x - 2.828 = 0. 
CD 
x6 -3.414x® +4.828X4 -1.828x3 4-4.828^-3.828x° -3.414x8 












4 8 2 1 2 4 9 2 
16 4 4 81 16 
-8 -36 -72 -16 -32 
4 16 64 
-16 
64 4 1 -4 -16 -16 65 -4 •» 
256 4225 
-128 
16 256 16 
512 32 520 2080 
-2048 -8 128 
-128 
4096 768 8 1 48 4097 48 768 







3 5J8982 2.3040 
-6292.9920 - 3.9322 
6291.4560 
1.67777 5 7 «6800a 1*9660 1.67787 3 16 1 .7680 19.6608 
In this chart, it is seen that irregularity occurs in 
the second, third, fifth, and sixth columns. Iregularities 
in the second and third columns indicate one pair of com­
plex roots with the modulus equal to that of a real root. 
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Irregularities in the fifth and sixth columns indicate 
another pair of complex roots whose modulus is less than 
that of the first pair hut equal to that of a second real 
root, Thus, r or |aij , and r may be calculated or a s 2 1 
from the fourth and last terms. (Case V). 
r*8 = 1.67787; r = 1.414. r*8r*8 = 1.677727; rg = 1. 
The complex roots may be obtained from the relationships 
between the coefficients as given in the latter part of 
this section. 
Closer values of the roots of the given equation are 
1/2 + .866 i, -1, 1.414, and 1 + i. 
Steps Used in The Calculations; 
The three steps in applying Graeffe's theory are: 
(a) construction of the table; 
(b) termination of the process of root-squaring; and 
(c) calculation of roots from the table. 
The first two are the same for all roots, but the 
third depends upon the nature of the roots. 
Relations Between the Roots and the Coefficients: 
Theorem I. In a polynomial equation of degree n in 
x, in which the coefficient of the term of highest degree 
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is plus one, 
x11""1, with its sign changed, (a) the coefficient of 
is equal to the sum of the roots; 
(b) the coefficient of xn~ 
ucts of the roots taken two at a time; 
is the sum of the prod-
(c) the coefficient of x11"3, with its sign changed, 
is equal to the sum of the products of the roots 
taken three at a time; 
(d) the coefficient pr of sn~r, with its sign changed 
or not according as r is odd or even, is equal 
to the sum of the products of the roots taken r 
at a time; 
(e) finally, the product of all the roots is equal to 
the constant term or its negative, according as n 
is even or odd. 
69 
GENERAL SUMMARY AND CONCLUSION 
•In summarizing his efforts directed at the solution 
of so intricate and elucive a problem as "Computation of 
All The Real and Complex Roots of Algebraic and Transcen­
dental Equations," the writer wishes to comment briefly 
on each method mentioned in the preceding work, but to 
put special emphasis on the general theory of Graeffe's 
method because it has direct bearing on the title of 
this thesis. 
By Newton's formula, one may either compute the real 
roots of a given equation, algebraic or transcendental, 
or find a value which is a close approximation. Five 
criticisms of Newton's method are: 
(1) the tendency of the approximations to zig zag 
over the best value 
(2) the destruction of the dominant function of the 
formula for an approximate value of x, say Xj. , 
where f'(xi)= 0; 
(3) no determinations for the complex roots; 
(4) no simultaneous computation of roots; and 
(5) the requirement of preliminary examination. 
Randall's theory, similar to, and a modification of 
Newton's method, has its advantages over Newton's formula, 
in that 
(1) it approaches the correct value more rapidly; 
70 
(2) the dominant function is not destroyed in the 
values of the formula for the successive values 
of x, say xlf xa,. xn when the approximate 
value xi is such that f'(xx) = 0 ; and 
(3) any approximation may "be selected at random. 
• • 5 
The Regula Falsi is another method of determining 
real roots of equations. It takes two values and makes 
use of them as preliminary approximations of the roots 
of the equation. 
A method applicable in process relating to both 
algebraic and transcendental equations is the solution 
by Maclaurin's formula. It is of increasing importance 
in this work because it expresses all roots, real and 
complex, simultaneously. 
More interesting and much more detailed is Graeffe's 
root squaring method. Graeffe finds all the roots of an 
algebraic equation by repetition of operation. This op­
eration, purely mathematical, is extremely simple in that 
it makes use of the coefficients of the equation without 
preliminary preparation. It consists in forming a new 
equation whose Encke roots are some high power of the 
Encke roots of the given equation. A generalized summary 
of Graeffe's method follows: 
Roots, Real and Distinct: Upon the application of 
Graeffe1s method to any algebraic equation with real 
roots only, if all signs are plus after the given equation 
and all columns increase at normal rate, all roots are 
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real and of unequal absolute value. For every set of n 
coefficients 
1, 1/n, 2l/n(n-l), 3l/n(n-2) 21 and 1/n 9 • • • 9 
time the squares of the corresponding coefficients in the 
previous step, respectively, there are n equal roots. It 
is interesting to note that as the roots equal in absolute 
value become large compared to the unequal roots, the 
columns containing the coefficients which are fractional 
parts of the squares of the corresponding coefficients of 
the preceding step move closer to the xn column with 
regularity. 
Complex Roots: Upon the application of Graeffe's 
method to an algebraic equation with complex, or real and 
complex, roots, 
(a) if a single column is irregular in sign, there is 
one pair of complex roots with the modulus equal 
to the modulus of a real root; ' 
(b) if two non--adjacent columns are irregular in 
sign, there are two pairs of complex roots with 
unequal moduli; 
(c) if three adjacent columns are irregular in sign, 
there are two pairs of complex roots with equal 
moduli; finally, 
(d) if n is even and there are n-1 adjacent columns 
that are irregular in sign, there are n/2 pairs 
of complex roots with equal moduli. 
It is interesting as well as sigificant to note that 
as ri , r^,...,rn become larger compared to the absolute 
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values of the real roots, the column fluctuating in signs 
and corresponding to the moduli, come closer to the 
column with regularity. 
After the character of the roots is determined, the 
relative magnitude of the absolute values of the various 
roots is read off from the location of the columns in which 
iregularity occurs. The desired literal equation is set up 
and approximated to accord with the known relative magni­
tude of the roots. This equation tell immediately how the 
roots (or their moduli in the case of complex roots) are 
to be determined, 
Graeffe's root-squaring method is advantageous because 
xn 
(1) it determines all roots, both real and complex; 
(2) the nature of the roots are shown; 
(3) it is purely mathematical; 
(4) it does not require the carrying of a large 
number of insignificant figures; and 
(5) it gives all roots simultaneously. 
Graeffe's method gives only the absolute values of 
the roots of the original equation. The algebraic values 
may be obtained by direct substitution into the original 
equation. 
In the search for specific information and opinions 
having a bearing on the historical and theoretical devel-
the writer feels that by care-opment of this manuscript, 
73 
ful analysis and evaluated study of the processes advanced 
by mathematicians, previously, he has increased his own 
powers of appreciation and inspired his ambition for cre­
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