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Analysis and visualization of dynamic scenes is often constrained by the amount of
spatio-temporal information available from the environment. In most scenarios, we
have to account for incomplete information and sparse motion data, requiring us to
employ interpolation and approximation methods to fill for the missing information.
Scattered data interpolation and approximation techniques have been widely used
for solving the problem of completing surfaces and images with incomplete input
data. We introduce approaches for such data interpolation and approximation from
limited sensors, into the domain of analyzing and visualizing dynamic scenes. Data
from dynamic scenes is subject to constraints due to the spatial layout of the scene
and/or the configurations of video cameras in use. Such constraints include: (1)
sparsely available cameras observing the scene, (2) limited field of view provided by
the cameras in use, (3) incomplete motion at a specific moment, and (4) varying
frame rates due to different exposures and resolutions.
In this thesis, we establish these forms of incompleteness in the scene, as spatio-
temporal uncertainties, and propose solutions for resolving the uncertainties by ap-
plying scattered data approximation into a spatio-temporal domain.
The main contributions of this research are as follows: First, we provide an effi-
cient framework to visualize large-scale dynamic scenes from distributed static videos.
Second, we adopt Radial Basis Function (RBF) interpolation to the spatio-temporal
domain to generate global motion tendency. The tendency, represented by a dense
flow field, is used to optimally pan and tilt a video camera. Third, we propose a
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method to represent motion trajectories using stochastic vector fields. Gaussian Pro-
cess Regression (GPR) is used to generate a dense vector field and the certainty of each
vector in the field. The generated stochastic fields are used for recognizing motion
patterns under varying frame-rate and incompleteness of the input videos. Fourth,
we also show that the stochastic representation of vector field can also be used for
modeling global tendency to detect the region of interests in dynamic scenes with
camera motion. We evaluate and demonstrate our approaches in several applications
for visualizing virtual cities, automating sports broadcasting, and recognizing traffic




Dynamic scene analysis has become one of the most important and active research
areas upon the widespread availability of public and personal capturing devices. Ex-
tracted dynamic information from such devices can be used for a variety of appli-
cations, including intelligent surveillance, crowd-casted multimedia, and augmented
reality systems. Therefore, the role of research in managing/analyzing dynamic in-
formation from the collection of various types of videos is increasing in importance
because of its direct impact on many real-world applications.
In general, the field of view (FOV) of a conventional camera can capture only
a limited amount of visual information. Therefore, analyzing and visualizing the
motion of moving objects requires meeting one of the following conditions: (1) When
a camera can pan and tilt, it should be able to track objects and adjust its own view
to maintain the objects within its FOV; (2) when a camera is static, other cameras
have to cover the possible regions into which the objects may move; and (3) when a
camera is at a distance, it has to cover a larger region with a higher resolution.
Unfortunately, it is quite difficult to set up such conditions in real-world situations
for several reasons. First, if a large number of moving objects occupy a scene, selecting
adequate targets and regions of interest is necessary; however, the local tracks of
individual objects may not always identify the right objects or regions of interest,
calling for an additional algorithm for adequate region selection. In addition, tracking
results (which indicate the current location of objects) do not guarantee the stable
localization of an FOV in case the target objects move rapidly. Second, for static
cameras, covering possible regions where target objects could appear may require
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a large number of video cameras, which is difficult, if not impossible to set up in
practice. Finally, cameras at a distance usually tend not to provide a higher resolution
of moving objects, which is necessary for the visual details of objects. Although ultra
definite video streams from aerial or satellite cameras provide a wider view with a
higher resolution, they could still suffer from a low-frame rate, which is cumbersome
for temporal analysis. Against the backdrop, the analysis of dynamic scenes under
conditions of sparse data over space and time raises crucial research questions.
To tackle the research questions and provide solutions needed for the analysis,
we applied scattered data interpolation and an approximation method to a spatio-
temporal domain. During the last decade, scattered data approximation (SDA)
and scattered data interpolation (SDI) have widely been used for spatial data in-
ference [82, 8]. These approaches were used for various applications including sur-
face reconstruction from sparse vertex data [20, 21, 131], geostatistical analysis from
sparsely sampled measurements [56, 46, 124], and image completion and inpaint-
ing [58, 23]. While the applications interpolate and approximate unobserved data
from spatially sparse observation, in this thesis, we applied similar approaches in the
space and time domains to predict motion information in the input videos. The fol-
lowing summarizes the examples of the analysis that we introduce in this thesis:
Dynamic Scene Visualization from Sparsely Distributed Videos Recently,
public/private video cameras such as those for surveillance and the monitoring of traf-
fic, are ubiquitous in cities. Most of them, however, are generally static and sparsely
located. For an analysis of video data from such sparsely-distributed static cameras,
we apply various data interpolation techniques for the motion estimation of objects in
unobserved regions for completing the dynamic visuals of large-scale scenery [69, 70].
Based on the conditions and prior knowledge of the structure of the target scenes
4
and types of motions of objects, we generate a prototypic system for city-level visu-
alization using a collection of videos (traffic, surveillance, and personal videos). This
research is presented in Chapter 5.
Global Motion Analysis for Adjusting the View points of a Camera It is
not easy to visualize dynamic scenes with a limited number of cameras in the case of
many moving objects with complex movements, whose group behavior cannot easily
be modeled.
Therefore, we propose a method of providing an effective way of controlling the
cameras in order to adjust their FOV. The main goal of this research is to create an
automated broadcasting system in which an intelligent system mimics an actual cam-
era operator that is capturing dynamic sports scenes. The approach mainly focuses
on discovering important locations, given the global behaviors of players on the field.
We first calculate the motion fields, representing the global movement of the play-
ers from spatio-temporal radial basis function interpolation (RBF). We then calculate
the location of importance in the near future by detecting where the global motion
flow merges [67, 66]. The application and the details of extracting stable motion and
constructing a motion field using RBF are introduced in Chapter 6. In addition,
calculating the location of importance using stochastic regression is also proposed in
Chapter 8 with more extensive quantitative evaluations.
Motion Pattern Recognition and Anomaly Detection from Spatio-Temporally
Sparse Scenes As discussed earlier, motion data in a practical situation for a surveil-
lance system can be sparse both spatially and temporally. For example, a realtime
surveillance system may have to determine a pattern of a given motion trajectory or
its normalcy even with incomplete trajectories at a specific moment. In addition, the
frame rate of the input video could vary depending on the type of camera (i.e., aerial
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or satellite videos) or the various exposures (i.e., day and night). Therefore, an effec-
tive prediction of patterns of an incomplete motion, regardless of its frame rate, is one
of the biggest challenges in the domain of intelligent surveillance systems. It is here
that the method we propose to predict patterns and detect anomalous motion fits in,
even with spatio-temporally sparse input trajectories using Gaussian process regres-
sion flow (GPRF) [68]. This approach successfully infers the traffic patterns from a
variety of data sets collected from different types of frame rates and conditions. The
approaches and results are presented in Chapter 7.
2.1 Thesis Statement
“Scattered data approximation techniques in the spatio-temporal domain provide
effective solutions for dynamic scene analysis and visualization.”
In particular, we propose to apply scattered data approximation techniques for
predicting the motions and the behaviors of moving objects. We provide the following
contributions for supporting the thesis statement:
1. A method to analyze and visualize dynamic scenes in a city with sparsely dis-
tributed cameras [69, 70].
2. An algorithm to detect the regions of interest from sparse sets of motions cap-
tured from both static and moving cameras [67].
3. A novel representation of motion trajectories with stochastic motion field [68].
4. A technique to classify motion trajectories with incomplete motions under
sparse frame-rate [68].
2.2 Outline of the Remaining Chapters
The remainder of this thesis proceeds as follows: Section 3.1 briefly summarizes the
background and related work on dynamic scene visualization and analysis. Section 4
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introduces scattered data interpolation and approximation methods and related stud-
ies using such methods in the spatio-temporal domain and provides several examples
for dynamic scene analysis, regarding real-world situation described in earlier sec-
tion 2. Through Chapter 5 we show how data interpolation is used for large-scale
scene visualization using distributed static cameras. Chapters 6 describe how we pre-
dict the location of important region in a complex dynamic scene by constructing a
dense global motion field using RBF. Chapter 7 introduces a method that represents
motion trajectories in surveillance footage as a stochastic vector field, which resolves
the sparse and incomplete problem in the real-world situation. Then in Chapter 8,
we introduce a method to detect regions of interest in dynamic sports scenes cap-
tured from moving cameras. In the chapter, GPR introduced in Chapter 7 is used
for motion field analysis under the same objective which is introduced in Chapter 6.
We also evaluate our method by the comparison between the region detected by our




In this chapter, we summarize the related work and previous efforts in the areas of
dynamic scene analysis and visualization. We first introduce generic vision and graph-
ics techniques needed for video analysis. Then we describe the comparison between
various types of scene visualization techniques. Finally, we briefly introduce scattered
data interpolation/approximation methods which construct the essential framework
for solving sparse data problem in the dynamic scene analysis and visualization.
3.1 Methods for Dynamic Scene Analysis
To analyze the dynamic scenes in input videos, we must understand the underlying
context of the components inside the video frames (e.g., moving objects and back-
ground scenery). One of the key preprocessing tasks for such an analysis is to locate
the moving objects in the dynamic scene. We first extract the segments of the fore-
ground, which represent the screen-space region of the moving objects, and then track
their spatial locations, appearance, poses, or surfaces. Knowing the motions and
behaviors of a given object is also useful for the analysis of dynamic objects. Visual-
ization of background scenery often requires the structure of a stationary background
of the scene or even rough geometric information regarding the cameras in use. In
the following subsections, we briefly introduce the related methods and algorithms.
3.1.1 Foreground segmentation
For the case of a stationary camera, the background of a scene usually contains
stationary structures while the moving objects change their locations and poses. In
such a case, since the background undergoes fewer changes in the scene over time,
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an Eigenbackground model [97], a mixture of Gaussian model [125, 83], and their
variations [77] are generally used for video taken by a fixed camera.
However, if the pose and the physical location of the camera changes over time, the
assumption of a stationary background no longer holds and the approaches of a fixed
camera do not work properly. Therefore, in such a case, a variety of patch-based image
segmentation methods are used. Such approaches typically use (1) the similarity
among low-level features (bottom up) [29, 119] or prior knowledge or context (top
down) [79, 22]. However, applying such algorithms frame by frame to videos incurs
high computational expense. Recently, the study of video segmentation for moving
cameras has undergone several advances [141, 48, 63] resulting from the exploration
of the relations between spatial segmentation and temporal consistency.
3.1.2 Tracking Objects in a Scene
To consistently recognize the locations of moving objects in the scene, one has to
apply a tracking algorithm to the video. Although several methods of tracking moving
objects are used, methods vary depending on the purpose of tracking, the properties
of the target objects, and the camera settings.
One of the most well-known feature-level optic flow-based trackers is the KLT
Tracker [17]. This tracker first detects the low-level features with higher saliency [120]
and then tracks correspondences deterministically [135, 17]. Similar yet various fea-
ture detectors and trackers are also used for plane tracking and structure from motion
which will be introduced in Section 3.1.3.
If the initial region (or patch) to track is assigned (i.e. segmentation) and the
region has particular properties such as color, feature space and gradients, one can
also use Kalman filters [59, 57] or particle filters [55] to track a consistent trace
of moving objects using probabilistic state-space models without any deterministic
settings. These approaches are more robust even for occlusion handling and multiple
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targets by multi-hypothesis frameworks typically based on particle filtering [65].
Multi-view tracking can also be performed by several methods [71, 39, 67] that are
more robust in occlusion handling and have fewer geometric errors when the tracking
results are evaluated in a ground coordinate [39, 67].
3.1.3 Estimating Scene Geometry
In many scene visualization applications, registration is a key method for constructing
scenery or events extracted from videos. Therefore, extracting projective geometries
in a scene by estimating planes and 3D structures is an essential task.
To handle the projective geometry of planes, finding homographies [50, 1] that
project the same plane from different views is a basic task for plane registration.
Another key element for estimating perspective geometry without full camera cali-
bration is to estimate vanishing points in perspective views [73, 114]. If dense views
with sufficient motions of cameras or a pair of stereo views are available, a three-
dimensional reconstruction of a static scene can be done by a variety of structure
from motion algorithms [87, 60, 117]. The reconstruction of scene geometry has been
demonstrated in many applications [122, 2].
For scenes with complex structures with insufficient views/motions, user interac-
tion tools have also been used for scene reconstruction [53, 33].
3.1.4 Motion and Flow Field Analysis
A flow field, usually a two- or three-dimensional vector field generated from motion
vectors, is often used for examining the motions of objects or moving planes [136,
67]. Methods of generating a flow field from optic and gradient domains have been
introduced in many motion analysis studies [136, 107]. Once data have continuous
vector fields, then the field can be decomposed into several parts, which reveals the
unique behavior of flows that appear to be irregular [129]. In addition, calculating
critical (singular) points in the flow field sometimes unveils its characteristics and
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even defines the types of flow fields and their identification [30, 129, 28].
3.1.5 Behavioral Models
A large body of research in the field of robotics has analyzed individual or group
behavior [11, 7]. The field of graphics also applies behavioral analysis in character
animation and crowd simulation [111, 112, 130, 44, 42]. These behavioral models
usually adopt the characteristics of an individual agent with behavioral dynamics [42],
knowledge-based and cognitive learning [44], a predefined rule-based approach [111,
112], and sometimes a potential field [130] in which group behavior can be simulated
or predicted. Chapter 6 shows the analysis of group behavior can be used for effective
dynamic scene visualization.
3.2 Scene Visualization techniques
A technique required for creating a better view of the given scene is scene visualization,
which provides viewers with information about the scene. The key challenges for scene
visualization are to define the target object (or geometry), and how to create better
visuals within the given input resources.
In the last decade, researchers in computer vision and graphics have proposed a
number of techniques for scene visualization. They consist of reconstructing 3D ob-
jects [80, 47, 18, 92, 32, 138, 75, 76] or three-dimensional scene geometry [122, 2, 123],
synthesizing views [85, 40, 134, 118], and extending the duration of video resources
over time and space [115, 3, 93]. The output of each method varies depending on
the purpose and target objects of the visualization, and the given settings of the
resources.
Table 1 describes the differences among the various methods used for scene visu-
alization. However, as shown in the table 1, the approaches that handle less dynamic
information (DI) property are not adequate for dynamic scene visualization from
a practical standpoint. They need for a larger number of cameras (CS :camera
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Table 1: Categorization of methods used for scene visualization
The top table represents terms that characterize each property that must
be account for by scene visualization. Each property can be ascribed a low
or high values. The bottom table enumerates various methods for scene
visualization, and locates our methods at the bottom of the table. †: The
rigidity of target objects, ‡: This indicates both the temporal continuity of
a given scene and the dynamism of the target object
Alias and description of properties for methods used for Scene visualization
Alias Description (L)ow (M)edium (H)igh
CS Camera Sparsity Single View Sparse Multi-view Dense Multiview
SC Spatial Scale Indoor (lab) Outdoor, limited FOV Outdoor, City level
RG Rigidity † Single Rigid Complex rigid Deformable
DI Dynamics ‡ Stationary Limited, Repetitive Fully dynamic
RS Resolution Small Medium High or adaptive
VA Viewing Angle fixed limited with offsets Full DOF
Related and Previous works
Methods Reference CS SC RG DI RS VA
Light Field & Lumigraph [80, 47] H L M L L M
Unstructured Lumigraph [18, 92] M M L L M M
VBR, Billboard, Volumetric [13] H M H H M M
LiberoVision and Eye Vision [85, 40] M M H L M M
Video Texture [115], L L H M L L
Panoramic Video Texture [3],[93] H M M M H M
SfM, 3D reconstruction [122, 2, 123] H H M L M H
Visual hull, Silhouette [32, 138, 75, 76] M L H H M H
View Morph, interpolation [134, 118] M L L L L M
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sparsity) also restricts the flexibility of the application because of the problem of
sparsity, which has already been discussed in an earlier chapter. The lower resolution
of outputs (RS : resolution) and viewing angle flexibility (VA : viewing angle)
also bring the limited quality of the visualization. Therefore, this thesis will describe
the scene visualization approaches that apply more DI, less CS, a larger VA and RS,
and various SC (spatial scale) based on dynamic scene analysis, particularly for the
visualization of a city, discussed in Chapter 5.
3.3 Interpolation and Scattered Data Approximation
Data interpolation is a method of constructing new data points and determining their
values within the range of a discrete set of known data points. The known data points
are often obtained by samples or observations from experiment. Depending on the
technique needed for the determination of the value and the properties of the data
points, the interpolation method takes on a variety of forms, including constant [12],
linear (or bilinear) [89], polynomial [16], and spline interpolation [139].
Scattered data interpolation (SDI) and approximation (SDA) [82] are the meth-
ods used for cases in which the data locations and the influence from each point
are unstructured and fro cases in which we do not have any information about how
regular the grid is and how dense the data are. The scattered data interpolation
for an unorganized data process has commonly been used for solving many image
processing and graphics problems such as surface reconstruction [21, 131] and im-
age restoration [100, 150, 58]. It is also widely used in the field of geo-statistical
analysis [46, 124]. The most popular methods have been variations of radial basis
function (RBF) interpolation [21, 131, 19]. Recently, approximation using a stochas-
tic process such as Gaussian process regression (GPR) (also known as “kriging”) has
become popular in various areas [108, 8, 46, 56, 52] for its compactness and powerful
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inference mechanism for missing data. In Chapter 4, we first describe the mathe-
matical form of the two most popular SDI/SDA methods and then briefly introduce
the relationship between RBF and GPR. In Section 4.3, we show that applying the
SDI/SDA techniques to the spatio-temporal domain is an effective way for dynamic
scene analysis.
Then in Chapters 5, 6, 8, and 7, we present applications and details of how
we utilize such spatio-temporal scattered data approximation for video data with
different data-sets and answer various research questions.
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CHAPTER IV
SCATTERED DATA INTERPOLATION AND
APPROXIMATION
As briefly introduced in the Section 3.3, a combination of scattered data interpolation
and approximation (SDI/SDA) is a method of inferring values from the observed (or
trained) data points that fall on an unorganized grid.
Mathematically, the basic formulation of the scattered data interpolation problem
can be shown as follows. Let f be an unknown function that maps <d to <1. Now
suppose that x1, . . . ,xn is a set of points ∈ <d, in which the d is a dimension of the
input points. Now if f1, . . . , fn is a set of values ∈ <1, which is a set of corresponding
values for x1, . . . ,xn, then the goal of SDI is to find a representative function f̂ , such
that f̂(xi) = fi (1 ≤ i ≤ n). For the case of scattered data approximation, we often
consider the residual ε, such that f̂(xi) = fi + ε (1 ≤ i ≤ n). We can deal with this
residual with a form of regularization in the regression problem [78] or by considering
input and output data as a stochastic process [108].
However, the above basic SDI formulation could be satisfied by a number of func-
tions. The representative function could even be a constant function f̂(x) = fi if
x = xi and 0 otherwise. Therefore, we generally assume some properties of function
f̂ . First, it would follow some smooth properties such as continuity or differentia-
bility. Secondly, it could belong to a family or class of function sets. Finally, we
could also construct implicit conditions such as a boundary condition. Therefore, we
assume that f can be well represented within a function space F [82], which allows
us redefine the SDI problem as follows: Find a function f̂ ∈ F , such that f̂(xi) = fi
(1 ≤ i ≤ n). Figure. 1 illustrates a simple SDI/SDA regarding a geometric property.
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This formulation in the function space is a general step for many interpolation and
approximation problems, based on the properties for describing function f̂ shown
above. In addition, many types of SDA/SDI methods have already been discussed in
a previous chapter [89, 16, 139, 82]. Among the various types of SDI/SDA, RBF and
GPR method is introduced and formulated in the following sections.
(a) (b)
Figure 1: Example of a simple scattered data interpolation: (a) observed
scattered data points (shown in blue) regarding geometric properties (e.g., the surface)
and (b) a prediction of the values at unknown locations.
4.1 Radial Basis Function (RBF) Interpolation
The most commonly used scattered data interpolation method is the radial basis
function (RBF) which consists of a finite linear combination of translated basis func-
tions (kernel functions) that are a radially-symmetric function of the form φ(‖·‖),
where ‖·‖ is the Euclidean norm. Now the general form of the interpolation function





where λi ∈ < is the coefficient (weight) of the basis function, and xi ∈ <d a known
data point. Intuitively, we can think of each weight and basis function of the norm
between each scattering of data points as the influence between the data points and
their values for the interpolation.
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For the purpose of the interpolation, we choose the basis functions to emphasize
desirable qualities such as continuity or differentiability. For example, the thin-plate
spline RBF, derived from the bending energy function that represents the integra-
tion of the second-order derivatives by Duchon [34], is a good choice considering its
geometric properties (e.g., C1 continuity). The following lists commonly used basis
functions:
i Biharmonic basis: φ(r) = r
ii Thin-plate spline basis : φ(r) = r2 log r
iii multi-quadrics basis: φ(r) =
√
r2 + c2
iv Gaussian basis: φ(r) = exp(−(r/c)2)
Several of the above basis functions have dimensional constraints. For example,
thin-plate and Gaussian basis functions provide only smooth interpolation in a di-
mension of less than 3 [34]. Once the basis functions are chosen, the coefficients
can be calculated by solving linear system AΛ = f , in which matrix A is a square
matrix with each entry as φj,k = φ(‖xj − xk‖), vector Λ has weight λi, and vector f
represents the values of scattered input data points.
Sometimes, a more accurate approximation can be obtained by adding a polyno-
mial term into Eq. 1. Adding a term is more effective for several reasons. For one,
approximation often reproduces polynomials up to a given degree. For example, in a
specific case in which a deformation at the sample point follows affine, we may need
an RBF approximation that yields an affine function with a polynomial of degree 1.
In addition, we sometimes want to decrease an extrapolated value to zero, which is
far from the data points. In this case, an additional polynomial value is used for
modeling the far-field behavior of the interpolated value. Finally, the polynomial is
also useful when the RBF kernels handle the null space. Therefore, a radial basis
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λiφ(‖x− xi‖) + g(x), (2)
where g is a set of real-valued polynomials of p variables and with degrees of at most
m−1. Now, function f̂ is not only determined by weights λi but also the coefficients of
the polynomials in g whose function still depends linearly on both coefficients. In this
thesis, most of the work utilizes Eq. 2 as a general formulation of RBF interpolation
and approximation. The details of the calculation of RBF interpolation needed for
each task will be described in each application chapter.
4.2 Gaussian Process Regression (GPR) (Kriging)
As already discussed in the beginning of this chapter, when we predict or interpo-
late unknown values from the set of observed data (scattered data points), we must
perform a number of activities such as choosing the right kernel, finding a method
that deals with regularization regarding geometric properties. While a good choice
among the variation of radial basis functions yields a reasonable results, it depends
on the specific characteristics of the input observation (i.e., data sparsity and increas-
ing/decreasing properties) or even for the parametric/non-parametric characteristics
of the chosen basis functions.
Stochastic processes allow room for modeling input observations and output pre-
dictions as random variables. Among them, the Gaussian process has recently been
applied in many fields because it provides not only interpolated/approximated val-
ues but also a probability of the certainty of the interpolation [110]. In addition, it
provides an effective mechanism that optimizes hyper-parameters in a kernel (or a
covariance function) into a form of a likelihood measure.
In this section, we introduce and formulate a method of approximating values from
scattered observations using Gaussian process regression (GPR), and in Section 4.2.2,
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we will also describe the relationship between generic RBF methods and the GPR
method.
4.2.1 Gaussian Process and Data Prediction
A Gaussian process is defined as a collection of random variables, any finite number
of which have a joint Gaussian distribution [108]. Thus, it is completely specified
by its mean and covariance functions. We first define a mean function m(x) and a
covariance function K(x, x′′) of a real process f(x) as:
m(x) = E[f(x)], (3)
K(x, x′′) = E[(f(x)−m(x))(f(x′′)−m(x′′))] = E[f(x)f(x′′)] (4)
Because function values are typically not directly accessible when we infer unknown
values for the approximation problems, we consider a regression model with noise
term ε : y = f(x) + ε, where ε ∼ N (0, σ2) and f(x) is a zero-mean Gaussian process
with covariance function K(x, x′′) : <d×<d → <. Then, the observation process y(x)
is a zero-mean Gaussian process with covariance function K(x, x′′)+σ2δp,q, where δp,q
is a Kronecker Delta which is one iff p = q and zero otherwise.
If we have training data D = {xi, yi}Ni=1, the N ×N covariance matrix K is now
defined as [K]jk = K(xj, xk). We then define the observation vector y = [y1, . . . , yN ]
T ;
y can be shown as a zero mean multivariate Gaussian process with a covariance
matrix:
K∗ = K + σ2I (5)
Thus, regarding the prediction of a value on the unobserved point x∗ in the regression
model f , our task is to compute posterior density p(f ∗|x∗, D). We then write the joint











,where k(x∗) = [K(x∗, x1), . . . , K(x
∗, xn)]
T .
Based on the joint density, we can derive the posterior density p(f ∗|x∗, D) [108],
shown as:
p(f ∗|x∗, D) ∼ N (k(x∗)T (K∗)−1y , K(x∗, x∗)− k(x∗)T (K∗)−1k(x∗)) (7)
Now we can summarize the mean and variance of the prediction on testing point
x∗ for the estimated function value f ∗ as:
E[f(x)] = k(x∗)T (K∗)−1y (8)
Var[f(x)] = K(x∗, x∗)− k(x∗)T (K∗)−1k(x∗) (9)
4.2.2 Gaussian Process Regression and Radial Basis Function
Given Eqs. 8 and 9, the predictive distribution from Gaussian process regression can
be interpreted as a form of a weighted sum of a kernel. Note that the mean prediction
in Eq. 8 is a linear combination of observations y, often referred to as a linear predictor.
In addition, if we think of the covariance matrix with a noise term, shown as K∗, a
kernel function, the equation can be interpreted as a linear combination of n kernel







As described in Section 4.1 RBF has a well-structured interpolation mechanism
regarding geometric properties with a regularized form. However, while both have
similar mathematical forms (i.e., a linear combination of kernel functions), many
choices of covariance are not radially symmetric, and the choices of a radial basis
cannot be covariances. Recently, Anjo [8] showed that these two approaches could be
a mathematically common interpolation framework in a function space analysis (i.e.,
reproducing kernel Hilbert spaces (RKHS)). However, as GPR yields a probability of
the certainty (as a form of variance; Eq 9) of the approximation, and provides a more
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flexible choice for choosing a kernel as a form of covariance at any dimension [82],
GPR may be a good choice for cases in which inputs with very noisy observations
are used, and for cases in which the prediction is critical for other purposes (i.e.,
recognition from interpolants or outlining extrapolation without extra constraints).
By contrast, RBF may be a good choice in specific cases in which the input observation
is stable and a geometric property of the interpolation is known beforehand, as long
as the right basis was chosen. We will discuss these issues in separate chapters with
different objectives. Figure. 2 illustrates the interpolation and approximation of a
simple 1D-example using thin-plate RBF and Gaussian process regression using a
squared exponential covariance function.
(a) (b) (c)
Figure 2: One-dimensional example of a scattered data interpolation us-
ing thin-plate RBF and GPR: The red points in (a) and (b) denote input data
points (x axis) and their values (y axis), the black curves indicate the interpo-
lated/approximated values (a) interpolated values using thin-plate RBF; keeping C1
continuity as a geometric constraint (b) approximated values (mean) from GPR, and
(c) a color-bar in the right side represents a certainty level (values indicate the band
size in a Gaussian distribution of 95 percent based on its variance); red indicates a
higher certainty (small variance); and blue indicates a lower certainty (large variance)
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4.3 Spatio-Temporal Scattered Data Interpolation and Ap-
proximation
Sections 4.1 to 4.2 briefly introduced the RBF and GPR methods and described
how they were related and how they were used for scattered data interpolation and
approximation. In this section, we show how the methods can be used for dynamic
scenes and what kinds of research questions that we can answer using these methods
in a variety of dynamic scene analyses.
Figure. 3 shows the abstracts of various applications of SDI/SDA in dynamic scene
analysis. As discussed earlier, we are interested in deriving a denser representation of
sparse motion information in various ways (e.g., sparse over cameras or over frames).
Thus, our preliminary task is to generate a dense vector field from motion information
for each frame (Figure. 3 (a)) or from spatio-temporal domain (Fig. 3 (b)) or even
from different views (Fig. 3 (c)).
(a) (b) (c)
Figure 3: Abstracts of spatio-temporal SDI/SDA in a dynamic scene do-
main Examples describe how SDI/SDA is applied to dynamic scene analysis. For
each image, each rectangle indicates a frame in a video. Blue dots indicate all types
of features, including detected/tracked objects in video frames. Green dotted arrows
show a velocity vector based on the corresponding features between frames. Red ar-
rows represent interpolated motions: (a) the generation of a continuous dense vector
field in a frame at time t using observations from sparse motion data collected from
previous frames, (b) a spatio-temporal dense field describing motion tendencies over
a specific duration, and (c) propagated dense motion information even in unobserved
locations
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From the generated dense vector fields, our first application deals with data in-
terpolation/approximation as a propagation of information from other observations.
This type of approach will be introduced in Chapter 5. In the second application, we
identify global motion tendencies from a set of sparse motions in the video. Because
the motions from multiple moving objects are variable and complex, an storing under-
standing of the global motion tendency from sparse motions can facilitate the decision
about where the observation (field of view) has to be changed for a better representa-
tion of the dynamic scene. Further details about this approach will be introduced in
Chapters 6 and 8. Finally, data interpolation and approximation of temporally sparse
motions can be effective at recognizing motion patterns in various video conditions,
which include videos with a varying frame-rate and those with incomplete motion
data. This approach will also be introduced in Chapter 7. In addition, as we already
discussed in Section 4.2, the extracted confidence level from the variance of GPR
provides information about how certain the approximated values are from the sparse
number of observed data. The benefits from the use of this certainty information for
dynamic scene analysis will also be shown in Chapter 7 and 8.
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CHAPTER V
DYNAMIC SCENE VISUALIZATION FROM SPARSELY
DISTRIBUTED VIDEOS
In this chapter, we introduce methods for augmenting aerial visualizations of Earth
(from tools such as Google Earth or Microsoft Virtual Earth) with dynamic informa-
tion obtained from multiple videos. However, because the video cameras are often
scattered and each camera has a limited field of view, we have to consider scattered
data problems (already discussed in previous chapters) from the distributed cameras
for the analysis of the objects in each video. In addition, the configuration of such
distributed cameras can differ from one scenario to the next. For example, we use
sparse videos of clouds taken from various locations for the visualization of moving
clouds in AEM. We may want to visualize pedestrians shown in a video taken from
a single-view surveillance camera and show traffic motions from sparsely-distributed
traffic cameras. Furthermore, in each of the above instances, we have to deal with
different viewpoints of the videos, and in many cases, with incomplete information.
To provide adequate solutions for the scattered data problems, we divide our
methods into four scenarios that address the distribution of cameras and the motions
of objects. The scenarios are discussed in detail below.
#1 Direct Mapping (DM): A video is analyzed directly from a single view
surveillance camera. Extracted data from the video are projected onto limited regions
covered by the camera’s field of view. We showcase several examples of people walking
around.
#2 Overlapping Cameras with Complex Motion (OCCM): Several cameras
with overlapping views observe a relatively small region concurrently, and the motions
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Figure 4: An overview of the “Augmented Earth Map”: We make use of 36
videos to add dynamic information to city visualization. Dynamism in each input
video of traffic, people, and clouds is extracted and then mapped onto the Earth map
in real-time. Each video patch in the figure represents an input source.
within the area are complex. We demonstrate this scenario with people playing sports,
which can be considered valid for other CCTV domains.
#3 Sparse Cameras with Simple Motions (SCSM): Sparsely-distributed cam-
eras cover a wide area, but dynamic information is simple. For example, with inde-
pendent observations of vehicles from different traffic cameras along a highway, we
can predict the motions of the vehicles in nearby regions relatively easily.
#4 Sparse Cameras and Complex Motion (SCCM): Sparsely-distributed
cameras observe different parts of a larger area, but the motions of target objects are
complex. This case is one in which we observe and model natural phenomena such
as clouds.
Fig. 4 presents an overview of the augmented aerial map with additional dynamic
information extracted from various sparsely-distributed video cameras with various
conditions/configurations.
5.1 Direct visualization using fixed cameras
First scenario is where we capture a video from a single viewpoint and we are in-
terested in projecting the view and the related motions onto an aerial view from an
AEM. Specifically, we put virtual characters onto the AEM to visualize pedestrians.
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This scenario requires direct mapping (DM) of tracked objects in a video frame onto
the virtual plane. Direct mapping is a visualization only from a data extracted from
a single camera, hence we only visualize event within the camera.
This is the basic scenario and an essential building block for all of the other
scenario cases described at the beginning of Chapter 5. Our approaches here build
on previous efforts aimed at surveillance applications [43, 113, 116, 143].
We rely on direct mapping to visualize pedestrians in videos. As shown in Fig. 5,
we first track the pedestrians and extract screen-space coordinates and velocities.
These measurements are directly registered onto the plane space of the virtual en-
vironment. If the homogeneous coordinates in a video frame are px,y = [x,y,1]
T,
the new 2D location at planar space on virtual environment p̂ is simply calculated
by p̂ = Hpx,y. Subsequently, if the objects (pedestrians) are moving in the video
with the velocity v, we can also project the velocity onto the earth map plane by
v̂ = Hvx,y. This velocity is used to match simple motion data gathered off-line to
visualize moving pedestrians. We used motion capture data from [90] to generate
similar character animations for our stand-in avatars. We sample the trajectories of
objects, then insert exactly one cycle of walking data onto them and interpolate the
positions.
There is no accounting for visualizing movements that are outside the camera
view and we are dependent on tracking approaches. This can be problematic when
we have crowds in the scene and tracking fails due to occlusion. Some of these issues
are addressed in the other scenarios, discussed later.
Note that currently, we are not interested in classifying objects or recognizing
their states in the scene, which is beyond the scope of this work. In this scenario, we
assume moving objects on a sidewalk are only pedestrians and they are engaged in
simple walking motion and other similarly simple linear actions. On the road, we can
assume the object of interest is a car.
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(a) (b)
Figure 5: Example of Direct Mapping: (a) Pedestrians are tracked from single
video (b)Tracked pedestrians are matched to motion capture data, then mapped onto
virtual plane space, then rendered only within a coverage of the given field of view.
In summary, DM can be used when (1) a region of interest covered by a single view
point (2) the motions of objects have to be simple. In Sections ??, we will introduce
methods to handle more complex situation in different scenarios.
5.2 Overlapping Cameras, Complex Motions: Sports
We now move to the domain where we have overlapping views and motions that have
some structure, but there are several motions at the same time. While we have em-
ployed this case for a variety of scenarios, we are going to demonstrate this in the
domain of sports (other examples are also shown in video and in Fig.Survaillance
example). Sport is an interesting domain as we usually do have multiple views and in
most instances we can rely on the field markings to help with registration. The over-
lapping views in this domain also require additional types of modeling and synthesis
beyond the direct mapping from a single view (Section 5.1). Particularly, we also
need to employ techniques to support view blending as the viewpoints are changed
from one to the other, as we visualize the AEMs.
Observations and Estimation: We start by obtaining field of views (FOVs) fi




Figure 6: The relationship between each view:(a) Virtual view fv, Sample view
fi and the angle between them θ (b) Two consecutive views fi, fi+1, Back-projected
virtual view fv and blended rectified view f̂v. Note that θi is an angle between fi
and fv and θi+1 is an angle between fi+1 and fv, (c) Source video having view fi(d)
Back-projected virtual view fv (e) Rectified view f̂v: Note that (c) and (d) look almost
similar view since the θ is almost zero.
plane) from the videos as described earlier. Then, the videos are rectified to top-views
based on the extracted homographies, and registered onto the corresponding regions
of the virtual earth environment. Additionally, we also calculate camera locations
via calibration. We rely on the fact that (1) we have multiple videos, and (2) ground
yard commonly provides good features, e.g., lines and known distances on the field.
Once the videos are registered, the rectified top views are used as a texture on the
AEM plane. Then, this textured video is re-projected to a virtual view based on the
model view matrix in the AEM environment. We refer to this view as Back-projected
view and the angle between the original and the back-projected views as θ. Fig. 6(a)
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(a) (b)
Figure 7: The range of approximately invariant to distortion: (a) and (b)
both are back-projected scenes from same video (Notice that within small change of
viewing angle it still looks reasonable).
shows the relationship between back-projected virtual view fv, rectified view f̂i and
original video fi.
View Synthesis and Blending: Now, we address the issue of view synthesis as
we move from one view to another within the AEM environment. Past approaches
use billboard style methods that change the orientation of the original view so that it
always look at the virtual view [143]. While commonly used in practice, this approach
only shows rough segment of video streams at a given 3D environment. To visualize
sports games, LiberoVision system [85] uses segmentation of players and foreground
warping. But it requires extensive batch-process time to make realistic view transition
and only used in static scene. Seitz [118] proposed view morphing methods where
they reconstruct virtual views from the a pair of images under the assumption that
the cameras have well-calibrated epipolar geometry. This can be done when we have
precise stereo pairs and have exact pair sets of local correspondence. Thus, it is not
the case for us where the camera center of the virtual views is often out of the epipolar





Figure 8: View blending with different interpolations, where ωi is 0.6 :(a)
Linear (b) Bicubic (c) Bicubic and Background blending: f is f(ωi), g is g(ωi+1) and
h is ωbkg which is a weight for subtracted background image. (d),(e) and (f) show the
back-projected views based on each interpolation. The gray arrows in (c) show the
ranges of ω where the distortion is minimized, as shown in Fig. 7(a)(b).
We propose a more flexible global view blending method that can incorporate
views and their subtracted backgrounds with overlapping regions and does not require
an extensive pre/post processing. This approach is adequate for the scenario of our
system in which the rapid registration of crowd-sourced videos is needed.
Once multiple views covering the same region are registered onto the AEM plane,
their rectified views also overlap. Our goal is to generate virtual views based on the
two consecutive views that exhibit the most similar viewing angle θ. First, we search
for the pair of the closest two views exhibiting small θ’s. Let these consecutive views
and the corresponding angles be denoted by fi, fi+1 and θi, θi+1 respectively(Fig. 6(b)).
Then, we compute the two blending weights for both views based on the angle differ-







ωi is close to one, which indicates that the angle θi becomes zero, so that the viewing
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vector of virtual view and the given view fi are almost identical. This is the case
where the virtual view is almost similar to fi, so that the virtually back-projected
scene seems approximately invariant to distortions (See Fig. 6(c)(d)). Even when ωi
is less than 1.0, the distortion of the back-projected view is still negligible within
some ranges (noted as gray arrows in Fig. 8(c)). This example is shown in Fig. 7.
In case we can not find a very similar view, we use interpolation and blending
approach based on the weights computed from the angles between two adjacent views.
In blending approach, if we blend fi, fi+1 using a linear interpolation, the blended
region near the moving objects suffer from the ghosting artifacts, especially when
both ωi and ωi+1 become near 0.5, see Fig.8(d) for an example. This is because the
virtual view fv is placed out of range from both fi+1 and fi , and the camera center is
out of the line
←−−−→
CiCi+1 in Fig. 6(b). Even if we use bi-cubic interpolation, the same
problem occurs (Fig.8(e)) although view transition becomes smoother.
In our solution, we blend not only a pair of rectified scenes (f̂i,f̂i+1) but also the
subtracted background scenes generated from a pair of view videos. Now, suppose
that f(t) and g(t) is a bicubic function for both views as shown in Fig. 8(c). Then,
we blend each pixel in the virtual view as follows:
pv = f(ωi)pi + g(ωi)pi+1 + ωbkgpbkg (11)







are the pixels of the subtracted background computed separately from f̂i and f̂i+1
respectively (See Fig. 8(c)).
Now, the virtual view is almost identical to the background if the target view is
out-of range from the both views. If the target view approaches a view to some ex-
tent, the synthesized view smoothly transit to the back-projected view of the closest
viewpoint. Examples of smooth transition according to the change of virtual view
point is shown in the video. In Section 5.3 we introduce an approach to visualize mov-
ing objects when multiple videos are not overlapped and each camera is distributed
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sparsely.
5.3 Sparse Cameras with Simple Motion: Traffic
We demonstrate this scenario in the setting of analyzing videos of traffic and syn-
thesizing traffic movements dynamically on AEMs. We are working in this domain
following the ever-growing number of traffic cameras being installed all over the world
for traffic monitoring. While the videos we are using are not recorded by actual traf-
fic cameras installed by a department of transportation or the city government, our
views are practically similar. The biggest technical challenge with this scenario is
that as we have sparsely distributed, non-overlapping cameras, we do not have the
advantage of knowing how the geometry or the movement from each camera is related
to the other. While the topology of the camera networks still needs to be specified
by user input, we do want to undertake the analysis of both registration of views and
movement as automatically as possible.
To deal with the fact that we do not have any measurements in-between the camera
views, we also need to model the movements in each view in general and connect the
observations between cameras, i.e. to model the flow from one view to another. To
achieve this, in our framework, we add two functionalities. (1) Modeling the flow
using a graph-based representation. This allows to use the information obtained from
observable regions and propagate it to infer a plausible traffic-flow across unobservable
regions. (2) Develop a synthesis framework that can be driven from such data. We
employ a behavior-based animation approach to synthesize flow across view and onto
the AEM. Fig. 9(a) shows the topology of traffic nodes. Each node is a patch of
the road and has a traffic state Xi and a synthesized state Zi. A measurement Yi is
defined only in observable nodes monitored by videos.
Observation and Measurements: Using the tracking approach mentioned in Sec-
tion 3.1.2, we can get estimates of position and velocities of objects from the video.
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The measurement of i-th node Yi consists of the positions and the velocities of the
low-level motion features and the detected cars in the corresponding video frames.
Once the low-level features within an observable node i are obtained, they are merged
to form a set of objects ri = {ri,j}∀j – cars, with j denoting an index of each car,
based on the similarity and the connectivity formed from the features using deter-
ministic approach [103, 135]. Experimental results demonstrate that it is sufficient
for visualization and meet the overall purpose of the system. In summary, the mea-
surement is defined to be the pair of the information on the low-level features fi and
the detected cars ri : Yi = {fi, ri}.
The entire traffic system is also denoted as X = {Xi|1 ≤ i ≤ kX} where kX is
the number of nodes. Additionally, the physical length of every i-th node is obtained
from the available geo-spatial database and is denoted by di. Once the traffic system
is decomposed into a graph manually, a set of observable regions M(X) ⊂ X with
available video measurements are identified. On the other hand, the unobservable
regions are denoted by M̃(X) where X = M(X) ∪ M̃(X). Note that every measure-
ment Yi is a set of low-level information computed from a video, rather than being
the raw video itself.
The state Xi is designed to capture the essential information necessary to visualize
traffic flow: (1) the rate of traffic flow ni, and (2) the average velocity vi of cars, i.e.,
Xi = (ni, vi). By average flow, we mean the average number of cars passing through
a region in unit time, whereas vi denotes the average velocity of the cars.
The obtained measurement information Yi is used to estimate an observable state
Xi ∈ M(X), after the projection onto the virtual map plane using the available
homography Hi for that region. First, the average speed v̂i of the cars is estimated
as an average of projected speeds of the low-level features w.r.t. the homography Hi.
Secondly, the flow of the cars passing through the ith region, n̂i, can be computed
using the fact that the number of cars in the region Nri is the product of the flow
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(a) (b) (c)
Figure 9: Graph-based representation of traffic nodes: Red nodes indicate
observable region M(X) and Green nodes are unobserved regions M̃(X). (a) The
middle chain corresponds to the traffic conditions on the graph which represents the
traffic system. Node index i is 0 to 2 in this example (b) split: outgoing regions
O(Xi) from node Xi are marked. (c) merging: incoming regions I(Xi) to node Xi
are marked.
multiplied by the average time di/vi for cars to pass a region, i.e., Nri = n̂i · (di/v̂i).
Modeling from Data. Spatial Correlation to Infer Missing Data: Once the
set of states M(X̂) are estimated for the observable regions, they are used to esti-
mate the unobserved states M̃(X). We adopt the Bayesian networks [99] formalism
to exploit the fact that the unknown traffic conditions M̃(X) can be estimated by
(a) (b)
Figure 10: Simulated cars: (a) Each object(car) acts as an autonomous agent con-
trolled by (1) local reaction based on their own perception range, (2) global dynamics
extracted from video (b) Cars’ reaction when average speed of upper-left corner is
forced to be very slow, while other corners are controlled by real data.
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propagating the observed information from the spatial correlation models. The whole
traffic graph is a directed graph where an edge from a region Xj to another region Xi
exists whenever traffic can move from Xj to Xi. For every node Xi, a local spatial
model P (Xi|I(Xi)) between the node Xi and the incoming nodes I(Xi) is specified
(See Fig. 9). Once all the local spatial models are defined, the posterior traffic con-
ditions P (Xi|M(X̂i)),∀Xi ∈ M̃(X) at the unobserved nodes are inferred using belief
propagation [41, 99].
In detail, we make an assumption that the average flow Xi|n of the cars in a region
Xi matches the sum of the average flow of the cars from the incoming regions I(Xi)
with a slight variation wi which follows white Gaussian noise : Xi|n =
∑
j∈I(Xi) Xj|n+
wi. For velocity, we assume that the average speed in a region matches the average
speed of the cars with a slight variation qi which is again a white Gaussian noise :
Xi|v = (
∑
j∈I(Xi) Xj|v)/NI(Xj) + qi. The variance of the Gaussian noises, both wi and
qi, are set to be proportional to the length di of the target region i.
The above assumptions are applied in case the road configuration is straight or
merging (see Fig. 9(a,c)). For the case of splitting (see Fig. 9(b)) , we make a different
assumption on the dependencies for the flow Xi|n. Let us denote the outgoing regions
(children) of a node Xi by O(Xi). To maintain a tractable solution for the overall
inference phase using belief propagation, the dependencies P (Xj|Xi) between the
parent node Xi and every child node Xj ∈ O(Xi) are encoded individually in a
Gaussian form. The new assumption is that there is a known ratio on the traffic
portion 0 ≤ αj ≤ 1 (
∑
∀j αj = 1) flowing from the parent node Xi to an outgoing
node Xj. Then, the individual functional dependency is modeled as follows : Xj|n =
αjXi|n + uj where a slight white Gaussian noise is denoted by uj, which is again
proportional to the region length dj. Note that the flow estimate at an outgoing
region Xj|n is estimated based on not only the propagated information αjXi from
its parent, but also on the information propagated back from its descendants in the
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directed traffic region graph.
The posteriors P (Xi|M(X̂i)) for the unobserved regions are concise Gaussians as
all the spatial correlations are Gaussians. In the simplest case, e.g., straight config-
urations, the maxima (mean) of the resulting posterior estimates X̂i is analogous to
the linear interpolation of the nearest observable regions. For other configurations,
the posteriors present more complex forms due to the interaction between multiple
regions.
Synthesis. Parameterized Traffic Simulation: To visualize traffic flow based
on the estimated traffic states X̂, we developed a parameterized version of Reynolds’
behavior simulation approach [111] where we adopted the steering behavior [112]
for our implementation. By parameterized behavior simulation, we mean that the
cars are controlled by the associated behavior-based controller, but the behaviors are
parameterized by the current traffic condition. The controller of a car in the i-th
region is parameterized by Xi. Hence, the behavior of a car varies if the estimated
traffic condition within a region changes or if the car moves onto adjacent traffic
regions.
The flock simulation status within the i-th region is denoted by Zi = {si,k}
NZi
k=1
which comprises of a set of simulated cars si,k with corresponding position si,k|p and
velocity si,k|v attributes, where NZi denotes the total number of cars. The synthesis of
the flock status Zti at time t should be consistent with both the already existing cars
from the past scene Zt−1i and the newly added cars coming in from the virtual scenes
corresponding to the incoming regions {Zt−1i∈I(j)}. In terms of the adjustments of the
speed si,k|v between the frames, the cars adjust their speeds to meet the estimated
average speed of the region X̂i|v where their accelerations are set in such a way that
the speeds are approximately linearly interpolated within the region. Fig. 10 shows
an example of successful simulation in (a) normal and (b) heavily loaded traffic.
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5.4 Sparse Cameras with Complex Motion: Clouds
Our final scenario is aimed at using videos of natural phenomenon, primarily clouds
and adding them to AEMs for an additional sense of reality. This is a hardest case,
since clouds consist of particles, thus it does not have a specific shape. Moreover,
the coverage of field of view from each observing camera is relatively small compared
to the region displayed as sky. In this scenario, we use video of moving clouds to
extract procedural models of motion, which are then interpolated and rendered onto
the AEM, with a compelling effect. Some of the AEMs are now moving towards
rendering clouds from satellite imagery and our work is similar to their goals, but
we use sparse video and use procedural modeling to generate the clouds, rather than
playback what was captured directly.
Observation and Extraction: In this scenario, cameras are spatially distributed
and only a small subset of the targeted sky area that is to be synthesized is visible
by the FOVs of the cameras. The entire sky scene is synthesized by: (1) the ex-
tracted local clouds density within the observed regions based on the video, (2) the
interpolated cloud density information within the unobserved regions from the Radial
basis function (RBF) technique, and (3) entire cloud imagery synthesis based on the
cloud template obtained by procedural synthesis techniques and the computed cloud
density map. For measuring dynamic movement of clouds, we also extract velocities
from videos. We assume that the video used to extract velocity is always taken by
camera having 90 degree of elevation, and zero degree azimuth. We call this video an
anchor video.
Cloud density interpolation from multiple sky videos: We use a Radial Basis
Function(RBF) [19] to globally interpolate density of clouds in unobserved sky region
based on multiple videos. The main concept of our interpolation follows a method
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described in Turk and O’Brien [131]. They interpolate an implicit surface from a given
set of scattered data points. We use this method to interpolate density of unobservable
region in the sky using densities extracted from given set of clouds videos. In our work,
constraint points are the location of feature points(xi, yi) extracted from each input
video, and the basis vector is defined as G = [G1(x1, y1), . . . , Gn(xn, yn)]
> encoded
by strong gradient and velocity vectors representing density of clouds. Now a basis
function dij between any constraints points is chosen as ||(xi − xj)2 + (yi − yj)2||.
Using these measurements we can globally interpolate the cloud density of any
points in unobserved sky region by weighted sum of basis function. The weights for
(a) (b)
(c) (d)
Figure 11: Generating clouds layers procedurally using videos: (a) 4 input
videos (Green region is an unobserved region)(b) Globally interpolated density map
from RBF (c) result cloud layer (d) registered onto the sky dome in Earth Map
environment.
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the interpolated density is obtained by solving following linear system:
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where, the λi are weights, and ci is a degree one polynomial that acounts for the
linear and constant portions of density. More details of underlying basis for RBF
interpolation is described at [131].
Now, the generated density map is used as a density function for procedural mod-
eling of cloud textures. Figure 11(a)(b) shows an example of density map generated
from four videos. However, if the generated density map is not appropriate due to
mis-detection of feature vectors, the system provides an user interface to edit the
density map by adding additional basis vectors.
Sythesis: Procedurally generated clouds A procedural texture is a synthetic
image generated based on random functions [81, 101]. We used the 2D version of the
approach suggested by [88] to synthesize a 2D cloud template. In detail, the function
f below is used to generate a cloud template from a set of weighted sub-templates
computed at multiple scales using a random number generator g applied with seeds
which increase the with the details each particular template is targeted to produce:
f(x, y) = |
K−1∑
i=0
P i · g(2i · x, 2i · y)| where P ⊂ [0, 1]
where K is the number of scales and P denotes the persistence constant. Note
that the sub-template computed for the lower-scale with smoother characteristics are
weighted more heavily than the sub-templates for the higher-scales. While there are
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many options for the random number generator g, we used the function suggested by
[88].
We also generate multiple cloud templates with different persistent levels and seeds
for realistic sky movement. Once cloud textures are generated, we make additional
layers having different effects to generate realistic sky animation. Similar approaches
are in use for real-time sky rendering systems [49, 142]. The sun mask and glow mask
is generated based on the time (i.e., At noon, sun would be appeared on the center
of texture). A sky map is used to make color of sky to be brighter if the location is
near the ground. Then, the finally generated sky textures are mapped onto the sky
domes [152]. To visualize sky, representing a dynamic of current sky, the mapped sky
textures moves based on the velocity captured from anchor video.
5.5 Discussion of Experiments and Results
To validate our approaches, we undertook a series of experiments for different sce-
narios on a variety of challenging domains, under varying conditions. For the direct
mapping scenario, cars and pedestrians are animated based on single videos where
we used available motion capture data to animate individual pedestrians. For the
view blending examples of sports and other instances, videos are collected from three
different testing locations where a total of 10 cameras were used. For the football
(a) (b) (c)







Figure 13: Results from our prototype system using 36 videos: 1. OCCM
(View Blending): (a) 5 Cameras for soccer game (b) Two broadcasting footages
of NCAA Football game (c) Three surveillance cameras. 2. SCSM (Traffic): (d)
Merging Lanes (e) The steering behaviors of cars are demonstrated in the slightly
curved way (f) 8 cameras for larger scale traffic simulation including merge and split
(g) Rendered traffic Scene and corresponding simulated scene 3. DM (Pedestri-
ans): (h) Direct mapping of pedestrian having simple motion (i) Visualization of
pedestrians and cars in the street 4. SCCM (Clouds): (j) Four videos for clouds
and sky generation 5. Customized visualization using user interface: (k) Traf-
fic flow are visualized in a line map by adjusting the scale of moving objects (l) The
game scenes can be augmented into different stadium. Please see the video on the
project web site.
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Figure 14: Qualitative evaluation of traffic in different lighting and weather
conditions Rendered Dynamic scenes based on (Top) video data captured at night
: Resulting scene demonstrates sparse traffic distribution with high velocity across
almost entire nodes, (Bottom) video data captured during snowing weather condi-
tion : Despite heavy noises in the video due to snow, the result shows flows that
realistically demonstrate real-world traffic; one lane (marked as red) shows densely
poppulated heavy traffic while the other lane (yellow) is relatively sparser.
game visualization in the stadium we used the video footage provided by the Georgia
Tech Athletic Association (made available for research purposes). For applications
of traffic visualization, 6 different data sets are collected with number of video feeds
varying from 2 to 8 each, where 3 data sets were captured at an identical site but at
different time and under different weather conditions. Finally, for the cloud visualiza-
tion, we collected four different data sets where 3 to 6 cameras were used each. For
each cloud data set, a separate anchor video was captured to measure the velocity of
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clouds. Since a variety of the above experiments are showcased in the enclosed video,
we would briefly highlight the results in this section.
The prototype system is developed using C++/OpenGL on a computer with
Quad-core 2.5GHz, 2GB RAM, and NVidia Quadro FX770M graphics card. The
resulting visualizations are rendered in real-time at approximately 20 frames per sec-
ond where 500 targets can be tracked at maximum for the traffic flow scenario.
Through our experiments, the scenario (Fig. 13(a,b,c)) that requires view and
background blending demonstrates view transitions that are smooth and provides
dynamic visualizations.
In the traffic scenario, the visualized traffic closely matches the average speeds of
the real traffic system. However, it was noted that the quality of the estimated traffic
flow deteriorates in proportion to the distance between the cameras. The cameras
used in our results are placed no more than 0.5 miles away, and provide qualitatively
plausible visualizations. Nonetheless, it can be observed that our results show fairly
accurate global tendency which reflects real-world average flows (velocities). However,
it is important to note that it does not guarantee the exact individual position of
every car in unobserved regions because the positions of cars in the unobserved region
are designed to be driven by behavioral model where target velocities are computed
through interpolation of observed ones.
To evaluate the parameterized flock behavior, we artificially forced a very slow
speed only to the left-top observable node, as already shown in Fig. 10(b), while
the other nodes still received live information, to mimic a traffic congestion. The ob-
jects approaching the congested region changed their velocity sharply but realistically
under the poised behavioral rules.
Our system produces reliable results under diverse lighting and weather conditions
for traffic visualization (Fig. 14). In terms of the test results on a challenging road
topology, Fig. 13(d,e) depicts a scene with curved roads that merge into a speedy
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highway. The cars simulated based on the live videos successfully adjust their speed
on the curved roads (approximated by a series of rectangular regions) after which
they accelerate into the highway to catch up with the average speed.
In the challenging large-scale experiments shown in Fig. 13(f), 8 cameras are
installed at different locations where the visualized road system consists of 13 observed
and 26 unobserved regions. Some cameras observe one-way road while others observe
two-way and the traffic topology include merge, exits and bridge crossings.
The results for the DM scenario ( Fig. 12(h,i)) demonstrate that pedestrians and
cars are animated properly based on the successful tracking results.
Various styles of sky and clouds are generated as shown in Fig. 11 and Fig. 13(j).
Although the visualization results do not capture the exact shape of the individual
clouds or the exact sky atmosphere, movement and density of the distributed clouds
reflect the characteristics of the input videos plausibly.
Finally, it is worth noting that the interface developed in our prototype system
allows us to make the customized visualizations with ease. Fig. 13(k) demonstrates
the traffic visualization on the line map (i.e.google map), and Fig. 13(l) shows an
example where we map a football game onto a different stadium far away from the
original location.
5.6 Summary
In this chapter, we introduced methods to augment Aerial Earth Maps (AEMs) with
diverse types of real-time information, namely pedestrians, sports scenes, traffic flows
and skies. The proposed set of solutions are targeted to address different types of
scenes in terms of camera network configuration/density and the dynamism presented
by the scenes. The prototype system which integrates all the components run in real-
time and demonstrates that our work provides a novel, more vivid, and more engaging
virtual environment through which the users would browse the cities of now. Our work
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showcases a unique approach that provides improved experience for users to visually
consume “what is happening where”, to augment the conventional text-web-browsing
experience currently provided by static AEMs.
It is important to note a few of our limitations. First, the direct mapping method
only visualizes the object moving within its view, and movement modeling outside
is only possible when overlapping views are available. Second, the tracking within
the direct mapping and the traffic flow estimation assumes that the occlusion among
targets is modest and the target association can be computed relatively accurately.
Accordingly, none of our current approaches for tracking will work for dense crowds or
for low-frequency videos (which are often the case for many surveillance cameras), due
to significant occlusions. Third, the tracking algorithms used in our work are not able
to recognize the detailed postures of complex targets, e.g., human postures. While
efforts have been made to handle this task in computer vision (e.g., [35, 106]), practical
performance still depends on specific constraints. Fourth, we cannot directly apply
our traffic flow approaches to the scenes with higher-level controls and behaviors, e.g.,
intersections with traffic lights, which is an interesting avenue for future research.
Finally, our solutions do not support modeling or analysis of high-level semantic
information, e.g., car accidents or street burglaries.
We do note that the wide spread distribution of cameras, which are used by our
approach, rightfully brings up serious privacy issues. This is due to the concerns
of direct exposure of individuals (and their privacy) to massive distribution of pub-
lic surveillance cameras [144]. Street Views, by Google has similarly raised privacy
concerns because it sometimes displays people.
In our current work, we are intentionally “abstracting” individuals and our camera
distance to individuals is large enough, that personal identity is hard to ascertain. We
believe our approach of symbolizing moving objects by tracking without identification
can alleviate the privacy concerns. However, we do see the concerns raised and propose
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that the data sources and the entire system can be managed properly. In the present
prototype system they are explicitly controlled.
It is also worthwhile to discuss a bit more on the potential of our system. First,
OCCM application can be used as the interactive sport broadcasting where multiple
broadcasting cameras or crowd-sourced videos incorporate to visualize the sport event
on virtual environment. It will allow users to actively watch sports games by selecting
favorite views and regions of interest. Secondly, new types of advertisement could be
brought into our system. For instance, crowd events within the field of views of
public cameras can be used as the novel types of marketing methods by immediate
visualization in the virtual environment or map. Third, our approach provides visually
fused information that integrates individual sensor observations, and is potentially
useful for surveillance, security, and military applications. Finally, our system can be
used as a mirror that one can interact between real worlds and virtual worlds. This is
possible because Augmented Reality (AR) techniques allow us put the virtual objects
onto the screen, which displays the real-world scene, while our approach puts the
present dynamic information onto virtual world. Imagine your avatar in the virtual
world application such as Second Life [74] looking at the moving objects that are
actually reflecting the movements in the real world and vice versa. We believe such
interactions can be an important milestone for the future of virtual reality as well as
new types of cyber-cultures [121].
In summary, we have presented a novel prototype system to augment dynamic
virtual cities based on real-world observations and spatio-temporal analysis of them.
We feel that our approach opens doors for interesting forms of new augmented virtual
realism.
In our future work, we aim to overcome the above limitations, and incorporate
even more types of additional dynamic information such as river, swinging forest,
sun, weather patterns, environmental condition and even aerial objects like birds and
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airplanes. Additionally, we would like to apply our system onto various types of
possible applications mentioned above.
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CHAPTER VI
GLOBAL MOTION ANALYSIS FOR ADJUSTING THE
VIEW POINTS OF A CAMERA
In this chapter, we focus on the analysis of complex dynamic scenes in which multiple
objects are moving in a video. As already discussed in Chapter 2, analyzing and
visualizing a dynamic scene are difficult, even with a pan-tilt-zoom (PTZ) camera
observing the scene. In the following sections, we show that the SDI/SDA approach
in a spatio-temporal domain can provide an effective way of optimally controlling
the PTZ camera to automatically visualize complex dynamic scenes in several sports
games. We first introduce a method of generating a dense motion field from the
movement of each object using scattered data interpolation. The dense motion field
eventually represents a global behavior from a set of players on the field. We then
show how the generated global motion field can be used for predicting important
future locations, and how the detected locations can be applied to adjusting the field
of view of the PTZ camera.
6.1 Observation on complex dynamic sports scenes
Understanding complex dynamic scenes in team sports is a challenging problem. This
is partly because an event in a game involves not only the local behaviors of individual
players but also structural global movements of players. We are interested in auto-
mated analysis of such complex scenes with multi-agent activities, and consider that
the tracking of multiple agents can be used to analyze these scenes, extract interesting
events, and even predict what is likely to happen. We draw motivation from a quote
by Wayne Gretsky, the legendary hockey player, “A good hockey player plays where
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the puck is. A great hockey player plays where the puck is going to be.” Our work is
based on the assumption that the players themselves have the best view and clearest
understanding of the development of a game during play. The players’ movement on
the field reflects their interpretation, and possibly their intent, based on their role in
the game, which we should leverage for interpreting the state of the game.
Our hypothesis is that higher level information can be deduced by tracking and
analyzing the players movements, not only individually but also as a group. In this
study we describe a method to build a global flow field from players ground-level
motions. We propose the novel concept that the flow on the ground reflects the
intentions of the group of individual players based on the game context, and use this
for understanding and estimating future events.
In this work, we specifically focus on the sport of soccer (i.e. football). For ex-
ample, consider the soccer scene in Fig. 15, which demonstrates play evolution. The
goalkeeper passes the ball to a nearby defender (top), but one of the offensive players
sees an opportunity to intercept/steal the ball. One second later (bottom) we see the
goalkeeper and another defender start moving to location 2 to prepare to respond to
an offensive interception. The players are tracked on the ground plane to generate
a flow field (shown by the white vector field) which in turn is used to infer possible
locations of future events, noted by red circles.
Our primary contributions in this work are: (1) Extracting ground-level motion
from individual players movement from multiple-views. (2) Generating a dense flow
field from a sparse set of individual players motions, a motion fields on the ground.
And, (3) Detecting the locations where the motion field converges and inferring the
play evolution.
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Figure 15: Examples of how players movement indicates play evolution in a
dynamic sport scene: The motion field on the ground is denoted as white arrows,
and the locations where play evolution is predicted are denoted as red iso-contours.
Ball location is highlighted with a circle. Top: The goalkeeper passes the ball to the
last defender (red box) while an offender (yellow box) is moving to intercept him.
Bottom: One second (30 frames) later, at the moment of interception (position
1), the goalkeeper and another defender (yello boxes) are moving in the direction of
position 2. This indicates the possible location of a future event.
6.2 Motion Field Construction from Video
The first step in constructing a motion field is extracting tracks of individual players
on the field. While single camera tracking is possible for soccer [126], and could be
useful for our approach, for this work, we have decided to rely on more robust multiple
player tracking using multiple views.
View dependent analysis for player tracking using multiple camera suffers from a
data fusion problem. In addition, flow analysis may be sensitive to the perspective
distortion of different views. To address these issues, our approach is to analyze the
game scenes from a top-view warped image of the ground plane. The top-view is
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Figure 16: Geometric Constraints: (Upper row) Each view (Ik) has a vertical
vanishing points (vk). (Bottom left) In the top-view warped image (I
top
k ), players are
distorted in the direction of the projected vanishing points (v̂k) of each view. (Bottom
right) The location of a player on the ground is identified by the intersection of these
projections on the ground plane.
constructed by combining the warped footage of each of the multiple cameras. We
then extract a multi-view consistent player location in the top-view by optimizing
the geometric constraints shown in Fig. 16. This allows us to create the individual
players’ ground level motion. (Sec. 6.2.1).
Through spatial and temporal interpolation we combine the tracked player mo-
tions to create our motion field on the ground-plane (Sec. 6.2.2). Finally, we analyze
this motion field to detect and localize important regions (Sec. 6.2.3).
We first define some notations. Assume that we have N cameras. Let Ik (1 ≤
k ≤ N) refer to a frame of each camera and Itopk is a top-view image where each Ik is
warped through the homography Htopk . Additionally, x ∈ Itop denotes that x is in the
coordinate space of a top-view (ground field).
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(a) (b) (c)
Figure 17: Position Confidence in top-view: (a) Overlapped top-view of warped
views from each angle (each view of a player is warped over the direction of vertical
vanishing points)(b) Normalized probability of the summation of the warped fore-
ground probabilities. Note that the region which is close to the ground has higher
probability (c) In the presence of shadow.
6.2.1 Extracting Individual Ground-Level Motion
To construct our flow field, we first extract the ground-level motion of individual
players. At each time t this motion is defined as the velocity vector [u v]T representing
a player’s movement on the ground at a 2D location x(x, y) ∈ Itop. To find the motion,
our algorithm first detects the ground position (optimized location near the feet) of
each player x at a given time t. Then, we search for a corresponding position in a
previous frame at time t−a (where a > 1 for stability and is usually set to 5 frames).
The motion velocity at time t is the difference between these two positions. Note that
the individual motion is reconstructed at each time separately and does not require
explicit tracking since it is only used to construct our flow field.
To find the 2D location of players on the ground we make use of the fact that
each view has its own vertical vanishing point (VVP) vk. We denote the projected
VVP onto the ground view as v̂k = H
top
k vk (1 ≤ k ≤ N). Each v̂k gives us a
unique direction in any location on the ground (see Fig. 16). Using background
subtraction we define for each pixel in each view a confidence measure of that pixel
being part of the foreground (i.e. player) or background (i.e. grass field) [77]. We
52
combine all measures from all views on the ground plane by summing their projections
and normalizing to get the position confidence map PC : Itop → [0, 1], where PC(x)
is the probability that x ∈ Itop is part of the foreground (Fig. 17).
Since the region around each player’s foot is located on the ground plane where
the homographies for each view are extracted, the probability of foreground in those
regions will be higher than in other regions (Fig. 17(b)) [64]. However, if there are cast
shadows, the shadow region will also have high foreground probability (Fig. 17(c)).
Therefore, we consider the highest PC position only as an initial location of the
player. We define a window Winit around the initial position and refine it based on
geometric constraints.
The geometric constraints are included by searching for the intersection point of
the foreground projection of all N directions, where N is the number of views. This
intersection is the weighted centroid of all foreground samples (x s.t. PC(x) 6= 0)
along each projected VVP in all N directions (Fig. 18(b)). We define the player
ground location cost function G(x) and search for its minimum inside Winit. G(x)
is the weighted summation of the distance between a set of foreground sample points







PC(x̃i,k) · d (x̃i,k, (v̂k − x)) , (13)
where nk is the number of foreground samples based on each direction k, and we use
PC(x̃i,k), the probability of being foreground, as the weight for each of the foreground
sample points.
As shown in Fig. 18, the evaluation based on G(x) is performed over all directions
simultaneously (in this case N = 3). The optimal ground-level position of the player
is xopt = arg minx∈Winit G(x).
Note that the set of sampling points x̃i,k for each x ∈Winit are organized along
the line axis (v̂k − x). The sampling range is calculated by finding the average height
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(a) (b) (c)
Figure 18: Finding the optimal location using Geometric Constraints: (a)
Samples (x̃ij) along lines from the evaluating point x and each projected VVPs v̂k.
Since the number of foreground samples is small, the window moves to top-right. (b)
Evaluate Eq. 13 at each point xij inside Winit. (c) Optimized location.
(a) (b) (c) (d) (e) (f)
Figure 19: Visualizing the components for evaluation of player location at
time t and t−a. The player in the upper row remains in same location, and the one
in bottom row moves. Colors range from blue (low) to red (high). In each row: (a)
Values of G(x) in Winit, (b) Values of G(x)
t in Wopt at current frame t, (c) Values of
G(x)t−a in Wopt at previous frame t−a, (d) Distances of the color histogram between
frame t and t− a within Wopt, (e) Weighted sum of G(x)t−a and C(x)t−a, and (f) A
player of the evaluation and sampled colors. We extract velocity vectors between t
and t − a by subtraction of minima between (b) and (e). This vectors are shown in
(b) as white arrow.
of players using vanishing points [31]. If the summation of all weights PC(x̃i,k) for
all views is too small (Fig. 18(a)), this is interpreted as a wrong initialization or a
false-positive detection of the player and discarded.
To find the corresponding position xt−aopt of the player in the previous frame t− a
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we establish a search window Wopt centered around xopt. We use a combination of
the geometric constraints G(x)t−a on the previous top-view frame Itopt−a using Eq. 14,
and a color proximity measure C(x)t−a:






C(x)t−a is a normalized Bhattacharyya distance of the color (HSV) histogram
between the two sets of foreground samples used for xtopt and x
t−a ∈Wt−aopt respectively
(Fig. 19). The weighting factor β is usually very small (0.1). The use of color similarity
reduces the chance that we are matching a different player. Once xt−aopt is found, we
can define the motion (velocity vector) at xopt as:







6.2.2 Dense Motion Field Construction using Spatio-temporal Radial Ba-
sis interpolation
Using our method for tracking player motion, we obtain a sparse set of motions on
the ground plane. To generate a dense ground-level flow field we combine these sparse
motions using radial basis function interpolation [19]. We also temporally interpolate
the flow using a weighted set of motions over time.
As described in Section 6.2.1, the motion at a location x(x, y) ∈ Itop is defined




]T = [u v]T . If we detect Nk individual players at a
given frame k, then the set of the positions is denoted as {xk1,xk2, . . . ,xkNk}, and the
corresponding sets of velocities for each direction are denoted as {uk1, uk2, . . . , ukNk},
and {vk1 , vk2 , . . . , vkNk} for x and y directions respectively.
We define a temporal kernel of size p, using a half Gaussian function. By applying
the kernel to each entry of velocity over time, we can construct two n × 1 vectors







U = [U1, U2, . . . , UNk , . . . , Un]
T and V = [V1, V2, . . . , VNk , . . . , Vn]
T , where Ui and Vi
(1 ≤ i ≤ n) are scalar velocities for each direction. The matching for each entry over
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Figure 20: Motion Field Φ: White arrows represent the dense motion field gener-
ated from a sparse set of motions of players movements. Note that for visualization
purposes the dense field is displayed sparsely by averaging the flow at each block.
time is set deterministically [135] (e.g. minimum distance and orientation). Note
that commonly n = Nk when the number of detected players does not vary over
time. However, when there are less number of entries in a given frame k, compared
to previous frames, n becomes larger than Nk.
Now, our problem may be stated as follows: given a collection of n scattered 2D
points {x1,x2, . . .xn} on the ground plane, with associated scalar velocity values
{U1, . . . , Un} and {V1, . . . , Vn}, construct a smooth velocity field that matches each
of these velocities at the given locations. Consider the scalar-valued functions f(x)
and g(x) so that f(xi) = Ui, and g(xi) = Vi respectively, for 1 ≤ i ≤ n. For the case
of interpolating velocity in the x-direction, we can express the interpolation function
as:




where c(x) is a first order polynomial that accounts for the linear and constant por-
tions of f , λi is a weight for each constraint, and xi are the locations of the scattered
points (nodes). Specifically, the radial function φ was chosen as the thin-plate spline,
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φ(r) = r2 log r, as it gives us C1 continuity for smooth interpolation of the velocity
field1.
To solve for the set of weights λi so that the interpolation satisfies the constraints
f(xi) = Ui, we solve the equation by evaluating each node at Eq. 16 (e.g. Ui =
c(xi) +
∑n
j=0 λjφ(‖xi − xj‖)).
Since the equation is linear in the unknowns, it can be formulated as a linear
















where λ = [λ1, . . . , λn]
T , c = [c1 c2 c3]
T and the n×n matrix A = (aij) = φ(||xi−xj||).
Once we solve the system, the interpolated velocity of the x-direction at any loca-
tion xa(xa, ya) ∈ I top can be evaluated as: ua = c1+c2xa+c3ya+
∑n
i=1 λiφ(‖xa − xi‖).
The velocity of y-direction is interpolated similarly. To generate temporally smoother
transitions the flow is finally smoothed using a 1× 5 box filter. We refer to this flow
as the motion field on the ground, and denote it as Φ(x) = f(x)i + g(x)j = ui + vj.
See Fig. 20.
6.2.3 Detecting Points of Convergence
The motion field reflects the local and global player motion representing the play (i.e.
the strategy or intention of the players). We now define a point of convergence (POC)
as the spatial location that play evolution is proceeding toward in the near future. In
this section, we provide a method to detect POCs of the game by finding locations
where the motion field merges.
Point of convergence detection is implemented in two steps. First, the motion field
on the ground Φ, is used to propagate a confidence measure forward to calculate an












all interpolants [21, 131].
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Figure 21: Points of Convergence detection: (a) Starting from the position xij
and another point having a different magnitude of motion vector as an example. The
magnitude of ρij is propagated through the point (i+uij, j +uij). (b) An importance
table Ψ is updated by adding propagated confidence along Φ. (c) Pink circles at
bottom are the location where the accumulated importance is high enough (larger is
higher confidence). (d) Meanshift clustering and Guassian mixture modeling detects
two POCs in this case.
importance table Ψ whose size is the same as Itop. Then, the accumulated confidence
in Ψ are clustered and a Gaussian Mixture Model is used to detect POC clusters.
Fig. 21 shows an example of how POCs can be automatically detected from a motion
field Φ.
We introduce a confidence value, defined as the local magnitude of velocity at any
location on the ground. In the first step, we propagate (copy) this value at a fixed
time t from each starting location through Φ. Then, we accumulate these values along
the trace in an importance table Ψ. Given a location x(i, j) ∈ Itopt , Ψ is calculated
by performing a forward propagation recursively based on the motion field Φ. The




ij is propagated by updating Ψ as follows:
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Figure 22: Divergence and Points of Convergence: Upper row: Red regions
denote the regions where ∇Φ < 0, and blue regions denote regions where ∇Φ > 0.
Lower row: Φ in (a) has specific singular sink, while Φ in (b) has no specific singular
region. In both cases our approach detects the POCs (red elipses).
Ψ(i + uij, j + vij) = Ψ(i + uij, j + vij) + ρij. We continue this forward propagation
along the motion field until the attenuation which is proportional to ρi,j is smaller
than ε. Consequently, locations having a large ρ in Φ can have a large influence on
far away locations as long as the motion field moves in that direction.
We compute the accumulated distribution of confidence Ψ (Fig. 21(c)), by com-
puting confidence propagation for any location in Itop. To determine the location and
the number of POCs at a given frame k, we apply mean-shift clustering [26] to find
an optimal number of clusters. Based on the initial mean and the number of clusters
(modes), we fit a Gaussian Mixture model to the distribution of those regions using
Expectation Maximization (EM) (Fig. 21(d)).
Note that our POC detection is different than classical singular (critical) points
detection. Primarily, POC is a global measurement of the flow, while the critical
point is a local extremum of the velocity potential and the stream functions [30].
The divergence of the motion field Φ(x) at the location x ∈ Itop is defined as
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. If ∇Φ is negative, the flux of the motion field across
the boundary of the region is inward, while positive is outward. Thus, if the motion
field flows to the boundary of a specific region, the divergence of that region becomes
negative (see Fig. 22).
In practice, many of the detected POCs exist in regions where the local mea-
surement of divergence becomes negative because the POC proceeds in the direction
of the motion field flow. Therefore, in many cases, a POC exists where there is a
significant singular sink point (Fig. 22(a)). However, if the majority of flows in a
specific scene are not regular enough to construct an apparent local extremum, de-
termining a POC by detection of singularities will fail (Fig. 22(b)). In such cases,
our forward-propagation method can still locate regions of major global flows which
signify positions where the play evolution may proceed to.
6.3 Results and Evaluation
We evaluate our approach with three different data sets from soccer, basketball and
ice hockey matches. The soccer data set was collected by recording a match between
a local college team and a local amateur team using three synchronized HD cameras.
Each camera was mounted on top of an approximately 12m high scaffold. The bas-
ketball match data set was provided by the APIDIS project( [9, 25]). In this data set,
seven video cameras were used, including two wide angle views located at the top of
the roof. Unlike the above two data sets, which were captured directly from real-life
games, the third data set was captured from a simulated video game [37] using six
virtual cameras. The AI agents used in the video game follow the behavioral model
developed by the game company, and this model is apparently simpler than real hu-
man behavior. Thus, our data sets provides a good comparison of our approach on
both human group behavior and an artificial group behavioral model.
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Table 2: Detection errors on the number of cameras
False Positive (FP) and False Negative (FN) for each test. Two-
views have larger FN error due to fewer constraints.
Views FP (E1) FN (E2) Total
3 0.7162% 0.5649% 1.2811% (128/9913)
2 1.1000% 1.8120% 2.9120% (143/4901)
In this section, we first show qualitative and quantitative evaluation of extracting
ground level motion on the soccer data set. Next, we show how our motion field inter-
polation is created and demonstrate POC detection using simple examples simulated
by virtual agents having simple group behaviors. Finally, we evaluate the POC de-
tection for the three data sets, and analyze various events from the different sports
matches. We refer the reader to the accompanying video, which illustrates our results
better than images.
6.3.1 Evaluation of Ground-level Motion Extraction
To evaluate the ground-level motion detection we back-project our automatic detec-
tion results onto each view and manually track them to find discrepancies (Fig. 23).
We evaluated 14,814 individual players in 2,000 frames from one of our data sets.
As we only track the players covered by at least two views, players seen in only one
camera were not evaluated.
Table. 2 summarizes our results. Note that the false-negatives for two views are
three times larger than using three views. This is due to the reduced number of
constraints (vanishing directions) and fewer sample points that often results in a
solution with a lower confidence rate. This tendency is also reported in other multi-
view approaches ([71, 64]). Some qualitative evaluations for the ground-level motion
extraction can be seen as the yellow circles in all result images in this section, but
can be best viewed in the accompanying video.
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Figure 23: Evaluation of automatic player location on the ground: We back-
project the position onto each view for evaluation. Each R, G and B line with yellow
circle denotes the direction of the vertical vanishing points for each view (geometric
constraints).
6.3.2 Evaluation of Motion Field and POC detection
We first evaluate how well a flow field generated from a sparse set of ground level
motions can represent play evolution, and show that POCs detected from the flow
field are reasonable. Fig. 24 illustrates motion field generation and POC on a set of
simulated agents. We used a simple rule-based behavioral model ([111, 112]). This
simulation allows us to manipulate the situations that reflect a variety of events that
are likely to happen in dynamic sports scenes. For simple merging movement of
players, as depicted in Fig. 24(a) and (b), the flow field generates a critical point,
and our algorithm can detect it well. However, also when two players are heading in
opposite directions (Fig. 24(c)) and in more complex movements (Fig. 24(d)) we also
manage to find the POC as discussed in Section 6.2.3, and Fig. 22.
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(a) 2 objects merges (b) 4 objects merges
(c) 2 objects crosses (d) complex example
Figure 24: Flow generated from simple motions, and their POCs: Blue circles
are the moving objects, and the arrows indicate current velocity. Green circles are
the location where each object started from. Blue dots are the trace of each object’s
past location. Black arrows indicate the block-average of the flow field. Red contours
represent the calculated POCs.
6.3.2.1 Qualitative Evaluations
Evaluation of the motion field generation and POC detection for a variety of our
sports game datasets are demonstrated from Figs 25 to 32 (See the descriptive cap-
tions for each figure). In all figures, the distributions of POC clusters are shown as
red iso-contours around the POC, and the motion field on the ground is depicted
with white arrows. These figures, and others in the accompanying video, illustrate
how our motion fields and POC detection can reveal interesting game events and
foresee important future positions on the field.
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Figure 25: Example 1 of play evolution. In all figures, the pink circles are the
location of the ball, the arrows denote the initial direction of the movement of the
ball, white arrows denote the motion field on the ground, and red contours are the
distribution of POC where play evolution aims. In this example - interception & goal
keeping. (Left) Goalkeeper 1 passes a ball to the last defender 2. A POC appears near
the defender, (Middle) While the ball is still on the way to the defender 2, another
POC appears at different location as offender 3 approaches and the goalkeeper and
defender 4 decide to defend. (Right) The ball is intercepted by offender 3 and the
POC event in the left region actually occurs. Finally, the ball was saved by the
goalkeeper. Note that two POCs appear in both possible directions.
Figure 26: Example 2 of play evolution - center pass (Left) Offender 1 dribbles
towards the upper corner while offender 2 runs toward the other corner (two POCs).
(Middle) Offender 1 kicks a center pass. While the ball is travelling the POC near
offender 2 becomes larger. (Right) Defender 3 intercepts and the ball changes its
direction. Offender 2 and another defender approach to the ball.
6.3.2.2 Quantitative Evaluation
Verifying that our approach can predict important future positions is not a simple
task since, (1) the position of important regions in the game can be subjective, and
(2) there is no ground truth for defining these regions. To give some quantitative
measure, and since ball location is one of the important positions in any ball game,
we evaluate the results of trying to predict the future location of the ball using our
POCs. We assume that the current POC will be a good indication to where the ball
will be in some point in the future, and then compare the two by collecting ground
truth of the ball position manually. To investigate how well and how far in advance
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Figure 27: Example 3 of play evolution - back-door and through pass:
Upper row: (Left) Offender 1 dribbles forward (a POC is in front of the player).
(Middle) Offender 1 passes the ball to offender 2 as part of a back-door strategy.
A POC appears near offender 2. (Right) While the offender 2 waits to receive the
ball, offender 1 and the defenders are running toward the goal-post. Another POC
appears near goal. Lower row: (Left) Before offender 2 kicks the ball, the POC
near the goalpost becomes larger. (Middle) Offender 2 through-passes to offender
1. (Right) Offender 1 attempts to score.
Figure 28: Example 4 of play evolution - Outbound and Throw-in: (Left)
Ball was out-bounded, and Offender 1 has the ball. (Middle) Offender 1 is looking
for the location to trow-in. (Right) Offender 1 throws the ball in.
Figure 29: Example 5 of play evolution in Basketball - Turn over: (Left)
Yellow team just got the score at the right half-court (outside of the scene). (Middle)
Most of the offenders and defenders are getting back to the left half-court. (Right)
Offender 1 brought the ball into the left half-court (Turn over).
our estimated POCs reflect the future ball location, we vary the temporal offset for
measuring the ball location from 4 frames to 120 frames from the current frame.
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Figure 30: Example 6 of play evolution in Basketball - Pass and Three point
shot: Upper row: (Left) Offender 1 just received the ball. a PoC appears at the
location of the player, as the defender 3 is approaching to defend against the offender
1. (Middle) Offender 1 passes the ball to another offender 2 (Shooting Guard), and
the defender 3 moves to the location of the offender 2 (another PoC appears at the
offender 2). (Right) Offender 1 moves inside to receive the ball again (The first PoC
moves to the location). Lower row: (Left) Offender 2 directly shoots rather than
passes the ball to the offender 1. Defender 3 try to block the shot. (Middle) Because
the ball is approaching to the basket, the new PoC appears in the region near under
the basket. (Right) Finally the ball enters the basket and the PoC moves to the
location under the basket.
First we show how the distances over different temporal offset reflects the game
events. Fig. 33 (upper) shows the distance between the current POC and the ground
truth future position of the ball (determined manually in the video) using different
offsets. We observe that sometimes the distance is smaller for the near future (blue
line) than for distant future (red), while at other times this trend is reversed. This
observation motivates us to differentiate the two cases, and we will be referring to the
former as “short-term prediction” (small prediction error in near future) and to the
latter as “long-term prediction” (small prediction error in distant future). Therefore,
the short-term prediction indicates that players in the field rarely anticipate longer
terms, while the long-term prediction indicates that they can decide their reaction
for farther events.
To investigate when short-term or long-term prediction occurs, we track additional
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Figure 31: Example 7 of play evolution in Basketball - Fake and Drive-in
shot: Upper row: (Left)Offender 1 has the ball, and the defender 2 covers him.
(Middle) Offender 1 dribbles past the defender. (Right) Defender 3 tries to cover
offender 1. Other offenders at left and right side of offender 1 are ready to receive the
ball. Upper row: (Left) Offender 1 pivots to drive by faking defender 3. (Middle)
Offender 1 drives past defender 3, and PoC near basket appears. (Right) Finally the
offender 1 successfully drives in.
Figure 32: Example 8 of play evolution in Ice Hockey - Stickhandling and
shoot: (Left) Offender 1 (white team) stick-handles to the goalcage, and PoC ap-
pears near the player. (Middle) Offender 1 shoots, and the puck is about to pass by
the goaltender. Additional PoC near the left side of the goal cage indicates the shot
will not be successful. (Right) The puck is passed away and bounced to the upper
side of rink. Some players are heading to the puck.
information from the video. The plots in Fig. 33 (lower) show the height, velocity
and derivative of the angle of direction of the ball. Additionally, we add high-level
game states such as “in-bound” (ball is inside the game field) and “out-bound” (ball is
outside the field) as horizontal color bars in Fig. 33 (lower). Based on this information,
we observe that, (1) short-term prediction happens during in-bound states, (2) it is
more likely to have long-term prediction during out-bound, and (3) during in-bound
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Figure 33: Example of the quantitative evaluation for our approach: (Up-
per) Distances between the location of the detected POC in the current frame and
the location of the ball in future frames. The measurement varies from blue (4 frames
later) through red (120 frames later). For both graphs, x-axis is the frame number,
and y-axis is a pixel level distance (100 pixels is approximately 4 meters). (Lower)
Ball Information, and game status (red : inbound, green : outbound)
states, if the ball position is high and speed of the ball is decreasing, long-term
prediction is more likely.
These data-derived observations appear physically plausible. For example, during
in-bound states, the game speed is faster, and players do not have time to estimate
longer durations. Out-bound states usually the case when the game is suspended and
turning over. Thus, players can easily predict where the game is going to proceed in
long-term manner. If the ball position is high in the air, players have more time to
evaluate where the ball will fall in the long-term. However, as we will show in later
part of this section, game contexts can also affect these observations when some of
players can expect something based on strategic transition.
Based upon the observations and the method of quantitative evaluation that we
drew above, we analyze each of specific events shown in Figs 25 to 32. Each graph in
Figs 34 to 41 represents the distance between the location of detected POC and the
location of the ball location in future frames, and is analyzed as follows:
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Figure 34: Pass and Interception: The distance between current POC and the
ball locations varying from current frame (Black plots) to 90 frames later (dark yellow
plots). See the event depicted in Fig. 25 and Fig. 15
Soccer: Pass and Interception (Fig. 25) In this example an offender is trying
to intercept the ball. Some of the defenders including the goal keeper are able to
foresee the interception. Because of the movement of offender 3 as he approaches to
catch the ball. Hence, we expect that the distance graph will represent long-term
prediction. Indeed, the graph in Fig. 34 shows that the prediction distances in near
frames (black, red and green representing current to 20 frames offsets) is larger than
those in far frames.
Soccer: Center Pass (Fig. 26) The center pass (an offender passes a ball to the
other offender in the center-field or in the other corner) often happens during soccer
play, and it is predictable that players will head in separate directions and some
players will be looking for the best location to receive the ball. Thus, we can expect
that before the center pass happens, it would be more likely for the POC to represent
long-term prediction, until the game returns to play-by-play again (more likely to
represent short-term). In the graph in Fig. 35, we can see long-term prediction appears
first (black to yellow), then it moves to short-term (yellow to black). However, as
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Figure 35: Center Pass: See the event in Fig. 26
Figure 36: Through pass: See the event in Fig. 27
shown in the event (Fig. 26), the pass was blocked by a defender, and this results in
irregular transitions between longer term and short term: the blue (40 frames offset)
to dark yellow (90 frames offset) do not show smooth transitions.
Soccer: Back-door and Through Pass (Fig. 27) Back-door play followed by the
through pass is one of the most popular strategies in many team sports games. Thus,
both the offender who is supposed to receive the ball and the defender who covers him
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Figure 37: Out-bound and Throw-in: See the event in Fig. 28
always have to be ready and predict where the other offender will run to. The graph
in Fig. 36 first shows a play by play tendency with short-term predictions when the
player dribbles. After the first pass, most of the plots follow long-term predictions
except the cyan to dark yellow plots (50 to 90 frames offset). This result can be
interpreted as the maximum offset for this prediction, and is at most 50 frames in
this event. Note in the video that 50 frames after the first pass is the time when the
POC starts moving towards the goal area. This effect can be seen in the graph: the
frame difference between first pass and through pass is almost 50 frames.
Soccer: Out-bound and Throw-in (Fig. 28) As we already discussed earlier,
the out-bound play is more likely to be presented by long-term predictions. This is
because, especially in a soccer game, every player can predict approximately where
the ball will be thrown to. Thus, they can easily prepare to find a better position in
the field. The graph in Fig. 37 illustrates how such event always represents long-term
prediction.
Basketball: Turning over (Fig. 29) Similar to the out-bound play in a soccer
game, a turn over in basketball is characterized by long-term prediction for players.
Once a turn over happens, the offending team is switched to a defending team, and
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Figure 38: Turn over: See the event in Fig. 29
Figure 39: Three point shot: See the event in Fig. 30
most of the players move back to the other half of the court. The examples in Fig. 28
shows such an event, and the graph in Fig. 38 shows that a turn over usually follows
a long-term prediction.
Basketball: Three Point Shot (Fig. 30) In this event, the POC is well located
when offender 1 receives the ball. After that, the game changes to play-by-play so
that the actions are immediately performed. When offender 2 shoots for three points,
72
Figure 40: Fake and drive-in: See the event in Fig. 31
both offenders and defenders suddenly react to prepare for the rebound. Thus, we can
easily expect that next POC will be positioned under the basket, and this prediction
can be seen as a long-term. As expected, the graph in the Fig. 39 represents a short-
term prediction before the shot is taken, and when the algorithm detects a POC, it
presents a long-term prediction (frame 636 to 645). However, the graph shows that
the maximum offset during the long-term prediction is approximately 30 frames (blue
plots). This is reasonable because the ball enters the basket at the frame 660.
Basketball: Fake Spin and drive-in (Fig. 31) As the offender tries to leave
behind several defenders before he drives in, the distance tendency is short-term
(Fig. 40). The interesting observation here is that because the defenders and the
other offenders were faked by the offender who will make a drive-in with fake spin,
their reactions directly result in a wrong prediction as faked POCs appear on both
side. This situation is depicted in Fig. 31(top, right), and the graph shown at Fig. 40
indicates this situation as some of the distances are suddenly increased near frame
1050. Then, the tendency moves to long-term for a while as soon as the players
recover from their error, as shown at end of the graph.
Ice Hockey: Stick Handling and Shot (Fig. 32) As already noted, this data set
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Figure 41: Stick Handling and Shot: See the event in Fig. 32
was captured from a simulated video game [37]. Thus, we can assume that (1) the
behaviors of players are not as complex (or structured) as true human players due to
a simpler behavioral model, and (2) the speed of play-by-play is faster because ice
hockey is a fast game, and we expect the predictions are more likely to be short-term.
The graph in the Fig. 41 indeed shows a short-term prediction tendency, as expected,
and demonstrates that our approach also works reasonably well even for artificially
generated behaviors.
So far, we have analyzed each event based on the distance between predicted POC
to the ball locations in different time off-sets to see how our method can foresee the
future ball locations. To verify how close our method can locate the position of the
future ball location regardless of the game event and the temporal offsets, we measure
the average of the minimum distance found over all time offsets. Each of the average
of minima is noted as orange horizontal line at each graph, and these results are
summarized in Table. 3. For the Soccer game the average error is 3.0% of the field
area. The basketball data has an error of around 0.56%, and the ice hockey data has
0.2%.
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Table 3: Average errors of minimum distances
Average errors of distances on various time offsets from examples shown in
Fig. 25–32. The graphs representing detailed analysis for each example are
described in Figs. 34 to 41.
Sports Event field size avg’ min’ Error
Soccer Interception 62×37 m2 5.43 m 4.0 %
Soccer Center pass 62×37 m2 5.29 m 3.8 %
Soccer Through pass 62×37 m2 1.35 m 0.25 %
Soccer Throw-in 62×37 m2 5.51 m 4.15 %
Basketball Turn over 26×15 m2 0.86 m 0.59 %
Basketball 3 pts shot 26×15 m2 0.93 m 0.69 %
Basketball Drive in 26×15 m2 0.71 m 0.4 %
Ice hockey S.H.Shot 61×26 m2 1.02 m 0.2 %
Table 4: Computational time with various sizes of top-view
Test results using an Intel Core i7-965, 3.2GHz with 3GB RAM.
Field Resolution Motion Motion Fields POC
670×500 166.33 ms 15.5 ms 65.10 ms
945×700 325.5 ms 36.5 ms 254.4 ms
1350×990 871.2 ms 93.5 ms 568.24 ms
The computational time for each part of our approach is given in Table 4. Note
that the computation is highly dependent on the resolution of the field (Itop). Our
current implementation is not real-time, but it could be optimized.
6.4 Summary
We introduce a novel approach for play evolution analysis using multiple views. We
detect and track the ground-level motion of players through optimization of geometric
constraints. Using these sparse sets of tracks, we generate a dense motion field on
the ground-plane and detect points of convergence in the field as possible future
interesting locations of play evolution. We evaluate our approach both quantitatively
and qualitatively using data sets from variety of team sports game showing that ours
can robustly predict the location where the play will evolve.
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In the future, we plan to develop more efficient ways to extract the motion fields
and reduce the computational cost. In addition, we will investigate how the transition
of detected POC can reveal the game context as we demonstrated in the evaluation
section. To this end, we are interested in pursuing robotically controlled cameras




MOTION PATTERN RECOGNITION AND ANOMALY
DETECTION FROM SPATIO-TEMPORALLY SPARSE
MOTION TRAJECTORIES
As described in Chapter 4, representations of motion patterns can also be generated
by scattered data approximation. In this chapter, we show the use of such repre-
sentations generated from a stochastic process for recognizing motion patterns and
detecting anomalous events. We also show that the proposed motion representation is
an effective solution for motion recognition tasks, even with various data constraints
that we may often face in real-world situations. Such constraints of the input video
include (1) a varying frame rate resulting from various exposures, (2) the sparse frame
rate from either time-lapse style video or large-scale aerial videos, and (3) incomplete
online motion trajectories at a specific moment.
7.1 Stochastic Motion Representation to Motion Pattern
Recognition
Motion trajectories of moving targets are essential for providing information about
an object’s movement patterns over time. Visual analysis of such moving objects
in videos, is therefore a considerably important topic [54, 86, 102, 137, 147]. A key
element in such analysis is representing the trajectory patterns of objects in a manner
that allows for effective discrimination of these trajectories from specifically known
and unknown patterns. Such forms of discrimination are usually evaluated by com-
paring spatial proximity between trajectory points with known (or learned) reference
patterns or by clustering all the input trajectories to find similar patterns [54, 91, 151].
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Such approaches for analysis of trajectories are useful for recognizing motion pat-
terns that are representative of the data, but do not necessarily support (1) detecting
complex time-varying patterns, caused by subtle changes of acceleration or sudden
stops, which may be important for predicting changes in headings or detecting un-
known or anomalous patterns, or (2) recognizing incomplete trajectories for instant
and online monitoring. Such instances require modeling and analyzing motion tra-
jectories in a spatio-temporal domain. Furthermore, constructing reference models
from videos having (a) sufficiently representative patterns for sequences of varying
lengths, and (b) different temporal sampling (frame-rates) remains a difficult task.
The goal of the research in this chapter is to present a representation that allows for
matching of complex trajectories. We demonstrate the validity of this representation
for observing and modeling traffic patterns from video.
Specifically, in this chapter, we propose a novel representation of motion trajecto-
ries using Gaussian Process Regression (GPR). This representation supports effective
recognition of normal and anomalous patterns by generating a continuous vector field,
a Gaussian Process Regression Flow (GPRF) (Fig. 42). We demonstrate using this
framework (Fig. 43) a process to take visual observations (trajectories) and generat-
ing a flow field that provides representative motion tendencies even with a minimal
amount of data in each training set. Furthermore, this representation is invariant to
temporal sampling constraints (i.e., frame-rates of data can vary from trajectory to
trajectory). Our use of flow fields, which describe statistical certainties in terms of
their spatial shape and temporal tendency, can effectively classify and predict motion
patterns, and detect anomalous tracks from incremental online trajectories. We show
that the proposed spatio-temporal flow can efficiently model complex motions, such
as stopping or accelerating of cars in traffic videos.
The main contributions of the study in this chapter are: (1) A novel method
for modeling a trajectory as a 3D continuous dense flow field from sparse set of
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(a) (b)
Figure 42: Gaussian Process Regression Flows (GPRF): (a) Video frames
having trajectories, and the normalized mean flows representing 17 different spatio-
temporal patterns of motion trajectories are visualized in different colors. Each mean
flow is generated from trajectories extracted from videos using Gaussian process re-
gression. We classify each online track by traversing inside the flow fields and col-
lecting posterior densities along their paths. (b) Some of individual mean flows are
shown : blue indicates that the mean flows in the region have lower variances (and
thus higher certainty), and red indicates higher variances.
Figure 43: Overview of our framework: From tracks to GPRF.
vector sequences using Gaussian Process Regression; this enables modeling complex
patterns, especially as seen in videos of traffic. (2) A random sampling strategy
for learning stable multiple classes of flow field; this generates a fair distribution of
certainties and alleviates unwanted variation. (3) A set of effective metrics to compare
an input trajectory (incomplete or complete) to learned flow fields. And, (4) a locally
dominant ratio for effectively discriminating a correct pattern from incorrect ones, and
calculating ambiguities used for detecting anomalous patterns.
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7.2 Gaussian Process Regression for Flow
To model time-varying motions, we first extend the motion trajectories extracted
from video sequences into the spatio-temporal domain. We define a trajectory as a
discrete vector sequence in <3. Let x ∈ <3 be the position (u, v, t), and the position
sequence be x = {x1, . . . , xn}. Moreover, let y ∈ <3 be the velocity of each direction
(yu, yv, yt)
1, and the velocity sequence be y = {(y1,u, y1,v, y1,t), . . . , (yn,u, yn,v, yn,t)}.
We also denote the sequence of each velocity component as: yu = {y1,u, . . . , yn,u},
yv = {y1,v, . . . , yn,v}, yt = {y1,t, . . . , yn,t}. The trajectory sequence of n vectors are
defined as Tn = {x,y}. We first briefly introduce Gaussian Process Regression (GPR)
and explain how we use it for modeling the dense vector field from the set of sparse
vector sequences (Fig. 43).
7.2.1 Constructing Posterior Density
We consider the regression model y = f(x) + ε, where ε ∼ N (0, σ2). We use a
Gaussian process model on f with a mean function m(x) = E[f(x)] = 0 and a
covariance function K(x, x′′) = E[(f(x)−m(x))(f(x′′)−m(x′′))] = E[f(x)f(x′′)]. The
observation vector y = {y1, · · · , yn} then follows a zero-mean multivariate Gaussian
with a covariance matrix, K∗ = K + σ2I, where [K]ij = K(xi, xj). The posterior
density for a test point x∗, p(y∗|x∗,x,y), is a univariate normal distribution with the
mean ȳ∗ and the variance var(y∗):
ȳ∗ = k(x∗)T (K∗)−1y
var(y∗) = K(x∗, x∗)− k(x∗)T (K∗)−1k(x∗), (17)
where k(x∗) = [K(x∗, x1), . . . , K(x
∗, xn)]
T . In our case, we train a separate GP
regression for each of yu, yv, and yt at a given point set x.
We chose Gaussian Automatic Relevance Determination (ARD) kernel [27] as
1yt is a frame difference, thus it is usually a constant. See Section 7.2.2
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the covariance function. We select its hyper-parameters using the limited mem-
ory Broyden-Fletcher-Goldfarb-Shanno (BFGS) optimizer [95] by maximizing the
marginal log-likelihood.
7.2.2 Mean Flow and Confidence Band
Since we want to model a continuous flow field where the function represents velocities
for each spatial direction and the uniform temporal grid (frame difference) at any
point x = (u, v, t), we calculate a GP regression model for each velocity component.
Hence, each of the posterior densities p(y∗u|x∗, Tn), p(y∗v |x∗, Tn), and p(y∗t |x∗, Tn) are
computed separately. We can then express the mean flow (see Fig. 44) as a vector
field:




t (x)k ∈ <3, (18)





spectively. The sequence of mean flow vectors with minimum variances over each
time u–v slice (see Fig. 44) defines the approximated version of input trajectories.
We denote the pair of the mean flow Φ and its variances as Gaussian Process
Regression Flow (GPRF), the size of output variance in posterior density having 95%
of certainty (1.96σ2) as a confidence band (CB), and the sequence of mean flow having
a minimum variance over each time grid as a Approximation of Learned Trajectory
(ALT).
7.3 Learning Stable GPRFs
In learning GPRFs, there are two issues we need to address: (1) How to model a
GPRF from different trajectories, which may have different lengths, and (2) How
to handle multiple GPRF models trained from different numbers of trajectories with
heterogeneous scales and frame rates. Before applying the Gaussian process regression
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Figure 44: Example of GPRF, and mean flows: (Upper row) (a) Sample
trajectory having a duration of 16 frames: each arrow starts from the location of
x(u, v, t), and has the velocity values (b) The trajectory in (u, v, t) space ∈ <3 (c)
GPRF generated from the trajectory (Bottom row) The projected mean flows in
each of u − v slice at t = 0 (d), t = 8 (e), and t = 16 (f) respectively. Mean flows
with different levels of confidence exist in any grid points in the space. In each image,
only mean flows having the variance of less than half the maximum variance among
95% confidence are shown as color values. The colors vary from the larger posterior
variances (red) to smaller variances (blue).
framework, we need to normalize the length of the tracks used for constructing classes
(Section 7.3.1).
7.3.1 Normalization
Unlike alignment-based approaches (i.e. DTW and LCS) [104, 137], our flow field uses
a normalized frame, which is similar to the method introduced in [86]. Therefore, the
time axis is discretized into l equal sized frames. In practice, when we construct
multiple GPRFs from different training sets, the positions of each sample along the t
axis and their velocity components of yt should be normalized by
l
ni
, where ni is the
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Figure 45: Normalizing frames: (a) Each red, blue, green and magenta line
indicates the trajectories from tracks started from a same spatial position toward
a same destination with different velocities, and accelerations (or in different frame
rates). The image in the upper-right shows trajectories projected onto the spatial
domain. (b) All of the trajectories are normalized in time (t) axis as l. (c) Another
example showing that each colored line has the same trajectory with the same velocity
and acceleration but diverges later. The dashed black line shows the normalized
trajectory.
number of sample per trajectory.
Consequently, as shown in Fig. 45, all the GPRFs or trajectories are distributed
in the same scale, and we can compare motion trajectories with same re-sampled
scale regardless of their actual lengths and frame rates. We consider two tracks with
different starting positions to be in different classes, even if they have the same set
of velocities. However, one should choose an adequate number of samples from each
normalized trajectory for constructing a GPRF for each class. In the next subsection,
we describe some essential steps for the selection.
7.3.2 Number of Samples and Variances
The computed variances for each velocity component in Eq. 18 (i.e. var(y∗u(x)),
var(y∗v(x)), var(y
∗
t (x))) depend on (1) the number of nearby samples and (2) the
hyper-parameters for the selected covariance function used in each GP model. Unfor-
tunately, the marginal log-likelihood objective is non-concave [109] and we can hope
to obtain only locally optimal hyper-parameters unless good initial starting sets of
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Figure 46: Sampling points for training: Suppose we are training a class using
three trajectories. (a) All trajectories are normalized in l evenly distributed grid in
time axis. (b) Adding all the samples per time grid for generating GPRF. In this
case, training the same number of trajectories have to be guaranteed for all the other
classes. (c) If we need only two samples per time grid, we randomly sample without
replacement two points from three trajectories at each time slice.
hyper-parameters are provided. Therefore, balancing the adequate number of sam-
ples for each training set is a key element for stable GPRF learning. For Gaussian
process regression (and GPRF consequently), the confidence band is narrower in re-
gions with more samples. Therefore, comparing an input trajectory to each of the
learned GPRFs, without the consideration of balancing, may be unfair, since it will
favor the one with more samples. In addition, redundant observations and noise may
affect the variances which would incorrectly quantify the level of certainty.
To tackle these problems, we first determine the number of samples per time step
and allocate this same number of samples for each of the trained GPRFs. For each
time step, we sample among the entire set of trajectories, which are chosen for a
specific class, with random uniform probability and allocate samples among them.
The random sampling method can alleviate both the unwanted reduction of variance
due to the noise and the uneven distribution of variance levels in different classes.
In our test, we use three samples per time step, as it gives us maximum confidence




We now have GPRFs computed for each class. Our next task is to evaluate the
posterior probability density of a given online testing point xo and its velocity vector
yo using Eq. 17 and 18 to measure similarity as a form of likelihood in the given
training set (class). Let us first denote the online trajectory Tn = {xo,yo} as a
trajectory with n observations, and the N–learned classes represented by GPRFs as
Xk (k = 1 : N). Assume that the time component of the online point is already
normalized in unit lengths of l.
7.4.1 Measuring the Local Likelihood of Testing Data
As discussed earlier, we can evaluate a GPRF on any point regardless of the scale of
the point. This evaluation is analogous to a prediction using the learned GPRF. In
other words, given a GPRF class, the mean velocity vector in the location of testing
point xo is computed as: ȳ∗u(x
o)i + ȳ∗v(x
o)j + ȳ∗t (x
o)k with the variances for each
direction.
If the velocity vector of xo becomes different, the posterior probability density will
decrease upon the variance (confidence) of the point (See Fig. 47 (a), and (b)). If the
position of xo is further away from ALT, the variances for the velocity components
become larger and result in a smaller posterior probability density (Fig. 47 (c)).
Suppose that we evaluate our online test point using the k–th GPRF, Xk. Given
an independent GP prior on each velocity component, we define the local likelihood
of the testing point, χ on the training set Xk, as:
χ(xo, yo)|Xk = p(y
o
u|xo,Xk)p(yov|xo,Xk)p(yot |xo,Xk) (19)
Note that the magnitude of yo is normalized, and set to |ȳ∗(xo)| before the calculation.
This likelihood is a main local similarity measurement in our approach. The details




Figure 47: Measuring similarity with certainties: A red dashed arrow indicates
the approximation of learned trajectory. A blue dotted arrow is a mean flow vector
at each test point and a black arrow indicates its velocity vector. In the right side
of each image, posterior densities for each u, v, t are shown. (a) The test point xa
is close to ALT, but the vectors are quite different. (b) Both the location of the
input point xb, and its velocity are close to mean flow and ALT respectively. (c)
The example of the worst case: The test point xc is further away from ALT (large
variances of the posterior probability densities), and the velocity vectors are different
(away from mean).
7.5 Classification and Prediction of Trajectories
In this section, we first describe a method to compute the global similarity between
the trajectory and learned GPRFs. Using the local likelihood criterion (Eq. 19), we
then describe methods for classifying patterns of trajectories, which can be either
complete or incomplete. A complete trajectory consists of an entire set of segments
collected from the moment a car enters to the moment it exits the observation region.
Otherwise, a trajectory is incomplete. Incomplete trajectories are hard to classify
because we do not know (1) when a trajectory ends (i.e. the car exits from the
observation region) and (2) how the trajectory varies within the observation region.
7.5.1 Similarity for Complete Trajectories
Suppose that we have N GPRFs constructed from training datasets Xk(k ∈ [1, N ]),
and a complete test trajectory Tn = {xi, yi}ni=1. We define the global likelihood of an
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We also assign each part of the test trajectory i = 1 : n to the class with the
highest local likelihood:






We define ck (k = 1 : N) as the number of times l(i) is equal to k for i = 1 : n.




. The proportion is an effective parameter for the trajectory matching
since it reflects how dominant the chosen class is. We refer to ρk(Tn) as a proportion
of dominance. The final global similarity of the input trajectory to the specific GPRF
k is then defined as:
Sk(Tn) = ρk(Tn)Lk(Tn). (22)
The index of the closest GPRF is arg maxk∈[1,N ] Sk(Tn).
While the classification procedure based on the proportion of dominance is similar
to the weighted nearest neighbor approach, we demonstrate that knowing the distri-
bution of ρk over all the classes gives us the notion of ambiguity. We will discuss this
in Section 7.6. Fig. 51 shows a simple validation test of the above procedure.
7.5.2 Prediction from Incomplete Trajectory
We now assume that we are given an online trajectory of unknown length. Therefore,
we have to predict the adequate scale for the incomplete track at time τ .
Let us first denote the function φ(x, α) , which scales only the third component



















by varying k and j, where the l is a normalized length used for constructing GPRFs.
If we take the j∗ and k∗, which maximize the L∗k, the selected j∗ gives us the right
scale for the time axis, and k∗ is an index of the chosen GPRF. Then, the percentage
of local selection for i = 1 : τ can be calculated by counting c∗k from the following
function:














From Eq. 22, we can then measure the global similarity as: S∗k(Tτ ) = ρ∗k(Tτ )L∗k(Tτ ).
An incomplete trajectory often contains few vectors. Its similarity measure is thus
incorrectly computed from a small number of earlier observations. To avoid this, we
weight each term in L∗k and each l∗(i) in computing c∗k to give larger weights to the
testing vectors close to the current position at τ .
7.6 Anomaly Detection
Inspired by previous work on anomaly detection [24, 102, 54], we first define the
properties of anomalous events in traffic motion trajectories and deal with the events
from an unsupervised perspective while the normal patterns are labeled [54]. The
properties of anomalous events we assume in this work (and our criteria to detect
anomalies under the constraints) are the following:
Unlikelihood against normal patterns : Obviously, an anomalous trajectory
is not likely to be learned from normal patterns (i.e. wrong direction, undefined
pattern etc.). Our solution is to measure the global similarity of tracks to learned
normal classes (Eq. 22), and see how much the similarity of the chosen class is far
from the similarity from normal trajectories. Let us first denote the selected class as
k, and its maximum global similarity as Sk(Tn).
Ambiguity : Subsequences of a pattern sometimes fluctuate between normal pat-
terns (i.e. zigzag patterns) or change from one class to another class. Even though
we are not certain whether the subsequence goes into the category of anomaly or
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Figure 48: Kurtosis and Normality examples: Graphs in the first and third rows
show the distribution of sorted ρk(Tn) of some examples. Images in the second and
the fourth row are the corresponding trajectories. In each graph, y–axis denotes the
proportion of dominance (0.0 to 1.0), and x–axis shows grids of 17 different classes
(shown in Fig. 42). The leftmost bar in each graph shows a dominance level of
the chosen class. Listed with each graph are the excess kurtosis κ, global similarity
Sk(Tn), and normality value Nk(Tn). Our method classified the examples in the
upper row as normal and lower ones as anomalous trajectories. Notice that the third
example in the upper row models a car which stopped for a while at the red light.
not (since it was not labeled), the fluctuation and different selection of subsequences
could increase the ambiguity for decision.
As discussed in section. 7.5.1, the proportion of dominance value ρk(Tn) effectively
reflects this tendency. A distribution of ρk(Tn) with a broader spread represents a
case of ambiguity in which there is no one dominant class. We interpret this as one
of our criteria to detect anomalous events.
To verify this, we first sort the dominant proportion values ρk(Tn) (k = 1 : N)
in a non-increasing order. We then measure the excess kurtosis of this distribution.
The excess kurtosis is calculated from κ = µ4
σ4
− 3, where µ4 is the fourth moment of
the mean from sorted ρk, and σ is the standard deviation. In any case, −2 < κ <∞.
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If κ < 0, the distribution of the sorted ρ becomes broader and the peak (dominance)
becomes smaller. If κ = 0, the distribution is almost similar to normal distribution.
We assume a trajectory with κ ≥ 0 as more likely to be a normal.
Using the criteria above, we define the normality function N such that the online




[(κ + 2)Sk(Tn)] (25)
Using the normality function, we first define m–trajectories, Tin(i) (i ∈ [1, m]), used
for training the class k, and the γk as the minimum normality value of evaluating all
the m–trajectories to the class k. The decision criterion for the anomalous trajectory
is then defined as Nk(Tn) < 0.5γk.
Fig. 48 shows examples of the normalcy test using some of our trajectory data
using learned GPRF classes shown earlier in Fig. 42.
7.7 Results and Evaluation
We evaluate our method on four different video data sets taken from different loca-
tions (Fig. 49, and Table. 5). Since CLIF data does not have a sufficient number
of trajectories, we added simulated trajectories generated from our traffic simulation
software. Each data set has different frame rates and durations. Since our approach
generating GPRF is not affine invariant, we rectified all the video sequences and used
their trajectories in a canonical view (top-view). Each data set has more than 100
trajectories, which are labeled for testing purposes (Fig. 49, third column), and all
have anomalous trajectories, except the UCF data. The UCF data set has a relatively
shorter duration compared to the other data sets, and does not contain anomalous
events. Each data set is divided into a training set, from which GPRFs are trained,
and a test set for evaluation.
Similarity measurement of complete trajectory: We empirically evaluate the
effectiveness of our method in trajectory classification by comparing to a well-known
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Figure 49: Datasets and each of their GPRFs: Example images from the videos
used in this paper, and their learned GPRFs are shown. For each row, first column
shows a normalized mean flows constructed from some of trajectories in each data set,
and the second column shows testing trajectories, and the last column shows testing
trajectories labeled in different colors for testing purpose.
trajectory matching algorithm. We consider the Derivative Direct Time Warping
(DDTW) [61] method, because of its robustness in higher dimensional signals. For
a fair comparison, we do not consider anomalous events. Table. 6 enumerates the
average accuracy and precision of all classes using complete trajectories.
To evaluate the effectiveness in discriminating a specific pattern of trajectory from
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Table 5: Dataset description
#GP refers to the number of trained classes (different types of straight,
left-right turns, u-turns, stop-and-go, and parking with many of 2nd order
movements) and ANO refers if there is anomalous sample exist in the data
or not. For non-anomaly data set, we only evaluate the similarity.
Set Data type #GP frame rate ANO
Adam [145] Intersection 8 10–30 Y
Ocean [96] St.Road 11 5 Y
UCF [4] Intersection 6 30 N
CLIF [133] Intersection 17 varying Y
Table 6: Trajectory recognition using complete trajectories
Each value denotes the average of each class. Our proposed approach works
better in most of datasets except UCF data, which has small number of very
distinctive motion patterns. See Fig. 49
GPRF DDTW
Set Accuracy Precision Accuracy Precision
Adam 0.9955 0.9843 0.8928 0.7296
Ocean 0.966 0.8782 0.9488 0.7424
UCF 1.0000 1.0000 1.0000 1.0000
CLIF 0.9929 0.9488 0.9881 0.9274
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Figure 50: Trajectory recognition using incomplete trajectories: For each
graph, x–axis indicates the percentage of sub-tracks used for evaluation (i.e. 50%
means by the first 50% of total length of testing trajectory). (Upper row) Results
from our approach, and (Bottom row) Results from DDTW
different patterns, we measure the global likelihood and the global similarity of ran-
domly chosen trajectories from each trained class. Fig. 51 shows a comparison of the
similarity measurements. Our global similarity measurement dramatically discrimi-
nates the input trajectories from ones belonging to incorrect classes and even from
anomalous tracks.
Similarity measurement of incomplete trajectory : We evaluate our method
on incomplete trajectories both quantitatively and qualitatively. The graph in Fig. 50
shows the quantitative result. Our approach works better in most of the data sets
even with short duration of sequences from the input trajectory. Fig. 53 demonstrates
how our approach works in incomplete trajectories from online video.
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Figure 51: Similarity validation test: In each image, the row indicates learned
17 classes, and the first 17 columns are the trajectories which are randomly chosen
from each of labeled sets (for the visualization purpose, we arranged each trajectory
corresponding to the order of classes). The last 6 columns consist of randomly chosen
anomalous trajectories from our anomalous sets. Note that all values are normalized
from 0 to 255 by the maximum similarity of each classes. (Left) Using global likelihood
(Eq. 20), (Middle) Using Global Similarity (Eq. 22). (Right) Minimum distances from
DDTW : a darker color represents a better score.
Notice that the examples in Fig. 53 A and B describe how our approach can model
and recognize complex motions such as deceleration and stopping situation, which is
not possible in spatial proximity based approaches.
Evaluation of anomaly detection Fig. 52 shows ROC curves for each data set.
Except the results from the Ocean data, other results show that TPR is more than
90% with less than 20% of FPR. As shown in Table 5, the Ocean data has very low
frame rate, thus, its actual online trajectory is too sparse. Therefore, the kurtosis
measurements were too sensitive, since the distribution were constructed from too few
samples. However, it still gives us 80% of TPR with 30% FPR. Fig. 54 demonstrates
that our method effectively detects anomalous events in incomplete trajectories.
7.8 Summary
In this chapter, we introduce a new framework for modeling motion trajectories in the
spatio-temporal domain using flow fields generated from a GPRF. Our experiments
demonstrate that our approach can recognize motion patterns from both complete
and incomplete tracks even with GPRFs trained from a minimal number of labeled
samples.
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Figure 52: ROC curves for anomaly detection: x axis refers to False Positive
Rate (FPR), and y axis for True Positive Rate (TPR), we evaluate each curve by
varying a threshold on each normality function (Eq.25). (Left) : Adam, (Middle)
: Ocean, (Right) : CLIF
There are some limitations and avenues of improvements. First, our approach
assumes that the types of normal patterns are defined a priori. Secondly, if the
trajectory is too sparse, the kurtosis measurements in earlier stages of the track can
be unstable due to the sensitivity of kurtosis in a sparse distribution. Finally, our
approach does not recognize traffic jams and such patterns would be detected as an
anomaly. A traffic jam, however, can be represented as a step shape function in the
normalized (u, v, t) coordinates, and we plan to use this method to model traffic jams.
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Figure 53: Qualitative evaluation of trajectory prediction: Each arrow indi-
cates a possible pattern of motion on the road. The color of each arrow indicates
the probability level to be classified as the given pattern (See the color table in A.1).
Dotted lines indicate the “stop (includes deceleration) and move” A.1. A car moves
straight ahead with a probability of 67% for continuing to move straight. A.2 As
the car decelerates, a pattern for stopping situation becomes dominant. A.3 The
car slightly changes its direction to left. Because it needs to decelerate before a left
turn, the probability of taking the left turn increases. A.4 The left turn becomes
dominant. A.5 Finally, even before the car enters the left road, the probability for
a left turn increases to 92%. B.1 A car originally moves ahead in the second lane
with the probability of 100% for continuing that motion pattern. B.2 The car is
slowing down. B.3 Finally the car stopped for a traffic signal. C.1 A car moves
ahead to bottom left, but decreases its speed. Therefore even the spatial pattern is
similar to straight, the patterns for parking becomes dominant C.2 Finally the car
parks. D.1–2 Though spatial movement is similar to the examples shown in C, due
to its velocity and acceleration, it was proven to be straight pattern. E.1–2 and F.1
Examples of prediction in UCF data
Figure 54: Qualitative evaluation of incremental anomaly detection: The
color of the trajectory indicates the normalcy (green), and anomaly (red) A.1 A
police car goes in the wrong direction on a one-way road, and is classified as an
anomalous pattern. A.2 As the car merges to left direction, the trajectory becomes
normal. B A car was suddenly stopped inside the intersection due to a pedestrian,
and we classify it as an anomaly. C Bikes are moving inside the intersection. D A
car takes a U-turn which is not allowed in the street.
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CHAPTER VIII
STOCHASTIC APPROACH FOR GLOBAL MOTION
ANALYSIS IN DYNAMIC SCENES WITH CAMERA
MOTION
In Chapter 6, we introduced an approach to measure the global tendencies from
sparse set of motion with radial basis function interpolation, and detect the location
in which the global motion merges. We interpreted the location (point of convergence;
POC) as a location where the observing camera has to move. However, the approach
depends on well configured static-multi-view videos for the precise motion samples
on the ground, and may not be an adequate solution for a practical scenario where a
PTZ camera is able to both analyze and move itself.
In order to model such configurations, in this chapter, we propose a method
to predict the point of convergence by constructing a stochastic vector field with
Gaussian process regression. The vector field is built on the regression model and
covariance function that are modeled with residual terms, and all the motion vectors
at any location can be represented by a set of means and variances, as we already
discussed in Section 4.2. The means collectively reflect the motion tendency, whereas
the variances quantify the level of confidence of the motion tendency as the motions
may be sparse and noisy. From the generated stochastic vector field, we predict the
location where the camera moves even from the videos with camera motions. Fig. 1
shows an example of the change of view over time as the camera operator pans and
widens the camera view during a football play. The top figures show the two frames
with a overlapping region from left to right. The bottom figure lays out the image on
the football field and shows a stochastic motion field on the ground generated using
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Figure 55: Overview: Top: An example of the pan-tilt-zoom performed by a
camera operator. The field of view changes from the region bounded by red lines
to another bounded by blue lines, Bottom (overhead view): Arrows indicates a
motion field generated only from the ground-motion of players with Gaussian process
regression. The certainty level of the velocity vector at each location is represented
by different colors. Circles indicate the predicted future locations of interest which
can be interpreted as the location where the field of view of the camera will move.
Color bar represents the level of values (Red denotes higher values).
Gaussian process regression, which allows for computing of how the play is unfolding,
as the players are tracked and followed over the field to determine regions of interest
(POC).
Our contributions in this Chapter are: (1) A method to generate a stochastic
motion field that represents a global motion tendency using Gaussian process regres-
sion (GPR). (2) Techniques for predicting important future locations from mean and
variance fields computed from the stochastic vector field. (3) An evaluation method
for measuring the “goodness” of predicted important regions. We utilize the Jaccard
coefficient [127] computed from the fields of view covered by our approach and actual
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Figure 56: From input video to the detection of future important locations
Figure 57: Registration of each frame onto the reference view for a player
tracking: Left: Original view, Right: A rectified view used for tracking players
camera operators (the base-line comparison). The Jaccard coefficient is an intuitive
similarity measure; the size of the intersection divided by the size of the union of two
sets. Based on our criterion, we demonstrate that our approach can predict regions
of importance quite accurately. We demonstrate the validity of our approach over a
very complex data set, which will be made available with the paper.
8.1 Detecting Regions of Interest
To automatically capture the dynamic sports scenes by identifying where the global
motion tendency moves, we first extract motions on the ground plane in the scene. We
then generate a stochastic motion field for representing the global motion tendency.
Finally, we detect the locations where the motion field converges. Figure 56 shows
the overall framework.
8.1.1 Computing Motion on the Ground
We first register video frames into the known field coordinates using successive local
features appearing in each video frame [51]. Then we rectify video frames into a
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reference frame with successive homographies extracted from the registration. We
chose the first frame of each video clip from the data sets as a reference for the
registration (Figure 57 (Right)). This rectified video frame is used for extracting the
ground motion of each player by applying particle-filter based tracking [72]. We then
approximate the motion vector on the ground as the vector between the center of
bottom edge of tracked blobs in each consecutive frame. In order to construct the
motion field from the extracted motions on the ground, we project all the motions
into the overhead-view of the ground field as shown earlier in Figure 55 (Bottom).
8.1.2 Stochastic Motion Field
Our task is to generate a dense motion field representing global tendency with sparse
motion extracted from the scene. Let x1, . . . ,xn ∈ <d be a set of locations of extracted
motion, in which d is the dimension of the input motion that we want to model. Each
location x has a set of noisy observed velocity vector components: yu (the velocity
component in the u-axis), yv (the velocity component in the v-axis), (and optionally
yt for modeling the component in the time-axis). We assume that each velocity
component at the location x ∈ <d follows the regression model ŷ = f(x) + ε, where
ε ∼ N (0, σ2), i.e., Normal distribution.
Gaussian Process Regression. We propose using the Gaussian process regres-
sion model, where f(x) is a zero-mean Gaussian process with covariance function
K(x, x′′) : <d ×<d → <. A Gaussian process is a collection of random variables, any
finite number of which have a joint Gaussian distribution [108]. It is completely spec-
ified by a mean function m(x) = E[f(x)] (typically assumed to be 0) and a covariance
function K(x, x′′) = E[(f(x)−m(x))(f(x′′)−m(x′′))] = E[f(x)f(x′′)].
If we have training data D = {xi, yi}Ni=1, the N ×N covariance matrix K is now
defined as [K]jk = K(xj, xk). We then define the observation vector y = [y1, . . . , yN ]
T ;
y can be shown as a zero mean multivariate Gaussian process with a covariance matrix
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Figure 58: Stochastic motion field and its certainty field generated from
GPR: The arrows indicate the vectors in the field generated from the motions of
players. The colors of the arrows represent the level of certainty. Red arrows have
larger certainty level (narrower confidence band) and blue ones have lower certainty
level. Therefore extrapolated vectors are more likely to be blue. Bold white lines
indicate the references for the ground plane. Note that all calculations were done in
the overhead projection.
K∗ = K + σ2I. The posterior density for a test point x∗, p(y∗|x∗, D) is a univariate
normal distribution with the mean ȳ∗ and the variance var(y∗):
ȳ∗ = k(x∗)T (K∗)−1y
var(y∗) = K(x∗, x∗)− k(x∗)T (K∗)−1k(x∗)
where k(x∗) = [K(x∗, x1), . . . , K(x
∗, xn)]
T . We can then express the mean flow as a
vector field for two dimensional motions, Φ(x) = ȳ∗u(x)i + ȳ
∗
v(x)j ∈ <2 (u, v represent
a spatial domain), and for three dimensional motions as Φ(x) = ȳ∗u(x)i + ȳ
∗
v(x)j +





t (x)) respectively. Figure ?? shows the generated
stochastic motion field using mean field Φ(x). In the figure, the certainty level is
shown as color values indicating a 95% of distribution (confidence band) with the
mean and variances in each velocity of the motion.
Comparison with the Deterministic Motion Field. We note that the mean
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of the posterior density p(y∗|x∗, D) can be interpreted as a linear combination of
observations y, i.e., a linear predictor : ȳ∗ =
∑
yi
αiyi where α = (K
∗)−1k(x∗). At





λ = (K∗)−1y, i.e., a weighted kernel sum that appears in the RBF approach shown
in [67]. The GPR approach is similar to the RBF, except for one key difference.
RBF is used primarily for interpolation of known observation values, whereas GPR
can operate on noisy observation values. By specifying the mean function m(x) and
the covariance function K(x, x′′), we can construct confidence bands around each
predicted value to quantify the certainty level. Readers can refer to [8] for more
details on some key similarities and differences between the RBF and GPR techniques.
In our experiments, we validate the effectiveness of confidence bands for identifying
convergence locations of motion trends.
8.1.3 Detecting Locations of Convergence
Detecting convergence locations of the motion field can guide the movement of the
PTZ camera as shown in [67]. The approach propagates and updates a magnitude of a
velocity along a motion field. However, this approach often suffers from two problems.
First, propagating every vector (regardless of its similarity to actual global motion
tendencies) in the field has been shown to be computationally intensive. Secondly,
extrapolated velocity vectors with large magnitudes can seriously bias accumulation
and yield an unstable localization of converging points.
We make several modifications to address the issues listed above. First, instead
of propagating a magnitude of velocity, we transport certainty levels computed from
GPR. Second, we transport the certainties only for the locations with high certainty
levels. We note that confidence bands predicted from GPR are wide for locations
that are far away from actual input motion vectors; these locations with extrapolated
velocity vectors are otherwise unnoticed under the RBF computation [67], but can
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Figure 59: Certainty transfer through stochastic motion field and merging
points: Top-left: The certainty level ρ at a location x0 is transferred to the
location xn through the stochastic motion field Φ. Top-right: In a separate grid
Ψ, the value ρ is accumulated at the location of xn. Accumulated certainties in
Ψ will be used to predict locations of future importance. Bottom: Colored circles
indicate accumulated certainties from the motion field shown in Figure ?? (red circles
with larger accumulations and blue ones with smaller accumulations). Note that we
visualized the only locations that have more than 80% of maximum accumulation.
be accounted by our new approach. Third, transporting the certainty level requires
updating only the last destination point and is computationally more efficient.
We first define an evaluating function E(n,x, Φ), where Φ is a motion field (mean
field), x is a starting location, and n is a number of the iteration. Starting from
x, E(n,x, Φ) follows the flow of Φ by integrating predicted velocity vectors at each
iteration. For example, if we denote the location of a motion as xi = [ui vi] ∈ <2 (0 ≤
i ≤ n), the evaluating function E(n,x, Φ) iterates the locations by uk+1 = uk + ȳ∗u(uk),
where y∗u(uk) is computed from Φ(xk). We denote the final location returned by the
function after n iterations as xn (See Figure 59). Through this function, we transport
the certainty value ρ (95% of confidence, 1.96σ2) from x to xn along the field Φ.
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Figure 60: Evaluation for the comparison of actual camera operator’s field
of view: The region with solid yellow lines denotes the camera operator’s field of
view, whereas the region with dotted yellow lines represent the field view 10 frames
later. The convex hull of only the locations of players is shown with purple lines. The
region with red lines is decided by the locations of players and the merging points
computed by GPR.
Therefore, we only add the certainty values at the destination. We evaluate E at each
position in the field with velocity vectors with sufficiently low variance. Figure 59
shows the resulting accumulated distribution of certainties Ψ from the original field
Φ. In the following sections, we denote the locations with the values accumulated
more than 50% of maximum accumulated values in the field as merging points.
8.1.4 Measuring the Similarity with Field of View
We use the region of the field of view controlled by real camera operators as the
baseline comparison (see Figure 60). For each approach to be compared against
the baseline, we first construct a convex hull formed by the locations of players and
convergence locations detected by the approach. The similarity metric between the
constructed convex hull region of an approach and the baseline field of view is chosen
to be Jaccard coefficient. We measure the similarity between the field of view decided
by camera operators and the region of the convex hulls in the evaluating frame. We
repeat this evaluation for each successive pair of the baseline field of view and the
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convex hull region for an approach as shown in Figure 61 (Top).
There are several reasons for this evaluation; first, we want to validate our hypoth-
esis that the predicted global motion tendency and its merging points (in addition
to the locations of moving objects) can be used to adjust the field of view. Second,
we want to verify whether the prediction based on motion tendency is similar to the
field of view adjusted by actual camera operators. We note that the evaluation of
the second criterion is not possible under multiple static-view camera approaches.
Finally, we want to verify whether the predicted regions of importance (represented
as player locations or merging points) computed from each method can be readily
deployed without additional post-processing methods. The examples of such post-
processing methods include a bounding rectangle with margins [10] and linear camera
motions [67], which are not suitable for automated live application.
8.2 Evaluation and Results
For our experimentation, we have worked with two different data sets. First, we
use American football video data taken by real camera operators; the videos are
taken from moving cameras and have various PTZ changes. The data set consists
of 8 different video clips (cv1 - cv8) from US College football games. This data
set is used for the comparison of existing algorithms to actual camera operators’
view-adjustment. In addition, this evaluation will measure the similarity between
the predicted camera movement by each approach and the actual camera operator’s
decisions. Secondly, we also use video data sets from static-multi-view videos to
compare our approach with existing methods used for static videos. The data sets
consists of several videos from a soccer game used in Chapter 6 ([67]).
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Figure 61: Quantitative evaluation for the comparison of actual camera
operator’s field of view: The values in vertical (y)- axis in both graphs indicates
a Jaccard coefficient between a camera operator’s region and each computed region,
which uses the location of players (black), the 2D RBF (red), the 2D GPR (green),
and the 3D GPR (violet) respectively. A graph in the top shows the evaluation over
all frames from one sample from our data set (cv5). The bottom graph shows the
average of Jaccard coefficient for all the football data sets (cv1 to cv8).
8.2.1 Similarity with actual camera operator’s view
Graphs in Figure 61 show the average similarity using Jaccard metric between camera
operator’s field of view and the region decided by each method (1.0 is ideal). As ex-
pected, methods using the prediction based on motion field outperformed the method
using only tracked results on every data set. Among the methods, 2D GPR-based
prediction was better than RBF-based approach, and was even slightly better than
3D GPR-based approach in most of the cases. While the 3D GPR approach was
shown to be an effective way to represent 2nd order movement of motion, and to
be useful for motion recognition [68], the temporal derivatives do not seem to play
an important role for discovering global motion tendency to identify the location of
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Figure 62: Evaluation of the future region of camera operator by differing
frames: We evaluated each data set (cv1 to cv6 are shown here) by comparing the
field of view of camera operator in future frames with the predicted merging regions
at current frame by differing the frame difference from +10 to +40 frames. As shown
in each figure, the method using only tracked player locations has lower similarity,
and is generally decreasing as it always stay at the current location of players while
methods using motion field have larger similarity over different frame offsets. In the
results from cv4 and cv6, both GPR and RBF methods give similar results, while the
other data sets show that GPR-based approaches work better. In the two data sets
(cv4 and cv6), because the actual region of interests are close to boundary and fewer
extrapolated vectors are involved in the prediction, both GPR and RBF methods give
similar results.
importance, as projected 2D tendency has sufficient representation for the task.
The GPR-based approach generally outperformed the RBF method. Unlike the
RBF interpolation-based approach, the GPR-based approach provides confidence
bands at each velocity vector. Using these confidence bands, we can selectively propa-
gate certainty values, whereas RBF interpolation requires iterating over every velocity
vector. As a result, the GPR-based approach is less affected by (1) extrapolated ve-
locity vectors than the RBF-based approach, and (2) errors present from registration
and tracking of the original video data.
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Figure 63: Computational expense: Red line indicates the computational ex-
pense of 2D RBF-based approach. Green indicates those of 2D GPR-based approach,
and violet line indicates those from 3D GPR-based approach. x axis refers the each
data set, and y axis refers the millisecond.
Figure 62 describes a more reasonable comparison in which we compare the re-
gion computed from each method with future regions adjusted by camera operators
by differing frame offsets from 10 to 40. This evaluation provides a notion of how each
method foresees the important regions in the scene. 2-D GPR-based approach out-
performs the other approaches including the method using only tracking information.
In addition, because the tracking-based approach uses only the current locations of
moving objects, its effectiveness in directing the camera movement (shown via the
Jaccard coefficient) drops markedly as the frame offset is increased from 10 to 40.
8.2.2 Computational Expense
Figure 63 shows the computational expense to perform the RBF-based and GPR-
based methods. Basically, the main bottleneck for both methods are the summation
of weighted values in the n by n kernel, which also requires matrix inversion. Even
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though the GPR-based method has an additional computation for evaluating cer-
tainty levels, this evaluation is trivial when we consider a step for detecting the
region where global tendency merges. This is because while the RBF-based method
propagates (and updates) all the vectors followed by the motion field, GPR method
transfers and updates only the final destination by excluding the extrapolated vectors
having low certainty level. Therefore, the overall computation needed for the entire
framework for the GPR method is faster. The 3D GPR-based method requires the
formation of kernel matrices of size n2 by n2 (whose number of elements are n2 times
of kernel matrices formed for the 2D GPR-based approach). The 2D GPR-based
approach is not only more computationally efficient but also can generate qualitative
and quantitative results similar to those generated by the 3D GPR-based approach.
8.2.3 Qualitative evaluations for both moving and static cameras
Figure 64 demonstrates qualitative results from both RBF-based and GPR-based
approaches in the video from moving cameras. As shown in the figure, our 2D GPR-
based approach can predict regions of interest similar to ones implied by the camera
movement. On the other hand, the merging points computed from RBF are commonly
located near boundary regions because of the portion of extrapolated motions involved
in the detection. Figure 65 showcases two resulting examples from our data sets (using
2D GPR). The detected merging points from both examples reasonably describe the
motion of the actual camera.
To give additional comparisons with existing methods in static-view, we also ap-
plied our approach to the data sets captured from multiple-static cameras, which
were used in Chapter 6 ([67]). Figure 66 shows some qualitative results showing the
comparison between our approach and the RBF-based method. As shown in each
sequence in the figure, the results from both approaches (RBF and GPR) do not look
too different unlike the test using moving camera. First, because the motions on the
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ground are relatively stable (as they are extracted from static multi-view), the error
handling in GPR does not play an important role. Second, as the region covered by
multi-view is smaller (just half the field with specific boundary conditions) than the
data sets from moving cameras, there are fewer extrapolated vectors in the scene.
Therefore, a velocity propagation without filtering the extrapolated velocity may be
enough for identifying the merging locations.
8.3 Conclusion
We have shown that the prediction of the region of interests from stochastic field using
Gaussian Process Regression provides robust results even with noisy motions from
moving cameras. We demonstrate that the GPR-based approach can model the cam-
era motion performed by actual camera operators more closely. In our future work, we
will work on (1) improving the scalability of the code-base by utilizing GPGPU-based
acceleration since most computations consist of matrix-matrix products (an embar-
rassingly parallelizable primitive); (2) applying our approach for controlling actual
robotic cameras in real-time.
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Figure 64: Qualitative evaluation between RBF method and GPR method:
Top row shows the transition (PTZ) of the original views adjusted by the camera
operator. To give a better understanding of how the original view moves, we added
white lines to represent the 50 yard line and the upper boundary of the ground field.
The view is being panned to the right direction, and zoomed out. Middle row
shows the registered over-head projection of the stochastic motion field, and merging
points computed from the 2D GPR method. Bottom row represents the result from
the RBF based approach. Note that the merging points in RBF method are often
concentrated near the boundary of the field because the computation of the merging
points are highly affected by the extrapolated vectors in RBF (see the last example
of the third row).
Figure 65: Additional comparison of our results (with GPR method) and
actual camera motion: Sequences in Top row demonstrate how our approach
mimics pan and zoom-out. For the sequence at Bottom row, as merging points
staying at the center of field of view, then move away from the camera operator, the
field of view changes from panning to zoom-in.
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Figure 66: Qualitative comparison between RBF method and 2D GPR
method: The sequence of scenes in top row show the result from RBF method
(Chapter 6); the red contour indicates the location where the motion field merges.
The scenes in bottom row show the result of our approach using GPR. The location
of where the motion field merges is shown with circles in which the colors represents
the amount of accumulated transferred certainties. For each row, first scene describes
the merging location lies in front of player A who dribbles the ball. In the second
scene, merging location describes the location where the other offender B will receive




In this thesis, we address the incomplete data problems caused by the availabil-
ity of sparse spatio-temporal data in dynamic scene analysis and visualization. We
hypothesize that the prediction of motions from scattered data interpolation and
approximation (SDI/SDA) would be an effective solution. Then we show that ap-
plying SDI/SDA in a spatio- temporal domain can solve various types of sparse data
problems in several applications with video analysis. In Chapter 4, we also intro-
duced several well-known scattered data interpolation/approximation methods and
described how we could adopt these methods into the spatio-temporal domain in
dynamic scenes.
To visualize the dynamic scenes of wide areas (e.g., city visualization) with a
sparse number of videos taken from cameras in different locations, we showed in
Chapter 5 that a variety of interpolation techniques could be used in various camera
conditions. Among the conditions, we showed that radial basis function (RBF) inter-
polation played an important role in propagating motion information extracted from
observations of locations close to the unobserved regions. We also showed that data
interpolation performed with prior knowledge of a given scene and an assumption of
a behavioral model of moving objects could also be another solution to visualize wide
dynamic scenes even with cameras with a limited field of view.
To effectively adjust the field of view of a pan-tilt-zoom (PTZ) camera used in
surveillance and broadcasting applications, we proposed a method of calculating the
global motion trend from sparse motions using RBF interpolation in Chapter 6. From
the motion trend, we were able to calculate the region of importance using forward
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velocity propagation. In addition, we showed that the proposed approach was able
to locate important future positions with various qualitative and quantitative eval-
uations. During the evaluation, we demonstrated that the approach could provide
adequate positions in which the field of view of a camera would have to move forward
by showing feasible results of the re-targeted video. In Chapter 8, we also proposed
a stochastic method of extracting global motions using Gaussian process regression
(GPR). Through a stochastic approach that employs mean flow field and variances,
we were able to accurately identify the location of importance, even when the input
video is a single view and not static and the extracted motions from the video contain
a certain amount of noise.
For the motion pattern recognition and anomaly detection tasks, we have shown
that the stochastic representation of a motion field using GPR plays a critical role
when the input videos have a varying frame rate, and they contain an incomplete
motion history at a specific moment. As situations under such videos often occur
in real-world online tests, we demonstrated that our proposed approach produced
robust results over various types of videos as shown in Chapter 7. Because we were
able to generate continuous vector and certainty fields across a spatio-temporally
normalized domain, the proposed framework provides instantaneous predictions for
pattern recognition and anomalous event detection at each time step of online testing,
shown in Section 7.7.
Through various applications and evaluations, we have shown that our hypothesis,
which states that motion prediction from spatio-temporal SDI/SDA can effectively
solve the sparse data problem in dynamic scene analysis from videos, is feasible and
we provide solutions for many dynamic scenes with spatio-temporally sparse data
problems. While experiments have shown that each application has some limitations,
we have also provided answers to these limitations with possible alternatives. Future
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