In this paper, we deal with the problem of estimating the parameters of a generalized inverted family of distributions. We propose the inverse moment and modied inverse moment estimators of the parameters. The existence and uniqueness of inverse moment and modied inverse moment estimators is derived. Monte Carlo simulations are conducted to compare their performances with maximum-likelihood estimators. Two methods for constructing joint condence regions for the two parameters are also proposed and their performances are discussed. A numerical example is presented to illustrate the methods.
Introduction
In mathematical statistics, a scale family of distributions is a family of univariate distributions G(·) parameterized by a scale parameter λ. It plays an important role in lifetime data analysis. Some representations are Exponential distribution, Half logistic distribution, Rayleigh distribution etc.
By adding a shape parameter, [6] generalized exponential distribution as an alternative to the gamma and Weibull distributions and studied its dierent properties. The cumulative distribution function is simply the αth power of the standard exponential cumulative distribution. Some references on generalized exponential distribution are [7] , [14] , [8] , [4] , [11] etc. In a similar manner, [5] and [12] proposed the exponentiated types of distributions such as the exponentiated gamma, exponentiated Fréchet and exponentiated Gumbel distributions.
If Y is a random variable, then X = 1/Y follows an inverted distribution. [1] introduced a generalized version of inverted exponential distribution and used it to model various failure rates, and hence dierent shapes of aging criteria. They derived statistical and reliability properties of the generalized inverted exponential distribution. Maximum likelihood estimation and least square estimation are used to evaluate the parameters and reliability of the distribution. [10] considered reliability estimation in generalized inverted exponential distribution with progressively type II censored sample.
In this article, we deal with the problem of estimating the parameters of a generalized inverted family of distributions. A random variable X is said to belong to the generalized inverted family of distributions(GIFD) if its cumulative distribution function (cdf) and probability density function (pdf) are respectively given by (ii) Generalized inverted Rayleigh distribution: GIRD(λ, α) with G(x) = 1 − e −x 2 , x > 0, and the cdf is given by
(iii) Generalized inverted half-logistic distribution: GIHD(λ, α) with G(x) = 1 − e −x 1 + e −x , x > 0, ( [3] ) and the cdf is given by
In this paper, we consider the problem of estimating the two parameters of the generalized inverted family of distributions. The rest of this paper is organized as follows:
In Section 2, we briey review the maximum-likelihood estimation of the generalized inverted family of distributions. In Section 3, we propose inverse moment and modied inverse moment estimations and study their properties. The conditions for the existence and uniqueness of inverse moment and modied inverse moment estimators of the parameters are established. Joint condence regions for the two parameters are discussed in Section 4. Section 5 conducts simulations to compare the estimators and the joint condence regions for the parameters of the generalized inverted half-logistic distribution which is a member of the family considered. Finally, in Section 6, a numerical example is presented to illustrate the validity of the proposed methods.
Maximum likelihood estimation
In this section, we briey review the classical MLEs of the parameters of GIFD distribution based on a complete sample. Let X1, X2, · · · , Xn be a random sample from GIF D(λ, α) with pdf and cdf as (1.2) and (1.1), respectively. The log-likelihood function is given by
We obtain the score equations as
The MLE of λ is the root of the following equation
(2.5)
Such non-linear equation does not have closed form solution. We can apply numerical method such as Newton-Raphson to compute λ. For more details, see [13] .
Inverse moment estimation
In general, the moment estimation does not work for estimating the parameters of the GIFD. For example, as for the GIED, the population moments do not exist. In this section, we propose an inverse moment estimation of parameters. Dierent from the regular method of moments, the idea of the inverse moment estimation (IME) is as follows:
Suppose X1, · · · , Xn form a sample from a distribution with unknown parameters, rst transform the original sample to a quasi-sample Y1, · · · , Yn, where Yi contains the unknown parameters but its distribution does not depend on the unknown parameters, that is, Yi is a pivot variable, i = 1, · · · , n. The population moments of the new sample do not dependent on the unknown parameters while the sample moments do. Let the population moments of the quasi-sample equal to the sample moments and solve for the unknown parameters.
Let X1, · · · , Xn form a sample from GIF D(λ, α) with pdf given in (1.2), it is known that F (Xi), 1 − F (Xi), i = 1, · · · , n follow uniform distribution U (0, 1), and − log[1 − F (Xi)], i = 1, · · · , n follow standard exponential distribution Exp(1). By the method of inverse moment estimation, we let
Thus, the IME of α is obtained as a function of λ,
which is identical to the MLE of α.
3.1. Lemma. Let Z (1) ≤ Z (2) ≤ · · · ≤ Z (n) be the order statistics from the standard exponential distribution. Then, the random variables W1, W2, · · · , Wn, where
with Z (0) ≡ 0, are independent and follow standard exponential distributions.
Proof. The proof can be found in [2] .
3.2. Lemma. Let W1, W2, · · · , Wn be i.i.d. standard exponential variables, Si = W1 + · · · + Wi, Ui = (Si/Si+1) i , i = 1, 2, · · · , n − 1, Un = W1 + · · · + Wn, then (1) U1, U2, · · · , Un are independent;
(2) U1, U2, · · · , Un−1 follow the uniform distribution U (0, 1); (3) 2Un follows χ 2 (2n).
Proof. The proof can be found in [17] . Now we determine the IME of λ. For the sample X1, · · · , Xn from GIF D(λ, α), consider the order statistics X (1) ≤ · · · ≤ X (n) , we have − log 1 − F (X (1) ) ≤ · · · ≤ − log 1 − F (X (n) ) , (3.5) are n order statistics from standard exponential distribution.
Let
, i = 1, · · · , n. Thus, Z (1) ≤ Z (2) ≤ · · · ≤ Z (n) are the rst n order statistics from the standard exponential distribution. By Lemma 3.1, Wi = (n − i+1)(Z (i) −Z (i−1) ), i = 1, 2, · · · , n form a sample from standard exponential distribution.
Let Si = W1 + · · · + Wi, Ui = (Si/Si+1) i , i = 1, 2, · · · , n − 1, Un = W1 + · · · + Wn, by Lemma 3.2, we have
Noting that the mean of χ 2 (2n − 2) is 2n − 2. Thus, we obtain an inverse moment equation for λ as follows:
Solve the equation and we obtain the inverse estimateλIME of λ. PluggingλIME into (3.3), we obtain the inverse estimateαIME. In addition, considering that the mode of χ 2 (2n − 2) is 2n − 4, we can obtain a modied equation for λ:
Solve the equation and we obtain the modied inverse estimateλMIME of λ. Plugginĝ λMIME into (3.3), we obtain the modied inverse estimateαMIME.
In the following, we prove the existence and uniqueness of the root in the equation (3.7) and (3.8).
Theorem. Let
n form a sample from standard exponential distribution, Si = W1 + · · · + Wi, then for t > 0, equation n−1 i=1 log(Sn/Si) = t has a unique positive solution if the following conditions are satised:
is a decreasing function of t.
Thus, lim λ→0 n−1 i=1 log(Sn/Si) = 0. On the other hand,
For the uniqueness of the solution, we consider the derivative of Sn/Si with respect to λ.
Noting that, for i = 1, · · · , n,
Therefore,
By Cauchy's mean-value theorem, for j = i + 1, · · · , n, k = 1, · · · , i, there exist ξ1 ∈ ( λ
is a strictly increasing function of λ, n−1 i=1 log(Sn/Si) = t has a unique positive solution.
3.1. Remark. For general scale family of distributions G(·), the conditions (3.9) in Theorem 3.3 are satised. For example, as for the Generalized inverted exponential distribution:
It is easy to verify the following conditions:
Joint condence regions for λ and α
Let X1, X2, · · · , Xn form a sample from the GIFD distribution GIF D(λ, α), and X (1) ≤ X (2) ≤ · · · ≤ X (n) are the order statistics from this sample. Let
, i = 1, · · · , n. Thus, Z (1) ≤ Z (2) ≤ · · · ≤ Z (n) are the rst n order statistics from the standard exponential distribution. By Lemma 3.1, Wi = (n − i + 1)(Z (i) − Z (i−1) ), i = 1, 2, · · · , n form a sample from standard exponential distribution. Let Si = W1 + · · · + Wi, Ui = (Si/Si+1) i , i = 1, 2, · · · , n − 1, Un = W1 + · · · + Wn. Hence,
We can nd that U and V are independent. Dene
We obtain that T1 and T2 are independent using the known bank-post oce story ( [15] ) in statistics.
Let Fγ(v1, v2) denote the percentile of F distribution with left-tail probability γ and v1 and v2 degrees of freedom. Let χ 2 γ (v) denote the percentile of χ 2 distribution with left-tail probability γ and v degrees of freedom.
By using the pivotal variables T1 and T2, a joint condence region for the two parameters λ and α can be constructed as follows. 4.1. Theorem. (Method 1) Let X1, X2, · · · , Xn form a sample from the GIFD distribution GIF D(λ, α), then, based on the pivotal variables T1 and T2, a 100(1 − γ)% joint condence region for the two parameters λ and α is determined by the following inequalities:
where λL is the root of λ for the equation
is a function of λ and does not
Therefore, for any t > 0, equation T1 = t has a unique positive root of λ.
On the other hand, by Lemma 3.2, we have
T2 and T3 are also independent. By using the pivotal variables T2 and T3, a joint condence region for the two parameters λ and α can be constructed as follows.
Theorem. (Method 2)
Let X1, X2, · · · , Xn form a sample from the GIFD distribution GIF D(λ, α), then, based on the pivotal variables T2 and T3, a 100(1 − γ)% joint condence region for the two parameters λ and α is determined by
where λ * L is the root of λ for the equation
Proof. T3 = 2 n−1 i=1 log(Sn/Si) is a function of λ and does not depend on α. From Theorem 3.3, for any s > 0, equation T3 = s has a unique positive root of λ.
Application to generalized inverted half-logistic distribution and simulation study
In this section, we consider a member of the generalized inverted family distributions, namely generalized inverted half-logistic distribution GIHD(λ, α). Its cdf and pdf are respectively given by
The log-likelihood function is given by
The score equations are as follows:
log e The MLE of λ is the root of the following equation
The IME of α is obtained as a function of λ,
which is identical to the MLE of α. The inverse estimateλIME of λ is the root of the following equation:
The modied inverse estimateλMIME of λ is the root of the following equation:
1+e −x , x > 0, it is easy to verify that the conditions (3.9) are satised. The proposed estimators exist and are unique.
Based on method 1, the 100(1 − γ)% joint condence region for the parameters (λ, α) is determined by the following inequalities:
where λL is the root of λ for the equation T1 = F 1− √ 1−γ 2 (2n − 2, 2) and λU is the root of λ for the equation
Based on method 2, the 100(1 − γ)% joint condence region for the parameters (λ, α) is determined by the following inequalities:
5.1.
Comparison of the three estimation methods. In this section, we conduct simulations to compare the performances of the MLEs, IMEs and MIMEs mainly with respect to their biases and mean squared errors (MSE's), for various sample sizes and true parametric values. R source code for the simulations is available upon request. The random data X from the GIHD(λ, α) distribution can be generated as follows: 1] . We obtain λMLE by solving equation (5.7) andαMLE by (5.6) . TheλIME andλMIME can be obtained by solving (5.9) and (5.10) respectively. TheαIME andαMIME can be obtained from (5.8) .
We consider sample sizes n = 30, 40, 50, 60, 80, 100 and α = 2.0, 2.5, 3.0, 3.5, 4.0. We take the scale parameter λ = 1 in all our computations without loss of generality. For each combination of sample size n and parameter α, we generate a sample of size n from GIHD(λ = 1, α), and estimate the parameters λ and α by the MLE, IME, MIME methods. The average values ofα/α andλ/1 =λ as well as the corresponding MSEs over 1000 replications are computed and reported.
For dierent cases, Table 1 reports the average values ofα/α and the corresponding MSE is reported within parenthesis. Figure 1a, 1b 1c and 1d show the relative biases and the MSEs of the three estimators of α for sample sizes n = 40 and n = 80. Figure  1e and 1f show the relative biases and the MSEs of the three estimators of α for α = 3.0. The other cases are similar.
For dierent cases, Table 2 reports the average values ofλ/λ =λ and the corresponding MSE is reported within parenthesis. Figure 2a, 2b 2c and 2d show the relative biases and the MSEs of the three estimators of λ for sample sizes n = 40 and n = 80. Figure  2e and 2f show the relative biases and the MSEs of the three estimators of λ for α = 3.0. The other cases are similar.
From Table 1 and 2, we nd that As far as the biases and MSEs are concerned, MIME works the best in all the cases considered for estimating the two parameters. Its performance is followed by IME and MLE, especially for small sample sizes. The three methods are close for larger sample sizes. Considering all the points, MIME is recommended for estimating both the parameters of the GIHD(λ, α) distribution. In addition, we x the shape parameter α = 2.0. We consider sample sizes n = 60, 80, 100 and λ = 1.0, 1.2, 1.5, 1.8, 2.0. For each combination of sample size n and parameter λ, we generate a sample of size n from GIHD(λ, α = 2.0), and estimate the parameters λ and α by the MLE, IME, MIME methods. The average values ofα/2.0 andλ/λ =λ as well as the corresponding MSEs over 1000 replications are computed and reported.
For dierent cases, Table 3 reports the average values and the corresponding MSE is reported within parenthesis. We nd that • The average biases and relative MSEs ofα/α andλ remain unchanged as λ goes up. • The average relative biases and MSEs for the three methods decrease as sample size n increases as expected. The asymptotic unbiasedness of all the estimators are veried. • MLE and IME overestimate both of the two parameters α and λ. MIME overestimates only α.
5.2.
Comparison of the two joint condence regions. In this section, we conduct simulations to compare the two methods to construct the condence joint regions of the two parameters λ and α. First, we assess the precisions of the two methods of interval estimators for the parameter λ. We take sample sizes n = 30, 40, 50, 60, 80, 100 and α = 2.0, 2.5, 3.0, 3.5, 4.0. We take λ = 1 in all our computations. For each combination of sample size n and parameter α, we generate a sample of size n from GIHD(λ = 1, α), and estimate the parameters λ by the two proposed methods (5.11) and (5.12). The mean widths as well as the coverage rates over 1000 replications are computed and reported. Here the coverage rate is dened as the rate of the condence intervals that contain the true value λ = 1 among these 1,000 condence intervals. The results are reported in Table 4 .
It is observed that:
• The mean widths of the intervals decrease as sample sizes n increase as expected.
• The mean widths of the intervals decrease as the parameter α increases.
• The coverage rates of the two methods are close to the nominal level 0.95.
Considering the mean widths, the interval estimate of λ obtained in method 2 performs better than that obtained in method 1. Method 2 for constructing the interval estimate of λ is recommended.
Second, we consider the two joint condence regions and the empirical coverage rates and expected areas. The results of the methods for constructing joint condence regions for (λ, α) with condence level γ = 0.95 are reported in Table 5 . It shows that • The mean areas of the joint regions decrease as sample sizes n increase as expected. • The mean areas of the joint regions increase as the parameter α increases. • The coverage rates of the two methods are close to the nominal level 0.95.
Considering the mean areas, the joint region of (λ, α) obtained in method 2 performs better than that obtained in method 1. Method 2 is recommended.
Real illustrative example
In this section, We consider a real dataset. This dataset from [9] This dataset has been previously analyzed by [16] etc. Here we t the dataset with generalized inverted half-logistic distribution. The MLEs of the parameters areλMLE = 2.4410 andαMLE = 2.2225 with log-likelihood value −40.5046. The Kolmogorov-Smirnov distance and its corresponding p−value are D = 0.1333 and p = 0.9525, respectively. GIHD ts the data well.
The inverse moment and modied inverse moment estimates are given as follows: λIME = 2.3344,αIME = 2.0983,λMIME = 2.2577,αMIME = 2.0120.
Based on method 2, the 95% joint condence region for the parameters (λ, α) is determined by the following inequalities: Figure 3 show the 95% joint condence regions of (λ, α) based on method 2. Figure 3 . The 95% joint condence region of (λ, α).
