We prove that for any Turing machine, there exists a regular (i.e. left-linear and nonoverlapping, also called orthogonal) and variable-preserving rule that simulates its behaviour. The main corollary is the undecidability of termination for such a rule.
Introduction
We associate with every Turing machine M a rewrite rule RM that simulates M. Intuitively, this result means that a single rewrite rule is as powerful as a Turing machine. Furthermore, this rule is regular (more precisely, left-linear, variable preserving and nonoverlapping). Particularly, the rule associated with a universal Turing machine simulates any computations, as the two rules .(e( K, x), y) + x and *(*(.(S, x), y), z) * .(.(x, z), *(y, z)) in combinatory logic. As another corollary, we get the undecidability of the termination problem for one rewrite rule. Jouannaud [7] pointed out this problem and we obtained a first solution of it in [2] with a rule which was not left-linear. We also improve a previous result of Dershowitz [4] , who proved the undecidability of the termination problem
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0304.3975/92/$05.00 0 1992-Elsevier Science Publishers B.V. All rights reserved for two-rule systems which rewrite "almost at the root" (i.e. rewriting acts up to a bounded depth). On the other hand, we know from [6] In Section 3, we design the rule R ,+, associated with a Turing machine M. We suggest reading Section 3 first, taking a close look at the figures, and referring to Section 2 only if necessary. Lemma 5.1 justifies the construction described in Section 3. The Simulation Theorem 5.2 is a straightforward consequence of Lemma 5.1. In order to obtain Theorem 6.3, we reduce the halting problem and the termination problem for a rule RM to the same problem for a Turing machine M; this theorem is an easy consequence of the simulation theorem; the only point which is not obvious is that if some rewriting is infinite, we can deduce from it an infinite rewriting starting from an instantaneous description of the corresponding Turing machine. 
Preliminaries

The Turing machine M: notations
Rewrite rules: notations for the rule RM
We suppose that the reader is familiar with rewrite systems (see for example [S] for basic definitions and properties).
Let us recall that a rule is left-linear (respectively
right-linear)
if no variable occurs more than once on the left-hand side (resp. right-hand side) of the rule; a rule is linear if it is both left-and right-linear. A rule is variable-preseruing if every variable which occurs on the left-hand side of the rule occurs on the right-hand side. A rule is regular iff it is left-linear and nonoverlapping (i.e., there are no nontrivial critical pairs) (cf.
[S]). We write t + u to indicate that the term t rewrites to the term u by a single application of some rule. 3 denotes the reflexive and transitive closure of a. For any term, x, x', x", xhr x,, z, z,, zC, y, y', . denote variables. Let us define the ranked alphabet J, on which the rewrite rule Rk, is defined: 
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If J is a special right-moving instruction Definition and notation 4.5. Let a and 8 be substitutions.
First properties of RR,
LEFTJ & LEFT.8' iff for some t(x), LEFTJ 3 R1GHT.a = (~J(t~)).a and f,.a = LEFTA'.
The definition means that LEFTJ &LEFT.8 iff LEFT.a is rewritten in a term (which is RIGHTA), the subterm t,.a of which is an instantiation of LEFT. We call 6 a pseudo-rewriting (or pseudo-derivation).
& denotes the reflexive and transitive closure of ti. If S is a sequence of instruction names, we denote by & the corresponding pseudo-rewriting.
Example4.6.
Figures 4 and 5 illustrate some pseudo-rewriting for the rule of Example 3.2.
The simulation theorem
The following lemma proves that "the construction of RM works as we expected".
It is the crucial part of this note, but its proof is easy. 
Simulation
. 4,))).
We can match LEFT(xk, xi, z:, z:, y;, y:) with t_,.ID; because . B,=z,=a,.
l R, = z, = qi, and l y, = *(dz, . . .)),
it cannot be reduced to NIL (see the shape of special instructions at the bottom of Fig. 2 .
Then. Remark 5.5. Let us consider the "rewriting tree" which is associated in the usual way with a sequence of rewriting as: the sons of some term are the terms that we can get in one step. If the Turing machine A4 is deterministic, the rewriting tree of LEFT.ID 3 t.LEFT.lD' is a string because there is only one instruction J such that LEFT left matches fJ.
Infinite rewriting
Let us recall that the halting problem is decidable for some class 9? of algorithms if there is an algorithm which decides, for any data I and algorithm of C%!, if computations starting from t halt. The termination problem is decidable for some class 3 of algorithms if there is an algorithm which decides if for any algorithm of PA?, every computation halts. Our goal is reducing halting and termination problems for a Turing machine to the corresponding problems for a rule.
Remark 6.1. We only study the derivation of ground terms, i.e., terms without variable. Nevertheless, in the following, we will derive terms with variables, considering variables as constants. This point of view is common [4] .
Lemma 6.2. For any Turing machine M, we can associate an infinite M computation with any infinite RM rewriting.
Before proving this lemma, let us remark that, conversely, the Simulation Theorem (Section 5) associates an infinite Rhl rewriting with any infinite M computation. So, since it is well known that halting and termination are undecidable for the class of Turing machines, we obtain the following theorem. 
We associate with a another substitution IDa as follows. else *(#R, *(#R, NIL)). 
