We study weak convergence of an Euler scheme for nonlinear stochastic delay differential equations (SDDEs) driven by multidimensional Brownian motion. The Euler scheme has weak order of convergence 1, as in the case of stochastic ordinary differential equations (SODEs) (i.e., without delay). The result holds for SDDEs with multiple finite fixed delays in the drift and diffusion terms. Although the set-up is nonanticipating, our approach uses the Malliavin calculus and the anticipating stochastic analysis techniques of Nualart and Pardoux.
Introduction
Stochastic differential delay equations serve as models of noisy physical processes whose time evolution depends on their past history. In physics, laser dynamics with delayed feedback is often investigated [8, 25] , as well as the dynamics of noisy bistable systems with delay [26, 36] . Several authors have studied stochastic oscillator ensembles with delayed coupling [13, 16] . These can be interpreted as mean-field models of coupled biological oscillators, such as groups of chorusing crickets, flashing fireflies and cardiac pacemaker cells. In biophysics, stochastic delay equations are used to model delayed visual feedback systems [5, 22] or human postural sway [10] .
Since the model equations are generally non-linear and do not allow for explicit solutions, there is a clear need for numerical approximation methods of solution. Until recently, emphasis on the numerical analysis of stochastic differential delay equations has been on strong convergence of the numerical schemes. Early investigations in this direction were initiated by Ahmed, Elsanousi and Mohammed [1] and C. and M. Tudor [37, 38, 39] . Recently, this topic has gained more attention. See for example [2, 3, 15, 23, 24] .
Specific approximation methods studied include the Euler-Maruyama scheme and the Θ-method, with order of strong convergence 1/2, and the Milstein-method, with strong order 1.
Weak convergence of Euler scheme for SDDEs
The main motivation for considering weak approximations is the computation of the expectation of functionals of solutions of stochastic differential equations. This problem arises, for example, in the fair pricing of options in mathematical finance. Weak approximations are also used in the computation of Lyapunov exponents of systems described by stochastic functional differential equations, as has been suggested by Milstein and Tretyakov in [27] . Lyapunov exponents for stochastic functional differential equations were studied by Mohammed and Scheutzow [31, 32] .
Weak approximations for SODE's (without memory) are well-developed. To mention only a few references we quote Bally and Talay [7] , Kloeden and Platen [17] , Milstein and Tretyakov [28] and Kohatsu-Higa [19] .
The earliest reference on weak approximation of numerical methods for stochastic differential equations with delay is [21] . This paper however provides no rigorous justification of their statements and time has shown that such justification is very technically demanding. The first rigorous analysis was recently given by E. Buckwar and T. Shardlow in [6] . The result in [6] establishes weak convergence of order 1 for the Euler scheme applied to semi-linear SFDEs of the form:
a.e. t ∈ [σ − τ, σ).
(1.1) In the above SFDE, the memory term is linear, driven by a smooth measure μ, and there is no delay in the diffusion coefficient. The initial function η is assumed to be Lipschitz. The coefficients f, g : R d → R d satisfy appropriate regularity and linear growth conditions. The driving noise W (t), t 0, is standard Brownian motion on a filtered probability space (Ω, F , (F t ) t 0 , P ). The approach in [6] is based on embedding the SFDE (1.1) in an infinite-dimensional non-delay stochastic evolution equation in the Hilbert space
. The weak numerical approximation is then performed at the level of the induced stochastic evolution equation in the Hilbert space M 2 .
Recent results on weak convergence of the Euler scheme for a class of SFDE's were obtained independently by E. Clément, A. Kohatsu-Higa and D. Lamberton [9] . The results in [9] deal with SFDE's with drift and diffusion terms of the form 
Furthermore, the availability of the tame Itô formula offers the potential for developing higher-order weak convergence schemes for stochastic systems with memory. However, such higher methods are not treated in this article (cf. [15] ).
In the present article, we prove weak convergence of order 1 of the Euler scheme for fully non-linear stochastic delay equations in R d , with multiple discrete (and continuous) delays and multidimensional Brownian noise. However, and for simplicity of exposition, we will focus on one-dimensional SDDEs with two delays and driven by a single Wiener process W . The appropriate extensions of our analysis to higher dimensions are straightforward. They are indicated in Section 4 of this article.
In order to describe the main result of the paper, we introduce some notation which will be used throughout the article.
Let |η (s)| < ∞.
The corresponding Banach spaces
Consider the one-dimensional SDDE for σ t T
with initial condition
where T > 0 is fixed, the initial instant σ ∈ [0, T ], the coefficients f, g : R 2 → R satisfy suitable regularity and linear growth hypotheses, and the initial path η ∈
, with mesh denoted by |π| := max{(t i − t i−1 ) :
(1.2) to be solutions of the SDDEs:
(1.3)
Denote solutions of (1.2) and (1.3) by x(t; σ, η) and y(t; σ, η), σ − τ t T .
The main objective of this article is to show that, for a sufficiently regular test function φ : R → R, the following estimate holds:
1,∞ -norm of the initial path η, q is a positive integer, and K is a positive constant, independent of the partition π, the initial instant σ and the initial path η.
To establish the estimate (1.4), we employ the Malliavin calculus and anticipating stochastic analysis techniques developed by Nualart and Pardoux [33] . More specifically, we are able to handle SDDEs with non-linear drift and diffusion coefficients. We further allow for multi-dimensional noise and several finite delays in both drift and diffusion terms, as well as quasitame dependence on the history in all the coefficients.
As will be apparent in the sequel, the impetus for appealing to anticipating stochastic analysis is provided by the tame Itô formula developed in [15] . Malliavin calculus has recently become an important tool in the investigation of numerical methods for stochastic differential equations. See for example Bally and Talay [7] , Kohatsu-Higa [19, 20] and Fournié, Lasry, Lebuchoux and Lions [11, 12] . Our approach is however different from these works as indicated at the end of this section.
We now give a brief outline of the proof of the estimate (1.4). We do this in several steps:
Step 1 For simplicity, take σ = 0, t = t n ∈ π ∩[0, T ], 1 n N . By exploiting the discrete delay structure of (1.3), it follows that the Euler approximation y(t n ;
. Using a telescoping argument along the partition points t i , Fréchet differentiability of the Euler approximation y(t n ; t i , η) in η, the Markov property for x t and y t together with the Mean Value Theorem, we write Eφ x(t n ; 0, η) −Eφ y(t n ; 0, η)
Step 2 The main task is to show that each of the terms in the above sum is
2 ). This is realized through use of the tame Itô formula. The application of the latter formula to the differences x ti −y ti generates multiple Skorohod integrals
of the form
In the above expressions, Y (ds) is a random discrete measure on [−τ, 0] induced by Fréchet derivatives of the tame functionals
Thus Y (ds) has Malliavin smooth random atoms. The processes Σ j , j = 1, 2, 3, are Malliavin smooth and possibly anticipate the lagged Brownian motions
Step 3 To estimate the expectation of the terms containing Skorohod integrals in
Step 2, we use the definition of the Skorohod integral as the adjoint of the weak differentiation operator, coupled with estimates on higher-order moments of the Malliavin derivatives of the Σ j 's, j = 1, 2, 3. These higher order moment estimates are obtained using the corresponding higher moments of the Euler approximations y and their linearizations. This is a somewhat delicate computation which turns on the crucial fact that the Euler approximations y(t n ; t i , η) are tame in η. It yields
2 ), j = 1, 2, 3.
Summing over i = 1, . . . , n, we get a positive constant K and a positive integer q such that the estimate
Step 4 To complete the proof of the estimate (1.4), we need to replace η in the Euler approximation y(t; σ, η) in (1.5) by its piecewise-linear approximation η π . To do so, we use the triangle inequality
and the elementary estimate
See ( [29] , p. 41) for the estimate (1.7). The required estimate (1.4) now follows from (1.5)-(1.8).
The above outline highlights the following unique features of the analysis in this article:
• Although the original SDDE is non-anticipating, the tame Itô formula gives rise to anticipating terms containing Malliavin derivatives of the solution of the SDDE [15] .
• The formulation and the implementation of the Euler scheme do not require the use of (or familiarity with) the Malliavin calculus.
• By contrast with the non-delay case (SODEs), SDDEs do not correspond to diffusions on Euclidean space. Thus techniques from deterministic PDEs do not apply.
• The use of anticipating calculus methods seems unavoidable in deriving first order weak convergence for the Euler scheme.
We conclude the introduction by giving an outline of the paper. In Section 2 we state the tame Itô formula used in Step 2 above. The main estimate (1.4) is proved in Section 3 in the one-dimensional case (Theorem 3.1). A multidimensional version of Theorem 3.1 with multiple discrete and quasitame delays is stated in Section 4 (Theorem 4.1). Section 5 provides numerical examples to illustrate our results.
The tame Itô formula
Our proof of weak convergence of the Euler scheme depends crucially on an Itô formula for a certain class of functionals on C([−τ, 0], R d ) called tame functionals. These tame functionals act on segments of sample-continuous random processes
We will refer to this formula as the tame Itô formula. Details of the proof of this formula are given in [15] . In the present context, we will only state the formula in one space dimension (d = 1), although the formula holds true in any Euclidean space for R d -valued processes driven by multi-dimensional Brownian motion.
First, we need some notation. Suppose that W (t), t 0, is one-dimensional standard Brownian motion on a filtered probability space (Ω, F , (F t ) t 0 , P 
loc , p > 4, are defined to be the set of all processes X such that there is an increasing sequence of F -measurable sets A n , n 1, and processes X n ∈ L k,p , n 1, such that X = X n a.s. on A n for each n 1, and [35] .
Weak convergence of Euler scheme for SDDEs
Define the tame projection Π : 
and a tame projection Π such that
Consider a pathwise-continuous (not necessarily adapted) R-valued process X :
where η belongs to
loc . The stochastic integral in (2.2) is understood in the Skorohod sense. Note that the processes u and v may not be adapted to the Brownian filtration (F t ) t 0 . For convenience, whenever t ∈ [−τ, 0), we set u(t) := 0, and v(t) := η (t), where η is the (classical) derivative of η. Associate with X its segment process
We are now ready to state the tame Itô formula. It describes how the segment process
Theorem 2.1. Assume that X is a sample-continuous process defined by (2.2) , where
), and let Π be the tame projection (2.1). Then for all
where
Proof. See Hu, Mohammed and Yan [15] , Theorem 2.3.
Remark 2.2. Note the misprint in formula (2.7) of [15] , where the factor D s+si X(s+ s j ) must be replaced by
The following corollary is an important special case of Theorem 2.1. In the proof of Theorem 3.1, it plays a crucial role in estimating the difference, across partition points, between the segments of the solution x of our SDDE (1.2) and its Euler approximation y.
and suppose x solves the SDDE 
, where x solves the SDDE (2.5). This gives
and
This proves statement (2.6) of the corollary when t > δ.
is of bounded variation; so (2.6) follows directly from the classical Itô formula. This completes the proof of the corollary.
Remark 2.3. Note that the second term in the right hand side of (2.6) contains the (F) t 0 -adapted factor ∂ψ ∂x1 (x(t − δ), x(t)) which anticipates the lagged Brownian motion
is not a semimartingale with respect to any natural filtration. Therefore, it is not possible to infer (2.6) from the classical Itô formula for semi-martingales.
The Euler scheme
In this section, we will establish weak convergence of order 1 of the Euler scheme for the non-linear SDDE 
, R) denotes all functions R 2 → R with first and second-order partial derivatives globally bounded. As before, W (t), t 0, is one-dimensional standard Brownian motion on a filtered probability space (Ω,
Recall the partition π : 
The following is the main result of this article. It establishes weak convergence of order 1 of the Euler scheme (3.2) to the solution of the SDDE (3.1). Note that we assume test functions φ ∈ C 3 b (derivatives up to order three exist and are bounded and continuous). 
], R be the piecewise-linear approximation of η along the partition π. Denote by y(·; σ, η) the Euler approximation to x(·; σ, η) associated with the partition π and defined by (3.2). Then there is a positive constant K and a positive integer q such that
|Eφ(x(t; σ, η)) − Eφ(y(t; σ, η π ))| K(1 + η q 1,∞ ) |π| (3.3) for all t ∈ [σ − τ, T ], σ ∈ [0, T ], and all η ∈ H 1,∞ [−τ, 0], R .
The constant K may depend on T, q and the test function φ, but is independent of π, η, t ∈ [σ, T ] and
For simplicity of presentation, we will only discuss the case of single delays τ 1 , τ 2 in the drift and diffusion coefficients as in (3.1). It should be noted that the conclusion of Theorem 3.1 still holds if we allow for multi-dimensional noise and several delays in the drift and diffusion coefficients of the SDDE. The extension of Theorem 3.1 to this case is given in in Section 4 of this article.
The proof of Theorem 3.1 requires the following sequence of lemmas. In these lemmas and for the rest of the section, we will refer to the solutions of (3.1) and (3.2) by x(·; σ, η) and y(·; σ, η), respectively.
The first lemma establishes the tame character of the Euler approximation y(t; σ, η) and its Fréchet derivative Dy(t; σ, η) in the initial path η. This fact dictates that the telescoping argument in the proof of Theorem 3.1 is with respect to the Euler approximation y and not the solution x of the SDDE (3.1). This issue is especially important in view of the well-known fact that the solution x(t; σ, η) of (3.1) is almost surely extremely erratic in the initial path η ( [29] , Chapter V, pp. 144-148).
is a tame function. That is, there exists a deterministic function F : 
is C 1 (in the Fréchet sense), and Proof. The second and last assertions of the lemma are direct consequences of the first. So we will only prove the first assertion. The latter assertion is proved using forward steps along the partition points {0 = t 0 , t 1 , t 2 , t 3 , · · · , t N = T }, and finite induction. More specifically, and with no loss of generality, suppose i = 0 and let t ∈ [0, T ]. Consider the following cases.
Case 0 t t 1 :
This is clearly a tame function of η, satisfying the regularity properties stated in the lemma.
Weak convergence of Euler scheme for SDDEs
Case t 1 < t t 2 :
This is a tame function of η because y(t 1 ; 0, η), y(t 1 − τ 1 ; 0, η) and y(t 1 − τ 2 ; 0, η) are all tame functions of η, and the composition of tame functions with real-valued functions is again tame. Indeed, suppose without loss of generality that τ 1 τ 2 and let t 1 − τ 1 < 0. Then
It is easy to see that F 2 is tame and fulfills the regularity requirements of the lemma. The other cases τ 1 t 1 < τ 2 , and τ 1 τ 2 t 1 can be treated similarly.
Case t 2 < t t 3 :
with F 3 tame in η, as required.
By induction, there are fixed numbers s 1 , s 2 , . . . , s k < t k , and
This is a tame function of η, continuous in the time variable t and of class C 2 b in all space variables.
To complete the proof of the lemma, take
It is easy to check that F satisfies all the requirements of the lemma.
Warning 1. The lemma is false if the Euler approximation y is replaced by the exact solution x of the SDDE (3.1). In fact, for a.a. ω ∈ Ω, every measurable version x(t, ω; 0, η) of the solution to (3.1) is locally unbounded in η ( [29] , pp. 144-147). As will be apparent later in the proof of Theorem 3.1, this fact will force the telescoping argument to be centered about the Euler approximation y rather than the solution x. On the other hand, the following statement is true:
To see this, note that the Lipschitz and 
viz.
For brevity of notation, set x(u)
. Then
Furthermore, if t i−1 u < t i , then by the Markov property for the solution segment x t , it follows that
In
On the other hand if u − τ 1 t i−1 , then
Now suppose s ∈ [−τ, 0] and consider
in the following two cases:
Putting the above two cases together, gives 
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(3.7) Similarly, from (2.6) (with ψ = g, δ = τ 2 ), it follows that
Now substitute from (3.7) and (3.8) into (3.6) to obtain the last assertion (3.5) of the lemma. 
E|D u y(t; σ, η)|
for all η ∈ L 4p Ω, C [−τ, 0], R ; F σ which are Malliavin smooth and such that
, T ] and η, but may depend on p, f, g and T .
Proof. We first establish the estimate (3.
Malliavin smooth and such that sup
brevity, denote by y(t) := y(t; σ, η), t ∈ [σ − τ, T ]
, the solution of (3.2) with initial process η at σ. Take Malliavin derivatives of the equation
to get
The idea is to estimate the function θ(t ) := sup
for fixed u ∈ [σ − τ, T ], using (3.13) and Gronwall's lemma. Since f, g have linear growth, it is easy to see from (3.12) and Gronwall's lemma, that
Since g has linear growth, then
Fix u σ − τ . Take E| · | 2p on both sides of (3.13) (using the fact that f, g have bounded derivatives) to obtain
By Gronwall's lemma,
This implies the first assertion (3.9) of the lemma. To prove the second assertion (3.10) of the lemma, first linearize (3.12) (pathwise) with respect to any deterministic path η ∈ C [−τ, 0], R . This gives a.s.: Since f and g have bounded first derivatives, it follows from (3.17) (with random η) and Gronwall's lemma that there is a positive constant K such that
for every p 1. By the first assertion of this lemma, we have
for any p 1, where K > 0 is independent of η.
Let t > u σ and assume that η ∈ L 4p Ω, C [−τ, 0], R ; F σ , is Malliavin smooth and satisfies the hypotheses of the lemma. Take E| · | 2p on both sides of (3.18). Using (3.19) , (3.20) and the fact that f and g have bounded derivatives, this yields:
Then (3.21) says that
By Gronwall's lemma, it follows that The last assertion (3.11) of the lemma follows by very similar argument to the proof of (3.9). Details are left to the reader. This completes the proof of the lemma. Proof. Assume that the random process η satisfies the hypotheses of the lemma. By Proposition 3.3 in [15] , it follows that the left hand side of (3.22) is finite. To complete the proof of (3.22), we take Malliavin derivatives D w on both sides of the integral equation (3.13) . This yields the following integral equation for D w D u y:
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2p on both sides of (3.24), using the estimates (3.20) , the fact that f, g are C 2 b and Gronwall's lemma, a lengthy but straightforward argument yields (3.22) . Details are left to the reader. Note that the estimate (3.22) requires that f, g be C 2 b (rather than the stronger requirement that f, g ∈ C 3 b which is needed for (3.23)). The proof of (3.23) is similar to (but lengthier than) that of (3. 
Proof of Theorem 3.1.. Let t ∈ [σ, T ] and π
. Without loss of generality assume that σ = 0 and t = t n ∈ π for some 0 n N . Suppose η ∈ H 1,∞ [−τ, 0], R . Using the Markov property for the segments x t and y t ( [29] , [30] ), we may rewrite Eφ x(t n ; 0,η) − Eφ y(t n ; 0, η) = Eφ y(t n ; t n , x tn ( · ; 0, η)) − Eφ y(t n ; 0, η)
Our main objective is to show that each of the terms in the above sum is O(
2 ). The rest of the computations in this proof are directed towards this purpose.
In view of Lemma 3.2 and the chain rule for Fréchet derivatives, observe that each expression
corresponds to a purely atomic random measure on [−τ, 0]. We will denote each such measure simply by
To further simplify the notation, we denote
for the rest of this proof. Using (3.5) of Lemma (3.3), where we have applied the tame Itô-formula, we obtain
(3.26) Thus, by Fubini's theorem, we obtain
(3.27) We now show how to estimate each of the 10 terms
on the right hand side of (3.27), for any fixed λ ∈ [0, 1].
Let j = 10 and fix any λ ∈ [0, 1]. Then by definition of the Skorohod integral (as adjoint of the Malliavin derivative), and using Lemma 3.2, we get
In the above formula, 1 {μm} denotes the indicator function of {μ m } for 1 m l, where the μ m 's are defined in Lemma 3.2.
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Since f and g are C 2 b , then sup
Recall the notation (3.25) . Then by the chain rule for Fréchet derivatives and the product rule for Malliavin derivatives, we obtain
By the chain rule for Malliavin derivatives [34] ,
(Note that Dy t n ; t i , λx ti + (1 − λ)y ti stands for the Fréchet derivative
Thus, using the above relation, Lemma 3.2 and its notation, we obtain
Recall that F and μ m , m = 1, 2, · · · , l, in the above relation are defined as in Lemma 3.2.
By the definition of the Skorohod integral as adjoint of the Malliavin derivative, we may write each summand in the above relation as
and R 2,m := 1 2
Using the chain rule for Malliavin derivatives, and Lemma 3.4, we obtain
Since x and y both satisfy SDDEs with coefficients having linear growth, then
for all 0 i N . The constants K j , j = 1, . . . , 6, are independent of the partition π. Now, using the tame representation of Dy in Lemma 3.2, we have
Using (3.19), we get
where K is a positive constant independent of η, u and the partition π.
Using the definition of X(u) in (3.33), relation (3.31), the boundedness of
, and the linear growth property of g, we obtain
In the above inequalities, and throughout this proof, K stands for a generic constant which may change from line to line, and is independent of η ∈ C([−τ, 0], R) and the partition π.
Combining (3.32), (3.34) and (3.35) , gives
Next, we estimate l m=1 R 2,m using (3.30) and Lemma 3.2. Rewrite the latter sum in the following form:
and, as before,
Since Dφ and Dg are globally bounded, a similar computation to (3.34) gives 
Using (3.35), (3.40) and (3.28) , it follows that
(3.41)
Our next task is to develop estimates similar to (3.41) for the cases 1 j 9. As a sample computation, we will examine in detail the case j = 7. The rest of the computations are left to the reader. They are similar either to the case j = 7 or j = 10.
Consider the case j = 7:
where (from the notation in Lemma 3.3)
Then, by the chain rule for Fréchet derivatives and Lemma 3.2, we get
where 
E Dφ y t
The above expressions (3.45) and (3.46) are obtained using the definition of the Skorohod integral (as adjoint of the Malliavin differentiation operator) together with the product rule for Malliavin derivatives ( [34] ). Again, using the definition of the Skorohod integral once more in (3.45), yields
Using the product and chain rules for Malliavin derivatives, we may rewrite the expression (3.47) in the form:
As before, recall the definition of ξ u (s) in (3.38): That is 
(3.53) Similarly, since φ ∈ C 2 b , it follows from (3.51), (3.52) and lemmas 3.4, 3.5, that there is a positive generic constant K such that
Using (3.49), (3.53), (3.54) and (3.55), we get
Next, from (3.48), the chain and product rules for Malliavin derivatives, it is easy to see that
where K > 0 is a generic constant independent of η and the the partition π. From (3.57)-(3.61), it is easy to see that
Now combine (3.44), (3.56) and (3.62) to get
Estimates of the remaining 8 terms 
for j = 2, 3, 4, 5, 8, 9; and for σ t T , with initial path
Under sufficient regularity hypotheses on the coefficients of (4.1), one obtains weak convergence of order 1 of the Euler approximations y to the exact solution x. 
h(x(t + s))μ(s) ds × × μ(0)h(x(t)) − μ(−δ)h(x(t − δ)) −

Numerical Experiments
We present results of numerical experiments corresponding to an example of (3.1). Our objective is to illustrate the weak convergence of the Euler-Maruyama method with respect to decreasing step-size by computing first moments, that is we compute Eφ(x(T )) for φ(x) = x where x(T ) denotes a solution of (3.1). at the final time T = 2. In Figure 1 , we have plotted log 2 (μ |π| (T )) versus log 2 (|π|). For illustration purposes we also include some trajectories in the following figure, the thick line corresponds to m(t) = 1 + e −1t . 
