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1. Introduction
The continuous development of new nano-engineered materials, as well as the search
for new diagnostic devices in medicine and biology, has given big momentum to new
studies in the field of composite media, in particular with regard to their physical
behavior especially from the electric conduction and heat conduction point of view.
Typically, these materials are composed by a hosting medium in which nano-particles
inclusions (having different physical properties) are present, commonly arranged in a
periodic lattice.
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The thermal behavior of these composite materials plays a fundamental role, e.g., in
the design of heat dissipating fillers (e.g. for electronic devices) and in the creation of
new generation motor coolants (see [24, 26, 27, 28]). Some of the authors have con-
ducted researches in this direction ([16, 17, 18]) in which surface heat conduction on
the interface Γ separating the inclusions from the host material plays a fundamental
role. The case of electrical conduction was considered in [15]. In the models thus ob-
tained, a non-standard surface conduction appears, governed by a Laplace-Beltrami
operator.
In this article, we deal with the electric behavior of nano-composites, thus pursuing
a research started by some of the authors years ago ([4]–[14]).
In that framework, the composite was used to model a biological tissue in which
the hosting medium is the extracellular material, while the inclusions are the cells
separated from the surrounding medium by the lipidic cell membrane which behaves
like a dielectric and, therefore, exhibits a capacitive behavior.
In those papers both the case of thick N -dimensional membranes and the one in which
the membranes are regarded as electrically active, (N − 1)-dimensional surfaces are
considered. Namely, the first case is reduced to the second one via a concentration
technique. Obviously, this requires specific scalings of the relevant physical quantities.
The scalings used in that case were consistent with the peculiar physical situation
under examination, namely we assumed that the relative dielectric constant of the
thick membrane scaled as η (where η is the relative width of the membrane with re-
spect to the diameter of the cell). This choice reduces the limit problem to a system
of partial differential equations in which the current is continuous across the (N −1)-
dimensional membranes and the time derivative of the jump of the potential across
the membranes is proportional to the current. Such a model reproduces the standard
equations satisfied, in electric conduction, by capacitors and therefore appears to be
the natural model to describe the capacitive behavior of cell membranes. Finally,
the (N − 1)-dimensional model was homogenized taking into account the large num-
ber of cells present in the medium, i.e. a limit for ε going to zero of the solution
was performed (ε being the typical length scale of a cell). The homogenized limit
thus obtained solves an elliptic equation with memory (the memory being a direct
consequence of the presence of capacitors).
In this paper, we investigate the same electrical conduction model, but with a relative
dielectric constant scaling as 1/η in the thick interface. This is consistent therefore
with a strongly insulating coating as made possible by new materials (for instance,
the barium titanate) in the construction of electronic devices.
Hence, in this paper, a concentration limit is performed using the aforementioned
scaling. Such a concentration limit relies, as usual, on suitable choices of test functions
in the weak formulation to select the quantities appearing in the limit equations
satisfied on the membranes.
Going into details, after concentration, we obtain a system of partial differential
equations made of two elliptic equations satisfied in the hosting medium and in the
inclusions with the potential being continuous across the interfaces, while the jump
of the currents plays the role of the source term for a Laplace-Beltrami equation
satisfied by the time derivative of the potential on the interfaces.
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This problem is highly non-standard and, as far as we know, mathematically new.
Existence and uniqueness for the previous problem are mathematically interesting
and were proved by the authors in [15].
Here, the concentration limit equations are homogenized letting ε go to zero (as-
suming a periodic arrangement of the inclusions), via an unfolding method. It is
worthwhile noticing that the unfolding limits on Γ are quite technical and of some
mathematical interest (see also [17]).
Owing to the linearity of the problem, the first corrector can be factorized even if
the structure of the factorization is neither standard, nor simple (as was already the
case in the problem studied in [7, 8, 12]). For this reason, we are able to produce a
limit equation for the macroscopic variable u, which contains a memory term, as in
the previously quoted papers. The main and more relevant difference with respect
to the previous case, is that now the partial differential equation with memory is not
always an elliptic equation, but it substantially depends on the underlying geometry.
In particular, when both the hosting medium and the inclusion are connected, we
obtain a pseudo-parabolic equation. The class of such homogenized problem will
be studied by the authors in a forthcoming paper. It is worthwhile noticing that
in the present case of the dielectric constant scaling as 1/η we expect that the two
steps of concentration and homogenization commute, that is they lead to the same
problem, if applied in different order. This is not expected for the problem with
dielectric constant scaling as η. An additional peculiarity of the present problem is
the appearance of compatibility conditions needed to solve the cell equations.
The results quoted above concern the case in which the permeability in the con-
centrated problem scales as ε; however, in order to present a complete study of the
problem, we consider also all the other possible scalings εk, with k ∈ R. In these
cases, the resulting homogenized equation is a standard elliptic partial differential
equation, not containing any memory term (see Theorems 2.17 and 2.18). Note that
the concentration procedure is independent of k. Moreover, for certain scalings and
a particular geometry (i.e. if both the hosting medium and the inclusion are con-
nected), the sequence of the solutions uε of the approximating problems tends to 0,
independently of the presence of a non-zero source and non-zero initial datum (see
Theorem 2.16).
The paper is organized as follows. In Subsection 2.1 we briefly recall the definition
and the main properties of the tangential operators (gradient, divergence, Laplace-
Beltrami operator), in Subsection 2.2 we state our geometrical setting, in Subsection
2.3 we recall the main properties of the unfolding operator and, finally, in Subsection
2.4 we state the problem and our main results. Section 3 is devoted to the derivation
of the concentrated problem. In Section 4, we prove the homogenization result for
the microscopic problem (2.32)–(2.36) (i.e., the scaling k = 1). Finally, in Section 5,
we consider the other scalings εk, for k < 1 and k > 1.
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2. Preliminaries
2.1. Laplace-Beltrami derivatives. Let φ be a C2-function, Φ be a C2-vector func-
tion and S a smooth surface with normal unit vector n. We recall that the tangential
gradient of φ is given by
∇Bφ = ∇φ− (n · ∇φ)n (2.1)
and the tangential divergence of Φ is given by
divB Φ = divΦ− (n · ∇Φi)ni − (div n)(n ·Φ)
= divB (Φ− (n ·Φ)n) = div (Φ− (n ·Φ)n) , (2.2)
where, taking into account the smoothness of S, the normal vector n can be naturally
defined in a small neighborhood of S as a regular field. Moreover, we define the
Laplace-Beltrami operator as
∆Bφ = divB(∇Bφ) , (2.3)
so that, by (2.1) and (2.2), we get that the Laplace-Beltrami operator can be written
as
∆Bφ = ∆φ− nt∇2φn− (n · ∇φ) div n
= (δij − ninj)∂2ijφ− nj∂jφ∂ini = (I − n⊗ n)ij∂2ijφ− (n · ∇φ) div n . (2.4)
Finally, we recall that on a regular surface S with no boundary (i.e. when ∂S = ∅)
we have ∫
S
divBΦ dσ = 0 . (2.5)
2.2. Geometrical setting. The typical periodic geometrical setting is displayed in
Figure 1 and Figure 2. Here we give, for the sake of clarity, its detailed formal
definition.
Let N ≥ 3. Introduce a periodic open subset E of RN , so that E + z = E for all
z ∈ ZN . We employ the notation Y = (0, 1)N and Eint = E ∩ Y , Eout = Y \ E,
Γ = ∂E ∩Y . We assume that Eout is connected, while Eint may be connected or not.
As a simplifying assumption, we stipulate that |Γ ∩ ∂Y |N−1 = 0.
Let Ω be an open connected bounded subset of RN ; we assume that Ω and E are
of class C∞, though this assumption can be weakened. For all ε > 0, define Ωεint =
Ω∩εE, Ωεout = Ω\εE, so thatΩ = Ωεint∪Ωεout∪Γ ε, where Ωεint andΩεout are two disjoint
open subsets of Ω, and Γ ε = ∂Ωεint ∩ Ω = ∂Ωεout ∩ Ω. The region Ωεout [respectively,
Ωεint] corresponds to the outer phase [respectively, the inclusions], while Γ
ε is the
interface; in fact, these definitions are slightly modified below. We will consider two
different cases: in the first one (to which we will refer as the connected/disconnected
case, see Fig.1) we will assume Γ ∩ ∂Y = ∅; moreover, we stipulate that all the cells
which intersect ∂Ω do not contain any inclusion.
In the second case (to which we will refer as the connected/connected case, see Fig.2)
we will assume that Eint, Eout, Ω
ε
int and Ω
ε
out are connected and, without loss of gen-
erality, that they have Lipschitz continuous boundary. In this last case, we stipulate
that there exist γ1 > γ0 > 0 such that the picture just described is actually valid in
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Figure 1. Left: the periodic cell Y . Eint is the shaded region and
Eout is the white region. Right: the region Ω.
the set {x ∈ Ω : dist(x, ∂Ω) ≥ γ1ε}, while in the layer γ0ε ≤ dist(x, ∂Ω) ≤ γ1ε,
the geometry of Γ ε is modified in a standard way to keep it regular and preserve the
topological properties of Ωεint and Ω
ε
out, as well as to obtain that dist(Γ
ε, ∂Ω) ≥ γ0ε.
Figure 2. The periodic cell Y . Eint is the shaded region and Eout is
the white region.
Finally, let ν denote the normal unit vector to Γ pointing into Eout, extended by
periodicity to the whole of RN , so that νε(x) = ν(x/ε) denotes the normal unit
vector to Γ ε pointing into Ωεout.
Actually, in a more realistic framework, the isolating interface is not an (N − 1)-
dimensional surface, but it has a very small positive thickness. Hence, we consider
also a more physical geometric setting where a small parameter η > 0 represents
the small ratio between the thickness of the physical interface and the characteristic
dimension of the microstructure. To this purpose, for η > 0, let us write Ω also as
Ω = Ωε,η ∪ Γ ε,η ∪ ∂Γ ε,η, where Ωε,η and Γ ε,η are two disjoint open subsets of Ω,
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Γ ε,η is the tubular neighborhood of Γ ε with thickness εη, and ∂Γ ε,η is the boundary
of Γ ε,η. Moreover, we also assume that Ωε,η = Ωε,ηint ∪ Ωε,ηout, where Ωε,ηout ⊂ Ωεout,
Ωε,ηint ⊂ Ωεint and ∂Γ ε,η = (∂Ωε,ηint ∪ ∂Ωε,ηout) ∩ Ω. We notice that, for η → 0 and ε > 0
fixed, |Γ ε,η| ∼ εη|Γ ε|N−1. Set also Y = Eηint∪Eηout∪Γ η∪∂Γ η where Eηint, Eηout and Γ η
are disjoint open subsets of Y , Γ η is the tubular neighborhood of Γ with thickness η,
and ∂Γ η = (∂Eηint ∪ ∂Eηout)∩Y (see Figure 3). For the sake of brevity, we will denote
by Eη the union Eηint ∪ Eηout. Finally, for η → 0, |Γ η| ∼ η|Γ |N−1.
Eηout
Eηint
∂Γ η
Γη
νη
νη
ν
Eout
Eint
Figure 3. The periodic cell Y . Left: before concentration; Γ η is the
shaded region, and Eη = Eηint ∪ Eηout is the white region. Right: after
concentration; Γ η shrinks to Γ as η → 0.
We stress the fact that the appearance of the two small parameters η and ε calls
for two different limit procedures: we will first perform a concentration of the thin
membranes, in order to simplify the geometrical setting of the microstructure, and
then we will perform a homogenization limit, in order to obtain a macroscopic model.
2.3. Definition and main properties of the unfolding operator. In this sub-
section, we define and collect some properties of a space-time version of the space
unfolding operator introduced and developed in [19, 20, 22, 23] (see also [17]).
A space-time version of the unfolding operator in a more general framework, in which
also a time-microscale is actually present, has been introduced in [2] and [3], to which
we also refer for a survey on this topic.
However, in the unfolding technique used here, the time variable does not play any
special role and can be treated essentially as a parameter, hence most of the properties
of this operator can be proven essentially as in the above quoted papers and are
therefore only recalled here. An analogous remark is valid for the other operators
which will be introduced in the following.
For the sake of simplicity, for any spatial domain G, we will denote by GT = G×(0, T )
the corresponding space–time cylindrical domain over the time interval (0, T ).
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Let us set
Ξε =
{
ξ ∈ ZN , ε(ξ + Y ) ⊂ Ω} , Ω̂ε = interior
{⋃
ξ∈Ξε
ε(ξ + Y )
}
,
ΩT = Ω × (0, T ) , ΛεT = Ω̂ε × (0, T ) .
Denoting by [r] the integer part of r ∈ R, we define for x ∈ RN[x
ε
]
Y
=
( [x1
ε
]
, . . . ,
[xN
ε
] )
, so that x = ε
([x
ε
]
Y
+
{x
ε
}
Y
)
.
Then, we introduce the space cell containing x as Yε(x) = ε
([x
ε
]
Y
+ Y
)
. Finally,
set yM = y −
∫
Y
y dy.
Definition 2.1. For a Lebesgue-measurable w on ΩT , the (time-depending) periodic
unfolding operator Tε is defined as
Tε(w)(x, t, y) =
w
(
ε
[x
ε
]
Y
+ εy, t
)
, (x, t, y) ∈ ΛεT × Y ;
0 , otherwise.
For a Lebesgue-measurable w on Γ εT , the (time-depending) boundary unfolding op-
erator T bε is defined as
T bε (w)(x, t, y) =
w
(
ε
[x
ε
]
Y
+ εy, t
)
, (x, t, y) ∈ ΛεT × Γ ;
0 , otherwise.

Clearly, for w1, w2 as in Definition 2.1
Tε(w1w2) = Tε(w1)Tε(w2) , (2.6)
and the same property holds for the boundary unfolding operator. Note that T bε (w)
is the trace of the unfolding operator on ΛεT × Γ , when both operators are defined.
Definition 2.2. For a Lebesgue-measurable w on ΩT , the (time-depending) local
average operator is defined as
Mε(w)(x, t) =

1
εN
∫
Yε(x)
w(ζ, t) dζ , if (x, t) ∈ ΛεT ,
0 , otherwise.
(2.7)

By a change of variable, it is not difficult to see that
Mε(w)(x, t) =MY
(Tε(w)) ,
where we denote by MY (·) the integral average on Y .
We collect here some properties of the operators defined above.
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Proposition 2.3. The operator Tε : L2(ΩT )→ L2(ΩT ×Y ) is linear and continuous.
In addition, we have
‖Tε(w)‖L2(ΩT×Y ) ≤ ‖w‖L2(ΩT ) , (2.8)
and ∣∣∣∣∣∣
∫
ΩT
w dx dt−
∫∫
ΩT×Y
Tε(w) dy dx dt
∣∣∣∣∣∣ ≤
∫
ΩT \ΛεT
|w| dx dt . (2.9)
Proposition 2.4. Let {wε} be a sequence of functions in L2(ΩT ).
If wε → w strongly in L2(ΩT ) as ε→ 0, then
Tε(wε)→ w , strongly inL2(ΩT × Y ) . (2.10)
If wε → w strongly in L2(0, T ;H1(Ω)) as ε→ 0, then
Tε(wε)−Mε(wε)
ε
→ yM · ∇w , strongly inL2(ΩT ) . (2.11)
If wε is a bounded sequence of functions in L
2(ΩT ), then, up to a subsequence
Tε(wε)⇀ ŵ , weakly inL2 (ΩT × Y ) , (2.12)
and
wε ⇀MY (ŵ) , weakly inL2(ΩT ) . (2.13)
Remark 2.5. In particular, if w ∈ L2(ΩT ), we get that Tε(w)→ w, for ε→ 0, strongly
in L2(ΩT × Y ). 
Remark 2.6. We note that the only cases in which (2.10) it is known to hold without
assuming the strong convergence of the sequence {wε} is when wε(x, t) = φ(x, t, ε−1x)
where φ corresponds to one of the following cases (or sum of them): φ(x, t, y) =
f1(x, t)f2(y), with f1f2 ∈ L1(ΩT × Y ), φ ∈ L1(Y ; C(ΩT )), φ ∈ L1(ΩT ; C(Y )). In all
such cases we have Tε(wε)→ φ strongly in L2(ΩT × Y ) (see, for instance, [1, 19, 20]
and [3, Remark 2.9]). 
Proposition 2.7. The operator T bε : L2(Γ εT )→ L2(ΩT ×Γ ) is linear and continuous.
In addition, we have
‖T bε (w)‖L2(ΩT×Γ ) ≤
√
ε‖w‖L2(Γ ε
T
) , (2.14)
and ∫
Γ ε
T
w dσ dt =
1
ε
∫
ΩT×Γ
T bε (w) dσ dx dt . (2.15)
Note that (2.15) holds since we can choose γ0 in Subsection 2.2 in such a way that
Γ εT \ ΛεT = ∅.
Proposition 2.8. [17, Proposition 5] Assume that wε ⇀ w weakly in L
2(0, T ;H10(Ω)).
Then,
T bε (wε) ⇀ w , weakly in L2(ΩT × Γ ).
Finally, we state some results which will be mainly used when we deal with testing
functions.
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Proposition 2.9. [17, Corollary 1] Let w be a function belonging to L2
(
0, T ;H1(Ω)
)
.
Then, as ε→ 0,
T bε (w)→ w , strongly inL2 (ΩT × Γ ) . (2.16)
Proposition 2.10. Let φ : Y → R be a function extended by Y -periodicity to the
whole of RN and define the sequence
φε(x) = φ
(x
ε
)
, x ∈ RN . (2.17)
If φ is measurable on Y , then
Tε(φε)(x, y) =
{
φ(y) , (x, y) ∈ Ω̂ε × Y ,
0 , otherwise.
(2.18)
Analogously, if φ is measurable on Γ , then
T bε (φε)(x, y) =
{
φ(y) , (x, y) ∈ Ω̂ε × Γ ,
0 , otherwise.
(2.19)
Moreover, if φ ∈ L2(Y ), as ε→ 0,
Tε(φε)→ φ , strongly inL2(Ω × Y ) ; (2.20)
if φ ∈ L2(Γ ), as ε→ 0,
T bε (φε)→ φ , strongly inL2(Ω × Γ ) ; (2.21)
if φ ∈ H1(Y ), as ε→ 0,
∇y(Tε(φε))→∇yφ , strongly inL2(Ω × Y ) . (2.22)
Now, let us state some properties concerning the behavior of the unfolding operator
with respect to gradients. To this aim, we denote by H1#(Y ) the space of those
Y -periodic functions belonging to H1loc(R
N ).
Theorem 2.11. Let {wε} be a sequence converging weakly to w in L2
(
0, T ;H10(Ω)
)
.
Then, up to a subsequence, there exists w˜ = w˜(x, y, t) ∈ L2(ΩT ;H1#(Y )), MY (w˜) =
0, such that, as ε→ 0,
Tε(wε) ⇀ w , weakly inL2(ΩT × Y ) , (2.23)
Tε(∇wε) ⇀ ∇xw +∇yw˜ , weakly inL2(ΩT × Y ) . (2.24)
Proof. Whereas the convergence in (2.24) is a well-known property (see for instance
[17, 25]), in order to prove (2.23), we proceed as follows. Since wε ⇀ w weakly in
L2
(
0, T ;H10(Ω)
)
, we have that, for every test function θ ∈ L2(0, T ),
T∫
0
wεθ(t) dt→
T∫
0
wθ(t) dt , strongly in L2(Ω). (2.25)
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Therefore, by [20, Theorem 3.5],
Tε
 T∫
0
wεθ(t) dt
→ T∫
0
wθ(t) dt , strongly in L2(Ω × Y ). (2.26)
Moreover, by (2.12), there exists ŵ ∈ L2(ΩT × Y ), such that Tε(w) ⇀ ŵ weakly in
L2(ΩT × Y ) and MY (ŵ) = w. Hence, for every φ ∈ L2(Ω) and every ψ ∈ L2#(Y ),∫
ΩT×Y
ŵφ(x)ψ(y)θ(t) dx dy dt←
∫
ΩT×Y
Tε(wε)φ(x)ψ(y)θ(t) dx dy dt
=
∫
Ω×Y
Tε
 T∫
0
wεθ(t) dt
φ(x)ψ(y) dx dy → ∫
Ω×Y
 T∫
0
wθ(t) dt
φ(x)ψ(y) dx dy ,
which implies that ŵ = w a.e. in ΩT × Y . Therefore, Tε(wε) ⇀ w weakly in
L2(ΩT × Y ) and (2.23) is proven. 
Proposition 2.12. [17, Proposition 8] Let {wε} be a sequence in L2
(
0, T ;X ε0 (Ω)
)
(see (2.38) below, for the definition of the space X ε0 (Ω)) converging weakly to w in
L2
(
0, T ;H10(Ω)
)
, as ε→ 0, and such that
ε
T∫
0
∫
Γ ε
|∇Bwε|2 dσ dt ≤ γ , (2.27)
where γ > 0 is a constant independent of ε. Then, for the same function w˜ as in
(2.24), we have that ∇By w˜ ∈ L2(ΩT × Γ ) does exist and
T bε (∇Bwε)⇀ ∇Bxw +∇By w˜ , weakly inL2(ΩT × Γ ) . (2.28)
2.4. Setting of the problem. In this subsection, we will present both the physical
problem involving thick membranes and the concentrated version involving only (N−
1)-dimensional interfaces. It will be the purpose of the next section to show that
the concentration limit (η → 0) of the physical model actually gives rise to the
mathematical microscopic scheme.
Let λint, λout, α be strictly positive constants. We give here a complete formulation
of the problems stated in the Introduction (the operators div and ∇, as well as divB
and ∇B, act only with respect to the space variable x).
We first state the physical problem with thick membranes. To this purpose, we set
Aηε(x) = λint in Ω
ε,η
int , A
ηε(x) = λout in Ω
ε,η
out, A
ηε(x) = 0 in Γ ε,η, Bηε(x) = 0 in
Ωε,ηint ∪ Ωε,ηout, Bηε(x) = α/η in Γ ε,η. Moreover, let u0 ∈ H10 (Ω) be a given function.
For every ε, η > 0, we consider the problem for uηε ∈ L2
(
0, T ;H10(Ω)
)
given by
− div(Aηε∇uηε +Bηε∇uηεt) = 0 , in ΩT ; (2.29)
∇uηε(x, 0) = ∇u0(x) , in Γ ε,η, (2.30)
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which has the following weak formulation
T∫
0
∫
Ω
Aηε∇uηε · ∇Φdx dt−
T∫
0
∫
Ω
Bηε∇uηε · ∇Φt dx dt =
∫
Ω
Bηε∇u0 · ∇Φ(0) dx , (2.31)
for every test function Φ ∈ C∞(ΩT ) such that Φ has compact support in Ω for every
t ∈ [0, T ) and Φ(·, T ) = 0 in Ω. By [15, Theorem 2.3], for any given η > 0, problem
(2.29)–(2.30) (or (2.31)) has a unique solution uηε ∈ L2
(
0, T ;H10(Ω)
)
.
Now, let us state the concentrated problem. To this purpose, we define λε : Ω → R
as
λε = λint in Ω
ε
int, λ
ε = λout in Ω
ε
out.
For every ε > 0, we consider the problem for uε(x, t) given by
− div(λε∇uε) = 0 , in (Ωεint ∪ Ωεout)× (0, T ); (2.32)
[uε] = 0 , on Γ
ε
T ; (2.33)
−εα∆Buεt = [λε∇uε · νε] , on Γ εT ; (2.34)
uε(x, t) = 0 , on ∂Ω × (0, T ); (2.35)
∇Buε(x, 0) = ∇Bu0(x) , on Γ ε, (2.36)
where we denote
[uε] = u
out
ε − uintε , (2.37)
and the same notation is employed also for other quantities.
Since problem (2.32)–(2.36) is not standard, in order to define a proper notion of
weak solution, we need to introduce some suitable function spaces. To this purpose
and for later use, we denote by H1(Γ ε) the space of Lebesgue measurable functions
u : Γ ε → R such that u ∈ L2(Γ ε), ∇Bu ∈ L2(Γ ε). Let us also set
X ε0 (Ω) := {u ∈ H10 (Ω) : u|Γ ε ∈ H1(Γ ε)} . (2.38)
Definition 2.13. Assume that u0 ∈ X ε0 (Ω). We say that uε ∈ L2
(
0, T ;X ε0 (Ω)
)
is a
weak solution of problem (2.32)–(2.36) if
T∫
0
∫
Ω
λε∇uε ·∇Φdx dt− εα
T∫
0
∫
Γ ε
∇Buε ·∇BΦt dσ dt = εα
∫
Γ ε
∇Bu0 ·∇BΦ(x, 0) dσ ,
(2.39)
for every test function Φ ∈ C∞(ΩT ) such that Φ has compact support in Ω for every
t ∈ [0, T ) and Φ(·, T ) = 0 in Ω. 
For every ε > 0, by [15, Theorem 2.8] the problem (2.32)–(2.36) admits a unique
solution uε ∈ L2
(
0, T ;X ε0 (Ω)
)
.
If uε is smooth, by (2.4) it follows that equation (2.34) can be written in the form
− εα (∆uεt − νtε∇2uεtνε − (νε · ∇uεt) div νε) = [λ∇uε · νε] , on Γ ε, (2.40)
where ∇2uεt stands for the Hessian matrix of uεt.
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Finally, it will be useful in the sequel to define also λ : Y → R as
λ = λint in Eint, λ = λout in Eout.
Remark 2.14. We have assumed, for the sake of simplicity, that equations (2.29) and
(2.32) are homogeneous, but essentially in the same way we can treat also the case
where a source f ∈ L2(ΩT ) appears in (2.29), so that it occurs, after the concen-
tration, also in (2.32). However, in this case, if f does not satisfy some stronger
regularity condition, we cannot expect that the solutions uηε and uε admit a time-
derivative belonging to L2, so that the second term in (2.29), as well as the left-hand
side in (2.34), should be considered in a weak sense as above (see [15, Remark 2.9]).
In the homogeneous case, actually, one could show that a stronger formulation is
possible. 
The main result of the paper is the following.
Theorem 2.15. Assume that u0 ∈ H10 (Ω) ∩ H2(Ω). The unique solution uε of the
variational problem (2.39) converges, in the sense of Lemma 4.3, to (u, w) ∈ V (V
is the function space defined in Theorem 4.4), where u is the unique solution of the
homogenized problem
− div
(
C0∇ut + (λ0I + A0)∇u+
t∫
0
B0(t− τ)∇u(x, τ) dτ
)
= F, in ΩT ;
u = 0 , on ∂Ω × (0, T );
− div (C0∇u(x, 0)) = − div (C0∇u0(x)) , in Ω.
(2.41)
The corrector w in (4.3) can be factorized as
w(x, y, t) = χi0(y) ∂iu(x, t) +
t∫
0
χi1(y, t− τ) ∂iu(x, τ) dτ +W (x, y, t). (2.42)
The matrices A0, B0 and C0 are given by (4.35)- (4.37), the functions χi0 and χ
i
1 are
defined in (4.17)–(4.21) and, respectively, in (4.22)–(4.27), while the function W is
given by (4.28)–(4.32). The source term F is defined by (4.38) and
λ0 = λint|Eint|+ λout|Eout|.
Notice that the problem (2.41) must be intended in the following weak sense
−
T∫
0
∫
Ω
C0∇u · ∇Φt dx dt+
T∫
0
∫
Ω
(λ0I + A
0)∇u · ∇Φdx dt
+
T∫
0
∫
Ω
 t∫
0
B0(t− τ)∇u(x, τ) dτ
 · ∇Φdx dt
=
T∫
0
∫
Ω
FΦdx dt+
∫
Ω
C0∇u0 · ∇Φ(0) dx , (2.43)
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for every test function Φ ∈ C∞(ΩT ) such that Φ has compact support in Ω for every
t ∈ [0, T ) and Φ(·, T ) = 0 in Ω. In particular, the initial condition in (2.41) comes
from the proof of the Theorem 2.15 (see (4.16)); moreover, we remark that the order of
derivation in (2.41) (as well as in (2.34) above or (2.46) below) is not trivial and that
− div(C0∇ut) should be rewritten in the form − div ((C0∇u)t) or −∂t (div(C0∇u))
(see [15, Remark 2.9]). However, the weak formulation (2.43) is rigorous.
When different scalings with respect to ε are present, we consider, for k ∈ R, the
problem
− div(λε∇uε) = f , in (Ωεint ∪ Ωεout)× (0, T ); (2.44)
[uε] = 0 , on Γ
ε
T ; (2.45)
−εkα∆Buεt = [λε∇uε · νε] , on Γ εT ; (2.46)
uε(x, t) = 0 , on ∂Ω × (0, T ); (2.47)
∇Buε(x, 0) = ∇Bu0ε(x) , on Γ ε, (2.48)
where we are interested in keeping a nonzero source f ∈ L2(ΩT ), in order to show
that the following results are non trivial.
Theorem 2.16. Assume that f ∈ L2(Ω) and u0ε = ε(1−k)/2u0, with u0 ∈ H10 (Ω) ∩
H2(Ω). Then, if k < 1 and we are in the connected/connected case, the unique
solution uε of the problem (2.44)–(2.48) converges to 0, weakly in L
2
(
0, T ;X ε0 (Ω)
)
,
for ε→ 0.
Theorem 2.17. Assume that f ∈ L2(Ω) and u0ε = ε(1−k)/2u0, with u0 ∈ H10 (Ω) ∩
H2(Ω). Then, if k < 1 and we are in the connected/disconnected case, the unique
solution uε of the problem (2.44)–(2.48) weakly converges to u ∈ L2
(
0, T ;H10(Ω)
)
, for
ε→ 0, where u is the unique solution of the problem
−div
( ∫
Eout
λout(I +∇yχ0) dy +
∫
Γ
λout
(
(ν + ν∇yχout0 )⊗ yM
)
dσ
)
∇u
= f, in ΩT ;
u = 0, on ∂Ω × (0, T ),
where χj0 ∈ H1#(Y ), j = 1, . . . , N , are Y -periodic functions with null mean average
satisfying (4.17)–(4.21) and yM = y −
∫
Y
y dy. The homogenized matrix Ahom :=∫
Eout
λout(I +∇yχ0) dy +
∫
Γ
λout
(
(ν + ν∇yχout0 ) ⊗ yM
)
dσ is symmetric and positive
definite.
Theorem 2.18. Assume that f ∈ L2(Ω) and u0ε = ε(1−k)/2u0, with u0 ∈ H10 (Ω) ∩
H2(Ω). Then, if k > 1, the unique solution uε of the problem (2.44)–(2.48) weakly
converges to u ∈ L2(0, T ;H10(Ω)), for ε → 0, where u is the unique solution of the
problem
− div
(∫
Y
λ(I +∇yχ˜0) dy
)
∇u
 = f , in ΩT ;
u = 0 , in ∂Ω × (0, T ) ,
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where χ˜j0 ∈ H1#(Y ), j = 1, . . . , N , are Y -periodic functions with null mean aver-
age satisfying (5.7)–(5.8). The homogenized matrix Ahom :=
∫
Y
λ(I + ∇yχ˜0) dy is
symmetric and positive definite.
3. Derivation of the concentrated problem
In this section, using a local parametrization of the regular surface Γ ε as in [18,
Section 3] (see also [8, Section 3]) and following the outline of [18, Theorem 3.1], we
prove the following result.
Theorem 3.1. Assume that u0 ∈ W 1,∞0 (Ω)∩H2(Ω). Let uηε be the solution of (2.31).
Then,
uηε ⇀ uε , ∇uηε ⇀ ∇uε , weakly in L2(ΩT ), (3.1)
where uε is the solution of (2.39).
Proof. We first note that, as proven in [15, Proposition 2.2], one can derive from
(2.31) the energy inequality
T∫
0
∫
Ωε,ηout∪Ω
ε,η
int
|∇uηε |2 dx dt+
1
η
sup
t∈(0,T )
∫
Γ ε,η
|∇uηε |2(t) dx
≤ α
ηmin(λint, λout, α)
∫
Γ ε,η
|∇u0|2 dx ≤ γ α η|Γ
ε|
ηmin(λint, λout, α)
‖∇u0‖2L∞(Ω) ≤ γ ,
(3.2)
where γ depends on ε, λint, λout, α, ‖∇u0‖L∞(Ω), but not on η. As a consequence of
(3.2), as η → 0, we may assume, extracting a subsequence if needed, that
uηε ⇀ uε , ∇uηε ⇀ ∇uε , weakly in L2(ΩT ),
where, for every ε > 0, uε ∈ L2
(
0, T ;H10(Ω)
)
.
In order to proceed with the concentration of problem (2.29)–(2.30), we need to
choose a suitable testing function in the weak formulation (2.31), before passing to
the limit for η → 0. To this purpose, we recall that there exists an η0 > 0, such that
for η < η0, the application
ψ : Γ ε × [−εη, εη]→ Γ ε,2η , ψ(y
Γε
, r) = y
Γε
+ rνε(yΓε ) = y ∈ Γ ε,2η
is a diffeomorfism onto its image, where we denote by Γ ε,2η the tubular neighborhood
of Γ ε with thickness 2εη. Clearly, Γ ε,2η can be considered as the union of surfaces
denoted by Γ εr parallel to Γ
ε and at distance |r| from it, when r varies in [−εη, εη].
Hence, for y ∈ Γ ε,2η, there exists a unique (y
Γε
, r) ∈ Γ ε×[−εη, εη] such that y = y
Γε
+
rνε(yΓε ) and, then, y ∈ Γ εr and νε(yΓε ) coincides with the normal to the surface Γ εr at
y. Moreover, we can locally parametrize Γ ε in such a way that there exist Γ̂ ε ⊂ RN−1
and y
Γε
: Γ̂ ε → Γ ε such that Γ ε ∋ y
Γε
= y
Γε
(ξ), where ξ = (ξ1, . . . , ξN−1) ∈ Γ̂ ε and, if
we set dσ =
√
g(ξ) dξ, we may assume that γ1 ≤
√
g(ξ) ≤ γ2, for every ξ ∈ Γ̂ ε, where
γ1, γ2 are suitable strictly positive constants. As a consequence, we have obtained
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a change of coordinates in RN , whose Jacobian matrix will be denoted by J(ξ, r),
defined by
Γ ε,2η ∋ y = (y1, . . . , yN)←→ (ξ, r) = (ξ1, . . . , ξN−1, r) ∈ Γ̂ ε × [−εη, εη] .
By the assumed regularity of Γ ε, it follows that J(ξ, r) = J(ξ, 0) +Mη, where Mη
denotes a suitable matrix such that |Mη| ≤ γη, so that |detJ(ξ, r)| = |detJ(ξ, 0)|+Rη,
where |Rη| ≤ γη; moreover, by the choice of the coordinates (ξ, r), we have that
|detJ(ξ, 0)| = √g(ξ) (recall that the volume element dy = |detJ(ξ, r)| dξ dr, for
r = 0, i.e. on Γ ε, becomes dy = |detJ(ξ, 0)| dξ dr = dσ dr =√g(ξ) dξ dr).
Finally, we define π0(y) = yΓε as the orthogonal projection of y ∈ Γ ε,2η on Γ ε and
ρ(y) = r as the signed distance of y ∈ Γ ε,2η from Γ ε. Note that |∇ρ(y)| is bounded.
In the sequel, we assume without loss of generality that the support of our testing
functions is sufficiently small to allow for the representation introduced above. The
general case can then be recovered by means of a standard partition of unity argu-
ment. Moreover, for the sake of brevity, we will use the same symbol for the same
function even if written with respect to different variables.
Let now Φ ∈ C∞(ΩT ) be any given testing function for the concentrated problem
(2.32)–(2.36) as in Definition 2.13, with the additional assumption on its support
stated above. Starting from Φ, we construct a suitable test function Φηε for problem
(2.31) in such a way that it does not depend on the transversal coordinate inside
Γ ε,η (thus it is equal to its value on Γ ε) and it is linearly connected with Φ in Ωε,ηint
and Ωε,ηout along the r-direction. It is crucial in order to develop the concentration
procedure to make this gluing where the diffusivity in equation (2.29) is stable with
respect to η, i.e. inside the set Γ ε,2η \ Γ ε,η ⊂ Ωε,ηint ∪Ωε,ηout. To this purpose, define
Φηε(y, t) =

Φ(y, t) if (y, t) ∈ (Ωε,ηout \ Γ ε,2η)× (0, T );
Φηεout(y, t) if (y, t) ∈ (Ωε,ηout ∩ Γ ε,2η)× (0, T );
Φ
(
π0(y), t
)
if (y, t) ∈ Γ ε,η × (0, T );
Φηεint(y, t) if (y, t) ∈ (Ωε,ηint ∩ Γ ε,2η)× (0, T );
Φ(y, t) if (y, t) ∈ (Ωε,ηint \ Γ ε,2η)× (0, T ),
(3.3)
where
Φηεout(y, t) =
[
Φ
(
π0(y) + εηνε(π0(y)), t
) − Φ(π0(y), t)]2ρ(y)− εη
εη
+ Φ
(
π0(y), t
)
and
Φηεint(y, t) =
[
Φ
(
π0(y), t
) − Φ(π0(y) − εηνε(π0(y)), t)]2ρ(y) + εη
εη
+ Φ
(
π0(y), t
)
.
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By a density argument, we can use the Lipschitz continuous function Φηε as a testing
function in (2.31); then, it follows that
T∫
0
∫
(Ωε,ηint ∪Ω
ε,η
out)\Γ
ε,2η
λε∇uηε · ∇Φdy dt−
α
η
T∫
0
∫
Γ ε,η
∇uηε · ∇
(
Φt
(
π0(y), t
))
dy dt
+
T∫
0
∫
Ωε,ηint ∩Γ
ε,2η
λε∇uηε · ∇Φηεint dy dt+
T∫
0
∫
Ωε,ηout∩Γ
ε,2η
λε∇uηε · ∇Φηεout dy dt
=
α
η
∫
Γ ε,η
∇u0 · ∇
(
Φ
(
π0(y), 0
))
dy . (3.4)
We take into account that
∇Φηεout(y, t) = ℑ(η) +
[
Φ
(
π0(y) + εηνε(π0(y)), t
)− Φ(π0(y), t)]2∇ρ(y)
εη
,
where with ℑ(η) we denote a bounded quantity with respect to η, and that∣∣∣Φ(π0(y) + εηνε(π0(y)), t)− Φ(π0(y), t)∣∣∣ ≤ γεη , (3.5)
with γ independent of η. Clearly, similar estimates hold for Φηεint. Owing to (3.2), it
is easy to see that, when η → 0, the second line in the equality (3.4) tends to 0. In
addition obviously
T∫
0
∫
(Ωε,ηint ∪Ω
ε,η
out)\Γ
ε,2η
λε∇uηε · ∇Φdy dt→
T∫
0
∫
Ωεint∪Ω
ε
out
λε∇uε · ∇Φdy dt .
Hence, the crucial limits are the second and the fifth ones in (3.4). Let us deal
with the second limit; the fifth can be treated in a similar and even simpler way.
In order to do this, we pass to the new coordinates (ξ, r) defined above, recalling
that J(ξ, r) denotes the Jacobian matrix of such a change of coordinates. Moreover,
denoting by ∇BΓ εr the tangential gradient with respect to the surface Γ εr and recalling
that the normal vector at y ∈ Γ εr coincides with the normal at π0(y) ∈ Γ ε, we
have ∇BΓ εr uηε = ∇uηε − (νε(π0(y)) · ∇uηε)νε(π0(y)), with r = ρ(y). Also, since the
test function does not depend on the normal coordinate r in Γ ε,η, we have that
∇(Φ(π0(y), t)) = ∇B(Φ(π0(y), t)) and hence ∇uηε · ∇Φ = ∇BΓ ε
ρ(y)
uηε · ∇BΦ.
Next we denote by J˜(ξ, r) the N × (N − 1) rectangular matrix such that, for every
function v(y), J˜(ξ, r)∇ξv(ξ, r) = ∇BΓ ε
ρ(y)
v(y), and we let, for the sake of simplicity,
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J˜(ξ) := J˜(ξ, 0). Then, we can rewrite
α
η
T∫
0
∫
Γ ε,η
∇uηε · ∇
(
Φt
(
π0(y), t
))
dy dt =
α
η
T∫
0
∫
Γ ε,η
∇BΓ ε
ρ(y)
Φt
(
π0(y), t
) · ∇BΓ ε
ρ(y)
uηε dy dt
=
α
η
T∫
0
∫
Γ̂ ε
εη/2∫
−εη/2
(J˜(ξ, r)∇ξΦt(ξ, 0, t))T J˜(ξ, r)∇ξuηε |detJ(ξ, r)| dξ dr dt
= αε
T∫
0
∫
Γ̂ ε
(
J˜(ξ)∇ξΦt
(
ξ, 0, t
))T  1
εη
εη/2∫
−εη/2
J˜(ξ)∇ξuηε
(
ξ, r, t
)
dr
√g(ξ) dξ dt+ I2(η)
=: I1 + I2(η) ,
where the superscript T denotes the transposed vector. Obviously, due to the regu-
larity of Γ ε, also the matrix J˜ is regular, so that J˜(ξ, r) = J˜(ξ, 0) +O(η).
Clearly, using the energy estimate (3.2), we obtain
|I2(η)| ≤ γ η√
η
1
η
T∫
0
∫
Γ ε,η
|∇uηε |2 dy dt
1/2√η ≤ γη → 0 as η → 0.
On the other hand, again by the energy estimate (3.2), it follows that there exists a
vector function V ∈ L2(0, T ;L2(Γ̂ ε)) such that, up to a subsequence,
1
εη
εη/2∫
−εη/2
J˜(ξ)∇ξuηε(ξ, r, t) dr ⇀ V , weakly in L2(0, T ;L2(Γ̂ ε)),
so that
I1 → αε
T∫
0
∫
Γ̂ ε
(
J˜(ξ)∇ξΦt(ξ, 0, t)
)T
V
√
g(ξ) dξ dt = αε
T∫
0
∫
Γ ε
∇BΦt ·V dσ dt .
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It remains to identify V as the tangential gradient of the limit uε; i.e., V = ∇Buε on
Γ ε. To this aim, we consider a vector test function Ψ ∈ C1c (ΩT ); we obtain
T∫
0
∫
Γ ε
divB Ψ uε dσ dt←−
T∫
0
∫
Γ ε
divB Ψ
 1
εη
εη/2∫
−εη/2
uηε(yΓε + rνε(yΓε ), t) dr
 dσ dt
= −
T∫
0
∫
Γ ε
Ψ · ∇B
 1
εη
εη/2∫
−εη/2
uηε(yΓε + rνε(yΓε ), t) dr
 dσ dt
= −
T∫
0
∫
Γ̂ ε
Ψ ·
 1
εη
εη/2∫
−εη/2
J˜(ξ)∇ξuηε(ξ, r, t) dr
√g(ξ) dξ dt −→
−
T∫
0
∫
Γ̂ ε
Ψ ·V
√
g(ξ) dξ dt = −
T∫
0
∫
Γ ε
Ψ ·V dσ dt ,
which implies that V = ∇Buε. Similarly, we can prove that
α
η
∫
Γ ε,η
∇u0 · ∇
(
Φ
(
π0(y), 0
))
dy → αε
∫
Γ ε
∇Bu0 · ∇BΦ(y, 0) dσ .
This proves that the limit for η → 0 of equality (3.4) yields (2.39); i.e., the concen-
tration limit of uηε is the weak solution of system (2.32)–(2.36).
By the uniqueness of solutions to the limit problem (2.39), the whole sequence {uηε}
converges. 
4. Homogenization of the microscopic problem
Our goal in this section is to describe the asymptotic behavior, as ε → 0, of the
solution uε ∈ L2
(
0, T ;X ε0 (Ω)
)
of problem (2.32)–(2.36).
From [15, Theorem 2.8], we obtain the following result.
Theorem 4.1. If u0 ∈ H10 (Ω) ∩ H2(Ω), then, for any ε ∈ (0, 1), the variational
problem (2.39) has a unique solution uε ∈ L2
(
0, T ;X ε0 (Ω)
)
. Moreover, there exists a
constant γ > 0, independent of ε, such that
T∫
0
∫
Ω
|∇uε|2 dx dτ + ε sup
t∈(0,T )
∫
Γε
|∇Buε|2 dσ ≤ γ. (4.1)
Remark 4.2. Notice that, as proven in [17, Section 3], the assumption u0 ∈ H10 (Ω) ∩
H2(Ω) implies that, for every ε > 0, u0 ∈ H1(Γ ε) and
ε
∫
Γ ε
|∇Bu0|2 dσ ≤ γ , (4.2)
with γ independent of ε. This is the crucial tool in order to obtain (4.1) above. 
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The convergence results stated in the next lemma are a consequence of the a priori
estimates (4.1) and of the general compactness results obtained in Subsection 2.3 (see
Theorem 2.11 and Proposition 2.12).
Lemma 4.3. Let uε ∈ L2
(
0, T ;X ε0 (Ω)
)
be the unique solution of problem (2.39).
Then, up to a subsequence, still denoted by ε, there exist u ∈ L2(0, T ;H10(Ω)) and
w ∈ L2(ΩT ;H1#(Y )) with MY (w) = 0 and ∇By w ∈ L2(ΩT × Γ) such that
uε ⇀ u weakly in L
2(0, T ;H10(Ω)),
Tε(uε) ⇀ u weakly in L2 (ΩT × Y ),
Tε(∇uε) ⇀ ∇u+∇yw weakly in L2(ΩT × Y ),
T bε (∇Buε) ⇀ ∇Bu+∇By w weakly in L2(ΩT × Γ ).
Theorem 4.4. Let us set
W#(Y ) = {v ∈ H1#(Y ) |MY (v) = 0, ∇By v ∈ L2(ΩT × Γ )}
V = L2(0, T ;H10(Ω))× L2(ΩT ;W#(Y )).
The unique solution uε ∈ L2
(
0, T ;X ε0 (Ω)
)
of the variational problem (2.39) converges,
in the sense of Lemma 4.3, to the unique solution (u, w) ∈ V of the following unfolded
limit problem
T∫
0
∫
Ω×Y
λ (∇u+∇yw) · (∇ϕ+∇yΨ) dx dy dt
−α
T∫
0
∫
Ω×Γ
(∇Bu+∇By w) · (∇Bϕt +∇By Ψt) dx dσ dt
= α
∫
Ω×Γ
∇Bu0 · (∇Bϕ(x, 0) +∇By Ψ(x, y, 0)) dx dσ,
(4.3)
for all ϕ ∈ H1(0, T ;H10(Ω)) and Ψ ∈ L2(ΩT ;H1#(Y ))∩H1 (0, T ;L2(Ω,H1(Γ ))) with
ϕ(·, T ) = 0 in Ω, Ψ(·, ·, T ) = 0 in Ω × Y .
Proof. Preliminarily, we note that equation (4.3) admits at most one solution. Indeed,
setting U = u2 − u1 and W = w2 − w1, where (ui, wi), i = 1, 2, are two solutions of
(4.3), we obtain in a standard way from the equation written for (U,W)
T∫
0
∫
Ω×Y
λ|∇U +∇yW|2 dx dy dt + α
2
∫
Ω×Γ
|∇BU +∇ByW|2(T ) dx dσ = 0 .
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Hence, dropping the last integral (which is nonnegative) and using the Y -periodicity
of W, we obtain
T∫
0
∫
Ω×Y
(|∇U |2 + |∇yW|2) dx dy dt
=
T∫
0
∫
Ω×Y
(|∇U |2 + |∇yW|2) dx dy dt+ 2
T∫
0
∫
Ω
∇U · ∫
Y
∇yW dy
 dx dt
=
T∫
0
∫
Ω×Y
|∇U +∇yW|2 dx dy dt ≤ 0 .
Therefore, taking into account that U vanishes on ∂Ω and W has null mean average
in Y , we get U =W = 0; i.e., the asserted uniqueness.
In order to obtain the limit problem (4.3), we choose in the variational formulation
(2.39) the admissible test function
Φ(x, t) = ϕ(x, t) + εφ(x, t)ψ
(x
ε
)
, (4.4)
with ϕ, φ ∈ C∞([0, T ]; C∞c (Ω)), ϕ(·, T ) = φ(·, T ) = 0 in Ω and ψ ∈ C∞# (Y ).
Then, by unfolding each term with the corresponding operator, we get
T∫
0
∫
Ω×Y
Tε(λε)Tε(∇uε) · Tε(∇Φ) dy dx dt− α
T∫
0
∫
Ω×Γ
T bε (∇Buε) · T bε (∇BΦt) dσ dx dt
= α
∫
Ω×Γ
T bε (∇Bu0) · T bε (∇BΦ(x, 0)) dσ dx+Rε, (4.5)
where Rε = o(1) as ε→ 0. Our goal now is to pass to the limit with ε→ 0 in (4.5).
By Remark 2.5, Proposition 2.9 and Proposition 2.10, we obviously have
Tε(∇Φ)→∇ϕ+∇yΨ strongly in L2(ΩT × Y ); (4.6)
T bε (∇BΦt)→ ∇Bϕt +∇By Ψt strongly in L2(ΩT × Γ ); (4.7)
T bε (∇BΦ(x, 0))→ ∇Bϕ(x, 0) +∇By Ψ(x, 0) strongly in L2(ΩT × Γ ), (4.8)
where Φ is given in (4.4) and Ψ(x, y, t) = φ(x, t)ψ(y). Therefore, by using the con-
vergence results stated in Lemma 4.3 and recalling again (2.20) and Proposition 2.9,
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we obtain
T∫
0
∫
Ω×Y
λ (∇u+∇yw) · (∇ϕ+∇yΨ) dx dy dt
− α
T∫
0
∫
Ω×Γ
(∇Bu+∇By w) · (∇Bϕt +∇By Ψt) dx dσ dt =
α
∫
Ω×Γ
∇Bu0 · (∇Bϕ(x, 0) +∇By Ψ(x, y, 0)) dx dσ.
Standard density arguments lead us to (4.3). Moreover, due to the uniqueness of
(u, w) ∈ V, all the above convergences hold true for the whole sequence. 
Remark 4.5. Our goal now is to obtain the factorized formulation of the unfolded
problem (4.3). Let us point out that this formulation involves the time derivatives
of the solution and of its corrector (in the distributional sense). Due to the presence
of these terms generated by the dynamical boundary condition on Γε in the micro-
scopic problem, we have to introduce a non-standard type of cell functions containing
memory terms. Our limit model can be compared with [5, 7, 11, 17]. 
Proof of Theorem 2.15 By taking first ϕ = 0 and suitable test functions Ψ, in the
unfolded limit problem (4.3), and then Ψ = 0 with suitable choices of ϕ, we obtain
formally
− div
(
λ0∇u+
∫
Y
λ∇yw dy
)
−div
(
α
(∫
Γ
∇But dσ+
∫
Γ
∇By wt dσ
))
=0, in ΩT ; (4.9)
− divy (λ(∇u+∇yw)) = 0 , in ΩT × (Eint ∪ Eout); (4.10)
− divBy
(
α(∇But +∇By wt)
)
= [λ(∇u+∇yw) · ν] , on ΩT × Γ ; (4.11)
u = 0 , on ∂Ω × (0, T ); (4.12)
complemented with the initial conditions
− div
∫
Γ
(∇Bu(x, 0) +∇By w(x, y, 0)) dσ
 = − div
∫
Γ
∇Bu0 dσ
, in Ω. (4.13)
− divBy
(∇Bu(x, 0) +∇By w(x, y, 0)) = − divBy (∇Bu0), on Ω× Γ , (4.14)
Note that (4.13) is the initial condition associated to (4.9), while (4.14) is the initial
condition associated to (4.11).
Equation (4.14) for w is uniquely solvable on each connected component Γi, i =
1, . . . , m, of Γ in terms of u and u0, up to an additive y-constant function Ci(x),
depending on the ith connected component. The functions Ci(x) can be chosen iden-
tically equal to 0, since they do not play any role in (4.14). Moreover, it is easy to
prove that the function w(x, y, 0) = −χ0(y) · [∇u0(x)−∇u(x, 0)], with χ0 defined by
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(4.17)–(4.20) below, is the required solution. In particular, if Ωεout is connected and
Ωεint is disconnected, then χ0(y) = −y+ ci, on each connected component Γi, so that
∇By w(x, y, 0) = ∇By (y · [∇u0(x)−∇u(x, 0)]) = ∇Bu0(x)−∇Bu(x, 0) , (4.15)
and equation (4.13) becomes simply an identity. On the contrary, if Ωεout and Ω
ε
int
are both connected, then (4.13) becomes
− div (C0∇u(x, 0)) = − div (C0∇u0) , (4.16)
where C0 is the matrix defined in (4.37) below.
The presence of the time derivatives in (4.9) and (4.11) suggests us looking for the
corrector w in the non-standard form given in (2.42). The factorization in terms of
the cell function χ0 : Y → RN is rather standard, though the problem which defines
χ0 is not (see (4.17)–(4.21)). However, due to the dynamical boundary condition
on Γε, apart from this function, we need to introduce two new cell functions, χ1 :
Y × (0, T )→ RN and W : Ω × Y × (0, T )→ R (see (4.22)–(4.27) and (4.28)–(4.32)).
More precisely, introducing (2.42) in (4.10)–(4.14), we are led to the following local
problems for χ0 and, respectively, χ1:
− divy
(
λ∇y(yj + χj0)
)
= 0 , in Eint ∪ Eout; (4.17)
[χj0] = 0 , on Γ ; (4.18)
− divBy
(
α∇By (yj + χj0)
)
= 0 , on Γ ; (4.19)∫
Γi
(∇yχj0)(out) · ν dσ = 0 , i = 1, . . . , m (4.20)∫
Y
χj0 dy = 0 , (4.21)
and
− divy
(
λ∇yχj1
)
= 0 , in (Eint ∪ Eout)× (0, T ); (4.22)
[χj1] = 0 , on Γ × (0, T ); (4.23)
−α divBy
(∇By χj1t) = [λ∇yχj1 · ν] , on Γ × (0, T ); (4.24)
∇By χj1(y, 0) = ∇By vj(y) , on Γ , (4.25)∫
Y
χj1 dy = 0 , (4.26)
where the initial data ∇By vj = ∇By vj(y) is the solution of the problem
− α divBy
(∇By vj(y)) = [λ∇y(yj + χj0) · ν] , on Γ = m⋃
i=1
Γi. (4.27)
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The scalar function W =W (x, y, t) is defined as the solution of the problem
− divy (λ∇yW ) = 0 , in (Eint ∪ Eout)× (0, T ); (4.28)
[W ] = 0 , on Γ × (0, T ); (4.29)
−α divBy
(∇By Wt) = [λ(∇yW · ν)] , on Γ × (0, T ); (4.30)
∇By W (x, y, 0) = −∇By χ0(y)∇u0(x) , on Γ ; (4.31)∫
Y
W dy = 0 . (4.32)
The cell problem (4.17)–(4.21) admits a unique solution χj0 ∈ H1#(Y ) ∩ H1(Γ ), for
j = 1, . . . , N . Indeed, it can be solved starting from (4.19), which gives the boundary
conditions on each connected component Γi of Γ , up to an additive constant ci
on Γi, i = 1, . . . , m. Then, we solve the problem (4.17) in Eout, and we use [15,
Proposition 2.6] in order to satisfy also (4.20), properly choosing the constants ci
appearing in the first step. In the next step, we solve (4.17)–(4.18) in each connected
component of Eint. In the last step, we can add a global suitable constant to the
solution thus obtained, in order to satisfy also (4.21). Notice that the conditions
(4.20) are crucial, since they are required in order that the right-hand side of (4.27)
satisfies the compatibility conditions needed for the existence of a unique solution
(up to an additive constant, which plays no role in (4.25), so that it can be chosen
equal to zero). Finally, the cell problems (4.22)–(4.26) and (4.28)–(4.32) have unique
solutions belonging to L2
(
0, T ;H1#(Y ) ∩ H1(Γ )
)
by [15, Theorem 2.8 and Remark
4.7]. Actually, by standard bootstrap arguments, it follows that χ0 ∈ C∞# (Y ) and
χ1 ∈ C∞
(
0, T ; C∞# (Y )
)
. By introducing the particular form of the corrector (2.42) in
the equation (4.9), we get, rearranging the terms,
− div
(
α
∫
Γ
∇But dσ + α
∫
Γ
∇By χ0∇ut dσ
)
− div
(
λ0∇u+
∫
Y
λ∇yχ0∇u dy + α
∫
Γ
∇By χ1(y, 0)∇u(x, t) dσ
)
− div
( t∫
0
∫
Y
λ∇yχ1(y, t− τ)∇u(x, τ) dτ dy + α
t∫
0
∫
Γ
∇By χ1t(y, t− τ)∇u(x, τ) dτ dσ
)
= div
(∫
Y
λ∇yW dy + α
∫
Γ
∇By Wt dσ
)
. (4.33)
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The principal part of the equation in the first line of (4.33) can be written as follows
− div
(
α
∫
Γ
∇But dσ + α
∫
Γ
∇By χ0∇ut dσ
)
=
− α div
(∫
Γ
(I − ν ⊗ ν)
)
∇ut +
( ∫
Γ
∇By χ0 dσ
)
∇ut
 =
− α div
(∫
Γ
(I − (ν ⊗ ν) +∇By χ0) dσ
)
∇ut
 . (4.34)
We define
A0 =
∫
Y
λ∇yχ0 dy + α
∫
Γ
∇By χ1(y, 0) dσ =
∫
Γ
{
α∇By χ1(y, 0)− [λ]χ0 ⊗ ν
}
dσ , (4.35)
B0(t) = α
∫
Γ
∇By χ1t(y, t) dσ+
∫
Y
λ∇yχ1(y, t) dy =
∫
Γ
{
α∇By χ1t(y, t)− [λ]χ1(y, t)⊗ ν
}
dσ
(4.36)
and
C0 = α
∫
Γ
(
I − ν ⊗ ν +∇By χ0
)
dσ = α
∫
Γ
∇By (χ0 + y) dσ. (4.37)
Obviously, the matrix B0 is of class C∞(0, T ). Also, we set
F =div
∫
Y
λ∇yW dy + α
∫
Γ
∇By Wt dσ
= div∫
Γ
(
α∇By Wt − [λ]Wν
)
dσ. (4.38)
The matrices A0, B0 and C0 are well-defined. By using the definition of the matrices
A0, B0 and C0, we obtain that the two-scale system (4.9)–(4.14) can be decoupled
and we get immediately the homogenized equation appearing in problem (2.41). Con-
cerning the boundary and the initial condition, we note that the first one is simply a
direct consequence of the fact that the pair (u, w) ∈ V, while the second one depends
on the geometry. Indeed, in the connected/disconnected case, taken into account
that C0 = 0, as follows from Lemma 4.8 below, the homogenized problem does not
require any initial condition, according to the fact that the last equation in (2.41)
disappears. As observed at the beginning of the proof, this corresponds to the fact
that (4.13) becomes, in this case, an identity. On the contrary, in the connected-
connected case C0 is positive definite, as a consequence of Lemma 4.7 below, so that
an initial condition in (2.41) is in fact required.

Remark 4.6. Assume that Ωεout and Ω
ε
int are both connected and that the solution u
of (4.3) is sufficiently regular so that, up to time t = 0, we have that u = 0 on ∂Ω.
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Then, any solution
(
u(·, 0), w(·, ·, 0)) of the system (4.13)–(4.14), complemented with
the condition u(x, 0) = 0 on ∂Ω, satisfies
u(x, 0) = u0(x) , ∇By w(x, y, 0) = 0 . (4.39)
Indeed, setting U(x) = u2(x, 0) − u1(x, 0) and W(x, y) = w2(x, y, 0) − w1(x, y, 0),
where (ui, wi), i = 1, 2, are two solutions of the system (4.13)–(4.14) satisfying u1|∂Ω =
0 = u2|∂Ω, using U and W as testing functions in (4.13) and (4.14) (written for
(ui, wi)), respectively, integrating by parts and subtracting the two equations, it
follows ∫
Ω×Γ
|∇ByW|2 dx dσ = −
∫
Ω×Γ
∇ByW · ∇BU dx dσ (4.40)
and
∫
Ω×Γ
|∇BU |2 dx dσ =
∫
Ω
∫
Γ
∇BU dσ
 · ∇U dx =
−
∫
Ω
∫
Γ
∇ByW dσ
 · ∇U dx = − ∫
Ω×Γ
∇ByW · ∇BU dx dσ . (4.41)
Summing (4.40) and (4.41), we obtain
∫
Ω×Γ
∣∣∇BU +∇ByW∣∣2 dx dσ = 0 .
This implies ∇ByW = −(I − ν ⊗ ν)∇U = −∇By (y · ∇U), with U depending only on x
and where we used the fact that ∇By y = I − ν ⊗ ν. Hence, there exists a y-constant
function C(x) such that W(x, y) + y · ∇U(x) = C(x) on Γ ; but exploiting the Y -
periodicity of W and taking into account the geometrical setting, we get ∇U = 0
in Ω and W (x, y) = C(x) on Γ . Therefore, since U vanishes on ∂Ω, it follows that
U = 0 in Ω. Moreover, ∇ByW = 0 on Γ . Hence, taking into account that u0|∂Ω = 0
and that a pair satisfying (4.39) (that is a pair (u0, w), with ∇By w = 0) is a solution
of (4.13)–(4.14), the assertion follows.
Lemma 4.7. The matrix C0 is symmetric. Moreover, if we are in the connected/connected
case, then the matrix C0 is also positive definite.
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Proof. Taking into account (4.19), let us compute
α
∫
Γ
∇By (χh0 + yh) · ∇By (χj0 + yj) dσ
= α
∫
Γ
∇By (χh0 + yh) · ∇By χj0 dσ + α
∫
Γ
∇By (χh0 + yh) · ∇By yj dσ
= α
∫
Γ
∇By χh0 · (ej − νjν) dσ + α
∫
Γ
(eh − νhν) · (ej − νjν) dσ
= α
∫
Γ
(∇By χh0)j dσ + α ∫
Γ
(δhj − νhνj) dσ = C0hj , (4.42)
where the last equality follows from definition (4.37). Hence, the symmetry of the
matrix C0 is proved. In order to prove the positive definiteness, we calculate
N∑
h,j=1
C0hjξhξj = α
∫
Γ
N∑
h,j=1
∇By (χh0ξh + yhξh) · ∇By (χj0ξj + yjξj) dσ
= α
∫
Γ
∣∣ N∑
h=1
∇By (χh0ξh + yhξh)
∣∣2 dσ = α ∫
Γ
∣∣∣∣∣∇By
(
N∑
h=1
(χh0ξh + yhξh)
)∣∣∣∣∣
2
dσ ≥ 0 .
(4.43)
Assume, by contradiction, that the last integral is equal to zero for a nonzero vector
ξ = (ξ1, . . . , ξN); this implies that, a.e. on Γ ,
∇By
(
N∑
h=1
(χh0ξh + yhξh)
)
= 0 , which implies that
N∑
h=1
(χh0(y)ξh + yhξh) = C ,
for a suitable constant C. However, in this case we have
C −
N∑
h=1
χh0(y)ξh =
N∑
h=1
yhξh , (4.44)
which leads to a contradiction, since the left-hand side of (4.44) is a periodic function
on Γ while the right-hand side is not because of our geometrical assumptions. Hence,
the last inequality in (4.43) is actually strict and, by standard arguments, this is
enough to prove that the homogenized matrix is positive definite. 
Lemma 4.8. If we are in the connected/disconnected case, then the matrix C0 = 0.
Proof. Equation (4.17) implies that, up to an additive constant, χj0 = −yj on each
connected component of Eint ∪ Γ and hence the matrix C0 = 0. 
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Remark 4.9. In the connected/disconnected case, the previous Lemma 4.8 implies
that the principal part of equation (4.33) becomes
− div
(λ0I + ∫
Y
λ∇yχ0 dy + α
∫
Γ
∇By χ1(y, 0) dσ
)
∇u

= − div
((
λ0I + A
0
)
∇u
)
,
while this is not the case when Ωεint and Ω
ε
out are both connected. Moreover, since
∇yχj0 = −ej on Eint, we may rewrite the homogenized matrix in the form
λ0I +
∫
Y
λ∇yχ0 dy + α
∫
Γ
∇By χ1(y, 0) dσ
= λint|Eint|I + λout|Eout|I + λout
∫
Eout
∇yχ0 dy − λint|Eint|I + α
∫
Γ
∇By χ1(y, 0) dσ
=
∫
Eout
λout(I +∇yχ0) dy + α
∫
Γ
∇By χ1(y, 0) dσ
= λout|Eout|I + λout
∫
Γ
y ⊗ ν dσ + α
∫
Γ
∇By χ1(y, 0) dσ . (4.45)

Remark 4.10. We note that in the case of a layered geometry, where the layers are for
instance transversal to the direction eh, a similar argument as the one in Lemma 4.8
leads to prove that the matrix C0 is not identically equal to zero, but it degenerates
in the direction eh, since in this case we have χ
h
0(y) = −yh in Eint (up to an additive
constant). 
Lemma 4.11. The matrix λ0I + A
0 is symmetric and positive definite.
Proof. Taking into account (4.17), let us compute
0 = −
∫
Y
divy
(
λ∇y(χj0+yj)
)
χh0 dy =
∫
Y
λ∇y(χj0+yj)·∇yχh0 dy+
∫
Γ
[λ∇y(χj0+yj)·ν]χh0 dσ .
(4.46)
Moreover, by (4.19), it follows that
0 = −α
∫
Γ
∆By(χ
h
0 + yh)χ
j
1(y, 0) dσ = α
∫
Γ
∇By (χh0 + yh) · ∇By χj1(y, 0) dσ ,
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i.e.
− α
∫
Γ
∇By χj1(y, 0) · ∇By χh0 dσ = α
∫
Γ
∇By χj1(y, 0) · ∇By yh dσ
= α
∫
Γ
∇By χj1(y, 0) · (eh − νhν) dσ = α
∫
Γ
(
∇By χj1(y, 0)
)
h
dσ . (4.47)
Next, by (4.27), we get
0 = −α
∫
Γ
∆Byχ
j
1(y, 0)χ
h
0 dσ −
∫
Γ
[λ∇y(χj0 + yj) · ν]χh0 dσ
= α
∫
Γ
∇By χj1(y, 0) · ∇By χh0 dσ +
∫
Y
λ∇y(χj0 + yj) · ∇yχh0 dy (4.48)
where, in the last equality, we used (4.46). Finally, we check directly
∫
Y
λ∇y(χj0 + yj) · ∇yyh dy =
∫
Y
λ
(
∂χj0
∂yh
+ δhj
)
dy . (4.49)
Then, by (4.47)–(4.49), we obtain
∫
Y
λ∇y(χj0+yj)·∇y(χh0+yh) dy =
∫
Y
λ∇y(χj0+yj)·∇yχh0 dy+
∫
Y
λ∇y(χj0+yj)·∇yyh dy
= −α
∫
Γ
∇By χj1(y, 0) · ∇By χh0 dσ + λ0δhj +
∫
Y
λ
∂χj0
∂yh
dy
= α
∫
Γ
(
∇By χj1(y, 0)
)
h
dσ + λ0δhj +
∫
Y
λ
∂χj0
∂yh
dy = λ0δhj + A
0
jh , (4.50)
where, in the last equality, we recall (4.35). Therefore, the symmetry of the matrix
λ0I + A
0 is proved.
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In order to prove its positive definiteness, we proceed as follows: setting λmin =
min(λint, λout) and using Jensen’s inequality, we obtain
N∑
h,j=1
(λ0I + A
0)hjξhξj =
∫
Y
λ
N∑
h,j=1
∇y(χh0ξh + yhξh) · ∇y(χj0ξj + yjξj) dy
≥ λmin
∫
Y
∣∣ N∑
h=1
∇y(χh0ξh + yhξh)
∣∣∣2 dy ≥ λmin
∣∣∣∣∣∣
∫
Y
N∑
h=1
∇y(χh0ξh + yhξh) dy
∣∣∣∣∣∣
2
= λmin
N∑
j=1
 N∑
h=1
(ξh
∫
Y
∂χh0
∂yj
dy + δhjξh)
2
= λmin
N∑
j=1
 N∑
h=1
ξh
∫
∂Y
χh0 nj dσ + ξj
2 = λmin|ξ|2
(4.51)
where we have denoted by n = (n1, . . . , nN) the outward unit normal to ∂Y . Indeed,
we remark that the last integral vanishes because of the periodicity of the cell func-
tion χh0 . This proves that the homogenized matrix λ0I + A
0 is positive definite and
concludes the lemma. 
Remark 4.12. Notice that in the connected-connected or connected-disconnected ge-
ometry, since C0 and/or A0 are positive definite matrices, problem (2.41) is well-posed
(see [6] for the case C0 = 0, while the case C0 6= 0 will be treated in a forthcoming
paper). 
5. Other scalings
In this section, we will consider the homogenization of our microscopic problem
(2.44)–(2.48), whose weak formulation is the following
T∫
0
∫
Ω
λε∇uε · ∇Φdx dt− εkα
T∫
0
∫
Γ ε
∇Buε · ∇BΦt dσ dt
= εkα
∫
Γ ε
∇Bu0ε · ∇BΦ(x, 0) dσ +
T∫
0
∫
Ω
fΦdx dt , (5.1)
for every test function Φ ∈ C∞(ΩT ) such that Φ has compact support in Ω for every
t ∈ [0, T ) and Φ(·, T ) = 0 in Ω. The corresponding energy estimate is
T∫
0
∫
Ω
|∇uε|2 dx dτ + εk sup
t∈(0,T )
∫
Γ ε
|∇Buε|2 dσ ≤ γ , (5.2)
where we used the assumption u0ε = ε
(1−k)/2u0, with u0 ∈ H10 (Ω) ∩H2(Ω).
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In Section 4 we have studied the case k = 1, which seems to be the most physical
one, since it is the only case where the limit problem keeps memory of the physical
properties of the active membranes. Here, we will consider the two cases k > 1 and
k < 1, respectively, where no memory of α remains in the homogenized equation.
However, in some cases, memory of the geometry or of λint is kept. In particular, when
k < 1 and we are in the connected/connected case, the limit solution is identically
equal to 0, even if the initial datum and the source are not null; notice that this is
not the case in the connected/disconnected geometry.
5.1. Case k < 1: proof of Theorems 2.16 and 2.17. When k < 1, from the
energy estimate (5.2), we obtain that the estimate (4.1) is satisfied as well, so that all
the results in Lemma 4.3 hold. In particular, we still obtain that Tε(∇uε)⇀ ∇u+∇yw
weakly in L2(ΩT × Y ) and T bε (∇Buε) ⇀ ∇Bu+∇By w weakly in L2(ΩT × Γ ).
Moreover, let us take in the weak formulation (5.1) a test function of the type
Φ(x, t) = εϕ(x, t)ψ(ε−1x), with ϕ ∈ C∞(ΩT ) such that ϕ has compact support in
Ω for every t ∈ [0, T ), ϕ(·, T ) = 0 in Ω and ψ ∈ C∞# (Y ) with supp(ψ) ⊂⊂ Eint∪Eout.
Unfolding and then passing to the limit for ε→ 0, we obtain
T∫
0
∫
Ω×Y
λ(∇u+∇yw) · ∇yψϕ dy dx dt = 0 ,
i.e.,
− divy
(
λ(∇u+∇yw)
)
= 0 , in Eint ∪ Eout, (5.3)
with w ∈ L2(ΩT ;H1#(Y )). Next, take in the weak formulation (5.1) a test function of
the type Φ(x, t) = ε2−kϕ(x, t)ψ(ε−1x), with ϕ as before and ψ ∈ C∞# (Y ). Unfolding
and passing to the limit for ε → 0, we obtain, owing to our assumption u0ε =
ε(1−k)/2u0,
α
T∫
0
∫
Ω×Γ
(∇Bu+∇By w) · ∇By ψϕt dσ dx dt = 0 ,
i.e.,
− α divBy (∇But +∇By wt) = 0 , on Γ × (0, T ),
− α divBy (∇Bu(0) +∇By w(0)) = 0 , on Γ ,
which gives
−α divBy (∇Bu+∇By w) = 0 , on Γ × (0, T ).
This implies that we can factorize w(x, t, y) = χj0(y)∂ju(x, t), where χ
j
0 satisfies
(4.17)–(4.19) and (4.21). Moreover,condition (4.20) is automatically satisfied in the
connected/connected case, since Γ has only one connected component, while it is
satisfied in the connected/disconnected case thanks to [15, Proposition 2.6].
Now we have to proceed separately in the two cases, since we have to consider
different test functions. Indeed, the test function which we will use in the con-
nected/connnected case will not give any information in the connected/disconnected
case (see Remark 5.2), while the test function which we will use in this last case
cannot be constructed in the connected/connected case.
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Proof of Theorem 2.16. Let us take in the weak formulation (5.1) a test function of
the type Φ(x, t) = ε1−kϕ(x, t), with ϕ ∈ C∞(ΩT ) such that ϕ has compact support
in Ω for every t ∈ [0, T ), ϕ(·, T ) = 0 in Ω. Unfolding and passing to the limit for
ε→ 0, we obtain
−α
T∫
0
∫
Ω×Γ
(∇Bu+∇By w) · ∇Bϕt dx dσ dt = 0 ,
i.e.,
− α div
∫
Γ
(∇But +∇By wt) dσ = 0 , on ΩT ,
− α div
∫
Γ
(∇Bu(0) +∇By w(0)) = 0 , on Ω,
which gives
−α div
∫
Γ
(∇Bu+∇By w) dσ
 = 0 , on ΩT .
Inserting in the previous equation the factorization of w in terms of the cell functions,
we obtain
− div
(α ∫
Γ
(I − ν ⊗ ν +∇By χ0) dσ
)∇u
 = 0 , (5.4)
which, recalling (4.37), can be rewritten as − div(C0∇u) = 0. Taking into account
that u|∂Ω = 0 and that in the connected/connected case the matrix C
0 is positive
definite by Lemma 4.7, it follows that u ≡ 0 in Ω, so that the whole sequence {uε}
converges to zero.

Remark 5.1. Notice that the previous result holds true though a non-zero source term
appears in (2.44). Moreover, according to (2.14) and from the energy estimate (5.2),
we also get
T∫
0
∫
Ω×Γ
|T bε (∇Buε)|2 dσ dt ≤ ε
T∫
0
∫
Γε
|∇Buε|2 dσ dt ≤ γε1−k → 0 , for ε→ 0,
which gives a rate of convergence to zero of ‖T bε (∇Buε)‖L2(ΩT×Γ ). Hence, passing to
the limit and taking into account the lower semicontinuity of the norm with respect
to the weak convergence, it follows that
‖∇Bu+∇By w‖L2(ΩT×Γ ) ≤ lim infε→0 ‖T
b
ε (∇Buε)‖L2(ΩT×Γ ) = 0 . (5.5)

31
Remark 5.2. Notice that when we are in the connected/disconnected geometrical
setting, as pointed out in Lemma 4.8, χj0 = −yj , up to an additive constant on each
connected component of Eint ∪ Γ , so that the matrix C0 = 0. Hence, equations (5.4)
and (5.5) do not give any information on u. 
Proof of Theorem 2.17. As in [21, Proof of Lemma 4.1], let us take in the weak formu-
lation (5.1) a test function of the type Φ(x, t) = ϕ(x, t)
(
1−ψ(ε−1x))+Mε(ϕ)ψ(ε−1x),
with ϕ ∈ C∞(ΩT ) such that ϕ has compact support in Ω for every t ∈ [0, T ),
ϕ(·, T ) = 0 in Ω, and ψ ∈ C∞c (Y ), with ψ = 1 on Eint ∪ Γ . Thus we obtain
T∫
0
∫
Ω
λε∇uε ·
{∇ϕ(1− ψ) + 1
ε
(Mε(ϕ)− ϕ)∇yψ
}
dx dt
=
T∫
0
∫
Ω
f
{
ϕ(1− ψ) +Mε(ϕ)ψ} dx dt .
Then, unfolding and passing to the limit for ε→ 0, it follows
T∫
0
∫
Ω
∫
Y
λ(∇u+∇yw) ·
{∇ϕ(1−ψ)− (yM ·∇ϕ)∇yψ}dx dy dt = T∫
0
∫
Ω
fϕ dx dt , (5.6)
where we have taken into account that ϕ(1−ψ) +Mε(ϕ)ψ → ϕ, strongly in L2(ΩT )
and (2.11) holds. Notice that, by the identity∇ϕψ+(yM ·∇ϕ)∇yψ = ∇y
(
(yM ·∇ϕ)ψ
)
,
equality (5.6) can be rewritten in the form
T∫
0
∫
Ω
∫
Y
λ(∇u+∇yw) · ∇ϕ dx dy dt−
T∫
0
∫
Ω
∫
Y
λ(∇u+∇yw)∇y
(
(yM · ∇ϕ)ψ
)
dx dy dt
=
T∫
0
∫
Ω
fϕ dx dt ,
which becomes
T∫
0
∫
Ω
∫
Y
λ(∇u+∇yw) · ∇ϕ dx dy dt+
T∫
0
∫
Ω
∫
Γ
[λ(∇u+∇yw) · ν](yM · ∇ϕ) dx dσ dt
=
T∫
0
∫
Ω
fϕ dx dt ,
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as a consequence of (5.3). Finally, taking into account the factorization of w(x, t, y) =
χj0(y)∂ju(x, t), with χ0 satisfying (4.17)–(4.21) and recalling that in the connected/dis-
connected case, ∇yχ0(y) = −I on Eint, we obtain the homogenized equation
− div
( ∫
Eout
λout(I +∇yχ0) dy +
∫
Γ
λout
(
(ν + (∇yχ0)outν)⊗ yM
)
dσ
)
∇u
=f .
In order to prove that the homogenized matrix
Ahom :=
∫
Eout
λout(I +∇yχ0) dy +
∫
Γ
λout
(
(ν + (∇yχ0)outν)⊗ yM
)
dσ
is symmetric and positive definite, we proceed as follows. By (4.46), we get∫
Y
λ∇y(χj0 + yj) · ∇y(χh0 + yh) dy
=
∫
Y
λ∇y(χj0 + yj) · ∇yχh0 dy +
∫
Y
λ∇y(χj0 + yj) · ∇yyh dy
= −
∫
Γ
[λ∇y(χj0 + yj) · ν]χh0 dσ +
∫
Y
λ
(∂χj0
∂yh
+ δhj
)
dy
=
m∑
i=1
∫
Γi
λout
(
(∇yχj0)out + ej
) · ν(yh + ci) dσ + ∫
Eout
λout
(∂χj0
∂yh
+ δhj
)
dy
=
∫
Γ
λout
(
(∇yχj0)out · ν + νj
)
(yM)h dσ +
∫
Eout
λout
(∂χj0
∂yh
+ δhj
)
dy = Ahomjh ,
where Γi, i = 1, . . . , m, are the connected component of Γ and, in the fourth equality,
yh+ci has been replaced with (yM)h, since we have taken into account that
∫
Γ
νj dσ =
0 and (4.20) holds. This proves the symmetry; the positive definiteness now follows
directly from (4.51). Hence, u is uniquely determined, which implies that the whole
sequence {uε} converges.

Remark 5.3. Notice that the homogenized solution u does not depend on α nor on λint;
i.e., it does not depend on the physical properties of the interface and of the inclusions,
being affected only by the physical properties of the surrounding matrix. 
5.2. Case k > 1: proof of Theorem 2.18. Setting vε = ε
(k−1)/2uε, from the
energy estimate (5.2) it follows that T bε (∇Bvε) is bounded in L2(ΩT × Γ ) and, up to
a subsequence, Tε(∇uε)⇀ ∇u+∇yw weakly in L2(ΩT×Y ). Then, taking in the weak
formulation (5.1) a test function of the type Φ(x, t) = ϕ(x, t) + εφ(x, t)ψ(x, ε−1x, t)
with ϕ, φ ∈ C∞(ΩT ) such that ϕ, φ have compact support in Ω for every t ∈ [0, T ),
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ϕ(·, T ) = φ(·, T ) = 0 in Ω and ψ ∈ C∞# (Y ), unfolding and then passing to the limit,
using also the boundedness of T bε (∇Bvε), we obtain
T∫
0
∫
Ω×Y
λ(∇u+∇yw) · (∇ϕ+∇yψ φ) dx dy dt =
T∫
0
∫
Ω×Y
fϕ dx dt ,
which gives
− div
∫
Y
λ(∇u+∇yw) dy
 = f ,
− divy
(
λ(∇u+∇yw)
)
= 0 .
Hence, we are led to the standard homogenized two-scale system which can be ob-
tained in the case of perfect contact (i.e., when α = 0 in (2.46)). Here, the time-
dependence is only parametric through the source f .
Factorizing w(x, t, y) = χ˜j0(y)∂ju(x, t) and inserting in the previous set of equations,
it follows that the homogenized function u is the solution of the problem
− div
(∫
Y
λ(I +∇yχ˜0) dy
)∇u
 = f , in ΩT ;
u = 0 , in ∂Ω × (0, T ) ,
where χ˜j0 ∈ H1#(Y ), j = 1, . . . , N , are Y -periodic functions with null mean average
satisfying
− divy
(
λ∇y(yj + χ˜j0)
)
= 0 , in Y ,
which can be rewritten also in the form
− divy
(
λ∇y(yj + χ˜j0)
)
= 0 , in Eint ∪ Eout; (5.7)
[λ∇y(yj + χ˜j0) · ν] = 0 , on Γ . (5.8)
Notice that, by standard results, the homogenized matrix is symmetric and positive
definite, so that u is uniquely determined, which implies that the whole sequence {uε}
converges; moreover, the geometrical setting does not play any role and the result
holds both in the connected/connected and in the connected/disconnected case.

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