We present a novel adversarial framework for training deep belief networks (DBNs), which includes replacing the generator network in the methodology of generative adversarial networks (GANs) with a DBN and developing a highly parallelizable numerical algorithm for training the resulting architecture in a stochastic manner. Unlike the existing techniques, this framework can be applied to the most general form of DBNs with no requirement for back propagation. As such, it lays a new foundation for developing DBNs on a par with GANs with various regularization units, such as pooling and normalization. Foregoing back-propagation, our framework also exhibits superior scalability as compared to other DBN and GAN learning techniques. We present a number of numerical experiments in computer vision as well as neurosciences to illustrate the main advantages of our approach.
Introduction
An essential problem in statistical machine learning (ML) is to model a given data set as a collection of independent samples from an underlying probability distribution. This distribution is generally referred to as a generative model. Representing and training generative models has a long and fruitful history and is popular in different mathematical modeling disciplines related to ML. The advent of deep learning and its associated methodology, have in recent years resulted in remarkable advances in the area of inference. Generative Adversarial Networks (GANs) are among the chief examples, and have gained enormous attention in different domains of application, including automatic translation [38, 12] , image generation [7, 29, 2] and super-resolution [16] . Deep Belief Networks (DBNs) are another set of highly popular examples with a wide range of application in acoustics [23, 19] , computer vision [24, 35] and others.
Within the class of generative models, the notion of generative network presents a marked difference with modern ML techniques, such as GANs and DBNs, and other conventional methods. In a nutshell, a generative network consists of a randomized computational unit, which is able to generate random realizations from a wide variety of distributions. For instance, GANs utilize a standard deep neural network (DNN) that we refer to as a neural generator, fed with a random sample from a fixed distribution. On the other hand, DBNs consist of a Markov chain of random vectors with the last vector in the chain as the output and the others as hidden features. In contrast to conventional techniques, generative networks in GANs and DBNs encode the generative models in an implicit way, whereby the desired probability distribution may be computationally unfeasible, but can still be statistically sampled efficiently. This fundamental difference leads to an incredible potential in representing highly complex generative models, with however, a radical paradigm shift in the training methodology. In this respect, GANs provide a novel and numerically efficient training approach, relying on an adversarial learning framework and the stochastic gradient descent (SGD) technique in back-propagation.
It has been observed that in many cases, DBNs have remarkable advantages over the neural generators in GANs. A motivating example, considered in this work, is modeling the recorded activities of biological neurons from the visual cortex area of a mouse brain under visual stimulation. While neural generators inherit the limiting properties of neural networks, such as continuity and differentiability, DBNs enjoy much more versatile statistical properties, including sparsity and less severe regularity [32, 4] . For modeling biological neurons, sparsity considerably limits standard GANs' performance. Relying on a symmetric probabilistic relation between different layers, some DBNs can also be used in a reverse order, i.e. by feeding the data at the output layer and reversely generating the hidden features. DBNs based on Restricted Boltzmann Machines (RBMs) are prominent examples of such reversible networks. This unique property yields an efficient method for feature extraction, which has been exploited in different applications such as data completion and denoising [18, 19] . It has also been used in supervised learning problems such as classification, by learning a joint generative model for the data and the labels and feeding the data to generate the labels [9, 18, 5] . Using reversible DBNs, as we later argue in this paper, also allows us to symmetrically capture the relation of stimuli and neural activities, such that one of them can be inferred from the other. In addition, when given a small amount of training data, DBNs have the potential of a better statistical performance than DNNs, on account of their Bayesian nature. This turns out to be crucial to modeling neural activities as these recorded data are often in short supply.
Despite their numerous advantages, DBNs are less popular than GANs in practice, especially when highly deep structures are required to represent complex models. One reason is that unlike neural generators, the existing training techniques for DBNs are based on layer-wise Gibbs sampling and/or variational methods, resulting in a substantially slower convergence rate than GANs. Moreover, the formulation of GANs admits various inference principles, as exemplified by the Wasserstein GAN (WGAN) architecture [2] , while DBNs are generally trained on the basis of the Maximum Likelihood (MaL) principle, which can become numerically unstable in many practical situations [2] . Furthermore, the various well known regularizers for neural generators such as pooling layers and normalization, are not readily used in DBNs as of now. Our goal in this paper is to address the afore-mentioned issues by endowing DBNs with similar training methodologies available for GANs, while avoiding the conventional layer-wise training based on the MaL principle. The result may also be interpreted as a new generation of GANs with more flexible DBNs as their generators. We show that applying the adversarial learning approach to DBNs leads to a numerically more efficient algorithm than GANs, since unlike the back-propagation algorithm in GANs, our training approach is parallelizable over different layers. The main contributions of this paper can be summarized as follows:
• Inspired by GANs, we develop an adversarial training framework for DBNs with superior numerical properties, including scalability through parallelization and compatibility with the acceleration and adaptive learning rate schemes. • Unlike existing approaches, our framework can address the most generic form of DBNs, creating a potential to incorporate similar regularization units as DNNs, such as pooling and normalization. Focusing on the standard RBM-based DBNs and convolutional DBNs, we leave the details of further generalizations to a future study. • Based on our framework, we develop algorithms that train DBNs under different metrics than the MaL principle, such as the Wasserstein distance. • We consider a number of illustrative experiments with the MNIST handwritten digits dataset [15] as well as the aforementioned biological neural activities.
Related Literature
DBNs belong to a broader family of Bayesian networks [27, 26] . The most popular form of DBNs are for binary variables and generalize the "shallow" architecture of Restricted Boltzman Machines (RBMs) [31, 10, 1] . The most efficient methods of training RBMs, such the contrastive divergence method are based on Monte Carlo (MC) sampling and variational Bayesian techniques [36, 34, 8] .
Similar techniques are used in a layer-wise fashion for training DBNs consisting of multiple layers of RBMs [3, 4, 9] . Another approach for training DBNs is based on the variational lower bound (a.k.a Evidence Lower Bound ELBO) [22] . Modifications of DBNs are also considered in the literature. In [35] and [25] for example, the application of DBNs to non-binary variables is discussed by respectively introducing binomial and rectified linear (ReLU) units. To impose shift invariance, convolutional DBNs are introduced in [18] . Using DBNs for modeling neural activities has also been considered in [17, 39] . Compared to DBNs GANs and neural generators belong to a more recent literature. The original idea of GANs stems from the original work in [7] . Different variations of GANs, such as WGAN [2] and Deep Convolutional GANs (DC-GANs) [28] are highly popular in the literature. Conditional GANs are introduced in [21] for modeling the relation of two variables such as images and labels [6, 12] . It is worth noting that using adversarial learning for training neural generators is not limited to GANs. For example, [20] introduces a training method based on the probabilistic auto encoder architecture used in the so-called Variational Auto Encoders (VAEs) [14] and adversarial learning.
2 Mathematical Background
Problem Formulation: Training Deep Belief Networks
Given an observed data setX = {x n } N n=1 with N data points x n from a data space (domain) X , we are to estimate a probability measure 1 µ on X , withX as its set of independent random samples. DBNs address this problem by generating a random variable with a desired distribution µ. To this end, multiple layers h 1 , h 2 , . . . , h L of random variables are considered. In the RBM-based DBNs, the l th layer h l = (h l 1 , h l 2 , . . . , h l d L ) is a random d L −dimensional binary vector and the joint probability density function 2 (p.d.f) of the layers is written as
where w l ij , b l i are a set of weights and C is a proper normalization constant. The output layer h L thus reflects the desired distribution, while the layers {h l } form a Markov chain. This is apparent in the RBM-based formulation in Eq. (1) as the pdf can be factored by terms including only adjacent layers. We may write the joint distribution in the "forward" form
and with a proper choice of the constant C 1 , is the marginal distribution of the input layer h 1 and
are the transitional probabilities between the l, l − 1 layers, with a suitable normalization constant C l . This forward representation enable us to conveniently sample the output of DBNs by first sampling the input (by p 1 ) and by successively sampling the next layers (by p l ), given the realizations of the previous layers, until reaching the output. We observe that in the forward representation, the elements h 1 i of the input layer are independent. Conditioned on their previous layer, the elements of the next layers are also independent. As the variables in Eq. (1) are binary, the constants C l can also be explicitly calculated, resulting in logistic functions for the probability of individual elements in the first layer as well as the conditional probabilities of the subsequent layers:
where σ(x) = 1/(1 + e −x ) is the logistic function. Once a DBN is trained, it can also be used in a backward way by factorizing the joint pdf as
where with an abuse of notation we also denote the backward transitional probabilities by p l . For the RBM-based 1 To define such a measure, we naturally assume that X is also equipped with a proper sigma algebra. Indeed, we are practically concerned only with the case where X = R m is the space of m−dimensional real vectors with the standard Borel sigma algebra. 2 For simplicity, we interchangeably use the terms probability distribution and probability mass. 
The major difficulty in Eq. (3) is the calculation of the term p θ (. ), and its derivative is extremely difficult to calculate and making gradient-based optimization techniques not directly applicable. To overcome this difficulty, and make DBNs training more viable, we exploit in this paper, the GANs methodology to lift the numerical difficulties of the MaL-based optimization framework.
Proposed Method: Deep Adversarial Belief Networks
For training the DBNs, we adopt a similar solution to GANs. We consider the empirical measurê µ = 1 N n δ xn of the data setX, where δ x denotes Dirac's delta measure at point x ∈ X and take the solution of the following optimization problem:
where D is a positive distance or divergence function between two measures, and M is the set of probability measures p θ (h L ) on X generated by the DBNs in Eq. (1) . We observe that Eq. (4) generalizes the MaL framework in Eq. (3), since the latter is obtained as a special case, by letting D be the Kullback Leibler divergence, i.e. D(μ, µ) = KL(μ||µ). More generally and similarly to GANs, we consider those distance (or divergence) functions D that can be written as
where F is a family of real-valued functions on X , known as the discriminators. Furthermore, φ, ψ are two real functions and the notation In practice, the discriminator f ∈ F is limited to the family of deep neural networks (DNNs) with a suitable fixed architecture. In this case, we denote the discriminator f by f ρ where ρ denotes the set of weights in the neural network at hand. Plugging Eq. (5) into Eq. (4) and using the above-mentioned specifications of the discriminator, we obtain the following optimization framework:
Our proposed technique for training DBNs is hence entails solving the optimization problem in Eq. (6) to obtain the set θ of parameters of the underlying DBN. As we shortly elaborate, the stochastic gradient method provides a practical scheme for this purpose. We also observe that Eq. (6) bears a similar adversarial interpretation to GANs: As the loss function reflects the objective of the discriminator in distinguishing the "real" samples X from the "fake" ones Y , the goal of the DBN (p θ ) is to deceive the discriminator by counterfeiting "true samples" in the best possible way.
Algorithmic Details
The optimization problem in Eq. (6) can be solved by the SGD method: At each iteration t = 1, 2, . . . a set of samples (mini-batch) from either the data setX or the output Y = h L of the underlying DBN is randomly selected. The gradient g t with respect to both θ and ρ of their corresponding term E[φ(f ρ (X))] or E[ψ(f ρ (Y ))] in the objective of Eq. (6), are estimated using the samples, and subsequently applied. When considering the t th iteration, if a set of b samples x t 1 , x t 2 , . . . , x t b from the data setX is used, we adopt the standard procedure of estimating the gradient by calculating the sample mean:ĝ
where the estimateĝ t respectively includes the gradients with respect to θ and ρ in the first and second entries. Note that the gradient with respect to θ is zero in this case. The above solution is not applicable when the DBN samples y t 1 , y t 2 , . . . , y t b are employed, since the relation of their corresponding term E[ψ(f ρ (Y ))] to θ is implicit in the underlying distribution p θ . For this reason, we first express the exact gradient of this term with respect to θ as 3
where h = (h 1 , . . . , h L ), and the notation p θ (h) is used to refer to the joint p.d.f in Eq. (1). We observe in Eq. (8) that the expected value on the right hand side is over all layers in h, while the original expression on the left hand side is over the output Y = h L . Next, we estimate the right hand side by generating
as the i th sample of the output layer, and calculating the sample mean. This leads to the following expression for the gradient
We notice that the term
can be efficiently calculated on account of the Markovian properties of the DBNs, which allows us to efficiently express log p θ (h t i ) = log p 1 (h 1 ) + l log p l (h l | h l−1 ). This shows that the gradient of the variables at individual layers can be independently calculated in parallel, thus foregoing the back-propagation algorithm. This represents a great numerical advantage of adversarial DBNs over DNNs. We observe that for the RBM-based DBNs, calculating the term ∂ log p θ (h t i ) ∂θ amounts to differentiating the expressions in Eq. (2), which can be found in the standard literature of DBNs [9] , and is hence skipped herein for space sake. Once the elements of the stochastic gradientĝ are calculated based on either Eq. (7) or Eq. (9), they are applied to their corresponding parameters with a suitable learning rate.
Extensions
Our training method by Eq. (7) and Eq. (9) enables us to extend the existing framework of DBNs in multiple respects: Modifying MaL Principle: We can easily alter our training principle by modifying the pair of functions φ, ψ. In particular, we consider the Wasserstein metric and the JS divergence in our next experiments, which are popular choices in the GAN literature. Non-RBM Layers: As seen, our training technique is applicable to any DBN, such as Eq. (2), for which the derivative of the forward representation is simple to compute. For example, we may simply obtain the convolutional DBNs by replacing the linear terms w l ij h l−1 j in Eq. (2) with a convolution. The resulting expressions and derivatives are similar to those in [18] and are hence skipped, we nevertheless use the resulting algorithm in our experiments. Further operations such as normalization factors and pooling can also be incorporated in the description of the transitional probabilities p l (h l | h l−1 ) in Eq. (2), and their adoption is postponed to a future work as they will impact the reversibility property. Accelerated Learning: Another advantage of our training methodology is that it admits standard techniques in optimization algorithms, such as acceleration and adaptive step size to improve convergence. We examine some of these approaches in our experiments. 
Experiments
In this section, we examine our proposed training algorithm by a way of two groups of numerical experiments. The first group concerns the application of DBNs to a computer vision problem, namely the MNIST dataset, containing 60,000 labeled samples of gray-scale hand-written digits for training and 10,000 more for testing. The second group investigates DBNs for modeling neural activities of the visual cortex under given visual stimuli.
Generation of MNIST-Like Digits
The goal of our first experiment is to generate synthetic handwritten digits by a DBN, with or without control over the generated digit. For this experiment, we use the dataset of [30] , containing 1797 samples of 8 by 8 cropped MNIST images, further binarized by thresholding the original grey scale images. In the first part of this experiment, a DBN is adversarially trained by Eq. (7) and Eq. (9) in an unsupervised way, i.e. by feeding the image samples as the last layer h L and discarding the labels. Sampling the resulting DBN generates handwritten instances with no control over the underlying digit. In the second part, another DBN is trained in a supervised way (with ground truth labels) to gain control over the generated digit. For this purpose, we adopt a similar approach to the conditional GAN structure [21] by treating a pair of label and image as a data point x k , which are respectively fed to the first (h 1 ) and last (h L ) layer of a DBN. The discriminator f ρ assumes this pair as an input and Eq. (7) and Eq. (9) are similarly used. The output of the discriminator in the two parts of our experiment can be interpreted as the likelihood of the input samples following the distribution of the training images, either unconditionally or given a label.
In both parts of our experiment, the discriminator is a 2-layer densely connected neural network, whose input vector length, the hidden layer, and the output layer respectively are [64,64,1]. The output layer has a sigmoid activation function. In the first part, we employ a densely connected 3-layer DBN as in Eq. (2), and each with 64 units. For the second part, we add an input layer of length 10, corresponding to the one-hot encoding (converting categorical integers to a binary vector) of the ten digit labels. The diagram of the DBN and the discriminator are shown in Fig. 1 . Samples of the generated images in the two experiments are also shown in Fig. 1 . Note that the last layer of the resulting DBNs generates binary images of the digits, while the values of the conditional distribution p L (h L i | h L−1 ) of the pixels of the last layer given the previous layer in Eq. (2), can be used as the grey scale images of the original MNIST digits, before thresholding. We show the results of the conditional distribution of the last layer in Fig. 1 . We observe that the generated digits are well distributed and resemble the real digits. Moreover, in the bottom plot, each row is conditioned on a certain label, which shows that the generation of the digits is to a large extent, associated with the labels, while the digits maintain variability for the same label.
Training by Wasserstein distance: We also conducted the first part of our experiment using the WGAN formalism. Specifically, we apply weight clipping [2] on the discriminator, remove the sigmoid function at the end of the discriminator, and change the loss function elements to φ(x) = x, ψ(x) = −x in Eq. (7) and Eq. (9) according to the Wasserstein distance. We show in Fig. 2 some generated samples of the digits using Wasserstein DBN, which demonstrates that training DBNs with different metrics than the KL divergence leads to different distributional properties of the generated images. In this experiment, we also explore different adaptive learning rate strategies. The convergence properties of three different optimizers, namely SGD, RMSprop [37] and Adam [13] are depicted on the right hand side of Fig. 2 . As seen, SGD leads to highest variance and slowest convergence, while Adam results in the most suitable saddle point solution of Eq. (6).
Classification of MNIST
In this experiment, we use the DBN formalism for classification of MNIST images. For this purpose, we train a conditional convolutional DBN on the original MNIST dataset using the proposed framework. This is similar to the second part of our previous experiment with digits generation, with a slight difference that the DBN takes images as a non-binary input and outputs a vector of length 10. We repeat this experiment by binarizing the entire MNIST dataset, but since the two results are similar, we only present one set of results. The images are still used as the conditional inputs to the discriminator, as in Fig. 1 . The DBN includes 4 convolutional layers, with the following number of filters [32, 32, 16, 10] , and their corresponding sizes [11, 11, 5, 4] . In the discriminator architecture, we first feed the conditional image to a CNN to generate a feature vector of length 64. We subsequently concatenate the feature vector with the DBN's output (generated labels) and pass the result through a two layer linear neural network.
Since generative models are not specialized for classification, their training is usually followed by a fine tuning stage, where their weights are updated by backpropagation as a conventional CNN [19] . We use the first layer of a trained convolutional DBN as the pretrained weights for the first layer filters of a CNN, and fine-tune the weights using back-propagation. The classification performance is compared with direct training of a CNN classifier of the same structure. for different sizes of the training set are listed in Table 1 . This shows that CNN initialized by DBN outperforms normal CNN for a small training set and has better generalizability. For the CNN without DBN pre-training and a small size of the training set, the result is highly unstable. In contrast, CNN initialized by DBN exhibits a considerably more consistent performance. The reported accuracy for CNN is the average of 100 runs.
Modeling Visual Cortex Neural Activities
Modelling neural spikes is a natural application of DBNs [17] . The power of DBNs in addressing the limitations of DNNs, such as sparsity and reduced datasets, is demonstrated in this task. They naturally generate binary outputs, which can be easily interpreted as neural spikes. In this experiment, we show that a DBN is capable of modeling sparse spike signals.
Our dataset is recorded by a two-photon calcium imaging system capturing large scale neural activities [33, 11] . We simultaneously record activities of individual neurons as time series in the primary visual cortex (V1) and the anterolateral (AL) areas of the visual cortex of an awake mouse. Top 50 neurons whose activities are most correlated across 20 trials are selected for modeling, and their binary spike trains are obtained by applying a standard deconvolution technique to the recorded time series.
We model the spikes of the 50 neurons independent of the visual stimuli with a four-layer dense DBN. The number of units per layer are [128, 128, 128, 50] . The discriminator is a two-layer dense neural network with 64 neurons in the hidden layer. The training procedure is similar to the first part of the experiment in Section 3.1. In Fig. 3 , the firing probabilities for individual neurons, given by the DBN are depicted, which exhibit high resemblance to the real firing rates, despite the fact that the overall firing rate is very low (about 1 spike per 100 frames). We also verify that the log-likelihood of the real data on DBN increases during training. The likelihood of the output layer of the DBN is estimated by sampling p L (h L | h L−1 ), the distribution of the last layer conditioned on the penultimate layer, and averaging, amounting to the total probability rule.
Conclusion
In this paper, we proposed an adversarial training framework for DBNs. The experiments verify that our method works under different structures and settings, including GAN, WGAN, conditional GAN and various optimizers. The development of this method opens a promising way to train complex DBNs. Future works include implementing more components for DBN, improving the modeling capability and training stability, and explore more complex and dedicated DBN structures for neural modelling, such as 3D convolution and recurrent structures.
