Recent experimental studies suggest that, in cortical microcircuits of the mammalian brain, 13 the majority of neuron-to-neuron connections are realized by multiple synapses. However, 14 it is not known whether such redundant synaptic connections provide any functional benefit.
Introduction

27
Synaptic connection between neurons is the fundamental substrate for learning and 28 computation in neural circuits. Previous morphological studies suggest that in cortical ) (Madarasz et al., 2016) . Below, we consider 118 supervised learning of this parameter vc by multisynaptic connections, from the tone and the p v c | x 1:n ,y 1:n ( ) instead of the point estimation v c n . But, how can synapses achieve that? The depicted from the unit EPSP distribution (Fig. 1B top) . Thus, the mean v c n is approximately 145 calculated as 
163
we can derive the learning rule for spine size as
(2)
165
This rule is primary Hebbian, because the weight change depends on the product of pre and 166 postsynaptic activity xn+1 and yn+1. In addition to that, the change also depends on unit EPSP 7 (2vk-1) takes a negative value (note that 0≤vk<1), thus yielding an anti-Hebbian rule as 170 observed in neocortical synapses (Letzkus et al., 2006; Sjöström and Häusser, 2006) .
(upper panel of Fig. 1C ). This means that the spine size gk n+1 becomes larger then gk n at (i.e. distal side; bottom panel of Fig. 1C ). Therefore, pre-and postsynaptic activity causes 176 LTP at proximal synapses induces LTD at distal synapses as observed in experiments 177 (Letzkus et al., 2006; Sjöström and Häusser, 2006 
181
We performed simulations by assuming a uniform spatial distribution for synapses; 182 qv(v) = const. At an initial phase of learning, the distribution of spine size {gk n } has a broad 183 shape (purple lines in Fig. 1D ), whereas the distribution gets skewed as evidence is 184 accumulated through stochastic pre-and postsynaptic activities (red lines in Fig. 1D ).
185
Indeed, the estimation performance of the proposed method is nearly the same as that of 186 the exact optimal estimation, and much better than that of the standard monosynaptic 187 learning rule ( Fig. 1E ; see Monosynaptic learning rule in Methods for details).
189
Synaptogenesis as resampling
190
As shown above, weight modification in multisynaptic connections enables a near optimal 191 learning. However, to represent the distribution accurately, many synaptic connections are 192 required (gray line in Fig. 2B ), while the number of synapses between a excitatory neuron 193 pair is typically less than 10 in the cortical microcircuits. Moreover, even if many synapses 194 are allocated between presynaptic and postsynaptic neurons, if the unit EPSP distribution is 195 highly biased, the estimation is poorly performed (gray line in Fig. 2C ). We next show that as
) , as depicted in the inset. Lines are the means over 100 simulations.
206 207
In the proposed framework, when synaptic connections are fixed (i.e. when {vk} are 208 fixed), some synapses quickly become useless for representing the distribution. For 209 instance, in Figure 2A , (dotted) cyan synapse is too proximal to contribute for the 210 representation of p(vc|x,y). Therefore, by removing the cyan synapse and creating a new 211 synapse at a random site, on average, the representation becomes more effective ( Fig. 2A ).
212
Importantly, in our framework, synaptic weight is proportional to its informatic importance 213 by definition, thus optimal rewiring is achievable simply by removing the synapse with the 
229
We randomly distributed 500 excitatory synaptic inputs from 50 presynaptic neurons on the 
281
Furthermore, it is known that distal synaptic connections tend to have larger spine sizes 282 than proximal connections, so that their somatic impacts are nearly the same with proximal 283 synapses in hippocampus, and somewhat smaller in neocortex (Williams and Stuart, 2003 ).
284
Our model replicated this correlation between the average spine size and the dendritic 
291
We next changed the shape of distribution of synapses on dendritic tree. As 292 expected, when synapses are biased toward the distal side, the performance improved 293 faster than the opposite case, because the unit EPSP distribution provides a better prior 294 distribution of optimal EPSPs (Fig. 4A ). However, the performance after a long training was 295 better when the distribution was skewed toward the proximal side ( Fig. 4A ), because strong 296 signals are better represented when most synapses are proximal. 
335
Here, we used an all-to-all recurrent network in which each neuron-to-neuron connection 336 is realized by five synapses. The task is to infer both parameters and states of the hidden 337 Markov process from a given sequence of observations. On this task, we implemented our 338 multisynaptic learning rule, as well as previously proposed rules (Rabiner, 1989 
340
Although the learning performance of the proposed rule was not as good as that of 341 the batch EM algorithm (Rabiner, 1989) due to lack of memory, still the proposed rule 342 performed better than a stochastic gradient descent (SGD) rule during the most epochs of 343 learning (Fig. 5B) . A virtue of the proposed rule is that it does not require fine-tuning of 
362
The influence of retraining on effective connectivity. We changed the hidden Markov process 363 from a counter-clockwise dynamics to clockwise dynamics after 500 trials (inset). The The learning rule for multisynaptic connections
At each trial n, tone was delivered with Pr x n = 1 [ ] = π x , and electric 596 shock was given only when xn=1, with probability Pr y n = 1| x n = 1 [ ] = v c . For this task, the 597 update rule for the spine size factor g k n+1 = 1
599
In particular, in our problem setting, vc does not provide any information about yn when 600 xn=0, thus approximately (see Supplementary Information for the proof of convergence),
602
Because the normalization factor is determined by
604
the sum of {gk n+1 } should also be normalized to 1. Thus the update rule is given as
As for the resampling process, at 607 every trial n, if spine k satisfied gk < gth, unit EPSP was resampled uniformly from [0,1), and 608 the spine size was set at gk = gth.
610
Monosynaptic learning rule
611
For comparison, we implemented a monosynaptic learning rule, by expanding the
) .
614
Hence, by using a single variable vrm n , the learning rule is given as v rm
Details of the conceptual model K=100 except for Figure 2B in which K=2 to 1000 were used. Initial value of k-th connection 621 vk was set as vk=k/K except for Figure 2C in which the initial distribution was biased by 622 
. We first constructed a discrete latent variable model p y t 
649
In this configuration, the task can be defined as the acquisition of the target model 650 {wj trg } from presynaptic spikes generated from {ρ t j} and the stochastic teaching signal y t 651 given by Pr y t = 1 
661
The learning rule for the detailed model
662
We next derived the multisynaptic learning rule for this task. By Bayesian filtering,
664
Because ρ t j does not depend on wj trg nor previous activities {y 1:t-1 , ρj 1:t-1 }, 665 p y t ,ρ j t |w j trg = w j k ,y 1:t −1 ,ρ j
where w = w j trg j . In the neuronal implementation, presynaptic activities are not directly 667 given as the firing rates ρ j t ≡ p x t = x j ( ) , but given as spike trains, yet we can still apply this rule k-th synapse v k j can be implemented as w j
) . In the model, vmin was set at 672 0.41mV (Fig. 3B) , and γv was defined as (3), the learning rule of {gj k,t } is 675 approximately given
681
Input configuration
682
In the simulations, we first constructed the mean presynaptic spike probabilities 683 {ρj} for target and distractor stimuli, and then generated input spike trains {s t j} according to 684 {ρj}. Mean spike probabilities {ρj trg } for the target stimulus were randomly generated from a 685 Beta distribution as ρ j
being the sparseness parameter. Here, Beta distributions were used due to the constraint on 687 {ρj trg } ( 0 ≤ ρ j trg < 1). Mean responses for the distractors {ρj dst,μ } (μ=1,…,10) were defined in the same way. Based on these models, we generated presynaptic spikes {s t j} with a doubly 689 stochastic process to reproduce high variability typically observed in cortical activity 690 (Churchland et al., 2011; Tsubo et al., 2012) . In trial t with the target stimulus, we 691 determined the number of spikes sj t emitted from presynaptic neuron j as s j
( ) , and generated {s t j} with probability Pr y t = 1 solely on false negatives, we also observed significant decrease of false positives during 707 learning (Fig. 3E ). In the purple line of Figure 3F , we used the total EPSP area instead of the 708 maximum EPSP height for the measurement. 
715
In Figure 4A , to generate a biased synaptic distribution, we randomly sampled a position 716 from the whole dendritic tree with probability
) , and added a 717 synapse until 500 synapses are created on the dendritic tree. Here, L' is the distance from 718 the soma, Lmax is its maximum length, λB is the bias parameter, and B(x,y) is the Beta 719 function.
720
In Figures 4B and C , we replicated synaptic noise independent of presynaptic 721 activity by introducing a fluctuation term, ξ j k ← Gamma 1 s noise ,s noise ( ) , into the spine-size factor 722 as γ g g j k → γ g g j k ξ j k . The threshold for synaptic elimination was set as gth =0.0001, and the introduced this restriction in order to reproduce limited number of close contacts between 728 the axons and the dendrite (Markram et al., 1997; Feldmeyer et al., 1999) . 
751
so in order to prove convergence, we need to show that ϕ v
maximized at true vc. By considering Taylor expansion, the above equation is expanded as
In this form, the average is calculated as
the Taylor expansion form, 
. The objective of the task is to estimate A={aμν},
766
B={biμ}, and x 1:t ={x 1 ,x 2 ,…,x t } from given observations y 1:t ={y 1 ,y 2 ,…,y t }. Note that due to 767 symmetry, there are at least p! numbers of {A, B} which gives the same system with the true 768 {A*, B*}, and in that sense, the problem is ill-posed. However, it is still possible to acquire 769 one of such {A, B} asymptotically (Rabiner, 1989) .
771
2.1 Particle filtering in parameter space
774
The last line holds because x t-1 and A are independent given y 1:t-1 . Hence, if we denote 775 r µ t ≡ p x t = µ | y 1:t ( ) , the likelihood rμ t is given as,
777
Thus, for the given observation y 1:t , state x t can be inferred recurrently. Here, we assumed 
781
The integral over aμν and biμ are generally not analytically calculable, but still 782 approximately attainable by using particle filtering (Freitas et al., 2000) . By taking K samples 783 {a k μν} from a proposed distribution qA(a), and by defining α µν 
788
Therefore, the update rule of rμ t is given as
791
The equation roughly corresponds to the firing dynamics of a recurrent network in which 792 each neuron pair is connected with K number of synapses, assuming rμ t is the firing rate of matrix A are not independent, marginalization over all the other a ′ µ ′ ν
is in general necessary to obtain p(aμν|y 1:t ) (i.e. p a µν | y 1:t 
800
by using following approximation:
803
where r µ f ,t ≡ p y t | x t = µ,y 1:t −1 ( )
. Therefore, the update rule of spine size is 804 given as,
806
By defining the total synaptic weight as w µν t ≡ α µν k ,t a µν k k ∑ , this rule can be rewritten as,
810
where π µ ≡ p x t = µ ( ) , and h i y i t ( ) ≡ p y t = y i t ( ) . Here, for the sparseness constraint, instead of r µ t ,
811
we used a discretized version r µ t ≡x t = µ ⎡ ⎣ ⎤ ⎦ + for the learning rule, where the estimated state 812
x t is sampled from a probabilistic distribution r µ t { } . discrete HMM is Baum-Welch formula (Rabiner, 1989) , which is described as
818
where θ (n) is the set of parameters at n-th estimation. This standard machine learning 819 method is an off-line learning rule, meaning that entire observation sequence is required for 820 each update, thus not suitable for neural implementation.
821
By taking online approximation of the Baum-Welch formula, an online learning rule 822 is obtained (Mongillo and Deneve, 2008) . This rule can be extended to our problem setting 823 straightforwardly as described below. Let us define
829
Similarly, φ µj λ T ( ) is recursively calculated by
831
In addition, γ λρ y T ( ) and q ρ T ( ) are given as 832 γ λρ y T
833
Therefore, with a learning rate parameter η t ( ) , an online EM algorithm is given as 
840
Normalization was performed as φ µν 
844
In addition to the above learning rules, we implemented a stochastic gradient descent (SGD)
845
rule by considering gradient descent on the likelihood of input y 1:t as performed in the same manner with the thresholds αth=10 -4 , βth=10 -6 . In Figure 5E , we set parameters {aμν} and {bjμ} were uniformly sampled from ) and 0.9 p 3 ,1.1 p 3 ⎡ ⎣ ) respectively.
