Reverse order law for the Moore-Penrose inverses of tensors are useful in the field of multilinear algebra. In this paper, we first prove some more identities involving the Moore-Penrose inverse of tensors. We then obtain a few necessary and sufficient conditions for the reverse order law for the Moore-Penrose inverse of tensors via the Einstein product.
Introduction
Higher-order generalizations of vectors and matrices are referred to tensors, and have attracted tremendous interest in recent years [14, 16, 18] . Let C I 1 ×···×I N be the set of order N and dimension I 1 × · · · × I N tensors over the complex field C. A ∈ C I 1 ×···×I N is a multiway array with N-th order tensor and I 1 , I 2 , · · · , I N are dimensions of the first, second, · · · , Nth way, respectively. Each entry of A is denoted by a i 1 ...i N . The Einstein product [9] A * N B ∈ C I 1 ×···×I N ×J 1 ×···×J M of tensors A ∈ C I 1 ×···×I N ×K 1 ×···×K N and
The associative law of this tensor product holds. In the above formula, if B ∈ C This product is used in the study of the theory of relativity [9] and in the area of continuum mechanics [15] . The Einstein product * 1 reduces to the standard matrix multiplication as (A * 1 B) ij = n k=1 a ik b kj , for A ∈ R m×n and B ∈ R n×l .
Brazell et al. [5] introduced the notion of the ordinary tensor inverse, as follows. A tensor X ∈ C I 1 ×···×I N ×I 1 ×···×I N is called the inverse of A ∈ C I 1 ×···×I N ×I 1 ×···×I N if it satisfies A * N X = X * N A = I. It is denoted by
The study of this problem for generalized inverses in C*-algebras can be seen in the work by Cvetkovic-Ilic and Hartee [7] and Mosic and Djordjevic [17] . While Deng [8] studied the same problem for the group invertible operators, Wang et al. [22] considered for the Drazin invertible operators. The vast work on the reverse order law and its several multivariety extensions in different areas of mathematics in the literature and the recent works in [19] and [3] motivate us to study this problem in the framework of tensors. The main objective of this paper is to answer the above question and to do this, the paper is outlined as follows. In the next Section, we discuss some notations and definitions which are helpful in proving the main results. Section 3 discusses the main results and has two parts. In the first part, we obtain several identities involving the Moore-Penrose inverse of tensors and the trace of a tensor. The second part contains a few necessary and sufficient conditions of the reverse order law for the Moore-Penrose inverses of tensors via the Einstein product.
Preliminaries
For convenience, we first briefly explain some of the terminologies which will be used here on wards. We refer to R m×n as the set of all real m × n matrices, where R denotes the set of real scalars. We denote R I 1 ×···×I N as the set of order N real tensors. Indeed, a matrix is a second order tensor and a vector is a first order tensor. Note that throughout the paper, tensors are represented in calligraphic letters like A, and the notation ( [19] , and is obtained by generalizing Definition 3.12, [5] .
We recall the definition of an identity tensor below.
Definition 2.2. (Definition 3.13, [5])
A tensor with entries (I)
is called a unit tensor or identity tensor.
We next present the definition of the trace of a tensor which was introduced earlier in [19] .
Definition 2.3. ([19]) The trace of a tensor
(A) i 1 ...i N j 1 ...
j N is defined as the sum of the diagonal entries, that is
It is denoted by tr(A). Now, we recall the singular value decomposition (SVD) of a tensor which was first introduced in [5] for real tensors, and was then for a complex tensors in [19] .
Lemma 2.4. (Lemma 3.1, [19]) A tensor
where U ∈ C I 1 ×···×I N ×I 1 ×···×I N and V ∈ C J 1 ×···×J N ×J 1 ×···×J N are unitary tensors, and B ∈
Existence and uniqueness of A † is shown in Theorem 3.2, [19] . The authors of [19] also
We conclude this section with the following lemma which will be used in further sections.
So, C is idempotent.
Next result contains three equivalent conditions involving the Moore-Penrose inverse.
Then, the following three conditions are equivalent:
Proof. (i)⇒(ii) By post-multiplying A * N A * to B * N A † = O and then using Lemma 2.5 (a),
A sufficient condition for the commutativity of A and A † is provided next.
Proof. By using Definition 1.1, we have
Since A * N A * = A * * N A, equation (1) implies
By using Theorem 3.1 (a), equation (2) 
Converse is not true, and is shown by the following example.
, where
We thus have
We add a few properties of the trace of a tensor below. The first one shows that the trace of a tensor is a linear mapping.
Proof. We have
So,
Note that for tensors
Hence, the tensors in the trace of a product can be switched without changing the result. This is stated in the next result. to find X such that A * N X − X * N A = I. The next result is the most important tool for proving the primary result of this paper. The proof uses the notion of the trace of a tensor.
Using Definition 2.3, we can now write
This implies each |a i 1 .
We have the following remark obtained by replacing A * in the place of A.
We further obtain certain properties of the trace of a tensor below.
Proof. (a) By Lemma 3.6, we obtain
The proof for the other condition follows similarly.
(b) Using Definition 2.3, we have
Note that if A is invertible in (a) of the above Lemma, then tr(
Clearly, a real tensor and its transpose have the same trace. Using the linear property of the trace, it can also be shown that the trace of a skew-symmetric tensor is zero. The fact tr(A) = tr(A T ) and Lemma 3.6 together yield the following lemma.
Next result deals with the trace of the the Kronecker product of tensors. We first recall the definition of the Kronecker product of tensors. The Kronecker product A ⊗ B ( [19] 
The result below shows that the trace of the Kronecker product of two tensors is the product of the traces of the individuals.
Proof. The diagonal elements of (A ⊗ B) are (a i 1 ...
Hence the sum of the diagonal elements of A ⊗ B is
tr(A)tr(B). Hence tr(A ⊗ B) = tr(A)tr(B).
We next state that the trace of the Einstein product of three tensors is invariant under cyclic permutations, and the proof follows from Lemma 3.6.
Then tr(A * N B * N C) = tr(B * N C * N A) = tr(C * N A * N B).
Note that arbitrary permutations are not allowed. We next produce an example which shows this fact. 
, where To prove the next result, we define an inner product of tensors as
Further, note that the Frobenius norm ||.|| F is defined ( [5] ) as
Thus, ||A|| Sufficient conditions for the Moore-Penrose inverse of the sum of tensors to be the sum of the Moore-Penrose inverse of the individual tensors is obtained next. 
