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Abstract
We establish an H-Theorem for solutions to the continuous coagulation-fragmentation equation
under the detailed balance condition. We deduce the convergence of the solution to an equilibrium
state via a LaSalle invariance principle.
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1. Introduction
The purpose of this work is to investigate the long time convergence to an equilibrium
state for solutions to the continuous coagulation-fragmentation model with reaction
rates satisfying the so-called detailed balance condition. Recall that coagulation and
fragmentation processes occur in the dynamics of cluster growth and describe the
mechanisms by which clusters can coalesce to form larger ones or fragment into smaller
pieces. Coagulation-fragmentation models then aim at describing the time evolution of the
cluster-size distribution function. We refer to the survey papers [2,9] and the references
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180 P. Laurençot, S. Mischler / Bull. Sci. math. 127 (2003) 179–190therein for a detailed account on the physical derivation and properties of coagulation-
fragmentation models.
Denoting by f (t, y)  0 the density of clusters of size y ∈ R+ := (0,∞) at time
t  0, the continuous coagulation-fragmentation equation (hereafter refered to as the CCF
equation) reads
∂tf =Q(f ), (t, y) ∈ (0,∞)×R+, (1.1)
f (0, y)= f in(y), y ∈R+. (1.2)
Here the coagulation-fragmentation reaction term Q(f ) is given by
Q(f )=Q1(f )−Q2(f )−Q3(f )+Q4(f ), (1.3)
with
Q1(f )(y) = 12
y∫
0
a(y ′, y − y ′)f (y ′)f (y − y ′) dy ′,
Q2(f )(y) = 12
y∫
0
b(y ′, y − y ′) dy ′f (y),
Q3(f )(y) =
∞∫
0
a(y, y ′)f (y)f (y ′) dy ′,
Q4(f )(y) =
∞∫
0
b(y, y ′)f (y + y ′) dy ′,
where a and b are the coagulation and fragmentation rates, respectively. Throughout the
paper we make the following assumptions on the coagulation and fragmentation rates.
(H1) Symmetry and growth assumption: the rates a, b :R2+ → R+ are measurable
functions satisfying the symmetry condition
0 < a(y, y ′)= a(y ′, y), 0 < b(y, y ′)= b(y ′, y), ∀(y, y ′) ∈R2+, (1.4)
and the growth conditions
0 a(y, y ′)A0
(
(1+ y)α(1+ y ′)β + (1+ y)β(1+ y ′)α), (1.5)
0 b(y, y ′) B0(1+ y + y ′)γ , (1.6)
for (y, y ′) ∈ R2+, where α ∈ [0,1], β ∈ [0, α], γ ∈ R and A0 and B0 are positive real
numbers. We further assume that, either
α + β  1 (weak coagulation) (1.7)
or there is b0 > 0 such that
γ > α + β − 2, γ >−1 (strong fragmentation)
b(y, y ′) b0(1+ y + y ′)γ , (y, y ′) ∈ (1,∞)2.
(1.8)
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tion rates. The growth conditions (1.5)–(1.8) are more restrictive but still include a wide
class of coagulation and fragmentation rates. Moreover, these conditions imply that there
exists a solution f to (1.1), (1.2) which is mass-conserving, that is,
Y1
(
f (t)
) :=
∞∫
0
f (t, y)y dy = Y1
(
f in
)
, ∀t  0. (1.9)
A more precise statement will be given in Theorem 1.1. Let us emphasize here that, in
general, solutions to (1.1), (1.2) need not fulfil (1.9) and that we may have Y1(f (t)) <
Y1(f
in) for t large, a phenomenon known as gelation. However, the assumptions (1.7)
and (1.8) prevent the occurrence of gelation, so that (1.9) holds true in our case. We
finally refer to [11,12,14] and the references therein for more details about the gelation
phenomenon.
We next make a structural assumption on the coagulation and fragmentation rates which
guarantees the existence of stationary solutions to (1.1).
(H2) Detailed balance condition: there exists a positive function M ∈L1µ(R+) such that
a(y, y ′)M(y)M(y ′)= b(y, y ′)M(y + y ′), ∀(y, y ′) ∈R2+, (1.10)
M ∈ L∞(R+), ess inf
y∈R+
lnM(y)
y
−M0 (1.11)
for some positive constant M0, where
µ := max{1+ α+ β,2+ γ } (1.12)
and Lps (R+) := Lp(R+, (1+ y)s dy) for s ∈R and p ∈ [1,∞].
Clearly, the function Mz defined by Mz(y) :=M(y)zy , y ∈ R+, also satisfies (1.10)
for each z ∈ R+ and Mz is a stationary solution to (1.1) usually called an equilibrium.
Observe that Mz does not necessarily belong to L11(R+) for z large. Furthermore, the
detailed balance condition (H2) ensures that the “entropy”
H(f ) :=
∞∫
0
[
f
(
ln
f
M
− 1
)
+M
]
dy  0 (1.13)
is (at least formally) a strict Liapunov functional. That is, if f is a solution to (1.1), either
t →H(f (t)) is a strictly decreasing function of time or there exists a time T  0 such that
H(f (t)) is constant and f is identically equal to an equilibrium for t  T .
A typical example of coagulation and fragmentation rates enjoying the detailed balance
condition is the following:

a(y, y ′)=A0(1+ y)α(1+ y ′)α,
b(y, y ′)= B0a(y, y ′) exp(λ(y + y
′)p)
exp(λ(yp + y ′p))
(1+ y + y ′)τ
(1+ y)τ (1+ y ′)τ ,
(1.14)
where α ∈ [0,1], λ > 0, p ∈ [0,1), τ ∈ [0,+∞), and A0, B0 are positive real numbers.
In that case, M(y)= (1 + y)−τ exp(−λyp − y), y ∈R+. For instance, (H1) and (H2) are
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coefficients a and b is included in the above example (with α = τ = p = 0).
Before stating our results, let us recall an existence result for (1.1), see [10,11,17].
Theorem 1.1. Assume that a, b satisfy (H1)–(H2) and that the initial condition satisfies
0 f in ∈ L1µ(R+) and H
(
f in
)
<∞. (1.15)
There is a solution f to the CCF equation (1.1), (1.2) satisfying
f ∈ C([0,∞);L1µ(R+)) and H(f ) ∈L∞loc([0,∞)), (1.16)
D(f ) := (aff ′ − bf ′′)(ln(aff ′)− ln(bf ′′)) ∈L1loc([0,∞)×R2+), (1.17)
and the conservation of mass (1.9). Here and below, we use the notations f = f (y),
f ′ = f (y ′) and f ′′ = f (y + y ′).
The existence of a mass-conserving solution to (1.1), (1.2) satisfying also the first
assertion of (1.16) follows from [10,11,17]. The second assertion of (1.16) and (1.17)
rely on the lower semicontinuity of H and D and may be proved by similar arguments
as [16, Theorem 5.1]. The class of coefficients a and b considered in [16] is actually more
restrictive than (H1) but the proof still works in the present framework.
We may now state an H-Theorem for (1.1).
Theorem 1.2. Under the assumptions of Theorem 1.1, the following identity (H-Theorem)
is true:
H
(
f (t2)
)−H (f (t1))=−
t2∫
t1
D(f (t))dt, t2  t1  0, (1.18)
where the dissipation of entropy D(f ) is defined by
D(f ) := 1
2
∞∫
0
∞∫
0
(aff ′ − bf ′′)(ln(aff ′)− ln(bf ′′))dy dy ′. (1.19)
As far as we know, the identity (1.18) has not been established previously for the CCF
equation (1.1) but it is already known for the discrete coagulation-fragmentation equations
[3,5,6]. The proofs however rely partly on different arguments, owing to the different
functional settings (!1(N \ {0}) for the latter and L1(R+) for the former).
Theorem 1.2 is obviously the first step towards the study of the trend to equilibrium of
solutions to (1.1) and we now investigate this issue. In order to get our next result, we need
two additional assumptions.
(H3) Monotonicity condition on the coagulation rate and control of the fragmentation
rate by the coagulation rate: there exists A> 0 such that
a(y ′, y − y ′) a(y ′, y) for y  y ′  0, (1.20)
b(y ′, y − y ′)Aa(y, y ′) for y  y ′  0. (1.21)
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τ  α. This assumption was introduced in [4,13] and further developed in [16] and ensures
that
sup
[0,∞)
∞∫
0
Φ
(
f (t, y)
)
dy <∞
for a large family of convex functions Φ (see (3.1) below).
(H4) There exists zs ∈ (0,∞) such that
lim
y→∞M(y)
1/y = 1
zs
. (1.22)
This assumption allows us to introduce the modified entropy
Hzs (f ) :=H(f )− Y1(f ) lnzs,
which has better continuity properties than the entropy H [3]. The condition (H4) also
implies that the function
#(z) :=
∞∫
0
zyyM(y) dy (1.23)
is increasing from [0, zs) onto [0, #(zs)) and satisfies{
#(z) <∞ if 0 < z < zs ,
#(z)=∞ if z > zs . (1.24)
We further define #s := #(zs) ∈ (0,∞]. Our next result then reads as follows.
Theorem 1.3. Assume that a, b satisfy (H1)–(H4) with (1.7), and that the initial condition
satisfies (1.15). There is z ∈ [0, zs] such that the solution f to (1.1), (1.2) given by
Theorem 1.1 satisfies
f (t) −→
t→∞ Mz in L
1(R+) (1.25)
and
H
(
f (t)
) −→
t→∞ H(Mz). (1.26)
The proof of Theorem 1.3 is in the spirit of the LaSalle invariance principle. In
the context of coagulation-fragmentation models, such an approach seems to have been
introduced in [3] for the Becker–Döring equations. It was further developed in [5,6] for the
discrete coagulation-fragmentation equations and in [15] for the Becker–Döring equations
with diffusion.
Theorem 1.3 completes the analysis performed in [16] where a result of stabilization
has been proved under the sole assumptions (H1) and (H2). More precisely, it is shown in
[16, Theorem 2.3] that the set {f (t), t  0} is strongly compact in L1(R+) and the ω-limit
set (that is, the set of cluster points of f (t) as t →∞) only contains equilibria. The proof
of this result relies on the lower semicontinuity of the dissipation of entropy D (see [19]
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ω-limit set reduces to a single point. In fact, the proof of Theorem 1.3 combines the results
from [16, Theorem 2.3] with the additional information obtained from the assumptions
made here. Unfortunately, it does not allow to conclude that
#(z)= Y1
(
f in
)
if Y1
(
f in
)
< #s,
#(z)= #s if Y1
(
f in
)
 #s,
(1.27)
which is the natural conjecture following from (1.9) since there is no equilibrium with
mass Y1 > #s when #s < ∞. This conjecture is known to be true for the Becker–
Döring equations (under suitable assumptions on the coefficients, see [3,8,21] and the
references therein) but is still a widely open question for the general coagulation-frag-
mentation equations (1.1) and its discrete counterpart. The main difficulty encountered is
the possibility of a loss of mass as t →∞, that is, the lack of compactness of {f (t), t  0}
in L11(R+). There are however some situations for which the above conjecture can be
proved: either when zs =∞ or under the assumption of strong fragmentation (1.8) which
was introduced in [5]. In both cases, #s =∞ and it is possible to control the behaviour of
f (t, y) for large values of y in L11(R+), the control being uniform with respect to t > 0
[11,16,22]. Consequently, any element of the ω-limit set has the same mass Y1(f in) as the
initial datum, from which the validity of (1.27) follows. For completeness, we state below
the analogue of Theorem 1.3 obtained under the strong fragmentation assumption.
Proposition 1.4. Assume that a, b satisfy (H1)–(H4) with (1.8). Then the solution f
to (1.1), (1.2) given by Theorem 1.1 satisfies (1.25) with z ∈ [0, zs] given by #(z)= Y1(f in).
Notice that the case where a and b are both constants is included in Proposition 1.4.
A more precise result is actually available in that case: assuming for simplicity that f in is
such that Y1(f in)= 1, it is proved in [1] that f (t) converges strongly towards M(y)= e−y
in L1(R+) with an exponential rate. The approach in [1] is completely different and is
based on an estimate from below of the dissipation of entropy D(f ) in terms of the
entropy H(f ).
To conclude, let us mention that an analogue of Theorem 1.3 is not known for the coa-
gulation-fragmentation equations with diffusion (except for the Becker–Döring equations
with diffusion [15], see also [7] for stabilization results). An important feature of our
approach is that, as soon as one obtains Theorem 1.2 for the coagulation-fragmenta-
tion equations with diffusion, the proof of Theorem 1.3 extends straightforwardly to this
situation. In other words, under assumptions (H1)–(H4), proving the convergence to an
equilibrium reduces to the questions of mass conservation and H-theorem.
2. H-Theorem
The proof follows the lines of the proof of Lu for the Boltzmann equation [20]. Let
T ∈R+. For n 1 and y ∈R+, we define
hn(f )= (f + φn)
(
ln
(
f ∧ n+ φn
M
)
− 1
)
+M with φn(y)= M(y)
n
, (2.1)
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Hn(f ) :=
∞∫
0
hn(f ) dy
for t ∈ [0, T ]. We first observe that, since f ∈ L∞(0, T ;L1µ(R+)), it follows from (1.5),
(1.6) and the Fubini theorem that Q(f ) ∈ L∞(0, T ;L11(R+)) while (1.11) ensures that
lnXn ∈ L∞
(
0, T ;L∞−1(R+)
)
where Xn := f ∧ n+ φn
M
.
We therefore deduce from (1.1) that ∂tf ∈ L∞(0, T ;L11(R+)) and it follows from (1.1)
that
d
dt
Hn(f ) =
∞∫
0
∂f
∂t
∂hn(f )
∂f
dy =
∞∫
0
Q(f )[lnXn − 1{fn}]dy
= −1
2
∞∫
0
∞∫
0
(aff ′ − bf ′′)(ln(XnX′n)− ln(X′′n))dy dy ′
−
∞∫
0
Q(f )1{fn} dy,
the last equality being a consequence of the Fubini Theorem. We next put
Dn = (aff ′ − bf ′′)
(
ln(XnX′n)− ln(X′′n)
)
and write Dn = D+n −D−n with D+n = max{Dn,0}, D−n = max{−Dn,0}. Integrating the
previous identity over (0, t) with t ∈ [0, T ], we obtain
Hn
(
f (t)
)−Hn(f (0)) = −
t∫
0
{
1
2
∞∫
0
∞∫
0
(D+n −D−n ) dy dy ′
+
∞∫
0
Q(f )1{fn} dy
}
dt. (2.2)
To pass to the limit as n→∞ in (2.2), we need some properties of D+n and D−n which we
gather in the next lemma.
Lemma 2.1. For n ‖M‖L∞ , there holds
0D−n  F, 0D+n D(f )+ F, (2.3)
with
F := 2(a + b){(f ′′ +M ′′)(1+ f +M + f ′ +M ′)
+ (f +M)(f ′ +M ′)} ∈ L1((0, T )×R2+).
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• aff ′  bf ′′ and XnX′n X′′n . Then D−n = 0 and D+n =Dn =D(f )+A with
A := (aff ′ − bf ′′) ln
(
bf ′′XnX′n
aff ′X′′n
)
 (aff ′ − bf ′′)bf
′′XnX′n
aff ′X′′n
 bf ′′XnX
′
n
X′′n
 af ′′ (f ∧ n+ φn)(f
′ ∧ n+ φ′n)
f ′′ ∧ n+ φ′′n
 a(f +M)(f ′ +M ′)1{f ′′n} + 2af ′′(f ′ +M ′)1{f ′′>n}  F.
• aff ′  bf ′′ and XnX′n X′′n . Then D+n = 0 and
D−n =−Dn = (bf ′′ − aff ′) ln
(
XnX
′
n
X′′n
)
 bf ′′XnX
′
n
X′′n
 F
by the same argument as above.
• aff ′  bf ′′ and XnX′n X′′n . Then D+n = 0 and
D−n = −Dn = (aff ′ − bf ′′) ln
(
X′′n
XnX′n
)
 aff ′ X
′′
n
XnX′n
 bff ′ f
′′ ∧ n+ φ′′n
(f ∧ n+ φn)(f ′ ∧ n+ φ′n)
 b
[
(f ′′ +M ′′)1{f,f ′n} + ff ′1{f,f ′n}
+ (f + f ′)(f ′′ +M ′′)1{fnf ′}∪{fnf ′}
]
 F.
• aff ′  bf ′′ and XnX′n X′′n . Then D−n = 0 and D+n =Dn =D(f )+B with
B := (bf ′′ − aff ′) ln
(
aff ′X′′n
bf ′′XnX′n
)
 aff ′ X
′′
n
XnX′n
 F
by the same argument as above.
Finally, by (H1), we have
F C(1+ y + y ′)µ−1[(f ′′ +M ′′)(1+ f +M + f ′ +M ′)+ (f +M)(f ′ +M ′)]
which belongs to L∞(0, T ;L1(R2+)) thanks to (H2) and (1.16). ✷
Since D(f ) ∈ L1((0, t) × R2+) by (1.17), (Dn) converges almost everywhere to
D(f ) 0 and it follows from Lemma 2.1, the regularity of Q(f ) and f , and the Lebesgue
dominated convergence theorem that
D+n →D(f ) and D−n → 0 in L1
(
(0, t)×R2+
)
,
Q(f )1{fn} → 0 in L1
(
(0, t)×R+
)
.
Consequently, the right-hand side of (2.2) converges to the right-hand side of (1.18) (with
t1 = 0 and t2 = t) as n→∞.
Finally, the convexity of r → r ln r entails that
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(
ln
(
f +M
M
)
− 1
)
+M
 1
2
(
2f ln(2f )+ 2M ln(2M))− (f +M) lnM − f
 (f +M) ln 2+ f
(
ln
(
f
M
)
− 1
)
+M ∈ L1(R+)
by (1.16) and (H2). We then pass to the limit in the left-hand side of (2.2) with the Lebesgue
dominated convergence theorem to conclude the proof of Theorem 1.2.
3. Convergence to equilibrium
We now turn to the proof of Theorem 1.3 which is divided into five steps.
Step 1. We claim that the solution f given by Theorem 1.1 satisfies: there exists
Φ :R+→R+ such that
Φ(r)
r ln r
−→
r→∞∞ and supt0
∞∫
0
Φ
(
f (t, y)
)
dy <∞. (3.1)
Such a property has been used in [16] for a different purpose and we recall its main steps for
completeness. It first follows from (1.15) and a refined version of the de la Vallée Poussin
theorem [18, Proposition I.1.1] that we can build a non-negative and convex function
Φ ∈W 1,∞loc ([0,+∞)) such that Φ(r)/(r ln r)→∞ when r →∞, Φ(r) rΦ ′(r) for any
r  0, Φ(r)= 0 for r ∈ [0,4A] and Φ(f in) ∈L1 (see [16, Corollary 3.2 and Appendix B]
for details). Then, arguing as in [16, Lemma 3.5 and Lemma 3.7] there holds
∞∫
0
(
Q1(f )−Q3(f )
)
Φ ′(f ) dy −1
2
∞∫
0
∞∫
0
a(y, y ′)f ′fΦ ′(f ) dy ′ dy,
∞∫
0
Q4(f )Φ
′(f ) dy  1
4
∞∫
0
∞∫
0
a(y, y ′)ff ′Φ ′(f ) dy ′ dy,
so that
d
dt
∞∫
0
Φ
(
f (t, y)
)
dy =
∞∫
0
Q(f )Φ ′(f ) dy  0,
and (3.1) is proved. Notice that the arguments given above are mainly formal but can be
justified by approximating Φ by convex functions which increase linearly at infinity.
Step 2. Let (tn) be a sequence such that tn →+∞. We may argue as in the proof of [16,
Theorem 2.3] to prove that there are a subsequence (tn′) and an equilibrium M such that
f (tn′ + 1)→ M in L1(R+). (3.2)
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∞∫
0
M(y)y dy  Y1
(
f in
)
. (3.3)
Step 3. Thanks to the properties of f , we are in a position to apply the H-Theorem
(Theorem 1.2) and conclude that t → H(f (t)) is non-increasing. We then infer from the
non-negativity of H and the mass conservation (1.9) that there is H ∈R such that
Hzs
(
f (tn′ + 1)
)→ H := inf
t0
Hzs
(
f (t)
)
, (3.4)
where
Hzs (f ) :=H(f )− Y1(f ) lnzs .
Step 4. We then claim that
Hzs
(
f (tn′ + 1)
)→Hzs (M). (3.5)
In order to see this, we write
Hzs (f )=
∞∫
0
f lnf dy −
∞∫
0
f
[
y ln
(
zsM(y)
1/y)+ 1]dy.
On the one hand, observing that
|f lnf |  f (− lnf )1{0fe−√y } + f (− lnf )1{e−√yf1} + f lnf 1{f1}
 e−
√
y/2 sup
r∈[0,1]
(
r1/2| ln(r)|)+ f√y + f (lnf )+,
we deduce from (1.9) and (3.1) that, for any R > 1,
∞∫
R
∣∣f (tn′ + 1, y) lnf (tn′ + 1, y)∣∣dy
 2
e
∞∫
R
e−
√
y/2 dy + 1
R1/2
Y1
(
f in
)+R1/2
∞∫
R
f (tn′ + 1, y) dy
+
∞∫
R
f (tn′ + 1, y) lnf (tn′ + 1, y)1{f (tn′+1,y)e
√
R} dy
 2
e
∞∫
R
e−
√
y/2 dy + 2
R1/2
Y1
(
f in
)+( sup
re
√
R
r
Φ(r)
)
sup
t0
∞∫
0
Φ
(
f (t, y)
)
dy,
and the right-hand side of the above inequality converges to zero asR→∞ uniformly with
respect to n′ by (3.1). Using once more (3.1), we thus conclude that (f (tn′ + 1) lnf (tn′ +
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ensures that
∞∫
0
f (tn′ + 1, y) lnf (tn′ + 1, y) dy→
∞∫
0
M ln M dy.
On the other hand, owing to (1.22), ln(zsM(y)1/y)→ 0 as y→∞ and it follows from (1.9)
and (3.2) that
∞∫
0
f (tn′ + 1, y)
[
y ln
(
zsM(y)
1/y)+ 1]dy→
∞∫
0
M[y ln(zsM(y)1/y)+ 1]dy.
Combining the previous two assertions yields the claim (3.5).
Step 5. Clearly, the conditions
M is an equilibrium and Hzs (M)= H (3.6)
determine a unique z¯ ∈ [0, zs] (depending only on H ) such that M =Mz¯. Indeed, arguing
as in [3, Proposition 4.3] shows that z →Hzs (Mz) is decreasing on [0, zs). We have thus
proved that {f (t)} has only one cluster point in L1(R+) as t →∞. Consequently, f (t)
converges to Mz¯ in L1(R+) as t →∞ and we have proved (1.25).
Proof of Proposition 1.4. We proceed as in [5]. Arguing as in step 2 of the proof of
Theorem 1.3, we have (3.2). On the other hand, it follows from [11] that
sup
t1
∞∫
0
f (t, y)y2 dy <∞.
This implies that Y1(M)= Y1(f in) which uniquely determines M . ✷
References
[1] M. Aizenman, T.A. Bak, Convergence to equilibrium in a system of reacting polymers, Comm. Math.
Phys. 65 (1979) 203–230.
[2] D.J. Aldous, Deterministic and stochastic models for coalescence (aggregation, coagulation): a review of the
mean-field theory for probabilists, Bernoulli 5 (1999) 3–48.
[3] J.M. Ball, J. Carr, O. Penrose, The Becker–Döring cluster equations: basic properties and asymptotic
behaviour of solutions, Comm. Math. Phys. 104 (1986) 657–692.
[4] A.V. Burobin, Existence and uniqueness of a solution of a Cauchy problem for the inhomogeneous three-
dimensional coagulation equation, Differential Equations 19 (1983) 1187–1197.
[5] J. Carr, Asymptotic behaviour of solutions to the coagulation-fragmentation equations. I. The strong
fragmentation case, Proc. Roy. Soc. Edinburgh Sect. A 121 (1992) 231–244.
[6] J. Carr, F.P. da Costa, Asymptotic behavior of solutions to the coagulation-fragmentation equations. II. Weak
fragmentation, J. Statist. Phys. 77 (1994) 89–123.
[7] J.F. Collet, F. Poupaud, Asymptotic behaviour of solutions to the diffusive fragmentation-coagulation
system, Phys. D 114 (1998) 123–146.
190 P. Laurençot, S. Mischler / Bull. Sci. math. 127 (2003) 179–190[8] F.P. da Costa, Convergence to equilibria of solutions to the coagulation-fragmentation equations, in:
Nonlinear Evolution Equations and Their Applications (Macau, 1998), World Sci. Publishing, River Edge,
NJ, 1999, pp. 45–56.
[9] R.L. Drake, A general mathematical survey of the coagulation equation, in: Topics in Current Aerosol
Research (Part 2), International Reviews in Aerosol Physics and Chemistry, Pergamon Press, Oxford, 1972,
pp. 203–376.
[10] P.B. Dubovskiıˇ, I.W. Stewart, Existence, uniqueness and mass conservation for the coagulation-fragmenta-
tion equation, Math. Methods Appl. Sci. 19 (1996) 571–591.
[11] M. Escobedo, Ph. Laurençot, S. Mischler, B. Perthame, Gelation and mass conservation in coagulation-
fragmentation models, Preprint.
[12] M. Escobedo, S. Mischler, B. Perthame, Gelation in coagulation and fragmentation models, Comm. Math.
Phys. 231 (2002) 157–188.
[13] V.A. Galkin, V.A. Tupchiev, About asymptotic behaviour of solutions of the coagulation equation,
Transactions of the Institute of Experimental Meteorology 19 (1978) 31–41 (in Russian).
[14] I. Jeon, Existence of gelling solutions for coagulation-fragmentation equations, Comm. Math. Phys. 194
(1998) 541–567.
[15] Ph. Laurençot, D. Wrzosek, The Becker–Döring model with diffusion. II. Long-time behaviour, J. Differen-
tial Equations 148 (1998) 268–291.
[16] Ph. Laurençot, S. Mischler, The continuous coagulation-fragmentation equation with diffusion, Arch.
Rational Mech. Anal. 162 (2002) 45–99.
[17] Ph. Laurençot, S. Mischler, From the discrete to the continuous coagulation-fragmentation equations, Proc.
Roy. Soc. Edinburgh Sect. A 132 (2002) 1219–1248.
[18] C.H. Lê, Etude de la classe des opérateurs m-accrétifs de L1(/) et accrétifs dans L∞(/), Thèse de 3ème
cycle, Université de Paris VI, 1977.
[19] P.-L. Lions, Compactness in Boltzmann’s equation via Fourier integral operators and applications I, J. Math.
Kyoto Univ. 34 (1994) 391–427.
[20] X.G. Lu, Conservation of energy, entropy identity and local stability for the spatially homogeneous
Boltzmann equation, J. Statist. Phys. 96 (1999) 765–796.
[21] M. Slemrod, The Becker–Döring equations, in: Modeling in Applied Sciences, Model. Simul. Sci. Eng.
Technol., Birkhäuser Boston, Boston, MA, 2000, pp. 149–171.
[22] I.W. Stewart, P.B. Dubovskiı˘, Approach to equilibrium for the coagulation-fragmentation equation via a
Lyapunov functional, Math. Methods Appl. Sci. 19 (1996) 171–185.
