The Gaia-ESO Public Spectroscopic Survey (GES) is conducting a large-scale study of multielement chemical abundances of some 100 000 stars in the Milky Way with the ultimate aim of quantifying the formation history and evolution of young, mature and ancient Galactic populations. However, in preparing for the analysis of GES spectra, it has been noted that atomic oscillator strengths of important Fe I lines required to correctly model stellar line intensities are missing from the atomic database. Here, we present new experimental oscillator strengths derived from branching fractions and level lifetimes, for 142 transitions of Fe I between 3526Å and 10864Å, of which at least 38 are urgently needed by GES. We also assess the impact of these new data on solar spectral synthesis and demonstrate that for 36 lines that appear unblended in the Sun, Fe abundance measurements yield a small line-byline scatter (0.08 dex) with a mean abundance of 7.44 dex in good agreement with recent publications.
INTRODUCTION
The Gaia-ESO Public Spectroscopic Survey (GES) is currently taking place at the European Southern Observatory (ESO), employing the Fibre Large Array Multi Element Spectrograph (FLAMES) instrument at the Very Large Telescope (VLT) facility. Its aim is to obtain high quality spectroscopy of some 100 000 stars from all major components of the Milky Way to quantify the "kinematic multichemical element abundance distribution functions of the Milky Way Bulge, the thick Disc, the thin Disc, and the Halo stellar components, as well as a very significant sample of 100 open clusters" (Gilmore et al. 2012) . Over the course of the survey, chemical abundances will be measured for alpha and iron-peak elements in all stars with visual magnitude less than nineteen. These data will probe stellar nucleosynthesis by examining nuclear statistical equilibrium and the alpha-chain. Ultimately, the abundances and radial velocities will be combined with high-precision position and proper motion measurements from the European Space Agency's Gaia mission, to "quantify the formation history and evolution of young, mature and ancient Galactic populations" (Perryman et al. 2001) . Gilmore et al. (2012) also state that "Considerable effort will be invested in abundance calibration and ESO archive re-analysis to ensure maximum future utility." To achieve these high-level aims, it is vital that fundamental atomic data be available for lines in the GES spectral range:
⋆ E-mail:m.ruffoni@imperial.ac.uk 4800Å to 6800Å for measurements with the high-resolution FLAMES Ultraviolet and Visual Echelle Spectrograph (UVES) and 8500Å to 9000Å for measurements with the mid-resolution FLAMES Giraffe spectrograph. The availability of absorption oscillator strengths, f (usually used as the log(gf ), where g is the statistical weight of the lower level), is particularly important for the correct modelling and analysis of stellar line intensities; especially so for abundant elements such as iron, which is also used to infer fundamental stellar parameters.
However, in preparing a list of iron lines to be targeted during the analysis of GES spectra, the GES line list team noted that of 449 well-resolved lines of neutral iron (Fe I) expected to be visible with sufficient signal-to-noise ratio, only 167 have published log(gf) values measured in the laboratory with uncertainties below 25 %. Experimental log(gf) values with large uncertainties (greater than 50 % in many cases) were available for an additional 162 lines. For the final 120 lines, no experimental log(gf )s were available at all. A similar observation was made by Bigot and Thévenin (2006) for lines of interest to the Gaia mission.
As a result of this inadequacy in the atomic database, and similar inadequacies observed by other astronomers (see Ruffoni et al. (2013a) and Pickering et al. (2011) , for example), we have undertaken a new study of the Fe I spectrum with the aim of providing accurate log(gf ) values for lines of astrophysical significance. In Section 3 of this paper, we report accurate log(gf )s for 142 Fe I lines, 64 of which have been measured experimentally for the first time. The log(gf ) values of at least 38 of these lines are urgently needed for the GES survey.
EXPERIMENTAL PROCEDURE
Typically, log(gf )s are obtained in the laboratory from measurements of atomic transition probabilities, A, (Thorne at al. 2007 ).
log(gf ) = log A ul guλ 2 × 1.499 × 10 −14 ,
where the subscript u denotes a target upper energy level, and ul, a transition from this level to a lower level, l, that results in emission of photons of wavelength λ (nm). gu is the statistical weight of the upper level. The A ul values are found by combining experimental branching fractions, BF ul , with radiative lifetimes, τu (Huber and Sandeman 1986) .
The BF ul for a given transition is the ratio of its A ul to the sum of all A ul associated with u. This is equivalent to the ratio of observed relative line intensities in photons/s for these transitions.
This approach does not depend on any form of equilibrium in the population distribution over different levels, but it is essential that all significant transitions from u be included in the sum over l. The BFs measured for this work were extracted from Fe I spectra acquired by Fourier transform (FT) spectroscopy, as described in Section 2.1. The radiative lifetimes required to solve Equation 2 were obtained through laser induced fluorescence (LIF), and are discussed in Section 2.2.
Branching Fraction Measurements
The BFs reported here were obtained from Fe I emission line spectra measured in two overlapping spectral ranges between 8200 cm −1 and 35500 cm −1 (between 1220 nm and 282 nm), labelled A and B in Table 1 .
Spectrum A was measured between 8200 cm −1 and 25500 cm −1 (3920.5Å and 12191.8Å) on the 2 m Fourier transform (FT) spectrometer at the National Institute of Standards and Technology (NIST) (Nave et al. 1997) . The Fe I emission was generated from an iron cathode mounted in a water cooled hollow cathode lamp (HCL) running at a current of 2.0 A in a Ne atmosphere of 370 Pa pressure. The response of the spectrometer as a function of wavenumber was obtained by measuring the spectrum of a calibrated tungsten (W) halogen lamp with spectral radiance known to ±1.1 % between 250 nm and 2400 nm. W lamp spectra were acquired both before and after measurements of the Fe/Ne HCL spectrum to verify that the spectrometer response remained stable.
220 individual Fe/Ne HCL spectra were acquired over two days and coadded to improve the signal-to-noise ratio of weak lines. However, due to different detector configurations being used on each day, the spectrometer response function varied significantly between the two. As a result, the files Fe080311.001 to .003 (containing 110 spectra, acquired with a Si photodiode on each outputs of the FT spectrometer) were coadded and intensity calibrated using the spectral response function labelled "Spectrum A (1)" in Figure 1 , while Fe080411 B.001 to .003 (containing the remaining 110 spectra, acquired with a single Si photodiode mounted on the unbalanced output of the FT spectrometer) were coadded and calibrated using the response function labelled "Spectrum A (2)". These response functions were obtained with the aid of the FAST package (Ruffoni 2013b) . The two intensity calibrated line spectra were then themselves coadded to produce the final spectrum.
Spectrum B was measured between 20000 cm −1 and 35500 cm −1 (2816.1Å and 4998.6Å) on the Imperial College VUV spectrometer (Thorne et al. 1996) , which is based on the laboratory prototype designed by Thorne et al. (1987) . The Fe emission was generated from an iron cathode mounted in a new HCL designed and manufactured at Imperial College London (IC). The lamp was operated at 700 mA in a Ne atmosphere of 170 Pa pressure to provide reasonable signal-to-noise ratio in the weaker lines while avoiding self-absorption effects in the stronger lines.
The spectrometer response function for spectrum B is also shown in Figure 1 , and was again obtained from a calibrated W lamp, measured before and after each Fe/Ne HCL measurement. Uncertainties in the relative spectral radiance of the W lamp used at IC, and calibrated by the National Physical Laboratory (NPL), do not exceed ±1.4 % between 410 nm and 800 nm, and rise to ±2.8 % at 300 nm.
Many of the upper energy levels studied here are linked to transitions that produced spectral lines contained entirely within the range of either spectrum A or B. In these cases, all branching fractions pertaining to those levels were derived from a single spectrum. Where lines associated with a given upper level spanned both spectra, their intensities were put on a common relative scale by comparing the intensity of lines in the overlap region between the two spectra. The process of intensity calibrating overlapping spectra is discussed in detail in Pickering et al. (2001a) and Pickering et al. (2001b) .
For each target upper level, the predicted transitions to lower levels were obtained from the semi-empirical calculations of Kurucz (2007) . Emission lines from these transitions were then identified in our Fe spectra, and the XGremlin package (Nave et al. 1997) used to fit Voigt profiles to those that were observed above the noise limit. The residuals from each fit were examined to ensure that the observed line profiles were free from selfabsorption and not blended with other features.
The spectra and fit results from XGremlin were then loaded into the FAST package (Ruffoni 2013b) , where the BFs for each observed target line were measured. Lines which were too weak to be observed -typically those predicted by Kurucz (2007) to contribute less than 1 % of the total upper level BF -were not considered, as were lines that were either blended or outside the measured spectral range. Their predicted contribution to the total BF was assigned to a 'residual' value, which was used to scale the sum over l of the measured line intensity, I ul , in Equation 3.
The calculation of experimental uncertainties in BFs measured by FT spectroscopy with FAST has been discussed in our recent papers (Ruffoni et al. 2013a; Ruffoni 2013b) . The uncertainty in a given BF, ∆BF ul , is
where I ul is the calibrated relative intensity of the emission line associated with the electronic transition from level u to level l, and ∆I ul is the uncertainty in intensity of this line due to its measured signal-to-noise ratio and the uncertainty in the intensity of the standard lamp. From Equation 2, it then follows that the uncertainty in A ul is Table 1 .
where ∆τ ul is the uncertainty in our measured upper level lifetime. Finally, the uncertainty in log(gf ) of a given line is
Upper Level Radiative Lifetimes
Radiative lifetimes are measured to ±5 % using time-resolved laser-induced fluorescence (LIF) on an atomic beam of iron atoms. A diagram of the apparatus is shown in O'Brian et al. (1991) . The beam is produced by sputtering iron atoms in a hollow cathode discharge. The electrical discharge is operated in ≈50 Pa argon gas. A DC current of ≈30 mA maintains the discharge between ≈10 A, 10 µs duration pulses at 30 Hz repetition rate. The hollow cathode, which is lined with a foil of pure iron, is closed on one end except for a 1 mm hole which is flared on one side to act as a nozzle. Energetic argon ions accelerated through the cathode fall potential efficiently sputter the iron from the surface of the cathode. The iron atoms (neutral as well as singly-ionized) are differentially pumped through the nozzle amidst a flow of argon gas into a low pressure (10 −2 Pa) scattering chamber. This "beam" is slow (neutrals are moving ∼5 × 10 4 cm/s and ions somewhat faster) and weakly collimated.
Measurement of the odd-parity level lifetime required singlestep laser excitation. In this technique the atomic beam is intersected at right angles by a single beam from a nitrogen laserpumped dye laser 1 cm below the nozzle. The delay between the discharge pulse and the laser pulse is adjustable, and optimized typically at ∼20 µs, which corresponds to the average transit time of the iron atoms. The scattering volume is at the center of a set of Helmholtz coils which zeroes the magnetic field to within ±2 µT. This very low field ensures that the excited iron atoms do not precess about the Earth's magnetic field, thus eliminating the potential for Zeeman quantum beats in the fluorescence. The dye laser is tunable over the range 205 nm to 720 nm using a large selection of dyes as well as frequency doubling crystals. It has a bandwidth of ∼0.2 cm −1 , a half-width duration of ∼3 ns and, more importantly for this work, terminates completely in a few ns. The laser allows for selective excitation of the level under study, eliminating the problem of cascade from higher-lying levels that plagued earlier, non-selective techniques. The laser is tuned to a transition between the ground state or a low-lying metastable level and the level under study. Identifying the correct transition is non-trivial, particularly for a dense, line rich spectrum such as Fe I and Fe II. The laser is tuned to within ≈0.1 nm of the transition by adjusting the angle of the grating, which is the tuning element of the laser, while measuring the wavelength with a 0.5 m monochromator. A LIF spectrum of 0.5 nm to 1.0 nm range is then recorded using a boxcar averager by slowly changing the pressure in an enclosed volume surrounding the grating. Pressure scanning provides exceptional linearity and reproducibility. The pressure scanned spectrum is then compared to the published linelist from the NIST database 1 to correctly identify the line of interest.
Fluorescence is collected in a direction mutually orthogonal to the atomic and laser beams through a pair of fused-silica lenses comprising an f/1 optical system. A spectral filter, either a broadband colored-glass filter or a narrowband multilayer dielectric filter, is inserted between the two lenses where the fluorescence is approximately collimated. The filter is chosen to maximize fluorescence throughput while reducing or eliminating scattered laser light and eliminating possible cascade from lower-lying levels. Fluorescence is focused onto the photocathode of a RCA 1P28A photomultiplier tube (PMT) and the PMT signal is recorded using a Tektronix SCD1000 transient digitizer. The bandwidth of the PMT, digitizer and associated electronics is adequate to measure lifetimes down to ∼2 ns. The lifetimes reported here are in the 10 ns to 25 ns range and are well within the bandwidth limits. The characteristics of this PMT, i.e. fast rise time and high spectral response in the UV and visible, are favourable for radiative lifetime measurements.
The digitizer is triggered with the signal from a fast photodiode which is illuminated by light picked off from the nitrogen laser. Recording of the fluorescence by the digitizer is delayed until after the dye laser pulse has completely terminated, making deconvolution of the laser temporal profile and fluorescence signals unnecessary. Each data record consists of an average of 640 fluorescence decays followed by an average of 640 background traces with the laser tuned off-line. The data is divided into an early time and a late time interval for analysis. A linear least-square fit to a single exponential is performed on the background subtracted fluorescence decay to determine a lifetime for each interval. Comparison of the lifetimes in the two intervals is a sensitive indicator of whether the decay is a clean exponential or whether some systematic effect has rendered it non-exponential. Five of these decay times are averaged together to determine the lifetime. The lifetime of each odd-parity level is measured twice, using two different laser transitions. This redundancy helps to ensure that the transition is classified correctly, free from blends, and is identified correctly in the experiment.
Measurement of the even-parity levels reported here required two-step laser excitation. The introduction of a second laser results in an added layer of complexity in the excitation of the level and timing of the experiment, as well as more stringent requirements for the filtering of the fluorescence. The fluorescence detection, recording and analysis is identical to the one-laser experiment. While it is possible to pump two dye lasers using one nitrogen laser, this limits the power available in either laser beam. Instead, we used two dye lasers each with its own nitrogen laser pump. The delay generator which, in the one laser experiment is used to trigger the laser ∼20 µs after the discharge pulse, is in this case used to trigger a second dual gate generator that has very precise timing (±1 ns) between its two gates. These gates are used to trigger the two nitrogen lasers which pump the dye lasers. Because the two nitrogen lasers have different thyratron charging and firing mechanisms, there is a substantial amount of timing jitter (approximately ±20 ns) between the resulting dye laser pulses. This jitter results in some additional shot-to-shot fluctuation in the final measurement as the population in the intermediate level has decayed more or less from its peak. The lifetimes of all the intermediate levels used but one is substantially longer than this jitter (60 ns to 85 ns as measured by O'Brian et al. (1991) ), so the added shot-to-shot noise was not severe. Even the measurement with the short-lived (9.6 ns as measured by O'Brian et al. (1991) ) intermediate level had only ∼2 % statistical scatter in the final average. The delay between the two lasers is adjusted such that the laser which drives the transition from the intermediate level to the even-parity level being studied (laser 2) arrives on average ∼20 ns after that which drives a transition between the ground or low-lying metastable level and an intermediate odd-parity level (laser 1). The trigger signal for the boxcar and digitizer was from the fast photodiode illuminated with light from the laser 2 nitrogen laser.
The two lasers are sent through the scattering chamber at slight angles relative to each other, such that they intersect in the viewing volume. Once laser 1 is tuned onto the appropriate transition to drive the intermediate level, it is left there for the duration of the measurement. A narrowband, multilayer dielectric filter is inserted in the collection optics which completely blocks fluorescence from the intermediate level but transmits fluorescence from the upper level. Laser 2 was tuned on and off the transition to provide the fluorescence and background traces as in the one-step experiment. The fluorescence was observed to go away when either laser 1 or laser 2 was blocked and the other laser was allowed to pass through the system, ensuring that it was indeed from a two-step process. This provides the assurance that the correct lifetime is being measured that a redundant measurement gives in the one-step experiment. Each two-step lifetime was therefore measured only once. Systematic effects such as Zeeman quantum beats and bandwidth limits are well-studied and controlled in the experiment. Another effect, the flight out of view effect, is caused by atoms leaving the viewing volume before fluorescing. This effect is only a problem for long lifetimes, greater than 300 ns for neutrals and greater than 100 ns for ions, and is not a problem for the current set of lifetimes. In addition to understanding and minimizing these systematics, we also regularly measure a set of benchmark lifetimes, to compare our measured values to the known lifetimes. These benchmarks are lifetimes that are either very well known from theoretical calculations, or from an experiment which has significantly smaller and generally different systematic uncertainties from our own. For the current set of lifetimes, we measured three benchmarks which approximately bracketed the range of values reported here. These are: 2p 2 P 3/2 level of singly ionized Be at 8.8519(8) ns (variational method calculation (Yan et al. 1998) ); the 3p 2 P 3/2 level of neutral Na at 16.23(1) ns (accuracy of 0.1 % at 90 % confidence level) taken from the recent NIST critical compilation of Kelleher & Podobedova (2008) ; and the 2p2 4p ′ [1/2]1 level of neutral Ar at 27.85(7) ns (beam-gas-laser-spectroscopy (Volz & Schmoranzer 1998) ). Benchmarks are measured in exactly the same way as the Fe I lifetimes except that the cathode lining is changed in the cases of the Be + and Na measurements. With these benchmarks we are able to quantify and make small corrections for any residual systematic effects ensuring that our final results are well within the stated uncertainty of ±5 %. A recent comparison of LIF measurements in Sm II by Lawler et al. (2008) suggests that the ±5 % is a conservative estimate of the lifetime uncertainty.
The lifetime results are given in Table 2 . A total of 1 oddparity and 8 even-parity level lifetimes were measured; most for the first time. The even-parity e 5 D4 level at 44677.003 cm −1 was also measured by Marek et al. (1979) using delayed coincidence detection after laser excitation, and agrees with our lifetime to about ±1 %. This good level of agreement is what we have come to expect between modern, laser-based methods. Table 2 lists the Fe I upper levels that were targeted in this study. They were selected because their branches to lower levels produce many spectral lines of interest to the GES survey that currently have either no experimentally measured log(gf ) value in the literature, or a log(gf ) known to worse than ±25%. We also included two levels, those at 43633.530 cm −1 and 51461.667 cm −1 , for which accurate lifetimes and log(gf )s were reported by O'Brian et al. (1991) . These served primarily as a means to check the accuracy of log(gf )s produced with the aid of the FAST code, but in re- Note: The configuration, term, and energy level data are taken from Nave et al. (1994) .
RESULTS
a Laser wavelengths are from the NIST Atomic Spectra Database (http://www.nist.gov/pml/data/asd.cfm). b Fluorescence was observed through ∼ 10 nm bandpass multi-layer dielectric filters. The filter angle was adjusted where needed to centre the bandpass at the indicated wavelength. c Marek et al. (1979) . measuring them we were also able to improve upon the experimental uncertainty achieved by O'Brian et al. (1991) and provide log(gf )s for a number of weaker branches not included in their paper. Some further lines reported by O'Brian et al. (1991) appear in branches from other upper levels, as do a few lines for which accurate log(gf )s were reported by Blackwell et al. (1982) and Bard et al. (1991) . Again, these served as a means to check the accuracy of our results.
Our measured branching fractions, transition probabilities, and log(gf )s are listed in Table 3 along with the most accurate log(gf )s previously available in the literature. The lower level terms, and transition vacuum wavenumbers and air wavelengths were taken from Nave et al. (1994) , where possible. For the small number of lines not included in Nave et al. (1994) , the transition vacuum wavenumber and air wavelength shown were obtained from our FT spectra by calibrating the measured wavenumber scale to match the calibrated scale used by Nave et al. (1994) . These lines are marked in Table 3 by a '*' in the Lower Level column. Table 3 is sorted in order of ascending transition wavenumber, with lines grouped by common upper level energy. For each set of lines, the upper level energy, configuration, term, and J value, and measured lifetime are given as a header row. The unobserved 'residual' BF, described in Section 2.1, is given in the BF column at the end of each set. The lines that contribute to these residuals are given in Table 4 where they have either been observed in previous studies, or predicted by Kurucz (2007) to contribute more than 1 % to the total BF. Reasons for their omission in this study are given. Kurucz (2007) to contribute to the total set of branches that were too weak to be observed experimentally. For the remaining five levels (those at 51461.667 cm −1 , 51770.554 cm −1 , 52039.889 cm −1 , 52067.446 cm −1 , and 54683.318 cm −1 ) a large majority of branches were observed, but at least one stronger line was unavailable due to being unobserved above the spectral noise, blended with another line, or significantly separated in wavenumber from the rest of the branches (which prevents correct intensity calibration). In all cases, the missing BF was taken from previously published values, if they existed, or from Kurucz's calculations otherwise, as shown in Table  4 . Any error in these values will affect the overall normalisation of log(gf )s for the level in question, in turn leading to a systematic error in their value. However, we expect this error to be small, and so have neglected it, for two reasons. Firstly, there is good agreement between our log(gf )s and those from O'Brian et al. (1991) for branches from the 51461.667 cm −1 level, which has a residual BF of 0.124 (the largest of all levels) and secondly, this residual can be varied by as much as ±20% without the normalisation error exceeding the random uncertainty in log(gf ) of any of the branches.
Lines that are of particular interest for the GES survey are marked in Table 3 in the "GES Target?" column. In some cases the log(gf )s for these lines have been measured in earlier studies, in which case we have sought to reduce their uncertainty. For lines originally measured by May et al. (1974) , the quoted published log(gf )s are the corrected values given by Fuhr and Wiese (2006) in their recent critical compilation of Fe I log(gf )s. In preparing their compilation, these authors noted that the lifetimes used by May et al. (1974) originate from data produced in the 1960s and early 1970s. Comparing these to the cascade-free LIF lifetimes measured by O'Brian et al. (1991) , they found that for 13 energy levels between 52000 cm −1 and 57000 cm −1 the lifetimes given by O'Brian et al. (1991) were systematically shorter by about 20%, most likely due to the absence of cascade effects. For levels below 36000 cm −1 , this systematic error vanished. Fuhr and Wiese (2006) therefore corrected the log(gf )s given by May et al. (1974) for levels above 36000 cm −1 to make them consistent with the lifetime data of O'Brian et al. (1991) . For the remaining log(gf )s, Fuhr and Wiese (2006) Brian et al. (1991) and Blackwell et al. (1982) where they overlapped. However, the scatter was "quite large", suggesting that the uncertainties given by May et al. (1974) should be significantly larger. In Table 3 , the uncertainties in log(gf )s from May et al. (1974) are therefore given as a letter 'D' or 'E' to follow the notation used by Fuhr and Wiese (2006) . A letter 'D' indicates that the uncertainty is likely to be up to 50%, whereas an 'E' indicates a probable uncertainty greater than 50%, but within a factor of two in most cases. Blackwell et al. (1982) , and Bard et al. (1991) . The long dashed, short dashed and dotted horizonatal lines indicate uncertainties of ±2 %, ±10 % and ±25 %, respectively, corresponding to uncertainties coded ' A', 'B' and 'C' by Fuhr and Wiese (2006) . The work of Blackwell et al. (1982) continues to serve as a goldstandard for Fe I log(gf )s in the literature. Five lines from their study are also included our work, and the log(gf ) for each agrees within their combined experimental uncertainty of ±5%. There is also very good agreement with the results of O'Brian et al. (1991) and Bard et al. (1991) . 25 of the 29 log(gf )s from these papers agree within the combined experimental uncertainties with no discernible systematic offset between the published results and our new values. Together, these testify to the general accuracy of our log(gf ) measurements and the accuracy of the FAST code in extracting log(gf )s from FT spectra.
The lower panel of Figure 2 shows the difference between our values and the corrected log(gf )s given by Fuhr and Wiese (2006) for the data reported by May et al. (1974) . The dashed and dotted lines this time indicate uncertainties of ±50 % and ±100 %, respectively, which correspond to uncertainties coded 'D' and 'E' by Fuhr and Wiese (2006) . 31 of the 39 corrected log(gf )s from May et al. (1974) agree with our new values when considering the enlarged uncertainties attributed to them by Fuhr and Wiese (2006) , but there is considerable scatter in the results, as was also noted by Fuhr and Wiese (2006) . There is also a systematic offset of log(gf ) (New−P ub) = 0.12 for these lines. Our new log(gf )s for these lines are accompanied by considerably smaller uncertainties; typically less than 25%, with some as low as 5% for stronger lines.
IMPACT ON SOLAR SPECTRAL SYNTHESIS
The Sun offers an excellent test-bed for new atomic data, with its high-resolution spectrum (Kurucz et al. 1984 ) and accurately Blackwell et al. (1982) , and Bard et al. (1991) , which agree well with our new log(gf) values. The lower pane shows the corrected results from May et al. (1974) , which have a considerably lower accuracy.
known fundamental parameters ("The Astronomical Almanac" 2013). To assess the impact of our new log(gf )s on stellar syntheses, and also verify their general accuracy, we have determined line-by-line solar Fe abundances for a subset of 36 lines listed in Table 3 using both our new log(gf )s and the best previously published values that are not of astrophysical nature. These lines, shown in Table 5 , were selected as they are blend-free at the spectral resolution of the Kitt Peak Fourier Transform Spectrometer (R ≈ 200000) flux atlas (Kurucz et al. 1984) , and are accompanied by good broadening parameters and accurate continuum placement. The synthesis and abundance determination were performed under the assumption of local thermodynamic equilibrium (LTE), with the one dimensional, plane-parallel radiative transfer code SME (Valenti & Piskunov 1996) , using a MARCS model atmosphere (Gustafsson et al. 2008 ). We adopted a solar effective temperature T eff = 5777 K, a surface gravity log(grav.) = 4.44, a microturbulence of ξvmic = 1.0 km s −1 , and a projected rotational velocity of vrot sin(i) = 2.0 km s −1 . The radial-tangential macro-turbulence velocity, ξvmac, was varied between 1.5 km s −1 and 2.5 km s −1 to match the observed profile. The instrumental profile was assumed to be Gaussian. The line profiles were fitted individually using χ 2 - minimisation between observed and synthetic spectra and varying the iron abundance. The results are shown in Figure 3 , where the abundances are plotted as a function of log(gf ) on the standard astronomical scale.
where N (Fe) and N (H) are the number of iron and hydrogen atoms per unit volume, respectively. Reassuringly, the new experimental data result in a small lineto-line scatter (0.08 dex) 2 and a mean abundance of 7.44, which is in good agreement with recent publications, such as 7.43 ± 0.02 from Bergemann et al. (2012) (MARCS, LTE result) . In contrast, the best previously published values (omitting the discrepant semiempirical values shown in Figure 3 ) produce an abundance of 7.49 ± 0.13, with the significantly larger scatter driven by the lines with no previous laboratory measurements. The observed and bestfit synthetic profiles of three of these lines are shown in Figure  4 . They all fall within the GES wavelength windows, and two of them are also in the near-infrared Gaia Radial Velocity Spectrometer window (Katz et al. 2004 ).
Other lines with significant improvements in the solar modelling, but not shown in Table 5 , are those at 4079.2Å, 4933.9Å, and 5171.7Å, which are partly blended with astrophysically interesting lines such as the Ba II 4934.0Å line, the Mn I 4079.2Å line, and the Mg-I triplet line at 5172.7Å.
SUMMARY
In Table 3 , we have provided new log(gf ) values for 142 Fe I lines from 12 upper levels, which include 38 lines of particular interest for the analysis of stellar spectra obtained by the GES survey.
2 The unit dex stands for decimal exponent. x dex = 10 x .
Where log(gf )s existed for these lines in the literature, we have found good agreement with our new values, which in many cases have smaller experimental uncertainties than those previously reported. This is especially true for uncertainties in log(gf )s from May et al. (1974) , which have been reduced from 50% or more to less than 25% in most cases.
This work represents part of an on-going collaboration between Imperial College London, U. Wisconsin, and NIST to provide the astronomy community with Fe I log(gf ) values needed for the analysis of astrophysical spectra. Further publications will follow in the near future.
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