























































































































































































































































































































動　詞 ゼロ はだか ガ十ノ
?
二 ハ十モ ト（ひと〉　（引｝諭 翻 　“`ア その他
ハナス 10．1 30．3 9．1 9．1 16．2　8．エ　　8．エ8．1 13．1 4．0
カタル 2．8 2．1 17．5 9．8 8．411．9　0．9　11．728．7王1．9 6．9


































































二 ハ十モ 副 ～テ その他
ウマレル
V　　　ヌ
6．3
QL4
0．9
R．4
36．6
P9．6
20．5
T．1
9．9
P2．9
6．3
P0．3
5．4
P5．4
14．1
P1．9
ハジマル
Iワル
2．0
O．9
6．1
T．5
51．5
R7．3 10．0
8．1
Q0．0
5．0
P0．1
3．0
Q．7
1．0
R．6
23．3＊
X．9
　　　　　　　　　　　　　　　　　　　（単位：％）・（＊ヨリ十カラ：20．2）
　上の表に示した数値は，資料を雑誌からとったことによる，corpusからくる
かたよりがあ・るかもしれない。corpusがちがえば，この数値もいくらか変っ
てくるものと思われる。
　以上，主として，誉語活動をあらわす三つの動詞を素材に，動詞文の構造（基
底的関係の構造）を考えてきた。最後に，この方法の問題点（3．0）と，こうし
て得られた結果の応矯面（3．1）とについてふれる。
3．0　言語資料から，文法的法則を帰納するとき，その資料は所詮有限でしか
ないため，偶然的性格を帯びていることはまぬかれなく，そこから完全な法則
を記述することは望めない。それゆえ，演繹的なモデルを設定し，その文法の
適格性をnative　speakerの判断によって評価していく方法がとられることが多
いのであるが，この評価がしばしば主観的であったり，一部の現象にかたよっ
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たりしがちである。それを大量の文法的に正しい書語資料にもとづいて評緬し
ていくことも可能であるし，またそれは重要なことだと考える。実際に表現さ
れた文法的に正しい言語事実は，書語規則の反映であるはずだからである。も
ちろん，資料の有限であることは，観察によって得られた結果が，文法性の必
要十分条件になることを保証しはしない。ただ，経験的に得た結果が，文法性
の少なくとも十分条件ではあることはたしかである。観察された文の実証的記
述は，そこに終わるのではなく，許されうる文法的に正しい文をうみだすため
の規則を見出す重要な手がかりになるぽずである。
　ところで，統計的近似値と文法性との関係であるが，標準的な文のすがたを
みる，というような観点からすれば，この統計的近似値を得ることで，そのす
がたが明らかになったりするので，そういう意味では有効な方法であると考え
る。大量のcorPUSの中にくりかえしあらわれる型は，そこにおのずとなんらか
の法則性があるのだと思われる。この反覆性が統計的近似値としてとりだされ
るわけである。　（2．4）や（2．5）で扱った，名詞句などの順序性の問題，要求度
の問題は，統計的にデータを処理し，標準のすがたをみようとしたものであっ
た。こういう問題とて文法性と排反するものではなく，文法のすがたを明らか
にする研究に供しうるはたらきがあるのだと考える。
3．1　最後にこの稿で扱った問題が，そもそも何かということにふれたい。（2．〉
で扱ったのは，文法規則と語彙項霞（辞書）とが用意されることで，そこから
文がつくりだされる，一つの生成モデルであった。
　ドカタル」の一般式はこうであった。
　　カタル（齢燦欝。、。｝・｛：；llτ｝欄川一）デ
　これに語彙項Nとして次のものを用意する。
　　ひと・m・｛中島さん，田中首相，経験者，父，………｝
　　抽象名詞一｛感想，希望，誇り，………｝
　　具体名詞・＝｛家，レコード，弟，・……”1
　文法規則と語彙項目の二つから，いくつもの文がつくりだせる。そのうちの
いくつかを次に示す。
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　　○中島さんが感想を父に語る
　　○田中首相が希望を語る
　　o経験者が家のことを語る
　文の生成の反対は文の分析である。与えられた文を文法規則と語彙項邑に分
析することは，文の生成と表裏の関係である。だから，生成モデルは，当然文
の分析にも有効なはずである。
　　（14）これが，僕が悩んだ問題です
　　（15）息子を一人前になるようにする
　（14）では，「悩んだ」の及ぶ範閉が，二つの格助詞「ガ」を原則としてとらな
いことから，「これが」は「悩んだ」の範囲の外にあることがわかる。そのこと
から，〔これが，｛僕が悩んだ1問題です）という関係に分析できる。（15）では，
動詞fナル」が「（ひと）ヲナル」という要求の仕方をしないことから，「息子
を」は「なる」ではなくて，「する」に関係していることがわかる。「……ヲ～
ニスル」の型は存在する。ゆえに（息子を1一入前になる｝ようにする〕とい
う分析結果が得られる。
　ひとつひとつの動詞の基本型が記述できれば，このような文の生成や分折が
可能である。生成や分析を，自動的にという修飾つきで使用してきた。（’73．7．31）
　この小稿は，コンピュータによる書語の自動処理を頭において書いた，文の構造に
ついてのスケッチであった。いたるところで，説明不足であることが気になるうえ，
脱稿後，改めたいところがたくさんできたが，いまはそのままにせざるを得ない。
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