We present an efficient rigorous computational method which is an extension of the work Analytic estimates and rigorous continuation for equilibria of higher-dimensional PDEs (M. Gameiro and J.-P. Lessard, J. Differential Equations, 249(9):2237-2268. The idea is to generate sharp one-dimensional estimates using interval arithmetic which are then used to produce high-dimensional estimates. These estimates are used to construct the radii polynomials which provide an efficient way of determining a domain on which the contraction mapping theorem is applicable. Computing the equilibria using a finite dimensional projection, the method verifies that the numerically produced equilibrium for the projection can be used to explicitly define a set which contains a unique equilibrium for the PDE. A new construction of the polynomials is presented where the nonlinearities are bounded by products of one-dimensional estimates as opposed to using FFT with large inputs. It is demonstrated that with this approach it is much cheaper to prove that the numerical output is correct than to recompute at a finer resolution. We apply this method to PDEs defined on 3D and 4D spatial domains.
Introduction
Computing numerical approximations of solutions of partial differential equations (PDEs) defined on spatial domains of dimension greater than two is inevitably affected by the socalled curse of dimensionality. In other words, given a fixed grid size, the number of spatial discretization points required to realize that size increases exponentially as the dimension of the domain grows. As a consequence, verifying the correctness of the numerical outputs can be a real challenge. For instance, in the context of a three-dimensional PDE, the standard approach of assessing the correctness of the numerical result simply based upon its reproducibility at different levels of refinement may be impractical. More explicitly, suppose that a numerical method to solve a three-dimensional model involves an algorithm of computational complexity n 3 (e.g., computing the LU decomposition of an n × n matrix). Since the input of the algorithm is a discretization of a function defined on a three-dimensional domain, its size is n = m 3 , where m represents the number of points in each dimension. A naive attempt to reproduce the result by doubling the number of mesh points in each dimension would increase the computational cost by a factor of 512, since then n 3 = 512m 9 .
For instance, the computational complexity involved in a proof of existence of a time-periodic solution of a 3D PDE would be the same than the computational complexity involved in a proof of existence of a steady state of a 4D PDE. Since in the present work, we rigorously compute steady states of a 4D PDE, one could potentially apply the proposed approach to prove existence of a time-periodic solution of a 3D fluid model. To the best of our knowledge, this is the first time that a rigorous computation of a steady state of a PDE defined on a spatial domain of dimension larger than three is obtained.
The method introduced in the present work is based on the rigorous continuation method of [13] , developed to prove existence of equilibria of parameter dependent PDEs of the form
in a rectangular domain Ω ⊂ R d , where λ ∈ R is a parameter, L(·, λ) is a linear operator, and q n = q n (λ) ∈ R are the coefficients of the polynomial nonlinearities. It is demonstrated in [13] that under certain regularity conditions on the solutions, finding equilibria of (1) is equivalent to finding solutions of f (x, λ) = 0,
for x = {x k } k∈Z d in a Banach space X s of coefficients decaying algebraically at least as fast as { 
where µ k (λ) are the eigenvalues of the linear operator L(·, λ). At λ = λ 0 , the rigorous continuation is based on a contraction mapping argument applied to a Newton-like operator T , which depends on an approximate inverse of the Frechet derivative Df (x, λ 0 ) of f with respect to x, wherex is a numerical approximation of a finite dimensional Galerkin approximation of (2) . The method focuses on efficiently determining balls B(x, r) :=x+B(r) centered atx and of positive radius r in X s on which T is a contraction mapping. In the end, the proof of existence of solutions of (2) is obtained by verifying a finite number of polynomial inequalities, the so-called radii polynomials {p k (r)} k∈Z d , which provide sufficient conditions to have that T : B(x, r) → B(x, r) is a contraction.
Since the extra cost of the proof of the rigorous continuation method of [13] is the construction of the coefficients of these polynomials, the strategy here is to reduce the cost involved in their computation. In order to present this strategy, we review the idea and the ingredients involved in the construction of the radii polynomials. For more details, we refer to [13] . The radii polynomials {p k (r)} k∈Z d are upper bounds satisfying
Assuming that one can find a radius r > 0 such that p k (r) < 0 for all k ∈ Z d , then by the contraction mapping theorem, the operator T has a unique fixed point within the ball B(x, r) ⊂ X s . In order to avoid having to verify an infinite number of polynomial inequalities, one can construct a polynomialp M (r), independent of k, such that
where
is a computational parameter refered to as the verification dimension and F M := {k ∈ Z d | |k| < M }, where k < M and |k| denote component-wise inequalities and absolute values, respectively. The verification dimension provides the size of the finite dimensional system on which the hypotheses of the contraction mapping theorem will be verified. More explicitly, if N is the cardinality of F M , one computes N finite radii polynomials {p k (r)} k∈F M satisfying (4) and a single tail radii polynomial satisfying (5). To prove existence of steady states of (1), the following result from [13] is helpful. Lemma 1.1. Fix λ = λ 0 . Consider the finite radii polynomials {p k } k∈F M satisfying (4) and the tail radii polynomialp M satisfying (5). If there exists r > 0 such that p k (r) < 0 for all k ∈ F M andp M (r) < 0, then there exists a uniquex ∈ B(x, r) such that f (x, λ 0 ) = 0.
Since the finite radii polynomials {p k } k∈F M and the tail radii polynomialp M encode the upper bounds (4), one has a certain freedom in how to construct them. There are however two fundamental constraints. First, the verification dimension M has to be chosen large enough so that the tail radii polynomial satisfiesp M (r) < 0 for some r > 0. Second, the finite radii polynomials have to be constructed so that their evaluation is not too expensive. In [13] , the radii polynomials are constructed in a way that these two constraints compete against each other. Indeed, the nonlinearities of f k given by (3) are split as
and the first finite sum is evaluated using the FFT algorithm while the second infinite sum is bounded using analytic estimates. In order to eliminate the aliasing error involved in the FFT computation of the nonlinearity, the size of the FFT inputs is larger than the verification dimension M . Hence, this approach is very expensive as the dimension of the domain grows. In order to make that important point clear, we give an explicit example.
3 . To compute a rigorous bound for the cubic sum k 1 +k 2 +k 3 =k
using FFT, one needs to enlarge the vector x to control the aliasing error (see e.g. [14] ). Let M * the smallest power of 2 such that M
3 component-wise bỹ
An rigorous enclosure of (7) can be obtained by computing the Fourier transform ofx ∈ R (M * ) 3 . This computational task can be done using the FFT algorithm, which is a powerful way to compute high-dimensional convolutions (see [11] ). However, in case of a 3D model, this algorithm may be hard to apply, since the value of (M * ) 3 may be large. For example, in [13] , in order to prove existence of non trivial equilibria for the 3D Cahn-Hilliard PDE, cubic convolutions of the form (7) are computed with M = 218, where M is the smallest integer so that the tail radii polynomial (5) could be successfully solved (see Figure 4 in [13] ). In this case M * = 2 10 = 1024 ≥ 4M − 1 = 871. Hence, a rigorous enclosure of (7) involves computing a FFT with inputs of size 10
9 . This is a serious computational task.
4
Based on the previous example, we now underline three important differences between [13] and the present work. The first and most significant improvement is a strategy to essentially avoid computing using a finer resolution during the verification. In this regard, a new construction of the polynomials is presented where the nonlinearities (7) are bounded by products of one-dimensional estimates as opposed to performing higher resolution FFT computations. Second, an explicit construction of the radii polynomials for general polynomial nonlinearities is introduced. In [13] , the presentation of the polynomials is introduced only for cubic nonlinearities. Finally, since this new approach depends heavily on sharp estimates, we improve the one-dimensional estimates of [13] . The estimates are presented in Appendix A. In order to demonstrate the sharpness of the new estimates, we present in Section 3.4 a result about the existence of several equilibria of the one-dimensional Allen-Cahn equation which improves dramatically a result of [14] .
The paper is organized as follows. In Section 2, the rigorous numerical method for PDEs via one-dimensional estimates is introduced. In Section 2.1, the general formulae of the radii polynomials are introduced. In Section 2.2, an analysis of the computations required to evaluate the radii polynomials is presented. In Section 3, we present some applications and the computational aspects of the method. The method is applied in Section 3.1 to prove existence (and local uniqueness) of several equilibrium solutions of a pattern formation model defined on a 4D domain. In Section 3.2, we present the cost involved in computing the numerical approximation (Section 3.2.1) and the cost involved in the rigorous verification (Section 3.2.2). In a context of a 3D PDE, it is demonstrated in Section 3.3 that it is significantly cheaper to prove that the numerical output is correct than to recompute at a finer resolution. It is shown in Section 3.4 that the new one-dimensional estimates provide a significant improvement over the method introduced in [14] . The mathematical justification of the radii polynomials is presented in Section 4 and we conclude the paper in Section 5. The Appendix contains the derivation of the one-dimensional estimates.
Rigorous numerics via one-dimensional estimates
In recent years, efficient algorithms from numerical analysis and scientific computing were incorporated within rigorous numerics. For example, path-following algorithms were used to handle parameter dependent equations [12, 15, 16, 17, 18] and the FFT algorithm was combined with interval arithmetic to bound nonlinearities of PDEs [14, 19] . However, like most numerical methods, the cost of the rigorous computational methods increases dramatically as the dimension of the domain grows. The goal here is to reduce the size of the inputs required for the rigorous verification method. More precisely, we focus our efforts on minimizing the computational cost required to build the radii polynomials. In this regard, we present an efficient construction of the radii polynomials whose computation essentially does not require computing on a finer resolution. The general formulae of the radii polynomials are introduced in Section 2.1 and an analysis of their computation is presented in Section 2.2. Their explicit derivation is postponed to Section 4.
General formulae for the radii polynomials
In order to perform the necessary computations one needs a finite dimensional approximation of (2) . For this purpose, fix a computational parameter m = (m 1 , . . . , m d ) ∈ N d , which is referred to as the numerics dimension and which represents the Galerkin projection dimension. Let
where x Fm := {x k } k∈Fm and x Im := {x k } k ∈Fm are the finite part of size m and the corresponding infinite part of
m be a numerical approximation for the inverse of the Jacobian matrix Df (m) (x Fm , λ 0 ), which is assumed to be invertible. Fix a computational parameter M = (M 1 , . . . , M d ), which is referred to as the verification dimension. More explicitly, the parameter M determines the size of the finite radii polynomials, that is there
The one-dimensional weights
are used to define the d−dimensional weights
where s = (s 1 , . . . , s d ) is the decay rate. These weights are used to define the norm
Using (11), define ω
where | · | denotes component-wise absolute value and I denotes the identity matrix. Using the definition of the one-dimensional estimates α
given by (34) in Section A.1 and (35) in Section A.2 we define the high-dimensional estimates by
The estimates (14) are used to bound convolution sums of the form (6) by terms of the form α
We refer to Figure 1 for a geometrical interpretation of the decay of the high-dimensional estimates (14) . Using the definition of the one-dimensional estimates ε
given by (36) in Section A.3 one defines another set of high-dimensional estimates by
Consider now a computational parameter
which is referred to as the FFT dimension. Using (14) and (15), let
7 and for ∈ {1, . . . , p − 1}, let
where for sake of simplicity of the presentation, we identify x FM with (x FM , 0 IM ), x IM with (0 FM , x IM ) and x Fm with (x Fm , 0 Im ), and we use the discrete convolution notation
Combining (13), (17) and (18), let
Assume that we can findμ M (λ), independent of k, such that
As in [13] , for M ∈ N, with M ≥ 6 and s ≥ 2 we define the one-dimensional asymptotic estimateα
, which is used to define the high-dimensional asymptotic estimatẽ
Definition 2.1. Recall the definition of Y k and Z k (r) satisfying (9) and (19), respectively. The finite radii polynomials {p k } k∈F M are defined by
RecallZ M (r) given by (22). The tail radii polynomial is defined bỹ
Since the computer-assisted proofs of existence of solutions follow by verifying the hypotheses of Lemma 1.1, the extra cost of the proof is the construction of the coefficients of the radii polynomials. Let us now analyze the cost involved in their computation. 8 
Analysis of the computation of the radii polynomials
The FFT dimensionM satisfying m ≤M ≤ M is the parameter that governs the cost to compute the finite radii polynomials defined in (23). The convolution sums in (17) and (18) are evaluated using the FFT algorithm with inputs of sizeM . Hence, the closerM is to the numerics dimension m, the faster the computation of the polynomials is. The smallest possible distance betweenM and m (so that the hypotheses of Lemma 1.1 are satisfied) is determined by the sharpness of the estimates ε (n) k given by (15) . The sharper the onedimensional estimates α (n) k and ε (n) k of Appendix A are, the sharper the high-dimensional estimates ε (n) k are. The sharper the high-dimensional estimates ε (n) k are, the smaller the FFT dimensionM is and the more efficient the computation of the finite radii polynomials are. This fundamental importance of the one-dimensional estimates is the reason why we present a new improved version of the estimates from [13] in Appendix A. IfM = m, then the cost of the FFT computations involved in the construction of the radii polynomials is the same as the cost of the FFT computations required to compute the numerical approximation itself. In this case, most of the extra steps of the verification method does not require computing on a finer resolution. The evaluation of Y in (9) is the only computation done with a finer resolution (see Section 3.2.2). IfM = m, then the distance between m andM measures the extra level of refinement required for the proof.
Finally, the computation of Z (17) and (18) for the cases k ∈ FM is not affected by the curse of dimensionality. Indeed, their computation only involves evaluating the estimates α (n) k , which are products of the one-dimensional estimates α (n) k from Section A.2. Therefore, in case we can setM = m, we have an efficient construction. As a matter of fact, in Section 3.3, settingM = m, it is demonstrated in the context of a three-dimensional PDE that it is about significantly cheaper to verify rigorously the numerical outputs with interval arithmetic than to recompute at a finer resolution.
Applications and computational aspects
In this section, we present some applications and analyze the computational cost involved in the method. In Section 3.1, we prove existence of several equilibria of the Swift-Hohenberg PDE defined on a 4D domain. In Section 3.2, we study the computational cost of the two main parts of our method, namely the numerics and the verification. The cost involved in computing the numerical approximation is studied in Section 3.2.1 while the cost involved in the verification is studied in Section 3.2.2. In the context of a 3D domain, it is demonstrated in Section 3.3 that it is much cheaper to obtain a computer-assisted proof of existence of solutions than to recompute at a finer resolution. In Section 3.4, we test the new onedimensional estimates by studying the 1D Allen-Cahn equation.
Rigorous computation of equilibria of 4D Swift-Hohenberg
We consider a pattern formation model defined on a four-dimensional spatial domain, namely the Swift-Hohenberg equation
with even periodic boundary conditions on a rectangular bounded domain
More precisely, we are interested in periodic solutions that satisfy the symmetry conditions u(y, t) = u(|y|, t), where |y| := (|y 1 |, |y 2 |, |y 3 |, |y 4 |). Equation (25) describes the onset of Rayleigh-Bénard convection, and is widely used as a model for pattern formation. The parameter λ > 0, the reduced Rayleigh number, is the continuation parameter. In the context of the general PDE (1), the linear part here is given by L(u, λ) = λu − (1 + ∆) 2 u and q 3 = −1 is the only non zero coefficient of the polynomial nonlinearity. The equilibria of (25) can be expanded using a cosine basis {ψ k } k∈N 4 given by ψ k (y) := 4 j=1 cos(k j L j y j ). Using the expansion u = k∈Z 4 x k ψ k with the assumption that x |k| = x k for k ∈ Z 4 , then steady state solutions of (25) correspond to solutions of
We now compute rigorously steady states of (25) with L 1 = 1, L 2 = 1.01, L 3 = 1.02 and L 4 = 1.03. We chose this perturbation of the 4D hypercube in order not to have degenerate bifurcations. To find the first non trivial solution, we consider a bifurcation from the trivial solution corresponding to the mode k = (1, 1, 1, 1) , that is, to the eigenfunction
. This bifurcation occurs when µ k (λ) = 0, that is for λ ≈ 9.743138. We computed a branch of equilibria using a continuation method and for each point on the branch, we constructed the radii polynomials from Definition 2.1 and verified rigorously the hypotheses of Lemma 1.1. We refer to Figure 2 for the parameters used in the proofs. 
Computational aspects of the algorithms
We now analyze the computational cost arising from the two distinct parts of the algorithm. The first part, denoted as the numerics, computes the approximate solution of the Galerkin projection (8) , while the second part, denoted as the verification, computes the coefficients of the radii polynomials from Definition 2.1 and verifies the hypotheses of Lemma 1.1.
Algorithm and computational cost involved in the numerics
To compute a numerical approximate equilibrium of the PDE model (25), we consider the Galerkin projection (8) of dimension m on which a continuation algorithm is performed. This method involves a predictor and a corrector step: given, within a prescribed tolerance, a solution x 0 at parameter value λ 0 , the predictor step produces an approximate equilibriumx 1 at a nearby parameter value λ 1 = λ 0 + ∆λ, and the corrector step takesx 1 as its input and produces, once again within the prescribed tolerance, an equilibrium x 1 at λ 1 . More explicitly, the predictor step requires computing a tangent vectorẋ 0 satisfying
and the predictor is given byx 1 = x 0 + (∆λ)ẋ 0 . Since for (25), D λ f (m) (x 0 , λ 0 ) = x 0 this computation is trivial. Hence, the cost of the predictor step is given by computing the LU decomposition of D x f (m) (x 0 , λ 0 ) in order to get the action of its inverse. The corrector step is based on the Newton-like scheme
1 =x 1 . The computational cost of the corrector is given by the evaluations of the function f (m) at every iteration (this is done with the FFT algorithm) and finding the LU decomposition of
1 , λ 1 ) in order to get the action of its inverse. Since the algorithm to compute the numerical approximation requires two LU decompositions and several FFT evaluations, it is clear that the cost involved in this part of our method grows exponentially as the size of the domain grows. Let us now discuss the cost of the verification.
Algorithm and computational cost involved in the verification
The main computational cost involved in the verification comes from the computation of the coefficients of the radii polynomials from Definition 2.1. First note that the one-dimensional estimates are defined in terms of simple sums of size M (hence are very fast to compute) and the computation of the high-dimensional estimates are just component-wise product of one-dimensional estimates. Therefore, the computation of the estimates is not influenced by the curse of dimensionality. Note that a numerical approximation J 
k in (13) and Z k (r) in (19) . Computing this inverse is a computationally expensive step, however the continuation algorithm presented in Section 3.2.1 already computes the LU decomposition of Df (m) (x Fm , λ 0 ) when computing the tangent vector. Hence, J −1 m does not need to be computed during the verification part of the algorithm. The computation of the Z k (r) in (19) requires computing several FFT of sizeM . The computation of the Y k in (9) requires computing f k (x, λ 0 ) for all k ∈ F M . This is done with one FFT computation of size M . In caseM = m, the computation of the Y bound is the only extra step involved in the verification that requires computing on a finer resolution. This justifies the claim in Section 1 that the important feature of our method is that most of the extra steps of the verification does not require computing on a finer resolution than the resolution used to compute the approximation.
Cost comparison for Swift-Hohenberg in 3D
We now consider the Swift-Hohenberg equation (25) defined on a three-dimensional spatial domain and present a cost comparison between the numerical computation of the equilibria and the verification method to prove that the numerical solution represents a true solution of the PDE. This equation was considered in [13] , where computations in 3D could be performed only for relatively small ranges of parameters due to high computational costs of the proofs for large parameter values. Figure 3 shows the diagram of the computed solutions 11 of (25), where the range of parameters is much larger than the one considered in [13] . A plot of the level surfaces of the last point on the branch in Figure 3 is presented in Figure 3 . In Figure 4 , we show a cost comparison between the numerical computation (Numerics) of the equilibria and the verification method (Verification). The verification time measures the cost involved in computing the radii polynomials and verifying the hypotheses of Lemma 1.1, that is, it represents the extra computational cost involved in performing a computer-assisted proof of existence and local uniqueness of equilibria of (25). The running times correspond to a single solution on the branch of Figure 3 at λ = 7.4093499072734623, which corresponds to the fourth non trivial point rigorously computed on the branch. We recomputed the same solution for several values of m and ran the verification algorithm on that solution for each value of m. As we can see from Figure 4 the cost of proving the existence of a solution near the numerical result is comparable to the cost of computing the numerical solution itself. Hence it is much cheaper to prove the correctness of the output than to recompute at a finer resolution, since the computational cost increases dramatically with m. Let us give a more quantitative description of that claim.
Consider the case m = 9 in Figure 4 . It took about 5.84624 seconds to compute a numerical approximation of an equilibrium solution of (25). As mentioned in Section 1, a standard approach of assessing the correctness of a numerical result is based upon its reproducibility at a finer level of refinement. In that case, such a standard approach would require taking m = 18 to assess the correctness of the output, meaning that in the context of computing equilibria of (25), the extra computational cost to verify the numerical output would be 3084.07 seconds (see Figure 4) . On the other hand, the extra computational cost of our new proposed rigorous verification method is 15.73299 seconds. This implies that the ratio between the cost of the standard validating method versus our rigorous method is 3084.07/15.73299 = 196.025676. Therefore, in this context, it is about 200 times cheaper to prove that the numerical output is correct than to recompute at a twice as fine resolution. While the above ratio (≈ 196) was computed with a Galerkin projection dimension m = (m, m, m), where m = 9, we believe that this ratio should increase as one increases m. While the above ratio (⇡ 196) was computed with a Galerkin projection dime m = (m, m, m), where m = 9, we believe that this ratio should increase as one increas 
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where > 0 is used as the continuation parameter. For (27) the Fourier basis {cos(k k = 0, 1, 2, . . .} is used and then the solutions of (27) are represented using the expans
So (27) takes the form
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(b)
The horizontal axis represents the projection dimension m and the vertical axis refers to the time in seconds needed for the computations. The times shown refer to the same solution that was recomputed for several values of m. This shows that it is much cheaper to verify the correctness of the solution than to recompute it with a larger value of m. Right: Running times in seconds.
A dramatic improvement for Allen-Cahn 1D
As mentioned in Section 1, in order to demonstrate the efficiency of the new proposed method and the sharpness of the new estimates of Appendix A, we now present a comparison with the rigorous computational method introduced in [14] . There, the construction of the radii polynomials is done with different estimates. In particular, the method is applied to the one-dimensional Allen-Cahn equation
where λ > 0 is used as the continuation parameter. For (27) the Fourier basis {cos(kπx) | k = 0, 1, 2, . . .} is used and then the solutions of (27) are represented using the expansion
where µ k (λ) = 1 − π 2 k 2 /λ are the eigenvalues of the linear operator in (27). The radii polynomials introduced in Definition 2.1 were constructed in the context of (28) and several equilibria of (27) were proved to exist by verifying the hypotheses of Lemma 1.1. In Figure 5 , we present a comparison of the branches computed with the construction of [14] and the branches computed using the new method introduced in this paper. Note that using the present method, we did not encounter any failure for the method. This is a significant improvement compare to the result of [14] , where all computations eventually failed at fairly small parameter values.
Another improvement of the method can be seen by comparing the minimal numerics dimension (Galerkin projection dimension) m that is required to verify the hypotheses of Lemma 1.1 using the construction of the radii polynomials from [14] and the construction of the radii polynomials done in this paper. We refer to Figure 6 for a comparison. Notice that using the present method, the finite dimensional Galerkin projection can be taken 10 5 times smaller than in [14] while still producing a proof. This is a dramatic improvement. 
Justification of the formulae of the radii polynomials
In this section, we justify and describe the construction of the radii polynomials that are defined in Section 2.1. The first step in the construction of the radii polynomials is to find a numerical zero for f (m) at a given parameter value λ 0 , that isx Fm such that f (m) (x Fm , λ 0 ) ≈ 0. Definingx := (x Fm , 0 Im ) one expects that f (x, λ 0 ) ≈ 0 provided x Fm is computed using a sufficiently large numerics dimension (Galerkin projection dimension) m. This assumption is mathematically justified by the fact that since equilibria of parabolic PDEs are solutions which exist globally in time, the linear term L in (1) regularizes the solutions and hence equilibria are very smooth (see e.g. [20] ). Hence, the coefficients of the Fourier expansion should decay very fast (exponentially) and so by increasing the dimension of the Galerkin projection, one expects to approximate a true solution of the infinite dimensional PDE.
Using the numerical solutionx, the equation f (x, λ) = 0, where f is given componentwise by (3) , is now transformed into an equivalent fixed point problem for a Newton-like operator aboutx. For this purpose, let J −1 m be a numerical approximation for the inverse of the Jacobian matrix Df (m) (x Fm , λ 0 ), which is assumed to be invertible. Recalling the definition of the high-dimensional weights in (11), we define the Banach space
consisting of sequences with algebraically decaying tails according to the rate s. The linear operator J −1 on X s is defined by
Notice that J −1 is an approximation for the inverse of Df (x, λ 0 ). Defining
one can readily see that finding zeros of f is equivalent to finding fixed points of T (see [13] ).
The idea is to uniquely enclose fixed points of T into closed balls B(x, r) in X s centered atx. One can easily check that the closed ball of radius r in X s , centered at the origin, is given by
The closed ball of radius r centered atx is given by B(x, r) =x + B(r). As proved in Lemma 3.3 in [13] , to show that T : B(x, r) → B(x, r) is a contraction mapping in X s , one needs bounds Y k and Z k satisfying
Recalling that the radii polynomials must satisfy (4), it is sufficient to compute Y k and Z k satisfying (30) and (31) to construct them.
Computation of Y k
In order to compute the upper bounds Y k , it is important to note that, sincex is such thatx k = 0 for k ∈ F m , we have (x n ) k = 0 for every n ≥ 1 and
Computation of Z k
In order to compute Z k we denoteJ m := Df (m) (x Fm , λ 0 ) and introduce the linear operator on X
which is an approximate inverse to
and notice that the first term on the right hand side of (32) is zero for k ∈ F m , and is very small for k ∈ F m admitting the following upper bound
where | · | denotes component-wise absolute value. Notice that
Set b = ru and c = rv, with u, v ∈ B(1). Now, for the sake of simplicity of presentation, we identify u FM with (u FM , 0 IM ) and u IM with (0 FM , u IM ), for u ∈ X s . Hence, we have
and for ∈ {1, . . . , p − 1},
k , for j = 1, . . . , p, are constructed. For the cases k ∈ FM , we split the sums involved in the C
Now, for a given ∈ {1, . . . , p − 1} and k ∈ FM , consider the splitting
Hence, for general k ∈ Z d , one has the following component-wise upper bounds
The fundamental step required to finalize the construction of the radii polynomials is to find efficient ways to bound the nonlinear convolutions. This is precisely where the sharp one-dimensional estimates presented in Appendix A become fundamental. Fix ∈ {0, . . . , p}, n ∈ {max{ + 1, 2}, . . . , p} and k ∈ FM . Using the definition of the onedimensional estimates α Similarly, given n ∈ {2, . . . , p} and k / ∈ FM , we can use the Lemma 2.1 from [13] to get that
As defined in (17) and (18) We have all the bounds required to define the radii polynomials given by (23) and (24).
Conclusion
In this paper, a new construction of the radii polynomials is proposed where the nonlinearities are bounded by products of one-dimensional estimates as opposed to using FFT with large inputs. An explicit construction of the radii polynomials for general polynomials nonlinearities is presented. The method is applied to prove existence of equilibria of PDEs defined on 3D and 4D spatial domains. It is demonstrated that with this new approach it is much cheaper to prove that the numerical output is correct than to recompute at a finer resolution. We believe that the present method can be used to develop rigorous computational tools for time-periodic solutions of PDEs. Since in the present work, we rigorously compute steady states of a 4D PDE, one could potentially apply the proposed approach to prove existence of time-periodic solutions of 3D fluid models. Hence, the present work has the potential to be used to answer important questions in fluid dynamics.
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A Appendix: sharper one-dimensional estimates
In this section some improvements of the one-dimensional estimates of [13] are introduced. The reason for presenting these estimates is because the one-dimensional estimates need to be as sharp as possible since they play a fundamental role in the construction of the radii polynomials. We present in Figure 7 a comparison between the estimates (for a cubic nonlinearity) presented here and the ones presented in [13] . Consider a decay rate s ≥ 2, a computational parameter M ≥ 6 and define, for k ≥ 3,
