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1. Introduction
Switched systems belong to an important class of hybrid systems. It has been widely used in industrial manufacturing,
chemical processes and air traffic control. See [1–14] and references therein. One of the main characteristics of switching
systems is that the stability of the system is independent of the stability of subsystems. It is easy to see that even the
simplest switching between two stable subsystems may lead to instability of the system, whereas the switching between
two unstable subsystems can induce stability of the system. So a switching strategy must be considered when we study the
stability of switching systems. Another important characteristic of switching systems is that the system may be nonlinear
even though all the subsystems are linear. As a switching result, initial valuesmay need to be reset. Thus impulsesmay arise,
which leads us to the so-called impulsive switching system. Impulsive systems have applications in different areas such as
biological neural networks, mechanical systems, aircraft, and air traffic control; see [15,3,16] and references therein. On the
other hand, many mathematical models include various physical parameters which are not precisely given. This is because
the system is often influenced by inaccuracy of the real models, system structural aging and change of the environment.
Consequently, the robustness problem becomes important.
In recent years, significant progress has been made in the study of robust control and stability of switching systems;
see [4,16,17,5–10] and references therein. We can choose the switching strategy that makes a switching system stable over
a wide range if there exists a common Lyapunov function for all the subsystems. The existence condition of a common
Lyapunov function and the method of strategy selection are given in [7]. But for some switching systems there does not
exist a common Lyapunov function, especially for perturbed systems. Thus stability conditions of switching systems under
definite switching strategies are usually studied instead. Stability of a switching system is studied by using a single Lyapunov
function and multiple Lyapunov functions in [1]. Stability problems for uncertain switching systems have been studied in
[13,14]. There are many interesting results on the stability of impulsive systems; see [15,3,16,17] and references therein. To
the best of our knowledge, there are very few results on robust stability of uncertain discrete impulsive switching systems.
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In this paper, we shall establish some criteria for robustly asymptotical stability for uncertain linear discrete impulsive
switching systems. The rest of this paper is organized as follows. In Section 2, we establish some criteria for robustly
asymptotic stability for uncertain discrete impulsive switching systems. In Section 3, we establish some robust asymptotic
stability criteria for linear uncertain impulsive switching systems by using LMI. In Section 4, we give some robust control
methods for linear uncertain impulsive switching systems by using LMI. In Section 5, an example is worked out to
demonstrate the main results.
2. Robust stability of discrete switching systems
Consider the following discrete switching system:{
xn+1 = fα(xn), N+k ≤ n < Nk+1,
xN+k = (Ik +Mk)xNk , k = 0, 1, 2 . . .
(1)
where xn ∈ Rn, α is the switching law with α ∈ J = {1, 2, . . . , L}. When the system switches to the i subsystem from
the j subsystem, we get fα = fi. Ik is the identity matrix; Mk is the impulsive matrix with the same dimension as Ik and
independent of the impulse time. x(Nk) denotes the value of x at Nk before the impulse; x(N+k ) denotes the value of x at Nk
after the impulse. We shall make the following assumption.
A1: the sequence {Nk} satisfies: Nk ∈ N and 0 = N0 < N1 < N2 < · · · < Nk < Nk+1 < · · ·, with Nk+1 − Nk ≥ 2, k ∈ N .
We shall employ Lyapunov’s direct (second)method to study the stability of the discrete switching system. The advantage
of this method is that it allows us to determine the stability of a given system without actually solving it. In the following
we define the set s(ρ) as
s(ρ) = {x ∈ Rd : ‖x‖ < ρ},
where ρ is a positive constant. We also define the function classes κ0 and κ as
κ0 := {g ∈ C[R+, R+] : g(x) > 0 if s > 0 and g(0) = 0};
κ := {g ∈ κ0 : g(s) is strictly increasing in s}.
Let a scalar-valued function V (x), V (0) = 0, be defined in the set s(ρ). We say that V (x) is positive definite in the set s(ρ)
if there exists a ρ0 > 0 with ‖x‖ < ρ0 and a function b ∈ κ such that b(‖x‖) ≤ V (x) whenever ‖x‖ < ρ0. The variation of
V along solutions of the system (1) is defined by
1V (xn) = V (f (xn))− V (xn) = V (xn+1)− V (xn).
Lemma 1. Assume that V (e) ∈ C[s(ρ), R], where s(ρ) = {x|x ∈ Rd, ‖x‖ 〈ρ, ρ〉0}, and V is positive definite. There exists some
β ≥ 1 for which V (xn) ≤ βV (x0). Then the zero solution of (1) is stable.
Proof. For all 0 < ε < ρ, let a = infn≥0,ε≤‖xn‖<ρ V (xn). Then ∃δ > 0, sufficiently small such that sup‖xn‖≤δ βV (xn) < a.
Then for all ‖x0‖ ≤ δ, n > 0, V (xn) ≤ βV (x0) < a. Thus the zero solution of (1) is stable. 
Now we are ready to prove our first result.
Theorem 1. Assume that
(i) Vi ∈ C[s(ρ), R], i ∈ J , and Vi is positive definite;
(ii) 1Vi(xn) ≤ 0;
(iii) Vi(xN+k ) ≤ Vj(xNk), i, j ∈ J .
Then, the zero solution of the system (1) is stable. If instead of the condition (iii), we have
Vi(xN+k )− Vj(xNk) ≤ −ψ(Vj(xNk)), (2)
where ψ ∈ κ , i, j ∈ J , then the zero solution of the system (1) is asymptotically stable.
Proof. Definem(n) =∑i∈J δ(n, i)Vi(xn),m(N+k ) =∑i∈J δ(N+k , i)Vi(xN+k ), where
δ(n, i) =
{
1, α(n) = i
0, α(n) 6= i and α(n
+) = α(n+ 1).
For all n ≤ N1, from condition (ii), we have
m(n) ≤ m(n− 1) ≤ · · · ≤ m(1) ≤ m(0).
For all n ∈ (Nk−1,Nk), from condition (ii), we have
m(n) ≤ m(n− 1) ≤ · · · ≤ m(N+k−1). (3)
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For all k > 0, from condition (3) and (iii), we have
m(N+k ) =
∑
i∈J
δ(N+k , i)Vi(xN+k )
≤
∑
i∈J
δ(Nk, i)Vi(xNk)
≤ m(Nk)
≤ m(Nk − 1)
≤ · · ·
≤ m(N+k−1).
By induction, we have that
m(N+k ) ≤ m(N+k−1) ≤ · · · ≤ m(N+1 ) ≤ m(N0).
Then for all n > 0, we havem(n) ≤ m(0). Thus the zero solution of (1) is stable by using Lemma 1.
To prove the asymptotic stability, it is sufficient to show that limn−→∞m(n) = 0. The condition (ii) and inequality (2)
imply thatm(n) is nonincreasing, and since it is bounded from below, we have that limn−→∞m(n) = α exists. Suppose that
α > 0. Let c = minα≤s≤m(0) ψ(s). Then, by inequality (2), we have
m(N+k )−m(Nk) ≤ −ψ(m(Nk)),
for all k = 1, 2, . . . . Since α ≤ m(Nk) ≤ m(0), we see that −ψ(m(Nk)) ≤ −c , for which c is positive constant. Thus, we
have
m(N+k )−m(Nk) ≤ −c.
By condition (ii), the functionm(n) is nonincreasing on every interval between two consecutive impulsive instants. We get
thatm(N+k ) ≥ m(Nk+1). Define N0 = 0. Then, by induction we have, for any natural number l,
m(N+l ) ≤ m(N+l )+
l−1∑
k=0
(m(N+k )−m(Nk+1))
= m(0)+
l∑
k=1
(m(N+k )−m(Nk))
≤ m(0)− lc.
The right-hand side of this inequality becomes negative for large values of l, which contradicts the fact that the function
V is positive definite. Hence the assumption that α > 0 is not true. Thus, we must have limn−→∞m(n) = 0. The proof is
complete. 
Theorem 2. Assume that:
(i) Vi ∈ C[s(ρ), R], i ∈ J , and Vi is positive definite;
(ii) 1Vi(xn) ≤ −φ(Vi(xn));
(iii) Vi(xN+k ) ≤ ψ(Vj(xNk)), i, j ∈ J ,
where φ,ψ ∈ κ . If the functions φ and ψ are such that
ψ(σ) ≤ σ +
M−1∑
i=0
φ(Vj(f ij (x0))), (4)
for some σ0 > 0 and all σ ∈ (0, σ0], j ∈ J , x0 ∈ {x ∈ s(ρ)|Vj(x) = σ }, f 0j (x0) = x0 and Nk − Nk−1 ≥ M, for an integer M > 1,
k = 1, 2, . . . ,N0 = 0, then the zero solution of the system (1) is stable. If instead of the inequality (4) we have
ψ(σ) ≤ (1− γ )σ +
M−1∑
i=0
φ(Vj(f ij (x0))), (5)
form some 0 < γ < 1, then the zero solution of the system (1) is asymptotically stable.
Proof. Definem(n) =∑i∈J δ(n, i)Vi(xn),m(N+k ) =∑i∈J δ(N+k , i)Vi(xN+k ), where
δ(n, i) =
{
1, α(n) = i
0, α(n) 6== i and α(n
+) = α(n+ 1).
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For all n ≤ N1, from condition (ii), we have
m(n) ≤ m(n− 1) ≤ · · · ≤ m(1) ≤ m(0).
For all n ∈ (Nk−1,Nk), from condition (ii), we have
m(n) ≤ m(n− 1) ≤ · · · ≤ m(N+k−1). (6)
For all k > 0, from condition (iii) and inequality (3), we have
m(N+k ) =
∑
i∈J
δ(N+k , i)Vi(xN+k )
≤ ψ
(∑
i∈J
δ(Nk, i)Vi(xNk)
)
≤ ψ(m(Nk))
≤ ψ
m(N+k−1)− Nk−1∑
i=N+k−1
φ(m(i))

≤ ψ
(
m(N+k−1)−
M−1∑
i=0
φ(m(N+k−1 + i))
)
≤ m(N+k−1).
By induction, we have that
m(N+k ) ≤ m(N+k−1) ≤ · · · ≤ m(N+1 ) ≤ m(N0).
Then for all n > 0, we havem(n) ≤ m(0). Thus the zero solution of (1) is stable by using Lemma 1.
Nowwe prove that the zero solution of the system (1) is asymptotically stable. First, we prove that the sequence {m(N+i )}
converges to 0 as i −→∞. By condition (iii) and the inequality (5), we have
m(N+i ) ≤ ψ(m(Ni))
≤ ψ
(
m(N+i−1)− φ(m(N+i−1))−
Ni−1∑
j=Ni−1+1
φ(m(j))
)
≤ (1− γ )m(N+i−1).
By induction, we can conclude that the sequence {m(N+i )} is decreasing for i −→∞ andm(N+i ) ≤ (1−γ )im(0), for i =
1, 2, . . . .On the other hand,we know thatm is bounded frombelow. Hencewemust have limi−→∞m(N+i ) = 0. To complete
the proof, recall that, by condition (ii),m(n) is decreasing on every segment (Ni,Ni+1], and so supNi<n<Ni+1 m(n) = m(N+i ),
which togetherwith the inequalitym(N+i ) > m
(
N+i+1
)
that holds for all i, leads tom(n) < m(N+i ) for alln > ni. Consequently
it follows from limi−→∞m(N+i ) = 0 that limn−→∞m(n) = 0, and so limn−→∞ ||xn|| = 0. The proof is complete. 
Theorem 3. Assume that:
(i) Vi ∈ C[s(ρ), R], i ∈ J , and Vi is positive definite;
(ii) 1Vi(xn) ≤ φ(Vi(xn));
(iii) Vi(xN+k ) ≤ ψ(Vj(xNk)), i, j ∈ J ,
where φ,ψ ∈ κ . If the functions φ and ψ are such that
ψ(σ) ≤ σ −
M−1∑
i=0
φ(Vj(f ij (x0))), (7)
for some σ0 > 0 and all σ ∈ (0, σ0], j ∈ J , x0 ∈ {x ∈ s(ρ)|Vj(x) = σ }, f 0j (x0) = x0 and Nk − Nk−1 ≤ M, for an integer M > 1,
k = 1, 2, . . . ,N0 = 0, then the zero solution of the system (1) is stable. If instead of the inequality (4) we have
ψ(σ) ≤ (1− γ )σ −
M−1∑
i=0
φ(Vj(f ij (x0))), (8)
for some 0 < γ < 1, then the zero solution of the system (1) is asymptotically stable.
Proof. Definem(n) =∑i∈J δ(n, i)Vi(xn),m(N+k ) =∑i∈J δ(N+k , i)Vi(xN+k ), where
δ(n, i) =
{
1, α(n) = i
0, α(n) 6== i and α(n
+) = α(n+ 1).
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Let ε ∈ (0, ρ) be fixed and let a = infn≥0,ε≤‖xn‖≤ρ m(n). Then ∃δ > 0, sufficiently small such that b = sup‖x0‖<δ m(0) <
a −∑M−1i=0 φ(m(i)). Take any solution xn with initial condition x0 of the system (1) such that x0 ∈ Bδ , Bδ is a ball with the
radius δ centered at 0.
For all n < N1, we have
m(n) ≤ m(0)+
n−1∑
i=0
φ(m(i))
≤ b+
N1−1∑
i=0
φ(m(i))
≤ a−
M−1∑
i=0
φ(m(i))+
N1−1∑
i=0
φ(m(i))
≤ a.
For all n = Nk, k = 1, 2, . . . , by condition (iii) and the increasing property of the function ψ , we have
m(N+k ) ≤ ψ(m(Nk))
≤ ψ
(
m(N+k−1)+
Nk−1∑
i=Nk−1
φ(m(i))
)
≤ ψ
(
m(N+k−1)+
M−1∑
i=0
φ(m(i+ N+k−1))
)
≤ m(N+k−1).
By induction, we have that
m(N+k ) ≤ m(N+k−1) ≤ · · · ≤ m(N+1 ) ≤ m(0) ≤ a.
For all n ∈ [Nk + 1,Nk+1], we have
ψ(m(n)) ≤ ψ
m(N+k )+ n−1∑
i=N+k
φ(m(i))

≤ ψ
(
m(N+k )+
M−1∑
i=0
φ(m(i+ N+k ))
)
≤ m(N+k )
≤ ψ(m(Nk)).
Thus, we havem(n) ≤ m(Nk). By induction, we havem(n) ≤ m(Nk) ≤ · · · ≤ m(N1) ≤ a.
Hence, we havem(n) ≤ a for all n > 0. Then the zero solution of system (1) is stable.
Now we prove that the zero solution of system (1) is asymptotically stable. First, we prove that the sequence {m (Nk)}
converges to 0 as k −→∞. By condition (iii) and the inequality (7), we have
m(N+k ) ≤ ψ(m(Nk))
≤ ψ
(
m(N+k−1)+
Nk−1∑
i=Nk−1
φ(m(i))
)
≤ ψ
(
m(N+k−1)+
M−1∑
i=0
φ(m(i+ N+k−1))
)
≤ (1− γ )m(N+k−1).
By induction, we have that
m(N+k ) ≤ (1− γ )m(N+k−1) ≤ (1− γ )2m(N+k−2) ≤ · · · ≤ (1− γ )km(0).
From lims−→∞(1 − γ )sm(0) = 0 and m(N+k ) ≥ 0, we must have lims−→∞m(Nk) = 0. To complete the proof, we claim
that the sequence {m(Nmk ) = maxNk+1≤n≤Nk+1 m(n)}, k = 1, 2, . . . , converges to 0 as k −→∞.
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Since
ψ(m(Nmk )) ≤ ψ
(
m(N+k )+
M−1∑
i=0
φ(m(i+ N+k ))
)
≤ (1− γ )m(N+k ),
and limk−→∞m(N+k ) = 0, we must have that limn−→∞m(Nmk ) = 0. Therefore, limn−→∞m(n) = 0, and so
limn−→∞ ‖x(n)‖ = 0. The proof is complete. 
Corollary 1. Assume that there exist positive definite functions Vi(xn), i ∈ J = {1, 2, . . . , L}, and real numbers σ , d > 0
such that 1Vi(xn) = Vi(xn+1) − Vi(xn) ≤ σVi(xn) and Vi(x+n ) ≤ dVj(xn) for all i, j ∈ J . And there exist λi1 and λi2 which
satisfy λi1 ||xn||2 ≤ Vi(xn) ≤ λi2 ||xn||2 where i ∈ J . Let γ1 = max1≤i≤L{ λi1λi2 }, γ2 = min1≤i≤L{
λi2
λi1
}, T = max{Nk − Nk−1},
t = min{Nk − Nk−1}. Then the zero solution of system (9) is asymptotically stable if any one of the following conditions holds.
(i) σ ≤ 0, d < 1,
(ii) σ < 0, d > 1, T > [γ1 (1−d)σ ],
(iii) σ > 0, d < 1, t < [γ2 (1−d)σ ].
Proof. Define m(n) = ∑i∈J δ(n, i)Vi(xn), m(N+k ) = ∑i∈J δ(N+k , i)Vi(xN+k ), where δ(n, i) = {1, α(n) = i0, α(n) 6== i and
α(n+) = α(n + 1). Then 1m(xn) ≤ σm(xn),m(xN+k ) ≤ dm(xNk). Thus the conclusion of Corollary 1 holds, by using
Theorems 1–3. 
3. Robust stability of uncertain linear discrete switching systems
Consider the uncertain linear discrete switching system{
xn+1 = (Aα +1Aα)xn + (Bα +1Bα)un, N+k ≤ n < Nk+1,
xN+k = (Ik +Mk)xNk , k = 0, 1, 2, . . . .
(9)
where xn ∈ Rn, un = Kαxn ∈ Rm, with n,m ∈ N , are the state and control vectors; α is the switching law with
α ∈ J = {1, 2, . . . , L}. When the system switches to the i subsystem from the j subsystem, we get Aα = Ai, Bα = Bi. Ik
is the identity matrix;Mk is impulsive matrix with the same size as Ik and independent of the impulse time. x(Nk) denotes
the value of x at Nk before the impulse, x(N+k ) denotes the value of x at Nk after the impulse. 1Aα,1Bα are perturbation
matrices; 1Aα = 1Ai,1Bα = 1Bi (1Ai and 1Bi are norm-bounded) while the state of the system is i. The following
assumptions are satisfied.
A1: the sequence {Nk} satisfies: Nk ∈ N and 0 = N0 < N1 < N2 < · · · < Nk < Nk+1 < · · ·, with Nk+1 − Nk ≥ 2, k ∈ N .
A2: perturbation matrices1Ai,1Bi satisfy
1Ai = D1iF1iE1i, 1Bi = D2iF2iE2i
where D1i,D2i, E1i, E2i are known matrices and F1i, F2i are unknown matrices which satisfy F T1iF1i ≤ I and F T2iF2i ≤ I .
To facilitate the discussion, we introduce the following lemmas.
Lemma 2 (Schur Complements). Let Q (x), R(x) and S(x) be real matrices of appropriate dimensions with Q (x) = Q T (x),
R(x) = RT (x); then the linearmatrix inequality (LMI)
[
Q (x) S(x)
ST (x) R(x)
]
< 0 holds if and only if R(x) < 0, Q (x)−S(x)R−1(x)ST (x) < 0
or Q (x) < 0, R(x)− ST (x)Q−1(x)S(x) < 0.
Lemma 3. Let Y ,H and E be real matrices of appropriate dimensions with Y = Y T ; then Y +HFE+ ET F THT < 0 for all F T F ≤ I
if and only if there exists a scalar ε > 0 such that Y + εHHT + ε−1ETE < 0.
The stability criteria for uncertain linear discrete impulsive switching systems are given below.
Theorem 4. Assume that Assumptions A1, A2 hold and furthermore suppose that there exist σ , d ∈ R, εi > 0 and symmetric
definite matrices Pi ∈ Rn×n with i ∈ J = {1, 2, . . . , L} such that
ε−1i P
−1
i EiP
−1
i − (1+ σ)P−1i + P−1i A¯Ti (P−1i − εiDi)A¯iP−1i < 0, (10)
and
Rk = (Ik +Mk)TPj(Ik +Mk)− dPi ≤ 0, (11)
where A¯i = Ai + BiKi,Di = D1iDT1i + D2iDT2i, Ei = ET1iE1i + K Ti ET2iE2iKi, i, j ∈ J . Let γ1 = max1≤i≤L{ λmin(Pi)λmax(Pi) },
γ2 = min1≤i≤L{ λmax(Pi)λmin(Pi) }, T = max{Nk − Nk−1}, t = min{Nk − Nk−1}. Then the zero solution of system (9) with u(n) = Kix(n)
is asymptotically stable if any one of the following conditions holds.
(i) σ ≤ 0, d < 1,
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(ii) σ < 0, d > 1, and T ≥ [γ1 (1−d)σ ],
(iii) σ > 0, d < 1, and t ≤ [γ2 (1−d)σ ].
Proof. If n 6= Nk, assume subsystem i is active; then
V (xn+1)− (1+ σ)V (xn) = xTn+1Pixn+1 − xTn(1+ σ)Pixn
= xTn{[Ai +1Ai + (Bi +1Bi)Ki]TPi[Ai +1Ai + (Bi +1Bi)Ki] − (1+ σ)Pi}xn
= xTn{[Ai + D1iF1iE1i + (Bi + D2iF2iE2i)Ki]TPi[Ai + D1iF1iE1i + (Bi + D2iF2iE2i)Ki] − (1+ σ)Pi}xn.
By using Lemma 2, we know that V (xn+1)− (1+ σ)V (xn) < 0 if and only if[ −(1+ σ)Pi A¯Ti + (D1iF1iE1i + D2iF2iE2iKi)T
A¯i + (D1iF1iE1i + D2iF2iE2iKi) −P−1i
]
< 0. (12)
Let Fi = diag(F1i, F2i); (12) can be rewritten as[−(1+ σ)Pi A¯Ti
A¯i −P−1i
]
+
[
ET1i K
T
i E
T
2i
0 0
]
Fi
[
0 DT1i
0 DT2i
]
+
[
0 0
D1i D2i
]
Fi
[
E1i 0
E2iKi 0
]
< 0. (13)
from Lemma 3, (13) with matrix Fi satisfying F Ti Fi ≤ I if and only if there exists some constant εi > 0 such that[−(1+ σ)Pi A¯Ti
A¯i −P−1i
]
+ εi
[
0 0
D1i D2i
] [
0 DT1i
0 DT2i
]
+ ε−1i
[
ET1i K
T
i E
T
2i
0 0
] [
E1i 0
E2iKi 0
]
< 0,
or, equivalently,[−(1+ σ)Pi A¯Ti
A¯i −P−1i
]
+ εi
[
0 0
0 Di
]
+ ε−1i
[
Ei 0
0 0
]
< 0. (14)
From Lemma 2, we see that the inequality (14) is equivalent to
ε−1i Ei − (1+ σ)Pi + A¯Ti (P−1i − εiDi)A¯i < 0. (15)
By multiplying by Pi the left and right sides of (10), we can get inequality (15). Thus we have1V (xn) < σV (xn).
When n = Nk, assume that the system (9) switches to the j subsystem from the i subsystem. From (12), we get
V (xn+)− dV (xn) = ((Ik +Mk)xn)TPj((Ik +Mk)xn)− dxTnPixn
= xTn((Ik +Mk)TPj(Ik +Mk)− dPi)xn ≤ 0.
Hence we have V (xn+) ≤ dV (xn).
From Corollary 1, we can see that the conclusion of Theorem 4 holds. This completes the proof. 
4. Robust control of uncertain linear discrete switching systems
In this section, we shall establish the robust control criteria for uncertain linear discrete impulsive switching systems.
Theorem 5. Assume that Assumptions A1, A2 hold and furthermore suppose that there exist σ , d ∈ R, εi > 0, Ki ∈ Rm×n and
symmetric definite matrices Pi ∈ Rn×n with i ∈ J = {1, 2, . . . , L} such that[−P−1i + εiDi A¯iP−1i
P−1i A¯
T
i −(1+ σ)P−1i + εiP−1i EiP−1i
]
< 0, (16)
and [
−P−1j (Ik +Mk)P−1i
P−1i (Ik +Mk)T −dP−1i
]
< 0, (17)
where A¯i = Ai + BiKi,Di = D1iDT1i + D2iDT2i, Ei = ET1iE1i + K Ti ET2iE2iKi, i, j ∈ J . Let γ1 = max1≤i≤L{ λmin(Pi)λmax(Pi) }, γ2 =
min1≤i≤L{ λmax(Pi)λmin(Pi) }, T = max{Nk − Nk−1}, t = min{Nk − Nk−1}. Then the closed loop system is asymptotically stable with
subcontrol u(n) = Kix(n) if any one of the following conditions holds:
(i) σ ≤ 0, d < 1,
(ii) σ < 0, d > 1, and T ≥ [γ1 (1−d)σ ],
(iii) σ > 0, d < 1, and t ≤ [γ2 (1−d)σ ].
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Proof. Define Ci = Ai + D1iF1iE1i + (Bi + D2iF2iE2i)Ki; then we have
V (xn+1)− (1+ σ)V (xn) = xTn{CTi PiCi − (1+ σ)Pi}xn.
Define Yi =
[
−P−1i A¯iP−1i
P−1i A¯
T
i −(1+ σ)P−1i
]
; then (16) can be rewritten as
Yi + ε−1i
[
0 0
(E1iKiP−1i )
T P−1i E
T
2i
] [
0 E1iKiP−1i
0 E2iP−1i
]
+ εi
[
D1i D2i
0 0
] [
DT1i 0
DT2i 0
]
< 0.
From the assumption and Lemma 3, we get
Yi +
[
0 0
(E1iKiP−1i )
T P−1i E
T
2i
]
Fi
[
DT1i 0
DT2i 0
]
+
[
D1i D2i
0 0
]
F Ti
[
0 E1iKiP−1i
0 E2iP−1i
]
< 0,
or, equivalently,[−P−1i CiP−1i
P−1i C
T
i −(1+ σ)P−1i
]
< 0.
By multiplying by Pi the left and right sides of the above inequality, we get[−Pi PiCi
CTi Pi −(1+ σ)Pi
]
< 0. (18)
From Lemma 2, (18) is equivalent to
CTi PiCi − (1+ σ)Pi < 0.
From (17), we get Rk = (Ik +Mk)TPj(Ik +Mk)− Pi ≤ 0. Thus all of the conditions of Theorem 4 are satisfied. Hence, the
conclusion of Theorem 5 holds. This completes the proof. 
Theorem 6. Assume that Assumptions A1, A2 holds and furthermore suppose that there exist σ , d ∈ R, εi > 0, Ki ∈ Rm×n and
symmetric definite matrices Pi ∈ Rn×n with i ∈ J = {1, 2, . . . , L} such that
−P−1i + εi(D1iDT1i + D2iDT2i) AiP−1i + BiYi 0 0
P−1i A
T
i + Y Ti BTi −(1+ σ)P−1i P−1i ET1i Y Ti E2i
0 E1iP−1i −εiI 0
0 E2iYi 0 −εiI
 < 0, (19)
and [
−P−1j (Ik +Mk)P−1i
P−1i (Ik +Mk)T −dP−1i
]
< 0, (20)
where Yi = KiP−1i , i, j ∈ J . Let γ1 = max1≤i≤L{ λmin(Pi)λmax(Pi) }, γ2 = min1≤i≤L{
λmax(Pi)
λmin(Pi)
}, T = max{Nk − Nk−1}, t = min{Nk − Nk−1}.
Then the closed loop system is asymptotically stable with subcontrol u(n) = Kix(n) if any one of the following conditions holds:
(i) σ ≤ 0, d < 1,
(ii) σ < 0, d > 1, and T ≥ [γ1 (1−d)σ ],
(iii) σ > 0, d < 1, and t ≤ [γ2 (1−d)σ ].
Proof. When n 6= Nk, assume subsystem i is active, From Lemma 2, (16) is equivalent to
−P−1i + εi(D1iDT1i + D2iDT2i) (Ai + BiKi)P−1i 0
P−1i (Ai + BiKi)T −(1+ σ)P−1i
[
E1iP−1i
E2iKiP−1i
]T
0
[
E1iP−1i
E2iKiP−1i
]
−εiI
 < 0.
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Fig. 1. States of the system.
Let Yi = KiP−1i ; we have
−P−1i + 2εiDiDTi AiP−1i + BiYi 0 0
P−1i A
T
i + Y Ti BTi −(1+ σ)P−1i P−1i ET1i Y Ti E2i
0 E1iP−1i −εiI 0
0 E2iYi 0 −εiI
 < 0.
From (20), we have Rk = (Ik + Mk)TPj(Ik + Mk)− Pi < 0. Thus all the conditions of Corollary 1 are satisfied, Hence, the
conclusion of Theorem 6 holds. This completes the proof. 
5. Example
As an illustration, we consider the following example.
Example 1. Consider a system in the form of system (9), where
A1 =
[
1 0
0 −1.5
]
, B1 =
[
0.3
0.5
]
, E11 =
[
0.2 0.1
]
, E12 = 0.3;
A2 =
[
1.2 0.2
0.7 1
]
, B2 =
[
0.2
0.4
]
, E21 =
[
0.5 0.4
0.1 0.2
]
, E22 = 0.5;
D =
[
0.1
0.1
]
, Mk =
[−0.5 0
0 −0.3
]
.
Randomly select Fi satisfying F Ti Fi ≤ I; let σ = 0.1, d = 0.5. It is easy to see that the system is unstable without subcontrol
u. The inequalities (19) and (20) have solutions, by using the LMI toolbox of MATLAB. One of the solutions is
P1 =
[
1.8318 0.3995
0.3995 0.8608
]
, P2 =
[
2.9515 0.5019
0.5019 0.8699
]
,
K1 =
[−1.3363 3.1336] , K2 = [−0.0398 −0.9876] .
So the system is stable using subcontrol un = Kαxn. The numerical experiment with Nk+1 − Nk = 4 is given in Fig. 1. It can
be seen in Fig. 1 that the zero solution of the system is asymptotically stable.
6. Conclusion
In this paper, we have established some robustly asymptotical stability criteria for discrete impulsive switching systems
and uncertain linear discrete switching systems. The criteria obtained are verifiable by using the LMI toolbox of MATLAB.
An example and numerical simulations have been worked out to demonstrate the main results.
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