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Abstract
This thesis serves as a comparative study of numerical methods for solving Sylvester equations,
which are linear matrix equations of the form AX + XB + C = 0. These equations have im-
portant applications in many areas of science and engineering, such as signal processing, control
theory, and systems engineering, and their efficient solution is therefore of practical significance.
As with standard linear systems (i.e., those of the form Ax = b), algorithms for the efficient
solution of Sylvester equations typically fall into two categories, namely direct and iterative
methods. As a naive approach, one can convert a Sylvester equation to a standard linear system
(of larger size) using Kronecker operations, and then apply standard methods from numerical
linear algebra. We shall see, however, that unless the matrix is very sparse and structured, this
approach is usually inefficient.
Instead, modern algorithms for solving Sylvester equations are applied directly to the equa-
tion in Sylvester form. When the matrices A and B are small and dense, direct methods such
as Bartels–Stewart and Hessenberg–Schur, which are based on suitable factorisations of A and
B, are efficient. As the matrices become larger, however, one typically switches to a projection-
based or some other iterative method. The projection methods considered in this thesis use
Krylov subspace techniques to project the system onto a much smaller subspace, which can be
solved efficiently using one of the direct methods mentioned above as an internal solver. In this
thesis we consider two different subspaces for the comparison of projection methods, namely the
standard Krylov subspace and an enriched approximation space known as the extended Krylov
subspace. We shall see that when the matrix C is of low rank, then the extended Krylov subspace
method is competitive with direct methods, even when the system size is relatively small.
Each of the methods discussed above are compared, both theoretically by consideration of float-
ing point operation counts and numerically by computational efficiency and accuracy, when used
to solve several example problems arising in applications. Based on the results of these exper-
iments, it is concluded that a method based on the eigenvalue decompositions of A and B is
the most efficient direct method, although to some degree at the expense of numerical stability.
In the class of projection methods, we find that the extended Krylov subspace to be the most
efficient approximation space.
ii
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Samevatting
Hierdie tesis is ’n vergelykende studie van numeriese metodes om Sylvester-vergelykings op te
los, wat lineêre matriksvergelykings is met die vorm AX + XB + C = 0. Die vergelykings
het belangrike toepassings in verskeie wetenskaplike en ingenieursvelde soos seinverwerking, be-
heerteorie en stelselingenieurswese, en die doeltreffende oplos daarvan is dus van praktiese belang.
Soos wat die geval is met gewone lineêre stelsels (met die vorm Ax = b), bestaan daar nor-
maalweg twee kategorieë vir die doeltreffende oplos van Sylvester-vergelykings, naamlik direkte
en iteratiewe metodes. As ’n naïewe benadering kan ’n mens ’n Sylvester-vergelyking in ’n
gewone lineêre stelsel omskakel deur die gebruik van Kronecker-bewerkings en dan standaardme-
todes van numeriese lineêre algebra toepas. Tensy die matriks (wat nou veel groter is) baie yl
en gestruktureerd is, is hierdie benadering egter selde doeltreffend.
In plaas van bogenoemde benadering word moderne algoritmes vir die oplos van Sylvester-
vergelykings direk in Sylvester-vorm toegepas. Wanneer die matrikse A en B klein is, is di-
rekte metodes soos Bartels–Stewart en Hessenberg–Schur, wat op gepaste faktoriserings van A
en B gebaseer is, doeltreffend. Wanneer die matrikse egter vergroot, word daar normaalweg
na ’n projeksie-gebaseerde of ander iteratiewe metode oorgeskakel. Die projeksiemetodes wat in
hierdie tesis bespreek word, gebruik Krylov-subruimtetegnieke om die stelsel op ’n kleiner sub-
ruimte te projekteer, wat dan doeltreffend opgelos kan word deur een van die direkte metodes
hierbo genoem as ’n interne oplosser te gebruik. In die tesis word twee verskillende subruimtes vir
die vergelyking van projeksiemetodes oorweeg, naamlik die gewone Krylov-subruimte en die ver-
rykte benaderingsruimte bekend as die uitgebreide Krylov-subruimte. Ons sien dat wanneer die
matriks C van lae rang is, die uitgebreide Krylov-subruimte kompeterend met direkte metodes
is, selfs wanneer die stelselgrootte relatief klein is.
Elke metode wat hierbo bespreek word, word vergelyk — teoreties, deur middel van wisselpunt-
bewerkingstellings, sowel as numeries, deur berekenings-doeltreffendheid en -akkuraatheid —
wanneer dit gebruik word om verskeie voorbeeldprobleme op te los wat in toepassings voorkom.
Die bevindings van hierdie eksperimente toon dat ’n metode gebaseer op die eiewaarde-ontbindings
van A en B die doeltreffendste direkte metode is, hoewel dit in ’n mate ten koste van numeriese
stabiliteit is. In die geval van projeksiemetodes word daar bevind dat die uitgebreide Krylov-
subruimte die doeltreffendste benaderingsruimte is.
iii
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Matrix Decompositions
Cholesky decomposition A factorisation of an n× n real symmetric matrix A into the form
A = LLT , where the n× n matrix L is lower triangular. This factorisation exists if and
only if A is positive definite.
Eigenvalue decomposition A factorisation of an n × n matrix A into a canonical form con-
taining the eigenvalues and eigenvectors, given that A is diagonalisable. The factorisation
is expressed as A = V ΛV −1, where V is an n× n matrix containing the eigenvectors and
Λ an n× n diagonal matrix containing the eigenvalues.
Hessenberg decomposition A factorisation of an n× n matrix A into the form A = QHQT .
The n× n matrix Q is orthogonal, while the n× n matrix H is in upper Hessenberg form.
LU decomposition A factorisation of an n × n matrix A into a product of an n × n lower
triangular and an n× n upper triangular matrix, such that A = LU .
QR decomposition A factorisation of an n×m matrix A into a product A = QR. The n× n
matrix Q is orthogonal, and the n×m matrix R is upper triangular.
QR decomposition (economy-size) If A (n × m) is overdetermined (n > m), the full QR
decomposition forms an upper triangular matrix with n−m zero rows at the bottom. This
can be avoided by factorising A such that A = QR, where Q is has size n ×m and R is
upper triangular and square.
Schur decomposition (complex) A factorisation of an n×nmatrixA into the formA = QUQH .
The matrix Q ∈ Cn×n is unitary and U ∈ Cn×n is upper triangular. The upper triangular
matrix U is known as the complex Schur form of A, and since A and U are similar, the
eigenvalues of A are contained on the diagonal of U .
Schur decomposition (real) A factorisation of an n× n matrix A into the form A = QUQT .
The matrix Q ∈ Rn×n is orthogonal and U ∈ Rn×n is quasi-upper triangular. The quasi-
upper triangular matrix U is known as the real Schur form of A, and since A and U are
similar, the eigenvalues of A are contained on the diagonal or block-diagonal of U .
Singular value decomposition (SVD) A factorisation of an n ×m matrix A into the form
A = UΣV T . The matrices U ∈ Rn×n and V ∈ Rm×m are orthogonal and Σ ∈ Rn×m is a
diagonal matrix containing the singular values in non-increasing order. The singular values
are representative of the square root of the eigenvalues of either ATA or AAT .
Truncated singular value decomposition The singular values of the SVD are contained in
non-increasing order on the diagonal of Σ. Some of these singular values are small enough
to be negligible in an approximation. If the ` smallest singular values are removed from Σ
and the respective ` columns of U and V relating to them, the truncated SVD is formed
as A = U`Σ`V T` . Here U` ∈ Rn×`, Σ` ∈ R`×` and V` ∈ Rm×`.
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CHAPTER 1
Introduction
The efficient solution of the Sylvester matrix equation
AX +XB + C = 0, A ∈ Rn×n, B ∈ Rm×m, C ∈ Rn×m (1.1)
is of great importance, since it arises naturally in many areas of science and engineering such
as decoupling techniques for ordinary and partial differential equations, the numerical solution
of Riccati equations, and image restoration. An extensive review of applications is presented in
[9]. As such, the solution of large-scale linear matrix equations is a well-researched topic, with
the Sylvester equation, in particular, possessing a rich set of literature. However, the literature
is still in need of a thorough numerical comparison of the respective algorithms [60]. Such a
comparison is the objective of this thesis.
Since the operator S(X) = AX + XB is a linear function of the unknown X, we say that
(1.1) is a linear matrix equation. The Sylvester equation can, therefore, be expressed and solved
as a linear system in standard form (i.e., Ax = b), at the expense of catastrophically increasing
the size of the coefficient matrix. This is, nevertheless, still taken into consideration as a poten-
tial solution method.
The first appearance of the Sylvester equation is usually attributed to the work of J.J. Sylvester
[63]. The special case where B = AT , is known as the Lyapunov matrix equation, and it plays a
key role in control and communications theory [1, 5]. This equation, named in honour of A.M.
Lyapunov for his early contributions to the stability problem of motion, is defined as
AX +XAT + C = 0, A, C ∈ Rn×n. (1.2)
See [3] for a bibliography of Lyapunov’s work. Whilst solutions to (1.2) can be trivially obtained
from algorithms designed to solve (1.1), we shall see that several advantages can be exploited by
considering the special structure of (1.2).
We shall see that the best methods for solving (1.1) and (1.2) are dependent on the struc-
ture of the problem, especially regarding the size and the sparsity of the coefficient matrices A
and B. Therefore, a distinction will be made between dense and sparse matrices in this thesis.
We will follow Wilkinson’s definition of sparsity, stating that a matrix is sparse if it has enough
zeros that it pays to take advantage of them. This means that the matrix can be reordered in
such a way that the LU or Cholesky factorisation of the matrix will contain enough zero values
such that a sparse triangular solver can be used to solve the system in a reduced number of steps.
3
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4 Chapter 1. Introduction
Matrices without these properties will be referred to as dense matrices. Wilkinson states this
definition in negated form [68]:
The matrix may be sparse, either with the nonzero elements concentrated on a nar-
row band centred on the diagonal or alternatively they may be distributed in a less
systematic manner. We shall refer to a matrix as dense if the percentage of zero
elements or its distribution is such as to make it uneconomic to take advantage of
their presence.
Two examples of sparse matrices are shown in Figure 1.1. The structure of matrices will be
presented by means of spy plots, a MATLAB visualisation tool for displaying the sparsity pat-
tern of a matrix. Spy plots present a figure of a matrix with nonzero elements represented by
dots, while zero elements remain blank. The sparsity of the Sylvester equation is relevant, since
special techniques can be used to exploit this sparsity in order to solve the system in a reduced
number of operations. These techniques are discussed in Chapter 4. This can be achieved using
the original coefficient matrices A and B or after conversion to a linear system in standard form.
0 5 10 15 20
nz = 58
0
2
4
6
8
10
12
14
16
18
20
0 5 10 15 20 25
nz = 105
0
5
10
15
20
25
Figure 1.1: Spy plots with examples of sparse matrices. On the left a tridiagonal matrix is shown and
a banded matrix on the right.
For standard linear systems of the form Ax = b, the trend of algorithmic development is such
that direct methods are used for a small or structured coefficient matrix A and projection or
iterative methods when the matrix becomes large and sparse. Iterative methods are typically
not beneficial if the coefficient matrix is dense, unless the matrix has a special structure such
that fast matrix-vector products can be exploited.
Similarly, for the solution of (1.1) and (1.2), when the coefficient matrices are small or struc-
tured, transformation methods based on the Schur and Hessenberg decomposition are used to
solve the equations directly [4, 21, 24]. A comparison of these methods, both theoretical and
computational, is presented in Chapter 4. However, as the dimension of the coefficient matrices
increase, direct methods become slow and inefficient. The attention is subsequently turned to
projection and iterative methods.
The development of the projection algorithms for Sylvester and Lyapunov equations has mainly
been focused on using Krylov subspace techniques to project the large problem onto a smaller
subspace, containing enough spectral information for an accurate approximation. Subsequently,
the reduced system is solved using one of the direct methods as an internal solver. This is another
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5reason why the efficiency of the direct methods is important. The projection of the Sylvester
equation onto a smaller subspace can be achieved either by projecting each of the matrices A
and B separately or by applying projection algorithms to the operator S(X) = AX +XB. The
latter is simpler in the sense that standard projection techniques are applied, but that the or-
thogonalisations are done with respect to the operator in stead of a matrix [47]. In this thesis we
only consider algorithms projecting the matrices A and B separately (see [14, 34, 35, 52, 58, 60]
and the references therein). These techniques allow for more flexibility as the structure of each
of the matrices A and B can be exploited separately. Consider, for example, the case where one
of the matrices A or B are Toeplitz1. Applying a standard projection method to this matrix
allows for the use of fast matrix-vector products to speed up convergence.
It should be noted that the literature on projection methods is largely focused on the situa-
tion where the right-hand side C from (1.1) is low rank such that C = EF T , with E and F tall
and skinny matrices. This will be discussed in Chapter 6. The case where the right-hand side is
of full rank is still an open question in the field. Palitta and Simoncini recently began addressing
this question in [44], where they consider the case where all matrices are of full rank, but have
a banded structure.
We see then that there is no shortage of methods for solving these Sylvester type systems; how-
ever the scientific community is not always in agreement over which methods are more suitable
for different settings. Simoncini states [60]
Despite a lot of intense work in the past 15-20 years, the community has not entirely
agreed upon the best approaches for all settings, hence the need for an overview that
aims to analyse where the field stands at this point.
This statement raises the main research question for this thesis. Which of the existing direct
and projection methods for solving the Sylvester and Lyapunov equations are the most efficient
in certain settings arising from realistic problems in science and engineering? These methods
are algebraically and numerically compared using different model problems coming from certain
applications described in Chapter 3.
The algebraic comparisons are made by means of floating-point operation (flop) counts. A flop
is defined as any algebraic operation (+,−,×,÷) and acts as a theoretical proxy for how long
an algorithm can be expected to execute. It should be noted however that there are many other
factors (i.e., memory access) affecting the actual execution time. This is why we also consider
numerical examples to compare how well the algorithms perform in practice.
We will choose the model problems in such a way that the comparisons are done on systems
of different sizes and sparsities, in order to conclude which methods work best in which setting.
All algorithms derived in this thesis will be compared using the author’s own implementations
of them in MATLAB. Comparisons of algorithms not derived will be done using their respective
built-in MATLAB functions (e.g., lyap, pcg). All computations are done in MATLAB, on a
Macbook Pro with a 2.4 GHz intel core i5 processor and 16 GB of RAM.
The outline of the thesis is as follows:
• Chapter 2 contains a discussion of the elementary theory of Sylvester- and Lyapunov equa-
tions, and existence and uniqueness theorems.
1A matrix in which each descending diagonal, from left to right, is constant
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• Chapter 3 contains some of the well-known applications of the Sylvester and Lyapunov
equations as well as a derivation of the model problems that will be considered in later
chapters.
• Chapter 4 reviews four different direct methods for solving the Sylvester equation and
compares these methods algebraically and numerically using model problems derived in
Chapter 3. The methods are also compared to the built-in MATLAB solver lyap.
• Chapter 5 serves as a review of some well-known Krylov subspace methods for standard
linear systems Ax = b.
• Chapter 6 describes the development of projection methods for solving the Sylvester- and
Lyapunov equations with a comparison of these methods by using model problems derived
in Chapter 3.
• The conclusions and potential future work are discussed in Chapter 7.
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The aim of this chapter is to discuss the necessary background information regarding the Sylvester
equation.
2.1 The Kronecker product
The Sylvester equation (1.1) can be restated as a standard linear system
A˜x = c, (2.1)
where we define
A˜ = Im ⊗A+BT ⊗ In, x = vec(X), c = −vec(C), (2.2)
with ⊗ and vec defined below.
Definition 2.1 ([33]). For some A ∈ Rn1×m1 and B ∈ Rn2×m2 , the Kronecker product is
defined as
A⊗B =

(A)1,1B (A)1,2B · · · (A)1,m1B
(A)2,1B (A)2,2B · · · (A)2,m1B
...
...
(A)n1,1B (A)n1,2B · · · (A)n1,m1B
 ∈ Rn1n2×m1m2 .
Definition 2.2. Suppose a matrix A ∈ Rn×m has entries (A)i,j , then
vec(A) = [(A)1,1, (A)2,1, . . . , (A)n,1, (A)1,2, . . . , (A)n,2, . . . , (A)1,m, . . . , (A)n,m]T .
Denoting the set of eigenvalues of a matrix A by Λ(A), we have the following Lemma.
Lemma 2.1 ([33]). The Kronecker product satisfies the following properties:
7
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1. vec(AXB) = (BT ⊗A)vec(X);
2. If A ∈ Rn×n, B ∈ Rm×m and Λ(A) = {λi}ni=1, Λ(B) = {φj}mj=1, then
Λ(A⊗B) = {λiφj | i = 1, . . . , n, j = 1, . . . ,m}, (2.3)
and
Λ(A⊗ Im + In ⊗B) = {λi + φj | i = 1, . . . , n, j = 1, . . . ,m}. (2.4)
These results will be important when discussing the existence and uniqueness of the solution X
in the following section.
2.2 Existence and uniqueness
Consider again the Sylvester equation (1.1). The existence and uniqueness of the solution X can
be guaranteed in differing ways. One of the first conditions was given by Roth [48], stating that
a solution to (1.1) exists if and only if the matrices[
A C
0 −B
]
and
[
A 0
0 −B
]
, (2.5)
are similar. If the solution does exist, then the similarity transform is given by[
I X
0 I
]
, (2.6)
with X the solution to (1.1).
Alternatively, a simpler condition comes from [50], stating that (1.1) admits a unique solution if
and only if Λ(A)∩Λ(−B) = ∅. The informal proof comes from property 2 in Lemma 2.1. If (1.1)
is restated as the linear system (2.1), it will admit a unique solution if and only if the matrix A˜ is
nonsingular. Since the determinant of a matrix can be expressed as a product of its eigenvalues,
it is sufficient to state that the matrix will be nonsingular if and only if none of the eigenvalues
are 0. Considering (2.4), this is equivalent to requiring λi 6= −φj (i = 1, . . . , n, j = 1, . . . ,m) if
Λ(A) = {λi}ni=1 and Λ(B) = {φj}mj=1. This is equivalent to Λ(A) ∩ Λ(−B) = ∅. This result can
be extended to the Lyapunov equation such that λi 6= −λj for all i, j = 1, . . . , n. It is therefore
sufficient to require that the coefficient matrix A of the Lyapunov equation should be stable
(i.e., all the eigenvalues in the open left half plane), since A and AT have the same eigenvalues.
Therefore if the eigenvalues of A are in the left half plane, the eigenvalues of −AT will be on the
right. It will be assumed throughout the thesis that the conditions above are satisfied, such that
the solution to (1.1) exists.
2.3 Closed-form solutions
Several representations of the solution X to (1.1) in closed form exist [39]. We mention some of
the main ones.
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1. Integral of resolvents.
X =
1
4pi2
∫
S1
∫
S2
(λIn −A)−1C(φIm −B)−1
λ+ φ
dφ dλ, (2.7)
where the closed curves S1 and S2 respectively contain the spectra of A and B.
2. Integral of exponentials. Assuming that Λ(A) and Λ(B) are separated by a straight line,
then
X = −
∫ ∞
0
eAtCeBtdt, (2.8)
where eAt and eBt represent the matrix exponential of the matrices At and Bt respectively.
3. Finite power sum. Let C = C1CT2 and let am of degree m be the monic polynomial of
smallest degree such that am(A)C1 = 0. Similarly, let bk of degree k be the smallest degree
monic polynomial such that bk(B)C2 = 0, then
X = −
m−1∑
i=0
k−1∑
j=0
γi,jA
iCBj = −[C1, AC1, . . . , Am−1C1](γ ⊗ I)

CT2
CT2 B
...
CT2 B
k−1
 ,
with γ the solution of the Sylvester equation if the coefficient matrices are given by the com-
panion matrices of am and bk and the right-hand side is given by [1, 0, . . . , 0]T [1, 0, . . . , 0].
Some early computational methods relied on these closed-form representations for solving the
Sylvester equation. See [19] for a review of these computational methods. Despite the fact
that these explicit forms are not commonly used to solve the Sylvester equation, it has inspired
the development of many algorithms, with (2.8) in particular motivating the use of projection
methods [52].
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CHAPTER 3
Applications
The solution of linear matrix equations is important in signal processing, control theory, and
systems engineering [60]. In this chapter, we review the most significant applications relating
to Sylvester and Lyapunov equations. The applications discussed are from the governing fields
of partial differential equations, model reduction, generalised eigenvalue problems, non-linear
system analysis, and image processing.
First, consider the Poisson partial differential equation
Uxx + Uyy = f(x, y), U(±1, 0) = U(0,±1) = 0. (3.1)
The discretisation of this differential operator (be it finite difference or spectral) on a square
domain typically results in a Lyapunov equation
AX +XAT = F, Fij = f(xi, yj), (3.2)
with X containing the solution values at the interior nodes of the discretisation grid, namely
(xi, yj). This specific, rather simple, model problem is discussed in more detail in Section 4.5.3.
This type of application can be generalised to more complex differential operators, with some
resulting in Sylvester or even generalised Sylvester equations. In [15], a model problem for the
Sylvester equation is derived in the solution of elliptic boundary value problems. As a final
application to differential equations, we refer the reader to [16], where the Sylvester equation is
used to implement implicit Runge-Kutta integration formulae.
Turning our attention to stability analysis and model reduction, and using the derivation from
[60], consider the continuous-time linear system
dx(t)
dt
= Ax(t) + C1u(t), y(t) = C
T
2 x(t). (3.3)
Here x is the model state, u is the input, y is the output and A, C1 and C2 are invariant under
time. Using the matrices in (3.3), one defines the controllability and observability Gramians P
and Q of the system as the solution of the Lyapunov equations [1]
AP + PAT + C1C
T
1 = 0, AQ+QA
T + C2C
T
2 = 0. (3.4)
These Gramians are used to describe how the energy is distributed over the coordinates of the
state space [20]. If B1 and B2 have the same number of columns we can find the cross-Gramian,
W , by solving a single Lyapunov equation of the form [18]
AW +WAT + C1C
T
2 = 0. (3.5)
11
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For more information about the cross-Gramian and its relation to the controllability and observ-
ability Gramians and Hankel singular values, the reader is referred to [17, 61]. A model problem
coming from a continuous-time linear system is discussed in Section 6.5.
Another interesting application comes from the field of digital image processing [8]. In this
application, a Sylvester equation is solved to recover an approximation of an image corrupted
by noise. Suppose f := vec(F ) is a long vector containing all the pixel values of an image F .
Define then the vector g as the image corrupted by white Gaussian noise such that g = f + η,
with η being the noise vector with variance σ2η. We would like to approximate the original image
by applying a linear filter L to g such that
f̂ = Lg. (3.6)
The linear filter of choice for this application is known as the Wiener filter [26, p. 374], defined
as
L = Φf (Φf + Φη)
−1, (3.7)
with Φf and Φη the respective covariance matrices of f and η, such that (3.6) becomes
(I + ΦηΦ
−1
f )f̂ = g. (3.8)
If the variability of the image in the horizontal and vertical directions is unrelated and the noise
is white and Gaussian with variance σ2η (i.e., Φη = σ2ηI), then (3.8) can be expressed as
(I + σ2ηΦ
−1
y ⊗ Φ−1x )f̂ = g. (3.9)
By definition of the Kronecker product, (3.9) can be rewritten as a Sylvester equation such that
σ2ηΦ
−1
y F̂ + F̂Φx = GΦx, (3.10)
where the solution F̂ is a noise-free approximation to the original image F . It turns out that the
covariance matrices can be expressed as Φz = σ2zRz, where
Rz =

1 ρz ρ
2
z · · ·
ρz 1 ρz
. . .
...
ρ2z ρz
. . . . . . ρ2z
...
. . . . . . 1 ρz
· · · ρ2z ρz 1

, z ∈ {x, y}, (3.11)
and ρz and σ2z represent, respectively, the adjacent element corellation and variance in the z-
direction [8]. This matrix is particularly efficient to work with, since its inverse is known explicitly
and moreover tridiagonal, namely
R−1z = −(1− ρz)−1(1 + ρz)−1

−1 ρz
ρz −d ρz
ρz −d ρz
. . . . . . . . .
ρz −d ρz
ρz −1

, (3.12)
with d = 1 + ρ2z. This essentially means that a Sylvester equation with tridiagonal A and
Toeplitz B has to be solved. This is considered as a model problem in Section 4.5.3 to test the
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efficiency of the direct methods, since the matrices under consideration are not particularly large.
Another application comes from the generalised eigenvalue problem. The Lyapunov equation
appears in the solution of the algebraic Riccati equation, which is used for the computation
of invariant subspaces. A well-known solution method for the Riccati equation is the Newton-
Kleinman iteration, requiring the solution of a Lyapunov equation at each iteration [7].
The efficient solution of the Sylvester and Lyapunov equations arising in these application is
crucial, especially when the matrices are large. In the following chapters we compare existing
solution methods for solving these systems, by using relevant model problems coming from the
above-mentioned applications. We first consider the small scale case, where direct methods can
be implemented in order to recover the solution.
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A method is referred to as direct if the desired solution is yielded by a finite number of oper-
ations [57]. The solution might contain the usual rounding errors, but if none are present, the
exact solution is obtained. Direct methods are often preferred because of their robustness and
predictable behaviour. The aim of this chapter is to determine the most efficient direct solver
of (1.1) for dense and sparse systems respectively. We shall compare efficiency in terms of both
the theoretical number of floating-point operations (flops) and the computational time needed
to solve the system in practice. Note that the Schur and eigenvalue decomposition methods are
technically not direct methods, but these will still be considered as direct methods for consistency
in this section.
4.1 Solving AX +XB + C = 0 as a linear system
Recall from Section 2.1 that the Sylvester equation (1.1) is equivalent to a linear system in
Kronecker form
A˜x = c. (4.1)
By definition, a solution to (4.1) exists and is unique if A˜ is not singular, but the question remains
whether or not this method is efficient. Solving a linear system for a solution vector x consists
of three steps, namely
• LU factorisation
• Forward substitution
15
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• Back substitution
The LU factorisation can be viewed as the matrix form of the process of Gaussian elimination,
appearing in Figure 4.1. The blue blocks represent possible nonzero entries, and the grey blocks
represent entries that have become zero.
Figure 4.1: A 9× 9 visualisation of the process of Gaussian elimination [38].
It turns out that an appropriate permutation of rows can increase the stability of the process of
Gaussian elimination. This process is referred to as partial pivoting and can be represented as
PA˜x = L˜U˜x, (4.2)
with P the permutation matrix, which interchanges the rows. It is also possible that both the
rows and the columns can be reordered in order to improve numerical stability even further. This
is referred to as full pivoting and can be represented as
PA˜Qx = L˜U˜x, (4.3)
with Q a permutation matrix, interchanging the columns. In the special case where the coefficient
matrix A˜ is symmetric positive definite (i.e., all the eigenvalues are positive), A˜ can be factorised
instead as
A˜x = L˜L˜Tx. (4.4)
This is known as the Cholesky factorisation, which is typically more efficient and stable than the
standard LU factorisation, and no pivoting is required.
This is the basis of the default algorithm implemented by backslash (denoted by A\b) in MAT-
LAB. The algorithm follows the following general outline:
• If the matrix is not square, the least squares problem is solved.
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• If the matrix is triangular, or a permutation of it, then forward or back substitution is
performed.
• If the matrix is symmetric, a Cholesky factorisation is attempted. If successful, this is
followed by forward and back substitution.
• If the matrix is nonsymmetric, or the Cholesky factorisation is unsuccessful, an LU factori-
sation (with pivoting) is computed. This is then followed by forward and back substitution.
In the case where the matrix A˜ is sparse, MATLAB implements sparse backslash. The original
design and implementation of sparse backslash were presented by Gilbert, Moler and Schreiber
in 1992 [23]. The sparse matrix solver is outlined as follows:
• If the matrix is not square, the least squares problem is solved.
• If the matrix is triangular, or a permutation of it, a sparse triangular solve is performed.
The sparse triangular solve follows the same concept as back substitution, except that it
takes advantage of the zero values.
• If the matrix is symmetric, a symmetric approximate minimum degree (AMD) ordering 1
with permutation vector p is found (see Figure 4.2), after which a Cholesky factorisation
of A(p, p) is attempted. If successful, this is followed by forward and back substitution.
• If the matrix is nonsymmetric, or the Cholesky factorisation is unsuccessful, a column
AMD ordering with permutation vector p is found, and an LU factorisation of A(p, p) is
now computed. This is then followed by forward and back substitution.
The reason for the reordering at the bottom left of Figure 4.2 is to minimise the number of
nonzero values in the lower and upper triangular matrices after LU or Cholesky factorisation.
In order to see this we include a visualisation of the Cholesky factorisation of the original sparse
matrix without reordering in Figure 4.2.
The upper triangular matrix now contains 737 nonzero values, where the upper triangular
Cholesky factor at the bottom right of Figure 4.2 contains only 506. This is not a big dif-
ference, but this example is based on an 80× 80 matrix. This ratio gets bigger as the size of the
matrix increases.
We now turn our attention to solution methods used when (1.1) is in Sylvester form.
4.2 The Bartels–Stewart method
The first numerically stable way to systematically solve (1.1), when not in Kronecker form, was
introduced by Bartels and Stewart in 1972 [4]. Five decades later the method is still widely used.
The method is based on orthogonally reducing the matrices A and B to their real Schur forms
(as defined on page ix), which in turn transforms equation (1.1) into a triangular system easily
solved by substitution. The algorithm is visualised in Figure 4.3.
1An approximate minimum degree ordering performs a permutation of the columns and rows of a sparse
symmetric matrix, in an attempt to make the respective Cholesky factor as sparse as possible
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Figure 4.2: Summary of the process of sparse backslash for a symmetric positive definite matrix. At
the top left, the original sparse matrix A. At the bottom left, the matrix A(p, p) with symmetric AMD
ordering p, and the Cholesky factorisation of A(p, p) at the bottom right. The figure at the top right
depicts the Cholesky factorisation of the original image without reordering.
The matrices A and B are transformed into their respective Schur forms by using the QR algo-
rithm [25], such that
A = Q1UQ
T
1 B = Q2RQ
T
2 , (4.5)
with both U and R in upper quasi-triangular form. If a matrix is in upper quasi-triangular form,
the diagonal elements can be either 1× 1 or 2× 2 blocks, depending on whether the eigenvalues
are real or complex. Figure 4.4 depicts the difference between these two cases.
It should be noted that the matrices A and B can also be reduced into complex Schur form. This
means that the diagonal elements of the matrices will only be 1 × 1 blocks, but these elements
may be complex in the case of complex eigenvalues.
The matrices A and B are now replaced by (4.5), which transforms (1.1) to
Q1UQ
T
1X +XQ2RQ
T
2 = C. (4.6)
Allowing C˜ = QT1 CQ2, equation (4.6) is simplified to the triangular system
UX˜ + X˜R = C˜, (4.7)
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Figure 4.3: A 5× 5 visualisation of the Bartels–Stewart algorithm. From top to bottom, [a] represents
(1.1) before the first step of Bartels–Stewart, [b] represents the triangular system described by (4.7), [c]
shows how (4.9) can be used to recover the entries of X˜ and [d] shows how X is recovered from X˜.
where X˜ = QT1XQ2.
Once X˜ is solved, the solution X can readily be recovered by X = Q1X˜QT2 . Since it is as-
sumed throughout the paper that Λ(A) ∩ Λ(−B) = ∅, it is clear that (4.7) will have a unique
solution. The eigenvalues of A and B are contained on the block diagonals of U and R respec-
tively. Therefore, since A and −B have no common eigenvalues, U and −R will have no common
eigenvalues, i.e., Λ(U) ∩ Λ(−R) = ∅.
For the solution of X˜, we first consider the case where A and B have real eigenvalues, hence the
case where there are only 1 × 1 blocks on the diagonals of the matrices U and R. If we denote
the matrices X˜ and C˜ in (4.7) by their columns as
X˜ = [x˜1 x˜2 . . . x˜n] C˜ = [c˜1 c˜2 . . . c˜n] (4.8)
and the matrix R by its entries R = [rij ] with i, j = 1 . . . n, then (4.7) can be expressed as
(U + rppIn)x˜p = c˜p −
p−1∑
i=1
x˜irip, p = 1, 2 . . . n, (4.9)
by comparison of columns. The solution matrix X˜ can now be formed using (4.9), by means of
n linear solves with an upper triangular matrix; see Figure 4.3(c).
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Figure 4.4: Spy plots depicting two different upper quasi-triangular matrices. On the left a normal upper
triangular matrix resulting from either a complex Schur decomposition or from a real Schur decomposition
of a matrix with real eigenvalues. On the right a block upper triangular matrix resulting from the real
Schur decomposition of a matrix with complex eigenvalues.
In the case where 2 × 2 blocks are contained on the diagonal (i.e., rp+1,p 6= 0 for some val-
ues of p), a bit more work is required. The columns x˜p and x˜p+1 are now found simultaneously
by solving the 2n× 2n system
(
U + rppIn rmpIn
rpmIn U + rmmIn
)(
x˜p
x˜m
)
=
(
c˜p
c˜m
)
−
p−1∑
i=1
(
x˜irip
x˜irim
)
, (4.10)
with m = p+1. It should be noted that the system of equations in (4.10) can be reordered by the
permutation (1, n+1, 2, n+2, . . . , n, 2n) in order to form a banded system that is solved in O(n2)
flops. Further discussions about the operation counts of the algorithms derived in this chapter
appear in Section 4.5. The method described in this section is summarised in Algorithm 4.1.
Algorithm 4.1: Bartels–Stewart
input : A ∈ Rn×n, B ∈ Rm×m, C ∈ Rn×m
output: X ∈ Rn×m, the solution of (1.1)
1 Compute the Schur decompositions A = Q1UQT1 and B = Q2RQT2 ;
2 Compute C˜ = QT1 CQ2;
3 if rp+1,p = 0 for all p then
4 Find X˜ using (4.9)
5 else
6 Find X˜ using (4.10)
7 end
8 Compute X = Q1X˜QT2 ;
Further improvements on the substitution methods are made in [62]. One of the most effective
improvements to the substitution step was introduced by Jonsson and Kågström in 2002 [36, 37]
for the case where A is much larger than B. Consider the system already in triangular form, as
in (4.7), the larger, upper triangular matrix U can then be split into blocks, such that (4.7) is
written as (
U11 U12
U22
)(
X˜1
X˜2
)
+
(
X˜1
X˜2
)
B =
(
C˜1
C˜2
)
, (4.11)
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with U11 and U22 being upper triangular matrices of size n/2. The latter equation, U22X˜2 +
X˜2B = C˜2, represents a Sylvester equation of a smaller scale, which can once again be split
using the blocks of U22. The solution X˜2 is found recursively in this manner. The first solution
block of X˜ is then recovered by recursively solving with the updated right-hand side in the first
equation of (4.11). More implementation details are given in [36].
The most well known modification to the Bartels–Stewart method, especially for the case where
one matrix is larger than the other, was brought about by Golub, Nash and Van Loan in 1979 [24].
This method is discussed in the following section.
4.3 The Hessenberg–Schur method
The Hessenberg–Schur method is also a transformation method used for the direct solving of the
Sylvester equation. The key difference between this method and the Bartels–Stewart algorithm,
described in the preceding section, lies in the name. Instead of decomposing both A and B
into Schur form, only the latter will be decomposed into Schur form, and A (the larger of the
two matrices) will be decomposed into upper Hessenberg form. This means that one can find
a matrix H = QT3AQ3, with entries hij , such that hij = 0 for all i > j + 1. The shape of an
upper Hessenberg matrix is shown in Figure 4.5. The matrix A can be orthogonally reduced
Figure 4.5: Spy plot representation of an upper Hessenberg matrix.
to upper Hessenberg form using Householder matrices, or some other orthogonal transformation
[25]. The motivation behind this adaptation is the fact that a Hessenberg reduction requires
fewer operations than a Schur decomposition. In fact, the Hessenberg decomposition is a direct
algorithm, where the Schur decomposition is iterative. Unfortunately, the upper Hessenberg
structure could be at the expense of efficient back substitution. This will be discussed in more
detail in Section 4.5.
In order to keep the notation standard, we once again denote the Schur decomposition of B
by B = Q2RQT2 and let A = Q3HQT3 . After the transformations have been made, a ‘nearly-
triangular’ system remains, similar to equation (4.7). This equation is expressed as
HX˜ + X˜R = C˜. (4.12)
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Figure 4.6: A 5×5 visualisation of the Hessenberg–Schur Algorithm. From top to bottom, [a] represents
(1.1) before the first step of Hessenberg–Schur, [b] represent the nearly triangular system described by
(4.12), [c] shows how (4.13) can be used to recover the entries of X˜ and [d] shows how X is recovered
from X˜. This visualisation can be followed in the description of the algorithm. This figure shows how
similar this algorithm is to the Bartels–Stewart algorithm.
The substitution method to find X˜ is similar to (4.9) and (4.10) in the respective cases. In
particular, when rp+1,p = 0 for all p, the matrix X˜ is found by solving
(H + rppIn)x˜p = c˜p −
p−1∑
i=1
x˜irip, p = 1, 2 . . . n. (4.13)
In the case where rp+1,p 6= 0 for some values of p, X˜ is found by solving(
H + rppIn rmpIn
rpmIn H + rmmIn
)(
x˜p
x˜m
)
=
(
c˜p
c˜m
)
−
p−1∑
i=1
(
x˜irip
x˜irim
)
, (4.14)
with X˜ = [x˜1 x˜2 . . . x˜n] and C˜ = [c˜1 c˜2 . . . c˜n]. Once again the system of equations can be
reordered by the permutation (1, n+ 1, 2, n+ 2, . . . , n, 2n) in order to form a banded system that
is solved in O(n2) flops.
Note that, in the case of the Lyapunov equation, only one Schur decomposition is needed for
both A and AT , when using Bartels–Stewart, but it will still be necessary to compute both a
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Hessenberg and a Schur decomposition for Hessenberg–Schur. The Hessenberg–Schur method
will therefore not be advantageous for this case. The method is summarised in Algorithm 4.2.
The Bartels–Stewart and Hessenberg–Schur methods form the basis for the direct solving of
the Sylvester equation by software. In MATLAB, the Sylvester equation is solved by the func-
tion lyap.m. MATLAB calls the SLICOT subroutine [66]. The algorithms are also included
in LAPACK [11].
Algorithm 4.2: Hessenberg–Schur
input : A ∈ Rn×n, B ∈ Rm×m, C ∈ Rn×m
output: X ∈ Rn×m, the solution of (1.1)
1 Compute the Hessenberg reduction A = Q3HQT3 and the Schur decomposition
B = Q2RQ
T
2 ;
2 Compute C˜ = QT3 CQ2;
3 if rp+1,p = 0 for all p then
4 Find X˜ using (4.13)
5 else
6 Find X˜ using (4.14)
7 end
8 Compute X = Q3X˜QT2 ;
4.4 Eigenvalue method
The final method discussed in this chapter is also a transformation method. The key difference
here is that an eigenvalue decomposition is used instead of a Schur or Hessenberg decomposition,
provided the matrices A and B are diagonalisable. If a matrix is symmetric its eigenvalue decom-
position is equivalent to a Schur decomposition, then this method could be very efficient. The
motivation behind this is that an eigenvalue decomposition turns the Sylvester equation into a
diagonal system for which an explicit solution can be found. This method has had little attention
in the literature since the 1980’s, due to stability issues arising from the fact that the matrices
containing the eigenvectors are not orthogonal, unless the coefficient matrices are symmetric.
We consider the method nevertheless.
Suppose the matrices A and B in (1.1) are diagonalisable, such that
A = P1ΛP
−1
1 , B = P2DP
−1
2 , (4.15)
with Λ = diag(λ1, λ2 . . . λn) and D = diag(d1, d2 . . . dn). Substituting (4.15) into (1.1), the
Sylvester system is transformed such that
P1ΛP
−1
1 X +XP2DP
−1
2 = C. (4.16)
After simplification, a diagonal system remains such that
ΛX˜ + X˜D = P−11 CP2 (4.17)
with X˜ = P−11 XP2.
The solution to (4.17) can now be expressed as
X˜ = L ◦ (P−11 CP2), (4.18)
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Figure 4.7: A 5 × 5 visualisation of the eigenvalue method. From top to bottom, [a] represents (1.1)
before the first step of the Eigenvalue method and [b] represent the diagonal system described by (4.17).
An explicit solution for X can now be found due to this diagonal structure, using (4.19).
with (A ◦B)ij = AijBij and Lij = 1λi+dj . Therefore, an explicit solution to (1.1) is given by
X = P1
[
L ◦ (P−11 CP2)
]
P−12 . (4.19)
The matrices containing the eigenvectors and eigenvalues can therefore simply be substituted
into (4.19) for the solution to be obtained. In the case where A and B are symmetric, (4.19) will
be simplified since P−11 = P
T
1 and P
−1
2 = P
T
2 .
4.5 Comparison of methods
The preceding methods will be compared for sparse, banded systems and dense systems sepa-
rately. In both sections, the methods will be compared by an elementary algebraic operation
count, after which the methods are compared by actual computational performance.
4.5.1 Dense systems
Consider the case where the matrices A˜, A and B are all dense, which by our definition refers
to matrices not having enough zero values such that special techniques can be used to take
advantage of them. The operation counts for solving the linear system (4.1) is calculated first.
This is based on the operation counts for the process of Gaussian elimination, since the LU
factorisation described in Section 4.1 is the matrix representation of Gaussian elimination. The
reader is reminded that a flop is defined here as any algebraic operation (+,−,×,÷). Flop
counts are merely an indication of how a method should perform numerically, but actual numer-
ical performance is influenced by many other factors, such as memory access, when implemented.
Suppose the matrix A˜ is of size N . The first step of the solution process is Gaussian elimi-
nation. Eliminating the elements of the first column requires 2N2 flops, after which the same
process is applied to the remaining (N − 1) × (N − 1) system and so on, until the final 2 × 2
system is reached. The total number of flops for Gaussian elimination is therefore
2N2 + 2(N − 1)2 + · · ·+ 2 · 32 + 2 · 22 ∼ 2
3
N3, N →∞. (4.20)
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Part of the Gaussian elimination process is updating the right-hand side (equivalent to forward
substitution). This requires 2 operations per row, one for multiplication and one for addition,
therefore approximately 2N per step, keeping in mind that one fewer row is used for each step.
The total number of flops for updating the right hand side is therefore
2N + 2(N − 1) + · · ·+ 2 · 3 + 2 · 2 ∼ N2, (4.21)
but since this will make such a small difference in comparison to the 23N
3, when N increases, it
becomes negligible.
The final step is back substitution. The recovery of the kth element of x requires 2(N − k)
multiplication-subtraction pairs and one division. The total number of flops for back substitu-
tion is therefore
1 + (1 + 2) + · · ·+ (1 + 2(N − 1)) ∼ N2, (4.22)
which also becomes negligible in comparison to the N3 term when N increases. The total number
of flops for Gaussian elimination with forward and back substitution, for a matrix of size N , is
summarised in Table 4.1.
Table 4.1: Total flops for solving a dense linear system of size N
Step Number of flops
Gaussian Elimination 23N
3
Forward substitution N2
Back substitution N2
Notice that in these specific applications, where the linear system arises from the Kronecker
product of an n× n and m×m matrix, the matrix is of size nm× nm. If n = m, then N = n2,
and the total flops for solving a linear system is O(n6). The question remains whether it is more
efficient to solve the system in Sylvester form. The Bartels–Stewart method is investigated first.
The first step of the Bartels–Stewart method is the Schur decomposition of the matrices A
and B. This will require approximately 25n3 and 25m3 flops, respectively, to compute both the
eigenvalues and the Schur vectors [25, p. 359], ultimately being the most expensive step in the
algorithm. Next, the right-hand side should be updated in order to form equation (4.7). This
results in left multiplication of the n × m matrix by a n × n matrix and right multiplication
by a m ×m matrix, requiring n2m + nm2 flops. The next step is the substitution represented
by equations (4.9) and (4.10). Calulating the right hand side of these equations requires 12nm
2
flops, after which the left hand side is solved in a total of 12n
2m flops. Finally, the solution X
is recovered from X˜, with a similar left-right multiplication to step 2, therefore this step will
also require n2m + nm2 flops. The total operation counts for the Bartels–Stewart method is
summarised in Table 4.2.
The Hessenberg–Schur method is very similar in approach to the Bartels–Stewart method and
therefore expected to be very similar in operation counts. We will, therefore, only highlight
where it differs from the Bartels–Stewart method. The first difference in required flops comes
when the larger matrix A is only reduced to Hessenberg form. This is indeed cheaper, requiring
14
3 n
3 flops [25, p. 345] compared to the 25n3 required for a Schur decomposition. The other
difference comes in step 3, when the left hand side is now solved with an upper Hessenberg
matrix in stead of an upper triangular matrix. This requires 3n2m flops compared to the 12n
2m
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Table 4.2: Total flops for solving a dense system in Sylvester form by the Bartels–Stewart method
STEP Number of flops
Reduce A ∈ Rn×n to UT form 25n3
Reduce B ∈ Rm×m to UT form 25m3
Update RHS n2m+ nm2
Back Substitution 12n
2m+ 12nm
2
Recover X n2m+ nm2
for Bartels–Stewart [24]. The required flops for the Hessenberg–Schur method is summarised in
Table 4.3, with the steps differing from Bartels–Stewart highlighted in red. As can be deduced
from Tables 4.2 and 4.3, the flop count of Hessenberg–Schur in comparison to Bartels–Stewart
becomes better as the ratio n/m increases, with n the size of the larger matrix. Advantage will
therefore be drawn from Hessenberg–Schur when the matrices differ in size.
Table 4.3: Total flops for solving a dense system in Sylvester form by the Hessenberg–Schur method
STEP Number of flops
Reduce A ∈ Rn×n to UH form 143 n3
Reduce B ∈ Rm×m to UT form 25m3
Update RHS n2m+m2n
Back Substitution 3n2m+ 12nm
2
Solve for X n2m+ nm2
Finally, we consider the operation counts for the eigenvalue method with dense matrices A and
B. The method only consists of two steps, with the first being the eigenvalue decompositions and
the second being the multiplication of (4.19). The number of operations needed for producing
all the eigenpairs differ for symmetric and nonsymmetric matrices, but this does not come as a
surprise, since it was mentioned in Section 4.4 that the eigenvalue decomposition of a symmetric
matrix is merely a Schur decomposition. The Schur decomposition of a symmetric matrix only
requires 9n3 flops [25, p. 421]. The exact complexity of computing both the eigenvalues and
eigenvectors of a nonsymmetric matrix is still an open problem according to Golub and Van Loan
[25]. It is mentioned in [45] that the computation of a basis for the eigenspace when the eigen-
values are known requires a complexity of O(n3). Therefore if the eigenvalues of a nonsymmetric
matrix are calculated in 25n3 operations using the Schur decomposition, it is enough for our
application to know that the computation of the eigenvalues and eigenvectors of a nonsymmetric
matrix will require more then 25n3 operations.
The second step is the solving of (4.19), which consists of multiplications as well as linear solves.
The matrix-matrix multiplications each require n3 flops. The dot product requires n2 flops. The
operation counts for a linear solve with a right-hand side of size n×1 is summarised in Table 4.1,
but in this case the right-hand sides have dimension n × n. One would expect that this will
result in O(n4) operations, but only one Gaussian elimination is needed, after which n backward
substitutions are performed instead of 1. This results in the linear solves each requiring 53n
3
flops. Adding all the solves and multiplications together, the solution step requires 163 n
3 flops.
The flop counts for the eigenvalue method are summarised in Table 4.4. The table represents the
most general case. There are special cases where the flop count can decrease drastically. One of
these will be discussed in the computational comparison section.
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Table 4.4: Total flops for solving a Sylvester system using the eigenvalue method
Step Number of flops
Eigenvalue Decomposition of symmetric A 9n3
Eigenvalue Decomposition of nonsymmetric A > 25n3
Eigenvalue Decomposition of symmetric B 9n3
Eigenvalue Decomposition of nonsymmetric B > 25n3
Multiplication and solving to find the solution 163 n
3
4.5.2 Sparse, banded systems
Consider now the case where A and B are sparse and banded with respective bandwidths bA and
bB. This results in A˜ also being banded, with the bandwidth b dependent on bA and bB. Once
again the process of Gaussian elimination and back substitution is analysed first. Recall that
the first step of eliminating the entries of the first column required 2N2 flops for a dense matrix.
This number now reduces to approximately 2(b + 1)2 flops per column since the elimination is
only applied to the first b rows. This means that the process of Gaussian elimination applied
to N columns will require 2N(b + 1)2 flops. Note that this has now decreased from O(N3) to
O(N) for the sparse, banded case. The updating of the right-hand side is also only performed
on b rows at the same time, requiring a maximum of 2N(b + 1) flops. Finally, the process of
back substitution requires twice the number of flops as there are nonzero values remaining [38].
Therefore, in the worst case of a densely banded upper triangular matrix remaining, there will
be a total of N(b+1) nonzero values, resulting in 2N(b+1) flops needed for back substitution. A
summary of the required flops for Gaussian elimination and back substitution of a sparse, banded
system appears in Table 4.5. Note that in the case where A˜ is in Kronecker form, A˜ ∈ RN×N ,
Table 4.5: Sparse linear system flops
Step Number of flops
Gaussian Elimination 2N(b+ 1)2
Update right hand side 2N(b+ 1)
Back substitution 2N(b+ 1)
where N = n2. This is the operation count for sparse Gaussian elimination, but this is not a fair
prediction for sparse backslash, due to the AMD reordering and other improvements mentioned
in Section 4.1. Heath [27] predicts O(N1.5) for sparse backslash, therefore O(n3) for the matrix
in Kronecker form.
In the case where the system is in Sylvester form, we assume both matrices A and B are sparse
and banded. Unfortunately, all three transformation methods take a full matrix as input2, re-
sulting in the method being unable to take advantage of the sparsity of the matrices A and B.
This results in the algebraic operation counts being very similar for the sparse and dense case for
these three methods. It should be mentioned that there are some special examples of tridiagonal
symmetric matrices where the operation counts for the eigenvalue method can be decreased to
O(n2 log n). This is discussed in Section 4.5.3.
2The eigenvalue decomposition function eig used by MATLAB can actually take a sparse matrix as input, but
returns only the eigenvalues, not the eigenvectors. This is therefore not applicable to the eigenvalue method, since
the entire eigenvalue decomposition is required.
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4.5.3 Numerical comparison
The aim of this section is to compare the described methods to each other numerically, using
four different model problems. All model problems used will result in either Lyapunov equations
or Sylvester equations where n = m. The first model problem considered for the computational
comparison of the described methods will be the discretisation of the well-known Poisson equation
on the unit square
Uxx + Uyy = f(x, y), (x, y) ∈ [−1, 1], (4.23)
with homogeneous Dirichlet boundary conditions, such that
U(±1, 0) = U(0,±1) = 0, (4.24)
and the right-hand side f chosen such that the reference solution U(x, y) is given by
U(x, y) = (1− x2)(1− y2) cos(20xy), (4.25)
as visualised in Figure 4.8. The most common approach is the discretisation by a five-point
-1
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Figure 4.8: The reference solution U(x, y) = (1− x2)(1− y2) cos(20xy)
stencil on an (n + 1) × (n + 1) equispaced grid, therefore this will be considered first. The
discretisation results in a sparse Lyapunov equation
AX +XA = F, A =
−1
h2

2 −1
−1 2 . . .
. . . . . . −1
−1 2
 , (4.26)
with h = 1n+1 and F ∈ Rn×n representing the evaluation of f(x, y) at the interior grid points.
The matrix X represents the solution values at the interior nodes of the equispaced discretisation
grid. Therefore, Figure 4.8 can also be interpreted as a visualisation of the values of the matrix
X on [−1, 1]× [−1, 1] when n is large enough.
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As with any Sylvester or Lyapunov equation, (4.26) can be represented using the Kronecker
product, resulting in the linear system
A˜x = h2c. (4.27)
Here, A˜ is a sparse, banded matrix (b = n) with structure as shown in Figure 4.9. The diagonal
entries are −4 and all other entries are 1. The right-hand side c is now a vector chosen such that
(4.25) is satisfied. The dimension of the linear system (4.27) is N = n2, where the Lyapunov
Figure 4.9: Structure of the sparse, banded matrix A˜
system (4.26) is of dimension n. This is solved using sparse backslash, as described in Section 4.1.
As mentioned in the previous section, there are special cases where the eigenvalue method can
be used to do computations in Sylvester form in O(n2 log n) operations. The key element in
the decrease in operations is the fact that the eigenvalues of A are known explicitly, resulting in
the elimination of the eigenvalue decomposition. For this specific example the eigenvalues are
explicitly given by λk = − 4h2 sin2(pik2n ) for 1 ≤ k ≤ n [40]. The matrix of eigenvectors, Q, is
the normalised discrete sine transform matrix [40]. Since A is symmetric, Q is orthogonal. This
simplifies (4.19) to
X = Q
(
L ◦ (QTCQ))QT , Ljk = 1
λj + λk
. (4.28)
The matrix Q is also symmetric in this case. Since Q is the discrete sine transform matrix,
all matrix-vector products with Q can be done in O(n log n) operations using the Fast Fourier
Transform (FFT), resulting in a total of O(n2 log n) operations for solving (4.26). For further
implementation details the reader is referred to [28]. Note that this is merely a description of
what could be done in these special cases, but for the numerical comparison shown in Figure 4.10,
the time needed for calculating the eigenvalue decomposition was still taken into account.
The methods were timed in MATLAB and compared to the built-in MATLAB function lyap.m.
The figures confirm the predicted asymptotic order of complexity O(n3) for the Bartels–Stewart
and Hessenberg–Schur methods. Both Bartels–Stewart and Hessenberg–Schur only require one
Schur decomposition in this example, since the matrices are symmetric and already in Hessenberg
form. Despite this, Bartels–Stewart is still the more efficient of the two. This comes down to the
substitution step being trivial for the diagonal matrices resulting from the Schur decomposition
in Bartels–Stewart. It is interesting that sparse backslash does not reach the order of 3, predicted
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Figure 4.10: Comparison in computational time for solving the sparse Lyapunov system (4.26), using
the described methods as well as lyap and the fast Fourier solver. The methods were timed for matrices
up to dimension 1200 in Sylvester form (1440000 in Kronecker form). The fast Fourier method dominates
in efficiency, but only works for very specific examples.
by Heath [27]. In the book by George and Liu [22], they describe the operation counts for solving
by nested dissection (very closely related to the AMD reordering used by sparse backslash) by
829
84 n
3 +O(n2 log n). The n2 log n term comes from the number of nonzero values remaining after
reordering. By the computational results it seems that sparse backslash increases like O(n2 log n).
We suspect that this could be due to the constant of the n2 log n term in the prediction by George
and Liu being so large that the n3 term is dominated by the O(n2 log n) term, until n becomes
very large. As n increases this method is more efficient than Bartels–Stewart and Hessenberg–
Schur and also surpasses the Matlab function lyap. The eigenvalue method is by far the fastest
method for this example, and since the coefficient matrix A is symmetric it should also be stable.
This is checked by plotting the relative residuals for the respective methods in Figure 4.11. As
predicted, the eigenvalue method is just as stable as Bartels–Stewart and Hessenberg–Schur for
this example.
Notice the O(n2 log n) behaviour of the eigenvalue method, after a growth of O(n3) has been
predicted. We conclude here that the size of the matrices considered here are relatively small
and that the O(n3) growth should be reached asymptotically. The experiment was also carried
out using the known eigenvalues and the FFT solver. For the size of matrices considered the
improvement in computational time and stability is minimal and, therefore, not necessary to add
to Figures 4.10 and 4.11.
We now turn our attention to the case where the discretisation will result in a set of dense matri-
ces. This is done by using Chebyshev differentiation matrices in order to obtain a pseudo-spectral
discretisation of (4.23), satisfying (4.25). Details on how to obtain the differentiation matrices
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Figure 4.11: Relative residual for the described methods used to solve (4.26). It can be seen that all
the methods produce the correct solution and that sparse backslash is the most accurate method.
can be found in [65]. The discretisation once again results in a Lyapunov system
AX +XAT = F, (4.29)
with A nonsymmetric and dense in this case. The matrix F is now an evaluation of f(x, y) from
(4.23) on the spectral discretisation grid. Despite containing many zero values, the matrix A˜,
when (4.29) is in Kronecker form, still contains enough nonzero values to be referred to as dense.
This statement is supported by Figure 4.12, showing how sparse backslash cannot take much
advantage of the sparsity of the matrix.
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Figure 4.12: The steps of sparse backslash for the system (4.29) in Kronecker form. The figure on the
left shows the shape of the matrix in Kronecker form. In the middle we see A(p, p) permuted by an AMD
permutation vector, p. The figure on the right shows the LU factorisation of A(p, p), which is almost
dense, showing that sparsity cannot be exploited for this matrix.
The computations for this example were done for matrices up to size 200 in Sylvester form (40000
in Kronecker form) using MATLAB. The results are shown in Figure 4.13. It is confirmed by the
computational results, that in the case where the matrices are dense the use of the Kronecker for-
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Figure 4.13: Comparison in computational time for solving the dense Lyapunov system (4.29), using
the described methods as well as lyap. The methods were timed for matrices up to dimension 200 in
Sylvester form (40000 in Kronecker form).
mulation and backslash becomes extremely inefficient, with a confirmed increase in computational
time of O(n6). Depending on the nature of the system, Bartels–Stewart and Hessenberg–Schur
will trade off being the most efficient solver. In this particular case Bartels–Stewart has the
upper hand, since it is a Lyapunov system and only one Schur decomposition is necessary, while
the Hessenberg–Schur method still computes a Hessenberg and a Schur decomposition.
It is clear that solving (1.1) as a linear system in Kronecker form cannot compete when the
matrices are dense. After eliminating this, we compare the three transformation methods to
each other and lyap for Lyapunov systems up to size 1000. The results appear in Figure 4.14.
The relative residual for this problem appears in Figure 4.15.
Despite a higher flop count, the eigenvalue method still appears to be the fastest method in the
nonsymmetric, dense case. This can be due to the fact that the eigenvalue function in MATLAB
is very well optimised, but it is still interesting to see that it beats the compiled function lyap.
In order to understand why one would use a discretisation resulting in dense matrices instead
of sparse matrices, the reader is referred to Figure 4.16. It is illustrated here that much larger
matrices (grid sizes) are needed in the case of finite difference methods for the differential ap-
proximation to be accurate, as can be seen on the left of Figure 4.16. Due to the small matrix
dimension needed for accuracy, the spectral discretisation also requires less computational time
for convergence, despite the coefficient matrices being dense, as can be seen on the right of Fig-
ure 4.16. It should be noted that this example problem has a very smooth solution, so it might
be different in other cases. The spectral discretisation also only works on a rectangle, where the
finite difference method can be used on more general domains. This explains why one would still
consider the finite difference discretisation despite the fact that the spectral discretisation seems
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Figure 4.14: Comparison in computational time for solving the dense Lyapunov system (4.29), using
the described transformation methods and lyap. The methods were timed for matrices up to dimension
1000 in Sylvester form. The eigenvalue decomposition appears to be the most efficient method for this
example.
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Figure 4.15: Relative residual of the described methods and lyap used to solve the dense Lyapunov
system (4.29).
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to be the dominant one in this example.
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Figure 4.16: Convergence of finite difference discretisations versus spectral discretisations. On the left
the comparison in terms of grid size, and the comparison in terms of CPU-time on the right. The spectral
discretisation requires smaller grid sizes, as well as less computational time for convergence. The error
was measured for the Bartels–Stewart algorithm.
The discretisation of the Poisson equation results in a Lyapunov equation in both the finite
difference and spectral discretisation methods. In order to test the efficiency of the methods on
a system where B 6= AT , we consider a modified example problem. The finite difference and
spectral discretisation of the Poisson equation with non-constant coefficients given by
Uxx + e
yUyy = g(x, y), (4.30)
are once again performed on the unit square with similar homogeneous boundary conditions to
the previous example. The right hand side g(x, y) is once again chosen such that the reference
solution (4.25) is satisfied. The discretisations result in a Sylvester equation
AX +XB = G, (4.31)
where the matrices A and B are tridiagonal in the case of the finite difference discretisation and
dense in the case of the spectral discretisation. The tridiagonal case is considered first. Note
that in this case the coefficient matrix A is symmetric and B is nonsymmetric, which can result
in stability problems for the eigenvalue method. The results appear in Figure 4.17.
Sparse backslash still performs well and appears to beat lyap for n > 1000. The performance
of Bartels–Stewart, Hessenberg–Schur and lyap remains very similar to the Lyapunov example.
The eigenvalue method still appears to be the fastest method in practice, despite the fact that
two eigenvalue decompositions have to be performed. In this case it could be due to the fact
that the matrix A is symmetric and tridiagonal, for which the eigenvalue decomposition could be
more efficient than a normal symmetric matrix. For more information the reader is referred to
[10]. The relative residuals of the methods are plotted in Figure 4.18, showing that the eigenvalue
method loses some stability due to the fact that the coefficient matrix B is nonsymmetric.
Finally we consider the efficiency of the methods when the Sylvester system (4.31) consists of
dense matrices A and B. The computations in Kronecker form using backslash are omitted in
this case, since it was shown in Figure 4.13 that this will not compete for dense matrices. The
timings were done in MATLAB for Sylvester systems of size up to 1000. The results appear
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Figure 4.17: Comparison in computational time for solving the sparse Sylvester system (4.31), using
the described methods as well as lyap. The methods were timed for matrices up to dimension 1500 in
Sylvester form (2250000 in Kronecker form). The eigenvalue method still appears to be the most efficient
method.
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Figure 4.18: Respective 2-norms of the relative residuals of the described methods, as well as lyap, when
used to solve the sparse Sylvester equation. This illustrates that the eigenvalue method loses stability
due to B having nonsymmetric entries.
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in Figure 4.19.
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Figure 4.19: Comparison in computational time for solving the dense Sylvester system (4.31), using
the described transformation methods as well as lyap. The methods were timed for matrices up to size
1000 in Sylvester form. The eigenvalue method still appears to be the fastest.
The results are very similar to the Lyapunov example, except for the eigenvalue method becom-
ing a bit slower due to the extra eigenvalue decomposition. Despite this, the eigenvalue method
still remains the fastest method for this example, when actually implemented in MATLAB.
In Chapter 3, the idea of solving a Sylvester equation for noise removal in images was introduced.
Consider the original image in Figure 4.20, which has size 2686× 2686, variance σ2 = 5163 and
adjacent element correlations ρx = 0.9630 and ρy = 0.9697. The image is corrupted by white
Gaussian noise with variance σ2η = 1634, such that the signal to noise ratio (SNR) is 5dB. The
corrupted image appears on the left of Figure 4.21. The Sylvester equation introduced in Chap-
ter 3 has to be solved in order to recover an approximation of the original image. The matrices
A and B each have dimension 2686, where A is tridiagonal (sparse) and B is Toeplitz (dense).
Notice from the derivation in Chapter 3 that both A and B are symmetric. The time needed for
the discussed direct methods to solve this Sylvester equation is summarised in Table 4.6.
Table 4.6: Time needed for the respective direct methods to solve the Sylvester equation of dimension
2686 in order to remove noise from an image
Bartels–Stewart Hessenberg–Schur lyap Eigenvalue method
time (s) 240 229 219 25
The methods differ in efficiency for this specific example, with the eigenvalue method requiring
the least time. All methods produce the required approximation to the image, but in terms of
efficiency, the eigenvalue method dominates. Moreover, the symmetry of the coefficient matrices
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Figure 4.20: The original image, with dimension 2686, before being corrupted by white Gaussian noise.
Photo credit: Viktoria Tollinger.
also guarantees the stability of this method. Note that this is also the first model problem where
Hessenberg–Schur is faster than Bartels–Stewart. The recovered approximation F̂ is shown on
the right of Figure 4.21.
Figure 4.21: The image on the left represents the original image after being corrupted by white Gaussian
noise, with SNR := 5dB. The image on the right is the recovered approximation F̂ , found by solving a
Sylvester equation.
4.6 Concluding remarks
In conclusion, the aim of this chapter was to establish which of the described methods will be
the most efficient direct solver of equation (1.1), be it dense or sparse. Computations were done,
using a spectral- and finite difference discretisation of the well known Poisson equation, as well as
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a Poisson equation with non-constant coefficient matrices, on the unit square. It was conjectured
that the solving of (1.1) as a linear system in Kronecker form could be inefficient, which was
confirmed in the case of dense matrices, where the computational time increased like O(n6). On
the other hand, in the case of sparse matrices, this solution method appeared to be very compet-
itive, increasing like O(n2 log n), for the size of n under consideration. The Bartels–Stewart and
Hessenberg–Schur methods remain very similar in performance, despite the systems changing
from sparse to dense. These two methods would trade off in being more efficient, depending
on the nature of the system. It was confirmed that for the examples used in this chapter, the
method of eigenvalue decomposition is the most efficient, for both dense and sparse Lyapunov
and Sylvester equations. This is unfortunately to the expense of stability in comparison to the
other methods when the coefficient matrices are nonsymmetric. A comparison of computational
time versus relative error was done using the Bartels–Stewart method, showing that the spectral
discretisation is the more efficient discretisation method for these type of problems. Finally, a
model problem coming from the application of noise removal in images was implemented in order
to test the efficiency of the methods when one matrix is sparse and the other dense. Once again,
the eigenvalue method required the least time to solve the Sylvester equation, showing that it is
the most efficient method in this setting, since the coefficient matrices are symmetric.
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The aim of this chapter is to give some insight on the basic background information for the use of
Krylov subspace methods to solve standard linear systems. Krylov subspace methods fall under
the general class of projection methods for solving a linear system of the form
Ax = b, (5.1)
where A ∈ Rn×n is a nonsingular matrix. A projection method extracts an approximate solution
to (5.1) from a subspace of Rn, which will be denoted by K and referred to as the search
subspace. If K has dimension k, it implies that k constraints must be imposed, for example, k
independent orthogonality conditions. This space will be denoted by Kk. We also define the left
subspace of dimension k, denoted by Lk, as the subspace that arises when the residual vector
b−Ax is also made orthogonal to k independent vectors. These are referred to as Petrov-Galerkin
conditions. A projection method is referred to as orthogonal when Kk = Lk. In this case the
Petrov-Galerkin conditions are simply referred to as Galerkin conditions. When Kk differs from
Lk, it is referred to as an oblique projection method.
5.1 The Krylov subspace
The general idea of projection methods is to extract an approximate solution xk to (5.1) from
an affine subspace Kk. This is done by imposing the Petrov-Galerkin condition
b−Axk ⊥ Lk. (5.2)
39
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A method is referred to as a Krylov subspace method when the search subspace Kk is of the
form
Kk(A, v) = span
{
v,Av,A2v, . . . , Ak−1v
}
, (5.3)
with v usually selected as the original residual vector r0 = b − Ax0, where x0 is an arbitrary
initial guess to the solution. Saad [53] shows that when viewed from the angle of approximation
theory, the approximations found using Krylov subspace methods are of the form
xk = qk−1(A)v, (5.4)
with qk−1 a polynomial of degree k − 1. The choice of iterative method used will depend on the
choice of subspace Lk. Two broad choices for the subspace Lk embracing the most well-known
techniques are the choice of orthogonal projection Lk = Kk (Full Orthogonalisation Method
(FOM)) and the minimum- residual variantLk = AKk (GMRES, MINRES etc.). These methods
will be discussed in more detail at a later stage. It should be noted that the dimension of the
Krylov subspace increases by one after each step of the process of approximation, since it is a
nested subspace, such that
Kk ⊆ Kk+1. (5.5)
This will become clear in the discussion of the projection algorithms in Section 5.3.
5.2 Arnoldi algorithms
An orthogonal projection method for general nonsymmetric matrices was introduced by Arnoldi
[2] in 1951. The method was first introduced as a means to reduce dense matrices to upper
Hessenberg form, after which it also proved to be an efficient technique for approximating the
eigenvalues of large, sparse matrices.
5.2.1 The Arnoldi algorithm
The Arnoldi algorithm takes as input a matrix A ∈ Rn×n and an initial vector v ∈ Rn and
produces as output an upper Hessenberg matrix H˜k ∈ R(k+1)×k and an orthonormal matrix
Vk+1 ∈ Rn×(k+1), with column vectors v1, v2, . . . , vk+1. The matrix H˜k, with its last row deleted,
is denoted by Hk and the matrix Vk+1 with its last column deleted is denoted by Vk. The entries
of the output matrices will now be defined.
As proved in [53], the Arnoldi iteration relates the matrix A to the matrix H˜k by
AVk = Vk+1H˜k, (5.6)
shown in Figure 5.1. The matrix H˜k is the restriction of A to the Krylov subspace Kk(A, v).
The derivation is done by comparison of columns. When we compare the first column on both
sides of the equality, it remains to solve
Av1 = v1h11 + v2h21. (5.7)
At this point the only known values are the entries of A and v1, but since we impose that the
entries of Vm+1 are orthonormal, we multiply both sides of (5.7) by vT1 , such that
h11 = v
T
1 Av1, (5.8)
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Figure 5.1: A visualisation of the transformation resulting from the Arnoldi iteration. In this case,
n = 8 and k = 4.
since vT1 v2 = 0. Now that h11 is known it remains to solve
v2h21 = Av1 − v1h11, (5.9)
for v2 and h21. However, ||v2|| = 1, therefore
h21 = ||Av1 − v1h11||. (5.10)
Finally, the entries of v2 are recovered by a simple division in (5.9). This simple derivation
for the first column is generalised to all k columns in order to generate the Arnoldi algorithm
(Algorithm 5.1), which also defines the entries of the matrices H˜k and Vk+1.
Algorithm 5.1: Arnoldi
input : A ∈ Rn×n, v ∈ Rn×1, k
output: H˜k = [hi,j ], Vk+1 = [v1, v2, . . . , vk+1]
1 v1 =
v
||v||2 ;
2 for j = 1 : k do
3 wj = Avj ;
4 for i = 1 : j do
5 hij = v
T
i wj ;
6 wj := wj − hijvi;
7 end
8 hj+1,j = ||wj ||2;
9 if hj+1,j = 0 then
10 Stop
11 else
12 vj+1 =
wj
hj+1,j
;
13 end
14 end
Two more properties resulting from the Arnoldi iteration can be derived. Firstly, (5.6) can
equivalently be expressed with a rank one error such that
AVk = VkHk + hk+1,kvk+1e
T
k , (5.11)
where ek represents the last column of the k×k identity matrix. This is one property that will be
used often when applying Arnoldi’s iteration to linear systems. Finally, multiplying both sides
of (5.11) with V Tk and taking the orthonormality of the matrix Vk into account, a final property
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is given by
V Tk AVk = Hk. (5.12)
Notice that by (5.12), if the matrix A is symmetric, the upper Hessenberg matrix Hk will also be
symmetric, hence tridiagonal. This essentially means that only short-recurrences are needed for
the formation of the basis of the Krylov subspace. This is better known as the Lanczos algorithm.
All Krylov subspace based algorithms are implemented in such a way that short recurrences are
used when the coefficient matrix is symmetric.
5.2.2 The block-Arnoldi algorithm
Note that the Arnoldi algorithm is defined for an input vector v ∈ Rn. If the right-hand side
of (5.1) is not a vector, but a matrix U ∈ Rn×s, Algorithm 5.1 will not suffice in forming an
orthonormal basis for
Kk(A,U) = span
{
U,AU,A2U, . . . , Ak−1U
}
. (5.13)
The block-Arnoldi algorithm [56] is therefore considered for these cases. We say that the block-
Arnoldi algorithm forms a basis for the block Krylov subspace, given by
Kk (A,U) = span
{
U,AU,A2U, . . . , Ak−1U
}
. (5.14)
Consider the matrix A ∈ Rn×n from (5.1) and a rectangular input matrix U ∈ Rn×s, then the
block-Arnoldi algorithm is described in Algorithm 5.2.
Algorithm 5.2: Block-Arnoldi
input : A ∈ Rn×n, U ∈ Rn×s, k
output: H˜k = [Hi,j ], Uk+1 = [U1, U2, . . . , Uk+1]
1 Compute the QR decomposition of U such that U = Q1R1;
2 Let U1 = Q1;
3 for j = 1 : k do
4 Wj = AUj ;
5 for i = 1 : j do
6 Hij = U
T
i Wj ;
7 Wj := Wj − UiHij ;
8 end
9 Compute the QR decomposition of Wj such that Wj = QjRj ;
10 Let Uj+1 = Qj and Hj+1,j = Rj ;
11 end
The block-Arnoldi algorithm produces the orthogonal basis Uk+1 ∈ Rn×(k+1)s and the restriction
of the matrix A onto Kk (A,U) given by
Hk = UTk AUk =

H1,1 H1,2 · · · H1,k
H2,1 H2,2 H2,k
0
. . . . . .
...
...
. . .
0 · · · 0 Hk,k−1 Hk,k
 , (5.15)
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such that Hk is in block upper Hessenberg form, with each block Hi,j ∈ Rs×s. This gives rise to
the block generalisation of (5.11), such that
AUk = UkHk + Uk+1Hk+1,kETk , (5.16)
where Ek represents the last s columns of the ks × ks identity matrix Iks. The algorithm is
actually defined to produce the block upper Hessenberg-like matrix H˜k ∈ R(k+1)s×ms, given by
H˜k = UTk+1AUk =

H1,1 H1,2 · · · H1,k
H2,1 H2,2 H2,k
0
. . . . . .
...
...
. . .
Hk,k−1 Hk,k
0 · · · 0 Hk+1,k

, (5.17)
where Hk is then obtained by removing the last s rows of H˜k. The block-Arnoldi algorithm will
be of importance in Chapter 6 when deriving the projection algorithms for the Sylvester equation.
For now we consider the most well known methods for solving standard linear systems, based on
the standard Arnoldi algorithm (i.e., Algorithm 5.1).
5.3 Krylov subspace methods
As mentioned in Section 5.1, Krylov subspace methods attempt to extract an approximate solu-
tion to (5.1) from an affine subspace of Rn, with the subspace being of the form
Kk(A, v) = span
{
v,Av,A2v, . . . , Ak−1v
}
. (5.18)
This subspace can be either oblique or orthogonal, depending on the choice of the left subspace
Lk. We first discuss the application of the Arnoldi algorithm to an orthogonal projection method
(Lk = Kk), known as the full orthogonalisation method (FOM), derived by Saad in 1981 [51].
5.3.1 FOM
Consider an arbitrary initial guess x0 to the solution of the equation Ax = b and define r0, the
initial residual, by
r0 = b−Ax0, (5.19)
then the search subspace Kk for FOM is defined by
Kk(A, v1) = span
{
v1, Av1, A
2v1, . . . , A
k−1v1
}
, (5.20)
where v1 = r0/β, with β = ||r0||2. The algorithm is derived for the most common case, where
x0 = 0k, such that r0 = b. If residual after k iterations is given by
rk = b−Axk, (5.21)
then the Galerkin orthogonality condition can be imposed, such that
V Tk rk = 0. (5.22)
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This is equivalent to
V Tk A(VkV
T
k )xk = V
T
k r0. (5.23)
By imposing (5.12), (5.23) reduces to
Hkyk = V
T
k r0, (5.24)
where yk = V Tk xk. Since r0 = βv1, (5.24) can be simplified to
Hkyk = βe1, (5.25)
by the orthonormality of Vk. Here e1 represent the first column of the k × k identity matrix Ik.
An appropriate direct method can now be used to solve the reduced system (5.25) for yk. Once
yk is known, xk can be recovered by xk = Vkyk. The summarised full orthogonalisation method
appears in Algorithm 5.3.
Algorithm 5.3: FOM
input : A ∈ Rn×n, b ∈ Rn×1, k
output: An approximation xk to the solution of (5.1)
1 Compute β = ||b||2 and v1 = b/β;
2 Generate Vk and Hk using Algorithm 5.1 with v1 as starting vector;
3 Compute yk = H−1k βe1;
4 Compute xk = Vkyk;
In this version of the algorithm, the value k has to be decided explicitly beforehand, which is
not useful in practice. We would like to recover the residual norm at each step inexpensively in
order to impose a stopping criterion for conversion.
Proposition 5.1 ([53]). The explicit residual of the approximate solution xk calculated by FOM
is given by
rk = −hk+1,k(eTk yk)vk+1, (5.26)
therefore
||rk||2 = hk+1,k|eTk yk|. (5.27)
Proof. We define rk = b−Axk such that
b−Axk = b−A(Vkyk)
= r0 −AVkyk,
therefore, using (5.11)
rk = βv1 − VkHkyk − hk+1,keTk ykvk+1,
and therefore the result follows, since βv1 − VkHkyk = 0 by (5.25).
This result can therefore be implemented into Algorithm 5.3 in order to dynamically determine k.
In the next section we discuss one of the most well known oblique projection methods.
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5.3.2 GMRES
The generalised minimal residual method (GMRES) was introduced by Saad and Schultz in
1986 [54]. It is based on solving the least squares problem ||b−Ax||2. For this oblique projection
method the left subspace Lk is chosen such that Lk = AKk. A simple derivation of the method
is done in this section.
Any vector x in the affine subspace x0 +Kk can be expressed as
x = x0 + Vky, (5.28)
for some vector y ∈ Rk. Then, by making use of (5.6),
b−Ax = b−A(x0 + Vky)
= r0 −AVky
= βv1 − Vk+1H˜ky
= Vk+1(βe1 − H˜ky).
(5.29)
Therefore, by the orthonormality of Vk+1, we define the function
M(y) ≡ ||b−A(x0 + Vky)||2 = ||βe1 − H˜ky||2. (5.30)
The approximate solution xk returned by GMRES is given by xk = x0+ Vkyk, where yk minimises
the function M(y) = ||βe1 − H˜ky||2. In summary,
xk = x0 + Vkyk
yk = min
y
||βe1 − H˜ky||2. (5.31)
GMRES is summarised in Algorithm 5.4.
Algorithm 5.4: GMRES
input : A ∈ Rn×n, x0 ∈ Rn×1, k
output: An approximation xk to the solution of (5.1)
1 Compute r0 = Ax0 − b, β = ||r0||2 and v1 = r0/β;
2 Generate Vk and H˜k using Algorithm 5.1 using v1 as starting vector;
3 Compute yk = miny ||βe1 − H˜ky||2;
4 Compute xk = x0 + Vkyk;
5.4 Preconditioning
In theory, the preceding methods are well defined, but in practice some of these methods might
suffer from slow convergence. This is a common drawback of projection methods. Precondi-
tioning is the technique used to improve the efficiency in convergence and computational time
for iterative solvers. The basic concept relies on changing the linear system to one with the
same solution, but with better spectral properties, such that convergence happens for a smaller
subspace. The biggest challenge related to preconditioning lies in choosing a good preconditioner
for the system being solved. Choices of preconditioners include incomplete LU factorisations,
successive over-relaxation (SOR) and many more.
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Consider a preconditioning matrix, say P , which is nonsingular. The two most important re-
quirements for P , in the case of Krylov subspace methods, is that it should be inexpensive to
solve Px = b, since a linear solve using P will be required at each iteration, and that
||I − P−1A||2  1. (5.32)
Depending on the preconditioner P , there are three ways in which the preconditioner can be
applied to the linear system. If the preconditioner is applied to the left, it leads to the system
P−1Ax = P−1b. (5.33)
This is referred to as left preconditioning. Alternatively, it can be applied to the right such that
AP−1x˜ = b, x ≡ P−1x˜, (5.34)
referred to as right preconditioning. Finally, if the preconditioner can be factored such that
P = P1P2, (5.35)
then left-right preconditioning can be applied such that
P−11 AP
−1
2 x˜ = b, x ≡ P−12 x˜. (5.36)
For a better understanding, we show how left-preconditioning is applied to GMRES for some
preconditioner P . In this case the Arnoldi iteration will form an orthonormal basis for the Krylov
subspace
span
{
v, P−1Av, (P−1A)2v, . . . , (P−1A)k−1v
}
. (5.37)
It is important to note that P−1A is not explicitly computed, but rather solved as a linear system
at each step. Algorithm 5.5 summarises the preconditioned GMRES method.
Algorithm 5.5: PGMRES
input : A ∈ Rn×n, P ∈ Rn×n x0 ∈ Rn×1, k
output: An approximation xk to the solution of (5.1)
1 Solve Pr0 = Ax0 − b and compute β = ||r0||2 and v1 = r0/β;
2 Generate Vk and H˜k using Algorithm 5.1, using v1 as starting vector, and solving
Pwj = Avj for each j instead of computing wj = Avj ;
3 Compute yk = miny ||βe1 − H˜ky||2;
4 Compute xk = x0 + Vkyk;
In the following chapter it is shown how these algorithms can be extended as solution methods
for the Sylvester equation.
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This chapter is a survey of the development of projection methods to solve the Sylvester equation
when the coefficient matrices are large and sparse. We consider Krylov subspace techniques that
project the large problem onto a smaller subspace, where the resulting low-dimensional system
is solved using one of the direct methods discussed in Chapter 4. The key to success in the use
of these projection methods lies in projecting the problem onto a subspace containing enough
spectral information about the coefficient matrices, such that the solution can accurately be
approximated, without having to form bases of extensive sizes. The two main Krylov subspaces
discussed will be the standard subspace as well as the extended one. Algorithms arising from
these two subspaces will be compared using applicable model problems in order to test efficiency
as measured by computational time.
6.1 The low-rank phenomenon
Despite the fact that the coefficient matrices may be sparse, the solution X will typically be
dense. To support this statement, consider the very simple Lyapunov equation
AX +XAT = In, (6.1)
47
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where the right-hand side is the identity matrix, which is sparse (diagonal) but of full rank. If
A is symmetric and nonsingular, the unique solution to (6.1) is given by
X =
1
2
A−1. (6.2)
Suppose A is tridiagonal, then X is dense, as the spy plots of Figure 6.1 show. This is a draw-
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Figure 6.1: Spy plots showing the tridiagonal matrix A on the left and the dense solution X on the
right, showing that the solution will be dense despite the coefficient matrix being sparse.
back, since it will be impractical to store the solution when the coefficient matrices are large.
One way around this problem is that the solution matrix can be stored as a product of two
low-rank matrices when it contains rapidly decaying singular values [60]. Unfortunately, this is
not always the case as can be seen in the plot of singular value decay of the solution X from (6.2)
in Figure 6.2. Notice that for this specific example the dense matrix on the right of Figure 6.1
has a special structure, such that every off-diagonal block is of rank ≤ 1. It is also well-known
that the inverse of banded matrices can easily be stored (i.e., the solution in (6.2)), but this
is not true for general sparse matrices. This example is, therefore, merely indicative of a more
general situation.
From results in the thesis by Sabino [55], we conclude that the possibility of obtaining a good
low-rank approximation to the solution X is dependent on the ability to express the right-hand
side C as a product of two tall and skinny matrices (which implies low rank), such that C = C1CT2 .
In order to explain this notion of a low-rank approximation, it is visualised by an application
from computer vision. The grayscale image from Figure 4.20 can be represented as a matrix
of size 2686 × 2686, where each entry represents a pixel value between 0 and 255, with 0 being
black and 255 being white. This matrix has rank 2686. The matrix representing the image
can be represented as a product of low-rank matrices, with the accuracy of the approximation
dependent on the rate of singular value decay. The approximations of the image as a product of
rank 50 and rank 20 matrices, respectively, appear in Figure 6.3 on the left and on the right.
The original image does not have particularly rapidly decaying singular values, as can be seen
in Figure 6.4, hence the loss of accuracy in the rank 20 approximation. If this were not the case,
the approximation will be more accurate for an even lower rank. It is therefore essential that
the solution X of the Sylvester equation has rapidly decaying singular values.
For these cases, projection methods are attractive, since the approximate solution is of the
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Figure 6.2: Slow singular value decay of the solution X, which will not admit a good low-rank approx-
imation.
form Xk = VkYkWk ≈ X, where Vk and Wk have far fewer columns than A and B, respectively.
It is possible to form an approximation where V and W have a different number of columns
(i.e., X˜ = Vk1YWk2 ≈ X), but we only consider the case where they have the same size. The
projection methods considered in this chapter are an extension of the Krylov subspace methods
derived in Chapter 5. The application of the low-rank approximation is discussed within the
respective algorithms.
6.2 Solving in Kronecker form
As in the direct case, a first idea would be to write (1.1) in Kronecker form such that
(Im ⊗A+BT ⊗ In)x = −c, (6.3)
with x, c ∈ Rnm×1 defined in Section 2.1. The large, sparse linear system (6.3) can then be
solved iteratively using one of the projection methods derived in Chapter 5. This is conjectured
to be an unattractive method due to the fact that it becomes impractical to store a Krylov
subspace Km(A⊗ Im + In⊗B, r0) in fast computer memory when dimensions are too large [34].
Despite this, this method will still be compared in this chapter to the iterative methods derived
for the Sylvester system (1.1), for moderate dimensions. The following methods all consider the
application of Krylov subspace methods to the system in Sylvester form.
6.3 The standard Krylov subspace
Consider (1.1) with a rank s right-hand side, such that AX + XB + C1CT2 = 0 and use Algo-
rithm 5.2 to generate orthonormal bases
Vk+1 = [V1, V2 . . . Vk+1] and Wk+1 = [W1,W2 . . .Wk+1] (6.4)
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Figure 6.3: Low-rank approximations of Figure 4.20. On the left a rank 50 approximation and a rank
20 approximation on the right. The image loses its smoothness, but the man can still clearly be identified.
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Figure 6.4: Slow singular value decay of the image in Figure 4.20
for Kk = Kk (A,C1) and Ck = K

k (B
T , C2) respectively. Algorithm 5.2 will also produce,
respectively, the block upper Hessenberg-like matrices H˜Ak and H˜Bk , defined in Section 5.2. The
block upper Hessenberg matrices HAk and HBk can be obtained by removing the last s rows of
H˜Ak and H˜Bk . This gives the relations
AVk = Vk+1H˜Ak , BTWk =Wk+1H˜Bk (6.5)
and
HAk = VTk AVk, HBk =WTk BTWk. (6.6)
As mentioned in Section 6.1, the aim is to obtain an approximate solution of the formXk = VkYkWTk .
If we define the residual after a certain number of iterations as
Rk := AXk +XkB + C1C
T
2 , (6.7)
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then a Galerkin orthogonality condition is imposed on Rk such that
VTk RkWk = 0. (6.8)
This results in a system of the form
VTk AXkWk + VTk XkBWk + VTk C1CT2Wk = 0, (6.9)
which can be rewritten as
VTk AVk(VTk XkWk) + (VTk XkWk)WTk BWk + VTk C1CT2Wk = 0 (6.10)
such that, by (6.6),
HAk Yk + Yk(HBk )T + VTk C1CT2Wk = 0. (6.11)
It can become rather expensive to compute V Tk C1C
T
2Wk at each iteration. This can be avoided,
as we now show. Suppose the matrices C1 and C2 can, respectively, be factored as C1 = V1R1
and C2 = W1R2 (R1, R2 ∈ Rs×s), using economy-size QR. Then, V1 and W1 are the first blocks
of the orthonormal matrices Vk and Wk, respectively. Taking this orthonormality into account,
(6.11) can be reduced to
HAk Yk + Yk(HBk )T + E1R1RT2 ET1 = 0, (6.12)
where E1 ∈ Rks×s represents the first s columns of Iks. This system is now much smaller than the
original and an appropriate direct method can be applied to find Yk, after which the approximate
solution is recovered by
Xk = VkYkWTk . (6.13)
Notice that a Galerkin (orthogonality) condition has been imposed on the residual vector in
order to form (6.11). Other conditions, like minimal residual have also been considered at this
step, but we only consider the orthogonal case. The reader is referred to [31, 34, 42] for more
information. Note that it is inefficient to calculate the residual in (6.7) at each iteration, since
the matrices A and B are large. Fortunately, it is possible to perform the residual computation
using matrices of smaller dimension. The proof of Proposition 6.1 is adapted from [29].
Proposition 6.1. Let Rk be the residual matrix defined in (6.7), then1
||Rk||2F = ||HAk+1,kETk Yk||2F + ||YkEk(HBk+1,k)T ||2F (6.14)
Proof. Consider (6.7) and (6.13), then
||Rk||2F = ||AVkYkWTk + VkYkWTk B + C1CT2 ||2F .
By applying (5.16), this is equivalent to
||Rk||2F = ||VkHAk YkWTk + Vk+1HAk+1,kETk YkWTk
+ VkYk(HBk )TWTk + VkYkEk(HBk+1,k)TW Tk+1 + C1CT2 ||2F .
Making use of (6.11), this can be reduced to
||R||2F = ||Vk+1HAk+1,kETk YkWTk + VkYkEk(HBk+1,k)TW Tk+1||2F ,
1The notation ||·||F refers to the Frobenius norm, defined by ||M ||2F = trace(MMT ).
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which is equivalent to
||R||2F = ||Vk+1HAk+1,kETk YkWTk ||2F + ||VkYkEk(HBk+1,k)TW Tk+1||2F ,
since 〈Vk+1HAk+1,kETk YkWTk , VkYkEk(HBk+1,k)TW Tk+1〉 = 0. Finally, taking into account that the
Frobenius norm is invariant under multiplication by orthogonal matrices, the residual formula is
given by
||Rk||2F = ||HAk+1,kETk Yk||2F + ||YkEk(HBk+1,k)T ||2F ,
which completes the proof.
6.3.1 Computing the low-rank factors
It was mentioned in Section 6.1 that instead of explicitly computing the solution X using (6.13),
the solution can be stored as a product of low-rank matrices, since the right-hand side C = C1CT2
has low rank. Therefore, after convergence, Yk is factorised as Yk = Ŷ1Ŷ T2 , with Ŷ1 and Ŷ2 calcu-
lated using the truncated singular value decomposition given that Yk is numerically rank deficient
(i.e., has rapidly decaying singular values). Suppose the singular value decomposition of Yk can
be written as Yk = V˜ ΣW˜ T , with Σ = diag[σ1, σ2, . . . , σks] the matrix of singular values sorted
in decreasing order. Suppose V˜` and W˜` represent, respectively, the first ` columns of V˜ and W˜ ,
corresponding to the first ` singular values of Σ (i.e., Σ`), greater than some tolerance . The
negligible singular values are then discarded such that Yk ≈ V˜`Σ`W˜ T` . The factors Ŷ1 and Ŷ2 are
then, respectively, given by Ŷ1 = V˜`Σ
1/2
` and Ŷ2 = W˜`Σ
1/2
` . The solution X is then factorised as
X = Z1Z
T
2 , with Z1 = VkŶ1 and Z2 = WkŶ2. When calculating the solution, only the factors
Z1 ∈ Rn×` and Z2 ∈ Rm×` are stored, with ` n,m.
Due to the application of a Galerkin orthogonality condition, the algorithm is referred to as
the Sylvester full orthogonalisation method (SFOM). A summary of the algorithm appears in
Algorithm 6.1. A visualisation of one iteration of SFOM appears in Appendix A.
Algorithm 6.1: SFOM
input : A ∈ Rn×n, B ∈ Rm×m, C1 ∈ Rn×s, C2 ∈ Rm×s, 
output: Z1 ∈ Rn×`, Z2 ∈ Rm×`
1 Let β1 = ||C1||F and β2 = ||C2||F ;
2 Perform economy-size QR such that C1 = V1R1, C2 = W1R2;
3 Set V1 ≡ V1, W1 ≡W1;
4 for k = 2, 3 . . . do
5 Compute the next basis blocks Vk, Wk using Algorithm 5.2;
6 Let Vk = [Vk−1, Vk] and Wk = [Wk−1,Wk];
7 Update HAk = VTk AVk and HBk =WTk BWk;
8 Solve HAk Yk + Yk(HBk )T + E1R1RT2 ET1 = 0 for Yk;
9 Compute ||Rk||F using (6.14);
10 if ||Rk||F /(β1β2) <  then
11 Stop
12 end
13 end
14 Compute Yk = Ŷ1Ŷ T2 using the truncated SVD;
15 Set Z1 = VkŶ1 and Z2 =WkŶ2;
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6.3.2 A note on preconditioning
As in the case of standard linear systems, depending on the spectral properties of A and B,
the standard Krylov subspace might require very large bases Vk and Wk in order to accurately
approximate the solution X [46]. Unfortunately, these bases are full matrices and when they are
large storage will once again be a problem. The common solution to this problem for general
linear systems is to precondition the coefficient matrix in order to improve its spectral properties
such that convergence occurs for smaller bases. The question is whether or not the same concept
can be applied to Sylvester systems.
Naturally, the system can be restated in Kronecker form and normal preconditioning can be
applied [30], but this is not equivalent to preconditioning in Sylvester form. Suppose there ex-
ist invertible matrices P1 and P2 such that P−11 A and P
−1
2 B
T exhibit more attractive spectral
properties than A and B. In the symmetric case, better spectral properties refers to a better
clustering of the eigenvalues. Applying P1 and P2, we are left with
P−11 AXP
−T
2 + P
−1
1 XBP
−T
2 + P
−1
1 C1C
T
2 P
−T
2 = 0. (6.15)
The coefficient matrices now have better spectral properties, but we are not solving a Sylvester
equation any more. By adapting (6.15) accordingly, it can be changed to a Sylvester equation,
such that
P−11 AP1(P
−1
1 XP
−T
2 ) + (P
−1
1 XP
−T
2 )P
T
2 BP
−T
2 + P
−1
1 C1C
T
2 P
−T
2 = 0, (6.16)
which can be simplified to
(P−11 AP1)Xp +Xp(P
T
2 BP
−T
2 ) + P
−1
1 C1C
T
2 P
−T
2 = 0, (6.17)
with Xp = P−11 XP
−T
2 . By doing this, the coefficient matrices are merely similarity transforma-
tions of A and B, resulting in the eigenvalues remaining unchanged.
This means that another method for accelerating the convergence has to be considered. Si-
moncini [58] introduced the idea that instead of enriching the spectral properties of the coeffi-
cient matrices, rather enrich the approximation space. This has become known as the extended
Krylov subspace method for Sylvester equations.
6.4 The extended Krylov subspace
The extended Krylov subspace method projects the problem onto an approximation space gen-
erated by a combination of Krylov subspaces in A and A−1. The inspiration for this enrichment
comes from a similar acceleration applied to the approximation of matrix functions in [12]. The
enrichment of the subspace is due to the fact that it is simultaneously expanding in the A and
A−1 directions. It falls under the general class of rational Krylov subspaces, first introduced by
Ruhe [49] and denoted by
K Rk (A,C) = span
{
(A+ σ1I)
−1C, (A+ σ2I)−1(A+ σ1I)−1C . . .
}
, (6.18)
for some chosen sequence {σj}, (j = 1, 2 . . . ). For the Extended Krylov subspace, the poles have
been selected at 0 and ∞. It can therefore be defined blockwise as
EKk (A,C) = span
{
C,A−1C,AC,A−2C,A2C . . .
}
= Kk (A,C) +K

k (A
−1, A−1C),
(6.19)
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which is why the method is also sometimes referred to as Krylov-plus-inverted-Krylov (K-PIK).
Before deriving the method for solving the Sylvester equation using the extended Krylov sub-
space, we first consider the extended Arnoldi algorithm. This method is not considered for
standard linear systems, since the product A−1C appears in the algorithm, which implies that
the system could have been solved by some other method for the same computational expense
needed for one step in this algorithm.
6.4.1 The extended Arnoldi algorithm
The extended Arnoldi algorithm uses a similar modified Gram–Schmidt orthogonalisation pro-
cedure to the standard block-Arnoldi algorithm (Algorithm 5.2), except for the fact that two
blocks are now being orthogonalised simultaneously, starting with [C,A−1C].
The algorithm produces the orthonormal matrix Vk = [V1 . . . Vk] ∈ Rn×2ks, where Vi ∈ Rn×2s
(i = 1, 2 . . . k). The block upper Hessenberg matrix Hk ∈ R2ks×2ks is also defined, with each
block Hi,j ∈ R2s×2s. Unfortunately, due to the fact that every second column is spanned by
A−1, the relation Hk = VTkAVk does not hold as in the standard (block) Arnoldi algorithm. To
resolve this, the block upper Hessenberg matrix Tk is introduced, such that
Tk = VTkAVk, (6.20)
is the restriction of A to the extended Krylov subspace EKk (A,C) [58].
When k becomes large it will be inefficient to calculate Tk at each iteration using matrix-matrix
products, therefore a cheap iteration for calculating Tk is derived. The iteration is given for the
case s = 1 for purposes of simplicity, but this can easily be extended to the general case, where
constants will now become s× s blocks.
Proposition 6.2 ([58]). Let `(q) = (`ij) be the 2× 2 matrix such that V̂q = Vq`(q) (q = 1 . . . k)
and Vq has orthogonal columns. Let
Tk = (ti,j)i=1:2k+2,j=1:2k and Hk = (hi,j)i=1:2k+2,j=1:2k.
Then, for the odd columns
t:,2q−1 = h:,2q−1 (q = 1, . . . , k),
while for the even columns
(q = 1) t:,2 = h:,1(`
(1)
11 )
−1`(1)12 + e1(`
(1)
11 )
−1`(1)22 t:,4 = (e2 − T1h1:2,2)`(2)22 ,
ρ(2) = (`
(2)
11 )
−1`(2)12
(1 < q ≤ k) t:,2q = t:,2q + t2q−1ρ(q)
t2q+2 = (e2q − Tqh1:2q,2q)`(q+1)22 ρ(q+1) = (`(q+1)11 )−1`(q+1)12 .
It can be noted from the iteration that the lower-diagonal blocks of Tk have zero second row,
such that Tk has the shape depicted in Figure 6.5. The derivation of the matrix Tk will be of
importance when applying the extended Arnoldi algorithm to the Sylvester equation. A summary
of the extended Arnoldi algorithm appears in Algorithm 6.2.
It is important to notice that A−1 appearing in the algorithm is never explicitly calculated. The
product A−1Vj is rather determined by solving Ax = Vj using an LU -factorisation based solver
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Figure 6.5: The shape of the matrices Hk and Tk. On the left is the block upper Hessenberg matrix
Hk and on the right is the block upper Hessenberg matrix Tk, with the second row of the lower diagonal
blocks being zero. In the case where s > 1, each black dot will represent an s× s block.
or an appropriate preconditioned iterative method, when A is large and sparse. This appears to
be inefficient due to the high cost of solving a system at each iteration, but in [59] it is shown
that the excellent convergence properties of the method compensates for this high cost.
Algorithm 6.2: Extended Arnoldi
input : A ∈ Rn×n, C ∈ Rn×s, k
output: Hk = [Hi,j ], Vk = [V1, V2, . . . , Vk]
1 Compute the QR factorisation of [C,A−1C] s.t [C,A−1C] = V1Λ;
2 Let V0 = ∅;
3 for j = 1 : k do
4 Let V (1)j be the first s columns of Vj and V
(2)
j the last s;
5 Then Vj = [Vj−1, Vj ] and U = [AV
(1)
j , A
−1V (2)j ];
6 for i = 1 : j do
7 Hij = V
T
i U ;
8 U := U − ViHij ;
9 end
10 Compute the QR factorisation of U such that U = Vj+1Hj+1,j ;
11 end
6.4.2 The extended Krylov subspace method
The derivation of the extended Krylov subspace method is also based on applying a Galerkin
orthogonality condition, similar to Sylvester FOM. An investigation of the extended Krylov sub-
space method for the Sylvester equation, in particular, appears in [29].
Consider once again the Sylvester equation with low-rank right hand side, such that
AX +XB + C1C
T
2 = 0. (6.21)
The aim is to determine an approximation to the solution X of the form Xk = VkYkWTk ≈ X.
The matrices Vk and Wk are formed after respectively applying k steps of Algorithm 6.2 to the
pairs (A,C1) and (BT , C2). Before commencing the derivation, first notice that the first blocks
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of Vk and Wk are given by the respective economy size QR decompositions of [C1, A−1C1] and
[C2, B
−TC2], such that
[C1, A
−1C1] = V1Λ1 and [C2, B−TC2] = V2Λ2. (6.22)
The matrices Λ1,Λ2 ∈ R2s×2s are upper triangular, such that
Λ1 =
[
λ111 λ
1
12
λ122
]
and Λ2 =
[
λ211 λ
2
12
λ222
]
, (6.23)
where λ`i,j ∈ Rs×s (i, j, ` = 1, 2). These QR decompositions also result in the simplifications
VTkC1 = E1λ111 and WTkC2 = E1λ211, (6.24)
due to the orthonormality of Vk and Wk. Here E1 represents the first s columns of I2ks. This
information will be of importance when simplifying expressions in the derivation of the extended
Krylov subspace method.
If the residual after k iterations is
Rk = AXk +XkB + C1C
T
2 , (6.25)
then a Galerkin orthogonality condition can be imposed, such that
VTkRkWk = 0. (6.26)
This changes (6.25) to
VTkAXkWk + VTkXkBWk + VTkC1CT2 Wk = 0, (6.27)
which, by imposing (6.24), is equivalent to
VTkAXkWk + VTkXkBWk + E1λ111(λ211)TET1 = 0. (6.28)
The fact that an approximation of the form Xk = VkYkWTk is required is imposed such that
(VTkAVk)Yk(W Tk Wk) + (VTk Vk)Yk(W Tk BWk) + E1λ111(λ211)TET1 = 0, (6.29)
which simplifies to
TAk Yk + Yk(TBk )T + E1λ111(λ211)TET1 = 0, (6.30)
due to (6.20). This system is now of smaller dimension than the original and can be solved for
Ym using an appropriate direct method. Finally, Yk can once again be factored as Yk = Ŷ1Ŷ T2 ,
such that X = Z1ZT2 , with Z1 = VkYˆ1 and Z2 = WkYˆ2, given that X has rapidly decaying
singular values.
Once again, with large matrices, it will be inefficient to calculate the residual, using (6.25),
at every iteration. This computation can be done using matrices of smaller dimension, by taking
advantage of the shape of the matrix Tk.
Proposition 6.3 ([29], Proposition 2). Let Yk be the exact solution of (6.30) and let Xk =
VkYkWTk be an approximation to X after k iterations, then the residual Rk associated to Xk
satisfies
||Rk||F =
√
α2 + β2, (6.31)
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where
α = ||(TAk )a,b(Yk)b, c||F
and
β = ||(TBk )a,b(Y Tk )c, b||F ,
and a represents 2ks+ 1 to 2ks+ s, b represents 2(k− 1)s+ 1 to 2ks and c represents 1 to 2ks.2
Proof. Consider the matrices Vk+1 = [Vk, Vk+1],Wk+1 = [Wk,Wk+1], T˜Ak = [(TAk )T , Ek(TAk+1,k)T ]T
and T˜Bk = [(TBk )T , Ek(TBk+1,k)T ]T . Here Ek contains the last 2s columns of I2ks. Commencing
with the residual expressed as
Rk = AXk +XkB + C1C
T
2 ,
and imposing arguments similar to those in the proof of Proposition 6.1, this can be simplified
to
||Rk||2F = ||TAk+1,kETk Yk||2F + ||YkEk(TBk+1,k)T ||.
Recall from Figure 6.5 that the last s rows of TAk+1,k and T
B
k+1,k contain only zeros. Considering
this and keeping in mind that Ek = [02s×2(k−1)s, I2s], the desired result is obtained. This
completes the proof.
This result can be utilised in order to compute the residual inexpensively at each iteration.
The summarised extended Krylov subspace method (SYLVEXT) appears in Algorithm 6.3. A
visualisation of one iteration of SYLVEXT appears in Appendix A.
Algorithm 6.3: SYLVEXT
input : A ∈ Rn×n, B ∈ Rm×m, C1 ∈ Rn×s, C2 ∈ Rm×s, 
output: Z1 ∈ Rn×`, Z2 ∈ Rm×`
1 Let β1 = ||C1||F and β2 = ||C2||F ;
2 Perform economy-size QR such that [C1, A−1C1] = V1Λ1 and [C2, B−TC2] = W1Λ2;
3 Set V1 ≡ V1, W1 ≡W1;
4 for k = 2, 3 . . . do
5 Compute the next basis blocks Vk, Wk using Algorithm 6.2;
6 Let Vk = [Vk−1, Vk] and Wk = [Wk−1,Wk];
7 Update TAk and TBk using Proposition 6.2;
8 Solve TAk Yk + Yk(TBk )T + E1λ111(λ211)TET1 = 0 for Yk;
9 Compute ||Rk||F using (6.31);
10 if ||Rk||F /(β1β2) <  then
11 Stop
12 end
13 end
14 Compute Yk = Ŷ1Ŷ T2 using the truncated SVD;
15 Set Z1 = VkŶ1 and Z2 = WkŶ2;
6.5 Comparison of methods
The aim of this section is to compare the the three projection methods described in this chapter,
using some well-known model problems. The methods are compared in two ways. Firstly, by
2This essentially means that the first s rows of the block in the bottom right hand corner of Tk is being
multiplied with the last s rows of Yk. See Figure A.2.
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the computational time needed to reach a selected residual tolerance3, and secondly, by the
size of the basis needed to reach this tolerance. The top performing projection method is then
compared to the top performing direct method, for a specific model problem, in order to confirm
why projection methods are used when the matrices become too large.
Example 6.1 ([32], example 4.1). Consider the one dimensional heat flow problem, on a rod
of length one,
∂T (x, t)
∂t
=
∂2T (x, t)
∂x2
, x ∈ [0, 1], T (x, 0) = 0,
subject to T (0, t) = 0 and T (1, t) = u(t), as seen in Figure 6.6.
Figure 6.6: Visualisation of the boundary conditions for the one dimensional heat flow problem.
The solution T (x, t) represents the temperature of the rod at position x after t seconds. The
finite difference discretisation results in a dynamical system, with a single input, of the form
dT (t)
dt
= AT (t) + bu(t),
where
A =
−1
h2

2 −1
−1 2 . . .
. . . . . . −1
−1 2
 ∈ Rn×n and b = 1h2

0
...
...
1
 ∈ Rn×1,
with h = 1/(n+ 1). As discussed in Chapter 3, a Lyapunov equation of the form
AX +XAT + bbT = 0 (6.32)
has to be solved in order to calculate the controllability Gramian of the system. Notice that the
right hand side has rank one, due to the single input. A comparison of the discussed projection
methods for this model problem appears in Figure 6.7.
As conjectured, the application of the Kronecker formulation and FOM results in slow conver-
gence. Even when using the built-in MATLAB function pcg, preconditioned by an incomplete
Cholesky preconditioner, convergence takes 219 seconds. This method will therefore not be taken
into account for further comparisons. SFOM shows rapid convergence at the beginning, after
which it stagnates, moving almost asymptotically towards the chosen tolerance of 10−7. This
is not desirable. Finally, SYLVEXT converges rapidly, showing that it is the most well-suited
method for this specific example.
The efficiency of the methods is also compared by the size of the respective bases needed for
convergence. Only the two projection methods acting directly on the Lyapunov equation were
taken into consideration for this comparison.
3This was chosen as 10−7 for all examples.
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Figure 6.7: Computational results depicting the performance of the discussed projection methods acting
on Example 6.1. The figure on the left shows the computational time needed to reach the desired tolerance
of 10−7. The figure on the right depicts the size of the basis required for convergence for the two methods
acting directly on the equation in Lyapunov form. The computations are done for n = 2000.
Example 6.2. In this example we consider the two dimensional extension of Example 6.1. Con-
sider the two dimensional heat equation,
∂T (x, y, t)
∂t
=
∂2T (x, y, t)
∂x2
+
∂2T (x, y, t)
∂y2
, x, y ∈ [0, 1], T (x, y, 0) = 0
subject to T (x, 0, t) = u(T ) and T = 0 on the other boundaries, as seen in Figure 6.8.
Figure 6.8: Visualisation of the boundary conditions for the two dimensional heat flow problem.
The discretisation results in a large dynamical system of the form
dT (t)
dt
= AT (t) + bu(t),
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with A ∈ Rn2×n2 and b ∈ Rn2×1. In this setting,
A =
−1
h2

D −In
−In D . . .
. . . . . . −In
−In D
 , and b = 1h2vec(C),
where h = 1/(n+ 1),
D =

4 −1
−1 4 . . .
. . . . . . −1
−1 4
 ∈ Rn×n and C =

1 1 · · · 1
0 0 · · · 0
...
. . . . . .
...
0 0 · · · 0
 ∈ Rn×n.
Once again, a Lyapunov equation needs to be solved to calculate the controllability Gramian of
the system. For the experiments, a discretisation grid of size 501 × 501 was used, resulting in
a Lyapunov system of dimension 250000. SFOM and SYLVEXT were, once again, compared
by the computational time needed for convergence, as well as the size of the bases. The results
appear in Figure 6.9.
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Figure 6.9: Computational results depicting the performance of the discussed projection methods acting
on Example 6.2. The figure on the left shows the computational time needed to reach the desired tolerance
of 10−7. The figure on the right depicts the size of the bases required for convergence. The discretisation
is performed on a grid of size 501× 501, therefore the coefficient matrices have dimension 250000.
The results emphasise the suitability of SYLVEXT to this model problem. Despite the matrices
being of dimension 250000, convergence occurs within 43 seconds. A small basis of size 64 is
needed for convergence, which is also advantageous, since this reduces the storage requirements.
SFOM shows slow convergence, once again.
Example 6.3. Consider once again the first model problem from Section 4.5, where the finite
difference discretisation of the Poisson equation results in the sparse Lyapunov equation described
by (4.26). This example is considered in order to motivate the use of projection methods. It was
concluded in Chapter 4 that for this specific model problem, the eigenvalue method (described
in Section 4.4) is dominant in speed. It is also just as stable as the other direct methods, due
to the symmetry of the coefficient matrix A. We therefore compare this method to SYLVEXT
in order to explain why projection methods are considered. SYLVEXT is first plotted against
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SFOM, after which SYLVEXT is compared to the eigenvalue method for different sizes of the
coefficient matrix A. For both plots the right-hand side is selected as bbT , where b is a vector of
ones, such that we have a rank one right-hand side. The results appear in Figure 6.10.
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Figure 6.10: Computational results for Example 6.3. On the left, SFOM is compared to SYLVEXT for
n = 5000, with particularly slow convergence from SFOM. On the right SYLVEXT is compared to the
best performing direct method for this example, for n = 500, 1000, 2000, 4000. The convergence time of
the eigenvalue method for n = 4000 is not shown since t = 56s puts the other curves out of proportion.
On the left of Figure 6.10, SFOM is compared to SYLVEXT for Example 6.3. For this spe-
cific model problem, SFOM shows particularly slow convergence, with the desired tolerance only
reached when the computational time is greater than 103 seconds. That being said, SYLVEXT
shows rapid convergence once again. On the right of Figure 6.10, SYLVEXT is compared to the
most efficient direct method for this example (i.e, the eigenvalue method), for different sizes of
A. The time required for SYLVEXT to reach the desired tolerance appears to be predominantly
less than the direct solver needs to run. This ratio of required time between SYLVEXT and
the direct method becomes greater as n increases, with the direct method requiring 56 seconds
when n = 4000 and SYLVEXT requiring merely 2.2 seconds. This emphasises the importance
of projection methods for solving large, sparse systems.
We make use of the same model problem in order to describe a shortcoming of projection meth-
ods, in particular, SYLVEXT. In Section 6.1 it is mentioned that the efficiency of the projection
methods described is dependent on the rank of the right-hand side. This is, unfortunately, a
shortcoming of these methods, since cases are present when one will not have control over the
rank of the right-hand side (e.g., multiple-input-multiple-output (MIMO) dynamical systems
[13]). The graphs appearing in Figure 6.11 show, respectively, the effect of the right-hand side
has on the computational time as well as the size of the basis.
First, consider the graph on the left of Figure 6.11. We notice that the size of the bases required
in order to reach the desired tolerance become large rather quickly as s increases. The storage of
these bases requires a large amount of computing memory, which ends up slowing down the com-
putation, as can be seen on the right of Figure 6.11. The efficient performance of the SYLVEXT
still results in this method topping the direct methods and all other projection methods, but the
storage of these bases can become a bigger problem when n and m are larger.
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Figure 6.11: Computational results depicting a shortcoming of SYLVEXT. The figure on the left shows
the effect of the rank of the right-hand side, s, on the size of the basis needed for convergence. The figure
on the right shows the effect of the right-hand side on the computational time needed for convergence. In
both cases, we see a loss of efficiency as the rank of the right-hand side increases. For these computations,
n = 12000 and the right-hand side is chosen as a matrix with rank s, with normally distributed random
entries, where s = 1, 2, 4, 8, 16.
6.6 Concluding remarks
In conclusion, the aim of this chapter was to survey the development of projection methods
for solving the Sylvester and Lyapunov equations, when the coefficient matrices are large and
sparse. The first method discussed was based on restating the equations in Kronecker form,
and solving by an appropriate preconditioned Krylov subspace method, as discussed in Chap-
ter 5. As conjectured, this method exhibits slow convergence, even when preconditioned, due
to the extensive sizes that the coefficient matrix of the linear system can reach. Further, two
Krylov subspace methods, applied directly to the Sylvester equation and based on a Galerkin
orthogonality condition was discussed. The first method projects the coefficient matrices onto
the standard Krylov subspace, using the block Arnoldi algorithm (Algorithm 5.2), where the
second projects the coefficient matrices onto the extended Krylov subspace, using the extended
Arnoldi algorithm (Algorithm 6.2). The possibility of forming a low-rank approximation of the
solution X was also discussed for these methods.
The methods were compared to each other using well-known model problems, introduced in
Chapter 3, arising in the fields of control theory, digital image processing and finite difference
discretisation. The methods were compared by the computational time needed to reach the
desired tolerance of 10−7, as well as the size of the bases required for convergence. For all the
examples, the extended Krylov subspace method (SYLVEXT) exhibits rapid convergence, with
the nature of the problem not affecting this behaviour excessively. The standard Krylov subspace
method (SFOM) exhibits slow convergence in comparison to SYLVEXT. The best performing
iterative method (SYLVEXT) was then compared to the best performing direct method for a
specific model problem from Chapter 4. The efficiency of the projection method against the
direct method emphasises the importance of these methods when the coefficient matrices are
large and sparse.
As a final addition to the chapter, a hurdle of projection methods was depicted, by using the same
model problem from Chapter 4. It was shown that the computational efficiency of SYLVEXT
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decreases when the rank of the right hand side increases, due to the size of the bases that are
required to reach convergence when s increases. This problem is addressed in [13], where the
direction of expansion of the approximation space is dynamically selected, based on adaptive
tangential interpolation. Results show how the size of the required bases can be decreased by
more than 50%.
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CHAPTER 7
Conclusions and Future Work
The main aim of this thesis was to review the development of direct and projection methods
for solving the Sylvester and Lyapunov equations and to compare these methods for applicable
model problems.
The possibility of restating the system in Kronecker form and solving by LU factorisation based
methods was considered, as well as three other transformation methods acting on the system
in Sylvester form. The four methods were first compared algebraically by operation counts,
after which they were compared numerically using applicable model problems. Four different
examples were considered, arising from the finite difference and spectral discretisation of the
standard Poisson equation and the Poisson equation with non-constant coefficients. The trans-
formation method based on the eigenvalue decomposition proved to be the fastest method in
all four settings. This is unfortunately to the expense of stability when the coefficient matri-
ces are nonsymmetric, due to the lack of orthogonality of the matrices of eigenvectors. It was
therefore concluded that this method is most efficient, but only when the coefficient matrices
are symmetric. When the matrices are nonsymmetric, the efficiency of the methods is depen-
dent on the sparsity of the coefficient matrices. If the coefficient matrices are nonsymmetric,
but sparse, the solution in Kronecker form, using sparse backslash appears to be most efficient
when the size of the matrices increase. Finally, for dense, nonsymmetric coefficient matrices,
the built-in MATLAB solver lyap, based on the Bartels–Stewart algorithm, appears to perform
best. Another model problem, arising from image processing, was considered in order to test the
direct methods in a setting where one matrix is dense, the other sparse and both relatively large.
Results showed that Hessenberg–Schur is faster than Bartels–Stewart in this setting and that
the eigenvalue method is the most efficient. The comparisons for the direct methods were only
done for coefficient matrices up to dimension 2686. The projection methods were considered for
larger systems.
In the discussion of projection methods, the possibility of restating the system in Kronecker
form and solving with standard Krylov subspace methods discussed in Chapter 5, was discussed,
but as anticipated this method is highly inefficient due to the extensive sizes of the coefficient
matrix in Kronecker form. The two main projection methods that were discussed are based on
using a Galerkin orthogonality condition to project the coefficient matrices of the Sylvester or
Lyapunov equation onto a smaller subspace containing enough spectral information of the matrix
in order to form an accurate approximation to the solution. The first subspace considered was
the standard Krylov subspace, resulting in the algorithm SFOM. The option of preconditioning
in Sylvester form was discussed, but this proved to be impractical. A richer approximation space,
known as the extended Krylov subspace was then rather considered, resulting in the algorithm
65
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SYLVEXT. These two algorithms were then compared using some more well-known model prob-
lems discussed in Chapter 3. The methods were compared by the computational time needed to
reach a desired tolerance, as well as the size of the bases required for convergence. In all settings,
SYLVEXT exhibited rapid convergence, where the convergence history of SFOM appeared to be
rather slow and highly dependent on the nature of the problem. A shortcoming of SYLVEXT
was also discussed, namely that an increase in the rank of the right hand side can slow down the
computational performance, due to large storage requirements.
The top-performing projection method (SYLVEXT) was then compared to the top perform-
ing direct method (the eigenvalue method) for the finite difference discretisation of the Poisson
equation. This comparison depicted the importance of projection methods, showing that direct
methods become highly inefficient when the coefficient matrices are too large, but that SYLVEXT
also loses efficiency as the rank of the right hand side increases. A final contribution that was
made to the thesis is a visualisation of the existent algorithms in order to understand the trans-
formation and reduction of the Sylvester systems.
Future work will entail the extension of the comparisons to include other iterative methods
such as the alternating direction implicit (ADI) iteration. See [6, 41, 43, 67] and the references
therein. Equation (1.1) stems from a more general multi-term linear matrix equation given by
A1XB1 +A2XB2 + · · ·+A`XB` = C, (7.1)
where Aj , Bj , j = 1, 2, . . . , `, are square matrices of size n × n and m ×m, respectively, and C
has dimension n × m. Future work can also include a comparison of methods for solving this
generalised Sylvester equation. Further research can then also be done into the two main open
questions in the field. Firstly, the question of solving large Sylvester systems that do not have
a low rank right hand side or a specific banded structure. An initial idea for approaching this
would be to use Gaussian elimination with full pivoting to form a low rank approximation of
the right hand side [64]. Finally, the idea of preconditioning in Sylvester form is still seen as
impractical, but further research into this question could potentially prove otherwise.
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APPENDIX A
Visualisation of projection algorithms
Figures A.1 and A.2 respectively show one iteration of Algorithms 6.1 and 6.3 on a small scale.
First consider Figure A.1, representing one iteration of Algorithm 6.1.
For this visualisation, n = m = 10, s = 1 and k = 4. The first image in Figure A.1, la-
belled (a), represents the original Sylvester system, with all matrices of size 10 × 10. Steps (b)
and (c) show, respectively, how the matrices A and B are projected onto the standard Krylov
subspace, after applying four steps of Algorithm 5.2. Step (d) is a visualisation of the projected
Sylvester equation (6.12), which can now be solved by using an appropriate direct method, in
order to recover Yk. Once Yk has been recovered, step (e) depicts how (6.14) can be used to cal-
culate the residual norm on small scale. Supposing that the residual norm at step (e) is smaller
than a certain chosen tolerance, steps (f) and (g) depict how the information from Section 6.3.1
can be used to calculate a low-rank approximation of the solution X.
Next, consider Figure A.2, representing one iteration of Algorithm 6.3. For this visualisation,
n = m = 10, s = 1 and k = 4. The first image in Figure A.1, labelled (a), represents the original
Sylvester system, with all matrices of size 10× 10. Steps (b) and (c) respectively show how the
matrices A and B are projected onto the extended Krylov subspace, after applying four steps of
Algorithm 6.2. The respective pink and orange columns represent columns formed by A and B,
where the light blue and light green columns represent columns formed by A−1 and B−1. Step (d)
is a visualisation of the projected Sylvester equation (6.30), which can now be solved by using an
appropriate direct method, in order to recover Yk. Once Yk has been recovered, step (e) depicts
how (6.31) can be used to calculate the residual norm on small scale. Supposing that the residual
norm at step (e) is smaller than a certain chosen tolerance, steps (f) and (g) depict how the in-
formation from Section 6.3.1 can be used to calculate a low-rank approximation of the solutionX.
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74 Appendix A. Visualisation of projection algorithms
Figure A.1: Visualisation of one iteration of Sylvester FOM
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Figure A.2: Visualisation of one iteration of the extended Krylov subspace method
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