In this paper, we give a proof of the quantitative Morse theorem stated by Y. Yomdin in [12] . The proof is based on the quantitative Sard theorem, the quantitative inverse function theorem and the quantitative Morse lemma.
Introduction
One of the first basic results of classical singularity theory are that Sard Theorem [11] and [7] , and Morse theorem [6] . These theorems research critical points and critical values of smooth mappings on open subsets of R n . The quantitative assessments and applications of the theorems were also considered. Y. Yomdin in [13] introduced the concept of near-critical points and near-critical values of a map, and there have been many results on quantitative assessments for the set of these points and values. One of them is the quantitative Sard theorem for mappings of class C k (see [12] , [13] , [14] , [15] and [10] ). The results give some explicit bounds in term of ε-entropy of the set of near-critical values.
For Morse theorem, in [12] Y. Yomdin also stated a quantitative form for C kfunctions. But in the article, he just gave a few suggestions without details for the proof of the theorem. Up to now, he probably hasn't published the proof.
In this paper, we give a detailed proof of the quantitative Morse theorem. The proof is based on the quantitative Sard theorem, the quantitative inverse function theorem and the quantitative Morse lemma.
Preliminaries
We give here some definitions, notations and results that will be used later.
Let M m×n denote the vector space of real m × n matrices,
n denotes the unit ball in R n , B n r denotes the ball of radius r, centered at 0 ∈ R n , and B n r (x 0 ) denotes the ball of radius r, centered at x 0 ∈ R n ,
B n×n denotes the unit ball in M n×n , Sym(n) denotes the space of real symmetric n × n-matrices.
Lipschitz in a neighborhood of a point x 0 in R n if there exists a constant K > 0 such that for all x and y near x 0 , we have
Then we call f the K-Lipschitz.
The usual m×n Jacobian matrix of partial derivatives of f at x, when it exists, is denoted by Jf (x). By Rademacher's theorem (see [3, 
where f is differentiable at x i and x i converges to x 0 for each i. ∂f (x 0 ) is said to be of maximal rank if every M in ∂f (x 0 ) is of maximal rank.
Theorem 2.4 (Quantitative inverse function theorem, c.f. [1] and [9] ).
(x 0 ) and there exists the inverse mapping 
Remark 2.6. Let L be a linear mapping or a matrix. Then
, and λ is a eigenvalue of L, we have
the set of Λ-critical points of f , and 
, and K is a Lipschitz constant of
Lemma 2.11 (Quantitative Morse lemma). Let
Then there exists a mapping P :
Proof. For B ∈ U(A), we have
. . , n. Therefore, the normalization (see [5, Lemma p .145]) reductioning t Q 0 BQ 0 to the normal form D 0 defines the mapping P :
satisfying the demands of the lemma.
Remark 2.12. The reduction a non-degenerate real symmetric matrix A to the normal form D 0 can be realized by a matrix Q 0 of the form Q 0 = SU, where U is a orthogonal matrix, and S is a diagonal matrix. So
.
3 The quantitative Morse theorem (i) At each critical point x i of f , the smallest absolute value of the eigenvalues of the Hessian Hf (x i ) is at least ψ 1 (K, ε).
(ii) For any two different critical points x i and x j of f ,
Consequently, the number of the critical points does not exceed N(K, ε).
(iii) For any two different critical points x i and
(iv) For δ = ψ 3 (K, ε) and for each critical point x i of f , there exists a coordinate transformation ϕ :
and
The proof of (i) is based on the suggestion of Y. Yomdin (see [15] ). The proofs of (ii), (iii), (iv) and (v) are based on the quantitative inverse theorem and the quantitative Morse lemma in section 2.
Proof.
(i) Let ε > 0. Applying Theorem 2.10, 
So the Lebesgue measure of ∆(Df
By Remark 2.6, the smallest absolute value of the eigenvalues of the Hessian Hf (x i ) is at least ψ 1 (K, 2ε) = γ(K, 2ε).
(ii) Consider Df : B n → R n . Suppose that x i is a critical point of f . Then applying (3.1) we obtain
Thus, applying Theorem 2.4, Df is invertible in
e. x i is the unique critical point of
So if x i , x j are different critical points of f , we have
Therefore, the number of critical points x i does not exceed
(iii) Suppose that the number of critical points of f being N, N ≤ N(K, 2ε), and critical values of f ordered as follows:
For each critical point x i of f , set
We call λ i : B n → [0, 1] the mapping of class C ∞ , where
with all derivatives uniformly bounded by C 1 . Set f = f + λ, with
From (ii) we obtain every U i disjoint, and we have λ C k ≤ ε 2 . Thus f will be a Morse function having the same critical points as f and these will have the same indices. Moreover, f (x i ) = f (x i ) + c i . Hence, with x i , x j are critical points, i = j, we obtain from 0, we get
and f = f 0 + h = f 0 + h 1 + λ to satisfy (i) and (ii), with
Moreover, by (3.2), for any i = j, we have
(iv) According to (ii), we only need to prove (iv) for each critical point x i . Moreover, we may assume x i = 0, f (x i ) = 0. Let Q 0 ∈ Gl(n) be a linear transformation satisfying the condition of Remark 2.12 such that
The coordinate transformation ϕ is constructed as follows. First, let B : B n → Sym(n) ∈ C k−1 in a open set contain B n , be defined by
where
Applying Lemma 2.11, we get
being of class C ω such that P(A) = Q 0 , and if P(B) = Q then t QBQ = D 0 . According to the Mean Value Theorem and Remark 2.12, the condition to apply Lemma 2.11 is
γ(K, ε) and
We have
To prove ϕ C k−1 ≤ M(K, ε), present ϕ as the following composition
By the construction B ∈ C k−1 , and by the assumption, the partial derivatives
Since U(A) is compact, there exists M 1 (K, ε) > 0 such that
Similarly, since P(U(A)) is compact, there exists C 2 (K, ε) > 0 such that
Then L is a bilinear form. Hence there exists C 3 (K, ε) > 0 such that ∂L ≤ C 3 (K, ε), ∂ α L = 0, for |α| ≥ 2, and (x, Q ′ ) ∈ U δ × Inv(P(U(A))).
Since ∂ α ϕ can be represented as a sum of products of ∂ α 1 B, ∂ α 2 P, ∂ α 3 Inv and ∂ α 4 L, with |α j | ≤ |α|, j = 1, . . . , 4, there exits M(K, ε) > 0 depending on K, M 1 (K, ε), C 2 (K, ε) and C 3 (K, ε) such that ϕ C k−1 ≤ M(K, ε). 
