Abstract. We study the classes of homogeneous polynomials on a Banach space with unconditional Schauder basis that have unconditionally convergent monomial expansions relative to this basis. We extend some results of Matos, and we show that the homogeneous polynomials with unconditionally convergent expansions coincide with the polynomials that are regular with respect to the Banach lattices structure of the domain.
Introduction
Let X be a Banach space with an unconditional Schauder basis. Every homogeneous polynomial or, equivalently, every multilinear form on X, has an expansion relative to this basis that converges pointwise with respect to a suitable ordering of the terms. It happens very rarely that all such expansions are unconditionally convergent, the space 1 being a noteworthy exception. Closely related to this is the question of when the tensor product basis for a projective tensor power of X is unconditional. Here, too, positive results are sparse [1, 4] . The existence of unconditionally convergent expansions is crucial in the study of holomorphic functions on spaces with unconditional Schauder bases, where one would seek to represent the function locally by monomial expansions. Motivated by these considerations, Matos [5, 6] isolated the classes of homogeneous polynomials and holomorphic functions that possess pointwise unconditionally convergent expansions, defined natural norms for these classes and uncovered some of their basic properties. In this paper we continue the study of these polynomials, and we show how his results can be understood in the wider context of Banach lattices.
Bilinear forms
For the sake of clarity, we begin with the case of bilinear forms. Let X, Y be Banach spaces over the real or complex numbers with 1-unconditional Schauder where n x n e n and m y m f m are the unconditionally convergent expansions of x ∈ X and y ∈ Y . It is well known that this expansion need not be unconditionally convergent, even when X, Y are Hilbert spaces and (e n ), (f n ) are orthonormal bases [3] . We shall say that A is an unconditional bilinear form if the above expansion of A(x, y) converges unconditionally for every (x, y) ∈ X × Y . The vector space of all unconditional bilinear forms will be denoted by B ν (X × Y ); of course, this space depends on the choice of bases, but our notation will be unambiguous since we always work with fixed bases. If A is an unconditional form, then the bilinear form B defined by
is also an unconditional form. Thus, a norm may be defined on the space B ν (X ×Y ) by
This norm satisfies A ≤ ν(A) and the space B ν (X × Y ) is complete in this norm. Furthermore, this space is never trivial; indeed, every nuclear bilinear form A is unconditional and ν(A) ≤ A N , the nuclear norm of A. We refer to [5, 6] for the proofs of these facts and the following examples.
If X and Y are 1 with the standard basis, then every bounded bilinear form on X ×Y is unconditional and the unconditional and uniform norms are equivalent. At the other extreme, if X and Y are c 0 with the standard basis, then the unconditional bilinear forms are precisely the nuclear forms and the unconditional and nuclear norms are equivalent.
For each bounded bilinear form A on X × Y , there is an associated operator
Nuclearity of the bilinear form A is equivalent to nuclearity of the associated operator T . Thus, the result of Matos given above states that nuclearity of the associated operator is a sufficient condition for unconditionality. Our first proposition extends this idea. Proof. Let (e n ), (f n ) be 1-unconditional Schauder bases for X, Y respectively. For every x = n x n e n ∈ X, the weak 1 -norm of the sequence (x n e n ) is given by
Hence, if T is absolutely summing and (y (n) ) is an arbitrary sequence in the closed unit ball of Y , then
Now let x ∈ X, y ∈ Y and choose scalars ε nm of absolute value 1 so that |A(e n , f m )x n y m | = ε nm A(e n , f m )x n y m . Then the vectors y (n) = m ε nm y m f m all have the same norm as y and so we have
Therefore A is unconditional with ν(A) ≤ π 1 (T ).
A bounded bilinear form is integral if and only if the associated operator is an integral operator. Since every integral operator is absolutely summing, we have the following special case of the proposition.
Corollary 2.2. Every integral bilinear form is unconditional.
The canonical injection of 1 into 2 is a well-known example of an absolutely summing operator that is not integral. Thus the bilinear form A(x, y) = n x n y n on 1 × 2 (with the standard bases) is an example of an unconditional form that is not integral. We note that the sufficient condition given in the proposition is far from being necessary; every bounded bilinear form on 1 × 1 is unconditional, but there are many operators from 1 into ∞ that are not absolutely summing.
Our next step is to show that the unconditional bilinear forms on X × Y are the bounded linear functionals on the tensor product X ⊗ Y with an appropriate norm. We recall that we are working with fixed 1-unconditional Schauder bases (e n ), (f n ) for X, Y respectively. Every u ∈ X ⊗ Y may be expressed uniquely as an iterated sum u = n m u nm e n ⊗ f m , the coefficients being given by
To see that this quantity is finite, let
m and so we have
and it follows that µ(u) ≤ π(u), where π is the projective tensor norm.
Proposition 2.3. Let X, Y be Banach spaces with 1-unconditional Schauder bases
(e n ), (f n ) respectively. (a) µ is a reasonable crossnorm on X ⊗ Y . (b) The dual space of X ⊗ µ Y is isometrically isomorphic to the space B ν (X × Y ) of
unconditional bilinear forms with the unconditional norm.
Proof. It is easy to see that µ is a seminorm on X ⊗ Y , and we have shown that µ ≤ π. For every ϕ ∈ X * , ψ ∈ Y * , the bilinear form ϕ ⊗ ψ has unconditional norm equal to ϕ ψ . It follows immediately that ε ≤ µ, where ε is the injective norm. Therefore µ is a norm and ε ≤ µ ≤ π implies that µ is a reasonable crossnorm on X ⊗ Y .
To prove the second assertion, let A be an unconditional bilinear form on
by the definition of µ(u), and so A defines a bounded linear functional on X ⊗ µ Y with µ * (A) ≤ ν(A). Conversely, suppose that the bilinear form A is bounded for the norm µ on X ⊗Y .
Therefore A is an unconditional form and If α is a tensor norm, it happens very rarely that the tensors e n ⊗ f m form an unconditional basis for the Banach space X⊗ α Y [4] . However, the norm µ is not a tensor norm, since it depends on the choice of unconditional bases. For this norm, we have a very satisfactory result: Proof. Since the tensors e n ⊗ f m span a dense subspace of X⊗ µ Y , it only remains to show that they are a 1-unconditional basic sequence. Let I, J be finite subsets of the indexing set N 2 with I ⊂ J, let u nm be scalars and let ε nm be scalars of absolute value 1. It follows from the definition of the norm µ that
and we are done. Proof. If A belongs to B ν0 (X × Y ), then its expansion converges in the unconditional norm. Since this norm dominates the supremum norm, it follows that the expansion converges to A uniformly on the product of the unit balls of X, Y and hence uniformly on every bounded set. Conversely, suppose that the expansion n,m A(e n , f m )x n y m is uniformly absolutely convergent on bounded sets. Then, given ε > 0, there is a finite subset J of N × N such that, if I is any finite set of indices that is disjoint from J, then I |A(e n , f m )x n y m | < ε for every (x, y) ∈ B X × B Y . It follows from the definition of the unconditional norm that ν ( I A(e n , f m ) x n y m ) ≤ ε, and we are done.
Homogeneous polynomials
The results of the previous section extend easily to multilinear forms of arbitrary degree. For the sake of simplicity, let us consider n-linear forms on X n , where X has a fixed 1-unconditional Schauder basis (e n ). Denoting by L( n X) the Banach space of bounded n-linear forms on X n , every A ∈ L( n X) has an expansion A function P on X is an n-homogeneous polynomial if there exists a necessarily unique symmetric n-linear form A such that P (x) = A(x, . . . , x) for every x ∈ X. We refer to A as the symmetric generator of P . The n-homogeneous polynomial P is bounded on the unit ball of X if and only if A is bounded. Furthermore, the supremum norm of P satisfies
We denote by P( n X) the Banach space of n-homogeneous polynomials with this norm, and we refer to [2] for further facts about homogeneous polynomials. We have a coordinate expansion for any n-homogeneous polynomial P that converges pointwise as an iterated sum: whenever there is a permutation carrying the n-tuple (j 1 , . . . , j n ) into the n-tuple (k 1 , . . . , k n ). Collecting these coefficients together allows us to represent an unconditional polynomial with a monomial expansion:
where N n denotes the set of multiindices α of degree n and x α is the product x αj j , with the customary convention that 0 0 = 1. The coefficients c α that appear in this expansion are given by
. . ) .
Conversely, if the monomial expansion of P is pointwise unconditionally convergent, then it is easy to see that P is an unconditional polynomial. It follows that, if P is unconditional, then an n-homogeneous polynomial Q can be defined by
and the unconditional norm of P is then defined as ν(P ) = Q . Matos introduced this norm and showed that the space P ν ( n X) of unconditional n-homogeneous polynomials is complete in this norm [5, 6] .
If P is an n-homogeneous polynomial with symmetric generator A, then the associated operator T P : X → P( n−1 X) is defined by T P (x)(y) = A(x, y, . . . , y). The following sufficient condition for unconditionality is the multilinear analogue of Proposition 2.1. The proof is essentially the same.
Proposition 3.1. Let X be a Banach space with a 1-unconditional Schauder basis, and let P be a bounded n-homogeneous polynomial on X. Then P is unconditional if the associated operator T P is an absolutely summing operator from X into
We have a useful special case:
Corollary 3.2. Every integral polynomial is unconditional.
Arguing as in the previous section, we define the subspace P ν0 ( n X) to be the closed subspace of P ν ( n X) spanned by the monomials x α , α ∈ N n . Then the monomials are an unconditional Schauder basis for this space. When X is c 0 , only the nuclear polynomials are unconditional [5, 6] , and so we have P ν0 ( n c 0 ) = P ν ( n c 0 ) = P N ( n c 0 ), with equivalence of norms. At the other extreme, we have observed that every bounded n-homogeneous polynomial on 1 is unconditional. In this case, P ν0 ( n 1 ) is the space of approximable polynomials, or, since ∞ has the approximation property, the space P w ( n 1 ) of n-homogeneous polynomials that are weakly continuous on bounded sets [2, p. 90].
Polynomials on Banach lattices
In this section, we show how the results of the previous sections can be understood in the wider context of Banach lattices. Every Banach space with a 1-unconditional Schauder basis is a Banach lattice, the lattice operations being defined coordinatewise. We work with lattices over the real field. We refer to [7, 9] for details of the results on Banach lattices that we use.
We recall that an operator T : X → Y between Banach lattices is positive if T x ∈ Y + for every x ∈ X + , where X + denotes the positive cone of X. The operator T is regular if it can be expressed as the difference of two positive operators. If Y is Dedekind complete, then regularity of T is equivalent to T being order bounded ; in other words, T maps order bounded subsets of X into order bounded subsets of Y . If Y is Dedekind complete, then the regular operators from X into Y are bounded and form a Dedekind complete Banach lattice, L r (X, Y ), with norm the so-called regular norm, given by T r = |T | , where |T | is the absolute value of T with respect to the Banach lattice structure of L r (X, Y ). In particular, the Banach dual space of a Banach lattice X coincides with the Dedekind complete Banach lattice of order bounded linear functionals on X.
We now consider multilinear forms on a Banach lattice X. An n-linear form A on X n is positive if A(x 1 , . . . , x n ) ≥ 0 whenever x 1 , . . . , x n lie in the positive cone of X. A partial order is defined on the space of n-linear forms by A 1 ≥ A 2 if A 1 − A 2 is positive. An n-linear form is regular if it can be written as the difference of two positive forms.
If A is an n-linear form on X n , the associated linear mapping 
, the difference of two positive forms. Therefore A 1 maps X into L r ( n−1 X). Furthermore, B 1 and C 1 are positive operators and so A 1 is regular. Conversely, if T is a regular operator from X into L r ( n−1 X), then it is easy to see that the formula A( We wish to transfer these results to n-homogeneous polynomials. Let X be a real Banach lattice, and let P be an n-homogeneous polynomial on X, generated by the symmetric n-linear form A. We shall say that P is a positive polynomial if the corresponding symmetric multilinear form A is positive. Note that this is stronger than requiring P to take nonnegative values on the positive cone of X.
As for multilinear forms, a bounded n-homogeneous polynomial is said to be regular if it is the difference of two positive n-homogeneous polynomials. In the light of the above proposition, it is clear that the space of regular n-homogeneous polynomials, which we denote by P r ( n X), is isomorphic as a vector lattice to the space of regular symmetric n-linear forms. Furthermore, P r ( n X) is a Banach lattice for the regular norm:
where |P | denotes the absolute value of P with respect to the vector lattice structure we have defined. Now suppose that X has a 1-unconditional Schauder basis. Let c α x α be the monomial expansion of the n-homogeneous polynomial P , whose symmetric generator is A. It follows from our previous results that P is an unconditional polynomial if and only if P is regular. Furthermore, if P is regular, then |P | is given by the expansion
