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Tras un breve repaso de fundamentos bioquímicos, este material presenta y analiza unos cuantos algoritmos 
básicos para el estudio de la estructura molecular de proteínas y ácidos nucleicos. Al igual que en muchos libros 
de texto, iremos introduciendo problemas (y estrategias para resolverlos) desde el nivel de estructura primaria 
al nivel de estructura cuaternaria. A lo largo del curso encontraréis referencias a artículos que profundizan 
sobre aspectos particulares de cada tema, junto con ejemplos y ejercicios que a veces requieren de ciertos 
conocimientos de programación (en Perl y Python). Si tuviese que recomendar un libro de texto como 
acompañamiento para este material sería posiblemente Structural Bioinformatics: An Algorithmic Approach . En 
español, el texto Bioinformática con Ñ contiene varios capítulos que pueden ser muy buen complemento para 
este material. 
Puedes descargar este material en formato PDF en Digital.CSIC y los ejemplos del curso en la carpeta code. 
Puedes explorar este material en: eead-csic-compbio.github.io/bioinformatica_estructural
1. TEORÍA: Fundamentos de estructura de 
macromoléculas 
1.1 Papel biológico de las macromoléculas: 
relación entre estructura y función 
Los ácidos nucleicos y las proteínas son las dos macromoléculas biológicas más importantes. Ambas son los 
canales principales de los flujos de información genómica dentro de la célula, que convierten en acciones 
moleculares el legado genético acumulado. Sabemos que el ácido desoxirribonucleico (ADN) puede guardar 
información genética a largo plazo, mientras que el ácido ribonucleico (ARN) lo hace normalmente a muy corto 
plazo. Son las proteínas, y algunas clases especiales de ARN, quienes convierten en el contexto celular esa 
información en acción. Para comprender cómo realizan estas funciones es muy importante tener una idea de su 
estructura molecular. Esto debemos tenerlo siempre en cuenta en el ámbito bioinformático, donde a veces 
hablamos de genes y proteínas como entidades abstractas cuya función es sólo un verbo. 
 
Figura 1.1: Flujos moleculares de información en la célula. 
La función biológica de estas moléculas está íntimamente ligada a su estructura. Por ejemplo, la estructura en 
doble hélice del ADN es en si mismo un mecanismo de protección de la información genética, ya que la 
información está contenida por duplicado, y asimismo es la base de su mecanismo de replicación. 
Figura 1.2: Estructura helicoidal del ADN (DNA en inglés). 
Las macromoléculas naturales deben plegarse, es decir, deben tomar una determinada conformación 
tridimensional relativamente estable para desempeñar su función biológica. Cuando una macromolécula pierde 
su estructura tridimensional nativa, normalmente pierde también su función. O al menos antes lo creíamos así. 
Ahora conocemos cada vez más proteínas intrínsecamente no plegadas, o que sólo se pliegan al unirse a sus 
ligandos y reducir su entropía (Flock et al., 2014), que desempeñan funciones celulares importantes (Wright & 
Dyson, 1999). Recientemente hay mucho interés en estudiar estos fenomenos por su relación, todavía no muy 
clara, con proteínas importantes en medicina como los priones (Sabate et al., 2015). 
 
Figura 1.3: Algunas regiones desordenadas tienen un rol autoinhibitorio. Figura tomada de (Uversky, 2013). 
1.2 Componentes y enlaces 
Proteínas y ácidos nucleicos pueden considerarse polímeros, moléculas generadas por la sucesión de 
monómeros elegidos de un repertorio limitado. En ambos casos la secuencia de monómeros da la especificidad 
biológica a cada macromolécula. En el caso de las proteínas los monómeros son aminoácidos y el repertorio 
incluye generalmente 20 distintos. Por otro lado, los ácidos nucleicos están compuestos de nucleótidos, 4 para 
el ADN y otros 4 para el ARN. 
1.2.1 El enlace peptídico y los aminoácidos 
Los 20 aminoácidos que forman parte de las proteínas naturales están compuestos por un grupo amino y uno 
carboxilo unidos por el carbono , del que parten diferentes cadenas laterales (R, ver figura 1.4). La cadena 
lateral R diferencia a los 20 aminoácidos y les confiere propiedades químicas específicas (polares, no polares y 
cargadas). 
 Figura 1.4: Estructura química de los L-aminoácidos. 
 
Figura 1.5: Clasificación de los 20 aminoácidos naturales, 
tomada de http://www.russelllab.org/aas. 
 
Figura 1.6: L-4,4'-byfenilalanina, un aminoácido no natural empleado en biotecnología. 
Figura tomada de http://www.chemicalbook.com. 
Los aminoácidos se encadenan por medio de enlaces peptídicos para formar cadenas proteínas, también 
llamadas cadenas polipeptídicas, como se muestra en la figura 1.7. Si excluimos las cadenas laterales R de los 
aminoácidos de la cadena obtenemos el esqueleto peptídico (backbone). 
 Figura 1.7: Estructura del enlace peptídico y la cadena polipeptídica. 
Este enlace es rígido, plano y no permite el giro. 
Figura tomada de http://www.chem.ucla.edu. 
1.2.2 El enlace fosfodiéster y los nucleótidos 
Los nucleótidos que forman los ácidos nucleicos se componen a su vez de moléculas: un fosfato, una pentosa y 
una base nitrogenada. Entre el ADN y el ARN la diferencia fundamental es la pentosa que incluyen: ribosa para 
el ARN, 2-desoxirribosa para el ADN. Las 4 bases nitrogenadas que pueden unirse a las pentosas dan identidad 
al nucleótido. La otra diferencia entre ADN y ARN es precisamente su repertorio de bases nitrogenadas. 
Comparten la adenina, la guanina y la citosina, mientras que la timina es específica del ADN y el uracilo del 
ARN. 
Figura 1.8: Las 5 bases nitrogenadas de los ácidos nucleicos,
tomadas de http://superfund.pharmacy.arizona.edu. 
Figura 1.9: Ejemplo de nucleótido, 
tomado de http://superfund.pharmacy.arizona.edu 
Figura 1.10: Dibujo de un enlace fosfodiéster, 
tomado de http://superfund.pharmacy.arizona.edu. 
Los nucleótidos se enlazan por medio de enlaces fosfodiéster para formar polinucleótidos, es decir, cadenas de 
ADN o ARN, cuyo sentido viene definido por los 2 carbonos que intervienen en este enlace. 
1.2.3 Interacciones no covalentes en las macromoléculas 
Además de los enlaces peptídico y fosfodiéster, debemos conocer otras interacciones atómicas no covalentes 
más débiles, pero muy importantes para comprender las macromoléculas (Lehninger, 1982). Son sobre todo de 
estos tipos: 
• Interacciones hidrofóbicas entre solutos hidrofóbicos en soluciones acuosas. 
• Atracción de van der Waals entre átomos no cargados, hasta el punto en que casi se solapan sus 
orbitales externos. 
• Interacciones electrostáticas inversamente proporcionales a la distancia entre átomos de cargas propias 
o inducidas. Dentro de las proteínas reciben a veces el nombre de puentes salinos, y son más 
frecuentes entre residuos cercanos en secuencia (Donald et al., 2011). 
• Puentes de H, de longitud fija, entre átomos de cargas opuestas que son además parte de enlaces 
covalentes parciales. En proteínas es común entre grupos -NH y O=C-, puesto que en estos casos el H 
tiene carga parcial positiva y el O negativa. En los ácidos nucleicos encontramos sobre todo los puentes 
que sostienen los pares de bases. 
1.3 Análisis jerárquico de la estructura de 
macromoléculas 
La estructura de ácidos nucleicos y proteínas puede analizarse de forma jerárquica en 4 niveles, partiendo de la 
estructura primaria, su secuencia de monómeros, hasta llegar a su estructura cuaternaria, el nivel de asociación 
de diferentes cadenas. 
1.3.1 Estructura primaria 
La estructura primaria de una proteína se corresponde con la secuencia lineal de aminoácidos codificada en su 
correspondiente unidad de transcripción y suele representarse por medio de una cadena donde cada letra 
identifica a un aminoácido o residuo. Por ejemplo, los primeros 30 aminoácidos de la proteína insulina de la 
mosca Drosophila melanogaster son: 
MFSQHNGAAV HGLRLQSLLI AAMLTAAMAM... 
donde por ejemplo M es metionina, Q es glutamina o A es alanina (ver tabla 1.1). El sentido de la cadena es 
desde el extremo amino-terminal hacia el carboxilo-terminal. 
Tabla 1.1: Nomenclatura de los 20 aminoácidos esenciales
A ALA Alanina M MET Metionina
C CYS Cisteína N ASN Asparagina
D ASP Aspartato P PRO Prolina
E GLU Glutamato Q GLN Glutamina
F PHE Fenilalanina R ARG Arginina
G GLY Glicina S SER Serina
H HIS Histidina T THR Treonina
I ILE Isoleucina V VAL Valina
K LYS Lisina W TRP Triptófano
L LEU Leucina Y TYR Tirosina
X - desconocido 
De igual manera, la estructura primaria de los ácidos nucleicos es su secuencia de nucleótidos, que tiene un 
sentido dado por la dirección de los enlaces fosfodiéster. De igual modo se suele representar de forma 
simplificada, asignando una sola letra a cada nucleótido, o mejor dicho, a cada base nitrogenada. Además se 
suele usar el sentido 5'-3'. Por ejemplo, el principio del gen de la insulina de la mosca Drosophila melanogaster 
tiene una secuencia similar a: 
5' atgtttagcc agcacaacgg tgcagcagta 3' 
donde A es adenina, T timina, C citosina y G guanina. En el caso del ADN, que como veremos suele formar una 
doble hélice antiparalela, se sobreentiende que hay una secuencia complementaria que corre en sentido 
opuesto. En este caso sería: 
5' atgtttagcc agcacaacgg tgcagcagta 3' 
3' tacaaatcgg tcgtgttgcc acgtcgtcat 5' 
1.3.2 Estructura secundaria 
Para neutralizar las cargas polares del esqueleto peptídico, las proteínas adoptan conformaciones que 
maximizan la formación de puentes de hidrógeno, gracias a la libertad de giro de los enlaces situados 
inmediatamente antes y después del enlace peptídico. Esto lo hacen principalmente formando -hélices 
dextrógiras, láminas , como se muestra en las figuras 1.11, 1.12, 1.13 y 1.14, y giros de varios tipos, en 
menor medida. 
 
Figura 1.11: Esquema de alfahélice en una cadena polipeptídica, 
tomado de http://www.chembio.uoguelph.ca. 
 
Figura 1.12: Alfahélice mostrando cadenas laterales y puentes de hidrógeno, 
tomada de http://structuralbioinformatics.com. 
Figura 1.13: Esquema de las dos disposiciones posibles de láminas beta 
en cadenas polipeptídica, tomado de http://www.chembio.uoguelph.ca. 
 Figura 1.14: Diagrama de láminas beta antiparalelas mostrando la disposición 
de las cadenas laterales, tomado de http://structuralbioinformatics.com. 
La estructura secundaria de las proteínas se puede codificar de manera similar a la secuencia primaria, 
asignando a cada residuo una letra que identifica el estado de estructura secundaria en que se encuentra. Se 
suele identificar a los residuos de una -hélice con H, los de una lámina  con E y los demás con C, del inglés 
coil . Cuando la estructura secundaria es de especial interés se pueden hacer subclases del estado C, como T 
(del inglés turn ) o B (de horquilla , hairpin ). 
La misma secuencia que vimos antes podría tener esta estructura secundaria: 
MFSQHNGAAV HGLRLQSLLI AAMLTAAMAM... 
EEEECCEEEE HHHHHHHHHH CCCCCCCCCC... 
La estructura secundaria de los ácidos nucleicos está también basada en la formación de puentes de hidrógeno, 
dada la naturaleza polar de los nucleótidos. Para el caso del ADN, como se muestra en la figura 1.15, el 
repertorio de puentes de hidrógeno posibles es muy limitado: adenina (A) con timina (T) y guanina (G) con 
citosina (C). 
Figura 1.15: Posibles emparejamientos de bases en el ADN, 
figura tomada de http://superfund.pharmacy.arizona.edu. 
Estos emparejamientos son la base de la estructura secundaria de los ácidos nucleicos, que suelen ser patrones 
repetidos helicoidales. En el caso del ADN se suelen formar entre dos polinucleótidos de secuencia 
complementaria, mientras que en el ARN son estructuras (stems , loops ,...) que se forman dentro del mismo 
polinucleótido. 
Figura 1.16: Ejemplo de estructura secundaria de una molécula de ARN, 
tomado de http://www.bioinfo.rpi.edu. 
1.3.3 Estructura terciaria y cuaternaria 
La mayoría de las proteínas forman glóbulos compactos al plegarse, compuestos de elementos de estructura 
secundaria conectados por lazos ( loops en inglés). Las unidades globulares de plegamiento pueden llamarse 
dominios (Porter & Rose, 2012), y tienen en su interior sobre todo cadenas laterales hidrofóbicas (Isom et al., 
2010), mostrando hacia el solvente los lazos (Branden & Tooze, 1999). En raras ocasiones, una proteína puede 
formar nudos al plegarse (Potestio et al., 2010; King et al., 2010) o agregarse como amiloides (Schnabel, 
2010). 
Las clasificaciones estructurales de proteínas se hacen generalmente a nivel de dominios, como en el caso de 
SCOP, CATH o la taxonomía de Richardson, aunque también se han propuesto otros esquemas, como la tabla 
periódica de Taylor (2002). 
 Figura 1.17: Estructura terciaria de una proteína (tioesterasa), con los elementos de estructura secundaria 
coloreados 
(amarillo para la láminas betas, rosa para alfa-hélices y blanco para los lazos). Figura exportada con el 
programa RasMol. 
 
Figura 1.18: Distribución de plegamientos de proteínas de las 4 clases principales de SCOP, 
tomada de Hou et al. (2005). 
 
Figura 1.19: Tabla periódica de topologías de dominios globulares, tomada de Taylor (2002). 
 Figura 1.20: Posible camino evolutivo conectando 5 plegamientos distintos de SCOP 
que comparten dominios similares, tomado de Nepomnyachiy et al. (2014). 
En cuanto a los ácidos nucleicos, su estructura terciaria es muy distinta según se trate de ADN o ARN. 
El ADN suele formar una doble hélice dextrógira antiparalela donde dos cadenas polinucleotídicas, de secuencia 
complementaria, corren en sentidos opuestos, como se muestra en la figura 1.21. El grado de enrollamiento del 
ADN puede variar e incluso sabemos que hay al menos 3 tipos de dobles hélices posibles, una de ellas levógira, 
y una triple hélice. 
 Figura 1.21: Estructura atómica en doble hélice antiparalela del ADN, generada con RasMol. 
Las combinaciones de diferentes cadenas de proteína y/o ácidos nucleicos para formar una unidad biológica 
funcional se dan ya al nivel de estructura cuaternaria, como ocurre con la hemoglobina humana, que funciona 
como un tetrámero, o con muchos factores de transcripción que ejercen su papel regulador como multímeros, 
como se muestra en la figura 1.22: 
 
Figura 1.22: Estructura del dímero de CRP unido a su ADN operador, generada con el programa PyMOL a 
partir 
de la entrada 1CGP del Protein Data Bank. Las cadenas de proteína están coloreadas diferentes tonos de verde. 
1.3.4 Estructura 3D de la cromatina 
La cromatina es una fibra formada por asociación de DNA genómico y proteínas, no sólo histonas, y es el 
constituyente esencial del núcleo celular. Cada vez disponemos de más evidencias de que la estructura de la 
cromatina es clave para entender las funciones de genes, cromosomas e incluso del genoma entero. Algunos de 
los algoritmos fundamentales que veremos en este curso, ideados originalmente para el estudio individual de 
moleculas, se están reciclando en la actualidad para el estudio de la cromatina, puesto que en cierto modo 
podemos modelarla como si fuera una fibra lineal; algo parecido a un polipéptido al que sólo podemos acceder 
mediante técnicas de resolución limitada. 
 
Figura 1.23: Diagrama de flujo del proceso de modelado en 3D de la cromatina, 
tomado de (Dekker et al., 2013). 
1.4 Métodos experimentales para el estudio de la 
estructura y dinámica de macromoléculas 
Los principales métodos experimentales para determinar la estructura de macromoléculas son: 
• Difracción de fibras, usada para el análisis de fibras con patrones repetitivos. 
• Microscopía electrónica, para el estudio de grandes complejos moleculares. La microscopía crio-
electrónica (crio-EM) es la aproximación mas prometedora en la actualidad (Callaway, 2015). 
• Cristalografía de rayos-X, aplicable a todas las macromoléculas, permite obtener las descripciones 
estructurales estáticas de más calidad. Un buen libro para leer sobre esto es Rhodes (2000). 
• Análisis de espectros de resonancia magnética nuclear (NMR), aplicable a todas las macromoléculas, 
permite estudiar comportamientos dinámicos, como uniones entre moléculas y movimientos 
moleculares. La construcción de modelos de proteínas a partir de datos de NMR se ha logrado 
automatizar en casos sencillos (Rosato et al., 2012). Un libro de referencia sobre esta metodología es 
Cavanagh J & NJ (2005). 
En cualquier caso, los métodos experimentales de obtención de estructuras de macromoléculas producen 
descripciones atómicas de variada calidad y resolución que se suelen describir de manera cuantitativa por 
medio de formatos como el formato PDB, utilizado por el repositorio Protein Data Bank (PDB). 
En ocasiones puede ser necesario comprobar los datos experimentales crudos sobre los que se construye una 
estructura del PDB, para lo cual podemos recurrir a software como Coot. Para evaluar independientemente la 
calidad de una estructura del PDB podemos usar la plataforma MolProbity. 
En el PDB la mayor parte de las estructuras se derivan de cristales o espectros de NMR, y de hecho hay una 
buena colección de proteínas que se han resuelto con ambas metodologías, lo que ha permitido concluir que 
son complementarias y que construyen descripciones moleculares muy parecidas, pero no idénticas (Brunger, 
1997; Sikic et al., 2010). De hecho, este tipo de comparaciones permiten identificar regiones intrínsecamente 
desordenadas (Ota et al., 2013). 
 
Figura 1.24: Primer modelo en la historia de una proteína, 
la mioglobina a 6Å de resolución (Kendrew et al., 1958). 
Figura tomada de (Dill & MacCallum, 2012). 
2. TEORÍA: Plegamiento y dinámica de 
macromoléculas 
Ahora que conocemos de qué están hechas las macromoléculas y sabemos lo importantes que son en biología, 
haremos un pequeño repaso sobre las ideas centrales del proceso de plegamiento ( folding ), responsable de 
que estas moléculas adquieran la estructura tridimensional que les confiere su función. 
2.1 Plegamiento y desnaturalización 
El interés sobre el plegamiento de las macromoléculas se despertó sobre al estudiar sus reacciones de 
desnaturalización. Si tenemos proteínas o ácidos nucleicos en disolución y cambiamos de forma notable las 
condiciones en que suelen encontrarse en su medio biológico, pierden su estructura y función nativas. Este 
proceso, llamado reacción de desnaturalización, puede ser reversible en ciertas condiciones y los cambios 
pueden ser por ejemplo de temperatura, por encima de su temperatura de fusión ( ), o en la naturaleza del 
solvente. 
Anfinsen et al. (1961) mostró experimentalmente que la desnaturalización es reversible al para proteínas 
pequeñas, añadiendo y retirando agentes desnaturalizantes a disoluciones de enzimas que ganaban y perdían 
su actividad. Así demostró que el plegamiento de una proteína depende exclusivamente de su secuencia, 
aunque hoy sabemos que algunas necesitan la ayuda de chaperoninas (Hartl & Hayer-Hartl, 2002). 
Todavía hoy el proceso de plegamiento no se comprende bien, aunque llevemos 50 años estudiándolo (Dill & 
MacCallum, 2012). 
Figura 2.1: Esquema de la reacción de desnaturalización y renaturalización 
(hibridación) de una molécula de ADN tomado de http://www.ehu.es/biomoleculas. 
La  de los ácidos nucleicos es proporcional al contenido en bases GC de su secuencia, ya éstos pares de 
bases (ver figura 1.15) establecen entre sí 3 puentes de hidrógeno, mientras que los AT/AU sólo 2. Si la 
temperatura supera , las moléculas de ADN se separan en dos hebras polinucleotídicas como se muestra en 
la figura 2.1), pero si la bajamos lentamente ambas hebras vuelven a unirse de forma complementaria en una 
reacción llamada hibridación. De nuevo vemos cómo en este caso la secuencia es suficiente para guiar el 
plegamiento, al menos para moléculas pequeñas. 
2.2 Fuerzas que influyen en el proceso de 
plegamiento de macromoléculas 
Se han reconocido varias propiedades e interacciones físicas que guían al proceso de plegamiento, como las que 
mencionamos en la sección 1.2.3. Algunas son específicas del plegamiento de proteínas, como la formación de 
enlaces disulfuro entre cisteínas o la formación de puentes salinos entre aminoácidos básicos y ácidos, pero en 
general se acepta que las principales son la hidrofobicidad en un medio acuoso y la formación de puentes de 
hidrógeno (Mathews et al., 1999; Lehninger, 1982; Dill, 1990). 
Algunas de estas propiedades pueden estimarse directamente desde la secuencia. Por ejemplo, se han 
propuesto escalas de hidrofobicidad como la de la tabla 2.1, que quedan englobadas en clasificaciones como la 
de 1.5. 
Tabla 2.1: Escala de hidrofobicidad de los 20 aminoácidos (Kyte, 1982)
A 1.8 M 1.9
C 2.5 N -3.5
D -3.5 P -1.6
E -3.5 Q -3.5
F 2.8 R -4.5
G -0.4 S -0.8
H -3.2 T -0.7
I 4.5 V 4.2
K -3.9 W -0.9
L 3.8 Y -1.3
Como resultado del proceso de plegamiento en medios acuosos, las macromoléculas se empaquetan mostrando 
hacia el solvente superficies hidrofílicas y ocultando los componentes más hidrofóbicas. En el interior las 
interacciones de van der Waals dan estabilidad al conjunto. Como siempre, hay excepciones notables (Sun 
et al., 2014). 
2.3 Complejidad algorítmica del plegamiento 
Sabemos que bajo condiciones fisiológicas el proceso de plegamiento es termodinámicamente favorable, es 
decir, que las macromoléculas son más estables en su conformación nativa que en otras posibles 
conformaciones. Y conocemos al menos los factores más importantes que afectan y guían al proceso de 
plegamiento. Por último, sabemos que el plegamiento es un proceso rápido, que tarda a lo sumo tiempos del 
orden de segundos. A pesar de esto, a día de hoy no sabemos predecir de forma precisa cómo se plegará una 
proteína o un ácido nucleico partiendo solamente de su secuencia. 
﾿Cuáles son las dificultades? Esto lo veremos tomando como ejemplo las proteínas, que se han estudiado 
mucho más a este nivel. Son fundamentalmente dos: 
• el enorme número de posibles conformaciones que puede tomar una cadena polipeptídica 
• la necesidad de cuantificar la estabilidad fisiológica de cada una de ellas 
El proceso de plegamiento puede entonces verse como una exploración en un horizonte como el de la figura 
2.2, donde observamos un máximo de estabilidad que se corresponde con la familia de conformaciones nativas, 
y otros máximos secundarios o locales que hay que descartar en la búsqueda, puesto que no se corresponden 
con la estructura nativa. 
 Figura 2.2: Superficie energética del plegamiento de proteínas, 
tomada de (Dill & MacCallum, 2012). 
 
Figura 2.3: Contribuciones al plegamiento de cada uno de los residuos 
de una proteína, tomada de (Roy et al., 2014). 
 Figura 2.4: Embudo de plegamiento de una ribozima, 
tomado de Behrouzi et al. (2012). 
Desde este punto de vista, la búsqueda de la conformación nativa es como buscar una aguja en un pajar. Cómo 
es el espacio de conformaciones? Lo veremos por medio de la paradoja de Levinthal. 
2.4 Paradoja de Levinthal 
En una proteína los enlaces peptídicos son rígidos pero hay 2 enlaces libres de girar por cada aminoácido, a 
parte de que cada cadena lateral puede orientarse de diferentes maneras. Parece por tanto que realmente es 
una cadena muy flexible, que puede adoptar muchas conformaciones diferentes. Cyrus Levinthal, en 1969, fue 
el primero en hacer una estimación. El razonamiento es la siguiente: 
• digamos que cada aminoácido de una cadena puede tomar  estados diferentes 
• una proteína de tamaño medio tiene, digamos, 100 aminoácidos 
• digamos que cada cambio de estado en un medio fisiológico tarda un tiempo  
• entonces el tiempo  que llevaría explorar todos los estados sería de  
Para  pequeños, como , y tiempos muy cortos, como , . Ahora compárese 
este valor con los  que tarda la bacteria Escherichia coli en sintetizar una proteína de 100 residuos 
completamente funcional. 
Levinthal concluyó que las proteínas naturales no se pliegan siempre en su conformación más estable, pues no 
tienen tiempo. Propuso que hay otras conformaciones cercanas igualmente funcionales en términos fisiológicos. 
En la actualidad esto se ha interpretado además como una evidencia de que el plegamiento no es totalmente 
aleatorio, sino que es un proceso por etapas, que reduce en muchos órdenes de magnitud la búsqueda de 
conformaciones (Burra et al., 2009; Mathews et al., 1999). 
2.5 Aproximaciones a la velocidad de 
plegamiento de proteínas 
Desde un punto de vista químico podríamos definir la reacción de plegamiento (P), opuesta a la 
desnaturalización (D), en estos términos (donde K es la constante de equilibrio): 
(2.1)
Independientemente de que no sepamos todavía plegar proteínas con precisión, sí que podemos en ciertos 
casos estimar cuanto tardarán en plegarse a partir de su secuencia. Plaxco et al. (1998) demostraron que la 
velocidad de plegamiento ( ) de dominios está estrechamente correlacionada con el orden de contactos , es 
decir, la media de separación en secuencia entre residuos del dominio ya plegado que están en estrecho 
contacto. 
Por otro lado, Gong et al. (2003) encontraron otra fuerte correlación entre el contenido en estructura 
secundaria de una secuencia de aminoácidos, su longitud, y su velocidad de plegamiento. La función que 
encontraron tiene esta forma (donde T son y B son fracciones de residuos de dos tipos de giros de estructura 
secundaria, H de -hélice y Long es la longitud de la secuencia): 
(2.2)
donde  se mide en . Estas correlaciones sugieren que el factor limitante del proceso de plegamiento es la 
formación de elementos de estructura secundaria. 
El problema de estos métodos es que exigen conocer la estructura de la proteína en cuestión, aunque se 
podrían aplicar usando predicciones de estructura secundaria y de orden de contactos. 
 Figura 2.5: La velocidad de plegamiento medida experimentalmente para muchas proteínas
se ciñe a una región triangular. Figura de Garbuzynskiy et al. (2013). 
2.6 Algoritmos de dinámica molecular y 
plegamiento 
Llegados a este punto ya podemos estudiar los principales algoritmos que se han aplicado al problema del 
plegamiento y la predicción de estructura de macromoléculas. Podemos clasificarlos por el nivel de detalle que 
utilizan. La escala va desde métodos que modelan cada uno de los átomos de las macromoléculas en cuestión y 
del solvente en que se encuentran, hasta métodos donde se manejan aminoácidos o incluso elementos de 
estructura secundaria como un todo indivisible y se ignora o modela de forma implícita el solvente. 
2.6.1 Modelos bidimensionales de plegamiento de proteínas 
Los modelos bidimensionales inventados por Ken Dill (Moreno-Hernandez & Levitt, 2012; Dill et al., 1995), 
usando un alfabeto reducido donde los aminoácidos son polares (P) o hidrofóbicos (H) y donde las cadenas se 
pliegan en una malla bidimensional, sirvieron originalmente para aproximarse al plegamiento de una forma 
simplificada. En general se acepta que estos modelos reproducen las características más importantes del 
proceso de plegamiento real con la ventaja de ser más manejables: 
• se forman estructuras secundarias, que limitan la velocidad del proceso 
• el plegamiento se hace por etapas y está dominado por la hidrofobicidad 
Vamos a definir más formalmente este modelo, porque ilustra de forma sencilla los algoritmos de dinámica 
molecular que mencionaremos en la siguiente sección: 
• dado el alfabeto {H,P}, una proteína es una secuencia de longitud N, tal como 
HHHPPPHHPPPPPHHHPPPPHHH. 
• las proteínas viven en una malla bidimensional, como la de la figura 2.6, donde cada posición no puede 
estar ocupada por más de un residuo. 
• cada celda de la malla tiene 4 vecinos: N, S, E y O. 
• cada residuo está dado en coordenadas internas empezando por el extremo, por ejemplo el residuo 2 
está al N del 1. 
• hay por lo tanto un máximo de  conformaciones posibles. 
• no se admiten cruces en la secuencia. 
• cuando dos residuos no contiguos en secuencia ocupan celdas vecinas se dice que interaccionan. 
• la energía de cada interacción se evalúa usando la matriz de la tabla 2.2. 
• la conformación nativa es aquella que minimiza la energía total, maximizando la estabilidad en solución. 
Figura 2.6: Plegamiento en dos dimensiones en el modelo HP de Dill et al. (1995). 
Tabla 2.2: Matriz de interacción  en un modelo HP
P H
P 0 -1
H -1 -3
2.6.2 Modelos tridimensionales de mecánica molecular 
Los modelos tridimensionales de la mecánica molecular son conceptualmente similares al modelo HP, pero en 
espacios tridimensionales, normalmente considerando al solvente de forma explícita o implícita y los enlaces 
entre átomos (o grupos de átomos) como muelles gobernados por la ley de Hooke. En estos modelos, la 
energía conformacional de una molécula se calcula con un campo de fuerzas y funciones que incluyen múltiples 
términos: 
(2.3)
donde  son los pesos de cada término y  las coordenadas de  átomos de la molécula. 
Una simulación de dinámica molecular (MD) es un experimento que evalúa la fuerza resultante sobre cada 
átomo de una molécula a lo largo de un tiempo finito. Durante el tiempo simulado la molécula va cambiando de 
conformación en intervalos consecutivos muy cortos, del orden de picosegundos (Leach, 2001). Actualmente se 
consiguen simular periodos de hasta milisegundos (Shaw et al., 2010). Éstos son experimentos muy costosos 
en cuanto a recursos de cómputo, pero permiten estudiar procesos poco accesibles experimentalmente, como 
en el trabajo de Golosov et al. (2010), donde se explora el mecanismo de translocación de la RNA polimerasa. 
Este problema se presta muy bien a la computación distribuida, por su elevado coste, como en el experimento 
Folding@Home o el juego Foldit. 
Este tipo de simulaciones van siendo cada vez más realistas, por ejemplo por medio de mejores modelos de 
solventes (Lee et al., 2013), y se ha demostrado que predicen de manera reproducible el plegamiento de 
algunas proteínas de pequeño tamaño (Lindorff-Larsen et al., 2011). Sin embargo sigue siendo complicado 
aplicar MD a moléculas y complejos de gran tamaño. 
 
Figura 2.7: Plegamientos experimentales de 12 proteínas pequeñas (rojo) superpuestas 
sobre estados plegados por dinámica molecular (azul), junto con sus tiempos de plgamiento, 
tomados de Lindorff-Larsen et al. (2011). 
2.6.3 Modelos aproximados 
En contraste con los algoritmos de dinámica molecular, que en general no se pueden ejecutar en PCs, tenemos 
a nuestro alcance otros métodos más simples, en general heurísticos, que permiten obtener descripciones e 
inferencias estructurales de calidad suficiente para muchas aplicaciones y que en general sí se pueden realizar 
en cualquier computador. Los siguientes capítulos del curso se centran en algunos de estos métodos. 
Para proteínas podemos mencionar los más importantes: 
• redes neuronales para la predicción de estructura secundaria a partir de la secuencia 
• modelado de estructura terciaria por comparación con proteínas de estructura conocida (incluye fold 
recognition , más en este enlace) 
• protocolos de modelado de estructura terciaria a base de fragmentos, que simulan el proceso de 
plegamiento (normalmente denominados ab initio ) 
• predicción de efectos de mutaciones en proteínas 
• algoritmos de predicción de secuencias intrínsecamente desordenadas (Dunker et al., 2008) y de 
amiloides (Bryan et al., 2011; Agostini et al., 2012) 
• modelos predictivos para proteínas de membrana (Nugent & Jones, 2012; Perez-Aguilar & Saven, 2012) 
Dentro del ámbito de los ácidos nucleicos: 
• algoritmos de predicción de estructura secundaria de ARN 
• métodos de predicción de estabilidad de la doble hélice de ADN y predicción de promotores 
• predicción de curvatura del ADN 
 
Figura 2.8: Modelo recortable de la doble hélice de ADN. 
2.7 Foldit: jugando a plegar proteínas 
Una forma divertida y amena de poner en práctica muchos de los conceptos teóricos que acabamos de repasar 
es jugar a Foldit , un juego que incluye un tutorial donde aprendes de manera intuitiva las reglas del 
plegamiento de proteínas y cómo se empaquetan los elementos de estructura secundaria para formar dominios 
que cumplen una función. Una vez superado el tutorial puedes jugar en comunidad resolviendo problemas de 
plegamiento reales (Khatib et al., 2011; Eiben et al., 2012; Cooper et al., 2010). El juego se actualiza 
regularmente desde el 2008 e incorpora ya interfaces para Kinect y Leap. 
Dejo unas cuantas capturas de pantalla del tutorial, donde puedes aprender a deshacer choques estéricos o a 
favorecer la formación de puentes de hidrógeno: 
 Figura 2.9: Capturas de pantalla del juego Foldit en su versión para Linux. 
 
Figura 2.10: Capturas de pantalla del software StandaloneFoldit en su versión para Windows, 
libre para uso académico. A diferencia del juego, que es un cliente online, esta aplicación 
permite importar y exportar moleculas en formato PDB y por tanto puede usarse como 
herramienta de modelado interactiva. StandaloneFoldit está disponible aquí. 
3. Estructura primaria o secuencia 
En estas dos secciones veremos dos ejemplos de algoritmos que utilizan secuencias de DNA y proteínas con el 
objeto de estudiar procesos que dependen de propiedades estructurales. 
3.1 Estabilidad y deformación de un dúplex de 
ADN: predicción de promotores 
El modelo Nearest Neighbor (NN) aproxima la estabilidad molecular de un ácido nucleico en disolución a partir 
de su secuencia, que se analiza como una secuencia de dinucleótidos solapantes de interacciones aditivas, 
cuyas energías se han determinado experimentalmente (SantaLucia, 1998; Breslauer et al., 1986). 
 
Figura 3.1: Cálculo de estabilidad (energía libre de Gibbs, ) a temperatura fisiológica 
en base al modelo NN, incluyendo un término de iniciación de dúplex, 
tomado de (SantaLucia, 1998).
Modelos recientes amplian la vecindad hasta usar por ejemplo pentámeros: 
 Figura 3.2: Aproximación de propiedades estructurales de un dúplex de ADN por solapamiento de pentámeros, 
base del algoritmo DNAshape, adaptado de (Zhou et al., 2013). Este tipo de aproximaciones se están usando 
para enriquecer motivos de DNA reconocidos por factores de transcripción (Yang & Ramsey, 2015).
En esta sección aplicaremos el modelo NN a la predicción de promotores: 
• PROBLEMA: disponemos de coordenadas de una colección de marcos de lectura ( ORFs ), pero 
desconocemos la posición de sus secuencias promotoras 
• SOLUCIÓN PROPUESTA: buscar la "huella" de estabilidad molecular de los promotores en la secuencia 
del DNA 
Este problema ha tenido mayor importancia en procariotas por la gran velocidad con que se han ido obteniendo 
sus secuencias genómicas, y el algoritmo de Kanhere & Bansal (2005) es un ejemplo de como emplear una 
estrategia estructural para atacar este problema. El algoritmo consiste en estimar la estabilidad helicoidal del 
ADN cromosómico, que se supone es menor en las regiones promotoras, donde la maquinaria transcripcional se 
asienta para comenzar la síntesis de ARN. En concreto este método estima la estabilidad de una (ventana de) 
secuencia de ADN a ambos lados de una coordenada y define como posibles posiciones promotores aquellas 
donde la diferencia de estabilidad en torno a una coordenada es significativa. 
 
Figura 3.3: Ejemplos de ventanas de 6 y 11 nucleótidos, 
que sirven para promediar propiedades a lo largo de la secuencia.
Este algoritmo incluye varios parámetros libres y en el artículo original se muestra como entrenarlo para 
obtener valores adecuados para todos ellos. 
 Figura 3.4: Algoritmo de Kanhere & Bansal (2005), que se basa en calcular la diferencia de  
entre dos ventanas en torno a una posición .
Se han propuesto otras aproximaciones estructurales, como la de Goñi et al. (2007), que identifica regiones 
promotoras en base a la capacidad de deformación de los pares de bases, estimada por medio de extensas 
simulaciones moleculares precalculadas. Sin duda ésta es un área de investigación en crecimiento y 
constantemente se siguen publicando nuevos trabajos. 
El repertorio de métodos para predicción de promotores en base a inferencias estructurales es limitado, pero 
incluye al menos: proStar, ProSOM o el algoritmo de Song (2012). 
El ejercicio de esta sección consiste en completar el siguiente programa, usando los parámetros unificados de 
SantaLucia (1998), para calcular la función 
(3.1)
del artículo de Kanhere & Bansal (2005), calculada sobre ventanas de longitud 15, donde 
(3.2)
y 
(3.3)
Como conjunto de datos para la predicción de promotores usaremos las secuencias del fichero 
K12_400_50_sites, que contiene coordenadas de ORFs de Escherichia coli con coordenadas -400,+50, con el 0 
centrado cerca del codón de inicio. Qué observas al cambiar el tamaño de la ventana? 
#!/usr/bin/perl -w
# prog1.1 
# Bruno Contreras-Moreira
# Nearest Neighbor dG calculator
use strict;
# global variables
my $T           = 37; # temperature(C)
my $windowL     = 15;  # window length, http://www.biomedcentral.com/1471-2105/6/1
my %NNparams    = ( 
        # SantaLucia J (1998) PNAS 95(4): 1460-1465.
        # [NaCl] 1M, 37C & pH=7 
        # H(enthalpy): kcal/mol , S(entropy): cal/k ﾿ mol
        # stacking dinucleotides
        'AA/TT' , {'H',-7.9, 'S',-22.2},
        'AT/TA' , {'H',-7.2, 'S',-20.4},
        'TA/AT' , {'H',-7.2, 'S',-21.3},
        'CA/GT' , {'H',-8.5, 'S',-22.7},
        'GT/CA' , {'H',-8.4, 'S',-22.4},
        'CT/GA' , {'H',-7.8, 'S',-21.0},
        'GA/CT' , {'H',-8.2, 'S',-22.2},
        'CG/GC' , {'H',-10.6,'S',-27.2},
        'GC/CG' , {'H',-9.8, 'S',-24.4},
        'GG/CC' , {'H',-8.0, 'S',-19.9},
        # initiation costs
        'G'     , {'H', 0.1, 'S',-2.8 },
        'A'     , {'H', 2.3, 'S',4.1  },
        # symmetry correction
        'sym'   , {'H',   0, 'S',-1.4 } );
my $infile = $ARGV[0] || die "# usage: $0 <promoters file>\n";
print "# parameters: Temperature=$T\C Window=$windowL\n\n";
open(SEQ, $infile) || die "# cannot open input $infile : $!\n";
while(<SEQ>)
{
        if(/^(b\d{4}) \\ ([ATGC]+)/)
        {
                my ($name,$seq) = ($1,$2); 
        
                printf("sequence %s (%d nts)\n",$name,length($seq));
                # your code here
        }
        
}
close(SEQ);
# calculate NN free energy of a DNA duplex , dG(t) = (1000*dH - t*dS) / 1000
# parameters: 1) DNA sequence string; 2) Celsius temperature
# returns; 1) free energy scalar
# uses global hash %NNparams
sub duplex_deltaG
{
        my ($seq,$tCelsius) = @_; 
        
        my ($DNAstep,$nt,$dG,$total_dG) = ('','',0,0);
        my @sequence = split(//,uc($seq));
        my $tK = 273.15 + $tCelsius;
        
        sub complement{ $_[0] =~ tr/ATGC/TACG/; return $_[0] }
        
        # add dG for overlapping dinculeotides
        for(my $n=0;$n<$#sequence;$n++) 
        {
                        $DNAstep = $sequence[$n].$sequence[$n+1].'/'.
                                complement($sequence[$n].$sequence[$n+1]);
                        
                        if(!defined($NNparams{$DNAstep}))
                        {
                                $DNAstep = reverse($DNAstep);
                        }
                        
                        $dG = ((1000*$NNparams{$DNAstep}{'H'})-
                                        ($tK*$NNparams{$DNAstep}{'S'}))
                                        / 1000 ;
                        
                        $total_dG += $dG; 
        }
        
        # add correction for helix initiation
        $nt = $sequence[0]; # first pair
        if(!defined($NNparams{$nt})){ $nt = complement($nt) } 
        $total_dG += ((1000*$NNparams{$nt}{'H'})-
                                        ($tK*$NNparams{$nt}{'S'}))
                                        / 1000; 
        
        $nt = $sequence[$#sequence]; # last pair
        if(!defined($NNparams{$nt})){ $nt = complement($nt) }
        $total_dG += ((1000*$NNparams{$nt}{'H'})-
                                        ($tK*$NNparams{$nt}{'S'}))
                                        / 1000;
                                        
        # please complete for symmetry correction
        
        return $total_dG;
}
3.2 Diseño de primers para PCR 
La reacción en cadena de la polimerasa (PCR) es una metodología estándar en cualquier laboratorio de biología 
molecular y consta fundamentalmente de 3 fases que se repiten un número de ciclos: 
 Figura 3.5: Diagrama de flujo de una reacción de PCR, 
tomado de Konietzny & Greiner (2003).
Para cada aplicación de la PCR es necesario ajustar las condiciones y el diseño de la reacción, por ejemplo: 
• la duración de las fases de hibridación y elongación 
• el tipo de cebadores o primer empleados y sus temperaturas de alineamiento o annealing (2.1) 
• el tipo de polimerasa utilizada 
• las cantidad de los reactivos y de ADN molde 
• la longitud del amplicón o producto obtenido 
En esta sección veremos algunos de los algoritmos habituales para el diseño de cebadores, que deben cumplir 
al menos tres condiciones: 
• Una pareja de cebadores debe tener temperaturas de alineamiento muy cercanas para maximizar el 
rendimiento, lo cual suele traducirse en un contenido en GC similar, entre 50% y 60%. 
• Los primers no deben favorecer horquillas ( hairpins ) ni ser complementarios: 
          5'GGGAAA                    5' GGGAAAATTCCAGGATCTAT 3'
             |||| )                       ||||  ||||
 3' TATCTAGGACCTTA            3' TATCTAGGACCTTAAAAGGG 5'
• Tras analizar una gran colección de primers publicados en la literatura, parece que conviene evitar 
secuencias que terminen en GGG,GGT,ATT,CGA,TAA o TTA (Onodera, 2007). 
Hay muchos programas que pueden ayudar en el diseño de primers en la web, como por ejemplo: 
• primer3 
• Vector NTI 
• in silico PCR en procariotas y en animales 
o estos otros para diseñar primers degenerados, 
• CODEHOP (sin mantenimiento) 
• amplicon 
• primers4clades (específico para aplicaciones filogenéticas) 
Sin embargo, más allá del software elegido, es importante saber cómo se calculan ciertas propiedades 
moleculares de los primers, para poder analizar con criterio los resultados obtenidos. 
Por ejemplo, si retomamos el modelo Nearest Neighbor (NN) de la sección 3.1, podemos calcular la , que es 
la temperatura a la que la mitad de los primers se han hibridado con el ADN molde, pero también la cantidad 
de ADN hibridado a cualquier temperatura, por ejemplo a la temperatura de alineamiento, la más crítica, que a 
menudo se aproxima como . 
La siguiente ecuación relaciona exactamente la temperatura con la proporción de ADN hibridado, donde  es 
la concentración de hebras en exceso (los primers),  el ADN molde que queremos amplificar y  la constante 
de Boltzmann (R=1.987 cal/mol/k): 
(3.4)
 
Figura 3.6: Curva teórica que muestra la dependencia entre temperatura y [ADN hibridado], 
tomada de (SantaLucia, 2007).
Esta ecuación es más fina y precisa que la regla de Wallace, que se basa solamente en la secuencia 
(SantaLucia, 2007): 
(3.5)
El ejercicio de esta sección incluye: 
• usar cualquier software que conozcas (o de los citados arriba) para diseñar varios primers 
• con ayuda del siguiente código Python evaluar parejas de primers teniendo en cuenta su  de fusión y 
su potencial de formación de horquillas 
• compara las  obtenidas con las que resultan de aplicar la regla de Wallace 
• prueba a modificar el código para calcular temperaturas de alineamiento donde la proporción de primer 
hibridado sea por ejemplo del 95% 
#!/usr/bin/env python
# prog1.2
# adapted from Amplicon (Simon Neil Jarman, http://sourceforge.net/projects/amplicon/)
import math,string,getopt,sys
######################################################################################
#Calculation of Tm with nearest-neighbor bas stacking parameters#
def CalcTm(seq):
        
    cat=0.05
    NearPairsPlus = ['AA','AC','AG','AT','CA','CC','CG','CT',
                     'GA','GC','GG','GT','TA','TC','TG','TT']
    DeltaH =        [7.9,8.4,7.8,7.2,8.5,8.0,10.6,7.8,
                     8.2,9.8,8.0,8.4,7.2,8.2,8.5,7.9]
    DeltaS =        [22.2,22.4,21.0,20.4,22.7,19.9,27.2,21.0,
                     22.2,24.4,19.9,22.4,21.3,22.2,22.7,22,2]
    dH = 0
    dS = 0
    seq = seq+ ' '
    a = 0
    while a < len(seq):
        b = 0
        while b < len(NearPairsPlus):
            if seq[a-2:a] == NearPairsPlus[b]:
                dH = dH + DeltaH[b]
                dS = dS + DeltaS[b]
            b = b + 1
        a = a + 1
    a = a -1
    if seq[0]=='A' or seq[0]=='T' or seq[a] == 'A' or seq[a] == 'T':
        dH = dH + 2.3
        dS = dS + 4.1
    if seq[0]=='C'or seq[0]=='G' or seq[a]=='C'or seq[a]=='G':
        dH = dH + 0.1
        dS = dS - 2.8
        
    Tm = -dH * 1000 /(10.8-dS+(1.987*(math.log(0.00025)))) - 273.15 + (12*math.log(cat))
    return Tm
######################################################################################
#A nice function that returns a list of the component sequences from a string for a degenerate 
sequence#
def regenerate(oligo):
    inp =   'ACGTRYSWKMBDVHN'
    deg = ['A','C','G','T','AG','CT','CG','AT','GT','AC','CGT','AGT','ACG','ACT','ACGT']
    grow = ['']
    newgrow = ['']
    for a in range(0,len(oligo),1):
        for b in range(0,15,1):
            if oligo[a] == inp[b]:
                if b > 3:
                    x = 0
                    newgrow = grow
                    while x < len(deg[b])-1:
                        newgrow = newgrow + grow
                        x = x + 1
                grow = newgrow
                n = 0
                x=0
                for c in range(0,len(grow),1):
                    grow[c] = grow[c]+deg[b][x]
                    n = n + 1
                    if n == len(grow)/len(deg[b]):
                        n = 0
                        x=x+1
    return grow
#######################################################################################
#Assesses primers for hairpin loop formation#
def checkhairpins(primerseqs,minhplen,maxhplen,hpthresh):
    num = str(len(primerseqs))
    max=len(primerseqs[0])*(int(maxhplen)/100.0)
    numhp=0
    maxHpotential=0
    n=1
    
    for seq in primerseqs:
        #print 'oligo number '+str(n)+': '+seq+'\n'
        n=n+1
        high=perfectmatch(seq)
        thresh=(hpthresh/200.0)*high
        l=minhplen
        topcheck=0
        while l<max:
            tops,mids,bots,matches=hairpin(seq,l,thresh)
            tops=tops[:5]
            mids=mids[:5]
            bots=bots[:5]
            matches=matches[:5]
            a=0
            while a < len(tops)-1:
                print tops[a]
                print mids[a]
                print bots[a]+'\n'
                print str(matches[a])+' / '+str(high/2-l)+ ' Potential H-Bonds\n'
                if matches[a]/float(high/2-l) > maxHpotential:
                   maxHpotential = matches[a]/float(high/2-l) 
                if tops[a]<>[]:
                   topcheck=1
                a=a+1
            l=l+1
            
    return maxHpotential
#####################################################################################
#A function that scores strong and weak Watson-Crick base pairs as 3 and 2 in perfectly-matched 
d.s. DNA#
def perfectmatch(inseq):
    score=0
    for a in inseq:
        if a == 'A' or a =='T':
            score=score+2
        if a=='G'or a=='C':
            score=score+3
    return score
#####################################################################################
def hairpin(inseq,loopl,threshold):
    l=len(inseq)
    a=0
    max=1
    tops=[]
    bots=[]
    mids=[]
    matches=[]
    b=l
    while b >1:
        match=0
        mid=''
        top = "5' "+ inseq[:b-1]
        loop=inseq[b-1:b+loopl-1]
        bot=inseq[b+loopl-1:l+1]
        q=len(top)-len(bot)
        if q<0:
            q=q*-1        
        f=' '
        for a in range(1,q,1):
            f=f+' '
        top=top+'-'+loop
        revbot=''
        for a in range(len(bot)-1,-1,-1):
            revbot=revbot+bot[a]
        if len(top)-len(loop)-1>len(bot):
            bot=f+revbot
        if len(top)-len(loop)-1<len(bot):
            top=f+top
        for a in range(0,loopl,1):
            bot=bot+'-'
        bot=bot+'+'
        a=0
        while a <len(bot)-loopl:
            inmatch=match
            if top[a]=='C' and bot[a]=='G' or top[a]=='G' and bot[a]=='C':
                match = match + 3
                mid=mid+':'
            if top[a]=='A' and bot[a]=='T' or top[a]=='T' and bot[a]=='A':
                match = match + 2
                mid=mid+'.'
            if top[a]=='T' and bot[a]=='G' or top[a]=='G' and bot[a]=='T':
                match = match + 2
                mid=mid+'~'
            if inmatch==match:
                mid=mid+' '
            a=a+1
        for a in range(0,loopl-1,1):
            mid=mid+' '
        mid=mid+'|'
        if match>threshold:
            tops=tops+[top]
            bots=bots+[bot]
            mids=mids+[mid]
            matches=matches+[match]
            if int(match)>max:
                max=int(match)
        top=''
        bot=''
        b=b-1
    newtops=[]
    newbots=[]
    newmids=[]
    newmatches=[]
    while max>0:
        for a in range(0,len(matches)-1,1):
            if max==int(matches[a]):
                newtops=newtops+[tops[a]]
                newbots=newbots+[bots[a]]
                newmids=newmids+[mids[a]]
                newmatches=newmatches+[matches[a]]
        max=max-1        
    return newtops,newmids,newbots,newmatches
########################################################################
#Assesses primer sequences for self complementarity#
def selfcomp(primerseqs,propcomp,numcomp):
   
   perfect=perfectmatch(primerseqs[0])
   threshold=propcomp*perfect*0.01
   maxHpotential = 0
   
   n=1
   for a in primerseqs:
       comps=complementarity(a,'',threshold)
       comps=comps[:(numcomp*4)]
       #if comps==[]:
        #   print "\nNo self complementarity above threshold"
       n=n+1
       b=0
       while b<len(comps):
           print comps[b]
           print comps[b+1]
           print comps[b+2]
           per = perfectmatch(comps[b])
           print '\n ',comps[b+3]+' / '+str(per)+' Potential H-bonds\n'
           if float(comps[b+3])/per > maxHpotential:
              maxHpotential = float(comps[b+3])/per
           b=b+4
   if len(primerseqs)>1:
       #print "primer multiple sequence complementarities\n"
       n=1
       dmin=1
       for a in primerseqs:
           d=dmin
           while d < len(primerseqs):
               comps=complementarity(a,primerseqs[d],threshold)
               comps=comps[:(numcomp*4)]
               #print 'oligo combination '+str(n)+': '+a+' + '+primerseqs[d]
               #if comps==[]:
                #   print "\n\nNo self complementarity above current threshold\n"
               n=n+1
               b=0
               while b<len(comps):
                   print comps[b]
                   print comps[b+1] 
                   print comps[b+2]
                   per = perfectmatch(comps[b])
                   print '\n '+comps[b+3]+' / '+str(per)+' Potential H-bonds\n'
                   if float(comps[b+3])/per > maxHpotential:
                      maxHpotential = float(comps[b+3])/per
                   b=b+4
               d=d+1
           dmin=dmin+1
   return maxHpotential
        
############################################################################    
#A function for identifying complementarity between two sequences and returning lists of 
complementary pairs above a given threshold#
def complementarity(inseq,inseq2,threshold):
  
    matches = []
    max=1
    threshold=int(threshold)
    oligo="5' "+ inseq+" 3'"
    oligorev="3' "+reverse(inseq2)+" 5'"
    if inseq2=='':
        oligorev = ''
        a = len(oligo)-4
        while a > 1:
            oligorev = oligorev + oligo[a]
            a = a - 1
        oligorev="3' "+oligorev+" 5'"
    if len(oligo)>len(oligorev):
        d=len(oligo)-len(oligorev)
        while d>0:
            oligorev=oligorev+' '
            d=d-1
    if len(oligo)<len(oligorev):
        d=len(oligorev)-len(oligo)
        while d>0:
            oligo=' '+oligo
            d=d-1
    Toligo = oligo
    mid=u''
    for a in range(len(Toligo),0,-1):
        match = 0
        mid=''
        for b in range(0,len(oligorev)-3,1):
            inmatch=match
            if Toligo[b]=='C' and oligorev[b] =='G' or Toligo[b]=='G' and oligorev[b] =='C':
                match = match + 3
                mid=mid+':'
            if Toligo[b]=='A' and oligorev[b] =='T' or Toligo[b]=='T' and oligorev[b] =='A':
                match = match + 2
                mid=mid+'.'
            if Toligo[b]=='G' and oligorev[b] =='T' or Toligo[b]=='T' and oligorev[b] =='G':
                match = match + 2
                mid=mid+'~'
            if inmatch==match:
                mid=mid+' '
        if match > threshold:
            smatch = str(match)
            matches = matches+[Toligo]+[mid]+[oligorev]+[smatch]
            if int(match)>max:
                max=int(match)
        Toligo = ' '+ Toligo 
    Toligorev = oligorev
    for a in range(len(oligo),0,-1):
        match = 0
        mid=u''
        for b in range(0,len(oligorev)-3,1):
            inmatch=match
            if oligo[b]=='C' and Toligorev[b] =='G' or oligo[b]=='G' and Toligorev[b] =='C':
                match = match + 3
                mid=mid+':'
            if oligo[b]=='A' and Toligorev[b] =='T' or oligo[b]=='T' and Toligorev[b] =='A':
                match = match + 2
                mid=mid+'.'
            if oligo[b]=='G' and Toligorev[b] =='T' or oligo[b]=='T' and Toligorev[b] =='G':
                match = match + 2
                mid=mid+'~'
            if inmatch==match:
                mid=mid+' '
        if match > threshold:
            f=0
            for e in matches:
                if e == mid:
                    f=1
            if f <>1:
                smatch = str(match)
                matches = matches+[oligo]+[mid]+[Toligorev]+[smatch]
                if int(match) > max:
                    max=match
            Toligorev = ' '+ Toligorev 
    newmatches=[]
    while max>0:
        for a in range(3,len(matches)-1,4):
            if max==int(matches[a]):
                one=matches[a-3]
                two=matches[a-2]
                thr=matches[a-1]
                fou=matches[a]
                fou=str(fou)
                newmatches=newmatches+[one]+[two]+[thr]+[fou]
        max=max-1
    return newmatches
################################################################################
    
#A function that returns the reverse of a given sequence#
def reverse(inseq):
    reversed=''
    l=len(inseq)-1
    for a in range(l,-1,-1):
        reversed=reversed+inseq[a]
    return reversed
    
#################################################################################    
#Checks forward and reverse primers for complementarity with each other#
def crosscomp(fprimer,rprimer,propcomp,numcomp):
    
    growF=regenerate(fprimer)
    growR=regenerate(rprimer)
    perfect1=perfectmatch(fprimer)
    perfect2=perfectmatch(rprimer)
    if perfect2<perfect1:
        perfect1=perfect2
    threshold=propcomp*perfect1*0.01
    
    crossHpotential = 0
    n=1
    q=0
    while q <len(growR):
        for a in growF:
            comps=complementarity(a,growR[q],threshold)
            comps=comps[:(numcomp*4)]
            #print 'oligo '+str(n)+' f: '+a+' r: '+growR[q]
            #if comps==[]:
                #print "\n\nNo complementarity above current threshold\n"
            n=n+1
            b=0
            while b<len(comps):
                print comps[b]
                print comps[b+1]
                print comps[b+2]
                per=perfectmatch(comps[b])
                print '\n '+comps[b+3]+' / '+str(per)+' Potential H-bonds'
                if float(comps[b+3])/per > crossHpotential:
                   crossHpotential = float(comps[b+3])/per
                b=b+4
        q=q+1
    
    return crossHpotential
#################################################################################
#Function that returns degree of degeneracy of a given sequence#
def degeneracy(inseq):
    score=1
    for a in inseq:
        if a=='R' or a=='Y' or a=='S' or a=='W' or a=='M' or a=='K':
            score=score*2
        if a=='V' or a=='H' or a=='D' or a=='B':
            score=score*3
        if a=='N':
            score=score*4
    return score
#################################################################################
def main(argv):
    maxdegen = 128
    if len(sys.argv) < 3:
        print "usage: python check_primers.py 5'forward_primer3' 5'reverse primer3'"
        sys.exit(-1)
        
    fprimer = string.upper(sys.argv[1])
    rprimer = string.upper(sys.argv[2])
    
    flowtm = rlowtm = 100
    fhightm = rhightm = 0
    fhpinHpotential = fselfHpotentail = 0
    rhpinHpotential = rselfHpotentail = 0
    crossHpotential = 0
    fdegen = rdegen = 0
    
    ## 1) take care of forward primer               
    print "# forward primer "+fprimer+'\n'                         
    fdegen = degeneracy(fprimer)
    
    print "# fdegen= %g\n" % fdegen
    
    if fdegen <= maxdegen :
 
       fprimerseqs = regenerate(fprimer)
       # 1.0) print each regenerated foligo
       for s in fprimerseqs:
         print "# fundegseq ", s
       print "\n"
        
       # 1.1) calculate tms
       for s in fprimerseqs:
          tm= CalcTm(s)
          if tm<flowtm:
             flowtm=tm
          if tm>fhightm:
             fhightm=tm
       # 1.2) calculate hairpins
       fhpinHpotential = checkhairpins(fprimerseqs,2,40,35)
    
       # 1.3) calculate self-complementarities
       fselfHpotentail = selfcomp(fprimerseqs,40,4)
    
       # 1.4) report results
       print "# flowTm= %1.1f\n# fhighTm= %1.1f" % (flowtm,fhightm) 
       print "# fhairpin potential= %1.2f\n# fselfcompl potential= %1.2f\n" % 
(fhpinHpotential,fselfHpotentail)
    
    else :
       print "primer skipped, too degenerated (> ",maxdegen,")\n"    
    ## 2) now do reverse primer
    print "# reverse primer "+rprimer+'\n'          
    rdegen = degeneracy(rprimer)
    print "# rdegen= %g\n" % rdegen
    if rdegen <= maxdegen :
       rprimerseqs = regenerate(rprimer)
       
       # 2.0) print each regenerated roligo
       for s in rprimerseqs:
         print "# rundegseq ", s
       print "\n"
       # 2.1) calculate tms
       for s in rprimerseqs:
          tm= CalcTm(s)
          if tm<rlowtm:
             rlowtm=tm
          if tm>rhightm:
             rhightm=tm
            
       # 2.2) calculate hairpins
       rhpinHpotential = checkhairpins(rprimerseqs,2,40,35)
    
       # 2.3) calculate self-complementarities
       rselfHpotentail = selfcomp(rprimerseqs,40,4)
    
       # 2.4) report results
       print "# rlowTm= %1.1f\n# rhighTm= %1.1f" % (rlowtm,rhightm) 
       print "# rhairpin potential= %1.2f\n# rselfcompl potential= %1.2f\n" % 
(rhpinHpotential,rselfHpotentail)
    
    else :
       print "primer skipped, too degenerated (> ",maxdegen,")\n"    
    ## 3) finally chech cross-complementarities
    if fdegen <= maxdegen and rdegen <= maxdegen :
       crossHpotential = crosscomp(fprimer,rprimer,40,4)
       print "\n# cross-compl potential= %1.1f" % crossHpotential
########################### MAIN ################################################
main(sys.argv)
4. Estructura secundaria 
En las siguientes secciones utilizaremos con creciente frecuencia el formato PDB, el estándar vigente para 
codificar la estructura tridimensional de macromoléculas biológicas, sobre todo proteínas y ácidos nucleicos, por 
medio de las coordenadas cartesianas de sus átomos. Aquí se muestra el contenido de uno de estos archivos, 
que por nombre tienen una combinación de 4 caracteres como título, empezando por un número. Estos 
archivos pueden visualizarse de forma interactiva usando programas como RasMol, Jmol, PyMOL o interfaces 
web como AQUARIA. 
Aunque en este curso usaremos coordenadas cartesianas, conviene recordar que en muchas aplicaciones se 
prefiere usar coordenadas internas para hacer operaciones geométricas con moléculas de manera eficiente. 
4.1 Estructura secundaria de RNA 
En contraste con las moléculas de DNA, que en sus papeles más comunes actúan como dobles hélices, las 
moléculas de RNA pueden adoptar una mayor variedad de conformaciones, igual de complejas que las de las 
proteínas, que a su vez les permiten tener diferentes funciones , ya sea mensajero, RNA de transferencia, 
ribosomal, regulador o enzima. Por primera vez en este curso vamos a ir un poco más allá de lo que expresa 
una secuencia lineal: 
• PROBLEMA: desconocemos la estructura de una molécula de hebra sencilla de RNA pero conocemos su 
secuencia 
• SOLUCIÓN PROPUESTA: predecir su estructura secundaria en base a las subsecuencias 
complementarias que contiene 
 
Figura 4.1: Estructura secundaria de un RNA (A) correspondiente a la estructura (B), 
tomada de Noller (2004). 
La estructura secundaria de una molécula de RNA, sostenida por medio de puentes de hidrógeno (de tipo 
Watson-Crick y Hoogsteen) entre nucleótidos, puede aproximarse a partir del conocimiento de la secuencia, 
aunque obviamente se pierde parte de la complejidad del plegamiento, como sugiere la figura 4.1. Para qué 
sirven este tipo de predicciones? Por ejemplo, para descubrir RNAs no codificantes, que a menudo tienen 
funciones biológicas importantes, como se discute en el artículo de Washietl et al. (2005). Hay muchos 
programas disponibles que pueden ayudarnos en este tipo de tareas, como MC-Fold | MC-Sym, Mfold, Vienna, 
RNAz o infernal. 
Un programa complementario, que asigna elementos de estructura secundaria dadas unas coordenadas en 
formato PDB, es DSSR. 
Aquí nos vamos a centrar en ilustrar el algoritmo de Nussinov et al. (1978) para predecir estructura secundaria 
de RNA por medio de alineamientos, que ya vimos de pasada en el programa de la sección 3.2, que usa una 
estrategia de programación dinámica para maximizar el número de puentes de hidrógeno que se forman dentro 
de la secuencia. Este puede decirse que es el algoritmo pionero para resolver este problema y tiene algunas 
limitaciones. Por ejemplo, no considera la posibilidad de pseudonudos ( pseudoknots ) ni tiene en cuenta el 
apilamiento de bases ( base stacking ), un tipo de interacción que favorece la estabilidad de estas estructuras, 
elementos que sí son proyectados en el software actual: 
#!/usr/bin/perl -w
# prog2.1 algoritmo tipo Nussinov de prediccion de estructura secundaria de RNA,
# adaptado de:
# F Burkowski (2009) Structural Bioinformatics, an algorithmic approach, CRC Press
# Rex A Dwyer (2002) Genomic Perl, Cambrige University Press
use strict;
## 0) parametros del algoritmo: 
my %HBonds  = ( 'GU'=>-1, 'UG'=>-1, 'AU'=>-2, 'UA'=>-2, 'CG'=>-3, 'GC'=>-3 ); # puentes H en ~kcal/mol
my $MINSEP  = 3; # min separacion en secuencia para definir un par de bases: un loop contiene 3+ bases
my $MINSTEM = 2; # longitud minima de region complementaria para tallos bifurcados
my $DEBUG   = 1; 
print "# params: MINSEP=$MINSEP MINSTEM=$MINSTEM DEBUG=$DEBUG\n\n";
# 0.1) secuencia de RNA de partida, comenta  
my $RNA = 'GCUCAAAGUATACCAGGAGG'; #'CCCCUUUUGGGG'; 'CUGUCUGUCUUGAGACA'; 'GCUCAAAGUATACCAGGAGG';
## 1) rellena la matriz o tabla de programacion dinamica
my @matriz_align = prog_dinamica( $DEBUG, $MINSEP, $MINSTEM, \&evalfunc, $RNA );
## 2) muestra energia libre de la estructura secundaria encontrada
print "# energia libre derivada del alineamiento = ".$matriz_align[1][length($RNA)]{'matriz'}." 
kcal/mol\n";
## 2) calcula el mejor camino o alineamiento
print "$RNA\n" . reconstruye_alineamiento(1,length($RNA),\@matriz_align) . "\n";
###############################################################################
# devuelve un entero
# funcion que evalua un par de bases recurriendo al hash global %HBonds
sub evalfunc 
{
        my ($par) = @_;
        return $HBonds{$par} || 0; 
}
# devuelve @alignmat[][]{}, con llaves 'eval','matriz','caso','k'
sub prog_dinamica 
{
        my ($print_matrix,$minsep,$minstem,$ref_funcion_eval,$secuencia) = @_;  
        
        my $long = length($secuencia); 
        my @sec = (' ', split(//, $secuencia)); # primera posicion vacia ' ' para contar desde 1
        my ($l,$i,$j,$k,$par,$bonds,$min,$minbif,$caso1,$caso2,$caso3,$caso4,@matriz,@alignmat);
        
        # 1) inicia la matriz marcando la diagonal de pares prohibidos < $minsep
        for $i (1 .. $long-$minsep){ $matriz[$i][$i+$minsep] = 0; } 
        
        # 2) inicia la primera diagonal permitida
        for $i (1 .. $long-$minsep-1)
        { 
                $par = $sec[$i].$sec[$i+$minsep+1]; 
                $matriz[$i][$i+$minsep+1] = $ref_funcion_eval->($par);  
                $alignmat[$i][$i+$minsep+1]{'eval'} = $ref_funcion_eval->($par); 
                $alignmat[$i][$i+$minsep+1]{'caso'} = 1; 
        }       
        # 3) rellena recursivamente $long-5 diagonales restantes en la matriz de prog dinamica
        # $i extremo izquierdo, $j extremo derecho 
        for $l (5 .. $long-1)
        {
                for $i (1 .. $long-$l) 
                {
                        $j = $i+$l; 
                        $par = $sec[$i].$sec[$j]; 
                        $bonds = $ref_funcion_eval->($par); 
                        $alignmat[$i][$j]{'eval'} = $bonds; 
                        $min = 100;
                        
                        # 3.1) prueba las 4 situaciones posibles dados i,j
                        $caso1 = $matriz[$i+1][$j-1] + $bonds; # 1: nuevo par de bases alineados
                        
                        $caso2 = $matriz[$i+1][$j]; # 2: gap en un extremo, se conserva evaluacion anterior
                        $caso3 = $matriz[$i][$j-1]; # 3: gap en extremo opuesto, se conserva evaluacion
                                                               #      (observa que no hay gap penalty)
                        
                        $caso4 = 100;               
                        if($j > $i+3+($minstem*2))  # 4: bifurcacion en base k si hay distancia suficiente            
                        #if($j > $i+9)
                        {     
                                # ._i k_.-._. j_.                      i____k.....j
                                #   . .     . .                         ...........
                                #   . .      *                           .......... 
                                #    *                                    .........
                                #                                          ........
                                #                                           .______
                                #                                            ......
                                #                                             .....
                                #     (*=loop de $minsep)                      ....
                                #                                               ...
                                #                                                ..
                                #                                                 .
                                for $k ($i+2+($minstem*2) .. $j-3-($minstem*2))
                                {
                                        $minbif = $matriz[$i][$k] + $matriz[$k+1][$j];
                                        if($minbif < $caso4)  
                                        {
                                                $caso4 = $minbif;
                                                $alignmat[$i][$j]{'k'} = $k;
                                        }       
                                }
                        } 
                        
                        # 3.2) elige la mejor en esta posicion, actualizando $min
                        if($caso1 < $min && $bonds < 0)
                        {
                                $min = $caso1;
                                $alignmat[$i][$j]{'caso'} = 1;
                        }
                        if($caso2 < $min)
                        {
                                $min = $caso2;
                                $alignmat[$i][$j]{'caso'} = 2;
                        }
                        if($caso3 < $min)
                        {
                                $min = $caso3;
                                $alignmat[$i][$j]{'caso'} = 3;
                        }
                        if($caso4 < $min)
                        {
                                $min = $caso4;
                                $alignmat[$i][$j]{'caso'} = 4;
                        }
                        
                        # 3.3) anota la opcion mas favorecida en esta posicion
                        $matriz[$i][$j] = $min;
                        $alignmat[$i][$j]{'matriz'} = $min; 
                }
    }
        
        # 4) imprime la matriz si se require
        if($print_matrix)
        {
                for $i (1 .. $long)
                {
                        for $j (1 .. $long)
                        { 
                                $bonds = $matriz[$i][$j] || 0; 
                                if($i == $j){ $bonds = $sec[$i] }
                                elsif($i==$long){ $bonds = $j }
                                elsif($j==1){ $bonds = $i }
                                elsif($j-$i <= $minsep){ $bonds = '.' }
                                printf("%4s",$bonds);
                        }print "\n";
                }print "\n";    
        }
        
        return @alignmat;
}
# Devuelve una cadena de caracteres que codifican un alineamiento o estructura secundaria con pares
# alineados marcados como ()
sub reconstruye_alineamiento
{
        my ($i,$j,$ref_align_matrix) = @_;  # i,j coordenadas en la matriz $ref_align_matrix
        my $caso = $ref_align_matrix->[$i][$j]{'caso'} || 0;
   if($caso == 1)
        { 
                return '(' . reconstruye_alineamiento($i+1,$j-1,$ref_align_matrix) . ')';
        }
        elsif($caso == 2)
        { 
                return '.' . reconstruye_alineamiento($i+1,$j,$ref_align_matrix);
        }
        elsif($caso == 3)
        { 
                return reconstruye_alineamiento($i,$j-1,$ref_align_matrix);
        }
        elsif($caso == 4)
        { 
                my $k = $ref_align_matrix->[$i][$j]{'k'}; 
                return reconstruye_alineamiento($i,$k,$ref_align_matrix) . 
                        reconstruye_alineamiento($k+1,$j,$ref_align_matrix);
        }
        else{ return ' ' x ($j-$i+1); }
}
 
Figura 4.2: Recursiones y etapas de programación dinómica para el estudio 
de la estructura secundaria de una secuencia RNA, tomadas de Eddy (2004). 
 Figura 4.3: Estructura secundaria de un RNA y matriz (dot plot) que esquematiza 
sus puentes de hidrógeno, tomada de Bernhart et al. (2006). 
4.2 (Des)estructura secundaria de proteínas 
La estructura secundaria es una propiedad de las proteínas naturales en solución, que se explica por medio de 
una red (dinámica) de puentes de hidrógeno que conectan diferentes partes del polipéptido a escala más o 
menos local, formando hélices y láminas que quedan conectadas por lazos ( loops ) y regiones desordenadas, 
como ya recordamos en la sección 1.3.2 (y en este otro curso). 
Cuando forman parte de un elemento de estructura secundaria, los aminoácidos adoptan conformaciones 
características, que se pueden resumir en forma de diagramas de Ramachandran (Ramachandran & 
Sasisekharan, 1968), que muestran la distribución de valores  y  observados a la largo del esqueleto de una 
proteína: 
 
Figura 4.4: Ángulos diedros en el esqueleto proteico, 
figura tomada de http://employees.csbsju.edu/HJAKUBOWSKI. 
 Figura 4.5: Diagrama de Ramachandran tomado de (Porter & Rose, 2011), 
con las regiones de lámina beta y hélice alfa en el cuadrante superior izquierdo. 
Si disponemos de las coordenadas atómicas de una proteína podemos medir sus ángulos diedros para generar 
nuestros propios diagramas de Ramachandran, como hace esta herramienta web, con dos fines: 
• Comprobar qué residuos de la secuencia se encuentran en conformaciones (regiones) favorables, como 
medida de calidad de la estructura. 
• Averiguar en base a la geometría del esqueleto proteico el estado de estructura secundaria de 
segmentos de residuos (como en este ejercicio). 
El procedimiento, dado unas coordenadas en formato PDB (1LFU), es relativamente sencillo, recurriendo a 
programas como DANGLE o haciendo un poco de álgebra y trigonometría: 
#!/usr/bin/perl -w
# prog2.2 calcula los angulos diedros de una proteina en formato PDB
# Bruno Contreras-Moreira, adaptado de http://praveenvijay.netfirms.com/scripts.htm#backbone
use strict;
use Math::Trig;
my ($PDBfile,@coordenadas,@atomo,@residuo,@cadena,@res_id,@x,@y,@z);
my ($total,$j,$i) = (0,1);
if(!$ARGV[0]){ die "# usage: $0 <PDB file>\n"; }
else{ $PDBfile = $ARGV[0] }
## 1) lee coordenadas atomicas en formato PDB
open(PDB,$PDBfile)|| die "# $0 : no puedo leer $PDBfile\n";
while(<PDB>)
{
        last if(/^ENDMDL/); # para estructuras NMR como 1lfu, TER es otra opcion
        next if not(/^ATOM/);
        push(@coordenadas,$_);
}
close(PDB);
## 2) recorre secuencia buscando atomos N,CA,C consecutivos
for $i (0..$#coordenadas-2)
{
        #ATOM   2231  N   ALA P  78     -14.689   7.253 -23.476
        $residuo[$j] = substr($coordenadas[$i],17,3);
        $cadena[$j] = substr($coordenadas[$i],21,1);
        $res_id[$j]  = substr($coordenadas[$i],23,3);
        $atomo[$j]   = substr($coordenadas[$i],12,4);
        $atomo[$j+1] = substr($coordenadas[$i+1],12,4);
        $atomo[$j+2] = substr($coordenadas[$i+2],12,4); 
        if($atomo[$j] eq ' N  ' && $atomo[$j+1] eq ' CA ' && $atomo[$j+2] eq ' C  ')
        {
                $x[$j]{'N'} = substr($coordenadas[$i],30,8);   
                $y[$j]{'N'} = substr($coordenadas[$i],38,8);   
                $z[$j]{'N'} = substr($coordenadas[$i],46,8);   
                                                               
                $x[$j]{'CA'} = substr($coordenadas[$i+1],30,8);
                $y[$j]{'CA'} = substr($coordenadas[$i+1],38,8);
                $z[$j]{'CA'} = substr($coordenadas[$i+1],46,8); 
                $x[$j]{'C'} = substr($coordenadas[$i+2],30,8); 
                $y[$j]{'C'} = substr($coordenadas[$i+2],38,8);
                $z[$j]{'C'} = substr($coordenadas[$i+2],46,8);
                $j++;
                $total++;
        }
}
print "# $0 : fichero PDB: $PDBfile ($total residuos)\n\n";
## 3) calcula e imprime angulos diedros
print "#  residuo      phi      psi    omega\n";
for $j (2..$total-1)
{ 
        my ($x1,$y1,$z1,$x2,$y2,$z2,$x3,$y3,$z3,$x4,$y4,$z4,$x5,$y5,$z5,$x6,$y6,$z6); # puntos
        my (@v1,@v2,@v3,@v4,@v5,@v6,@v7,@v8);        # vectores directores
        my ($phi,$psi,$omega) = (-9999,-9999,-9999); # valores nulos por defecto
        # toma atomos en residuos j-1,j y j+1 para definir planos y calcular angulos diedros
        ($x1,$y1,$z1) = ( $x[$j-1]{'C'} , $y[$j-1]{'C'} , $z[$j-1]{'C'} ); 
        ($x2,$y2,$z2) = ( $x[$j]{'N'}   , $y[$j]{'N'}   , $z[$j]{'N'} );   # Cj-1 - Nj 
        ($x3,$y3,$z3) = ( $x[$j]{'CA'}  , $y[$j]{'CA'}  , $z[$j]{'CA'} );  #         \
        ($x4,$y4,$z4) = ( $x[$j]{'C'}   , $y[$j]{'C'}   , $z[$j]{'C'} );   #         CAj - Cj
        ($x5,$y5,$z5) = ( $x[$j+1]{'N'} , $y[$j+1]{'N'} , $z[$j+1]{'N'} ); #                \ 
        ($x6,$y6,$z6) = ( $x[$j+1]{'CA'}, $y[$j+1]{'CA'}, $z[$j+1]{'CA'} );#                 Nj+1 - CAj+1
        @v1 = ( $x2-$x1 , $y2-$y1 , $z2-$z1 ); # plano definido por Cj-1, Nj and CAj (para medir phi)
        @v2 = ( $x3-$x1 , $y3-$y1 , $z3-$z1 );
        @v3 = ( $x3-$x2 , $y3-$y2 , $z3-$z2 ); # plano Nj, CAj and Cj (para medir phi y psi)
        @v4 = ( $x4-$x2 , $y4-$y2 , $z4-$z2 );
        
        @v5 = ( $x4-$x3 , $y4-$y3 , $z4-$z3 ); # plano CAj, Cj and Nj+1 (para medir psi)
        @v6 = ( $x5-$x3 , $y5-$y3 , $z5-$z3 );
        @v7 = ( $x5-$x4 , $y5-$y4 , $z5-$z4 ); # plano Cj, Nj+1 and CAj+1 (para medir psi y omega)
        @v8 = ( $x6-$x4 , $y6-$y4 , $z6-$z4 );
        $phi = angulo_diedro( @v1, @v2, @v3, @v4, $x3, $y3, $z3, $x2, $y2, $z2 );  # entre Nj y CAj (2Cs)
        $psi = angulo_diedro( @v3, @v4, @v5, @v6, $x4, $y4, $z4, $x3, $y3, $z3 );  # entre CAj y Cj (2Ns)
        $omega = angulo_diedro( @v5, @v6, @v7, @v8, $x5, $y5, $z5, $x4, $y4, $z4 );# entre Nj+1 y Cj (2CAs)
        printf("%4d %3s %s %8.1f %8.1f %8.1f\n",$res_id[$j],$residuo[$j],$cadena[$j],$phi,$psi,$omega);
}
print "#  residuo      phi      psi    omega\n";
sub angulo_diedro 
{
        my (@p) = @_; #parametros ( v_plano1,v_plano2, v_plano3, v_plano4, enlace1, enlace2 )
        
        my (@v1,@v2,$modulo1,$modulo2,$prod_escalar,@normal,$cos,$ang,$signo);
        ## 1) determina el angulo entre ambos planos
        # calcula vector perpendicular a cada plano por producto vectorial
        @v1 = ( ($p[1]*$p[5])-($p[2]*$p[4])     , ($p[2]*$p[3])-($p[0]*$p[5])     , ($p[0]*$p[4])-
($p[3]*$p[1]) );
        @v2 = ( ($p[7]*$p[11])-($p[8]*$p[10]) , ($p[8]*$p[9])-($p[6]*$p[11]) , ($p[6]*$p[10])-($p[9]*$p[7]) );
        # calcula producto escalar de vectores perpendiculares para estimar cos(angulo)
        $prod_escalar = ($v1[0]*$v2[0]+$v1[1]*$v2[1]+$v1[2]*$v2[2]);
        $modulo1 = ((($v1[0]*$v1[0])+($v1[1]*$v1[1])+($v1[2]*$v1[2]))**0.5);
        $modulo2 = ((($v2[0]*$v2[0])+($v2[1]*$v2[1])+($v2[2]*$v2[2]))**0.5);    
        $cos = ($prod_escalar/($modulo1*$modulo2));
        $ang = (Math::Trig::acos($cos))/(Math::Trig::pi/180);
        
        ## 2) determina el signo del angulo diedro
        # calcula vector normal a ambos vectores perpendiculares por producto vectorial
        @normal = ( ($v1[1]*$v2[2])-($v1[2]*$v2[1]) , ($v1[2]*$v2[0])-($v1[0]*$v2[2]) , ($v1[0]*$v2[1])-
($v1[1]*$v2[0]) );
        
        # calcula producto escalar de vector normal y vector del enlace donde se da el angulo
        $signo = ((($p[12]-$p[15])*($normal[0]))+(($p[13]-$p[16])*($normal[1]))+(($p[14]-
$p[17])*($normal[2])));
        if($signo < 0){ $ang=-$ang } # agudo si es positivo
        
        return $ang;
}
 
Figura 4.6: Definición de ángulo diedro, 
figura tomada de http://structuralbioinformatics.com. 
Otras definiciones de estructura secundaria se basan en encontrar patrones de puentes de hidrógeno entre 
grupos  y  del esqueleto peptídico, como por ejemplo hace el software DSSP (Kabsch & Sander, 
1983) de acuerdo con esta definición energética, donde un puente válido debe tener E<-0.5 kcal/mol, 
q1=0.42e y q2=0.20e y  es una distancia interatómica en Angstroms: 
(4.1)
El software STRIDE (Frishman & Argos, 1995) es otro programa para este fin que en experimentos de 
validación mejora las asignaciones de estructura secundaria de DSSP. 
Sin embargo, frecuentemente el problema es todavía más complicado: 
• PROBLEMA: tenemos una secuencia proteica pero no conocemos su estructura 
• SOLUCIÓN PROPUESTA: reconocer en la secuencia segmentos que formen hélices y láminas, y lazos 
para caracterizar su topología o estructura secundaria 
Si definimos un alfabeto simplificado de tres letras para describir la estructura secundaria (H=hélice alfa, 
E=lámina beta y C=coil), hay algoritmos basados en redes neuronales que predicen con una precisión en torno 
al 75% el estado de estructura secundaria a nivel de residuo. Es evidente que se pierde información con este 
alfabeto, pero la estructura inferida puede tener muchas aplicaciones a la hora de diseñar experimentos y 
algoritmos que trabajen sobre la estructura terciaria. 
Hay una buena exposición de este tema en el artículo de Jones (1999), donde se presenta el algoritmo PSIPRED 
y se evalúa la precisión de las asignaciones de estructura secundaria de varias maneras, incluyendo la función: 
(4.2)
 Figura 4.7: Ejemplo de predicción de estructura secundaria 
de PSIPRED (Jones, 1999). 
PSIPRED es aceptado como uno de los mejores predictores, pero hay muchos otros algoritmos de predicción de 
estructura secundaria y la mejor manera de compararlos es por medio de evaluaciones automáticas a ciegas. 
Desgraciadamente iniciativas de este tipo, como LiveBench o EVA, que recolectan datos de distintos algoritmos 
a medida que crece el PDB, son financiadas por poco tiempo y mueren. 
Tras la aparición de los primeros predictores de estructura secundaria empezó a ser evidente que muchas 
proteínas, sobre todo de vertebrados, no tenían aparentemente una estructura ordenada, al menos en ciertos 
estados fisiológicos (ver por ejemplo el repositorio Disprot (Sickmeier et al., 2007)). Hoy sabemos que muchas 
proteínas en general ordenadas pueden contener segmentos desordenados (Lobanov et al., 2010). Como 
resultado se diseñaron predictores para un cuarto estado, el de desorden intrínseco, y se han creado recursos 
para la anotación de estas secuencias como D2P2. 
En el caso de PSIPRED, la evolución es un software de nombre DISOPRED (Ward et al., 2004), que además de 
reconocer elementos de estructura secundaria, estima una probabilidad empírica de que cada aminoácido esté 
desordenado, sin pertenecer a ninguna clase de estructura secundaria. Otros predictores recientes que 
combinan estructura secundaria y otras propiedades son s2D, con una precisión por encima del 80% (Sormanni 
et al., 2014), o SSpro, rayando el %90 en las validaciones de sus autores (Magnan & Baldi, 2014). 
El ejercicio de esta sección consiste en calcular la estructura secundaria de una proteína del Protein Data Bank 
de 3 maneras distintas, con el fin de compararlas: 
• por medio de PSIPRED, que en realidad es un predictor, 
• modificando el programa prog2.2.pl, calculando segmentos de secuencia que tengan el mismo estado 
de estructura secundaria según el diagrama de Ramachandran y 
• por medio del programa STRIDE, simplificando segmentos de estructura secundaria (H=G,H,I; E=E,B y 
C=resto de estados) 
• alinea las estructuras secundarias en alfabeto simplificado de tres letras y describe las diferencias 
observadas 
• (los ejecutables necesarios se encuentran en /home/compu2/algoritmos3D/soft) 
5. Estructura terciaria 
De ahora en adelante nos metemos un poco más en el laberinto de la estructura molecular y dejamos 
definitivamente atrás las representaciones de proteínas o ácidos nucleicos como secuencias lineales, puesto que 
no sirven para capturar las relaciones espaciales entre diferentes partes o elementos de estructura secundaria 
de una misma molécula. 
5.1 Relación entre estructura primaria y terciaria 
En este trabajo de Chothia & Lesk (1986) se analizó por vez primera la relación entre la secuencia y la 
estructura de las proteínas, que se puede resumir en esta figura: 
Figura 5.1: Correlación no lineal entre la conservación de secuencia 
y estructura de las proteínas, tomada de Chothia & Lesk (1986). 
Este artículo pionero publica la observación de que a una determinada conservación entre las secuencias A y B, 
calculada por medio de un alineamiento, le corresponde una mayor o menor divergencia en la comparación de 
sus estructuras terciarias, medida en términos de desviaciones (RMSD) en las posiciones de sus residuos, 
dependiendo de si las mutaciones ocurren en el interior ( core ) o exterior del plegamiento. 
(5.1)
Además, éste y otros trabajos posteriores, como el de Illergard et al. (2009), sugieren que la estructura es una 
propiedad de las proteínas que se conserva en mayor medida que la secuencia durante la historia evolutiva. Lo 
excepcional es encontrar secuencias parecidas con grandes diferencias estructurales (Kosloff & Kolodny, 2008). 
Volveremos a esta observación muy pronto, pero antes quiero hacer hincapié en la correspondencia entre un 
alineamiento de secuencias de proteínas, generalmente obtenido mediante programación dinámica, y la 
superposición de sus estructuras. Tomemos por ejemplo las coordenadas de dos lisozimas del PDB, como 2NWD 
y 1GD6 (2nwd.pdb,1gd6.pdb), y alineemos sus secuencias: 
2nwd   KVFERCELARTLKRLGMDGYRGISLANWMCLAKWESGYNTRATNYNAGDRSTDYGIFQIN 60
1gd6   KTFTRCGLVHELRKHGFEEN---LMRNWVCLVEHESSRDTSKTNTNR-NGSKDYGLFQIN 56
2nwd   SRYWCNDGKTPGAVNACHLSCSALLQDNIADAVACAKRVVRDPQGIRAWVAWRNRCQNRD 120
1gd6   DRYWCSKGASPG--KDCNVKCSDLLTDDITKAAKCAKKIYKR-HRFDAWYGWKNHCQG-- 111
2nwd   VRQYVQGCGV 130
1gd6   SLPDISSC-- 119
Mediante un algoritmo similar al descrito en este trabajo de McLachlan (1979), que hace uso de la 
descomposición en valores singulares, podemos calcular la superposición correspondiente. El siguiente 
programa, que importa el módulo SVD, lo implementa: 
#!/usr/bin/env python
""" prog3.1 Calcula la superposicion en 3D equivalente a un alineamiento de 
secuencia de dos proteinas del PDB. Genera un fichero PDB con la superposicion 
obtenida. """
__author__  = 'Bruno Contreras-Moreira' 
from math import sqrt
import SVD 
# 0) parametros del algoritmo: 
pdb1 = { 'file':'./files/1gd6.pdb', 
        'align':'KTFTRCGLVHELRKHGFEEN---LMRNWVCLVEHESSRDTSKTNTNR-NGSKDYGLFQIN' +
        'DRYWCSKGASPG--KDCNVKCSDLLTDDITKAAKCAKKIYKR-HRFDAWYGWKNHCQG--SLPDISSC--' };
pdb2 = { 'file':'./files/2nwd.pdb', 
        'align':'KVFERCELARTLKRLGMDGYRGISLANWMCLAKWESGYNTRATNYNAGDRSTDYGIFQIN' +
        'SRYWCNDGKTPGAVNACHLSCSALLQDNIADAVACAKRVVRDPQGIRAWVAWRNRCQNRDVRQYVQGCGV' };
        
# 1) subrutinas
def lee_coordenadas_PDB(filename):
        """ Devuelve una lista de residuos, cada uno con las coordenadas de sus atomos. 
        Ejemplo de linea en formato PDB:
        ATOM     42  CA  PHE X   3       6.981  22.274  18.887  1.00  6.72 """
        
        coords = []
        pdbfile = open(filename,'r')
        try:
                res,prev_resID = '',''
                for line in pdbfile:
                        if(line[0:3] == 'TER'): break
                        if(line[0:4] != 'ATOM'): continue
                        resID = line[17:26]
                        if(resID != prev_resID):
                                if(res != ''): coords.append(res)
                                res = line
                        else: res += line       
                        
                        prev_resID = resID
                
                if(res != ''): coords.append(res)               
        finally:
                pdbfile.close() 
        return coords   
def coords_alineadas(align1,coords1,align2,coords2):
        """ Devuelve dos listas de igual longitud con las coordenadas de los atomos CA 
        de los residuos alineados en align1 y align2."""
        
        total1,total2 = -1,-1
        align_coords1,align_coords2 = [],[]
        length = len(align1)
        
        if(length != len(align2)): 
                print "# coords_alineadas: alineamientos tienen != longitud",
                return ([],[])
        
        for r in range(0, length):
                res1 = align1[r:r+1]
                res2 = align2[r:r+1]
                if(res1 != '-'): total1+=1
                if(res2 != '-'): total2+=1
                if(res1 == '-' or res2 == '-'): continue #solo  interesan pares alineados
                align_coords1.append( extrae_coords_atomo(coords1[total1],' CA ') )
                align_coords2.append( extrae_coords_atomo(coords2[total2],' CA ') )
        return (align_coords1,align_coords2)
        
def extrae_coords_atomo(res,atomo_seleccion):
        """ De todas las coordenadas atomicas de un residuo, extrae las de un atomo particular 
        y devuelve una lista con las X, Y y Z de ese atomo."""
        
        atom_coords = []
        for atomo in res.split("\n"):
                if(atomo[12:16] == atomo_seleccion):
                        atom_coords = [ float(atomo[30:38]), float(atomo[38:46]), float(atomo[46:54]) ]
        return atom_coords
        
def calcula_superposicion_SVD(pdbh1,pdbh2,originalPDBname,fittedPDBname,test=False):
        """ Calcula matriz de rotacion que aplicada sobre coords1 minimiza RMSD respecto a coords2
        y crea archivo con formato PDB con la superposicion resultante.
        Emplea el algoritmo de 'Single Value Decomposition' del paquete SVD. """
        
        def calcula_centro(coords):
                centro = [0,0,0]
                for coord in (coords): 
                        for dim in range(0,3): centro[dim] += coord[dim]
                for dim in range(0,3): centro[dim] /= len(coords)
                return centro
   
        def calcula_coordenadas_centradas(coords,centro):
                ccoords,total = [],0
                for coord in (coords): 
                        ccoords.append(coord)
                        for dim in range(0,3): ccoords[total][dim] -= centro[dim]
                        total+=1
                return ccoords
                
        def calcula_coordenadas_rotadas(coords,rotacion):
                rcoords = [0,0,0]            
                for i in range(0,3):               
                        tmp = 0.0
                        for j in range(0,3): tmp += coords[j] * rotacion[i][j]
                        rcoords[i] = tmp
                return rcoords                  
   
        # escribe fichero PDB con coordenadas originales
        pdbfile = open(originalPDBname, 'w')
        print >> pdbfile, "HEADER %s\n" % pdbh1['file'],
        for res in (pdbh1['coords']): print >> pdbfile, res,
        print >> pdbfile, "TER\n",
        print >> pdbfile, "HEADER %s\n" % pdbh2['file'],
        for res in (pdbh2['coords']): print >> pdbfile, res,
        print >> pdbfile, "TER\n",
        pdbfile.close() 
        
        ## prepara coordenadas de atomos CA alineados (equivalentes)
        coords1,coords2 = pdbh1['align_coords'],pdbh2['align_coords']
        centro1 = calcula_centro(coords1) 
        centro2 = calcula_centro(coords2) 
        ccoords1 = calcula_coordenadas_centradas(coords1,centro1) 
        ccoords2 = calcula_coordenadas_centradas(coords2,centro2) 
        
        ## prepara matriz producto para descomposicion matricial SVD matriz = U.Sigma.V
        matriz = [[0,0,0],[0,0,0],[0,0,0]]
        peso = 1.0/len(ccoords1) # todos los residuos cuentan igual
        for i in range(0,3):
                for j in range(0,3):
                        tmp = 0.0
                        for k in range(0,len(ccoords1)): tmp += ccoords1[k][i] * ccoords2[k][j] * peso
                        matriz[i][j]=tmp;
        if(test == True): 
                for i in range(0,3): print "mat %f %f %f\n" % (matriz[i][0],matriz[i][1],matriz[i][2]),         
                        
        ## invoca descomposicion en valores singulares y comprueba matrix/determinante
        [U, Sigma, V] = SVD.svd( matriz )
        if(test==True): 
                for i in range(0,3): print "U %f %f %f\n" % (U[i][0],U[i][1],U[i][2]),
                for i in range(0,3): print "Vt %f %f %f\n" % (V[i][0],V[i][1],V[i][2]),
        
        rotacion = [[0,0,0],[0,0,0],[0,0,0]]
        for i in range(0,3):
                for j in range(0,3):
                        rotacion[i][j]= U[j][0]*V[i][0] + U[j][1]*V[i][1] + U[j][2]*V[i][2]
                                
        ## evalua error de la superposicion
        rmsd = 0.0
        for n in range(0,len(coords1)):
                coords1_rot = calcula_coordenadas_rotadas(ccoords1[n],rotacion)
                for i in range(0,3):
                        desv = ccoords2[n][i]-coords1_rot[i]
                        rmsd += desv*desv
        rmsd /= len(coords1)
        
        ## imprime superposicion de todos los atomos en formato PDB
        pdbfile = open(fittedPDBname, 'w')
        
        # pdb superpuesto, coordenadas rotadas (1)
        print >> pdbfile, "HEADER %s (rotated)\n" % pdbh1['file'],
        print >> pdbfile, "REMARK Rotation matrix:\n",
        for i in range(0,3): print >> pdbfile, "REMARK %f %f %f\n" % \
                                (rotacion[i][0],rotacion[i][1],rotacion[i][2]),
        print >> pdbfile, "REMARK centroid: %f %f %f\n" % (centro1[0],centro1[1],centro1[2]),
        print >> pdbfile, "REMARK partner centroid: %f %f %f\n" % \
                (centro2[0],centro2[1],centro2[2]),
        for res in (pdbh1['coords']): 
                for atomo in res.split("\n"):
                        if(atomo == ''): break
                        atcoords = extrae_coords_atomo(res,atomo[12:16]) 
                        
                        atcoords[0] -= centro1[0] # centralo
                        atcoords[1] -= centro1[1]
                        atcoords[2] -= centro1[2]
                        
                        coords_rot = calcula_coordenadas_rotadas(atcoords,rotacion)
                        
                        # trasladalo al pdb referencia
                        atcoords[0] = centro2[0] + coords_rot[0] 
                        atcoords[1] = centro2[1] + coords_rot[1]
                        atcoords[2] = centro2[2] + coords_rot[2]
                                        
                        print >> pdbfile, "%s%8.3f%8.3f%8.3f%s" % \
                        (atomo[0:30],atcoords[0],atcoords[1],atcoords[2],atomo[54:])    
        print >> pdbfile, "TER\n",      
        
        # pdb de referencia, coordenadas originales (2)
        print >> pdbfile, "HEADER %s\n" % pdbh2['file'],
        for res in (pdbh2['coords']): print >> pdbfile, res,
        print >> pdbfile, "TER\n",
        
        pdbfile.close() 
        
        return sqrt(rmsd)
                                        
# 2) programa principal ###################################################
pdb1['coords'] = lee_coordenadas_PDB( pdb1['file'] )
pdb2['coords'] = lee_coordenadas_PDB( pdb2['file'] )
                
print "# total residuos: pdb1 = %s pdb2 = %s\n" % (len(pdb1['coords']),len(pdb2['coords'])),
(pdb1['align_coords'],pdb2['align_coords']) = coords_alineadas(pdb1['align'],pdb1['coords'],\
                                                pdb2['align'],pdb2['coords'] )
print "# total residuos alineados = %s\n" % (len(pdb1['align_coords'])),
rmsd = calcula_superposicion_SVD(pdb2,pdb1,'original.pdb','align_fit.pdb')
print "\n# coordenadas originales = original.pdb\n# superposicion optima:\n", 
print "# archivo PDB = align_fit.pdb\n# RMSD = %1.2f Angstrom\n" % (rmsd),
Si cambias el alineamiento verás que cambia la superposición, demostrando la importancia que tiene la variable 
'calidad de los alineamientos' si vamos a hacer inferencias estructurales. Sabrías editar el código para replicar 
el algoritmo de superposición de Chothia & Lesk (1986)? 
5.2 Comparación de estructura terciaria entre 
proteínas 
Volviendo a la observación anterior, el hecho de que la estructura terciaria está más conservada que la 
secuencia podemos aprovecharlo para buscar posibles relaciones filogenéticas remotas entre proteínas: 
• PROBLEMA: disponemos de las coordenadas de dos proteínas A y B y queremos calcular cuánto se 
parecen 
• SOLUCIÓN: buscar las subestructuras de máximo tamaño subA y subB que minimizan la distancia entre 
átomos equivalentes 
Repasemos algunos algoritmos para calcular la similitud estructural entre proteínas (hay alguno más en la 
WikipediA): 
• bucle WHILE de alineamiento de secuencia + alineamiento estructural (STAMP) 
• doble programación dinámica (SSAP, más detalles en este enlace) 
• extensión combinatoria de fragmentos alineados localmente (CE) 
• comparación de matrices de contactos (DALI) 
• alineamiento iterativo de fragmentos de backbone hasta converger en subconjunto equivalente óptimo 
(MAMMOTH, TM-ALIGN) 
• superposición de factores de transcripción para inferir el alineamiento correcto de sus sitios cis 
(TFcompare) 
 
Figura 5.2: Alineamiento DALI de matrices de distancias, 
tomado de Holm et al. (2006). 
 
Figura 5.3: Superposiciones de dominios de unión a DNA de factores de transcripción, 
que ponen de manifiesto su mecanismo, no siempre conservado, de reconocimiento 
de sus elementos CIS. Figura tomada de Sebastian & Contreras-Moreira (2013). 
Además de éstos, hay muchos otros programas disponibles para la comparación estructural de proteínas, y 
cada usuario tiene el suyo preferido. A qué se debe esto? La razón es que no existe una definición satisfactoria 
del alineamiento estructural correcto, que es en definitiva la función que todos estos algoritmos tratan de 
optimizar. De hecho, ni siquiera está claro si las taxonomías estructurales clásicas, como SCOP o CATH, son 
compatibles con la evidencia disponible sobre la evolución de los plegamientos ( folds ), que actualmente se 
imagina como un proceso discreto sólo hasta cierto punto (Pascual-García et al., 2009; Sadowski & Taylor, 
2010; Taylor, 2002). Otra complicación adicional es que algunos plegamientos pueden verse como 
permutaciones circulares de elementos de estructura secundaria de otros (Schmidt-Goenner et al., 2010). 
Lo habitual cuando se publica un nuevo método es compararlo con otros preexistentes. Estas comparaciones, si 
están bien hechas y son realmente objetivas, pueden ayudar en la tarea de seleccionar un programa idóneo 
para esta tarea. El algoritmo MAMMOTH (Ortiz et al., 2002), con el que vamos a trabajar, se resume en estos 
pasos: 
1.- From the Calpha trace, compute the unit-vector U-RMS between all pairs of heptapeptides of 
both model and experimental structure. The U-RMS is described in: Kedem, Chew & Elber (1999) 
Proteins 37(4):554-64, and in Chew, Huttenlocher, Kedem & Kleinberg (1999) J.Comp.Biol. 6, 313-
325. This is a measure sensitive to the local structure. 
2.- Use the matrix derived in step 1 to find and alignment of local structures that maximizes the 
local similarity of both the model and the experimental structure. For that, use a global alignment 
method with zero end gaps, as described in Needleman & Wunsch (1970) J.Mol.Biol. 48, 443-453. 
3.- Find the maximum subset of similar local structures that have their corresponding Calphas 
close in cartesian space. "Close" is considered here as a distance less or equal than 4.0 A. The 
method to find this subset is a small variant of the MaxSub algorithm from the Fischer group: Siew, 
Elofsson, Rychlewski & Fischer (2000) Bioinformatics, in press. 
4.- Obtain the probability of obtaining the given proportion of aligned residues (with respect to the 
shortest protein model) by chance. This metric (E-value) is then used as the final score (or the 
corresponding Z-score, both are equivalent for gaussian distri- butions, however the Z-score is a 
more manegable index). In order to obtain this value, an approach similar to that of Levitt & 
Gerstein (1998) PNAS 95, 5913 is used, as described in Abagyan & Batalov (1997) J.Mol.Biol. 273, 
355-368. The E-value estimation is based on extreme-value fitting. In a test set with the SCOP 
database, it shows rather good performance. 
Y ha sido comparado con varios métodos, como se ve en esta figura: 
 
Figura 5.4: Similitud de MAMMOTH con otros algoritmos de comparación de estructura de proteínas, 
incluyendo el criterio de un experto humano (Murzin), tomada de (Ortiz et al., 2002). 
En mi opinión MAMMOTH es junto con DALI y CE de los mejores programas, porque además de generar 
superposiciones y alineamientos satisfactorios, sus medidas numéricas de similitud devuelven valores que se 
ajustan a la evaluación visual que cualquier usuario hace de una superposición. En concreto, MAMMOTH 
devuelve para cada alineamiento una puntuación y su valor esperado asociado ( E-value ), que podemos 
interpretar de manera análoga a los valores esperados de BLAST, superando las limitaciones del RMSD para 
comparar estructuras que solamente se parecen en algunas regiones (Siew et al., 2000). 
Sin embargo, dada la dificultad teórica del problema, hay una gran variedad de software para esta tarea, como 
se muestra en esta lista de la WikipediA. 
Para aprender a hacer alineamientos/superposiciones estructurales, y a interpretarlos, podemos hacer este 
ejercicio: 
• Visita SCOP, elige una clase y selecciona un grupo de 5 estructuras de proteínas que pertenezcan a la 
misma superfamilia, para después 
• descargar los archivos PDB correspondientes,que contienen las coordenadas atómicas, del 
Protein Data Bank y 
• compara al menos una pareja de estructuras con MAMMOTH e inspecciona los archivos de salida 
generados (maxsub_sup.pdb,maxsub_sup2.pdb,rasmol.tcl) 
• (el ejecutable se encuentra en /home/compu2/algoritmos3D/soft/mammoth-1.0-src) 
• Visualiza la superposición generada, con Rasmol (usando la opción -script rasmol.tcl) y con PyMOL 
• Prueba MAMMOTH con el fin de comparar una estructura problema (una de las 5) contra una biblioteca 
de estructuras en formato PDB (las otras 4), como si fuera BLAST. Cuál de las 4 estructuras sería el 
mejor molde o template ) Cuál es el límite esperado de precisión, en términos de RMSD, que 
alcanzaríamos con cada molde? 
• Calcula para algunas de las superposiciones el TM-score, según se define en Zhang & Skolnick (2004). 
5.3 Protein fold recognition 
Al analizar secuencias genómicas frecuentemente encontraremos marcos de lectura (teóricos) que codifican 
para proteínas que aparentemente no se parecen a ninguna otra (llamadas a veces orphans en la literatura), o 
que sólo tienen similitudes obvias con proteínas de función desconocida. Esto puede deberse a que de veras 
son moléculas observadas por primera vez, o como vimos en 5.1, a que la evolución ha conservado en mayor 
grado la estructura y topología de las proteínas homólogas que sus secuencias. 
La segunda posibilidad ha justificado una familia de métodos llamados genéricamente de Fold Recognition (FR), 
que tienen como objeto reconocer a qué tipo de plegamiento (de los conocidos) se debe asignar una secuencia 
problema, especialmente cuando búsquedas más convencionales con BLAST o FASTA han fracasado. 
Históricamente algunos de estos métodos se han llamado de threading , ya que ciertos algoritmos literalmente 
enhebran la secuencia problema en patrones de coordenadas conocidas, normalmente un subconjunto no 
redundante del PDB, para ver si es compatible con alguno. 
 
Figura 5.5: Figura tomada de http://www.bioscience.org 
El problema de FR lo podemos plantear así: 
• PROBLEMA: conocemos la secuencia de una proteína, pero desconocemos su tipo de plegamiento y su 
función 
• SOLUCIÓN PROPUESTA: comparar la secuencia con todos los plegamientos conocidos, calcular el grado 
de parecido/compatibilidad con cada uno de ellos y devolver una lista ordenada 
Se han publicado muchas maneras diferentes de hacer FR: 
• por medio de búsquedas BLAST bidireccionales transitivas (Koretke et al., 2002) 
• representando cada fold por medio de las secuencias conocidas que se pliegan en esa conformación, ya 
sea por medio de perfiles (Gribskov et al., 1987) o modelos de Markov 
• con alineamientos secuencia-perfil o los más sensibles perfil-perfil (Soding, 2005) que son la razón del 
éxito del servidor HHpred 
• usando potenciales estadísticos para evaluar la cercanía de los residuos de una secuencia dado un 
plegamiento (lo que llamamos threading (Jones et al., 1992)) 
• combinando diferentes moldes, alineamientos y algoritmos en estrategias de búsqueda de consenso, 
con la ayuda de métricas fiables como 3D-Jury (Ginalski et al., 2003) 
• partiendo la secuencia problema en fragmentos, como una estrategia divide y vencerás, buscando la 
estructura mas probable para cada fragmento por threading (Wu & Zhang, 2010) 
Probablemente la mejor manera de evaluar objetivamente y elegir un método de FR son los experimentos 
CASP, que miden periódicamente la competencia de los diferentes algoritmos. 
Estas herramientas web son adecuadas para estudiar unas pocas secuencias, pero si queremos hacer un 
experimento de FR a gran escala, entonces buena idea instalar localmente el software elegido, como por 
ejemplo hh-suite, el software que da vida a HHpred. 
El siguiente programa es un prototipo de alineamiento perfil-perfil que usa además predicciones de estructura 
secundaria (ver figura 4.7) para guiar el alineamiento. Es un algoritmo de programación dinámica, que puedes 
comprender mejor con ayuda del Sequence Alignment Teacher (Ibarra & Melo, 2010). 
Para probarlo necesitaras descargar los archivos de entrada (1ngk_A.pssm,1s69_A.pssm, 
1ngk_A.psipred,1s69_A.psipred): 
#!/usr/bin/perl -w
# programa 3.2 algoritmo de alineamiento global perfil-perfil
# Bruno Contreras-Moreira
use strict;
my %AAORDER = ('A',1,'R',2,'N',3,'D',4,'C',5,'Q',6,'E',7,'G',8,'H',9,'I',10,'L',11,
                'K',12,'M',13,'F',14,'P',15,'S',16,'T',17,'W',18,'Y',19,'V',20);
my $GAPCOST = -8; # coste de un gap 
my $SSBONUS = 2;  # premio por igual estructura secundaria
## -1) archivos de entrada
my $perfil1 = './files/1ngk_A.pssm'; # perfil generado con PSI-BLAST
my $perfil2 = './files/1s69_A.pssm'; 
my $SS1     = './files/1ngk_A.psipred'; # estructura secundaria predicha con PSIPRED
my $SS2     = './files/1s69_A.psipred'; 
print "# $0 input: $perfil1 $perfil2 $SS1 $SS2 params: $GAPCOST $SSBONUS\n\n";
## 0) define variables y lee perfiles 
my ($ID,$total,$gaps,@matrix,$l1,$l2,$i,$j,$aa1,$aa2,$par) = (0,0,0);
my ($align1,$align2,$ss1,$ss2,$ruler,$gapi,$gapj,$score) = ('','','','','');
my ($seq1,@perfil1) = lee_perfil($perfil1);
my ($seq2,@perfil2) = lee_perfil($perfil2);
my @SS1 = lee_SS($SS1);
my @SS2 = lee_SS($SS2);
$l1 = length($seq1);
$l2 = length($seq2); 
## 1) define e inicia matriz de programacion dinamica
# http://es.wikipedia.org/wiki/Algoritmo_Needleman-Wunsch
for($j=0;$j<=$l1;$j++){ $matrix[0][$j]{'score'} = $j * $GAPCOST; }
for($i=0;$i<=$l2;$i++){ $matrix[$i][0]{'score'} = $i * $GAPCOST; }
## 2) rellena la matriz fila a fila
for($i=1;$i<=$l2;$i++) 
{
        for($j=1;$j<=$l1;$j++) 
        {
                $score = evalua_par($perfil1[$j-1],$perfil2[$i-1]);
                if($SS1[$j-1] eq $SS2[$i-1] && $SS2[$i-1] ne 'C'){ $score += $SSBONUS }
                
                # calcula 3 posibles scores: diagonal y gaps
                $par = $matrix[$i-1][$j-1]{'score'} + $score;
                $gapi = $matrix[$i-1][$j]{'score'} + $GAPCOST;
                $gapj = $matrix[$i][$j-1]{'score'} + $GAPCOST;
                
                ($matrix[$i][$j]{'score'},$matrix[$i][$j]{'dir'}) = max($par,$gapi,$gapj);
        }
}
## 3) reconstruye alineamiento
($i,$j) = ($l2,$l1); 
$score = $matrix[$i][$j]{'score'};
while (1) 
{
    last if(!$matrix[$i][$j]{'dir'});
     
    if ($matrix[$i][$j]{'dir'} eq 'diagonal') 
    {
        $i--; $j--;
        $aa1 = substr($seq1,$j,1);
        $aa2 = substr($seq2,$i,1);
        $align1 = $aa1 . $align1;
        $align2 = $aa2 . $align2;
        $ss1    = $SS1[$j] . $ss1;
        $ss2    = $SS2[$i] . $ss2;
        if($aa1 eq $aa2)
        { 
                $ID++; 
                $ruler = '|' . $ruler;
        }
        else{ $ruler = ' ' . $ruler; }
        $total++;
    }
    elsif($matrix[$i][$j]{'dir'} eq 'gapj') 
    {
        $align1 = substr($seq1,$j-1,1) . $align1;
        $align2 = '-' . $align2;
        $ss1    = $SS1[$j-1] . $ss1;
        $ss2    = '-' . $ss2;
        $ruler = ' ' . $ruler;
        $j--;
    }
    else 
    {
        $align1 = '-' . $align1;
        $align2 = substr($seq2,$i-1,1) . $align2;
        $ss1    = '-' . $ss1;
        $ss2    = $SS2[$i-1] . $ss2;
        $ruler = ' ' . $ruler;
        $i--;
        $gaps++; # en secuencia1
    }   
}
print "# identical aligned residues = $ID/$total gaps = $gaps score = $score\n";
print "$perfil1\n$ss1\n$align1\n$ruler\n$align2\n$ss2\n$perfil2\n";
#####################################################
# lee fichero PSSM generado por PSI-BLAST con opcion -Q
sub lee_perfil
{
        my ($PSSMfile) = @_;
         
        my ($secuencia,@perfil,$col,$aa,$weights) = ('');
        # 1 K   -4  2 -3 -3 -6  6  1 -5 -3 -6 -5  4 -4 -6  5 -3 -4 -6 -5 -5     
        open(PSSM,$PSSMfile) || die "# lee_perfil: no puedo leer $PSSMfile\n";
        while(<PSSM>)
        {
                if(/^\s+(\d+)\s+(\w)\s+(.+?)\n/)
                {
                        ($col,$aa,$weights)=($1,$2,$3); 
                        $col -= 1; # cuenta desde 0
                        push(@{$perfil[$col]},$aa); # posicion 0: secuencia
                        push(@{$perfil[$col]},(split(/\s+/,$weights))); # pos 1..20: pesos
                        $secuencia .= $aa;
                }
        }
        close(PSSM);
        return ($secuencia,@perfil);    
}
    
# evalua una pareja de aminoacidos consultando su vector de pesos/sustituciones
# usa global: %AAORDER
sub evalua_par
{
        my ($pssv1,$pssv2) = @_;
        
        my $score1 = $pssv2->[$AAORDER{$pssv1->[0]}];
        my $score2 = $pssv1->[$AAORDER{$pssv2->[0]}];
        return sprintf("%1.2f",($score1+$score2)/2);
}
# lee fichero de prediccion de estructura secundaria generado con PSIPRED
sub lee_SS
{
        my($SSfile) = @_;
        
        my (@SS);
        #Pred: CCHHHHHCCHHHHHHHHHHHHHHHHCCHHHHHHCCCCCHHHHHHHHHHHHHHHHCCCCCC
        open(PSIPRED,$SSfile) || die "# lee_SS: no puedo leer $SSfile\n";
        while(<PSIPRED>)
        {
                if(/^Pred: (\w+?)\n/){ push(@SS,(split(//,$1))); }
        }
        close(PSIPRED);
        return (@SS);    
}       
sub max
{
        my ($par,$gapi,$gapj) = @_;
        
        if($gapi>$gapj && $gapi>$par){ return($gapi,'gapi'); }
        elsif($gapj >= $par && $gapj >= $gapi){ return($gapj,'gapj'); }
        else{ return($par,'diagonal'); }
}                       
5.4 Modelado de proteínas por homología 
Con las herramientas que hemos estado manejando ya estamos preparados para modelar proteínas. En este 
contexto modelar significa hacer una predicción de cómo se disponen los átomos de una proteína conocida su 
secuencia, con el fin de estudiar su función molecular, su historia evolutiva o, si el modelo es bueno, diseñar o 
muestrear ligandos e incluso calcular sus afinidades (Singh & Dominy, 2010). Asimismo este tipo de modelos se 
usan mucho para estudiar el efecto de mutaciones puntuales (Kellogg et al., 2011). 
• PROBLEMA: disponemos de la secuencia de una proteína A y quisiéramos conocer, aunque esa de 
manera aproximada, su estructura tridimensional 
• SOLUCIÓN PROPUESTA: estimar coordenadas cartesianas para la mayoría de los átomos de A, en base 
a la estructura conocida de proteínas similares, que llamamos moldes, templados o templates 
Esta metodología se llama modelado comparativo o por homología y se describe en profundidad en este artículo 
de Fiser & Sali (2003). Hay fundamentalmente dos estrategias, que en general requieren alineamientos entre la 
secuencia problema y los posibles moldes: 
• ensamblado de fragmentos rígidos obtenidos de estructuras similares alineadas (SWISS-MODEL, 
ROBETTA, 3D-JIGSAW o MEDELLER para proteínas transmembrana). 
• modelado por satisfacción de restricciones (distancias, ángulos, potenciales) moleculares extraídas de 
bases de datos y estructuras similares (moldes) alineadas (MODELLER,RAPPER) 
El algoritmo genérico de modelado comparativo puede dividirse en varios pasos, ilustrados en la figura 5.7: 
• 1. Identificar dominios  en la secuencia  que queremos modelar. 
• 2. Buscar y alinear estructuras molde  que nos sirvan para modelar uno o más dominios de . 
• 3. Para cada dominio  modelable: 
• 3.1. Refinar el alineamiento local de cada segmento alineado del molde. 
• 3.2. Tomar las coordenadas peptídicas (o descriptores moleculares) de la estructura molde 
alineada. 
• 3.3. Copiar los rotámeros de las cadenas laterales de los aminoácidos conservados en el 
alineamiento. 
• 3.4. Modelar los rotámeros de los residuos que mutan, con ayuda de una biblioteca. 
 
Figura 5.6: Ángulos que definen los 
rotámeros de las cadenas laterales. 
• 3.4. Añadir los segmentos, normalmente loops , correspondientes a gaps en la secuencia 
alineada del molde. 
• 3.5. Refinar 1 ó más modelos completos  con el objeto de eliminar errores obvios de 
estructura, como impedimentos o choques estéricos. 
• 3.6. Evaluar los modelos  y estimar su calidad, por medio de aplicaciones como Verify3D o 
FiltRest3D. 
El paso 2 es el más determinante sobre la calidad del modelo y de hecho marca el techo de precisión de la 
metodología (Contreras-Moreira et al., 2005). Es además un paso crítico en el sentido de que si el alineamiento 
 es malo, el modelo resultante será malo, como ya vislumbramos en la sección 5.1. Para modelos 
complicados será necesario explorar diferentes combinaciones de moldes y alineamientos para encontrar la 
mejor solución. 
Con el objeto de explicar en mayor detalle el algoritmo, el siguiente código implementa los pasos 3.1 y 3.2, 
quizás los más fundamentales tras el el paso 2. El programa usa como ejemplo secuencias y estructuras ya 
utilizadas en el apartado 5.1 (1gd6.pdb): 
#!/usr/bin/env python
""" prog3.3 Construye un modelo sin gaps ni rotameros una secuencia problema (query) 
en base a las coordenadas del model (pdb2) en base a un alineamiento. 
Genera un fichero PDB con el modelo comparativo resultante."""
__author__  = 'Bruno Contreras-Moreira' 
from math import exp
# 0) parametros del algoritmo: 
query = { 'align':'KVFERCELARTLKRLGMDGYRGISLANWMCLAKWESGYNTRATNYNAGDRSTDYGIFQIN' +
        'SRYWCNDGKTPGAVNACHLSCSALLQDNIADAVACAKRVVRDPQGIRAWVAWRNRCQNRDVRQYVQGCGV' };
molde = { 'file':'./files/1gd6.pdb', 
        'align':'KTFTRCGLVHELRKHGFEEN---LMRNWVCLVEHESSRDTSKTNTNR-NGSKDYGLFQIN' +
        'DRYWCSKGASPG--KDCNVKCSDLLTDDITKAAKCAKKIYKR-HRFDAWYGWKNHCQG--SLPDISSC--' };
# 1) subrutinas
def lee_coordenadas_PDB(filename):
        """ Devuelve una lista de residuos, cada uno con las coordenadas de sus atomos. 
        Ejemplo de linea en formato PDB:
        ATOM     42  CA  PHE X   3       6.981  22.274  18.887  1.00  6.72 """
        
        coords = []
        pdbfile = open(filename,'r')
        try:
                res,prev_resID = '',''
                for line in pdbfile:
                        if(line[0:3] == 'TER'): break
                        if(line[0:4] != 'ATOM'): continue
                        resID = line[17:26]
                        if(resID != prev_resID):
                                if(res != ''): coords.append(res)
                                res = line
                        else: res += line       
                        
                        prev_resID = resID
                
                if(res != ''): coords.append(res)               
        finally:
                pdbfile.close() 
        return coords   
def copia_coords_alineadas(align1,align2,coords_molde,PDBname):
        """ Devuelve:
        1) una lista con las coordenadas de coords_molde 
        que se pueden copiar segun el alineamiento align1,align2. 
        2) una estimacion del RMSD segun la curva RMSD(A) = 0.40 e^{l.87(1-ID)} 
        de  Chothia & Lesk (1986) """
        
        aanames = { "A":"ALA","C":"CYS","D":"ASP","E":"GLU","F":"PHE","G":"GLY",
                "H":"HIS","I":"ILE","K":"LYS","L":"LEU","M":"MET","N":"ASN","P":"PRO",
                "Q":"GLN","R":"ARG","S":"SER","T":"THR","V":"VAL","W":"TRP","Y":"TYR" }
        rmsd,identical = 0,0
        total1,total2,total_model = -1,-1,0
        length = len(align1)
        
        if(length != len(align2)): 
                print "# copia_coords_alineadas: alineamientos tienen != longitud",
                return []
        
        pdbfile = open(PDBname, 'w')
        print >> pdbfile, "HEADER comparative model\nREMARK alignment:\n",
        print >> pdbfile, "REMARK query   : %s\n" % (align1),
        print >> pdbfile, "REMARK template: %s\n" % (align2),
        
        for r in range(0, length):
                conserved = False
                res1 = align1[r:r+1]
                res2 = align2[r:r+1]
                if(res1 != '-'): total1+=1
                if(res2 != '-'): total2+=1
                if(res1 == '-' or res2 == '-'): continue # salta los gaps
                total_model += 1.0;
                if(res1 == res2): 
                        conserved = True
                        identical += 1.0
                for atomo in coords_molde[total2].split("\n"):
                        if(atomo == ''): break
                        if(atomo[12:16] == ' CA ' or atomo[12:16] == ' C  ' or \
                                atomo[12:16] == ' N  ' or atomo[12:16] == ' O  ' \
                                or conserved):
                                print >> pdbfile, "%s%s%s%4d%s" % \
                                (atomo[0:17],aanames[res1],atomo[20:22],total1+1,atomo[26:])    
                
        print >> pdbfile, "TER\n",
        pdbfile.close() 
        
        rmsd = 0.40 * exp(1.87*(1-(identical/total_model)))
        identical = (identical/total_model)
        
        return (total_model,identical,rmsd)
        
# 2) programa principal 
molde['coords'] = lee_coordenadas_PDB( molde['file'] )
                
print "# total residuos en estructura molde : %s\n" % (len(molde['coords'])),
(long_modelo,identidad,rmsd) = copia_coords_alineadas(query['align'],
                                molde['align'],molde['coords'],'modelo.pdb' )
print "# archivo PDB = modelo.pdb longitud modelo (residuos) = %d \n" % long_modelo,
print "# identidad = %1.0f%% RMSD estimado = %1.2f ansgtrom\n" % (100*identidad,rmsd),
Como en otros campos de la biología computacional, el repertorio de software para modelar proteínas es muy 
extenso, y constantemente incluye nuevas herramientas que sustituyen a otras que envejecen. Un buen punto 
de partida para elegir la mejor solución son los rankings que actualiza cada dos años CASP, aunque 
probablemente los programas de modelado preferidos por los usuarios son probablemente SWISS-MODEL en la 
web y MODELLER como instalable. 
 
Figura 5.7: Algoritmo genérico de modelado comparativo, 
tomado de Fiser & Sali (2003). 
En la práctica podemos hacer nuestros modelos por homología, con la opción de controlar todos los pasos del 
procedimiento, por medio del programa MODELLER (Sali & Blundell, 1993), disponible sin costo para usuarios 
académicos. El programa tiene múltiples posibilidades, pero en este ejemplo nos centramos en el caso más 
sencillo de cómo hacer un modelo a partir de un sólo molde o template , estimando su calidad del modelo por 
medio de la función DOPE (Shen & Sali, 2006): 
• Secuencia problema: FNR, regulador transcripcional de Escherichia coli . 
• Busca, por ejemplo usando PSI-BLAST, secuencias similares (probablemente homólogas) cuya 
estructura esté en el PDB (moldes o templates ). 
• Para cada uno de los templates interesantes sigue estos pasos: 
• descarga el fichero de coordenadas del PDB y extrae la secuencia S contenida en los campos 
ATOM 
• alinea la secuencia S de las coordenadas con la secuencia problema (FNR, por ejemplo con 
clustal o usando el mismo alineamiento de BLAST) y crea un archivo con extensión .ali con 
este formato, donde structureX es el molde, sequence es la secuencia problema o query y los 
demás campos definen el rango de residuos alineados del template , y su resolución: 
C; Alineamiento de muestra en formato PIR
>P1;1PDB
structureX:1PDB:1    :A:106  :A:nombre_template:: 1.90: 
AFVVTDNCIKCKYTDCVEVCPVDCFYEGPNFLVIHPDECIDCALCEPECPAQAIFSEDEVPEDMQEFIQLNAELA
EVWPNITEKKDPLPDAEDWDGVKGKLQHLER*
>P1;query
sequence:query:::::::0.00: 0.00
AYVINDSC--IACGACKPECPVNIIQGS--IYAIDADSCIDCGSCASVCPVGAPNPED-----------------
-------------------------------*
• genera un guión o script para MODELLER como guion_nombre_template.py: 
from modeller.automodel import *   
log.verbose()    
env = environ() 
# 1) directorio donde se encuentran los ficheros con coordenadas de moldes/templates, 
# con extension .pdb,.atm,.ent
env.io.atom_files_directory = './templates/'
# 2) prepara el modelado
a = automodel(env,
              alnfile  = 'alineamiento.ali',  # fichero con el alineamiento
              knowns   = '1PDB',              # nombre del template como aparece en alnfile
              sequence = 'query',             # nombre de secuencia problema como aparece en 
alnfile
                  assess_methods=(assess.DOPE))      
a.starting_model= 1                           # define cuantos modelos diferentes quieres
a.ending_model  = 2                 
                                  
# 3) accion! 
a.make()
• ahora ejecuta MODELLER (por ejemplo poniendo en el terminal: $ mod9v8 guion_template.py 
y al terminar revisa guion_nombre_template.log para comprobar la evaluación empírica del 
modelo o modelos obtenidos 
5.5 Modelado de proteínas por predicción de 
contactos 
En la sección 5.2 mencionamos por primera vez en este documento las matrices de contactos, que resumen en 
forma matricial los contactos observados entre los residuos de una secuencia en su estructura terciaria. Es 
habitual que las matrices de contactos o contact maps se calculen excluyendo los contactos entre residuos 
inmediatamente vecinos. La siguiente figura muestra de qué manera se replejan los elementos de estructura 
secundaria en una matriz de contactos, donde los ejes son los residuos ordenados por su posición en la 
secuencia. 
 Figura 5.8: Elementos de estructura secundaria en una 
matriz de contactos. Figura tomada de 
http://en.wikipedia.org/wiki/Protein_contact_map. 
Esta manera de condensar una estructura terciaria es literalmente el fundamento de la resolución de 
estructuras por NMR (ver sección 1.4), donde las observaciones experimentales de partida son esencialmente 
contactos atómicos entre residuos. Además, las matrices de contactos han sido durante mucho tiempo una 
fuente de inspiración de métodos de predicción estructural, con la idea subyacente de 'si somos capaces de 
predecir con información evolutiva qué residuos de una secuencia contactan, entonces podremos resolver su 
estructura' (Gobel et al., 1994; de Juan et al., 2013). 
La información evolutiva en cuestión es normalmente un alineamiento múltiple de secuencias homólogas, que 
se espera capturen de forma implícita las limitaciones que impone la estructura terciaria de un dominio a las 
sustituciones de aminoácidos que contactan. La función matemática que se emplea habitualmente para estudiar 
esto es la información mutua (MI), que mide la dependencia entre dos variables, en este caso columnas de un 
alineamiento. 
 
Figura 5.9: Definición de mutaciones correlacionadas en columnas de un alineamiento. 
Figura tomada de Marks et al. (2011). 
Por tanto, el problema de la predicción de contactos se puede plantear así: 
• PROBLEMA: conocemos la secuencia de una proteína y la de muchos homólogos 
• SOLUCIÓN PROPUESTA: alineamos las secuencias y buscamos posiciones que muestren evidencia de 
coevolución 
El algoritmo EVfold, publicado originalmente en (Marks et al., 2011), emplea estos elementos para hacer 
predicciones de contactos de alta calidad, ya que por primera vez es capaz de distinguir entre posiciones de la 
secuencia que directamente contactan de las que correlacionan simplemente porque contactan con un mismo 
residuo. Usando su terminología, MI es un modelo 'local' de probabilidad de concactos, que ellos son capaces de 
corregir y convertir en un modelo 'global' usando conceptos de la mecánica estadística y la maximización de la 
entropía. 
 
Figura 5.10: Definición de contactos entre residuos y correlaciones directas y transitivas. 
Figura tomada de Marks et al. (2012). 
 
Figura 5.11: Matrices de contactos obtenidos con modelos locales y globales y 
coincidencia con los observados en una estructura cristalina. 
Figura tomada de Marks et al. (2012). 
La siguiente figura muestra el diagrama de flujo completo del método EVfold, que ha sido posteriormente 
adaptado para proteínas transmembrana (Hopf et al., 2012) y también para complejos cuaternarios (Hopf 
et al., 2014): 
 Figura 5.12: Algoritmo de plegamiento de proteínas en base a observaciones 
de mutaciones correlacionadas, que se transforman en predicciones de contactos, 
tomado de Marks et al. (2012). 
La siguiente figura muestra los resultados de la validación de EVfold sobre un conjunto de 15 secuencias: 
Figura 5.13: Figura tomada de Marks et al. (2011). 
Para poner en práctica estos algoritmos sugiero hacer este ejercicio: 
• Visita UniProt, elige una proteína y extrae su secuencia S. 
• Busca secuencias similares a S y guárdalas en un archivo. 
• Calcula un alineamiento múltiple A que incluya a S con sus homólogos, elimina las secuencias muy 
cortas y guarda el resultado en un fichero FASTA. 
• Con ayuda de los métodos suplementarios de Marks et al. (2011) modifica el código fuente del 
programa 3.4 para calcular el peso de las secuencias en base a su identidad y sumar pseudoconteos y 
de esa manera calcular con mayor precisión MI en tu alineamiento A. Hay también codigo fuente 
disponible en http://evfold.org/evfold-web/code.do. 
• Construye un modelo 3D para S. 
• Edita el archivo PDB del modelo y marca algunas parejas de residuos con valores altos de MI. Para ello 
puedes usar la columna del factor B, dejando a '00.00' el resto de residuos. 
• Visualiza el modelo editado y discute los resultados obtenidos. 
#!/usr/bin/perl -w
# prog3.4 
# Bruno Contreras-Moreira
# prototype of Mutual Information (MI) among columns of FASTA multiple alignment,
# partial version of that formulated in doi:10.1371/journal.pone.0028766
use strict;
$|=1;
use constant NAME => 0;
use constant SEQ  => 1;
my ($length,$last_seq,$seq,$posi,$posj,$tot,$aai,$aaj,$aapair,$i,$j) = (0,0);
my ($alphabet_size,$term,$MI,@MSA,@freq,@cofreq,@aas,%valid_aas) = (0);
# define accepted alignment chars (sorted, gaps + standard amino acids)
@aas = qw( - A C D E F G H I K L M N P Q R S T V W Y );
$alphabet_size = scalar(@aas);
foreach $aai (@aas){ $valid_aas{$aai} = 1 }
#################################################################################
my $inMSA = $ARGV[0] || die "# usage: $0 <alignment.faa>\n";
my $fasta_ref = read_FASTA_file_array($inMSA);
$last_seq = $#{$fasta_ref};
# fill @MSA matrix with sequence of each input sequence
foreach $seq ( 0 .. $last_seq )
{
        if($length > 0 && length($fasta_ref->[$seq][SEQ]) != $length)
        {
                die "# $0 : input aligned sequences     differ in length\n";
        }
        else{ $length = length($fasta_ref->[$seq][SEQ]) }
        
        push(@MSA,[ split(//,$fasta_ref->[$seq][SEQ]) ]);
}       
printf("# alphabet(%d): %s\n",$alphabet_size,join(',',@aas));
printf("# total sequences: %d (in %s)\n",$last_seq+1,$inMSA);
printf("# alignment length: %d\n",$length);
# calculate amino acid frequency per position/column
print "# estimating amino acid frequencies per position...\n";
foreach $posi ( 0 .. $length-1)
{
        my %counts;
        $tot = 0;
        foreach $seq ( 0 .. $last_seq )
        {
                $aai = $MSA[$seq][$posi];
                next if(!$valid_aas{$aai}); # skip undefined residues
                $counts{$aai}++; 
                $tot++;
        }
        
        foreach $aai (@aas){ $freq[$posi]{$aai} = ($counts{$aai}) ? $counts{$aai}/$tot : 0 }
}
# calculate occurrence of pairs of residues on positions i,j
print "# estimating co-occurring frequencies over all pairs of positions...\n";
foreach $posi ( 0 .. $length-1)
{
        foreach $posj ( $posi+1 .. $length-1)
        {
                my %counts;
                $tot = 0;
                foreach $seq ( 0 .. $last_seq )
                {
                        $aai = $MSA[$seq][$posi];
                        next if(!$valid_aas{$aai});
                
                        $aaj = $MSA[$seq][$posj];
                        next if(!$valid_aas{$aaj});
                        
                        if($aai lt $aaj){ $aapair = $aai.$aaj }
                        else{ $aapair = $aaj.$aai }
                
                        $counts{$aapair}++; 
                        $tot++;
                }       
                
                foreach $i (0 .. $#aas)
                {
                        $aai = $aas[$i];
                        foreach $j ($i .. $#aas)
                        { 
                                $aaj = $aas[$j];
                                $aapair = $aai.$aaj;    
                                $cofreq[$posi][$posj]{$aapair} = ($counts{$aapair}) ? $counts{$aapair}/$tot : 0; 
                        }
                }                       
        }
}       
# calculate mutual information of columns i,j
print "# calculating MI over all pairs of positions...\n";
print "# i\tj\tMI\n";
foreach $posi ( 0 .. $length-1)
{
        foreach $posj ( $posi+1 .. $length-1)
        {
                $MI = 0;
                foreach $i (0 .. $#aas)
                {
                        $aai = $aas[$i];
                        next if(!$freq[$posi]{$aai});
                        
                        foreach $j ($i .. $#aas)
                        {
                                $aaj = $aas[$j];
                                next if(!$freq[$posj]{$aaj});
                                
                                $aapair = $aai.$aaj;
                                next if(!$cofreq[$posi][$posj]{$aapair});
                                
                                $term = $cofreq[$posi][$posj]{$aapair} *
                                        log($cofreq[$posi][$posj]{$aapair} / 
                                                ($freq[$posi]{$aai}*$freq[$posj]{$aaj}));
                                                
                                $MI += $term;   
                        } 
                } 
        
                printf("%d\t%d\t%1.5f\n",$posi+1,$posj+1,$MI) if($MI > 0);
        }
}               
sub read_FASTA_file_array
{
        # in FASTA format
        # returns a reference to a 2D array for 2 secondary indexes: NAME,SEQ
        # first valid index (first sequence) is '0'
        # '.' gaps are convert t '-', sequences to upper-case
         
        my ( $infile ) = @_;
        my ($n_of_sequences,@FASTA,$name,$seq,$magic) = (-1);
        # check input file format and open it accordingly 
        open(INFILE,$infile) || die "# read_FASTA_sequence_array: cannot read $infile, exit\n";
        sysread(INFILE,$magic,2);
        close(INFILE);
        if($infile =~ /\.gz$/ || $magic eq "\x1f\x8b") # GZIP compressed input
        {
                if(!open(FASTA,"gzip -dc $infile |"))
                {
                        die "# read_FASTA_sequence_array: cannot read GZIP compressed $infile $!\n"
                                ."# please check gzip in installed\n";
                }                               
   } 
        else{ open(FASTA,"<$infile") }
        while(<FASTA>)
        {       
                next if(/^$/ || /^#/);
                if(/^\>(.*?)[\n\r]/)
                {
                        $n_of_sequences++; # first sequence ID is 0
                        $name = $1; 
                        $FASTA[$n_of_sequences][NAME] = $name;
                }
                elsif($n_of_sequences>-1)
                {
                        $_ =~ s/\n//g;
                        $_ =~ s/\./-/g; 
                        $FASTA[$n_of_sequences][SEQ] .= uc($_); 
                }       
        }
        close(FASTA);
         
        return \@FASTA;
}5.6 Mutaciones puntuales de proteínas 
Un problema que se presenta con cada vez mayor frecuencia desde que llegaron las tecnologías de 
ultrasecuenciación es el de estimar el fenotipo molecular de una mutación, por ejemplo un SNP observado en 
un paciente, que cambia la secuencia de aminoácidos de una proteína. Esto es necesario porque hay muchos 
más genotipos que fenotipos observados, y porque cuánto más se secuencia se hace patente que los individuos 
de una especie son portadores de múltiples mutaciones de diferente naturaleza (Peterson et al., 2013). Esto 
recuerda un poco a los resultados de Chothia & Lesk (1986), presentados en la sección 5.1, que ya observaron 
que los efectos de las mutaciones sobre la estructura (y por tanto la función) dependen en parte de dónde se 
produzcan. No tiene el mismo efecto cambiar un aminoácido enterrado que uno en un loop , o uno que 
coevoluciona con otro de un lazo vecino. Del mismo modo, una sustitución en el interior de una hélice no se 
puede comparar con la eliminación de un residuo catalítico (Berrondo & Gray, 2011) o de otro clave para 
interaccionar con otras proteínas (de Juan et al., 2013). 
 
Figura 5.14: Grafo de la interfaz entre una histona-deacetilasa (en rojo) 
y tres parejas distintas, tomado de Cukuroglu et al. (2014). 
 Figura 5.15: Frecuencias de sustitución de aminoácidos en enfermedades 
humanas, tomadas de Peterson et al. (2013).
Como se muestra en la figura 5.16, hay una gran variedad de métodos para la inferencia del fenotipo molecular 
de mutaciones puntuales en proteínas, y solamente algunos usan información estructural. Probablemente el 
más universal de todos sea SIFT (Kumar et al., 2009), que usa como evidencia la historia evolutiva de cada 
familia de proteínas, que integra entre otras cosas determinantes estructurales siempre y cuando haya 
suficientes secuencias homólogas conocidas (Saunders & Baker, 2002). Sin embargo, como ocurre a menudo 
en biología computacional, no es sencillo averiguar a partir de un análisis de la literatura qué métodos son 
mejores. Hay que probarlos y escoger, y entre los disponibles haya cada vez más alternativas que hacen un uso 
explícito de información estructural, en concreto del contexto del residuo sustituido, como PolyPhen-2 
(Adzhubei et al., 2010), SusPect (Yates et al., 2014) o mCSM (Pires et al., 2014). 
 
Figura 5.16: Clasificación de métodos de inferencia de fenotipos de mutaciones no sinónimas, 
tomada de Peterson et al. (2013). 
 
Figura 5.17: Comparación del rendimiento de SusPect prediciendo mutaciones 
humanas deletéreas frente a otros predictores, tomada de (Yates et al., 2014). 
Para explorar la predicción de fenotipos de mutaciones no sinónimas planteo este ejercicio: 
• Visita una base de datos de mutantes, como OMIM, y elige una proteína P (ejemplo: OPCML). 
• Obtén la secuencia silvestre de aminoácidos S y al menos otra M con una mutación deletérea. 
• Construye un modelo comparativo de M y S. 
• Haz predicciones de fenotipo para S y M con ayuda, por ejemplo, de: SIFT, PolyPhen-2 y SusPect. 
• Compara las predicciones obtenidas e interprétalas a la luz de las estructuras modeladas. Qué 
limitaciones del modelado comparativo afloran? 
6. Estructura cuaternaria 
6.1 Interfaces moleculares 
El mismo tipo de análisis que hicieron Chothia & Lesk (1986) sobre la relación entre la conservación de 
secuencia y estructura en las proteínas, resumido en la figura 5.1, se ha aplicado posteriormente al estudio de 
las interfaces moleculares. Por ejemplo, Aloy & Russell (2002) analizaron la conservación de las interfaces entre 
proteínas, mientras otros hemos estudiado las interfaces proteína-DNA, encontrando tendencias análogas 
(Contreras-Moreira & Collado-Vides, 2006): 
 Figura 6.1: Interfaz entre dos proteínas y su conservación a nivel de secuencia, 
tomada de Aloy & Russell (2002). 
 
Figura 6.2: Relación entre la conservación de secuencia y estructura 
en las interfaces entre proteínas, tomada de http://www.russell.embl.de/simint. 
 . 
Figura 6.3: Relación entre la conservación de secuencia y estructura 
en las interfaces entre proteínas (P) y ácidos nucleicos (N), 
tomada de Contreras-Moreira & Collado-Vides (2006) 
Estas observaciones pueden resumirse en esta generalización: proteínas con secuencias parecidas suelen dar 
lugar a interfaces similares. Los algoritmos que vamos a ver en esta sección, que se justifican (al menos en 
parte) por estas observaciones, se han aplicado para el diseño de proteínas y sus interfaces, puesto que 
muchas de sus funciones conocidas dependen de interacciones con otras moléculas. Su diagrama de flujo 
genérico podría ser éste: 
 
Figura 6.4: Protocolo genérico de diseño de proteínas. 
De todas maneras hay que ser conscientes de que no deja de ser una simplificación centrarse solamente en la 
interfaz, pues sabemos que a veces los cambios en zonas lejanas de la proteína son más importantes para su 
función biológica, por ejemplo entre factores de transcripción parálogos (Hudson et al., 2016). 
6.2 Optimización de cadenas laterales en 
interfaces 
En ocasiones podemos asumir que el esqueleto peptídico de una proteína no va a variar mucho al cambiar su 
secuencia, en particular cuando la similitud global de secuencia es alta. Si se cumple esta condición es posible 
tratar de optimizar una secuencia de aminoácidos con el fin de modificar su estabilidad, su actividad enzimática 
o su especificidad. Por ejemplo, en este artículo de Reina et al. (2002), los autores rediseñan una proteína para 
cambiar su afinidad por un ligando. En este caso, el algoritmo de diseño se basa en sustituir(mutar) de manera 
exhaustiva ciertas posiciones de la secuencia, por medio de una biblioteca de rotámeros, que son 
posteriormente evaluadas. 
 
Figura 6.5: Diagrama mostrando los rotámeros más importantes 
para el reconocimiento PDZ-péptido, tomado de Reina et al. (2002). 
Para entender en mayor detalle este experimento podemos aprender a utilizar el programa SCWRL (Bower 
et al., 1997) (en inglés se pronuncia algo así como 'ardilla') que calcula las conformaciones de cadenas laterales 
(rotámeros) de una proteína dada la geometría local (  y )de su esqueleto, apoyándose en una librería de 
cadenas laterales precompiladas, extraídas del Protein Data Bank. 
• Identifica y descarga las estructuras PDB utilizadas en el artículo de Reina et al. (2002), cuál de ellas 
incluye las coordenadas de un péptido? Selecciona ésa. 
• Mediante SCWRL calcula los rotámeros más adecuados para el péptido y compáralos con los de las 
coordenadas experimentales obtenidas del PDB. 
• Con SCWRL muta el péptido ligando usando algunas de las secuencias del artículo (opción -s). 
• Para cada péptido mutante calcula usando SCWRL los rotámeros más adecuados de los residuos del 
dominio PDZ que lo reconoce. Ves qué residuos han cambiado de rotámero? 
Puede parecer razonable asumir que la geometría del esqueleto de la proteína se ve poco afectada al sustituir 
de manera aleatoria rotámeros. Sin embargo, hay estudios que observan que al muestrear cadenas laterales de 
aminoácidos se producen pequeños cambios conformacionales locales, que se pueden reproducir usando el 
algoritmo de backrub de Davis et al. (2006). 
6.3 Modelando nucleótidos dentro de una doble 
hélice de DNA 
Al igual que con SCWRL es posible explorar los rotámeros de ciertas posiciones de una estructura proteica (ver 
6.2), con el siguiente código, parte del algoritmo DNAPROT de Espinosa Angarica et al. (2008), podemos 
sustituir bases nitrogenadas a lo largo de una doble hélice de DNA en formato PDB, importando el módulo 
bases y descargando las coordenadas cristalográficas de la proteína dnaA (PDB 1J1V): 
 Figura 6.6: Nomenclatura y numeración de los nucleótidos y sus átomos, 
tal como se emplea en el formato PDB, tomada de Wikipedia. 
#!/usr/bin/env python
""" prog4.1 Toma un complejo proteina-DNA en formato PDB y sustituye la secuencia 
de DNA. Genera un fichero PDB con el complejo resultante."""
__author__  = 'Bruno Contreras-Moreira with help from Vladimir Espinosa Angarica' 
import bases
from math import sqrt
# 0) parametros del algoritmo: 
complexfile = './files/1j1v.pdb';
secuencia_nueva = 'TGTTATCCCCGGG/CCTGTGGATAACA/'; # nativa TGTTATCCACAGG/CCTGTGGATAACA/
# 1) subrutinas
def lee_coordenadas_complejoPDB(filename):
        """ Devuelve 2 listas de residuos de proteina y nucleotidos, cada uno con las 
        coordenadas de sus atomos, y una cadena de caracteres con la secuencia de DNA.
        Ejemplo de linea en formato PDB:  
        ATOM     42  CA  PHE X   3       6.981  22.274  18.887  1.00  6.72 
        ATOM      1  O5'  DT B 101      19.688  25.517   6.033  1.00 43.07"""
        
        pcoords,ncoords,sequence = [],[],''
        pdbfile = open(filename,'r')
        try:
                res,prev_resID = '',''
                for line in pdbfile:
                        if(line[0:3] == 'TER'): 
                                prev_resID = 'TER'
                                continue
                        if(line[0:4] != 'ATOM'): continue
                        resID   = line[17:26]
                        if(resID != prev_resID):
                                if(res != ''): 
                                        if(res[17:19] == " D"): 
                                                sequence += res[19:20]
                                                if(prev_resID == 'TER'): sequence += '/'
                                                ncoords.append(res) 
                                        else: pcoords.append(res) 
                                res = line
                        else: res += line       
                        
                        prev_resID = resID
                if(res != ''): 
                        if(res[17:19] == ' D'): 
                                sequence += res[19:20]
                                if(prev_resID == 'TER'): sequence += '/'
                                ncoords.append(res) 
                        else: pcoords.append(res)       
        finally:
                pdbfile.close() 
                
        return (pcoords,ncoords,sequence)
def mutagenesis(protein,dna,sequence,designed_sequence,PDBname):
        """Muta la secuencia original de las coordenadas en dna, sustituyendo
        los nucleotidos que cambian en designed_sequence. Devuelve el numero
        de sustituciones y genera un fichero PDB con el complejo mutado.
        En las bases mutadas los atomos del esqueleto de DNA conservan el
        nombre de la base original, para futura referencia."""
        
        n_of_substitutions,totals,total_atm = 0,-1,0
        designed_dna = []
        
        for s in range(0,len(sequence)):
                conserved = False
                nt1 = sequence[s:s+1]
                nt2 = designed_sequence[s:s+1]
                if(nt1 == '/'): continue 
                totals += 1
                if(nt1 == nt2): conserved = True
                else: n_of_substitutions += 1
                
                nt = ''
                for atomo in dna[totals].split("\n"):
                        if(atomo == ''): break
                        if(atomo[15:16] == "'" or atomo[12:15] == ' P ' or atomo[12:15] == ' OP' \
                        or conserved):
                                nt += atomo + "\n"
                if(conserved == False): 
                        nt += base_mutada(dna[totals],nt2)      
                
                (renum_nt,total_atm) = renumera_atomos(nt,total_atm)
                designed_dna.append(renum_nt)
        pdbfile = open(PDBname, 'w')
        print >> pdbfile, "HEADER redesigned protein-DNA complex\n",
        print >> pdbfile, "REMARK original sequence : %s\n" % (sequence),
        print >> pdbfile, "REMARK designed sequence : %s\n" % (designed_sequence),
        for r in protein: print >> pdbfile, "%s" % (r),
        print >> pdbfile, "TER\n",
        for r in designed_dna: print >> pdbfile, "%s" % (r),    
        print >> pdbfile, "TER\n",
        pdbfile.close() 
        
        return n_of_substitutions
        
        
def base_mutada(base_coords,sequence):
        """Devuelve cadena de caracteres con coordenadas de base nitrogenada de tipo 'sequence'
        en el marco de referencia de 'base_coords', como en Kono H, Sarai A.1999 Protein,35(1):114-31.
        """
        
        coords_string,mod = '',[0,0,0]
        refmarco = [[],[],[]]
        
        # recuerda numeracion de esta base y establece sistema de coordenadas en esta base
        # N1/N9 son atomos equivalentes entre purinas y pirimidinas
        basename = 'D'+sequence
        chainID  = base_coords[21:22]
        resID    = int(base_coords[22:26])
        original_sequence = base_coords[19:20]
        if(original_sequence == 'A' or original_sequence == 'G'):
                refatom1 = extrae_coords_atomo(base_coords,' N9 ')      
                refatom2 = extrae_coords_atomo(base_coords,' C4 ')
                refatom3 = extrae_coords_atomo(base_coords,' C8 ')
        else: 
                refatom1 = extrae_coords_atomo(base_coords,' N1 ')
                refatom2 = extrae_coords_atomo(base_coords,' C2 ')
                refatom3 = extrae_coords_atomo(base_coords,' C6 ')
        
        # X director unitario
        refmarco[0].append(refatom2[0]-refatom1[0])
        refmarco[0].append(refatom2[1]-refatom1[1])
        refmarco[0].append(refatom2[2]-refatom1[2])
        mod[0] = sqrt(refmarco[0][0]**2+refmarco[0][1]**2+refmarco[0][2]**2)
        refmarco[0][0] /= mod[0]
        refmarco[0][1] /= mod[0]
        refmarco[0][2] /= mod[0]
        
        # Z director en funcion de X (producto escalar de refmarco0 y vector 3-1)
        refmarco[2].append( (refmarco[0][1]*(refatom3[2]-refatom1[2]))-(refmarco[0][2]*(refatom3[1]-
refatom1[1])) )
        refmarco[2].append( (refmarco[0][2]*(refatom3[0]-refatom1[0]))-(refmarco[0][0]*(refatom3[2]-
refatom1[2])) )
        refmarco[2].append( (refmarco[0][0]*(refatom3[1]-refatom1[1]))-(refmarco[0][1]*(refatom3[0]-
refatom1[0])) )
        mod[2] = sqrt(refmarco[2][0]**2+refmarco[2][1]**2+refmarco[2][2]**2)
        refmarco[2][0] /= mod[2]
        refmarco[2][1] /= mod[2]
        refmarco[2][2] /= mod[2]
        
        # Y director en funcion de X y Z (producto escalar de refmarco0 y refmarco2)
        refmarco[1].append( (refmarco[0][2]*refmarco[2][1])-(refmarco[0][1]*refmarco[2][2]) )
        refmarco[1].append( (refmarco[0][0]*refmarco[2][2])-(refmarco[0][2]*refmarco[2][0]) )
        refmarco[1].append( (refmarco[0][1]*refmarco[2][0])-(refmarco[0][0]*refmarco[2][1]) )
        mod[1] = sqrt(refmarco[1][0]**2+refmarco[1][1]**2+refmarco[1][2]**2)
        refmarco[1][0] /= mod[1]
        refmarco[1][1] /= mod[1]
        refmarco[1][2] /= mod[1]
        
        # calcula coordenadas de nueva base en este marco de referencia
        newbase = bases.dna_base_coords(sequence)
        for atomo in newbase.split("\n"):
                if(atomo == ''): continue
                refbasecoords = []
                atcoords = extrae_coords_atomo(newbase,atomo[12:16]) 
                refbasecoords.append( atcoords[0]*refmarco[0][0] + atcoords[1]*refmarco[1][0] + \
                                                                atcoords[2]*refmarco[2][0] + refatom1[0] )
                refbasecoords.append( atcoords[0]*refmarco[0][1] + atcoords[1]*refmarco[1][1] + \
                                                                atcoords[2]*refmarco[2][1] + refatom1[1] )                               
                refbasecoords.append( atcoords[0]*refmarco[0][2] + atcoords[1]*refmarco[1][2] + \
                                                                atcoords[2]*refmarco[2][2] + refatom1[2] )                      
                coords_string += "%s %s %s%4d    %8.3f%8.3f%8.3f  1.00 99.99\n" % \
                                                        (atomo[0:17],basename,chainID, resID,\
                                                        refbasecoords[0], refbasecoords[1],refbasecoords[2])                         
        return coords_string
        
def extrae_coords_atomo(res,atomo_seleccion):
        """ De todas las coordenadas atomicas de un residuo, extrae las de un atomo particular 
        y devuelve una lista con las X, Y y Z de ese atomo."""
        
        atom_coords = []
        for atomo in res.split("\n"):
                if(atomo[12:16] == atomo_seleccion):
                        atom_coords = [ float(atomo[30:38]), float(atomo[38:46]), float(atomo[46:54]) ]
        return atom_coords
        
def renumera_atomos(res,total_provisional):
        """ Renumera los atomos de un residuo a partir de total_provisional y
        devuelve una cadena de caracteres con el residuo renumerado y la cuenta
        total actualizada."""
        
        updated_total = total_provisional + 1
        res_renum = ''
        
        for atomo in res.split("\n"):
                if(atomo == ''): continue
                res_renum += "ATOM   %4d %s\n" % (updated_total,atomo[12:])
                updated_total += 1
        return (res_renum,updated_total)
        
        
# 2) programa principal 
print "# leyendo complejo %s ...\n" % (complexfile),
(protein,dna,secuencia) = lee_coordenadas_complejoPDB( complexfile )
                
print "# total aminoacidos: %d total nucleotidos: %d \n" % (len(protein),len(dna)),
print "# secuencia nativa : %s\n# secuencia deseada: %s\n" % (secuencia,secuencia_nueva),
sustituciones = mutagenesis(protein,dna,secuencia,secuencia_nueva,'complejo.pdb')
print "# archivo PDB = complejo.pdb con %d sustituciones\n" % sustituciones,
Para este tipo de manipulaciones moleculares de ácidos nucleicos es muy recomendable el software 3DNA, que 
puedes descargar o usar desde una interfaz web (Lu & Olson, 2008). 
6.4 Interacciones no covalentes: puentes de 
hidrógeno en la interfaz 
El estudio experimental y teórico de las interacciones entre proteínas ( protein-protein interactions ) sembró el 
interés por entender los mecanismos que explicaban la especificidad de su reconocimiento. Obviamente éste es 
un proceso termodinámico complejo, donde se conjugan afinidades y especificidades, pero en muchas 
ocasiones los protagonistas son los puentes de hidrógeno de la interfaz, que naturalmente dependen de la 
secuencia o estructura primaria, puesto que no todos los aminoácidos pueden actuar como donadores o 
aceptores (Kortemme et al., 2003). 
 
Figura 6.7: Geometría ideal de un puente de hidrógeno, 
donde A es el grupo aceptor y D el donador, 
según McDonald & Thornton (1994). 
En las secciones anteriores hemos probado algoritmos para muestrear, por un lado, rotámeros de cadenas 
laterales de aminoácidos y, por otro, bases nitrogenadas de nucleótidos, bajo la misma premisa de que la 
geometría del esqueleto peptídico y de la doble hélice de DNA va a variar muy poco al sustituir un número 
pequeño de cadenas laterales y bases nitrogenadas. En esta sección vamos un paso más allá, puesto que 
además de muestrear es necesario evaluar la especificidad del reconocimiento de las interfaces modeladas, por 
ejemplo estimando la formación de puentes de hidrógeno. 
 
Figura 6.8: La proteína dnaA en complejo con ADN, 
tomada de Fujikawa et al. (2003). 
El punto de partida para presentar este algoritmo es la estructura del complejo de dnaA y su sitio operador, 
tras añadir con Open Babel los átomos de hidrógeno que puedan faltar de un fichero en formato PDB (ver script 
). Por ejemplo, partiendo del complejo capturado en el archivo PDB 1J1V, que ya usamos en el apartado 6.3, 
obtenemos 1j1v_withH.pdb. Una vez realizado este paso preliminar, por medio del siguiente código podemos 
identificar los puentes de la interfaz proteína-DNA, como haríamos con el programa HBPLUS (McDonald & 
Thornton, 1994): 
#!/usr/bin/env python
""" prog4.2 Toma un complejo proteina-DNA en formato PDB y enumera los puentes de hidrogeno
        encontrados entre donadores y aceptores de proteina y DNA, en la interfaz."""
__author__  = 'Bruno Contreras-Moreira' 
from math import sqrt,acos,pi
# 0) datos del programa y parametros 
complexfile = './files/1j1v_withH.pdb';
# 1) subrutinas
def lee_coordenadas_complejoPDB(filename):
        """ Devuelve 2 listas de residuos de proteina y nucleotidos, cada uno con las 
        coordenadas de sus atomos, y una cadena de caracteres con la secuencia de DNA."""
        
        coords,pcoords,ncoords = {},[],[]
        
        # 1) guarda coordenadas en tabla o diccionario, permite que atomos esten desordenados,
        # como en el caso de los archivos procesados con open babel
        pdbfile = open(filename,'r')
        try:
                for line in pdbfile:
                        if(line[0:4] != 'ATOM'): continue
                        resID   = line[17:26]
                        if(resID in coords): coords[resID] += line
                        else: coords[resID] = line
        finally:
                pdbfile.close() 
                
        # 2) convierte tabla a lista, ordenando residuos 'ALA   440'
        resIDs = coords.keys()
        resIDs.sort( lambda x,y: int(x[5:])-int(y[5:]) )
        for resID in resIDs:
                if(coords[resID][17:19] == " D"): ncoords.append(coords[resID]) 
                else: pcoords.append(coords[resID]) 
                
        return (pcoords,ncoords)
def puentesH_interfaz(protein,dna,verbose=False):
        """Identifica puentes de hidrogeno en una interfaz protein-DNA. 
        Devuelve un vector con la descripcion de los puentes definidos."""
        
        # tabla de grupos donadores y aceptores de proteina y dna, tomada de
        # http://floresta.eead.csic.es/3dfootprint/download/HB-PWM-atomic.txt
        dna_donors   = {'DT:N3':'1','DC:N4':'1','DA:N6':'1','DG:N2':'1'};
        dna_aceptors = {'DT:O2':'1','DT:O4':'1','DC:O2':'1','DC:N3':'1','DA:N3':'1',
                                        'DA:N7':'1','DG:N3':'1','DG:O6':'1','DG:N7':'1'};
        prot_donors   = {'ARG:NE':'1','ARG:NH1':'1','ARG:NH2':'1','LYS:NZ':'1',
                                        'SER:OG':'1','THR:OG1':'1','ASN:ND2':'1','GLN:NE2':'1',
                                        'HIS:ND1':'1','HIS:NE2':'1','TYR:OH':'1','CYS:SG':'1'};
        prot_aceptors = {'ASN:OD1':'1','GLN:OE1':'1','GLU:OE1':'1','GLU:OE2':'1',
                                        'ASP:OD1':'1','GLU:OD2':'1'};
        
        # geometria de los puentes segun McDonald&Thornton(1994)J.Mol.Biol.238(5):777-793. 
        MAX_DA_DIST = 3.9
        MAX_HA_DIST = 2.5
        MIN_DHA_ANGLE = 90
        
        puentesH = []
        
        for amino in protein:
                for patom in amino.split("\n"):
                        if(patom == ''): break
                        
                        pdonor,paceptor = False,False
                        pgroup = patom[17:20] + ':' + patom[12:16]                      
                        pgroup = pgroup.replace(" ",'')
                        
                        if(pgroup in prot_donors): pdonor = True
                        elif(pgroup in prot_aceptors): paceptor = True
                        else: continue 
                        
                        for base in dna:
                                for natom in base.split("\n"):
                                        if(natom == ''): break
                                
                                        ndonor,naceptor = False,False
                                        ngroup = natom[17:20] + ':' + natom[12:16]                      
                                        ngroup = ngroup.replace(" ",'')
                                
                                        if(ngroup in dna_donors): ndonor = True
                                        elif(ngroup in dna_aceptors): naceptor = True
                                        else: continue
                                        
                                        if(pdonor and ndonor): continue
                
                                        DAdist = distancia(patom,natom);
                                        
                                        # comprueba distancia DA
                                        if(DAdist > MAX_DA_DIST): continue
                                        
                                        if(verbose): print "distancia %s %s %g\n" % (pgroup,ngroup,DAdist)
                
                                        # comprueba distancia HA
                                        Hcandidatos = []
                                        
                                        if(pdonor):     
                                                hidrogenos = busca_hidrogenos(patom,amino) 
                                                aceptor = natom
                                                donor = patom
                                        else: 
                                                hidrogenos = busca_hidrogenos(natom,base) 
                                                aceptor = patom
                                                donor = natom
                                        
                                        for H in hidrogenos:
                                                HAdist = distancia(aceptor,H)
                                                if(HAdist < MAX_HA_DIST):
                                                        if(verbose): print"distancia HA %g\n" % (HAdist)
                                                        Hcandidatos.append(H)
                                
                                        # comprueba angulo DHA y guarda los puentes resultantes                 
                                        for H in Hcandidatos:
                                                angDHA = calcula_angulo_puenteH(donor,H,aceptor)
                                                if(angDHA > MIN_DHA_ANGLE):
                                                        if(verbose): print"angulo DHA %g\n" % (angDHA)
                                                        puente = "%s\n%1.1f DA %1.1f HA %1.1fD HA\n%s\n%s\n\n" % \
                                                                        (patom,DAdist,HAdist,angDHA,natom,H)
                                                        puentesH.append(puente)
                                        
        return puentesH
        
def busca_hidrogenos(atomo,residuo):
        """Mide la distancia entre los atomos de hidrogeno que pueda haber en un residuo,
        ya sea un aminoacido o una base nitrogenada, y un atomo A pasado como argumento.
        Devuelve una lista con las coordenadas de los hidrogenos enlazados con A"""
        
        MAX_H_cov_dist = 1.6 # http://www.umass.edu/microbio/rasmol/rasbonds.htm
                                                #http://www.science.uwaterloo.ca/~cchieh/cact/c120/bondel.html
        
        Hcoords = []
                
        for at in residuo.split("\n"):
                if(at != atomo and at[13:14] == 'H'): 
                        dist = distancia(at,atomo)
                        if(dist <= MAX_H_cov_dist):
                                Hcoords.append(at)
                        
        return Hcoords          
        
def distancia (atomo1,atomo2):
        """Devuelve la distancia euclidea entre dos atomos en formato PDB"""
        coords1 = extrae_coords_atomo(atomo1)
        coords2 = extrae_coords_atomo(atomo2)
        return sqrt( (coords1[0]-coords2[0])**2 + (coords1[1]-coords2[1])**2 + (coords1[2]-coords2[2])**2 )
        
def extrae_coords_atomo(atomo):
        """Lee las coordenadas cartesianas de un atomo en formato PDB y devuelve 
        una lista con las X, Y y Z de ese atomo."""
        return [ float(atomo[30:38]), float(atomo[38:46]), float(atomo[46:54]) ]
        
def calcula_angulo_puenteH(D,H,A):
        """Devuelve el angulo formado entre el vectorHD y vector HA, 
        donde A=aceptor,H=hidrogeno y D=donador"""
        
        HD,HA = [],[]
        
        Dcoords = extrae_coords_atomo(D)
        Hcoords = extrae_coords_atomo(H)
        Acoords = extrae_coords_atomo(A)
        
        # vector HD 
        HD.append(Dcoords[0]-Hcoords[0])
        HD.append(Dcoords[1]-Hcoords[1])
        HD.append(Dcoords[2]-Hcoords[2])
        
        # vector HA 
        HA.append(Acoords[0]-Hcoords[0])
        HA.append(Acoords[1]-Hcoords[1])
        HA.append(Acoords[2]-Hcoords[2])
        
        # angulo a partir del producto escalar
        pescalar = HD[0]*HA[0] + HD[1]*HA[1] + HD[2]*HA[2]
        modHD = sqrt(HD[0]**2+HD[1]**2+HD[2]**2)
        modHA = sqrt(HA[0]**2+HA[1]**2+HA[2]**2)
        cos_angulo = pescalar / (modHD * modHA)
        
        return acos(cos_angulo) / (pi/180)
                                
        
        
# 2) programa principal 
print "# leyendo complejo %s ...\n" % (complexfile),
(protein,dna) = lee_coordenadas_complejoPDB( complexfile )
        
print "# total aminoacidos: %d total nucleotidos: %d \n" % (len(protein),len(dna)),
puentesH = puentesH_interfaz(protein,dna,True)
print "# puentes identificados: %d\n" % (len(puentesH)),
for HB in puentesH:
        print HB
6.5 Modelando interfaces moleculares por 
homología 
Podemos aprovechar las observaciones de las figuras 6.2 y 6.3 para estudiar u optimizar una interfaz molecular 
más o menos completa en base a la estructura conocida de otras moléculas parecidas, combinando algunas de 
las herramientas que hemos empleado en secciones previas. 
Como ejemplo podemos estudiar tres diferentes factores sigma70 de la bacteria Rhizobium etli CFN42 , como 
son SigA, rpoH1 y rpoH2. De ninguna de ellas conocemos actualmente su estructura en complejo con ADN, 
pero sí sabemos que SigA reconoce con cierta especificidad el consenso CTTGACN[16-23]TATNNT, como se 
explica en detalle en este trabajo de Ramirez-Romero et al. (2006), donde entre otras cosas también estiman la 
estabilidad de las regiones promotoras, como vimos en la sección 3.1. 
Para poder estructuras de referencia que nos sirvan para construir modelos podemos, como vimos en la sección 
5.4, buscar directamente en el PDB. Sin embargo, en este caso iremos más rápido si consultamos el repositorio 
3D-footprint (Contreras-Moreira, 2010), que contiene solamente el conjunto actualizado de complejos proteína-
DNA. Si pegamos en el motor de búsqueda de 3D-footprint las secuencias de estas 3 proteínas nos 
encontramos con que el complejo 1rio_H parece ser el mejor molde en todos los casos, ya que 3iyd_F es un 
complejo resuelto por microscopía con muy poca resolución: 
factor logo E-value %IID %Isim %Icover organism complex
SigA: 4e-23 100 100.0 100
THERMUS 
AQUATICUS
1rio_H:STRUCTURE OF 
BACTERIOPHAGE LAMBDA C...
>1rio_H:Sigma3_and_sigma4_domains_of_RNA_polymerase_sigma_factors;
           title=STRUCTURE OF BACTERIOPHAGE LAMBDA CI-NTD IN COMPLEX WITH SIGMA-REGION4 OF THERMUS AQUATICUS 
BOUND TO
           DNA organism=THERMUS AQUATICUS | interface=43,44,45,46,48,49
  Expect = 4e-23, Identities = 34/59 (57%)
  Interface:  identity = 6/6 (100%) , similarity = 6.0/6 (100%) , coverage = 6/6 (100%)
Query: 614 ETTTRVLASLTPREERVLRMRFGIGMNTDHTLEEVGQQFSVTRERIRQIEAKALRKLKH 672
           E   + L+ L+ RE  VL++R G+    +HTLEEVG  F VTRERIRQIE KALRKLK+
Sbjct: 2   EELEKALSKLSEREAMVLKLRKGLIDGREHTLEEVGAYFGVTRERIRQIENKALRKLKY 60
rpoH1: 3e-17 83 87.5 100
THERMUS 
AQUATICUS
1rio_H:STRUCTURE OF BACTERIOPHAGE 
LAMBDA C...
>1rio_H:Sigma3_and_sigma4...
  Expect = 3e-17, Identities = 24/56 (42%)
  Interface:  identity = 5/6 (83%) , similarity = 5.2/6 (88%) , coverage = 6/6 (100%)
Query: 228 LAKAMSVLNERERRIFEARRLAED--PVTLEDLSAEFDISRERVRQIEVRAFEKVQ 281
           L KA+S L+ERE  + + R+   D    TLE++ A F ++RER+RQIE +A  K++
Sbjct: 4   LEKALSKLSEREAMVLKLRKGLIDGREHTLEEVGAYFGVTRERIRQIENKALRKLK 59
rpoH2: 2e-18 67 77.5 100
THERMUS 
AQUATICUS
1rio_H:STRUCTURE OF BACTERIOPHAGE 
LAMBDA C...
>1rio_H:Sigma3_and_sigma4...
  Expect = 2e-18, Identities = 26/56 (46%)
  Interface:  identity = 4/6 (67%) , similarity = 4.7/6 (78%) , coverage = 6/6 (100%)
Query: 220 LASALKHLNEREMKIISARRLAEDGA--TLEELGADLGISKERVRQIESRAMEKLR 273
           L  AL  L+ERE  ++  R+   DG   TLEE+GA  G+++ER+RQIE++A+ KL+
Sbjct: 4   LEKALSKLSEREAMVLKLRKGLIDGREHTLEEVGAYFGVTRERIRQIENKALRKLK 59
Asimismo podemos observar que el logo de 1rio_H se corresponde bastante bien con la caja -35 descrita en el 
artículo de Ramirez-Romero et al. (2006): 
cTTGACT 
||||||+ 
CTTGACN 
lo cual no es sorprendente dado que SigA tiene un conjunto de residuos de interfaz, aquellos que contactan con 
las bases nitrogenadas, conservado respecto al de 1rio_H. Sin embargo, no ocurre lo mismo con rpoH1 y 
rpoH2, que presentan mutaciones en la interfaz. 
El ejercicio de esta sección consiste en: 
• Construir modelos por homología de rpoH1 y rpoH2, en presencia de la molécula de ADN de 1rio_H. 
Puedes probar MODELLER, como avanzamos en la sección 5.4, siguiendo el tutorial avanzado, que 
contiene una parte sobre Modeling ligands in the binding site , o nuestra herramienta web TFmodeller, o 
cualquier método que se te ocurra, pero es esencial que el modelo contenga las coordenadas de ADN 
del molde. 
• Escribir un programa, que puede aprovechar código de otras secciones de este curso, para analizar las 
interfaces moleculares de los modelos rpoH1 y rpoH2, con el fin de elucidar si se conservan las 
interacciones no covalentes de reconocimiento de bases nitrogenadas. 
• Si cambiase alguna de las interacciones, qué posiciones del consenso de 1rio_H esperas que cambien? 
6.6 Modelando interfaces moleculares mediante 
docking 
En la sección 6.5 aprovechábamos las coordenadas de un complejo molecular conocido para aproximar la 
interfaz de una secuencia homóloga. Cuando no disponemos de estructuras de referencia, el estudio de las 
conformaciones que adoptan las macromoléculas cuando interaccionan de forma transitoria es aun más difícil, 
con costes computacionales altísimos. La razón de esto es que hay muchos grados de libertad y un gran 
número de átomos del sistema pueden moverse. Por tanto, los algoritmos de docking suelen emplear 
estrategias para ahorrar recursos, como por ejemplo el uso de transformadas de Fourier en vez del empleo 
explícito de matrices de rotación y traslación (Katchalski-Katzir et al., 1992). 
Desde el año 2001 se ha puesto en marcha un experimento colectivo (CAPRI) donde regularmente se ponen a 
prueba los diferentes algoritmos existentes para predecir, antes de su publicación, las poses de complejos 
proteicos cuyas estructuras se han resuelto experimentalmente (normalmente por cristalografía). 
La lista de programas de acoplamiento molecular o docking es muy amplia, por lo que puede ser buena idea 
consultar los resultados recientes de CAPRI para seleccionar el software adecuado para nuestras necesidades. 
Un problema añadido es que en mi experiencia éstos son programas hechos por definición para usuarios 
avanzados, que requieren de cierta experiencia sobre todo a la hora de interpretar los resultados. 
 Figura 6.9: A: Problema de docking de CAPRI, mostrando las coordenadas del ligando 
en estado libre (azul oscuro) superpuestas con las coordenadas finales (azul claro). 
B: Ejemplo de docking entre proteínas y DNA con el algoritmo HADDOCK (van Dijk et al., 2006). 
Una buena manera de empezar a jugar con software de docking puede ser instalando el software PyRosetta 
(Chaudhury et al., 2010). Este software nos permite hacer, de forma programática, una simulación docking en 
miniatura, en este caso entre un dúplex de ADN y el factor de transcripción DnaA , algo que puede plantearse 
simultáneamente como un problema clásico de docking y como un problema de especificidad de 
reconocimiento: 
#!/usr/bin/env python2.6
""" prog4.3 Toma un complejo proteina-DNA en formato PDB y hace una simulacion de docking,
        devolviendo un archivo PDB, inspirado en codigo de http://graylab.jhu.edu/pyrosetta/scripts.html
        Para mas detalles ver: http://pyrosetta.org/downloads/documentation/Reference_Appendix_A.pdf """
__author__  = 'Bruno Contreras-Moreira' 
import os,re
from rosetta import *
complexfile    = './files/1j1v_withH.pdb'
tmpfile        = 'tmp.rosetta'
prefijo_salida = 'docking_output' # define nombre de archivos generados, ver 2.5
intentos       = 10
## 1) subrutinas
def PDB2Rosetta(ficheroPDB,ficheroRosetta):
        """Lee un fichero PDB y crea otro con el formato adecuado para Rosetta.
        ATOM    508  OP1 DA    213       0.287  26.129   7.841  1.00  0.00 # original
        ATOM   5389  O5*   A C -10      30.936 109.878 105.387  1.00  0.00 # Rosetta """
        
        coords,num_cambios = [],0
        
        # 1) lee coordenadas PDB
        pdbfile = open(ficheroPDB,'r')
        try:
                for line in pdbfile:
                        if(line[0:4] == 'ATOM'):
                                if(line[15:16] == "\'"): 
                                        line = line[0:15] + '*' + line[16:]
                                        num_cambios += 1
                                if(line[17:19] == " D"): 
                                        line = line[0:18] + ' ' + line[19:]
                                        num_cambios += 1
                                coords.append(line)
                        else: coords.append(line)
                        
                        
        finally:
                pdbfile.close() 
                
        # 2) escribe archivo en formato corregido
        rfile = open(ficheroRosetta, 'w')
        for line in coords: 
                if(line[0:6] == 'HEADER'):
                        line += "REMARK reformatted for Rosetta\n"      
                print >> rfile, "%s" % (line),
        rfile.close()   
        return num_cambios
def Rosetta2PDB(ficheroRosetta,ficheroPDB):
        """Lee un fichero Rosetta y crea otro con formato PDB.
        ATOM    508  OP1 DA    213       0.287  26.129   7.841  1.00  0.00 # original
        ATOM   5389  O5*   A C -10      30.936 109.878 105.387  1.00  0.00 # Rosetta """
        
        coords,num_cambios = [],0
        
        # 1) lee coordenadas de Rosetta
        patronNT = re.compile('  ([A|C|G|T|U])')
        rfile = open(ficheroRosetta,'r')
        try:
                for line in rfile:
                        if(line[0:4] == 'ATOM'):
                                if(line[15:16] == "*"): 
                                        line = line[0:15] + "'" + line[16:]
                                        num_cambios += 1
                                
                                match = patronNT.match(line[17:20]) 
                                if match: 
                                                line = line[0:18] + 'D' + line[19:]
                                                num_cambios += 1
                                coords.append(line)
                        else: coords.append(line)
        finally:
                rfile.close()   
                
        # 2) escribe archivo en formato PDB
        pdbfile = open(ficheroPDB, 'w')
        for line in coords: 
                if(line[0:6] == 'HEADER'):
                        line += "REMARK PDB reformatted from Rosetta coordinates\n"     
                print >> pdbfile, "%s" % (line),
        pdbfile.close() 
        return num_cambios
## 2) programa principal 
num_cambios = PDB2Rosetta( complexfile, tmpfile )
print "# convierto complejo %s en %s (%d cambios)\n\n" % (complexfile,tmpfile,num_cambios),
        
# 2.1) inicia Rosetta y lee conformacion de partida
init()
p = Pose()
pose_from_pdb(p,tmpfile)
# 2.2) prepara docking y guarda pose inicial
DockingProtocol().setup_foldtree(p, 'A_BC')
dock_jump = 2 # en las coordenadas la proteina A aparece en tercera posicion,
              # asi especificamos que trate como un todo al DNA (BC) para hacer
                          # docking contra A            
p_entrada = Pose()
p_entrada.assign(p)
# 2.3) define esquema de evaluacion de mecanica molecular
funcion_eval = create_score_function('dna')
# 2.4) calcula perturbacion rigida arbitraria e inicia motores de giro y movimiento
perturbacion = RigidBodyPerturbMover(dock_jump, 2, 15) #traslacion de 3Ansgtrom y rotacion de 8 grados
spin = RigidBodySpinMover( dock_jump )
slide_into_contact = FaDockingSlideTogether( dock_jump )
# 2.5) inicia motor de docking y ejecuta N simulaciones
# docking de alta resolucion, para parejas cercanas en el espacio:
#High-resolution, all-atom based MCM search with rigid-body moves, side-chain packing and minimization
# en contraste con docking de baja resolucion:
# Low-resolution, centroid based MC search (50 RigidBodyPerturbMoves with adaptable step sizes)
print "comienzo docking (%d simulaciones MonteCarlo)..." % (intentos)
docking_highres = DockingHighRes(funcion_eval, dock_jump)
jd = PyJobDistributor(prefijo_salida, intentos, funcion_eval) 
while (jd.job_complete == False):
        
        p.assign(p_entrada) # copia conformacion/pose inicial
        perturbacion.apply(p) # aplica perturbacion rigida calculada en 2.4
        spin.apply(p)
        slide_into_contact.apply(p)
        
        docking_highres.apply(p) # ejecuta algoritmo de docking
        jd.output_decoy(p) # imprime PDB de esta simulacion de docking 
# 2.6) comprueba resultados y reformatea coordenadas generadas a PDb
patron = re.compile('filename:\s+(\S+)\s+total_score:\s+(\S+)')
fichero_resumen = prefijo_salida + '.fasc'
if(os.path.isfile(fichero_resumen) == True):
        print "\n# resultados en %s :\n\n" % (fichero_resumen),
        salida = open(fichero_resumen,'r')
        for line in salida: 
                match = patron.match(line) 
                if match: 
                                rosetta_outfile = match.group(1)
                                pdb_outfile = rosetta_outfile # sobreescribe archivo de salida de Rosetta
                                Rosetta2PDB(rosetta_outfile,pdb_outfile)
                                print "> %s valoracion: %f\n" % (pdb_outfile,float(match.group(2))),
                        
        salida.close()  
# 2.7) limpieza
os.unlink(tmpfile)
Como resultado de las simulaciones de docking tendremos una serie de complejos, que pueden o no mostrar 
interfaces relevantes en términos biológicos, dependiendo de la profundidad del muestreo realizado y el análisis 
posterior de los resultados, que obviamente requiere de cierta experiencia y sobre todo conocimiento de las 
moléculas implicadas. En concreto en el ejemplo 4.3, posiblemente como consecuencia del limitado muestreo 
(N=10), ninguna de las interfaces resultantes de mis simulaciones docking_output.tgz consigue reconstruir la 
interfaz descrita experimentalmente: 
 
Figura 6.10: Esquema del reconocimiento específico de ADN en la interfaz de DnaA (PDB 1J1V), 
tomado del repositorio 3D-footprint. 
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