Abstract. We investigate a linear, fully coupled thermoelasticity problem for a highly heterogeneous, two-phase medium. The medium in question consists of a connected matrix with disconnected, initially periodically distributed inclusions separated by a sharp interface undergoing an a priori known interface movement due to phase transformations. After transforming the moving geometry to an ε-periodic, fixed reference domain, we establish the well-posedness of the model and derive a number of ε-independent a priori estimates. Via a two-scale convergence argument, we then show that the ε-dependent solutions converge to solutions of a corresponding upscaled model with distributed time-dependent microstructures.
Introduction
In this paper, we consider a heterogeneous medium where the two building components are different solid phases of the same material (like austenite and bainite phases in steel, e.g.) separated by a sharp interface. One phase is assumed to be a connected matrix in which finely interwoven, periodically distributed inclusion of the second phase (which is therefore disconnected) are embedded. We refer to these phases as microstructures.
Our interest is the case where phase transformations are possible, e.g., one phase might grow at the expanse of the other phase, thereby leading to an interface movement and, as a consequence, time dependent domains that are not necessarily periodic anymore. However, we assume to have a priori knowledge of the phase transformation, i.e., the movement of the interface is prescribed. For a rather general modeling of phase transformations (including a possible mathematical treatment), we refer the reader to [42] , and for the metallurgical perspective on phase transformation in steel (especially, w.r.t the bainite transformation), we refer to [18, 31, 38] . Looking at such a highly-heterogeneous medium, we study the coupling between the mechanics of the material and the thermal conduction effect (thermomechanics) under the influence of the phase transformation. In particular, we explore the interplay between surface stresses and latent heat, see for instance [22] for related thermoelasticity scenarios. In this work, we assume the quasi-static assumption to hold; that is the mechanical processes are reversible. Furthermore, the constitutive laws are taken to be linear. Our main contribution here is the treatment of the mechanical dissipation and of a priori prescribed phase transformations in the thermoelasticity setting.
It is worth noting that the homogenization of different thermoelasticity problems has already been addressed in the literature. In one of the earlier works, [19] , a onephase linear thermoelasticity problem is homogenized via a semi-group approach. In [40] , a formal homogenization via asymptotic expansion for a similar model (but for a one-dimensional geometry) was conducted. A two-phase problem including transmission conditions and discontinuities at the interface has been investigated in the context of homogenization (using periodic unfolding) in [16] . A similar situation of a highly heterogeneous two-phase medium with a priori given phase transformation was considered in [14] . Here, the authors use formal asymptotic expansions to derive a homogenized model. We also want to point out the structural similarity between the thermoelasticity models and models for poroelasticity, cf. Biot's linear poroelasticity [6, 37] ; for a reference of the derivation of the Biot model via two-scale homogenization, we refer to [27, Section 5.2] . Examples for homogenization in the context of two-phase poroelasticity, so called double poroelasticity, can be found in [2, 15] . For some homogenization results via formal asymptotics for problems where the micro-structural changes are not prescribed, we refer to [8, 21, 25] .
As an alternative approach in the modeling of phase transformation, in particular in the case of phase transformation in steel, phase-field models are often considered, we refer to, e.g., [24, 28] . Some thoughts regarding possible numerical simulations of a similar one-phase problem for a highly heterogeneous media are given in [33] . In [40] , a numerical framework based on homogenization (via averaging) for a thermoelasticity problem in highly heterogeneous media is developed and investigated.
The paper is organized as follows: In Section 2, we introduce the ε-microscopic geometry and the thermoelasticity problem and, then, transform this to a fixed reference domain. The well-posedness of our microscopic model is investigated in Section 3. In addition, ε-independent estimates necessary for the homogenization process are established. Finally, in Section 4, we perform the homogenization procedure relying on the two-scale convergence technique.
Setting and transformation to fixed domain
We start by describing the geometrical setting of the ε-parametrized microscopic problem including the transformation characterizing the interface movement. After that, we go on with formulating the microscopic problem for a highly heterogeneous media -first for the moving interface and then for the back-transformed, fixed interface.
We note that our setting (with the transformation) is closely related to the notion of locally periodic domains, see [17, 41] . In addition, we also refer to [12, 26] , where similar transformation settings are introduced.
Let S = (0, T ), T > 0, be a time interval. Let Ω be the interior of a union of a finite number of closed cubes Q j , 1 ≤ j ≤ n, n ∈ N, whose vertices are in Q 3 such that, in addition, Ω is a Lipschitz domain. In general, Ω could be much more general. By this particular choice, we avoid the inherent technical difficulties that would arise in the homogenization process due to the involvement of general geometries; we are focusing instead on the technical difficulties arising a) due to the strong coupling in the structure of the governing partial differential equations and b) due to the time-dependency of the geometry.
In addition, we denote the outer normal vector of Ω with ν = ν(x). Let Y = (0, 1)
3 be the open unit cell in Figure 1 . With n 0 = n 0 (y), y ∈ Γ, we denote the normal vector of Γ pointing outwards of Y B .
For ε > 0, we introduce the εY -periodic, initial domains Ω ε A and Ω ε B and interface Γ ε representing the two phases and the phase boundary, respectively, via (i ∈ {A, B})
Here, for a set M ⊂ R 3 , k ∈ Z 3 , and ε > 0, we employ the notation
From now on, we take ε = (ε n ) n∈N to be a sequence of monotonically decreasing positive numbers converging to zero such that Ω can be represented as the union of cubes of size ε. Note that this is possible due to the assumed structure of Ω.
Here is connected and that Ω ε B is disconnected. We also have that ∂Ω ε B ∩ ∂Ω = ∅. In the different case that both Ω ε A and Ω ε B are connected, we additionally would need to rely on special uniform extension operators, see [20] , in order to pass to the homogenization limit.
We assume that s :
) s(0, x, y) = y for all x ∈ Ω and all y ∈ Y , (5) s(t, x, y) = y for all (t, x) ∈ S × Ω and all y ∈ ∂Y , (6) there is a constant c > 0 such that dist(∂Y, γ) > c for all γ ∈ s(t, x, Γ) and (t, x) ∈ S × Ω, (7) s(t, x, y) = y for all (t, x) ∈ S×Ω and for all y ∈ Y such that dist(∂Y, y) < 
Here, and in the following, the # subscript denotes periodicity, i.e., for k ∈ N 0 , we have
Y is the unique function such that s(t, x, s −1 (t, x, y)) = y for all (t, x, y) ∈ S × Ω ∈ Y extended by periodicity to all y ∈ R 3 .
and set the (t, x)-parametrized sets
Here, Assumptions (1)-(3) ensure that the transformation is regular enough for our further considerations (e.g., to guarantee that the curvature of the deformed domains is well-defined). For the initial configuration, we have
, and Γ = Γ(0, x) (Assumption (4)). In addition, with Assumption (6), we get a uniform (w.r.t. (t, x) ∈ S × Ω) minimum distance between the interface Γ(t, x) and the boundary of the Y -cell and, with Assumption (5) and Assumption (7), make sure that points near the boundary of the unit cell Y are not deformed. Finally, Assumption (8) is of particular importance when it comes to proving ε-independent estimates. We introduce the operations
and define the ε-dependent function
This function is well-defined as x ε ∈ Y and ε x ε ∈ Ω. Since s (t, x, y) = y for all (t, x) ∈ S × Ω and for all y ∈ Y such that dist(∂Y, y) > c 2 , we see that
For i ∈ {A, B} and t ∈ S, we set the time dependent sets Ω ε i (t) and Γ ε (t) and the corresponding non-cylindrical space-time domains Q ε i and space-time phase boundary Σ ε via
and denote by n ε = n ε (t, x), t ∈ S, x ∈ Γ ε (t), the unit normal vector pointing outwards Ω ε B (t) into Ω ε A (t). The time-dependent domains Ω ε i (t) host the phases at time t ∈ S and model the movement of the interface Γ ε . We emphasize that, for any t > 0, the sets Ω ε A (t), Ω ε B (t), and Γ ε (t) do not need to be periodic. For all (t, x) ∈ S × Ω, we introduce the functions
and see that Figure 1 . Reference geometry and the resulting ε-periodic initial configuration. Note that for t = 0, these domains typically loose their periodicity.
In addition, we need the mean curvature H ε Γ and the normal velocity (inwards Ω A (t)) W ε Γ of the interface Γ ε (t) (w.r.t. to the coordinates of the initial configuration!):
We note that, via this definition, H ε Γ is non positive at points x ∈ Γ ε , where the intersection of Ω ε B and a sufficiently small ball with center x is a convex set, and non negative when this holds true for Ω ε A . Under this given transformation describing the phase transformation, i.e., the function s ε and the resulting time dependent domains Ω ε i , we consider a fully coupled thermoelasticity problem where we assume the mechanical response to be quasi-stationary and the constitutive laws to be linear.
For i ∈ {A, B}, t ∈ S, and x ∈ Ω ε i (t), let u i = u i (t, x) denote the deformation and θ i = θ i (t, x) the temperature in the respective phase.
The bulk equations are given as (for more details regarding the modeling, we refer to [7, 22] )
Here, C At the interface between the phases, the transmission of both the temperature and deformation is assumed to be continuous, 5 i.e.,
where v := v A − v B denotes the jump across the boundary separating phase A from phase B.
The jump in the flux of force densities across the interface is assumed to be proportional to the mean curvature of the interface leading to
where σ 0 > 0 is the coefficient of surface tension and where H ε Γ is the mean curvature of the interface w.r.t. moving coordinates. 6 Here, the scaling via ε 2 counters the effects of both the interface surface area, note that ε|Γ ε | ∈ O(1), and the curvature itself, note that ε| H ε Γ | ∈ O(1). In a similar way, the jump of the heat across the interface is assumed to be given via the latent heat L AB ∈ R:
where W ε Γ denotes the normal velocity of the interface w.r.t. moving coordinates. Note that, if we neglect the dissipation and if we have equal densities and heat capacities in both phases (or, a bit more general, ρc d = 0), equation (2g) reduces to the usual Stefan condition. More complex interface conditions then equations (2f), (2f) would arise, if the interface were allowed to be thermodynamically active thereby requiring us to formulate seperate balance equations for surface stress and surface heat, we refer to [43] .
Finally, we pose homogeneous Dirichlet conditions for the momentum equation and homogeneous Neumann conditions for the heat equation as well as initial conditions for the temperature:
where θ ε 0 is some (possibly highly heterogeneous) initial temperature distribution. To summarize, we are considering a highly heterogeneous medium that is composed of two different phases/microstructures where one phase is a connected matrix in which small inclusions of the other phase are (in the beginning, periodically) embedded (see Figure 1 ), e.g., bainitic inclusions in austenite steel. Due to phase transformations (in our example, the bainitic inclusions might grow at the cost of the austenite phase) which are assumed to be completely known a priori, the phase domains change with time. In this geometrical setting, we then investigate the thermomechanical response of the two-phase medium to the surface stresses exerted by the phase interface due to its curvature (equation (2f)) and the latent heat released via the phase transformation (equation (2g)). We note that this situation has (in spirit) some similarity with the one considered in [14] . Now, we choose a particular scaling (of some coefficients) with respect to the ε-parameter that leads to a distributed microstructure model in the homogenization limit: For i ∈ {A; B}, we assume that there are constants
These specific ε-scalings are quite common in the modeling of two-phase media, see, e.g., [2, 10, 15, 17, 44] , and are usually justified (albeit only heuristically) by assuming different orders of magnitude of the characteristic time scales of the involved physical processes in the respective domains. In our case, this means that the effect of heat conduction, the dissipation, the stresses, and the thermal expansion are assumed to be smaller/slower in the inclusions when compared to what happens in the matrix. By two-scale convergence results, this scaling leads to a distributed microstructure model, cf. [3, Proposition 1.14.
(ii)]. Some other ε-scalings are, of course, possible and, depending on the underlying assumptions regarding the orders of magnitude of the involved processes, might be sensible. Without the scalings in the bulk equations (i.e., for
, and γ ε B )), e.g., we would expect to get a purely macroscopical limit problem, where only some of the information of the microstructure (and their changes) are coded into the averaged coefficients, similar to the results in [1] . Related problems withno scaling of C ε B but otherwise the same scaling for similar scenarios (in the context of double poroelasticity) were investigated in [2, 15] . For a more holistic approach to different sets of scalings and their effect on the homogenization procedure, we refer to [32] .
We assume that the tensors C i and matrices K i are symmetric and have constant entries and also that there is a constant c > 0 such that
all symmetric matrices M ∈ R 3×3 and such that K i v · v ≥ c |v| 2 for all v ∈ R 3 . Note that it would also be possible to treat non-constant coefficients as long as estimates (5a)-(5e) hold uniformly in time and space and as long as the functions are sufficiently regular for the analysis part to hold. Now, from the construction and the regularity of s, we have the following estimates at hand for the transformation-related quantities defined via equations (1a)-(1f):
where C is independent of ε > 0. Furthermore, we also see that there is an ε-independent c > 0 such that J ε (t, x) ≥ c for all (t, x) ∈ S × Ω. We introduce the transformed coefficient functions needed to transform equations (2a)-(2j) in a fixed domain, i.e., without movement of the phase interface:
For a given function v = v(t, x), we denote the corresponding transformed function by v ε (t, x) = v(t, s ε (t, x)). Then, as a consequence of the estimate (3), there is a C > 0 independent of t ∈ S, x ∈ Ω, and ε > 0 such that
Furthermore, using the uniform positivity of J ε , we get the following uniform (all independent of t ∈ S, x ∈ Ω, and ε > 0) positivity estimates
Taking the back-transformed quantities (defined on the initial periodic domains Ω 8 we get the following problem in fixed coordinates (for more details regarding the transformation to a fixed domain, we refer to [11, 26, 34] ):
complemented with interface transmission, boundary, and initial conditions. Note that the structure of this system is similar to the moving interface problem given via equations (2a)-(2j), except for the advection terms, some additional nonisotropic effects, and the time/space dependency of all coefficients.
Analysis of the micro problem
We introduce the functional spaces
and get, after identifying H with their dual via Riesz's representation map, the Gelfand triple, V θ → H → V θ . With (, ) H and , V V , we denote the inner product of a Hilbert space H and the dual product of a Banach space V , respectively. Using the well-known Korn inequality (see, e.g., [13] ), we see that we can use
, where e(u) = 1/2(∇u + ∇u T ), instead of the standard Sobolev norm for V u . In the following Lemma, we establish some control on the parameter ε Lemma 3.1. There is a C > 0 independent of ε > 0 such that
, i ∈ {A, B}. Then, via extending v ε A appropriately to the whole of Ω (we refer to, e.g., [30, Chapter 1.4]), we call that respective extension v ε A , and then using Korn's inequality, we get the ε-independent estimate
. Via a scaling argument (and using Korn's inequality for functions in W
, C B }, we get the desired estimate.
Our concept of weak formulation corresponding to the problem in fixed domain, equations (6a)-(6d), is given as:
. We start off with the mechanical part, i.e., equation (8a), and define, for t ∈ S, the linear operators
The weak form (8a) is then equivalent to the operator equation
Lemma 3.2. The operator E ε (t), t ∈ S, is coercive, continuous (both uniformly in time and in the parameter ε), and symmetric.
Proof. Let u, v ∈ H 1 (Ω). Due to the estimates (5b), (5c), we instantly have
for all t ∈ S and all ε > 0. The symmetry follows, after transforming to moving coordinates, from the symmetry of the C i .
Since
(Ω), and t ∈ S, there is a unique weak solution U ε (t) ∈ V u to Problem 9. In particular, the inverse operator E −1,ε (t) is well defined and also linear, bounded, and coercive. Now, we want to turn our attention to the heat related part of our system, i.e., equation (8b), where we deal with the coupling 9 due to the dissipation term. This is done by combining the structure of the full problem (the coupling operators are basically dual to one another) and the just investigated properties of the operators of the mechanical part. Note that the following considerations regarding the thermal stress operator e ε th are (in spirit) quite similar to those presented in [37] . We see that, for v θ ∈ V θ and v u ∈ V u , we have 
and, as a result, e ε th (t)
In addition, we take a look at the corresponding dual operator e ε th (t) |V θ :
As a consequence, we have e ε th (t) |V θ |Vu :
which implies e ε th (t) |V θ |Vu = (e ε th (t)) . Following from the definition of the operator e ε th (t), we immediately have the following uniform estimate:
9 And therefore the mixed derivative term for the deformations u ε i . 10 Here, we used that α ref,ε (t) = α and div(J ε F ε ) = 0. Lemma 3.3. For v u ∈ V u and f ∈ H, it holds (uniform in t ∈ S and ε > 0)
Now, we go on introducing the following linear, t-parametrized functions
We note that F ε u (t) is well defined if, for example,
, and such that
Lemma 3.4. The operator B ε 2 is continuous (uniformly in t ∈ S and ε > 0), self-adjoint, and strictly monotone. In addition, for every f, g ∈ H, we have
Proof. We start off with proving the continuity property. Let f ∈ L 2 (Ω) and u ε f := E −1,ε (t)e ε th (t)f , i.e., the unique solution of
Due to the estimates from Lemmas 3.2 and 3.3, we instantly have u ε f Vu ≤ C f H , which implies, for all g ∈ H,
where C > 0 is independent of both t ∈ S and ε > 0. As an immediate consequence,
) Ω , = e ε th (t)g, E −1,ε (t)e ε th (t)f Vu Vu and since E −1,ε is strictly monotone and symmetric, we also have that B ε 2 is monotone and self-adjoint.
We establish some further regularity (w.r.t. time) of the following operator:
Lemma 3.5. There is a C > 0 independent of t ∈ S and ε > 0 such that
Proof. Let f, g ∈ H be given. Then,
In addition, 
Introducing the operators E ε (t) : V u → V u and e ε th (t) :
and u ε f ∈ V u as the unique solution to
we see that this is justified and ∂ t u ε f = u ε f . Furthermore, via testing equation (12) with ∂ t u ε f and using both the uniform bounds on the coefficients and the estimate on u ε f , inequality (5a), we see that
where C > 0 is independent of t ∈ S and ε > 0, and, due to
we then get the proposed estimate.
We introduce the operator A ε (t) :
Lemma 3.6. There are λ 1 , λ 2 > 0 (independent of t ∈ S and ε > 0) such that 
From those estimates, we see that the statement holds.
Having now these results available, we are finally able to prove the main existence theorem for the coupled thermoelasticity problem formulated in fixed coordinates. 
Defining, for every t ∈ S,
we see that ∂ t U ε ∈ L 2 (S; V u ) and that U ε (t) solves the mechanical part given via the variational equation (9) .
Transforming the solution (U ε , Θ ε ) back to moving coordinates, i.e., u ε (t, x) = U ε (t, s ε (t, x)) and θ ε (t, x) = Θ ε (t, s ε (t, x)), we then get the solution to the original problem given by equations (2a)-(2j). In the following theorem, we establish the a priori estimates needed to justify the homogenization process.
Theorem 3.8 (ε-independent a priori estimates). Assuming that
where C is independent of the choice of ε.
Proof. Testing the variational equality (11) with Θ ε , using the identity
and the uniform operator estimates established in Lemmas 3.2-3.4 and in Lemma 3.6, we get
. For the temperature on Γ ε , we have the following ε-trace estimate, see, e.g., [4] ,
Integrating over (0, t) and using the positivity of B ε 1 and the monotonicity of B ε 2 , we then get
A direct application of Gronwall's inequality then yields the desired estimates for the temperatures. Testing equation (9) with U ε and using the trace estimate (14), we get
. Via the Korn-type estimate given by Lemma 3.1, we see that the estimates for the deformations are valid.
Homogenization
In the following, we use the notion of two-scale convergence to derive a homogenized model. Our basic references for homogenization, in general, and two-scale convergence, in particular, are [3, 23, 29, 39] . For the convenience of the reader, we recall the definition of two-scale convergence:
In addition to the two-scale convergence, we introduce the notion of what is sometimes called strong two-scale convergence. This concept is needed to pass to the limit for some products of two-scale convergent sequences.
Definition 4.2 (Strong two-scale convergence
It can be shown, see, e.g., [23, Theorem 18] 
13
, that if u ε 2 → u and v ε 2−str.
). In the following, for a function v ε ∈ Ω ε i , i ∈ {A, B}, we denote its zero extension to the whole of Ω with χ By the ε-independent estimates established in Theorem 3.8, we have the following two-scale limits. 
Remark 1. Note that, we distinguish between functions that depend on y ∈ Y and functions independent of y ∈ Y , by using capitalized letters for the former and lowercase letters for the other.
For a function u = u(t, x, y), we set the corresponding transformed function as u(t, x, y) = u(t, x, s(t, x, y)). To keep the notation consistent, we also set U B (t, x, y) = u B (t, x, s(t, x, y)) and Θ B (t, x, y) = θ B (t, x, s(t, x, y)). Now, we introduce the homogenized transformation related quantities (all elements of
and see that they are strong two-scale limits of their ε-periodic counterpart
−→ H Γ .
13 Combined with the remark succeeding the proof of Theorem 18.
This can be seen by using the regularity of the function s, the fact that ε x ε → x, and using [3, Lemma 1.3.].
14 . For a similar situation in the case of peridodic unfolding, we refer to [11, Lemma 3.4.6] . As a consequence, we also have strong two-scale convergence for the transformed coefficients, see (4a)-(4i), the limits of whose are labeled via a ref -superscript.
We assume that, for i ∈ {A, B} and almost all t ∈ S, there are functions f ui (t), f θi (t), and
In particular, this implies
As a consequence, v ε ∈ W 1,2 0 (Ω) 3 . Choosing v ε as a test function and letting ε → 0, we then get, up to a subsequence, the following limit problem:
for almost all (x, y) ∈ Ω × Γ. As a next step, we are going to decouple the limit problem (16) . For this goal, we choose 14 Note that ignoring the "mismatch" x − ε x ε , we basically have F ε (t, x) ≈ F t, x, x ε v A ≡ 0 and v B ≡ 0. We obtain:
3 . Now, letting v A ≡ 0 and forcing v B = 0 a.e. on Ω × Γ, we get
Next, while keeping v A ≡ 0, we choose test functions such that v A (x) = v B (x, y) for almost all (x, y) ∈ Ω × Y B (in particular, we have that v B is constant in y ∈ Y ) and see that
Summarizing, we obtain the following decoupled (with respect to the test functions) system of variational equalities:
In addition to equations (20a)-(20c), we have the additional constraint u A (t, x) = U B (t, x, y) for almost all (t, x, y) ∈ S × Ω × Γ.
We go on by introducing cell problems and effective quantities to get a more accessible form of the homogenization limit. For j, k ∈ {1, 2, 3} and y ∈ Y , set
In addition, we introduce the effective elasticity tensor
, via
Furthermore, we introduce the following effective functions:
We see that, at least up to function independent of y ∈ Y , it holds
After transforming the microscopic mechanical part to moving coordinates, we are led to
3 and almost all t ∈ S.
Homogenization of the heat part. Let (v
Choosing v ε as a test function and letting ε → 0, we get, up to a subsequence, the following limit problem:
Using the same decoupling strategy as for the mechanical part, we obtain the following system of variational equalities: B ) ) and such that v A (T ) = v B (T ) = 0. Finally, we are able to present the complete homogenized problem of the initial highly heterogeneous ε-problem given by equations (2a)-(2j). We transform the variational equations (27b) to the moving domain formulation and combine the homogenized mechanical system (equations (22a), (22b)) and the homogenized thermo system (equations (27a), (27b)). Via localization, this results in the following two-scale system of partial differential equations (complemented by initial conditions and macroscopic boundary conditions) 
u B = u A , θ B = θ A on ∂Y B (t, x).
This homogenized model is a typical example of what is usually called a distributedmicrostructure model [35] . In simple words this means that on the one hand, we have obtained an averaged macroscopic description of the coupled thermoelasticity, that is equations (28a) and (28b), while on the other hand, these averaged equations are, at every point x ∈ Ω, additionally coupled with an x-parametrized microscopic problem, see equations (28c)-(28e).
The coupling between the two-scales (microscopic and macroscopic), again, is two-fold: a) Via the Dirichlet-boundary condition on ∂Y B (t, x) (equation (28e)), which is a direct consequence of the continuity conditions posed on the phaseinterface of the ε-microproblem, the macroscopic quantities determine the boundary values of the microscopic quantities. b) In contrast, in the macroscopic heat equation, we see that the average of the microscopic heat density, i.e., θ B dy is part of the overall heat density. In the case of γ i = 0, i.e., when there is no dissipation, the overall effective heat density e ef f = e ef f (t, x) would then be given as e ef f = c ef f θ A + ρ B c dB
This seems to suggest that equation (28b) should, actually, be interpreted as a balance equation for the so-called overall heat density, where part of the balanced quantity, the microscopic temperature θ B , is given as a solution to the microscopic heat balance equation.
In the homogenization limit, the phase transformation is a purely microscopic phenomenon, where we have the free boundary ∂Y B (t, x). However, the transformation does also turn up in the macroscopic part, where it enters via the volume force densities effective mean curvature H ef f Γ and the effective normal velocity W ef f Γ .
