Abstract-This paper presents a real-time Human detection algorithm based on HOG (Histograms of Oriented Gradients) features and SVM (Support Vector Machine) architecture. Motion detection is used to extract moving regions, which can be scanned by sliding windows; detecting moving region can subtract unnecessary sliding windows of static background regions under the surveillance conditions, then detection efficiency can be improved. Every sliding window is regarded as an individual image region and HOG features are calculated as classified eigenvectors. At last, the detected video objects can be categorized into predefined groups of humans and other objects by using SVM classifier. Experimental results from real-time video are provided which demonstrate the effectiveness of the method.
I. INTRODUCTION
Finding people in images has attracted much attention in recent years for practical applications such as visual surveillance [1] , Vehicle auxiliary driving [2] and image understanding. It is a next step after the development of successful face detection algorithms. The detection of humans has become an own research field.
However, unlike other object detection, human detection has some of its own characteristics. Humans usually have many different appearances in pose and style, and the background of the images or videos is often cluttered and has on general describable structure. So, human detection in image/videos is a challenging task for the variable appearance and various poses, which can influence the algorithm of choice. The articulated pose, style and color of clothes, illumination conditions in outdoor scene will affect the detection results.
The work of finding people from images or video can be divided into three stages; the first is ROI (Region of Interest) selection; the second is the selection of effective features; the third is objects classification.
For the ROI selection method, the recent research [3, 4, 5] indicate that sliding window is the predominant method being used in object classification, face recognition, human detection, due to its good flexibility and effectiveness. For the sliding window approach, each frame image is shifted from the top left to the bottom right with rectangular sliding windows in different scales, it is shown in Figure1. In each sliding window, some certain features such as texture, shape information, and gradient directions are extracted and fed to a classifier, which is trained offline by sample training image data. The trained classifier can estimate the sliding windows region is a person or not. For sliding window, the computational costs are often too high to real-time applications [6] . Some significant speed-up methods are used to reduce computation time [7, 8] .
The feature selection is a key problem in the process of human detection. The selected features must embody the objective characteristics, proper features can improve classification accuracy, while the improper features may lead to misjudge. So, how to select human features is very important. Some researchers [9] use global features like body shape or silhouettes to express the difference Figure 1 . Sliding windows on images between human and other objects. However, these features are not flexible since human can have many kinds of poses and shapes. So it's hard to model human for a trained classifier.
Compared to global features, local features are more suitable. SIFT (Scale Invariant Feature Transform) [10] features are useful local features to object classification; they are invariant to scale and rotations.
Gradient orientations are very robust local features [11] .Multi-scale features can be found by calculating orientation histograms. Dalal and Triggs [3] present a human detection algorithm with excellent detect precision. The method uses a dense grid of histograms of oriented gradients (HOG), and which is proved to be powerful enough to classify humans and other objects. However, the process of HOG features extraction is timeconsumed. To speed up Dalal's method, some improvements are achieved; Qiang Zhu and Shai Avidan [12] proposed a fast human detection with variable-size blocks. Xiaoyu Wang [13] use histograms of oriented gradients(HOG) and Local Binary Pattern(LBP) as the feature set, the method include global detector for whole scanning windows and part detector for local regions, the detection result is good.
Colour information is used to detect humans. Sebastian ntabone and Alvaro Soto [14] present a human detection system based on visual saliency mechanism and color features.
Michael Oren and Constantine Papageorgiou [15] present trainable human detection architecture on the basis of wavelet template that defines the shape of an object in terms of a subset of the wavelet coefficients of the image. Papageorgiou and Poggio [24] use absolute values of Harr wavelet coefficients at different orientations and scales as their local descriptors. Horizontal, vertical, and diagonal wavelets are used. The descriptor vectors are used in a kernels SVM framework.
Component-based human detection system is proposed by Mohan and Poggio [16] .This system is structured by four distinct detectors to find four components of the human body: head, legs, left arm, and right arm. Although this method is robust, it is a time-consuming method. Wu and Nevatia [17] use Bayesian combination to combine the part detectors to get robust detection.
Viola [18] proposed a human detection method which integrated image intensity information and motion features, this algorithm can detect humans with front and back views.
Apart from features selection, another key point is the design of classifier architecture. After features are extracted from each image, some classifiers for supervised learning such as neural network [22, 23] , support vector machine are then used to classify objects based on sample data. Discriminative classification techniques aim at determining an optimal decision boundary between pattern classes in a feature space. Neural network [26] is applied to many research fields; it is an effective tool to image classification and recognition. In the process of pedestrian detection, multilayer neural networks have been utilized in conjunction with adaptive local feature in the hidden network layer. This method unifies feature extraction a neural network classification within a single model. Support vector machine (SVM) [19] have evolved as a powerful tool to solve pattern classification problems. In contrast to neural network, SVM do not minimize some artificial error metric but maximize the margin of linear decision boundary to achieve maximum separation between the object classes. For human detection, SVM classifiers have been used in combination with various features.
Except for neural network and SVM, Adaboost [20] has been used successfully in face detection and face recognition. It has been used to construct strong classifiers as weighted linear combinations of the selected weak classifiers, each involving a threshold on a single feature. The cascade architecture is tuned to detect almost all pedestrians while rejecting no-pedestrians as early as possible.
This paper describes a method for classifying moving objects as either a pedestrian or not. The work includes three steps. Firstly, motion regions are detected. Secondly, the HOG features are extracted from motion region. Thirdly, pedestrians can be detected by SVM classifier. Our method builds on the above described earlier work; compared to the sate-of-art detectors, our method achieves some improvements for real-time applications.
The paper is organized as follows: Section I describes the research situation of human detection. Section II outlines our human detection approach. Section Ⅲ introduces the motion detection method. Section Ⅳ presents the feature extraction algorithm. The structure and algorithm of SVM are shown in section V. Experimental verification of the proposed method is shown in section VI. Finally, the conclusion is given in section VII.
II. THE ARCHITECTURE OF OUR APPROACH
The human detection algorithm is presented under the condition of visual surveillance, and the camera position is fixed, so the view is constant. The main purpose of motion detection is to decrease image regions which will be scanned by sliding windows, the detection of moving objects is valuable under the surveillance condition. Some static regions are usually backgrounds which are not necessary to be detected by sliding windows. So, just motion regions need human detection after motion detection, it will reduce computation time, and this method can be used to real-time human detection application.
As shown in Figure 2 , moving regions can be found after motion detection of frame image from real-time video. Because moving region may contain multi-person, person with other objects, vehicles, etc. Sometimes, the change of illumination conditions can produce motion region. So, the detected motion region should be detected by sliding window method, while not classified straightforwardly by classifier.
Motion regions will be scanned by sliding windows with varied size and sliding step, every window means a small frame image region. HOG features can be calculated from window region, then, the trained classifier can determine the corresponding window region is a person or not. Classified results rely on two key points, one is the selection of feature vector, and it is a critical factor of right classification. The second key point is the design of classifier.
In this paper, HOG is used to reflect the human body features. After motion detection, sliding windows can be used to shift on detected regions. Each window means an individual image region, and corresponding HOG feature vector will be calculated, which reflect the edge and gradient information of image region.
SVM is selected to classification; it should be trained by sample data before classifications. The sample data is the HOG feature vectors of general human and background images. When the support vectors are trained sufficiently, the SVM classification can be used to recognize humans from static images or real-time video. The architecture of classification system is shown as Figure 2 .
In our research work, the moving objects in outdoor scenes can be classified to two categories, pedestrians and others. Every window region can be seen as an independent image, then its feature vector is calculated and its category will be distinguished by priori knowledge on the base of SVM. The feature vector will be introduced in sectionⅣ.
Ⅲ. MOTION DETECTION
In this stage, a temporal differencing detection algorithm is used to extract moving region. There are many variants on the motion detection method, but the simplest is to take consecutive video frames and determine the absolute difference. A threshold value is used to determine the results. 
Where, i and j are pixel positions along horizontal and vertical directions.
After the motion image is determined, several motion regions can be extracted. Figure 3 shows the motion extraction results.
From Figure 3 (a) (b), we can see that walking pedestrian region can be extracted, most of the original region can be filtered by motion detection and the computational complexity can be reduced. The motion region 2 is bigger than a pedestrian area because the tree branch is swinging with wind, then walking pedestrian and branch form one moving region, the person can be found by the following detection algorithm. As is shown in Figure 3 (f) , the motion region 3 corporate two people, we may call it "multi-person" region. Because the distance between people is small, so, they can be seen as one region after motion detection, sliding windows and human detection algorithm can divide them into two individuals. Motion region 4 is a running car; of course, it can be classified as a non-human object. This section gives an introduction of HOG feature extraction algorithm [3] ; the method is based on evaluation well-normalized local histograms of image gradient orientations in a dense grid. The basic idea is the local object appearance and shape can often be characterized rather well by the distribution of local intensity gradients or edge directions, even without precise knowledge of the corresponding gradient or edge positions [25, 26] .
HOG features are similar to SIFT [10] descriptor, gradient orientation information is used to embody characteristics of objects; the latter is calculated on the basis of key point detection and is used to image matching. While HOG features are descriptions of orientation histograms and can be calculated as follows.
The first stage applies a simple template ] 1 , 0 , 1 [-to calculate gradients of every point along two directions.
In the second stage, the Image detection window is divided into small spatial regions, called "cells". For each cell, a local 1-D histogram of gradient of gradient or edge orientation over all the pixels in the cell is accumulated. This is the representation of "orientation histogram" representation. The gradient magnitudes of the pixel in the cell are used to vote into the orientation of histogram. Several cells form a group, called "block".
The third stage is the calculation of normalisation, for better invariance to illumination, shadowing, it is useful to contrast-normalize the local responses. This can be done by accumulating a measure of local histogram "energy" over "block". The result is used to normalise each cell in one block. The cell thus appears several times in the final output vector with different normalisations. Then the normalised block descriptors are defined as Histogram of Oriented Gradient (HOG), as shown in Figure 4 .
The last stage collects the HOG descriptors coving from all blocks the detection window into a feature vector for the classification use.
The HOG descriptors can capture local contour information, the edge and gradient structure, and reflect the characteristics of local shape. HOG features can be used to pedestrian detection.
V. SVM CLASSIFIER
There are discriminative classifiers which try to find characteristic differences between positive and negative examples. SVM is a widely used technique. SVM computes a high-dimensional hyperplane to separate the different object categories. To compute the plane, the chosen image feature space or a kernel of this feature space is used. SVM performs a two-class classification in two stages [21] :
First is the training stage, each window i is represented by vector x i with label y i =±1,the classification function C(x) is defined as Second is the testing stage, the classifier function C(x) is applied to image windows detected as road signs to estimate the confidence in class value.
According to the analysis above, C(x) is the estimated classification value. We link the value with the human detection. If C(x) >0, the sliding window can be regarded as a human region, the higher C(x), the higher the confidence. On the contrary, if C(x) <0, the detection window can be regarded as other objects.
VI. EXPERIMENT RESULTS
According to the analysis of classification system, the first work is to train SVM classifier, we use static image as positive and negative examples from INRIAPerson training sets (available at http://pascal.inrialpes.fr/data/human). Each 1000 samples of human and non-human are prepared, and their size is 128 ×64,as show in Figure 5 ; HOG features of every sample image should be extracted.
Each 1000 test images of human and background from INRIAPerson training sets are prepared. Table I shows the right rates and error rates of test image samples. For instance, there are 96% human samples are classified as human, while 7% Non-human samples are recognized as human, so the right rate of Non-human sample is 93%, error rate is 4%. Figure 6 shows the classification result on static image. To compare the performance of classifiers, BP neural network method is used to show its classification ability. The same with SVM, Each 1000 samples of human and non-human are prepared, the HOG features are input vector of neural network, and the teacher signal is defined as 1 and 0. New data is prepared to test the classification result after training. Table II shows the result. By comparisons, SVM is preferable to human classification. Our classification method can be used to real time video, when the resolution of scene is 320×240, frame rate is 20fps, Figure 7 and table Ⅲ show the classification results . 
VII. CONCLUSION
In this paper, a human detection method based on motion detection is presented. Motion detection is used to extract moving regions, which can be scanned by sliding windows. Every sliding window is regarded as an individual image region and HOG features are calculated as classified eigenvectors. At last, the detected video objects can be categorized into pre-defined groups of humans and other objects by using SVM classifier. Experimental results from real-time video are provided the effectiveness of the method.
The experiments results prove the validity and effectiveness. The recognition accuracy was acquired under laboratory setting, so it had some limits. In future work, this classification method will be used in intelligent surveillance field. Non-human 28 72 Figure 6 . Detection results of static image
