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Abstract
Coordinated multi-point (CoMP) communication is attractive for heterogeneous cellular networks
(HCNs) for interference reduction. However, previous approaches to CoMP face two major hurdles
in HCNs. First, they usually ignore the inter-cell overhead messaging delay, although it results in
an irreducible performance bound. Second, they consider the grid or Wyner model for base station
locations, which is not appropriate for HCN BS locations which are numerous and haphazard. Even
for conventional macrocell networks without overlaid small cells, SINR results are not tractable in the
grid model nor accurate in the Wyner model. To overcome these hurdles, we develop a novel analytical
framework which includes the impact of overhead delay for CoMP evaluation in HCNs. This framework
can be used for a class of CoMP schemes without user data sharing. As an example, we apply it to
downlink CoMP zero-forcing beamforming (ZFBF), and see significant divergence from previous work.
For example, we show that CoMP ZFBF does not increase throughput when the overhead channel delay
is larger than 60% of the channel coherence time. We also find that, in most cases, coordinating with
only one other cell is nearly optimum for downlink CoMP ZFBF.
I. INTRODUCTION
Improving cellular network capacity is a serious concern of network operators, as new genera-
tion mobile devices (e.g. smart phones and mobile connected tablets/laptops) keep getting wider
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2adoption and generating crushing data demand [1]. One approach among many viable solutions
is coordinated multi-point communication, where multiple cells cooperate to improve the key
quality-of-service metrics including network throughput (see [2] for an overview). As the cellular
network is now in a major transition from conventional macrocell network to heterogeneous
cellular network with additional tiers of small cells (e.g. microcells, picocells, femtocells and
distributed antennas), it is highly desirable to study CoMP techniques in this new paradigm.
A. CoMP Study Hurdles in Heterogeneous Cellular Networks
Existing research studies the CoMP concept in conventional macrocell-only networks [2]–[7].
However, two important aspects of existing works prevent their direct application to the new
environment of HCNs.
The first one is the idealized assumption on overhead messaging among neighboring cells,
i.e. assuming no inter-cell overhead delay. Not surprisingly, it results in promising predictions
on CoMP performance such as multi-fold throughput gain [2]–[8]. However, inter-cell overhead
delay is not trivial in typical cellular network [9]–[13], which leads to an irreducible performance
bound in theory [14] and significant performance degradations in practice [9]–[11]. The impor-
tance of inter-cell overhead delay is further confirmed by latest industrial implementations, where
the performance degradations are much smaller when inter-cell overhead channel is particularly
optimized (e.g. directly connecting base stations with gigabyte Ethernet) [10], [11]. Clearly,
inter-cell overhead delay is an important performance limiting factor, and must be modelled and
quantified in CoMP study [15]. However, this is not a trivial task in HCNs where different types
of base stations (BSs) have very different backhaul capabilities and protocols [11]–[13], [16].
The second one is the SINR characterization. Previous works use the grid model or the Wyner
model of base station locations to characterize the end-user’s signal and other-cell interference
in CoMP schemes. Unfortunately, neither model is suitable for HCNs because they assume
base stations (BSs) are located on regular positions (e.g. locations form a hexagon [4], [17], a
line [18] or a circle [7]) while small cells in HCNs have unplanned ad hoc locations. Besides,
SINR characterization under these two models are inaccurate or intractable, or both. The Wyner
model allows clean-form SINR results, to understand CoMP concept from information-theoretic
perspective. However, this model is not accurate due to unrealistic assumptions on the wireless
channel and inter-cell interference [19]. On the other hand, the grid model of conventional
3macrocell networks is known to be intractable for SINR analysis [8]. In HCNs with additional
tiers of overlaid small cells, the grid model is more complex and tractable SINR results are
almost hopeless [20], not to mention a grid model for small cells is unlikely to be very realistic.
In sum, previous models are incapable to capture the new characteristics of BS locations in
HCNs, and new models are highly desired for accurate and tractable SINR analysis.
B. Previous Work
Early theoretical literature completely ignores the impact of overhead messaging in CoMP
schemes, i.e. they assume that overhead messages have no quantization error and the overhead
channel is delay-free with infinitely large capacity [2]–[6]. Such an ideal assumption is useful
for the understanding of CoMP fundamentals, but is obviously far from reality in most practical
cases. As a result, it causes highly over-optimistic predictions on the performance of CoMP
schemes [9]–[11].
Practical issues of overhead messaging are considered in a few more recent works. The
capacity limit of inter-cell overhead channel is considered especially in CoMP joint processing
where user data is shared among cells [21], [22]. The limited feedback model is widely used
to characterize the quantization inaccuracy in overhead messages [17], [23], [24]. However, the
impact of overhead delay is either ignored or considered under a very simplified model – that is,
a fixed delay model [25]. In general, appropriated modeling of overhead delay is still missing, to
capture the imperfections of overhead channel such as congestion and hardware delays. In our
previous work [26], we proposed various models on overhead channels in HCNs (e.g. backhaul
and over-the-air overhead channels) and derived the respective delay distributions. These results
will be used in this paper to quantify the impact of overhead delay in CoMP performance.
Because the grid model and the Wyner model are obviously not suitable for SINR charac-
terization in HCNs, several recent works focus on developing new models for BS locations
[20], [27]. These works model the locations of BSs in HCNs as nodes in one or more spatial
Poisson Point Processes (PPPs). Base station transceiver parameters (e.g. transmit power and
path-loss exponent) become the mark of the respective node in the PPP. In this way, the PPP
model characterizes the BS location randomness as well as the heterogeneity among different
types of BSs. Previous studies on this PPP model show that, besides providing analytical
tractability, the new model is at least as accurate as the hexagon-grid model in characterizing the
4SINR distribution [20], [27]–[29]. Therefore, some in industry have begun to use it for SINR
characterization in HCNs [30].
C. Contributions
This paper evaluates downlink CoMP in HCNs, using appropriate models of inter-cell overhead
delay and BS locations. We first develop a new analytical framework for the evaluation of a class
of CoMP schemes without user data sharing among cells. This framework quantifies the impact
of inter-cell overhead delay in HCNs by using our previous results on the delay distributions
under various overhead channel configurations [26]. Note that this framework includes previous
CoMP analysis without overhead delay modeling as a special case. Therefore it can be used to
explain the performance gaps between previous analytical predictions and real implementations
of CoMP.
To concretely illustrate the usage of this framework, we apple it to a specific scheme: downlink
CoMP zero-forcing beamforming (ZFBF). CoMP ZFBF has been studied in macrocell networks
before [7], [17], [31] and is attracting industrial implementation efforts [11]. We derive upper and
lower bounds on the end-user SIR distribution for CoMP ZFBF in HCNs, using the spatial PPP
model to characterize other-cell interference from all BSs in the entire plane. These bounds are
closed-form and show clear dependence on important parameters such as the overhead message
bit size and the number of coordinated cells. Using this SIR characterization along with the
CoMP evaluation framework, we quantify the downlink CoMP ZFBF coverage and throughput
as functions of overhead messaging configurations. Compared with previous work, our results
provide new design insights for CoMP ZFBF, for example, on the best number of coordinated
cells and the appropriate configuration of overhead channels.
II. SYSTEM MODEL
A. Downlink Heterogeneous Cellular Network Modeling
We consider a downlink heterogeneous cellular network consisting of K different types of
base stations (e.g. macrocells, microcells, picocells, femtocells and distributed antennas). We
refer to a specific type of BSs as a tier, and thus call the network a K-tier HCN. For the k-th
tier, the BSs have transmit power Pk, number of antennas Nk, path loss exponent αk and spatial
density λk BSs per unit area. For example, compared with macrocells, femtocells typically have
5much lower transmit power, fewer antennas and eventually a much higher spatial density as tens
to hundreds of femtocells will often be deployed in the area of a macrocell [16].
We consider a typical end-user equipped with a single antenna. We denote its location as the
origin and the locations of BSs as {Xi,k, k = 1, 2 . . . , K, i ∈ N}, where Xi,k is the location of
the ith closest BS to the origin in the kth tier. We assume all tiers are independently distributed
on the plane R2 and BSs in the kth tier are distributed according to homogeneous Poisson Point
Process (PPP) Φk with intensity λk.
For the purpose of cell association, the end-user will listen to the downlink pilot signals from
different BSs, and measure their long-term average powers. With short-term fading averaged
out, the end-user will associate with the BS from whom it receives the strongest average power
max
k=1,2...,K,i∈N
{Pk|Xi,k|
−αk}. The index of the selected serving BS is
{i⋆, k⋆} = arg max
k=1,2,...K, i∈N
{Pk|Xi,k|
−αk} = arg max
k=1,2,...,K
{i⋆ = 1, Pk|X1,k|
−αk}. (1)
Therefore, we denote the selected serving BS as BS1,k⋆. When BS1,k⋆ is capable of coordinating
with L other cells, it usually would prefer to coordinate with the L strongest interfering cells,
for example, to maximally cancel inter-cell interference in CoMP zero-forcing beamforming [2],
[17]. We denote the set of these L coordinated BSs as BL.
B. Overhead Messaging in CoMP Schemes
In this paper, we investigate the impact of realistic inter-cell overhead signaling on a class of
CoMP schemes, where an end-user is served by only one BS without user data sharing among
coordinated cells. To cooperate with the serving cell, a coordinated BS BSi,k ∈ BL needs to be
updated with certain key parameters in that cell. The choices of these cooperation-dependent
parameters are different among various CoMP schemes, with common examples being user
channel states and user scheduling information. These parameters naturally fluctuate over time
because of the dynamics in network environment and user mobility.
Assumption 1: (i.i.d. discrete time model) We assume the cooperation-dependent parameters
stay constant for a time Ti,k (either deterministic or random) and then change to a new i.i.d.
value. We denote ηi,k = 1/E[Ti,k] as the average change rate.
This assumption is true for parameters such as user scheduling information, which are determined
by BSs and stays constant per transmission time interval (TTI). On the other hand, parameters
6such as channel fading may change continuously. However, the i.i.d. discrete time model on
channel fading (named block fading model in other literature) is fairly accurate and widely used
[23], [32].
We assume a parameterized gamma distribution on Ti,k in Assumption 1
Ti,k ∼ Gamma
(
M,
1
Mηi,k
)
, (2)
where M is the parameter. Note that E[Ti,k] = 1ηi,k is unchanged under various values of M . This
general distribution with different values of M can model different scenarios from deterministic
process (i.e. Ti,k becomes deterministic as M →∞) to Poisson process (i.e. Ti,k is exponentially
distributed for M = 1).
Because of the dynamics of these cooperation-dependent parameters, the end-user or its
serving cell needs to detect the changes in their values. Several parameters like user scheduling
information are determined by the BS and their values are thus known on real-time basis. For
other parameters such as channel fading, the end-user can constantly measure their values through
frequent pilot signals. Once the values of the parameters change, an overhead message will then
be generated and sent. In this way, the overhead message will be updated every Ti,k, a sufficient
frequency without unnecessary burden on the overhead channel.
After being generated by the serving base station BS1,k⋆ , an overhead message is transmitted
to BSi,k through inter-cell overhead channel. The overhead channel incurs delay denoted as
Di,k. With this updating overhead message, BSi,k can take the appropriate cooperation strategy
accordingly. Note that each overhead message only has a lifetime of Ti,k, because the parameters
change after Ti,k and a new overhead message is generated.
We now consider overhead design in CoMP ZFBF, where coordinated neighboring BSs use
zero-forcing precoders to null their interference [2], [17]. Therefore, the cooperation-dependent
parameter in CoMP ZFBF is the channel direction information (CDI)
h˜i,k
△
=
hi,k
‖hi,k‖
, (3)
where hi,k is the Nk×1 fading vector between BSi,k and the end-user. In this paper, we assume
uncorrelated Rayleigh fading, i.e. each component of hi,k is i.i.d. complex Gaussian CN (0, 1).
According to Assumption 1, the fading hi,k stays constant for a time Ti,k and then changes
independently, i.e. block fading [32]. In this specific example, Ti,k is the channel coherence
time.
7In the beginning of each fading block, the end-user observes the new fading value hi,k.
It searches through a codebook Ci,k known by both itself and BSi,k, which consists of 2Bi,k
codewords. From the codebook Ci,k, the end-user will choose the codeword ci,k closest to current
fading direction h˜i,k such that |h˜i,kci,k| is maximized. The index of this selected codeword ci,k
is fed back to BS1,k⋆ using Bi,k bits. For BS1,k⋆ , the overhead messages form an arrival process
with inter-arrival time Ti,k. The serving BS BS1,k⋆ then transmits these overhead messages to
BSi,k through an inter-cell overhead channel. Based on the received overhead, BSi,k chooses a
zero-forcing precoding vector fi,k such that |fi,k ci,k|2 = 0. See Fig. 1 for a conceptual plot of
overhead messaging in CoMP ZFBF.
 
Femto BS
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Core Network
Overhead Flow
End user
Desired Signal
Interference
Overhead Message about h
Pico BS
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h
t
Backhaul
Femto BS
Serving BS
Fig. 1. A conceptual plot of CoMP ZFBF in a heterogeneous cellular network. The end-user’s serving BS coordinates with
a pico BS. As the channel fading h between the pico BS and the end-user changes over time, the serving BS will perform
frequent overhead messaging through backhaul, to inform the pico BS about the current fading values.
C. The Impact of Overhead Delay
Realistic overhead messaging has two major imperfections – delay and quantization inaccuracy.
To make the discussion more concrete, we describe the impact of overhead delay in the context
8of CoMP ZFBF, while the situations in other CoMP schemes are similar. The delay Di,k of
an overhead message is defined as the time between when that overhead is generated (i.e. the
beginning of the respective fading block) and when it is received by BSi,k. It is caused by
unavoidable propagation time and the imperfections of the overhead channel such as congestion
and hardware delays [26]. We call this time window the overhead messaging phase. If the
overhead delay Di,k is smaller than the fading block length Ti,k, we call the rest time Ti,k−Di,k
in that fading block the cooperation phase. Note that the cooperation phase may not exist in a
fading block if the overhead delay Di,k is larger than Ti,k. See Fig. 2 for an example.
Overhead 
Messaging
Cooperation
Delay: D1
Overhead 
Messaging
Cooperation
Delay: D2
Fading Block 1: T1 Fading Block 2: T2
Overhead 
Messaging
Delay: D3
Fading Block 3: T3
Fig. 2. Overhead messaging phases and cooperation phases of a coordinated BS in CoMP ZFBF. The overhead message phase
starts from the beginning of each fading block and has a time length of overhead delay D. In a fading block, the coordinated
BS will have cooperation phase only if the overhead delay D is smaller than the fading block length T .
The interference from BSi,k is different between these two phases. In the overhead messaging
phase, the channel fading hi,k has already changed but BSi,k does not know its value yet.
Therefore the zero-forcing precoder fi,k is still determined from previously received overhead
message. According to Assumption 1, the current fading state hi,k is independent of the previous
fading block and thus the precoder fi,k based on it. Therefore, statistically the interference
|fi,khi,k|2 is not reduced in the overhead message phase, which is the worst-case interference
scenario [23], [24].
On the other hand, BSi,k receives the new overhead message in the cooperation phase and
adjusts its zero-forcing precoder fi,k accordingly. Because of Assumption 1, the fading value
hi,k is assumed to keep unchanged during this block. Therefore the new overhead message
remains accurate (minus quantization errors) in the cooperation phase and the selected precoder
fi,k minimizes the interference |fi,khi,k|2 for the entire phase [23], [24]. This is the best-case
9interference scenario.
It is seen that Assumption 1 simplifies the impact of overhead delay into two opposite
extreme cases: the interference to BSi,k is either not reduced in the overhead messaging phase
or maximally reduced in the cooperation phase. In practice, the channel fading hi,k continuously
changes with temporal correlation, instead of the i.i.d. discrete-time model in Assumption 1.
Therefore, the interference from BSi,k should gradually change over time and is in fact bounded
by the two extreme cases. However, it is hard to quantify mathematically. We use Assumption 1
because it is tractable for analysis, widely used in previous literature on MIMO systems [23], [32]
and allows a first-order analysis on the impact of overhead delay. Future work should consider
more complicated models on channel fading, such as other discrete time models in [25], [33],
[34].
D. The Impact of Overhead Quantization Error
Another concern of realistic overhead messaging is the finite overhead quantization bits Bi,k.
Larger Bi,k usually translates into smaller quantization error and thus higher cooperation gains.
However, the exact impact of Bi,k depends on the specific CoMP scheme and the overhead
codebook Ci,k. See [23] for an overview. We now discuss its impact in the context of CoMP
ZFBF.
The end-user’s SIR γ in CoMP ZFBF can be generally expressed as1
γ =
Pk⋆|X1,k⋆|−αk⋆ |f1,k⋆h1,k⋆|2∑
Xi,k∈
K⋃
k=1
Φk\{X1,k⋆}
Pk|Xi,k|−αk |fi,khi,k|2
, (4)
where the value of |fi,khi,k| is elaborated on in the following.
1) The end-user’s serving BS BS1,k⋆ needs to null its interference to the L coordinated cells.
Meanwhile it also wants to maximize the signal power |f1,k⋆h1,k⋆|2 to the end-user. Thus
its precoder f1,k⋆ is chosen such that |f1,k⋆h1,k⋆|2 ∼ χ22Nk⋆−2L [17].
2) A coordinated BS BSi,k ∈ BL cannot null its interference during the overhead messaging
phase, because its zero-forcing precoder fi,k is independent of h˜i,k and we have |fi,khi,k|2 ∼
1In modern cellular networks, thermal noise is not an important consideration either in cell interior where the signal power
is strong or in cell edge where interference is usually much larger. Interference is more dominant especially in HCNs because
of additional overlaid cells with high spatial densities. We therefore neglect thermal noise and consider SIR in this paper.
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χ22. In the cooperation phase, BSi,k receives the updated overhead indicating the codeword
ci,k = argmaxc∈Ci,k |h˜i,kc| and chooses fi,k such that |fi,k ci,k|2 = 0. However, because
ci,k is not the exact CDI h˜i,k, the value of |fi,khi,k|2 is still positive and dependent on the
design of overhead codebook Ci,k. In this paper, we assume random vector quantization
(RVQ) codebook Ci,k, which is commonly used in previous CoMP ZFBF [17], [23], [24].
Under this assumption, we then have |fi,khi,k|2 ∼ 2−
Bi,k
Nk−1 for BSi,k in the cooperation
phase.
3) A non-coordinated BS BSi,k /∈ BL chooses the precoder independent of its interference to
the end-user, and will have |fi,k hi,k|2 ∼ χ22.
Based on the derivations above, the end-user SIR can be expressed as
γ =
Pk⋆S1,k⋆|X1,k⋆|
−αk⋆∑
Xi,k∈
K⋃
k=1
Φk\{X1,k⋆}
Pkρi,kSi,k|Xi,k|−αk
(5)
where S1,k⋆ ∼ χ2(2Nk⋆ − 2L), Si,k ∼ χ22, and ρi,k is the interference cancellation factor for
BSi,k
ρi,k =


1 For BSi,k /∈ BL
1 For BSi,k ∈ BL during the overhead messaging phase
2
−
Bi,k
Nk−1 For BSi,k ∈ BL during the cooperation phase
(6)
III. COMP THROUGHPUT EVALUATION WITH IMPERFECT OVERHEAD MESSAGING
In this section, we present a throughput evaluation framework for a class of downlink CoMP
schemes, where inter-cell overhead messaging does not include user data. Common examples
in this category include CoMP beamforming [17], [31] and interference alignment [3]. The
general framework considers the practical issues from overhead messaging but is also analytically
tractable.
Lemma 1: The long-term time fraction τi,k that a coordinated BS BSi,k is in the cooperation
phase is
τi,k = p(Ti,k,∞)− ηi,k
∞∫
0
{p(Ti,k,∞)− p(Ti,k, s)}ds, (7)
where p(Ti,k, s) , P(Di,k ≤ Ti,k,Di,k ≤ d) is overhead delay distribution.
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Proof: See Appendix A.
In our previous work [26], we provide general models on overhead messaging delay for both
backhaul and over-the-air inter-cell overhead channels. We then derive the delay distribution
p(·) as an explicit function of inter-cell overhead channel parameters (e.g. over-the-air overhead
channel bandwidth). Note that our overhead delay models only affect the characterization of
p(·), while the result in Lemma 1 holds under various forms of delay distribution p(·).
In previous literature, no overhead delay is considered, i.e. delay Di,k = 0 and thus p(Ti,k, s) =
1 for any s and Ti,k. Under this condition, τi,k in (7) becomes 1 as well, which means BSi,k
is always in the cooperation phase with interference maximally reduced. This is obviously an
over-optimistic prediction on the interference.
Theorem 1: For CoMP schemes without user data sharing, the end-user’s long-term throughput
is
R =
∑
B⊂BL
pBR(γB), (8)
where the summation is over all possible subset B ⊂ BL, γB is the end-user SIR when BSs ∈ B
are in the cooperation phase and BSs ∈ BL \ B are in the overhead messaging phase, R(·) is
the SIR-rate mapping function, and
pB =

 ∏
BSi,k∈B
τi,k
∏
BSi,k∈BL\B
(1− τi,k)

 , (9)
Proof: Due to the overhead messaging delay, each coordinated BS BSi,k ∈ BL now has two
states: 1) the overhead messaging phase (with probability 1− τi,k) when the overhead message
at BSi,k is already outdated and the updated overhead has not been received yet; and 2) the
cooperation phase (with probability τi,k) when BSi,k receives the updated overhead message.
BSi,k has different cooperation performance between these two states, for example, as shown in
(6) for CoMP ZFBF. Therefore, we use a subset B ⊂ BL to denote the scenario that only BSs
∈ B are in the cooperation phase. The probability of this scenario is
pB =

 ∏
BSi,k∈B
τi,k
∏
BSi,k∈BL\B
(1− τi,k)

 . (10)
Each subset B ⊂ BL corresponds to a possible scenario regarding which coordinated BSs are in
the cooperation phase. The end-user’s long-term is the average rate over all possible scenarios.
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As shown in (8), the CoMP throughput evaluation framework explicitly quantifies the impact
of overhead delay through the time fraction τi,k and probability distribution pB. It also includes
the impact of finite overhead bit size because the end-user SIR γB is affected by overhead
quantization error, for example, as shown in (6) for CoMP ZFBF. In this way, the framework
considers the imperfections in the overhead messaging. Combined with the SIR characterizations,
it can be used to quantify the throughput and coverage of different CoMP schemes.
As we mentioned before, previous work does not fully consider practical issues in inter-cell
overhead messaging. In particular, they ignore the overhead delay, which is in fact non-trivial in
most network environments [9], [11], [13]. To show the importance of modeling and analysing
overhead delay in CoMP evaluation, we compare the result in Theorem 1 with previous work.
Without overhead delay, the coordinated BSs always have the updated overhead and stay in the
cooperation phase. Obviously, this is a idealized special case of Theorem 1.
Corollary 1: Under the assumption of delay-free overhead messaging, the long-term CoMP
throughput is
R = R(γBL), (11)
where γBL is defined in Theorem 1.
Proof: When overhead messaging has no delay, all coordinated BSs will always be in the
cooperation phase, i.e. τi,k = 1 for each BSi,k ∈ BL. Therefore we have pB = 1 if B = BL and
pB = 0 otherwise. The end-user’s rate is then R = R(γBL).
As shown in Corollary 1, assuming no overhead delay significantly simplifies the analysis
of CoMP schemes. However, as we elaborated before and will be shown in the numerical
simulations, this assumption is far from the reality and causes the wide gaps between analytical
predictions and realistic implementations.
IV. COMP ZERO-FORCING BEAMFORMING THROUGHPUT ANALYSIS
In this section, we derives the distribution of the end-user’s SIR γB for CoMP ZFBF, which will
be used with the evaluation framework in Theorem 1 to quantify the CoMP ZFBF throughput.
We first derive the SIR CDF in 1-tier cellular networks in Theorem 2, and then extend it to the
general HCN scenario in Theorem 3.
For now, we simplify the notation for 1-tier cellular networks by dropping the tier index k.
Specifically in 1-tier networks, the BSs have the same transmit power P , number of antennas N
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and path loss exponent α. Their locations {Xi, i ∈ N} form a PPP Φ with intensity λ. Therefore
the serving BS is simply BS1 – that is, the nearest BS to the end user – and the L coordinated
BSs are BL = {BS2, . . . ,BSL+1} – that is, the second to (L + 1) nearest BSs to the end-user.
Similarly, we now use notation ρi and Bi as simplified versions of ρi,k and Bi,k in (6).
In 1-tier networks, the end-user SIR γB in (8) can be simplified as
γB =
PS1|X1|
−α∑
Xi∈Φ\{X1}
PρiSi|Xi|−α
=
S1|X1|
−α∑
Xi∈Φ\{X1}
ρiSi|Xi|−α
. (12)
where ρi = 2
Bi
N−1 for BSi ∈ B and ρi = 1 otherwise.
Theorem 2: In 1-tier cellular networks, the CDF of the end-user SIR γB in (8) is bounded as
P(γB ≤ β)


≤ β
N−L−1
∞∑
i=2
ρi
Γ(1+α2 )(i−1)!
Γ(i+α2 )
≥ 1− exp
{
−Γ(1 + 2/α)
[
(N−L)Γ(1−α/2)
β[3−αρmin+(2l+3)−α(1−ρmin)]
]−2/α} (13)
where l = |B| is the cardinality of the set B, ρmin = min
BSi∈B
{ρi}, and
ρi =


1 BSi /∈ B
2−
Bi
N−1 BSi ∈ B
(14)
Proof: We denote the normalized interference (normalized by P ) as
IB
△
=
∑
Xi∈Φ\{X1}
ρiSi|Xi|
−α =
∑
BSi∈B
ρiSi|Xi|
−α +
∑
BSi∈Φ\{BS1
⋃
B}
Si|Xi|
−α. (15)
The last equality comes from the definition of B.
Upper Bound: For a PPP Φ = {X1, X2, . . .} in R2 with an arbitrary density λ, {|X1|2, |X2|2, . . .}
form a one dimensional PPP with intensity piλ. We thus have
E
[
|X1|α
|Xi|α
]
= E
[(
|X1|2
|Xi|2
)α/2]
=
Γ
(
1 + α
2
)
(i+ 1)!
Γ
(
i+ α
2
) , (16)
where the last equality holds from Appendix B. The upper bound on the SIR CDF is
P
(
γ =
S1|X1|−α
IB
≤ β
)
= P
(
IB
S1|X1|−α
≥
1
β
)
(a)
≤ βE
[
1
S1
IB|X1|
α
]
= βE
[
1
S1
] ∞∑
i=2
ρiE[Si]E
[
|X1|α
|Xi|α
]
(17)
where (a) follows from Markov’s inequality. As elaborated below (5), we have E
[
1
S1
]
= 1
N−L−1
(because S1 ∼ χ22N−2L) and E[Si] = 1 (because Si ∼ χ22) for i ≥ 2. Therefore Combing (16)
and (17) gives the CDF upper bound in Theorem 2.
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Lower Bound: Let I(m) =
∑
Xi∈Φ\{X1,...,Xm}
Si|Xi|
−α
. In other words, I(m) is the sum
interference experienced by the end-user, if the nearest m BSs (including the serving BS) are
removed or turned off. Note that I(0) means that the end-user is not associated with any BS, and
experiences interference from all the BSs in the PPP Φ. Denote l = |B| as the cardinality of B
and ρmin = minBSi∈B{ρi}. The actual interference IB can be expressed as a function of I(m)
IB ≥
∑
BSi∈B
ρminSi|Xi|
−α +
∑
Xi∈Φ\{X1
⋃
B}
Si|Xi|
−α
(b)

∑
BSi∈{BS2,...,BSl+1}
ρminSi|Xi|
−α +
∑
Xi∈Φ\{X1,...,Xl+1}
Si|Xi|
−α
= ρmin
∑
Xi∈Φ\{X1}
Si|Xi|
−α + (1− ρmin)
∑
Xi∈Φ\{X1,...,Xl+1}
Si|Xi|
−α
= ρminI(1) + (1− ρmin)I(l+1)
(c)

[
3−αρmin + (2l + 3)
−α(1− ρmin)
]
I(0) (18)
where  means stochastic dominance. In the right hand side of (b), we assume the strongest l
interfering BSs are cancelling their interference, instead of the l BSs in the set of B. Therefore
it is a lower bound on the interference IB. (c) holds from Appendix C deriving the lower bound
of an arbitrary I(m).
Based on the lower bound on interference I , the SIR CDF can be lower bounded as follows
P
(
γ =
S1|X1|−α
IB
≤ β
)
≥P
(
S1|X1|−α
[3−αρmin + (2l + 3)−α(1− ρmin)] I(0)
≤ β
)
(d)
≥ 1− E
[
e−A(Z)
]
(19)
where Z △= S1|X1|
−α
β[3−αρmin+(2l+3)−α(1−ρmin)]
, A(Z) = piλΓ(1 + 2
α
)Z−
2
α , and (d) holds from Theorem 1
in [35]. The CDF lower bound is then derived as
P(γB ≤ β) ≥ 1− E
[
e−A(Z)
]
(e)
≥ 1− exp
{
−piλΓ(1 + 2/α)(E[Z])−
2
α
}
= 1− exp
{
−Γ(1 + 2/α)
[
(N − L)Γ(1− α/2)
β [3−αρmin + (2l + 3)−α(1− ρmin)]
]−2/α}
, (20)
where (e) holds from Jensen’s inequality.
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Based on the results in Theorem 2 for the 1-tier networks, we now characterize the end-user’s
SIR γB in a general K-tier HCN.
Theorem 3: In a general K-tier heterogeneous cellular network, the CDF of the end-user SIR
γB in (8) is bounded as
P [γB ≤ β]


≤ β
Nk⋆−L−1

 ∞∑
i=2
ρi,k⋆
Γ(1+αk⋆2 )(i−1)!
Γ(i+
αk⋆
2 )
+
K∑
k=1
k 6=k⋆
Pk
Pk⋆
∞∑
i=1
ρi,k
(λk⋆π)
−
αk⋆
2 Γ(1+αk⋆2 )(i−1)!
(λkπ)
−αk
2 Γ(i+αk2 )


≥ 1− exp
[
−
(
piλˆ
)1− αk⋆
αmax
Γ
(
1 + 2
αmax
)(
(Nk⋆−L)Γ(1−
αk⋆
2 )
β[3−αmaxρmin+(2l+3)−αmax (1−ρmin)]
)− 2
αmax
]
(21)
where l = |B|, λˆ =
K∑
k=1
λk (Pk/Pk⋆)
2
αk , αmax , max{α1, . . . , αK}, ρmin = min
BSi,k∈B
{ρi,k}, and
ρi,k =


1 BSi,k /∈ B
2
−
Bi,k
Nk−1 BSi,k ∈ B
(22)
Proof: In the K-tier HCN, the normalized interference IB can be written as
I
△
=
K∑
k=1
∑
Xi,k∈Φk\{X1,k⋆}
Pk
Pk⋆
ρi,kSi,k|Xi,k|
−αk , (23)
where ρi,k = 2
Bi,k
Nk−1 for BSi,k ∈ BL and ρi,k = 1 otherwise.
Upper Bound. Similar to the proof for the 1-tier case, the upper bound of SIR CDF is
P
(
γ =
S1,k⋆|X1,k⋆|−αk⋆
IB
≤ β
)
≤
β
N − L− 1

 ∞∑
i=2
ρi,kE
[
|X1,k⋆|αk⋆
|Xi,k⋆|α
⋆
k
]
+
K∑
k=1
k 6=k⋆
∞∑
i=1
Pk
Pk⋆
ρi,kE
[
|X1,k⋆|αk⋆
|Xi,k|αk
] .
(24)
Following the same steps in Appendix B we have
E
[
|X1,k⋆|
αk⋆
|Xi,k⋆|αk⋆
]
=
Γ
(
1 + αk⋆
2
)
(i− 1)!
Γ
(
i+ αk⋆
2
) (25)
For k 6= k⋆, Xi,k and X1,k⋆ belong to two independent PPPs. Therefore we have
E
[
|X1,k⋆|αk⋆
|Xi,k|αk
]
=
E [|X1,k⋆|αk⋆ ]
E [|Xi,k|αk ]
=
(λk⋆pi)
−
αk⋆
2 Γ
(
1 + αk⋆
2
)
(i− 1)!
(λkpi)
−αk
2 Γ
(
i+ αk
2
) (26)
Therefore the upper bound in Theorem 3 is proven.
Lower Bound. The key idea of this proof is converting the interference from K tiers to that
of a single tier. Then we apply the lower bound from Theorem 2. Comparing (23) with (15),
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it is seen that the K-tier case is different from the 1-tier case in two important aspects: 1) BSs
from different tiers have different powers; and 2) BSs from different tiers have different path
loss exponents.
We first present the way of eliminating the power differences. The interference from the kth
tier is
Ik =
∑
Xi,k∈Φk
Pkρi,kSi,k|Xi,k|
−αk =
∑
Xi,k∈Φk
P ⋆k ρi,kSi,k
∣∣∣∣∣ Xi,k(Pk/Pk⋆) 1αk
∣∣∣∣∣
−αk
=
∑
Yi,k∈Φˆk
P ⋆k ρi,kSi,k |Yi,k|
−αk
(27)
where Yi,k
△
=
Xi,k
(Pk/Pk⋆)
1
αk
. The conservation property in [35], [36] states that {Yi,k, i ∈ N} form
a new PPP Φˆk with intensity λˆk = λk (Pk/Pk⋆)
2
αk . Therefore the interference can be viewed as
generated from the K new tiers {Φˆ1, . . . , ΦˆK} with the same transmitting power Pk⋆. Therefore,
the normalized interference in (23) can be rewritten as
IB
d.
=
K∑
k=1
∑
Yi,k∈Φˆk\{Y1,k⋆}
ρi,kSi,k|Yi,k|
−αk , (28)
where d.= means equivalence in distribution.
We then set all the path loss exponents to a common value αmax
△
= max(α1, . . . , αK), which
is the best case since the interference attenuates faster. The normalized interference in (23) can
be lower bounded as
IB ≥
K∑
k=1
∑
Yi,k∈Φˆk\{Y1,k⋆}
ρi,kSi,k|Yi,k|
−αmax △= I lbB . (29)
Denote Φˆ =
K⋃
k=1
Φˆk. Because {Φˆ1, . . . , ΦˆK} are independent PPPs, Φˆ is also a PPP with
intensity λˆ =
K∑
k=1
λˆk. The interference lower bound I lbB can be viewed as generated from a single
tier where 1) the BS locations forms a PPP Φˆ with intensity λˆ; 2) BSs have the same transmitting
power Pk⋆; and 3) BSs have the same path loss exponent αmax. Therefore, I lbB can be rewritten
as
I lbB =
∑
Xi,k∈Φˆ\{X1,k⋆}
ρi,kSi,k|Yi,k|
−αmax
=
∑
BSi,k∈B
ρi,kSi,k|Yi,k|
−αmax +
∑
BSi,k∈Φˆ\{BS1,k⋆
⋃
B}
Si,k|Yi,k|
−αmax. (30)
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It is obvious now that I lbB is in the same form as IB in (15).
Applying (19) and (20), we have the lower bound on the end-user SIR
P
(
γ =
S1,k⋆|X1,k⋆|−αk⋆
IB
≤ β
)
≥ P
(
S1,k⋆|X1,k⋆|−αk⋆
I lbB
≤ β
)
≥ 1− exp
[
−piλˆΓ
(
1 +
2
αmax
)
(E[Zˆ ])−
2
αmax
]
, (31)
where Zˆ = S1,k⋆ |X1,k⋆ |
−αk⋆
β[3−αmaxρmin+(2l+3)−αmax (1−ρmin)]
, l = |B|, and ρmin = minBSi,k∈B{ρi,k}. From Lemma
1 and 3 in [37], we have E[|X1,k⋆|−αk⋆ ] = (piλˆ)
αk⋆
2 Γ(1− αk⋆/2), which gives
E[Zˆ ] =
(Nk⋆ − L)(piλˆ)
αk⋆
2 Γ
(
1− αk⋆
2
)
β[3−αmaxρmin + (2l + 3)−αmax(1− ρmin)]
. (32)
Therefore the lower bound in Theorem 3 follows.
The bounds in Theorem 2 and 3 are insightful as they show clear dependence on important
parameters such as the number of BS antennas N , the path loss exponent α and the number
of coordinated neighbouring BSs L. On the other hand, the bounds in 1-tier network case are
independent of the BS spatial density λ. This is often called scale-invariance which is a known
property of interference-limited cellular networks [20], [27], [37]. These bounds on the end-user
SIR γB can be used with the throughput evaluation framework in Theorem 1 to derive the bounds
on the end-user throughput.
V. NUMERICAL RESULTS AND DISCUSSION
In this section, we simulate the CoMP ZFBF performance under both realistic and idealized
overhead messaging. We consider a 3-tier heterogeneous cellular network comprising macro
(tier 1), pico (tier 2) and femto (tier 3) BSs. We simulate the scenario that the serving BS is a
macrocell BS, i.e. k⋆ = 1. Notation and system parameters are given in Table I.
Two main performance metrics for CoMP schemes (including CoMP ZFBF) are their improve-
ments on network coverage and capacity. We simulate both performance metrics, by considering
the different types of SIR-rate mapping functions R(·) in Theorem 1.
1) (Coverage under CoMP ZFBF) If the end-user only requires a fixed target rate Rtarget
(e.g. a voice user), its SIR-rate mapping function R(·) is
R(γ) =


Rtarget γ ≥ γtarget
0 γ < γtarget
. (33)
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TABLE I
NOTATION & SIMULATION SUMMARY
notation Description Simulation Value
K The number of tiers in the HCN 3
k The tier index k=1 (macro), 2 (pico), 3 (femto)
k⋆ The tier index of the serving BS 1 (macro)
Pk Transmitting powers of kth-th tier P1 = 40W , P2 = 2W , P3 = 0.2W
λk Spatial density of kth tier λ1 = 10−6/m2, λ2 = 10−5/m2, λ3 = 10−4/m2
αk Path loss exponent of kth tier α1 = 4.0, α2 = 3.5, α3 = 3.0
Nk The number of BS antennas in the k-th tier N1 = 8, N2 = 4, N3 = 2
Di,k Overhead delay Not fixed
τi,k Time fraction of BSi,k in cooperation phase Not fixed
Ti,k Channel fading block length of BSi,k Fixed length of 80 ms
Bi,k Overhead message quantization bits for BSi,k Not fixed
L The number of coordinated cells Not fixed
BL The set of coordinated cells Not fixed
γtarget The target SIR used in (33) 3 dB
G The Shannon gap used in (34) 3 dB
The throughput quantified in Theorem 1 is then simply the user’s target rate times its
probability of being in coverage (i.e. with SIR γ larger than the target SIR γtarget).
Therefore, we can quantify the coverage improvement from CoMP ZFBF by normalizing
the derived throughput by Rtarget. We use γtarget = 3 dB in the simulations.
2) (Throughput under CoMP beamforming) If the end-user is a data-greedy user, its SIR-rate
mapping function R(·) is
R(γ) = log2
(
1 +
γ
G
)
bps/Hz, (34)
where G is the Shannon gap, which is 3 dB in our simulations. Quantifying the rate of
users of this kind will show the throughput improvement from CoMP ZFBF.
A. The Configurations of Overhead Channel
Regarding inter-cell overhead channels, we consider the scenario that the overhead messages
are shared through the BSs’ backhaul. In our previous work [26], the backhaul connection
between two coordinated BSs is modelled as a tandem queue network consisting of several
19
servers (e.g. switches, routers and gateways), each of which has exponential processing time.
See [26] for more details on this model. The limited processing rate from the backhaul servers
inevitably introduces overhead delay, whose distribution p(Ti,k, d) is derived in Theorem 1 in
[26] and used in the simulations.
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Fig. 3. Downlink CoMP ZFBF coverage probability vs. the average overhead channel delay. The overhead bit size is Bi,k =
3(Nk− 1), which gives ρi,k = 12.5% (i.e. a coordinated BSi,k can cancel 87.5% of its interference once receiving the updated
overhead). The number of coordinated cells is L = 1.
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Fig. 4. Downlink CoMP ZFBF throughput vs. the average overhead channel delay. The values of L and Bi,k are the same as
Fig. 3 (i.e. Bi,k = 3(Nk − 1) and L = 1).
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Fig. 3 and 4 show the impact of backhaul overhead delay on the CoMP ZFBF coverage
and throughput. It is seen that CoMP ZFBF coverage and throughput fall almost linearly as
the average delay grows from zero (i.e. delay-free overhead channel as assumed in previous
literature). In fact, when the overhead channel delay is larger than 60% of the fading coherence
time Ti,k, CoMP ZFBF does not bring any coverage or throughput gain. This observation diverges
significantly from previous optimistic performance predictions which ignore the overhead delay.
It also provides a rule of thumb for the overhead channel configurations for CoMP ZFBF.
B. Choosing Coordinated Cells
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Fig. 5. CoMP ZFBF coverage probability vs. the number of coordinated cells L. We use Bi,k = 3(Nk−1) to give ρi,k = 12.5%,
i.e. a coordinated BS BSi,k can cancel 87.5% of its interference once receiving the overhead. For the overhead delay Di,k between
the serving cell and BSi,k, we adjust the servers’ processing rates in their backhaul path, to make sure that the average overhead
delay E[Di,k] = 20 ms [13].
A fundamental design question for CoMP beamforming is how many and which neighbouring
cells should be coordinated. Coordinating more cells may translates into less interference from
other cells, but also weaker signal power for the end-user and heavier overhead messaging
burden. Fig. 5 and 6 show that the number of coordinated cells should be kept fairly small in
HCNs, even under ideal overhead model (i.e. no overhead delay and infinite quantization bits)
and limited feedback overhead model (i.e. no overhead delay but finite quantization bits). This
observation diverges significantly from previous work in conventional macrocell networks and
implies that dominant interference comes from only a few neighboring cells in HCNs. Further,
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Fig. 6. CoMP ZFBF throughput (bps/Hz) vs. the number of coordinated cells L. The configurations on Bi,k and the backhaul
channel are the same as Fig. 5 (i.e. Bi,k = 3(Nk − 1) and E[Di,k] = 20 ms).
by considering both overhead delay and rate constraints, our work indicates that coordinating
with only one other cell (i.e L = 1) is actually optimal for a serving base station BSi,k⋆ with
eight antennas.
0 20 40 60 80 100 120 140 160
0
2
4
6
8
10
12
14
The average delay (ms)T
he
 c
ov
er
ag
e 
an
d 
th
ro
ug
hp
ut
 lo
ss
es
 (%
) u
nd
er 
int
ra−
tie
r c
oo
rdi
na
tio
n
 
 
The coverage loss (in percentage)
compared with optimal coordination cell selection
The throughput loss (in percentage)
compared with optimal coordination cell selection
Fig. 7. CoMP ZFBF coverage and throughput losses (in percentage) under intra-tier coordination vs. the average overhead
channel delay. The values of L and Bi,k are the same as Fig. 3 (i.e. Bi,k = 3(Nk − 1) and L = 1).
When the serving base station BS1,k⋆ coordinates with L other cells, we assume the optimal
scenario that the L strongest interfering cells (possibly coming from different tiers) are able
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to coordinate with the serving cell. In practice, cross-tier coordination may be restricted in
HCNs and only intra-tier coordination is allowed. For example, the end-user installed femtocells
are controlled by their owners, and may not be allowed to or capable of coordinating with
macrocells [16]. Coordinating only with cells in the same tier (termed intra-tier coordination) is
of course sub-optimal and results in coverage and throughput losses, which are quantified in Fig.
7 (w.r.t. different overhead delay profile) and 8 (w.r.t. different values of L) for CoMP ZFBF. The
performance loss is most significant (e.g. as high as 20%) in the practically important scenario
of CoMP ZFBF – that is, relatively large number of coordinated cells and/or small overhead
channel delay (e.g. if the overhead channel is optimized as in [10]).
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Fig. 8. CoMP ZFBF coverage and throughput losses (in percentage) under intra-tier coordination vs. the number of coordinated
cells L. The configurations on Bi,k and the backhaul channel are the same as Fig. 5 (i.e. Bi,k = 3(Nk − 1) and E[Di,k] = 20
ms).
VI. CONCLUSION
This paper presents a novel approach to evaluate downlink CoMP schemes in the new network
paradigm of HCNs, by developing a new framework to quantify the impact of overhead delay
and using PPP model in end-user SINR characterization. This proposed approach can be used
for a class of CoMP schemes, and is applied to CoMP ZFBF in this paper as an example.
We show that CoMP ZFBF performance heavily depends on the overhead delay and its design
should be fairly conservative (e.g. coordinating with only one or two other cells). These results
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align with the findings from several industrial implementations [9]–[11], and provide insights
diverging significantly from previous work without overhead delay modeling.
In this paper, one fundamental assumption is the i.i.d. discrete time model of the cooperation-
dependent parameters. Developing more complicated and accurate models is an important related
topic for future works. Besides, the evaluation framework assumes the number of coordinated
cells L as a pre-determined parameter. The adaptive selection on L as a function of instantaneous
other-cell interference can potentially bring more CoMP gains, and should be considered in future
CoMP evaluation in HCNs. Considering multiple user antennas in CoMP is also a related topic
for future research.
APPENDIX
A. Proof of Lemma 1
The cooperation phase only occurs in fading blocks for which the overhead messaging delay
D is smaller than T . Here we omit the subscripts of delay D and block length T to keep the
proof general. The percentage of these fading blocks is
P(D ≤ T ) = P(D ≤ T ,D ≤ ∞) = p(T ,∞), (35)
where the last equality holds by definition. In these fading blocks, the overhead messaging phase
will have a time length E[D|D < T ]
E[D|D < T ] =
∞∫
0
{1− P(D ≤ s|D ≤ T )}ds. (36)
Thus the average duration of the cooperation phase is E[T ]− E[D|D ≤ T ].
In sum, the long-term time fraction of the cooperation phase is
η = p(T ,∞)×
(
E[T ]− E[D|D ≤ T ]
E[T ]
)
= p(T ,∞)−
p(T ,∞)
E[T ]
∞∫
0
{1− P(D ≤ s|D ≤ T )}ds
(a)
= p(T ,∞)−
1
E[T ]
∞∫
0
{p(T ,∞)− p(T , s)}ds. (37)
By definition, p(T ,∞) = P(D ≤ T ,D ≤ ∞) = P(D ≤ T ). Therefore (a) follows.
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B. Auxiliary Result for the CDF Upper Bound in Theorem 2
Consider a one-dimensional PPP Φ = {Y1, Y2, . . .} with intensity λ, we have
Yi =
i∑
j=1
∆j (38)
where ∆j ∼ exp(λ). For an arbitrary positive number ν, the following equality holds
E
[
Y ν1
Y νi
]
= E
[(
∆1
∆1 +∆2 + . . .∆i
)ν]
= E
{
E
[(
∆1
∆1 +∆2 + . . .∆i
)ν ∣∣∣∣∆1 + . . .∆i = x
]}
= E
{
Γ (1 + ν) (i− 1)!
Γ (i+ ν)
}
=
Γ (1 + ν) (i− 1)!
Γ (i+ ν)
(39)
C. Auxiliary Result for the CDF Lower Bound in Theorem 2
For an arbitrary m, I(m) can be expressed as
I(m) =
∑
Xi∈Φ\{X1,...,Xm}
Si|Xi|
−α
=
∑
Xi∈Φ\{X1,...,Xm}
Si (|Xi| − |Xm|+ |Xm|)
−α
=
∑
Xi∈Φ\{X1,...,Xm}
(
1 +
|Xm|
|Xi| − |Xm|
)−α
Si(|Xi| − |Xm|)
−α
≥
∑
Xi∈Φ\{X1,...,Xm}
(
1 +
|Xm|
|Xm+1| − |Xm|
)−α
Si(|Xi| − |Xm|)
−α
=
(
1 +
|Xm|
|Xm+1| − |Xm|
)−α ∑
Xi∈Φ\{X1,...,Xm}
Si(|Xi| − |Xm|)
−α (40)
Since the above inequality holds for any realization of |Xm| and |Xm+1|, we have
I(m)
a.s.
≥
(
1 +
E[|Xm|]
E[|Xm+1|]− E[|Xm|]
)−α ∑
Xi∈Φ\{X1,...,Xm}
Si(|Xi| − |Xm|)
−α
(a)
= (1 + 2m)−α
∑
Xi∈Φ\{X1,...,Xm}
Si(|Xi| − |Xm|)
−α, (41)
where (a) follows because we have E[|Xm|] = (λpi)−0.5 Γ(m+0.5)(m−1)! .
Now we define another point process Φ˜m
△
= {Yj ∈ R2 : for any, Yj = Xi − Xi|Xi| |Xm|, j =
i − m}, i.e. Φ˜ is formed by moving every point of {Xm+1, Xm+2, . . .} in the PPP Φ toward
the origin by distance |Xm|. Note that Φ˜m is also a spatial Poisson Point Process, but non-
homogeneous with a larger density than the original Φ (because when moving points toward the
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origin, we actually compress the space in R2). Therefore the sum interference from Φ˜m is larger
than that from the original Φ, i.e. larger than I(0).
I(m)
a.s.
≥ (1 + 2m)−α
∞∑
i=m+1
Si(|Xi| − |Xm|)
−α
= (1 + 2m)−α
∞∑
Yj∈Φ˜m
Sj+m|Yj|
−α
 (1 + 2m)−αI(0). (42)
REFERENCES
[1] “Cisco visual networking index: Global mobile data traffic forecast update, 2011 - 2016,” White Paper, CISCO, February
2012.
[2] D. Gesbert, S. Hanly, H. Huang, S. Shamai, O. Simeone, and W. Yu, “Multi-cell MIMO cooperative networks: A new
look at interference,” IEEE J. Select. Areas Commun., vol. 28, no. 9, pp. 1380 – 1408, December 2010.
[3] V. R. Cadambe and S. A. Jafar, “Interference alignment and degrees of freedom of the K-user interference channel,” IEEE
Trans. Inform. Theory, vol. 54, no. 8, pp. 3425 –3441, August 2008.
[4] O. Somekh and S. Shamai, “Shannon-theoretic approach to a Gaussian cellular multiple-access channel with fading,” IEEE
Trans. Inform. Theory, vol. 46, no. 4, pp. 1401 –1425, July 2000.
[5] S. Shamai and B. M. Zaidel, “Enhancing the cellular downlink capacity via co-processing at the transmitting end,” in Proc.
IEEE Veh. Technol. Conf., vol. 3, 2001, pp. 1745 –1749.
[6] H. Huang and S. Venkatesan, “Asymptotic downlink capacity of coordinated cellular networks,” in Proc. IEEE Asilomar
Conference on Signals, Systems, and Computers, Nov. 2004, pp. 850 – 855.
[7] S. Jing, D. N. C. Tse, J. B. Soriaga, J. Hou, J. E. Smee, and R. Padovani, “Multicell downlink capacity with coordinated
processing,” EURASIP Journal on Wireless Communications and Networking, vol. 2008, pp. 1– 19, 2008.
[8] G. J. Foschini, K. Karakayali, and R. A. Valenzuela, “Coordinating multiple antenna cellular networks to achieve enormous
spectral efficiency,” IEE Proceedings Communications, vol. 153, no. 4, pp. 548 – 555, August 2006.
[9] S. Annapureddy, A. Barbieri, S. Geirhofer, S. Mallik, and A. Gorokhov, “Coordinated joint transmission in
WWAN,” Invited talk, IEEE Communication Theory Workshop, May 2010, [Available Online]: http://www.ieee-
ctw.org/2010/mon/Gorokhov.pdf.
[10] R. Irmer, H. Droste, P. Marsch, M. Grieger, G. Fettweis, S. Brueck, H.-P. Mayer, L. Thiele, and V. Jungnickel, “Coordinated
multipoint: Concepts, performance, and field trial results,” IEEE Commun. Mag., vol. 49, pp. 102 – 111, Feburary 2011.
[11] A. Barbieri, P. Gaal, S. Geirhofer, T. Ji, D. Malladi, Y. Wei, and F. Xue, “Coordinated downlink multi-point communications
in heterogeneous cellular networks,” in Information Theory and Applications Workshop, Feb. 2012.
[12] F. Pantisano, M. Bennis, W. Saad, M. Debbah, and M. Latva-aho, “On the impact of heterogeneous backhauls on coordinated
multipoint transmission in femtocell networks,” in Proc. IEEE Int. Conf. Commun., June 2012.
[13] D. Wei, “Leading edge–LTE requirements for bearer networks,” Huawei Communicate, pp. 49 –51, June 2009.
[14] M. A. Maddah-Ali and D. Tse, “Completely stale transmitter channel state information is still very useful,” in Allerton
Conference on Commun., Control, and Computing, September 2010, pp. 1188 – 1195.
26
[15] A. Lozano, R. W. Heath Jr., and J. G. Andrews, “Fundamental limits of cooperation,” submitted, IEEE Trans. Inform.
Theory, March 2012, [Available Online:] http://arxiv.org/abs/1204.0011.
[16] J. G. Andrews, H. Claussen, M. Dohler, S. Rangan, and M. C. Reed, “Femtocells: Past, present, and future,” IEEE J.
Select. Areas Commun., vol. 30, no. 3, pp. 497 – 508, April 2012.
[17] J. Zhang and J. G. Andrews, “Adaptive spatial intercell interference cancellation in multicell wireless networks,” IEEE J.
Select. Areas Commun., vol. 28, no. 9, pp. 1455 –1468, December 2010.
[18] A. D. Wyner, “Shannon-theoretic approach to a gaussian cellular multi-access channel,” IEEE Trans. Inform. Theory, pp.
1713 – 1727, Nov. 1994.
[19] J. Xu, J. Zhang, and J. G. Andrews, “On the accuracy of the Wyner model in cellular networks,” IEEE Trans. Wireless
Commun., vol. 10, no. 9, pp. 3098 –3109, September 2011.
[20] H. S. Dhillon, R. K. Ganti, F. Baccelli, and J. G. Andrews, “Modeling and analysis of K-tier downlink heterogeneous
cellular networks,” IEEE J. Select. Areas Commun., vol. 30, no. 3, pp. 550 – 560, April 2012.
[21] A. Sanderovich, O. Somekh, H. V. Poor, and S. Shamai, “Uplink macro diversity of limited backhaul cellular network,”
IEEE Trans. Inform. Theory, vol. 55, no. 8, pp. 3457 –3478, August 2009.
[22] P. Marsch and G. Fettweis, “A framework for optimizing the uplink performance of distributed antenna systems under a
constrained backhaul,” in Proc. IEEE Int. Conf. Commun., June 2007, pp. 975 –979.
[23] D. J. Love, R. W. Heath Jr., V. K. N. Lau, D. Gesbert, B. D. Rao, and M. Andrews, “An overview of limited feedback in
wireless communication systems,” IEEE J. Select. Areas Commun., vol. 26, no. 8, pp. 1341–1365, October 2008.
[24] N. Jindal, “MIMO broadcast channels with finite-rate feedback,” IEEE Trans. Inform. Theory, vol. 52, no. 11, pp. 5045
–5060, November 2006.
[25] S. Akoum and R. W. Heath Jr, “Limited feedback for temporally correlated MIMO channels with other cell interference,”
IEEE Trans. Signal Processing, vol. 58, no. 10, pp. 5219 –5232, Oct. 2010.
[26] P. Xia, H.-S. Jo, and J. Andrews, “Fundamentals of inter-cell overhead signaling in heterogeneous cellular networks,” IEEE
Journal of Selected Topics in Signal Processing, vol. 6, no. 3, pp. 257 – 269, June 2012.
[27] J. G. Andrews, F. Baccelli, and R. K. Ganti, “A tractable approach to coverage and rate in cellular networks,” IEEE
Transactions on Communications, vol. 59, no. 11, pp. 3122 – 3134, Nov. 2011.
[28] B. Blaszczyszyn, M. Karray, and H. Keeler, “Using Poisson processes to model lattice cellular networks,” arXiv preprint
arXiv:1207.7208, 2012.
[29] D. Taylor, H. Dhillon, T. Novlan, and J. Andrews, “Pairwise interaction processes for modeling cellular network topology,”
in Proc. IEEE Global Telecommunications Conference, 2012.
[30] S. Mukherjee, “Distribution of downlink SINR in heterogeneous cellular networks,” IEEE J. Select. Areas Commun.,
vol. 30, no. 3, pp. 575 – 585, April 2012.
[31] H. Dahrouj and W. Yu, “Coordinated beamforming for the multicell multi-antenna wireless system,” IEEE Trans. Wireless
Commun., vol. 9, no. 5, pp. 1748 –1759, May 2010.
[32] D. Tse and P. Viswanath, Fundamentals of Wireless Communication, 1st ed. Cambridge University Press, 2005.
[33] H. S. Wang and N. Moayeri, “Finite-state Markov channel – a useful model for radio communication channels,” IEEE
Trans. Veh. Technol., vol. 44, no. 1, pp. 163 –171, Feb. 1995.
[34] Y. Isukapalli and B. D. Rao, “Finite rate feedback for spatially and temporally correlated MISO channels in the presence
of estimation errors and feedback delay,” in Proc. IEEE Global Telecommunications Conference, Nov. 2007, pp. 2791
–2795.
27
[35] C.-H. Liu and J. G. Andrews, “Distributed SIR-aware scheduling in large-scale wireless networks,” arXiv preprint
arXiv:1107.1731, 2011.
[36] D. Stoyan, W. Kendall, and J. Mecke, Stochastic Geometry and Its Applications, 2nd ed. John Wiley and Sons, Inc.,
1996.
[37] H.-S. Jo, Y. J. Sang, P. Xia, and J. G. Andrews, “Heterogeneous cellular networks with flexible cell association: a
comprehensive downlink SINR analysis,” accepted, IEEE Trans. Wireless Commun., 2012.
