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Abstract
The basic arguments underlying the symplectic projector method are presented. By this method, local
free coordinates on the constraint surface can be obtained for a broader class of constrained systems. Some
interesting examples are analyzed.
1 Introduction
Over the last three decades, understanding the constrained systems has been a fundamental problem in
theoretical physics. The reason for that lies in the principle of gauge invariance and the principle of covariance
of quantum field theory and gravity. It follows from these principles that the models of the fundamental
interactions should be formulated in terms of fields that are subjected to constraints. The most effective
method to deal with constrained system is the BRST method, in which the classical and quantum quantities
are found as objects in the cohomology group of a nilpotent operator which encodes the symmetry of the
system. The BRST operator acts on functionals defined on an enlarged configuration (or phase) space, in
which new variables (of opposite Grassmann parity) are added to original ones. “The physical surface” is
embedded in this space and the physics on it is retrieved by solving the cohomology problem. Although this
method, in its various formulations, deals with all known situations in a remarkable efficient way, allowing
one to solve complex problems as the identification of anomalies, Schwinger terms and renormalization, one
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looses the intuitive picture of the physical space (see, for a review of BRST [1].) However, it is possible to
work with the constrained systems by reducing the space to the physical subspace instead of enlarging it.
The aim of this letter is to review a method for finding the local coordinates on the constraint surface on
which the dynamics takes place. The original idea was to construct a projector in the configuration space
that projects the global coordinates of the space onto the constraint surface. Thus, free local coordinates
can be obtained on the surface and the local dynamics of the system can be written entirely in terms of
these coordinates. This method was initially developed for holonomic constraints in the configuration space
[2], extended to phase space [3], and tested in the analyses of gauge field theories [4, 5, 6, 7, 8]. Despite the
fact that it is less powerful than BRST method and its applicability is quite restricted, it might be simpler
to handle in various situations when one is not interested in maintaining the full generality of the BRST or
when one deals with collective processes in many-body systems. Results along this line have been obtained
for quantum electrodynamics [4], Chern-Simons in three dimensions [7], and non-commutative strings [8]
among others, where physical coordinates that simplifies the analysis of these systems have been given
The paper is organized as follows. In Section 2 we are going to present the construction of projector for
holonomic constraints in the configuration space following [2]. The projected variables and the symplectic
projector are discussed in Section 3. In Section 4 we analyze two examples: the electrodynamics [4] and a
toy model recently used in discussing the properties of strings in the presence of a B-field [10]. The last
section is devoted to discussions.
2 Projector on the constraint surface
Consider a physical system described by a set of coordinates xi, i = 1, 2, . . . , n on a manifold En which is
called the configuration space. The classical motion of the system is given by a curve x(t) in En, where for
a non-relativistic system t is the time. This curve is obtained by minimizing a functional action which is
the time integral of a Lagrangian
S[x(t)] =
∫
dt L[x(t), x˙(t)], (1)
where more general Lagrangians on higher derivatives of x(t) and explicit dependence of t can be considered
in (1). From the geometric point of view, the Lagrangian functional in (1) is a function on the tangent bundle
T (En) that takes any pair (x,v) into a real number
L : T (En) → R. (2)
On the trajectory curve the vector v(t) = x˙(t). The trajectory is the solution of the second order differential
equations (Euler-Lagrange) that can be obtained from (1). In order to classify these trajectories, one has
to transform the Euler-Lagrange equations into first order differential equations. This can be done by
introducing new variables pi from the cotangent bundle T ∗(En) to the configuration space. The trajectory
is now a curve in T ∗(En) and the equations can be transformed into first order differential equations
(Hamilton) written as usual in terms of the Hamiltonian which is a real functional in the cotangent bundle
H(x,p) or in the phase space. However, the Hamiltonian and the solutions of the equations of motion may
not exist for every point of the configuration space. This happens when the following Hessian is degenerate
Wij ≡
∂2L
∂x˙i∂x˙j
. (3)
Nevertheless, the solutions of the equations of motion and the Hamiltonian always exists on a submanifold
of the configuration space or phase space given by the momentum map
pi =
∂L(x,p)
∂vi
, (4)
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which can also be expressed analytically by a set of equations called primary constraints
ψµ(x,p) = 0. (5)
The dynamics should hold on this surface. If one divides the constraints in a subset χa that satisfies the
relations
{χa, ψµ} ≈ 0, (6)
called first class constraints and the remaining set of relations φm called the second class constraints, then
the matrix
∆mn = {φm, φn} (7)
is invertible and fixes the canonical Hamiltonian. If one has a theory with only second class constraints the
dynamics of any observable (i.e. a phase space function A (x,p)) is given by the following relation
A˙ ≈ {A,Hc} − {A,φm, }∆
−1
mn {φn,Hc} . (8)
Here, ∆−1mn is the inverse of the ( non-singular) matrix ∆mn. In terms of the Dirac brackets, we can rewrite
(8) as
A˙ ≈ {A,Hc}D . (9)
The first class constraints generate gauge transformations and one has to fix the gauge before applying the
formula (9).
It was originally proposed by Dirac to make use of the Dirac brackets in passing to quantum commutators.
However, there is a drawback of the Dirac brackets structure, namely that, as extended brackets, the
commutators obtained from them loose the Kronecker delta structure. One way to makeshift around this
problem is to maintain the canonical bracket structure and to reduce the analysis of the system to the
physical subspace which is embedded in the configuration (phase) space. This goal can be achieved by
constructing the projection operators onto the physical surface. We are going to present a method for doing
that in the configuration space of a discrete system. The extension to the phase space is obvious since the
geometric structures underlying the construction are the same. The presentation follows the line of the
original paper [2].
Let us consider a discrete system for which the configuration space En is taken to be Euclidean and
isomorphic to Rn. The global Cartesian coordinates are denoted by xi, where i = 1, . . . , n. We assume that
the physical system is subject to holonomic constraints in the configuration space. The constraint surface
is described by the following set of independent equations
Σ : φI(xi) = 0, (10)
where I = 1, 2, . . . , r label the relations among coordinates. The surface Σ is geometric and independent
of the dynamics. Therefore, the geometrical objects related to it are invariant under the evolution of the
system. However, the dynamics takes place on Σ and we want to find a local coordinate system on it which
is free of constraints.
The first point to be noted is that one can construct a local coordinate system at every point x ∈ En of
global coordinates xi if a regular matrix field M(xi) is given. Since the construction is purely geometric, the
elements of M(xi) should be time independent. If ei is the orthogonal basis of E
n associated to the global
Cartesian coordinates, the local basis fa(x), where a = 1, 2, . . . , n associated to the coordinate system in P
is given by
fa(x) =M
i
a(x)ei. (11)
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In general,M ia(x) will define some local coordinates on Σ, too. The configuration of the system at a moment
t will be given by a Cartesian vector x(t) in the configuration space that points to a point on the trajectory
embedded in Σ.
In order to be able to project onto the constraint surface, one picks up a specific local basis at each
point x ∈ Σ by splitting the tangent space T nx (E) to E
n at x into the direct sum T n−rx (Σ)⊕N
r
x(Σ). Here,
T n−rx (Σ) is the tangent space to Σ at x and N
r
x(Σ) is the normal space. The local basis is thus split as
fa(x) = {nI(x), tα(x)}, where nI(x) form the normalized basis of N
r
x(Σ) while tα, α = 1, 2, . . . , n−r stands
for a basis in the tangent space T n−rx (Σ). The components of nI(x) are given in terms of the derivatives of
φI(x)
nIi(x) =
∂iφ
I(x)
|∂iφI(x)|
, (12)
where we have used the Euclidean product in En to compute the norm of the vector. Since the normal
vectors ∂iφ
I(x) are not necessarily orthogonal, they generate a metric gIJ(x).
With these objects at hand it is easy to construct a projector that projects the vectors of En in the
neighborhood of x. One way to see that is by introducing the canonical basis n∗I(x) in the cotangent space
T
∗(n−r)
x associated to {nI(x)} in terms of which the sought for projector Λ(x) can be written as
Λ(x) = 1−
r∑
I=1
nI(x)n
∗I(x). (13)
The projector (13) will pick up the parallel components to the tangent space to Σ at x of any vector of
the configuration space. As was pointed out in [2], the local tangent space is free of constraints. In order to
find out the local configuration of the system at any moment t one has to project the configuration vector
x(t) by acting with Λ on it. The two spaces T n−rx and N
r
x are given by the eigenvectors of the complement
projector Q(x) = 1− Λ(x) associated to the eigenvalues 0 and 1, respectively.
By picking up an appropriate matrixM ia(x), one can split up the components of the configuration vector
into two sets {xα(t), xI(t)} that satisfy the following boundary conditions [2]
x˙I(t) = 0 , xI(t) = φI(x) = 0, (14)
where the vectors have been ordered as follows I = n−r+1, . . . , n. The general regular transformation to the
local coordinates that satisfy the relations (14) leaves the Lagrangian invariant (but not the Hamiltonian)
and therefore the unconstrained Lagrangian can be locally written as
L′(xα(t), x˙α(t)) = L(xi(t), x˙i(t)) (15)
The local dynamics is given by free Euler-Lagrange equations obtained from L′ in terms of xα only, or from
L with the boundary conditions (14).
This construction extends easily to the phase space. In the case of the quantum field theory it can
be reproduced formally in the same way, however some care should be taken when the corresponding
geometrical objects are defined. It is important to emphasize once again that the full construction is local
on the constraint surface. Finding the global properties of the projector is an interesting issue which has
not been addressed yet.
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3 Symplectic Λ projector and physical variables
Let us consider the phase space of a system with second class constraints φm. The phase space coordinates
are denoted by ξM , where M = 1, 2, . . . , 2n. The projector defined in (13) has the following form
ΛMN = δMN − JML
δφm
δξL
∆−1mn
δφn
δξN
. (16)
The projector ΛMN acts on vector coordinates ξM of the space-phase endowed with a symplectic two-form
JMN . In theories with gauge symmetry, the gauge must be fixed firstly in order to apply this method. The
local physical or true variables ξ∗ are obtained as a result of the action of (16) on the vector ξ :
ξ∗M = ΛMNξN . (17)
Starting with a 2n-dimensional phase-space in the presence of 2m second-class constraints, we are lead to a
vector with 2(n−m) independent components. When one projects the configuration vector, the coordinates
given by (17) encode the dynamics of the system as discussed in the previous section. In order to write
down the Hamiltonian that determines the dynamics one has to find out the boundary conditions for the
canonical momenta associated with the coordinates that satisfy (14). They are found to be given by the
following relations [2]
pI(t) = p˙I(t) = 0. (18)
From (14) and (18) one can see that the Hamiltonian is given by the original one written in terms of
the coordinates that are obtained after projection, i. e. the local coordinates on the physical surface. These
variables are independent, free of constraints and they obey canonical commutation relations. The equations
of motion follow from the usual Hamilton-Jacobi equations:
.
ξ
∗
= {ξ∗,H∗} (19)
One notes that there is a structural similarity between the expression in (16) and the well-know funda-
mental Dirac brackets matrix[9]:
DMN = {ξM , ξN}D = J
MN − JMLJKN
δφm
δξL
∆−1mn
δφn
δξK
. (20)
It is easy to see that the following relation relating the geometric projection and the algebraic Dirac matrix
holds:
Λ = −DJ. (21)
This simple relation connects two objects that have been obtained through different constructions.
Let us make two remarks. Firstly, observe that if one computes the trace of the Λ-matrix, one obtains
the number of the degrees of freedom of the system. Secondly, the observables of the theory depend locally
on the coordinates ξ∗ on the constraint surface. Indeed, as for the Lagrangian, one has to take into account
the boundary conditions (14) and (18) in determining any observables. But these relations actually express
the independence of the corresponding function on the local normal coordinates.
4 Examples
In this section we are going to illustrate the method of projectors in two examples: the electrodynamics and
a toy model used in the study of the noncommutative D-branes. The first example has been studied in [4].
The second one is presented here for the first time.
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4.1 Electrodynamics
Let us apply the symplectic projector method to the Maxwell’s electrodynamics in the radiation gauge. Our
purpose is to obtain the physical variables and the Hamiltonian as was discussed above. The starting point
is the canonical Hamiltonian
H =
∫
d3x
{
1
2
(pi2 +B2) + piψγ
0(γ · ∂ − ieγ ·A− im)ψ
}
(22)
together with the set of (second-class) constraints
φ1 = pi0 (23)
φ2 = ∂ · pi + ie piψψ
φ3 = A0
φ4 = ∂ ·A (24)
These are the informations we need to apply the procedure: we have the local metric
∆−1 =


0 0 δ3(x− y) 0
0 0 0 ∇−2
−δ3(x− y) 0 0 0
0 −∇−2 0 0

 . (25)
The matrix elements of the symplectic projector are given by the following relation
Λµν (x, y) = δ
µ
ν δ
3(x− y)− εµα
∫
d 3ρ d 3σ δα(x)φ
i(ρ)∆−1ij (ρ, σ) δν(y)φ
j(σ) ,
where δα(x)φ
i(ρ) ≡ δφ
i(ρ)
δξα(x) and (A0, A1, A2, A3, ψ, pi0, pi1, pi2, pi3, piψ)←→ (ξ1, · · · , ξ10). A simple algebra gives
the Λ-matrix
Λ(x, y) =

0 0 0 0 0 0 0 0 0 0
0 δ3(x−y)−
∂x
1
∂
y
1
∇2
−
∂x
1
∂
y
2
∇2
−
∂x
1
∂
y
3
∇2
0 0 0 0 0 0
0 −
∂x
2
∂
y
1
∇2
δ3(x−y)−
∂x
2
∂
y
2
∇2
−
∂x
2
∂
y
3
∇2
0 0 0 0 0 0
0 −
∂x
3
∂
y
1
∇2
−
∂x
3
∂
y
2
∇2
δ3(x−y)−
∂x
3
∂
y
3
∇2
0 0 0 0 0 0
0
−ie ξ5(x)∂
y
1
∇2
−ie ξ5(x)∂
y
2
∇2
−ie ξ5(x)∂
y
3
∇2
δ3(x−y) 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0
ie∂x
1
ξ10(y)
∇2
0 δ3(x−y)−
∂x
1
∂
y
1
∇2
−
∂x
1
∂
y
2
∇2
−
∂x
1
∂
y
3
∇2
−ie∂x
1
ξ5(y)
∇2
0 0 0 0
ie∂x
2
ξ10(y)
∇2
0 −
∂x
2
∂
y
1
∇2
δ3(x−y)−
∂x
2
∂
y
2
∇2
−
∂x
2
∂
y
3
∇2
−ie∂x
2
ξ5(y)
∇2
0 0 0 0
ie∂x
3
ξ10(y)
∇2
0 −
∂x
3
∂
y
1
∇2
−
∂x
3
∂
y
2
∇2
δ3(x−y)−
∂x
3
∂
y
3
∇2
−ie∂x
3
ξ5(y)
∇2
0
ie ξ10(x)∂
y
1
∇2
ie ξ10(x)∂
y
2
∇2
ie ξ10(x)∂
y
3
∇2
0 0 0 0 0 δ3(x−y)


.
(26)
By projecting the symplectic vector we get the following physical coordinates
ξ1∗ (x) = ξ6∗ (x) = 0 (27)
ξn∗ (x) = A⊥n−1 (x) , n = 2, 3, 4 (28)
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ξ5∗ (x) = ψ (x) (29)
ξ10∗ (x) = piψ (x) (30)
ξm∗(x) = pi⊥m−6(x) + 2ie
∫
d 3y ∂xm−6∇
−2piψ(y)ψ(y) ,m = 7, 8, 9 . (31)
With these coordinates, we obtain the well-known Hamiltonian of electrodynamics [12]
H∗ =
∫
d 3x
1
2
(
pi⊥2 +B2
)
+ piψγ
0
(
γ · ∂ − ieγ ·A⊥ − im
)
ψ (32)
+
e2
2pi
∫
d 3x d 3y piψ(x)ψ(x)∇
−2piψ(y)ψ(y) . (33)
The electrodynamics represents a basic example of how the symplectic projector method should be applied
in the case of abelian gauge fields.
4.2 Toy Model
One important class of constraints are the self-dual constraints intimately related to the chiral symmetry.
In [10] it was proposed a toy model that exhibits such of constraints as a result of using noncommutative
coordinates. This models has been used in [10, 11] to illustrate some features of noncommutative open
strings and D-branes in the Dirac quantization.
The starting point is the following Lagrangian
L = −
eB
2c
x˙iεij x
j + eΦ(x), (34)
which describes a charged particle interacting with an electro-magnetic field of static potential Φ(x) and
constant, large magnetic field B in the limit when the kinetic energy term can be neglected or m→ 0. The
phase space of the model is 4-dimensional and its coordinates are subjected to two (self-dual) constraints
of second class
φi ≡ pi +
eB
2c
εij x
j ≈ 0. (35)
Let us introduced the phase space vector ξ with the following components(
ξ1, ξ2, ξ3, ξ4
)
≡
(
x1, x2, p1, p2
)
. (36)
The Dirac brackets for the coordinates are given by the following relations
{xi , xj}D =
c
eB
εij (37)
{xi , pj}D =
1
2
δ ij (38)
{pi , pj}D = −
eB
4c
εij . (39)
It is easy to see the the D-matrix is
D =


0 − c
eB
1
2 0
c
eB
0 0 12
−12 0 0 −
eB
4c
0 −12
eB
4c 0

. (40)
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Using the relation (21) we can write down the symplectic projector,
Λ =


1
2 0 0
c
eB
0 12 −
c
eB
0
0 − eB4c
1
2 0
eB
4c 0 0
1
2

 . (41)
Finally, from (41) we obtain the physical variables:
ξ∗1 =
1
2
ξ1 +
c
eB
ξ4 (42)
ξ∗2 =
1
2
ξ2 −
c
eB
ξ3 (43)
ξ∗3 = −
eB
4c
ξ2 +
1
2
ξ3 = −
eB
2c
ξ∗2 (44)
ξ∗4 =
eB
4c
ξ1 +
1
2
ξ4 =
eB
2c
ξ∗1. (45)
From (45) we see that the reduced phase-space is two-dimensional with the usual canonical commutation
relations between ξ∗1 and ξ∗2. The Hamiltonian expressed in terms of these two physical variables can be
used as a starting point for the quantization of the system. In general, the quantization is local on constraint
surface, but this case represents an exception.
5 Conclusion
In this paper we have presented a method for projecting the global coordinates of an Euclidean configura-
tion (phase) space of a system with holonomic or second class constraints onto the physical surface. The
projection gives free local coordinates on the surface and one can express the dynamics of the system and
the observables in terms of them. The projection is achieved by a local projector that, in the phase space,
is the matrix product between the symplectic form and the Dirac matrix and its trace gives the number
of the degrees of freedom of the system. When the model presents gauge symmetries represented by first
class constraints, one has to fix firstly these symmetries. It would be interesting to investigate further the
possibility of encoding global information about the constraint surface in the theory and to analyze the
extension of the method to configuration (phase) spaces with more complicate topology.
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