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Abstract
A polynomial curve on [0, 1] can be expressed in terms of Bernstein polynomials and Chebyshev polynomials of the second
kind. We derive the transformation matrices that map the Bernstein and Chebyshev coefficients into each other, and examine the
stability of this linear map. In the p = 1 and ∞ norms, the condition number of the Chebyshev–Bernstein transformation matrix
grows at a significantly slower rate with n than in the power–Bernstein case, and the rate is very close (somewhat faster) to the
Legendre–Bernstein case. Using the transformation matrices, we present a method for the best multi-degree reduction with respect
to the
√
t − t2-weighted square norm for the unconstrained case, which is further developed to provide a good approximation
to the best multi-degree reduction with constraints of endpoints continuity of orders r, s (r, s ≥ 0). This method has a quadratic
complexity, and may be ill-conditioned when it is applied to the curves of high degree. We estimate the posterior L1-error bounds
for degree reduction.
c© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
Degree reduction of Be´zier curves is one of the most important problems in CAGD (Computer Aided Geometric
Design) or CAD/CAM. It consists of approximating a given curve by another one of lower degree. In general, degree
reduction cannot be done exactly so that it invokes approximation problems. Thus in recent twenty years, many works
[1–4,6–8,13–16,18,20,21,23] relevant to the degree reduction of Be´zier curves have been published.
The Bernstein–Be´zier representation for parametric curves has become the de facto standard in the CAGD
context [9], as it enjoys many important properties like the de Casteljau algorithm and elegant geometric
interpretations. However, the Bernstein polynomials are not orthogonal. And this disadvantage may limit its
applications in many of the approximation problems, for example, the least-squares approximation. Since degree
reduction is an approximation problem in nature, methods in the classical approximation theory (see e.g. [5,19,24])
can be employed.
∗ Corresponding author at: Department of Mathematics, Zhejiang University, Hangzhou 310027, China. Tel.: +86 13588103106.
E-mail address: lulz99@yahoo.com.cn (L. Lu).
0377-0427/$ - see front matter c© 2007 Elsevier B.V. All rights reserved.
doi:10.1016/j.cam.2007.10.032
L. Lu, G. Wang / Journal of Computational and Applied Mathematics 221 (2008) 52–65 53
Several sets of orthogonal polynomials have been introduced in the field of degree reduction. The Chebyshev
polynomials of the first kind are used to obtain the best approximation in L∞-norm [7,14,23] and in the 1/
√
4t − 4t2-
weighted square norm [18], whereas the Chebyshev polynomials of the second kind are used in L1-norm [13]. The
Legendre polynomials are used in L2-norm [8,14,15]. And the Jacobi polynomials are used in L∞-norm [1], in L1-
norm [6], in L2-norm [4,20], and in L p-norm [3]. A unified approach which is able to describe many current degree
reduction algorithms is presented in [21], it is better conditioned and cheaper and can be further developed to construct
a number of new algorithms.
In this paper, we consider multi-degree reduction of Be´zier curves with respect to the w-weighted square norm
(Lw2 -norm), which is defined by
‖ f ‖w2 =
∫ 1
0
w(t) f 2(t)dt, w(t) =
√
t − t2. (1)
By using the Chebyshev polynomials of the second kind, we present a method for the best degree reduction in Lw2 -
norm for the unconstrained case, which is also the best one-degree reduction in L1-norm (cf. [3]). And this method
is applied to multi-degree reduction for the constrained cases, where the two endpoints have continuity of orders
r, s (r, s ≥ 0) and where only one of the two endpoints has continuity of order r ≥ 0. Although the constrained
approximation is not the best approximation in Lw2 -norm to the given curve, it can be combined together with
subdivisions to generate piecewise continuous approximating curves. The L1-error of degree reduction is estimated
and can be used to obtain the approximation within the given error tolerance by subdivisions. Furthermore, we
compare our method with the best one-degree reduction in L1-norm with endpoints interpolation [13], which provides
the Bernstein coefficients of the approximating curve only when the given curve has degree n ≤ 5.
The outline of this paper is as follows. In Section 2, we review some preliminary results for the Bernstein
polynomials and Chebyshev polynomials of the second kind. Then we derive the basis transformation matrices
between them and analyze the condition numbers of the transformation in Sections 3 and 4, respectively. In Section 5,
we present multi-degree reduction of Be´zier curves by using the basis transformation matrices. We show some
examples in Section 6. Finally, Section 7 concludes this paper.
2. Bernstein and Chebyshev polynomials
The Bernstein polynomials of degree m on [0, 1] are defined by
Bmi (t) =
(m
i
)
(1− t)m−i t i , i = 0, 1, . . . ,m, (2)
which have been widely used in CAGD for designing curves and surfaces. We now recall some basic properties of the
Bernstein polynomials that will be required below; see [9] for complete details.
The Bernstein polynomial Bmi (t) of degree m can be represented by the linear combination of the Bernstein
polynomials of higher degree n,
Bmi (t) =
n−m+i∑
j=i
b(m,n)i, j B
n
j (t), i = 0, 1, . . . ,m, (3)
where
b(m,n)i, j =
(m
i
)(n − m
j − i
)/(
n
j
)
. (4)
The product of two Bernstein polynomials is given by
Bmi (t)B
n
j (t) =
(m
i
) ( n
j
)
(
m+n
i+ j
) Bm+ni+ j (t).
All the Bernstein polynomials have the same definite integral over [0, 1], namely,
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0
Bni (t)dt =
1
n + 1 , i = 0, 1, . . . , n.
The Chebyshev polynomials of the second kind1 constitute an orthogonal basis that is well-suited to least-squares
approximation. For the sake of symmetry properties, they are traditionally defined on [−1, 1] by
Un(x) = sin ((n + 1) arccos x)sin (arccos x) , x ∈ [−1, 1].
However, for our purpose, it is preferable to map this to [0, 1] by x = 2t − 1.
The Chebyshev polynomials Un(t) on t ∈ [0, 1] can be generated through the recurrence relation
Un(t) = (4t − 2)Un−1(t)−Un−2(t), n = 2, 3, . . . ,
starting with U0(t) = 1 and U1(t) = 4t − 2. The orthogonality of these polynomials is expressed by the relation∫ 1
0
w(t)U j (t)Uk(t)dt =
{pi
8
, j = k,
0, j 6= k, (5)
where w(t) = √t − t2 is the weight function.
It is well-known that the Chebyshev polynomials are a special case of the Jacobi polynomials P(α,β)n (2t − 1)
(α, β > −1) when α = β = 12 . So, they can be explicitly expressed as (see [3] and [5, Corollary 10.3.2])
Un(t) = n + 1(
n+ 12
n
) P( 12 , 12 )n (2t − 1) = 12
n∑
i=0
(−1)n−i
(
2n+2
2i+1
)
( n
i
) Bni (t). (6)
3. Basis transformation matrices
A polynomial Pn(t) of degree n, defined on t ∈ [0, 1], can be represented by the Bernstein polynomials
Pn(t) = Bnpn =
n∑
j=0
p j B
n
j (t) (7)
and equivalently by the Chebyshev polynomials
Pn(t) = Unun =
n∑
k=0
ukUk(t), (8)
where
Bn = (Bn0 (t), Bn1 (t), . . . , Bnn (t)), pn = (p0, p1, . . . , pn)T,
Un = (U0(t),U1(t), . . . ,Un(t)), un = (u0, u1, . . . , un)T.
We are now interested to find the (n + 1)× (n + 1) matrixMn and its inverseM−1n such that
Un = BnMn and Bn = UnM−1n . (9)
Here,Mn andM−1n are called the transformation matrices between the Bernstein and Chebyshev bases. From (7)–(9),
we can obtain
pn =Mnun and un =M−1n pn .
1 In this and subsequent sections, the Chebyshev polynomials denote the Chebyshev polynomials of the second kind, if no explicit indication is
given on the contrary.
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Then we have
p j =
n∑
k=0
Mn( j, k)uk, for j = 0, 1, . . . , n,
which maps the Chebyshev coefficients un into the Bernstein coefficients pn , and the same holds for the inverse.
In the following two theorems, we will deduce the transformation matrices between the Bernstein and Chebyshev
bases. In [17], the transformation matrices between the Bernstein polynomials and Chebyshev polynomials of the first
kind are investigated.
Theorem 1. Un = BnMn , where the elements of the matrixMn are given for 0 ≤ j, k ≤ n by
Mn( j, k) = 1
2
(
n
j
) min( j,k)∑
i=max(0, j+k−n)
(−1)k−i
(
2k + 2
2i + 1
)(
n − k
j − i
)
. (10)
Proof. Substituting (n − k)-fold degree elevation (3) into (6), we have
Uk(t) =
k∑
i=0
n−k+i∑
j=i
(−1)k−i
2
(
n
j
) (2k + 2
2i + 1
)(
n − k
j − i
)
Bnj (t)
=
n∑
j=0
Bnj (t)
1
2
(
n
j
) min( j,k)∑
i=max(0, j+k−n)
(−1)k−i
(
2k + 2
2i + 1
)(
n − k
j − i
)
.
Finally, (10) follows from the basis transformation
Uk(t) =
n∑
j=0
Mn( j, k)Bnj (t), for k = 0, 1, . . . , n. 
Theorem 2. Bn = UnM−1n , where the elements of the matrixM−1n are given for 0 ≤ j, k ≤ n by
M−1n ( j, k) =
( n
k
)
4n+ j
j∑
i=0
(−1) j−i
(
2 j + 2
2i + 1
)(
2k + 2i + 1
k + i
)(
2n + 2 j − 2k − 2i + 1
n + j − k − i
)/(
n + j + 2
k + i + 1
)
. (11)
Proof. To start with, we need the following equality for the Beta function,
B
(
a + 3
2
, b + 3
2
)
:=
∫ 1
0
ta+
1
2 (1− t)b+ 12 dt = pi
4a+b+1
(2a + 1)!(2b + 1)!
a!b!(a + b + 2)! ,
where a and b are both positive integers.
By the basis transformation
Bnk (t) =
n∑
j=0
M−1n ( j, k)U j (t), for k = 0, 1, . . . , n,
we multiply the above equation by
√
t − t2U j (t), integrate over t ∈ [0, 1], and invoke the orthogonality of the
Chebyshev polynomials to obtain
M−1n ( j, k) =
8
pi
∫ 1
0
√
t − t2Bnk (t)U j (t)dt
= 4
pi
∫ 1
0
√
t − t2Bnk (t)
j∑
i=0
(−1) j−i
(
2 j+2
2i+1
)
(
j
i
) B ji (t)dt
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= 4
pi
(n
k
) j∑
i=0
(−1) j−i
(
2 j + 2
2i + 1
)∫ 1
0
tk+i+
1
2 (1− t)n+ j−k−i+ 12 dt
=
( n
k
)
4n+ j
j∑
i=0
(−1) j−i
(
2 j + 2
2i + 1
)
(2k + 2i + 1)!(2n + 2 j − 2k − 2i + 1)!
(k + i)!(n + j − k − i)!(n + j + 2)! .
It is easy to derive (11) by rewriting all the factorial terms in the last equation into binomial coefficients. 
4. Condition of basis transformations
As usual, for any vector v = (v0, v1, . . . , vn)T, its lp-norm is defined by
‖v‖p =
(
n∑
i=0
|vi |p
)1/p
.
Then, the lp-norm condition number of an (n + 1)× (n + 1) matrix A is defined by
κp(A) = ‖A‖p‖A−1‖p, (12)
where the lp-norm of the matrix A is derived from
‖A‖p = sup
v6=0
‖Av‖p
‖v‖p .
It is well-known that the condition numbers of the transformation matrices have been used to characterize the
stability of a transformation [10–12]. Suppose now that we want to study the sensitivity of the linear map
y = Ax, x = (x0, x1, . . . , xn)T.
If δy = (δy0, δy1, . . . , δyn)T is the corresponding perturbation induced by the perturbation δx = (δx0, δx1, . . . , δxn)T,
we denote fractional errors of the corresponding perturbations by
εp(x) = ‖δx‖p‖x‖p and εp(y) =
‖δy‖p
‖y‖p .
Then we have (see e.g. [11])
εp(y) ≤ κp(A)εp(x).
Note that the condition numbers only weakly depend on the chosen norm. Therefore, in this paper, we restrict
ourselves to the discussion of condition numbers with p = 1 and p = ∞ for the simplicity of calculations, since the
matrix norms will have particularly simple reductions:
‖A‖1 = max
0≤k≤n
n∑
j=0
|A( j, k)|, ‖A−1‖1 = max
0≤k≤n
n∑
j=0
|A−1( j, k)|,
‖A‖∞ = max
0≤ j≤n
n∑
k=0
|A( j, k)|, ‖A−1‖∞ = max
0≤ j≤n
n∑
k=0
|A−1( j, k)|.
Due to the complicated forms of elements of Mn and M−1n in (10) and (11), it is almost impossible to express
their matrix norms as a function of the polynomial degree n. Using the above formulae, we have performed these
calculations for n = 1, 2, . . . , 50, with the first ten cases listed in Table 1.
In Fig. 1, we compare the computed values of the condition numbers for degrees n up to 30. Obviously,
for each n, the Chebyshev–Bernstein transformation has very close values of condition numbers to those
of the Legendre–Bernstein transformation [11]. It means that the Chebyshev–Bernstein transformation is
comparatively well-conditioned. Furthermore, it is shown in [10,12] that the condition numbers of power–Bernstein,
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Fig. 1. Condition numbers of the three transformations: Legendre–Bernstein (dots), Chebyshev–Bernstein (pluses), power–Bernstein (squares).
The power–Bernstein transformation has the same value of κ1 and κ∞ for each n, see [10].
Table 1
l1 and l∞ norms for Chebyshev–Bernstein transformation matrices Mn and their inverses M−1n , as a function of polynomial degree for
n = 1, 2, . . . , 10
n ‖Mn‖1 ‖M−1n ‖1 ‖Mn‖∞ ‖M−1n ‖∞ κ1(Mn) κ∞(Mn)
1 4.00 0.75 3.00 1 3.00 3.00
2 11.00 0.63 6.00 1 6.88 6.00
3 26.67 0.55 13.33 1 14.58 13.33
4 61.00 0.49 24.33 1 30.02 24.33
5 135.20 0.45 51.80 1 61.00 51.80
6 293.93 0.42 95.20 1 123.14 95.20
7 630.86 0.39 200.23 1 247.78 200.23
8 1341.57 0.37 374.37 1 497.64 374.37
9 2833.21 0.35 782.05 1 998.41 782.05
10 5950.73 0.34 1482.38 1 2001.69 1482.38
The corresponding condition numbers are also shown (The values are rounded in their last digit.).
Hermite–Bernstein and power–Hermite transformations exhibit a faster growth than the exponential growth with the
degree n and are very ill-conditioned.
In practical terms, one can interpret log10 κp as the maximum number of correct significant decimal digits that may
be lost in a basis transformation. From Fig. 1, we then see that, no more than 6 digits may be lost in converting a
polynomial of degree 20 between the Chebyshev and Bernstein forms.
5. Degree reduction
5.1. Unconstrained case
Let pn = (p0, p1, . . . , pn)T be a given column vector of control points which defines the degree n Be´zier curve
Pn(t) =
n∑
i=0
pi B
n
i (t).
The problem of degree reduction is to find qm = (q0, q1, . . . , qm)T defining the approximating Be´zier curve
Qm(t) =
m∑
i=0
qi B
m
i (t)
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of lower degree m (<n) so that the Lw2 -norm ‖Pn(t)− Qm(t)‖w2 is minimized.
It was shown in [19,24] that whenm = n−1, the best approximation in L1-norm can be obtained by the Chebyshev
polynomials. However, it is a stepwise process that reduces the degree by one at each step.
We express the given curve Pn(t) in terms of the Chebyshev polynomials
Pn(t) =
n∑
i=0
uiUi (t) (13)
with the coefficients un = (u0, u1, . . . , un)T given by
un =M−1n pn .
From the property of the Chebyshev polynomials that the best approximation of degree n − 1 in L1-norm is fulfilled
by truncating the highest coefficient in un , we therefore have un−1 = (u0, u1, . . . , un−1)T.
Applying the process of degree reduction n−m times, we finally get the approximating curve of degree m with the
coefficients um = (u0, u1, . . . , um)T. And it can be written in the form um = In,mun , where In,m is an (m+1)×(n+1)
matrix with the elements given by
In,m( j, k) =
{
1, j = k,
0, j 6= k.
Finally, we transform the Chebyshev coefficients into the Bernstein coefficients by Mm . We now summarize the
process in the following theorem.
Theorem 3. The Bernstein coefficients for the approximation of degree m to the given curve Pn(t) can be expressed
inM−1n , In,m and Mm as
qm =MmIn,mM−1n pn . (14)
The approximation is the best approximation to the given curve
(a) in Lw2 -norm for each m (≤n − 1); and
(b) in L1-norm when m = n − 1 (see [19, Theorem 3.4], [24, Theorem 7.4]).
Remark 1. To compute (14), one requires (n + 1)2 + (m + 1)2 multiplications and n2 +m2 additions, assuming that
the elements ofM−1n andMm are stored. Thus, it has a complexity of O(n2). When m = n−1, the total operations for
the procedure in [21] are 4n multiplications/divisions and 3n additions/subtractions, which means that it has a linear
complexity. However, since the procedure in [21] is a stepwise procedure, even more operations will be required if
m  n, e.g., m = bn/2c.
Definition 1. For m ≤ n − 1, the lp-norm condition number of the procedure (14) is defined by
κn,mp = κp(Mn)κp(Mm). (15)
Based on the condition numbers ofMn (see Fig. 1) and (15), we estimate the numerical stability for the procedure
(14) as follows.
Remark 2. Although Mn is well-conditioned, their composition may be ill-conditioned. For example, it is easy to
verify that
κn,mp ≥ κp(Tn), for
⌊
2n
3
⌋
≤ m < n ≤ 30, p = 1,∞,
where Tn is the power-to-Bernstein transformation matrix. At most 12 digits may be lost in degree reduction when
n ≤ 20, and at most 6 digits when n ≤ 10. However, for m  n, the stability can be significantly improved. For
example, only 9 digits may be lost when n = 20 and m = 10.
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Fig. 2. Left: unconstrained degree reduction from degree 5 (solid) to degree 3 (dashed). Right: the corresponding error plot for the approximation.
When m = n − 1, the L1-error εn,m of the one-degree reduction is (see [3])
εn,n−1 = ‖Pn(t)− Qn−1(t)‖1 = ‖unUn(t)‖1 = |un|. (16)
When m < n − 1, the L1-error is estimated in the following theorem.
Theorem 4. The L1-error of the multi-degree reduction has an upper error bound
εn,m = ‖Pn(t)− Qm(t)‖1 ≤
n∑
i=m+1
|ui |. (17)
Fig. 2 shows the 2-degree reduction of a quintic curve, and the L1-error estimated by (17) is ε5,3 = 9.766× 10−2.
It is clearly seen that the approximating curve does not interpolate the original curve at both endpoints. In fact,
the approximation effect at the endpoints is uncontrollable. However, in CAD systems, it is significant to consider
the continuity at the endpoints which is usually demanded to be preserved for special purpose. Then we can use
subdivision techniques in degree reduction to gradually reduce the approximation error. In Sections 5.2 and 5.3, we
will deal with multi-degree reduction with endpoints continuity. Although the approximation is not the best in Lw2 -
norm, it provides a practically useful approximation.
5.2. Constrained case with continuity at two endpoints
We consider multi-degree reduction with the constraints of endpoints continuity of any orders r, s (r, s ≥ 0). More
precisely, the approximating curve Qm(t) and the given curve Pn(t) have the same first r derivatives at t = 0 and the
same first s derivatives at t = 1.
It is obvious that when m = r + s + 1, Qm(t) is exactly the Hermite interpolation preserving the derivatives of
orders r, s at the two endpoints. We therefore assume for now that r + s < m − 1.
The method described in this paper is based on the following theorem, which was initially proposed in [4, Theorem
1]. Then, the inaccuracies in [4] were corrected in [20, Theorem 1] (where the condition r, s ≤ n − m was wrongly
added). By the theorem, the first r + 1 and the last s + 1 control points of the approximating curve Qm(t) are firstly
derived to satisfy the geometric interpolation constraints of two endpoints.
Theorem 5 ([20, Theorem 1]). Given a degree n Be´zier curve Pn(t) = ∑ni=0 pi Bni (t), t ∈ [0, 1], and let r + s <
m ≤ n − 1, then the curve can be expressed as
Pn(t) =
r∑
i=0
qi B
m
i (t)+
n−s−1∑
i=r+1
p Ii B
n
i (t)+
m∑
i=m−s
qi B
m
i (t), (18)
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where qi ’s and p Ii ’s are defined as follows:
q0 = p0, qm = pn,
q j = 1
b(m,n)j, j
(
p j −
j−1∑
i=max(0, j−(n−m))
b(m,n)i, j qi
)
, j = 1, 2, . . . , r,
qm− j = 1
b(m,n)m− j,n− j
(
pn− j −
j−1∑
i=max(0, j−(n−m))
b(m,n)m−i,n− jqm−i
)
, j = 1, 2, . . . , s.
(19)
When m − s > n + r − m,
p Ij = p j −
r∑
i=max(0, j−(n−m))
b(m,n)i, j qi , j = r + 1, r + 2, . . . , n + r − m,
p Ij = p j , j = n + r − m + 1, n + r − m + 2, . . . ,m − s − 1,
p Ij = p j −
s∑
i=max(0,m− j)
b(m,n)m−i, jqm−i , j = m − s, . . . , n − s − 1.
(20)
When m − s ≤ n + r − m,
p Ij = p j −
r∑
i=max(0, j−(n−m))
b(m,n)i, j qi , j = r + 1, r + 2, . . . ,m − s − 1,
p Ij = p j −
r∑
i=max(0, j−(n−m))
b(m,n)i, j qi −
s∑
i=max(0,m− j)
b(m,n)m−i, jqm−i ,
j = m − s,m − s + 1, . . . , n + r − m,
p Ij = p j −
s∑
i=max(0,m− j)
b(m,n)m−i, jqm−i , j = n + r − m + 1, . . . , n − s − 1.
(21)
Also, {qi }ri=0 and {qi }mi=m−s are the parts of the control points of the degree reduced curve Qm(t) of degree m
satisfying
dλQm(0)
dtλ
= d
λPn(0)
dtλ
, λ = 0, 1, . . . , r; d
µQm(1)
dtµ
= d
µPn(1)
dtµ
, µ = 0, 1, . . . , s. (22)
We now have to determine the intermediate control points {qi }m−s−1i=r+1 in qm . Consider the second term on the
right-hand side of (18). We can rewrite it as
n−s−1∑
i=r+1
p Ii B
n
i (t) = (1− t)s+1tr+1PN (t) = (1− t)s+1tr+1
N∑
i=0
pi B
N
i (t),
where
N = n − (r + s + 2), pi = p Ir+1+i ·
(
n
r + 1+ i
)/(
N
i
)
, i = 0, 1, . . . , N . (23)
Let pN = (p0, p1, . . . , pN )T. We express PN (t) in terms of the Chebyshev polynomials as
PN (t) =
N∑
i=0
uiUi (t),
where
uN =M−1N pN , uN = (u0, u1, . . . , uN )T. (24)
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Table 2
Maximal operation counts for computing the expressions in the constrained degree reduction, assuming that the binomial coefficients and those of
b(m,n)i, j are stored
Expression × / ±
(19) 0.5(r2 + s2 + r + s) r + s 0.5(r2 + s2 + r + s)
(20) or (21) (r + s + 2)(n − m) – (r + s + 2)(n − m)
(23) N + 1 N + 1 N
(24) (N + 1)2 – N2
(25) (M + 1)2 – M2
(26) M + 1 M + 1 M
Denote M = m − (r + s + 2). From Section 5.1, we know that
PM (t) =
M∑
i=0
uiUi (t)
is the best approximation in Lw2 -norm to PN (t).
Again, we transform the Chebyshev coefficients into the Bernstein coefficients byMM , i.e.,
qM =MMuM , qM = (q0, q1, . . . , qM )T. (25)
Finally, we have
(1− t)s+1tr+1
M∑
i=0
q i B
M
i (t) =
m−s−1∑
i=r+1
qi B
m
i (t),
where
qi = q i−r−1 ·
(
M
i − r − 1
)/(m
i
)
, i = r + 1, r + 2, . . . ,m − s − 1. (26)
Note that the constrained degree reduction proceeds in two steps: the preprocess by Theorem 5 for obtaining the
constrained control points, and the use of the procedure by Theorem 3 for the unconstrained control points. Based on
the observation that N = n − (r + s + 2) and M = m − (r + s + 2), we analyze the complexity and stability for the
constrained degree reduction as follows.
Remark 3. From the results summarized in Table 2, the computational costs of the two steps are O(n) and O(n2),
since r and s are in general very small. Therefore, the complexity for the constrained case is still O(n2), but is cheaper
than that for the unconstrained case.
Remark 4. Note that (19) is solved from the degree elevation of Bernstein polynomial representation (see [20,
(29)], [22, (6)]). So, to evaluate the stability of (19), it is equivalent to study the conditioning of degree elevation
matrices; see [22] for a detailed discussion. From (20) and (21), one can see that the calculated qi are used to compute
p Ii , i = r + 1, . . . , n − s − 1, with the relation of the degree elevation formulae. The possible inaccuracies caused
by (19) in the first step may affect the stability in the second step, due to the fact that the degree elevation algorithm
may be ill-conditioned (cf. [22]). According to Remark 2, the stability in the second step is enhanced since N < n
and M < m, and will become better with the increase in the values of r and s.
Theorem 6. The L1-error of the multi-degree reduction with the constraints of endpoints continuity of orders r, s has
an upper error bound
εn,m = ‖Pn(t)− Qm(t)‖1 ≤ pi
4r+s+2
√√√√ (4r + 3)!(4s + 3)!
2(2r + 1)!(2s + 1)!(2r + 2s + 4)!
N∑
i=M+1
|ui |2. (27)
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Proof. Since
‖Pn(t)− Qm(t)‖1 =
∥∥∥∥∥(1− t)s+1tr+1 N∑
i=M+1
uiUi (t)
∥∥∥∥∥
1
=
∥∥∥∥∥(1− t)s+ 34 tr+ 34 · (t − t2) 14 N∑
i=M+1
uiUi (t)
∥∥∥∥∥
1
≤
√∫ 1
0
(1− t)2s+1+ 12 t2r+1+ 12 dt ·
√√√√∫ 1
0
w(t)
(
N∑
i=M+1
uiUi (t)
)2
dt
=
√
B
(
2r + 1+ 3
2
, 2s + 1+ 3
2
)
·
√√√√pi
8
N∑
i=M+1
|ui |2,
we get (27) immediately. 
5.3. Constrained case with continuity at only one endpoint
In Section 5.2, we have dealt with degree reduction with the continuity of order r at the endpoint t = 0 and of
order s at the other endpoint t = 1 (r, s ≥ 0). In fact, the unconstrained case in Section 5.1 can be understood to be
the “constrained” case of r = s = −1, since the second step in the constrained case is exactly the whole process of
the unconstrained case (which does not need Theorem 5). In this subsection, we will consider another two important
cases for degree reduction: they are constrained at one endpoint of the interval [0, 1] and unconstrained at the other.
That is, the constraints are r ≥ 0, s = −1 and r = −1, s ≥ 0. We only have to investigate the case of r ≥ 0, s = −1,
since Be´zier curves have the symmetry property (cf. [9, p. 61]).
Theorem 7. Given a degree n Be´zier curve Pn(t) =∑ni=0 pi Bni (t), t ∈ [0, 1], and let 0 ≤ r ≤ m ≤ n − 1, then the
curve can be expressed as
Pn(t) =
r∑
i=0
qi B
m
i (t)+
n∑
i=r+1
p Ii B
n
i (t), (28)
where qi ’s and p Ii ’s are defined as follows:
q0 = p0,
q j = 1
b(m,n)j, j
(
p j −
j−1∑
i=max(0, j−(n−m))
b(m,n)i, j qi
)
, j = 1, 2, . . . , r,
p Ij = p j −
r∑
i=max(0, j−(n−m))
b(m,n)i, j qi , j = r + 1, r + 2, . . . , n + r − m,
p Ij = p j , j = n + r − m + 1, n + r − m + 2, . . . , n.
(29)
Also, {qi }ri=0 are the part of the control points of the degree reduced curve Qm(t) of degree m satisfying
dλQm(0)
dtλ
= d
λPn(0)
dtλ
, λ = 0, 1, . . . , r. (30)
Proof. See Theorem 5 and the proof of Theorem 1 in [4]. 
Similarly, the constrained degree reduction contains two step: the preprocess by Theorem 7 for obtaining the
constrained control points, and the use of the scheme in Section 5.2 for the unconstrained control points. Thus, the
complexity and stability for these two cases agree with Remarks 3 and 4, respectively, and the L1-error is estimated
by Theorem 6.
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Fig. 3. Reduction from degree 5 to degree 4 with (r, s) = (0, 0).
6. Examples
We consider degree reduction from degree five to degree four with endpoints interpolation. The original
Be´zier curve of degree five is
P5(t) =
5∑
i=0
pi B
5
i (t),
where p0 = 1, p1 = 3, p2 = 4, p3 = 4, p4 = 2, p5 = 1. It was given in [13] that the best quartic approximation
in L1-norm is
Qbest4 (t) = B40 (t)+ 3.3895 · B41 (t)+ 4.7500 · B42 (t)+ 2.3605 · B43 (t)+ B44 (t),
with the L1-error εbest5,4 = 7.627× 10−3. The quartic approximation by our method is
Qour4 (t) = B40 (t)+ 3.4219 · B41 (t)+ 4.7500 · B42 (t)+ 2.3281 · B43 (t)+ B44 (t),
and the L1-error estimated by (27) is εour5,4 = 1.328× 10−2.
Fig. 3 compares the best approximation by the method in [13] and the approximation by our method. It is clearly
shown that there is no visible difference between the two approximations. From the error functions (Fig. 3, right), we
can see that the approximation by our method is a good approximation to the best approximation. We should mention
that the best one-degree reduction in L1-norm with endpoints interpolation is available by the method in [13] only
when the degree of the given curve is not more than 5.
We show two examples for multi-degree reduction of planar Be´zier curves with different constraints in Figs. 4 and
5, respectively. In Fig. 4, the original curve (solid) is of degree 7 with the control points (−6, 3), (−5, −3), (−3, 1),
(−2, −2), (1, 3), (4, −1), (6, 1), (8, −4). The L1-errors estimated by (27) are 5.004× 10−2 and 1.709× 10−1 for the
approximations on the left and right of Fig. 4. And in Fig. 5, the original curve (solid) is of degree 12 with the control
points (−14, 8), (−10, −5), (−7, 5), (−5, −7), (1, −3), (−3, 5), (1, 11), (4, 9), (7, −7), (10, −4), (12, 9), (14, 11),
(19, 0). The L1-errors estimated by (27) are 1.713 × 10−1 and 9.202 × 10−1 for the approximations on the left and
right of Fig. 5.
Finally, we consider a complex curve of degree 15 which is the outlines of the font “S”; see [16] for the control
points. Fig. 6 illustrates multi-degree reduction with the constraints of C2-continuity, i.e., r = s = 2. To improve the
approximation effect, we subdivide the curve at tm = 0.5 and show the result in Fig. 6 (right). The L1-error estimated
by (27) is reduced from 1.465 to 3.078× 10−2.
7. Conclusion and discussion
We have presented a method with the complexity of O(n2) for multi-degree reduction of Be´zier curves by using
Chebyshev–Bernstein basis transformation matrices. It is the best approximation in Lw2 -norm for the unconstrained
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Fig. 4. Reduction from degree 7 to degree 5. Left: (r, s) = (0, 0). Right: (r, s) = (1, 1).
Fig. 5. Reduction from degree 12 to degree m. Left: m = 9, (r, s) = (2, 2). Right: m = 7, (r, s) = (0, 1).
Fig. 6. Reduction from degree 15 to degree 8 with (r, s) = (2, 2). Left: without subdivision. Right: with one subdivision.
degree reduction. However, for the constrained degree reduction with endpoints continuity, our method is only a
good approximation to the best approximation. So, the best constrained degree reduction in Lw2 -norm deserves further
investigations.
Limitations remain in our method, however. The estimated errors are not a prior, which means that it is an
experimental approach. So, for a given error tolerance, the number of subdivisions cannot be known before degree
reduction is conducted. Furthermore, our approach shares the common limitation of known methods using the basis
transformation matrices [1,3,4,7,8,14,15,18,20,23]: although the transformation matrices are well-conditioned, degree
reduction by them may be ill-conditioned (see Remark 2). It is an inherent limitation, since the Bernstein coefficients
must be transferred to the specific forms before degree reduction and back after degree reduction.
Finally, we plan to apply the Chebyshev–Bernstein basis transformation matrices to other approximation problems.
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