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Summary. Data mining is a modern area of science dealing with the learning
from given data in order to make predictions and estimations. Applications of
Data mining can be found in various areas of academical and non academical
life. This paper introduces new contributions by continuous optimization as
a key technology in data mining. The methods suggested for solution of such
important problems as clustering and classification, were recently obtained by
the authors in collaboration with members of EURO working group EUROPT.
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1 Introduction
Generally speaking, an optimization problem consists in maximization
or minimization of some function (objective function) f : S → R. The
feasible set S ⊆ Rn can be either finite or infinite, and can be described
with the help of a finite or infinite number of equalities and inequalities
or in the form of some topological structure in Rn. The methods for
solution of certain optimization problem depend mainly on the proper-
ties of the objective function and the feasible set. Thus, when we look
for extrema of a linear function regarded on some polyhedral set, then
the methods of linear programming can be applied; when f is a convex
function and S is a convex set, we apply methods of convex program-
ming; if the feasible set S is defined by infinite number of equalities or
inequalities, the methods of semi-infinite programming should be used,
etc. In this paper, we discuss how specific optimization methods of op-
timization can be used in some specific areas of data mining, namely,
in classification and clustering that are considered interrelated [11].
2 Clustering
Clustering is a unsupervised learning in which data are separated into
clusters according to their similarity. It has many applications, includ-
ing decision-making and machine-learning, information retrieval and
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medicine, image segmentation and pattern classification, etc. Alterna-
tively, it may support preprocessing steps for other algorithms, such as
classification and characterization, operating the detecting clusters [6].
2.1 Optimization models for clustering problems
Assume that we have a finite set X of points (patterns) in the
n−dimensional space Rn : X = {x1, x2, . . . , xM}, where xk ∈ Rn (k =
1, 2, . . . ,M). Given a number q ∈ N, we are looking for q subsets
Ci, i = 1, 2, . . . , q, such that the medium distance between the elements
in each subset is minimal and the following conditions are satisfied:
1. Ci 6= ∅, (i = 1, 2, . . . , q), 2. X = ⋃qi=1Ci. As a measure of similarity
we use any distance function. Here for the sake of simplicity we con-
sider Euclidean distance || · ||2. The sets Ci (i = 1, 2, . . . , q), introduced
above are called clusters and the problem of determination of clusters
is the clustering problem. When the clusters can overlap, the clustering
problem is fuzzy. If we request additionally: 3. Ci
⋂
Cj = ∅ if i 6= j,
then we obtain a hard clustering problem. Let us assume that each
cluster Ci, can be identified by its center or centroid, defined as ( see
[3]) ci := 1|Ci|
∑
x∈Ci x, where |Ci| denotes a cardinality of the clus-
ter Ci. Then the clustering problem can be reduced to the following
optimization problem, which is known as a minimum sum of squares
clustering [4]:
min 1M
∑q
i=1
∑
x∈Ci ||ci − x||22
such that C = {C1, C2, . . . , Cq} ∈ C¯, (1)
where C¯ is a set of all possible q−partitions of the set X.
The clustering problem (1) can be rewritten as single mixed-integer
minimization problem as follows:
min 1M
∑M
j=1
∑q
i=1wij ||xj − ci||22,
such that wij ∈ {0, 1}, ∑qi=1wij = 1
(i = 1, 2, . . . , q) (j = 1, 2, . . . ,M).
(2)
Here, centroids are rewritten as ci := (
∑M
j=1wijx
j)/(
∑M
j=1wij), wij
is the association weight of the pattern xj with cluster i given by
wij =
{
1, if pattern j is allocated to cluster i,
0, otherwise.
It can be shown that (2) is a global optimization problem with pos-
sibly many local minima [3]. In general, solving the global optimization
problem is a difficult task. This makes it necessary to develop clus-
tering algorithms which compute the local minimizers of problem (2)
separately. In [3], the optimization techniques are suggested that are
based on nonsmooth optimization approach. Finally, note that the clus-
tering problems (1) and (2) can be reformulated as an unconstrained
non smooth and non convex problem
min f(c1, c2, . . . , cq), (3)
where f(c1, c2, . . . , cq) = 1M
∑M
i=1minj ||cj − xj ||22. Since the function
ψ(y) = ||y − c||22 (y ∈ Rn), is separable (as a sum of squares),
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the function ϕ(xi) = minj ||cj − xj ||22 is piece-wise separable. It is
proved in [2] that the function f(c1, c2, . . . , cq) is piecewise separable as
well. The special separable structure of this problem together with its
non smoothness allows a corresponding analysis and specific numerical
methods related with derivative free optimization.
2.2 Cluster stability using minimal spanning trees
Estimation of the appropriate number q of clusters is a fundamental
problem in cluster analysis. Many approaches to this problem exploit
the within-cluster dispersion matrix (defined according to the pattern
of a covariance matrix). The span of this matrix (column space) usu-
ally decreases as the number of groups rises and may have a point in
which it “falls”. Such an “elbow” on the graph locates in several known
methods, a “true” number of clusters. Stability based approaches, for
the cluster validation problem, evaluate the partition’s variability un-
der repeated applications of a clustering algorithm on samples. Low
variability is understood as high consistency of the results obtained
and the number of clusters that minimizes cluster stability is accepted
as an estimate for the “true” number of clusters. In [10], a statisti-
cal method for the study of cluster stability is proposed. This method
suggests a geometrical stability of a partition drawing samples from
the partition and estimating the clusters by means of each one of the
drawn samples. A pair of partitions is considered to be consistent if
the obtained divisions match. The matching is measured by a minimal
spanning tree (MST) constructed for each one of the clusters and the
number of edges connecting points from different samples is calculated.
MSTs are important for several reasons: they can be quickly and eas-
ily computed with the help known methods of discrete optimization
(Prim’s, Kruskal’s or Dijkstra’s algorithms, for example), they create
a sparse subgraph which reflects some essence of the given graph, and
they provide a way to identify clusters in point sets.
3 Classification in statistical learning
The problems of supervised data classification arise in many areas in-
cluding management science, medicine, chemistry etc. The aim of su-
pervised learning is to establish rules for the classification of some ob-
servations assuming that the classes of data are known. Classification is
a supervised learning in which the classification function is determined
from the set of examples so called training set.
3.1 Classification by SVM
In this paper, we concentrate on support vector machines (SVMs) as
one important classification tool that uses continuous optimization [7].
A SVM is a classification method based on finding a discriminative
function which maximizes the distance between two class of points.
More formally, let (x, y) be an (input,output) pair, where x ∈ Rn and
y ∈ {−1, 1} and x comes from some input domain X and similarly y
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comes from some output domain Y . A training set is defined by l input-
output pairs by S = {(xi, yi)}li=1. Given S and a set of functions F we
search for a candidate function f ∈ F such that f : x 7→ y. We refer to
this candidate function as a hypothesis [5]. The classes are separated by
an affine function, hyperplane 〈w, x〉+b = 0, where w ∈ Rn is a normal
vector (weight vector) helping to define the hyperplane, b ∈ R is the
bias term [5], and 〈·, ·〉 denotes the scalar product. Hence, given a set of
examples S, the SVM separates it into two groups by a hyperplane. In
linearly inseparable cases, one can define a non-linear mapping φ which
transforms the input space into a higher dimensional feature space that
that we will refer to as the SVM. The original points are separable in
feature space. But the mapping can be of very high-dimension or even
infinite. Hence, it is hard to interpret decision (classification) functions
which are expressed as f(x) = 〈w, φ(x)〉 + b. Following the notation
of [5], the kernel function is defined as an inner product of two points
under the mapping φ, i.e., κ(xi, xj) = 〈φ(xi), φ(xj)〉 which can also be
explained as the similarity between two points and the optimization
problem for separating two classes is expressed as follows:
minξ,w,b ‖w‖22 + C
∑
i ξi
such that yi · (〈w, φ(xi)〉+ b) ≥ 1− ξi (i = 1, 2, . . . ,m), (4)
where C is an error constant to penalize tolerance variable, slack vari-
able, ξ. The dual problem in the soft margin case looks as follows:
maxα
∑m
i=1 αi − 12
∑m
i=1 yiyjαiαjκ(xi, xj),
such that
∑m
i=1 yiαi = 0, 0 ≤ αi ≤ C (i = 1, 2, . . . ,m), (5)
where the vector α is dual variable so called support vectors. The so-
lution of the optimization problem (5) yields a maximal margin hy-
perplane that defines our SVM. In [8], we propose a combination of
infinitely many kernels in Riemann Stieltjes integral form for binary
classification to allow all possible choices of kernels into the kernel space
which makes the problem infinite in both dimension and number of con-
straints, a so called infinite programming (IP). Based on motivation in
[9], we can define our infinite learning problem as follows:
max
θ∈R,β
θ (β : [a, b]→ R monotonically increases),
such that
∫
Ω
(
1
2S(ω, α)−
∑l
i=1 αi
)
dβ(ω) ≥ θ ∀α ∈ A,∫
Ω dβ(ω) = 1.
(6)
Here, S(ω, α) := 12
∑l
i,j=1 αiαjyiyjκ(xi, xj , ω), A := {α ∈ Rl | 0 ≤
αi ≤ C (i = 1, 2, . . . , l) , and ∑li=1 αiyi = 0}. Let T (ω, α) := S(ω, α)−∑l
i=1 αi, and Ω := [0, 1]. Having introduced Riemann-Stieltjes integrals
via functions β, we can now reinterpret the latter ones by (probability)
measures. Herewith, (6) turns into the following form:
max
θ∈R,β
θ (β : a positive measure on Ω),
such that θ − ∫Ω T (ω, α)dβ(ω) ≤ 0 ∀α ∈ A, ∫Ω dβ = 1. (7)
It is evident [1] that problem (7) is an infinite programming (IP)
problem. The dual to (7) is:
min
σ∈R,ρ
σ (ρ : a positive measure onA),
such that σ − ∫A T (ω, α)dρ(α) ≤ 0, ∀ω ∈ Ω, ∫A dρ(α) = 1. (8)
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Assume that there exist pairs (β, θ) and (ρ, σ) of feasible so-
lutions of problems (7) and (8) which are complementary slack, i.e.,
σ∗ =
∫
A T (ω, α)dρ
∗(α) and θ∗ =
∫
A T (ω, α)dβ
∗(ω). Then, β has mea-
sure only where σ =
∫
A T (ω, α)dρ(α) and ρ has measure only where
θ =
∫
Ω T (ω, α)dβ(ω) which implies that both solutions are optimal
for their respective problems. The regularity condition of problem (8)
is analyzed in [8]. The so-called reduction ansatz enables the Implicit
Function Theorem for reducing an infinite number of constraints to
a finite number [14]. Of course, this can also be achieved by a smart
discretization. Note that we can also focus on parametric classes of
probability measures; then our IP problems turn to SIP (semi-infinite
programming) problems; eventually, when applying any of the those
three approaches, we arrive at a finitely constrained program.
3.2 Max-min separability
According to [2], the problem of supervised data classification can be re-
duced to a number of set separation problems. For each class, the train-
ing points belonging to it have to be separated from the other training
points using a certain, not necessarily linear, function. This problem is
formulated in [2] as a nonsmooth optimization problem with max-min
objective function. Let A and B be given disjoint sets containingm and
p vectors from Rn, respectively: A = {a1, . . . , am}, B = {b1, . . . , bp}.
Let H = {h1, . . . , hl} be a finite set of hyperplanes, where hj is given
by 〈xj , z〉 − yj = 0 j = (1, 2, . . . , l) with xj ∈ Rn, yj ∈ R. Let J =
{1, 2, . . . , l}. Consider any partition of J in the form Jr = {J1, . . . , Jr},
where Jk 6= ∅, k = 1, . . . , r; Jk
⋂
Js = ∅, if k 6= s; ⋃rk=1 Jk = J. Let
I = {1, . . . , r}. A particular partition Jr = {J1, . . . , Jr} of the set J
defines the following max-min type function:
ϕ(z) = max
i∈I
min
j∈Ji
(〈xj , z〉 − yj) (z ∈ Rn). (9)
We say that the sets A and B are max-min separable if there exist a
finite number of hyperplanes, H, and a partition Jr of the set J such
that for all i ∈ I and a ∈ A we have (〈xj , a〉−yj) < 0 and for any b ∈ B
there exists at least one j such that (〈xj , b〉 − yj) > 0. It follows from
the definition above that if the sets A and B are max-min separable
then ϕ(a) < 0 for any a ∈ A and ϕ(b) > 0 for any b ∈ B, where the
function ϕ is defined by (9). Thus the sets A and B can be separated by
a function represented as a max-min of linear functions. The problem
of the max-min separability is reduced to the following optimization
problem:
min f(x, y) such that (x, y) ∈ Rl×n ×Rl, (10)
where the objective function f is f(x, y) = f1(x, y) + f2(x, y). Here,
f1(x, y) = 1m
∑m
k=1max[0,maxi∈I minj∈Ji(〈xj , ak〉−yj+1)], f2(x, y) =
1
p
∑p
s=1max[0,mini∈I maxj∈Ji(−〈xj , bs〉+yj+1)]. The functions f1 and
f2 are piece-wise linear, therefore the resulting function f is piecewise
linear and consequently piecewise separable. In [2] it is shown that
even for very simple cases these type of functions may not be regular
and therefore the calculation of their subgradients is quite difficult. A
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derivative-free algorithm for minimization of max-min type functions
is proposed in [2]. This algorithm is the modification of the discrete
gradient method. The results of the numerical experiments demonstrate
that the algorithm is efficient for solving large scale problems up to 2000
variables.
4 Conclusion
This paper introduces some recent optimization methods developed
in data mining by some modern areas of clustering and classification.
There is a great potential of important OR applications, and of future
research waiting.
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