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June 1999
This thesis concentrates on the estimators of Random Coefficient models. A 
Bayesian estimator with non-standard posterior density implementing Griddy Gibbs 
Sampler technique for 1 lildreth-Mouck type Random Coefficient Model is introduced 
and it is compared with a range of existing estimators for Random Coefficient 
models. Monte Carlo experiments are used for comparing this estimator with Swamy 
and Tinsley (1980), Method of Moments and Zaman (1998) Modified Maximum 
Likelihood estimators on the basis of biases. Mean Square Errors and efficiencies of 
parameter estimates. The results show that performances of estimators are affected 
by sample size, balance of design matrix and variance structure of stochastic 
regression coefficients. In most of the cases estimates for variance parameter of 
regression coefficients are seriously biased for all estimators except the Bayesian 
Griddy Gibbs estimator. The Bayesian Griddy Gibbs and Method of Moments 
estimators show better performance compared with others, the best one changes in 
lines with some observable and unobservable criteria. In empirical work, using both 
methods in estimation and selecting the estimates with minimum out of sample 
forecast Mean Square Error might be recommended. Asymptotically Maximum 
likelihood estimator is unbiased and achieves Cramer Rao Lower Bound therefore it 
can not be improved upon. The finite sample properties of Modified Maximum 
Likelihood estimator are studied with a separate Monte Carlo study and it is shown 
that except very high sample sizes relative to the dimension of the problem there is 
substantial room for improvement of the of Modified Maximum Likelihood 
estimator in finite samples.
Key Words: Random Coefficient Model, Griddy Gibbs Sampler, Maximum 
Likelihood , Method of Moments, Monte Carlo Experiment, Bayesian Methods
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STOKASTİKKAFSAYILI MODI-LLİİR İÇİN TAHMİN YÖNTEMLERİ
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Haziran 1999
Bu tez Stokastik Katsayılı modellerin tahmin yöntemleri konusunu ele almaktadır. 
Hildreth-Houck tipi Stokastik Katsayılı model için Standard olmayan veri sonrasal 
(posterior) frekans dağılımlarından örneklemeyi sağlayan “Aralıksal Gibbs 
Önıekleyicisi” tekniğini kullanan bir Bayesyen tahmin yöntemi geliştirilmiştir. 
Monte Carlo deneyleri kullanılarak bu yöntem literatürde önerilen Svvamy ve 
Tinsley(1980) yöntemi, Momentler yöntemi ve Zaman(1998) ile önerilen 
“Değiştirilmiş Olabilirlik Maksimizasyonu” yöntemi ile karşılaştırılmaktadır. 
Karşılaştırma kriterleri yanlılık, gerçek parametrelerden sapma kareleri ortalaması ve 
etkinliktir. Tahmin yöntemlerinin performanslarının örneklem büyüklüğü, açıklayıcı 
değişkenler matrisinin dengesi ve stokastik katsayıların varyans yapısından 
etkilendiğini görülmektedir. Bayesyen yöntem dışındaki yöntemler için stokastik 
katsayıların varyans parametresi tahminleri belirgin biçimde yanlıdır. Bayesyen 
yöntem ve momentler yöntemi diğer yöntemler ile karşılaştırıldığında daha iyi 
performans göstermektedir. En iyi yöntem bazı gözlemlenebilir ve gözlemlenemez 
kriterlere bağlı olarak değişmektedir. Ampirik çalışmalarda her iki yöntemin 
uygulanması ve örneklem dışı gözlemler için en düşük ortalama öngörü hataları 
karesi veren yöntemin seçilmesi önerilmektedir. Asimplotik olarak Olabilirlik 
Maksimizasyonu yönteminin yansızlığı ve kovai-yans tahmininde Gramer Rao alt 
sınırına ula.şacağı bilinmektedir. Bu çalışmada Olabilirlik Maksimizasyonu 
yönteminin sonlu örneklem boyutu özellikleri ayrı bir Monte Carlo deneyi ile 
araştırılmaktadır. Sonuçlar problem boyutuna oranla çok büyük örneklem boyutları 
dışında bu yöntemin performansının alternatif tahmin yöntemleri ile belirgin olarak 
iyileştirilebileceğini göstermektedir.
Anahtar Kelimeler: Stokastik Katsayılı Model, Aralıksal Gibbs Örnekleyicisi, 
Olabilirlik Maksimizasyonu Yöntemi, Momentler Yöntemi, Monte Carlo Deneyi, 
Bayesyen Yöntemler
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CHAPTER 1
INTRODUCTION
This thesis concentrates on the estimation issues for the Random Coefficient (RC) 
models. There are several studies in econometrics literature pointing out to the 
theoretical superiority of Random Coefficient specification in econometric model 
building. Pratt and Schlaifer(1984) describe the stochastic laws and explore the 
conditions under which the stochastic laws can be consistently estimated. They show 
that if any included variable is directly or indirectly affected by a subset of the 
excluded variables then that set of included variables will almost certainly be 
correlated with the error of the regression, and therefore the OLS estimates of the 
coefficients will almost certainly be inconsistent. Chang, Swamy, Hallahan and 
Tavlas(1998) prescribes the realities of econometric model as follows: “(i) the true 
functional forms of economic relationships are unknown; (ii) at least one unidentified 
explanatory variable is excluded from every model; (iii) it is either meaningless or 
false to assume that the unidentified excluded explanatoiy variables are uncorrelated 
with the included explanatory variables in any model; (iv) most economic data 
contain errors of measurement, so that they are only approximations to the underlying 
true values”. They point out that an econometric model can be causal only if that 
model is consistent with all of these realities of econometric model building, that is 
the interpretations given to coefficients of the model are consistent with these 
realities. Fixed coefficient models are very restricted representation of real world 
processes and fall short of being consistent with the realities of econometric model
building therefore they cannot be causal. Zaman(1998) study establishes the 
equivalence of what he calls as 112SE type heteroskedasticily (Harmful to standard 
errors) and the random coefficients in the regression and states that “current 
econometric methodology prescribes the use of HCCE (Heteroskedasticity corrected 
covariance estimate.s) when the econometrician suspects H2SE type 
heteroskedasticity. Equivalence result suggests that it would be superior to abandon 
OLS in favor of a RC model in such a situation”. See Swamy and Tavlas (1995) for a 
number empirical studies using random coefficient specification and their 
comparisons to fixed coefficient counterparts.
Despite its theoretical advantages, the use of RC models in econometric applications 
has been far less than the theoretical appeal ol' these models would suggest 
themselves. The lack of clarity on which method to use in the actual estimation 
process and some potential implementation difficulties of the RC estimators for 
individual researchers seem to prevent the widespread use of the RC models. There 
are a number of estimators put forward in the literature for estimating the RC models 
and there is still room for suggesting some new estimators that have potential to 
improve the estimation performance. In the early literature on the Random 
Coefficient models there are some simulation experiments designed to compare the 
estimators available at that time. (See Froehlich (1973a)( 1973b)) There is no recent 
study comparing the performances of the existing estimators.
The first major contribution of this thesis is that it fills this gap in the literature 
and presents the comparison of the performances of a range of different estimators 
for RC models with a large-scale simulation experiment. Most of the estimators 
included in this experiment have not been studied by a Monte Carlo experiment prior 
to this study and the design of the Monte Carlo study enables comparison in new 
dimensions of the simulation space that was not searched for in the pioneering 
studies. With a comparison among a number of RC estimators widely applied in the 
empirical studies using RC approach we aim at bringing some clarity on which 
estimator to use in the RC estimation. The.se estimators are the Swamy and Tinsley
(1980) estimator, Conventional Method of Moments estimator and “Modified 
Maximum Likelihood” estimator proposed by Zaman(1998).
There have been some Bayesian estimators proposed in the context of RC 
specification but they have been constrained severely by the computational 
difficulties arising from the complexity of the posterior calculations. For example 
Griffiths et.al.(1979) state that for a full Bayesian analysis they choose to keep the 
dimension of the problem low and sacrify from the generality of the structure 
imposed. With the recent advances in the computation technology and the 
development of the sampling based approaches avoiding the complex posterior 
calculations by enabling sampling from the desired posterior density the 
computational dilficulties for some Bayesian problems have been greatly overcome. 
One of the mostly applied approach was introduced by Geman and Geman(1984) 
which is known as the Gibbs Sampler. However, the development of a Bayesian 
estimator using Gibbs Sampler for the RC framework that we work with presents an 
additional trouble which is that the posterior lacks conjugacy in the variance 
parameters for the errors in coefficients. With such a structure the conditional 
distributions do not have a standard density that can easily be siunpled from. Ritter 
and Tanner(1992) propose a technique which makes the Gibbs Sampler still 
applicable with non-standard conditional densities. The second major contribution 
of this thesis is the development of a Bayesian estimator for RC models using 
Griddy Gibbs technique described in Ritter and Tanner (1992) and comparing its 
performance with the existing estimators. The results reveal that the Bayesian 
estimator introduced with this thesis is a promising estimator.
The third major contribution is the extensive study of the Modified Maximum 
Likelihood estimator to define the area in the simulation space that this estimator can 
be significantly improved upon. Results of this Monte Carlo experiment reveal that 
only at very high sample sizes relative to the dimension of the problem it is 
justifiable to use MML otherwise there is substantial room for improvement.
The organization of the thesis is as follows: flic second chapter presents the literature 
review. Chapter three describes the existing estimators for the RC models that have 
been extensively used in the empirical literature, fhe fourth chapter introduces a 
range of new estimators proposed with this thesis, including the Bayesian Estimator 
for RC models using Griddy Gibbs technique that we call as the Bayesian Griddy 
Gibbs. Chapter Five conveys the design and the results of the Monte Carlo study 
conducted to compare the performances of the estimators of the existing RC 
estimators and the Bayesian Griddy Gibbs introduced with this thesis. Chapter Six 
presents the results and the design of the Monte Carlo simulations studying the 
efficiency of MML (Zaman, 1998) over the simulation space to define the area that it 
can be significantly improved upon. Finally Chapter Seven presents the Conclusion 
of the thesis.
CHAPTER 2
LITERATURE REVIEW
The problem of time-varying regression has received substantial attention in the 
literature. The literature on the broad class of time-varying parameter models can be 
classified into three major areas:
(i) Systematic but non-stochastic variation models (See e.g. Quandt(1960), 
Belsley(1973));
(ii) Random Coefficient Models(See e.g. Hildreth and Houck(1968), 
Froehlich(1973), Hsiao(1974), Swamy and Tinsley(1980), Zaman( 1998));
(iii) Random but not necessarily stationary coefficient models (see Kalman filter 
models, Cooley and Prescot( 1976)).
For the first class of models, i.e. the.systematic but non-stochastic variation models, 
the parameter vector can be expressed as a deterministic function of some 
observables which is possibly nonlinear and may include regressors themselves with 
the systematic parameter variation the OLS theory is applicable.
The second and the third class of models arise when parameter variation includes a 
component which is a realisation of some stochastic process in addition to a 
deterministic part which may be a function of observables. For the stochastic 
coefficient models additional information must be placed on the structure of how the 
coefficients vary across observations if reasonable estimation procedures are to be 
developed. There are several models and estimation methods proposed in the 
literature towards this end. The focus of this thesis is the elass of models with
stationary stochastic parameters which is classilleci as Random Coefiicienl models 
and in the body of the literature review the relevant literature for RC models is 
presented in detail.
The third class of time varying regression models is also known as sequential or 
Markov parameter models in which the stochastic parameter process includes 
random drifts. Kalman filter technique has been widely adopted in the estimation of 
these models after the introduction of it with Kalman(1960) and Kalman and 
Bucy(1961). For a survey of Kalman filter applications in time varying regression 
models see Raj and Ullah(1981), Chow(1984) and Nicholls and Pagan(1985). The 
original application of the technique was the control theory in engineering and the 
applied physical sciences then it spilled over to economics. For a range of other 
estimators proposed for nonstationary time varying parameter regression see 
Rosenberg(1973), Cooper(1973) Cooley and Prescot(1976), for a Bayesian approach 
see Sarris(1973) and Liu and Hanssens(1981). This thesis do not concentrate on this 
class of models but here we convey some critics raised in the literature usually from 
the proponents of the Random Coefficient models towards these models for 
expository purposes. Swamy and Mehta(1975) criticizes Cooley and Prescot model 
for introducing some additional parameters which are not estimable. They point out 
that the final estimates from the Cooley and Prescot model heavily depend on what 
they assume about the nonestimable parameters. In the survey by Belsley and 
Kuh(1973), it is stated that, “A major limitation of the Kalman filter is its frequent 
reliance on knowledge of the parameters of the stochastic process associated with the 
random coefficients. While engineers are often able to specify these parameters from 
direct physical information, econometricians are .seldom so fortunate, and the 
identification and estimation problems iire much more severe in an economic 
context.” In this connection Swamy and Tavlas(1995) show that the Markov 
parameter representation of the time-varying regression problem is a special case of 
the general stationary coefficient Random Coefficient model an estimator for which 
is introduced by Swamy and Tinsley(1980) and point out that the parameters of the 
regression can be identified if and only if the initial parameter vector is known. Then
they states that “I'he requirement that the initial panimeter values be known must in 
most cases be unreasonably demanding. All the time profiles of parameters generated 
in the literature using the Kalman algorithm are probably wrong.”
In this Chapter, the literature review relevant for the stationary Random Coefficient 
regression models and the Gibbs Sampler technique, which we applied for deriving 
the new Bayesian estimator for the RC models, are presented in five subsection. The 
first section introduces a basic Random Coefficient model, Hildreth-Houck(1968), to 
guide the reader about the basic difierences of this specification from the alternative 
fixed coefficient approach and give a taste of how to estimate an RC model and how 
the estimations of RC models may differ. In the second section the philosophy behind 
the RC estimation is given referring to the theoretical superiority of this approach 
over the traditional fixed coefficient model. The third section highlights the close 
relationship between the Random Coefficient approach and the Bayesian perspective 
then very briefly presents some basics of the Bayesian data analysis. The brief 
reference to the estimators proposed in the literature for the stationary Random 
Coefficient regression problem is conveyed in section four with an emphasis on the 
motivation for developing them and some pros and cons of the estimators. In this 
section the early Monte Carlo studies for the comparison of the estimators are 
reviewed as well. There are quite a limited number of fully Bayesian estimators 
proposed for this problem in the literature and they seem to suffer from complex 
posterior calculations which become very cumbersome or even impossible to carry 
out as more generalities are added to the model or as the dimension of the model 
increases. In the final section of this chapter the sampling based approaches that 
become feasible with new advances in computation technology are introduced. Their 
implementations in Bayesian calculations have potential to boost the application of 
Bayesian methods in many econometric or statistical problems that was infeasible 
either computationally or totally apriori. The special emphasis will be on the Griddy 
Gibbs technique proposed by Ritter and 'fanner(1992) which enabled the 
development of the Bayesian estimator introduced with this thesis as a promising line 
for estimating RC models.
The Hildreth and Hoiick(1968) Random Coeflicient Model is one of the pioneering 
studies in the literature on Random Coefficient models. For the purposes of exposing 
the basic nature of these models it is convenient to work with Hildreth and Houck 
model which is isolated from the complicated error processes accounting for an 
autocorrelated structure in errors in parameters as is done with a number of other 
models. It is worth noting that the basics of the models are the same though the 
estimators get more complicated as varieties are added to the error processes in order 
to improve the explanatory power in empirical work.
The Random Coefficient Model of Hildredth-Houck (1968) is;
y,=x,!3, (2.1)
where the coefficients of the model is specified by the following process:
A, (2.2)
In the model described by (2.1) and (2.2);
jc, : 1 X K row vector where the first term, x„ , represent the constant term.
: Kx 1 column vector of coefficients.
P ·!: value of the coefficient for explanatory variable / at period /, 
p^ : mean value of the coefficient for explanatory variable /,
£·.^  : Disturbance term in the coefficient for the explanatory variable /.
2.1 The HiIdrcth-Houck(1968) Random Coefficient Model
The error terms are assumed to be independently and identically distributed, and not 
correlated with the set of explanatory variables. The following holds for the error 
terms,
E{Eh ) = 0, var(£„) = /1" E(¿r„, ) = 0 /V /' \'c i it (’
This leads to the covariance matrix of the error terms in coefficients being diagonal.
0 ··· 0
0 2^ ··· 0
0 0 ··· 4
E{e,c·,)^
where =(£„,...,¿7^,,)
With these assumptions ) = /?, and var(/?„) = var(£-„) = A,· holds. combines 
the usual error term and intercept and the mean coefficient vector is given by
Combining (2.1) and (2.2) yields;
y,
= x~P + x,e, (2.3)
= Z
/-)
w, is the eiTor term of the equation and given by
>1'
y-I
Then the expected value and the variance of w, are as Ibllows
E(w,) = 0 Vt
E(w,w,) = Y^A^xl if 1=1' 
if t ^ / '= 0
The model expressed as in (2.3) is a fixed coelllcient model with a heteroskedastic 
error process. Once the variance of the errors in coefficients is estimated, the mean 
coefficients vector is obtained by applying GLS.
E{ww') = diag((T^i,cr2,...,<yl) = E
where <t,~ =
;=l
Then the estimated mean coefficients vector is obtained by GLS estimation,
p  = (x'i:~'xy'xi:~'y (2.4)
The major issue in the estimation of tlie model is how to estimate the variance of 
errors in the coefficients. Hildreth-Hoiick( 1968) suggests the following route to 
estimate the diagonal covariance matrix. First equation (2.3) is estimated with least 
squares the vector of residuals is given by
e = y -  xP' = [/ -  x(x'x)”' x'Jj'’ = Mw (2.5)
An estimator of X is obtained by applying least squares to the relation
E(a·,·) = e, = O’/i." + u (2.6)
where e,is the element by element .squares of the estimated OLS residuals and
G = A/x where x shows the element by element square of the design matrix. For the 
error term in the above regression E(r/) = 0 and E{uu') = [¡/. That is the variance
parameters A '^is estimated by regressing e,on G. The explicit form for the estimator
of variance is
A -^{G ’G )'G 'e
which is obviously unbiased with variance covariance matrix
E (i' -A)(X- -A y  = (G 'Gy‘G'iyG(GG'y'
(2.7)
(2.8)
Hildreth and Houck prove is consistent. There is nothing to assure the positivity 
ofA^ n this estimation procedure therefore a truncated estimator is proposed
T‘ =max(0,A“) (2.9)
Hildreth and Houck prove this estimator to have a smaller MSE that A", although it 
is biased.
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Traditional econometric methodology assumes that the parameters are fixed or 
constant, that is there is a single parameter vector relating the dependent and 
independent variables over time and/or across individuals. Therefore, the classical 
linear model implicitly assumes that the economic structure generating the sample 
observations remains unchanged over time and individual units, and the constant 
parameter linear model represents the true functional form generating the dependent 
variable. When using the time series data, unless the changing environment is 
modeled explicitly, the response coefficients may change over time. Similarly, the 
response to an explanatory variable will vary for different individuals when cross 
sectional data is used. Given that data are generated by uncontrolled and 
unobservable experiments, the traditional assumption of fixed coefficients is a poor 
and very restrictive one. Random coefficient models challenge this fixed parameter 
assumption of the classical econometric methodology by allowing the variation of the 
parameters from one observation to the next.
There are important reasons for justifying the parameter variation in econometric 
modeling. The main sources of parameter variation addressed in the literature can be 
classified as; specification eiTors mainly arising from the effects of excluded 
variables and/or misspecification of the true functional form (e.g. nonlinearities in 
true relationship); errors in measurement of the variables and aggregation bias. In this 
connection Chang, Swamy, Hallahan and Tavlas(1998) study addresses the question 
of how to verify whether or not a given econometric model coincides with a causal 
model or stochastic law as defined by Pratt and Sclaifer (1988). They prescribes the 
realities of econometric model as follows:
(i)the true functional forms of economic relationships are unknown; (ii) at 
least one unidentified explanatory variable is excluded from every model;
(iii) it is either meaningless or false to assume that the unidentified 
excluded explanatory variables are uncorrelated with the included 
explanatory variables in any model; (iv) most economic data contain errors
2.2 Theoretical Arguments for the Random Coefficient Specification
II
of measurement, so that they are only approximations to the underlying true 
values.
They point out that an econometric model can be causal only if that model is 
consistent with all of these realities of econometric model building, that is the 
interpretations given to coefficients of the model are consistent with these realities. 
Fixed coefficient models are very restricted representation of real world processes 
and fall short of being consistent with the realities of econometric model building 
therefore they cannot be causal.
In an important article by Pratt and Schlaifer(1984) it has been shown that the OLS 
estimates will almost always be inconsistent by the nature of the stochastic laws. 
Given a linear stochastic law y  = fix+ u the authors assert that
The statement that a linear stochastic law can be consistently estimated by 
OLS if and only if x is not correlated with u is useless as it stands because 
without a real world interpretation of u it is impossible for anyone to try to 
decide whether the condition is or is not satisfied.
They point out the importance of correctly interpreting the error process u. The 
econometrician’s interpretation of u usually takes the following form: “w is thought 
of as the joint effect of some variables say w that together with x suffice to determine 
the value of y  but are not themselves included in the model.” Only is these excluded 
variables or factors were identified scientists would be in a position to Judge whether 
their joint effect is likely to be correlated with x or not; authors emphasize that so far 
econometricians never suggest that all the excluded variables should be identified, 
and some, like Malinvaud, even say that this is impossible. Therefore the condition 
that X being uncorrelated with the error term is either false or meaningless.
In Pratt and Schlaifer(1984) conditions for the existence of a linear stochastic law are 
explored. Following the line of arguments in their paper, y  is related to x and some 
sufficient set of excluded variables w by a linear deterministic law; y  = ax + Sw and
iul
w is related to x by a linear stochastic law; vv = rx  + c where c~(0,Q). Any or all
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elements of a and F may be zero, but no elements of S may be zero; all elements of 
w affect y. Combining these equations leads to y  = (a + ¿F)x + Se. This final 
equation shows that the disturbance ii in the regression is not the joint effect of the 
excluded variables w but it is the joint effect of the remainder e of w after the effect 
of Fx of X on w has been subtracted out. The authors state that
The excluded variables w and the coefficients or and S  are obviously not 
unique. The parameter J3 and the values of u are nevertheless unique 
because they are facts about the real world that remain unaltered... The 
consistent estimation of yff requires x is uncorrelated with u, x will be 
uncorrelated with u if and almost only if x is uncorrelated with the 
remainder e of w. Even though w and hence its remainder e are not unique, 
the uniqueness of u implies that x will be correlated with any one e in such a 
way as to be correlated with u if and only if it is correlated with every e in 
such a way as to be correlated with it. Although x cannot be uncon'elated 
with every excluded variable that affects y, it can be uncorrelated with the 
remainder of every such variable.
They point out that if any element jc,of .vis directly or indirectly affected by any 
element Wj of w or by any variable not included in x that affects or is affected by Wj, 
then x, will almost certainly be correlated with the remainder e^of vr^  and with the
joint effect u of e, and therefore OLS estimates of the coefficients of all elements of x 
will almost certainly be inconsistent.
Pratt and Schalaifer(1988) states that a “law” can be observed in data if and only if 
the process that generated the data satisfies a condition first stated by Rubin(1978). 
Before defining the rule a few conceptual definitions are needed. First define the law 
as = / (x , t/^,) where T^., is defined for every x on every observation i is called
“potential” values because the only ones that will be realized on any one observation 
i are the pair corresponding to the one realized value of x of X. The authors 
emphasizes that “it is the existence of these potential values that distinguishes a law 
from statistical association”. The observability condition denominated for discrete 
events takes the following form (for the continuous events nothing essentially
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changes except replacing the probability notation with densities); 
=xlY^i\ = Yr{X- = x}, V/this condition implies
= = x}, V/. riiis condition has important implications
regarding the effects of excluded variables.
Swamy and Tavlas(1995) presents additional reasons for using RC models in the 
context of a “class of functional forms” approach to model evaluation. Basically the 
idea relies on the fact that many econometric methods need to make specific 
assumptions about the functional forms for the data generating processes though the 
true functional forms are unknown in the very nature of the econometric estimation. 
Though the economic theory explain the variables that are very likely to be involved 
in the stochastic economic laws it does not have much to say about the true 
functional forms. The need for making an assumption about the true functional forms 
is evident for the conventional econometric methods and adding simj)ly random 
disturbances to a mathematical function may not be correct. The results of the 
estimation will heavily depend on the specific functional form assumed. Additionally 
the effects of excluded variables on the estimated coefllcients of an equation cannot 
be known a priori. It is unmeaningful to assume that every explanatoiy variable is 
uncorrelated with the every excluded variable that affects dependent variable. These 
difficulties are addres.sed via a “class of functional forms” approach in Swamy and 
Tavlas(1995). In this approach, the bxisic issue is that “one can begin with a broad 
class of functional forms and determine whether the answer to a question being 
addressed is essentially the same for any specific functional form in the class. If it is 
found that the functional forms in the class give markedly different answers, then 
refinement of the class will be needed. In making this refinement, careful interactions 
with the data are necessary”. They address that RC models are very important, for 
they represent the key intermediary steps in the problem of deriving broad classes of 
functional forms. A random coefficient model covers a variety of fixed-coefficient 
models as special cases and specificatioh errors are much less serious if the RC 
model is adopted than if any of its special cases is adopted. Klein(1989) argues that 
“random parameters and systematic changes in parameters may be evidence of
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nonlinearities that have not been adequately eaptured in a model’s specification”. 
Granger(1993) suggests that a time-varying parameter model may provide an 
adequate approximation to nonlinear relationships.
Under RC specification each coefficient of an econometric equation is stochastic in 
that it is comprised of two components; the first one is the deterministic component 
that changes directly in line with the explanatory variables and the second one is the 
stochastic component that may be simply a white noise process or it can follow more 
complex processes. In the presence of the specification errors such as omitted 
variables, incorrect functional form and measurement errors in variables it is very 
restrictive to assume that the simple error term added to the intercept will be enough 
to capture these effects and the coefficients of the regressions will be immune to the 
effects of these natural sources of errors.
In the presence of pai'ameter variation it is well known that OLS is unbiased but 
seriously inefficient. The improvement in efficiency by using a Random Coefficient 
specification is shown to be substantial in simulations by Cooley and 
Prescot(1973)and Rosenberg( 1973b). Moreover when the parameters are stochastic it 
is shown that OLS sampling theory severely understates parameter estimation error 
variance, the random coefficient specification thus removes a downward bias in 
estimated error variance. In the simulations reported by Rosenberg( 1973b) OLS error 
variance rises to five times the efficient variance, and OLS sampling theory 
underestimates OLS error variance by a factor of twenty or more.
2.3 Random Coefficient Approach and the Bayesian Perspective
The Bayesian analysis and the random coefficient approach have close philosophical 
connections. The Bayesian analysis imposes probability models for the observed and 
unobserved quantities for making inferences from data. T hat is the beginning step of
1.5
the Bayesian data analysis is setting up a joint probability distribution for all 
observable and unobservable quantities. Similarly the Random Coefficient 
specification treats the parameters ol' the regression model as drawings from a 
distribution. Though most of estimation procedures implemented for random 
coefficient models cannot be classified as fully Bayesian the basic motivation for the 
development of Random Coefficient specification has the flavor of Bayesian 
perspective.
Fixed coefficient estimation conditionalizes on explanatory variables and fixed 
coefficient, whereas random coefficient estimation seeks to describe the process that 
generated dependent variable, explanatory variables and the coefficients themselves. 
In describing this process an econometric model is involved and it represents 
economist's subjective beliefs on the process that generated the data. Traditional 
methods of estimation takes it granted that the true values of parameters exist and 
unique. Swamy and Tavlas(1995) points out that only if the process that generated 
the dependent and independent variables is a unique real world process this 
assumption holds. The econometric models reflecting the economists' beliefs 
represent a subjective process varying from individual to individual rather that a real 
world process. In that respect the unique true values of the parameters which generate 
the data may not exist. According to Lane(1984) in applications arising in non- 
experimental sciences such as economics, models are sculptured either from data 
already in hand or perhaps from a prior view of what data are potentially obtainable. 
In such cases, there is no way to separate what the data say about a model's 
parameters from the modeler's 'prior' information about the parameters; in fact, the 
parameters cannot be said to exist prior to the formulation of the model. In these 
situations, it is unreasonable to assume that there are model-free physical quantities 
standing behind each model parameter. Random coefficient specification utilizes a 
general subjective process that does not treat parameters as fixed and independent of 
the error process.
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Swamy and Tavlas(1995) assert that RC specification adopts a truly Bayesian 
approach. They highlight the following issues with regard to the RC specification; (i) 
There are as many coefficient values as there are individuals, (ii) these values are the 
drawings from a distribution, (iii) in line with the Bayesian approach, this 
distribution represents the modeless beliefs about how the coefficients are generated 
and is inextricably connected with the (same) modeler’s beliefs about the (unknown) 
data generating process, fliis connection shows up in the form of correlations 
between the coefficients and the error process.
Swamy and Tavlas(1995) criticize the Bayesian methods applied for the Bayesian 
perspective and a wide range of Bayesian estimators. Zaman(1996) presents a 
comprehensive theoretical material together with some applications of these methods 
in econometrics. He highlights the difference in Bayesian or 'subjectivist' philosophy 
and traditional 'frequentists' philosophy and the overlapping nature of these theories 
as follows;
Subjectivists consider probability theory to be a study of quantifiable beliefs 
of people and how they change in response to data, while frequentists 
consider probability theory to be the study of behavior of certain types of 
physical objects, or events of certain types...the theories overlap, and appear 
to conflict, when it comes to studying decision making behavior...decision 
making necessarily involves assessing the facts and making judgments.
Thus both theories are indispensable—^frequentist theory provides us the 
tools to assess the facts and Bayesian theory provides convenient tools to 
incorporate subjective judgment into the analysis.
According to the Bayesian view, information about unknown coefficients must be
present in the form of a density and the coefficients are the drawings from a
« ■
distribution. Before observing the data, our information is summarized by the prior 
density. After observing the data, Bayes formula is used to update the prior and get 
the posterior density. Posterior density contains all our information about the 
parameter after observing the data and so represents the sum of the prior information 
and the data information. The mean of the posterior represents a good one point
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summary oi this information thus the prior-to-posterior transformation formulae 
immediately yield formulae for Bayesian estimators of regression parameters.
Specifying the prior as a normal distributed with known parameters leads to classical 
Bayes estimates. There are important difficulties with classical Bayes estimates 
preventing to recommend them in practical settings. I'he first difficulty is that the risk 
is unbounded when the prior is wrong leading to tremendously poor performance of 
the estimator. The choice of hyperparameters involved in the prior distribution pose 
another difficulty requiring subjective evaluation given the lack of definite prior 
information. Third difficulty arises when the prior and the data are in conflict. Since 
the Bayes estimates combines the two sources of information it involves kind of 
averaging the data and the prior information. When they are in conflict, Classical 
Bayes methods end up with very bad performance compared to relying entirely on 
either the data or the prior. If the prior variance is increased to make the prior more 
uncertain so reduce its weight in estimating the mean coefficients the potential gains 
to be acquired from applying the Bayes procedure is reduced substantially, besides it 
again requires a subjective evaluation to determine the prior variance.
In order to deal with these difficulties what is known as Empirical Bayes approach is 
proposed. With this approach basically the prior hyperparameters are also estimated 
from the data as well as the parameters. Therefore the problem of data and the prior 
contradicting each other is essentially avoided. Basically there are three different 
ways of implementing the Empirical Bayes approach. In all of these the basic idea is 
the same: the marginal density of the observations is used to provide the estimates of 
the hyperparameters. I'he data density depends on parameters, and the prior density 
of the parameters depends on the hypeiparameters so that the marginal density of the 
observation depends directly on the hyperparameters.
In the simplest form of the Empirical Bayes method the hyperparameters are 
estimated directly from the marginal distribution by implementing various different
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meihods, like maximum likelihood, method of moments etc. Once these are obtained 
they are treated as the actual hyperparameters and the estimation of the parameters 
proceeds in the Classical Bayesian fashion. In this approach the estimation of the 
hyperparameters introduces some uncertainty about the prior since the estimates are 
treated as the true values, which ignores the variance of the estimates. There are two 
approaches that avoid this problem. One approach directly estimates the deeision 
rule. A second approach estimates the parameters of the posterior distribution. 
Hierarchical Bayes estimates are obtained by making use of the third approach. In 
Hierarchical Bayes procedure hyperparameters are also estimated by a Bayesian 
procedure to cope with the uncertainties on the hyperparameter estimates. Therefore 
prior densities are imposed on the hyperparameters, usually in the form of 
uninformative densities to avoid unnecessary restrictions when there is no particular 
knowledge regarding them. In order to make inferences with this approach the 
parameters of the posterior density given their estimates based on data needs to be 
estimated. Since the second or more stage priors are introduced the evaluations of the 
required integrals to obtain posterior density gets messy, therefore sampling based 
methods like Gibbs Sampling can be implemented.
2.4 Estimators for the Random Coefficient Models and Pioneering 
Monte Carlo Comparisons
In this section we briefly review the estimators proposed in the literature for the 
estimation of stationary Random Coefficient models. The estimators can be 
examined broadly under three categories: Quadratic estimators. Maximum 
Likelihood estimators and Bayesian estimators, the last two making use of the 
probability distributions when estimating the parameters. I-'or the early estimators of 
Random Coefficient Models the survey article by Rosenberg (1973) provides a 
comprehensive review.
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The quadratic estimators are basically simple quadratic functions of the dependent 
variables. More informative reference for them may be Truncated Quadratic or 
Iterative Quadratic estimators. The truncated quadratic refers to the procedure of 
setting any negative estimate for the variance parameters to zero and these estimators 
may be obtained by an iterative procedure that calls for the parameter estimates 
obtained at the previous sequence. The simplest fonn of these estimators is the MOM 
estimator obtained by regressing the squared residuals of the OLS regression on the 
element by element squares of the design matrix. This method is pioneered by 
Fisk(1967) and developed independently by Hildreth and IIouck(1968). It is shown 
by the latter authors that a single iteration of this method is asymptotically efficient 
which is confirmed by the Amemiya’s (1973) general results on regression where the 
variance of the dependent variable is proportional to the square of its expectation, 
with the dependent variable following a gamma distribution. Rosenberg( 1973a) 
points out that in more complicated stochastic parameter regression models a 
complicated heteroskedasticity in this “second moment regression” estimators 
appears and the method can no longer be asymptotically efficient and emphasizes 
that these “second moment regression” estimators which are a set of quadratic 
estimators for variances have the virtue of unbiasedness but not necessarily any 
virtue of small sample or even asymptotic optimality. Among the early iterative 
quadratic estimators reference can be made to Froehlich( 1973b), Raj(1975), Theil 
and Mennes(1959) and Swamy and Mehta(1975) which basically propose applying 
two-stage Aitken estimator, that is both when estimating the mean coefficients and 
when estimating the variance parameters in an iterative scheme. Rao(1970, 1971, 
1972) investigates quadratic estimators that are unbiased and optimal, either in the 
sense of minimum variance or in the weaker but computationally more accessible 
sense of minimum norm(MINQUE). Rosenberg( 1973a) notes that MINQUE are 
crucially dependent on the initial guess for the variance parameter; if the initial guess 
is poor, the method may perform poorly. More recent estimators falling into the 
category of iterative quadratic estimators can be named as Hsiao(1975) and Swamy 
and Tinsley(1980). The most of these quadratic estimators with the exception of 
restricted least squares subject to non-negativity constraint have the undesirable
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property that they can produce negative variance estimates, tlierefore, they need 
truncation to zero whenever negative estimates are encountered. 7'he greatest 
disadvantage with these estimators is the frequent occunence of the negative 
estimates for the variance parameters. Not only are negative estimates are 
meaningless but also they can lead to GLS estimators for the mean coefficients that 
perform extremely poorly in terms of the MSE. As pointed out by Griffiths et. al. 
(1979) changing negative estimates to zero is not completely satisfactory because it 
implies that the corresponding coefficients are no longer random.
Formulation of Maximum likelihood estimator immune to negative estimates or 
formulation of the Bayesian estimators with the appropriate prior structure that 
exclude the domain of negative parameter estimates were the natural lines to pursue 
to overcome this truncation problem of the quadratic estimators.
Though currently maximum likelihood method is not widely applied in the 
estimation of random coefficients specification in the empirical literature due to the 
well known asymptotic optimality property of the Maximum likelihood estimators, 
there have been several attempts for estimating the Random Coefficient models by 
maximum likelihood methods in the literature (See Froehlich( 1973b), Hsiao(1975), 
Dent and Hildreth(1977)). Zaman(1999) established and proved the inconsistency of 
maximum likelihood estimator for the stochastic coefficient regression problem and 
proposed an estimator which overcomes the inconsistency problem in this context 
what he calls as the “Modified Maximum Likelihood Estimator”.
The asymptotic sampling properties of the Bayesian estimators are essentially 
equivalent to those of the Maximum Likelihood estimator (See Zaman (1996), 
Zellner(1971)) The implementation of Bayesian estimators and their use in empirical 
research in the Random Coefficient context have also been quite limited. (See 
Griffiths et.al.(I979) and Liu(1981)) These estimators experienced trouble with both 
increasing the dimension of the problem and extending their model to more general 
heteroskedastic structure for the error terms. The major problem has been the
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compuialional difficulties when calculating the posterior distribution as it gets more 
complicated. Griffiths et.al.(1979) carry out a Bayesian analysis of the llildreth- 
Houck(1968) RC model and apply it to some cross-section production function data. 
In that paper they derive posterior distributions for mean coefficients, actual 
coefficients, variances and variance ratios. They justify that in such an analysis the 
formal introduction of prior information precludes negative variance estimates.
Swamy and Mehta (1975) study the problem of discontinuous shifts in regression 
regimes at unknown points in the data series with the Bayesian method in a RC 
framework. They point out that Quandt(1972) analysis based on ML method fails in 
this context and the Bayesian approach based on proper prior pdfs for all parameters 
in a model does not fail. However in the Bayesian approach the exact evaluation of 
the posterior distribution is unusually burdensome and cannot be simplified even in 
large samples. To avoid this difficulty they adopt an alternative formulation leading 
to an “approximate Bayesian formulation” as they call and this is simply the random 
coefficient method. They emphasized the fact that in a full Bayesian formulation for 
any reasonable prior distribution for the parameters “...leads to integrals which 
cannot all be expressed in closed form and, as a result, the Bayesian argument is 
numerically the most complex to execute, 'fhe situation does not improve in large 
samples. The posterior pdf Ibr parameters does not seem to possess an asymptotic 
expansion having a normal pdf as a leading term...Consequently, it may not be 
possible to approximate the posterior pdf for parameters by a normal pdf even in 
large samples ”. Due to these difficulties Swamy and Mehta(1975) propose using 
random coefficient specification instead of the full Bayesian analysis since their RC 
estimator involves “distribution-free” methods and easily applied for any 
generalization of the problem.
Griffiths et.al.(1979) notes that Swamy and Mehta(1975) work with a more general 
model and informative priors such that they permit correlation between disturbances 
associated with different coefficients but this added complexity makes a 
“conditional” analysis necessary. In order to apply a full Bayesian analysis Griffiths
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et.al.(1979) choose to keep the dimension of the problem low and use uninrorniative 
priors so obtain “unconditional” posteriors at the expense of generality. They state 
the important problem in the derivation of the Bayesian estimator with the following 
concluding remark
Because of the involved numerical work it was necessary to restrict the 
model two explanatory variables and to assume a zero covariance between 
the coefficients. The development of a more tractable posterior 
approximation seems to be necessary if a more general model, not subject 
to these restrictions, is to be studied.
Referring to the literature on Bayesian analysis these major troubles faced by the 
Bayesian estimators have been eased by the development of the sampling based 
approaches for evaluating the posterior distribution. One of the mostly applied 
approaches is the Gibbs Sampler. There is a crucial obstacle in the application of 
Gibbs Sampler when the posterior lacks conjugacy in one of the parameters. With 
such a structure the conditional distributions do not have a standard density that can 
easily be sampled from. Ritter and Tanner(1992) propose a technique which makes 
the Gibbs Sampler still applicable with non-standard conditional densities. (See 
Section 2.5 which concentrates on The Gibbs Sampler and the Griddy Gibbs Sampler 
techniques)
Evaluating the finite sample properties of a range of Random Coefficient estimators 
is needed to evaluate the performances of the estimators and make a concrete 
proposal for the RC estimation methodology. Froehlich( 1973b) points out that in 
most instances analytical attempts to ascertain the small sample properties of the 
Random Coefficient regression model proved intractable and it would be appropriate 
to undertake a Monte Carlo experiment to provide evidence of small sample 
performance There are quite few number of Monte Carlo studies comparing the 
performances of the estimators for the Random Coefficient models which are dated 
quite early. Froehlich( 1973b) is the major one given the range of estimators available 
at that time. Given that one of the major contribution of this thesis is performing a 
large scale Monte Carlo experiment to study a range of estimators, most of them are
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suggested later than the Froehlich( 1973b), it is iisei'ul to convey the design of his 
Monte Carlo study and major results obtained.
The estimators included in Froehlich( 1973b) are riildreth-Houck(1968), Theil and 
Mennes(1959) procedure, an iterated Maximum Likelihood estimator and Rao(1968) 
MINQUE estimator derived for the Mildreth-Houck model. In the design of the 
Monte Carlo experiment sample sizes of 25 and 75 was used and number of 
regressors set equal to 3.
Single structure for the unknown variance parameters are used where 
=1 =0.2 and A^  = 0.5. Moreover, in order to examine the elTects of different
patterns for the design matrix three patterns were used; (i)random independent
(ii)Harmonic (iii)three combination of (i) and (ii). These five structures plus two 
sample sizes gave 10 distinct structures in the Monte Carlo study and 100 
replications in each structure were used. The author mainly addressed the non­
negativity problem of some estimators in the results. The important results presented 
by the author is summarized as follows:
(i) The bias in the truncated estimators gets more substantial as the true value of 
the parameter gets close to the point of truncation which is zero. (This is 
indicated as a support for Zelner’s (1961) assertion) As expected as the 
sample size gets larger the frequency of truncation decreases and the bias 
declines. Author suggested using restricted least squares in small samples 
since the efficiency gain is substantial over the truncated estimator and as the 
sample size increases the truncated estimator can be safely used. Moreover 
the efficiency loss of the truncated estimator in the small sample is 
substantial.
(ii) MINQUE estimator suffers from non-negativity as well and in terms of MSE 
it is dominated by Hildreth and Ilouck(1968) estimator irrespective of the 
sample size.
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(iii) Theil-Mennes procedure should be avoided since they use the negative 
estimates of variances in their two stage procedure which tend to weaken the 
quality of the revised first stage estimator considerably.
(iv) There is substantial gain in estimating the y/ matrix. This lends support to the 
suggestion that an imperfect estimate is preferred (provided the estimates are 
reasonable) to applying simple least squares. The restricted least squares 
estimator utilizing an estimated y/ matrix is reported as the most efficient on 
the average.
(v) The author notes that the maximum likelihood estimator must be evaluated 
with caution since convergence problem occurs quite frequently. He also 
states that for the cases where the true variances are “close” to zero, the 
iterated ML must be avoided even with a relatively large sample.
(vi) The results do not reveal any basic discriminating characteristics concerning 
the effects of the various types of independent variables on the various 
estimators, whereas estimators mainly seem to be affected by the values of the 
true parameters and the sample size.
Warren and Hildreth(1977) study refer to Froehlich(1973) Monte Carlo experiment 
and reexamines the Maximum Likelihood Estimation in Random Coefficient 
Models. They note that Froehlich Monte Carlo study was hindered in part by 
computational difficulties, in particular they state that determination of maximum 
likelihood estimators appears sensitive to the eomputational algorithm used and 
experiment with several distinetly motivated algorithms with respect to accuracy and 
cost in searching for global and local maximum likelihood parameter estimates. 
Authors conclude that Maximum Likelihood estimator worth to invest eertainly for 
large sample, possibly for small sample. In that study, three different methods for 
estimating the likelihood function were adopted, it was reported that in around 10% 
of the 200 replications these methods ended up with different optima. Application of 
Praxis method developed by Brendt(1973) to derive the maximum likelihood 
estimator was opted due to greater precision. Zaman(1999) points out that 
inconsistency of ML is possible even in very large samples, depending on the
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regressors. Author emphasizes that in practice, the probability of the condition for 
inconsistensy goes to zero very fast if the regressors have no mass at zero. Also, the 
set of starting values from which numerical algorithms converge to the inconsistent 
maxima becomes very small in size as the sample size increases. In small samples, 
users reported problems of nonconvergence and multiple maxima. (See Dent and 
Hildreth(1977). Zaman(1997, 1998 and 1999) studies examine the theoretical 
properties of the ML estimates in the RC context and propose “Modified Maximum 
Likelihood” method that copes with multiple maxima of the likelihood function and 
inconsistency of the global maxima.
2.5 Sampling Based Approaches: Gibbs Sampler Technique and 
Griddy Gibbs Sampler Technique
The Gibbs sampler originates from the work of Metropolis, Rosenbluth, Rosenbluth, 
Teller and Teller(1953) introducing a Monte Carlo-type algorithm. Hastings(1970) 
used the Metropolis algorithm to sample from certain distributions and Geman and 
Geman(1984) illustrated the use of a version of the algorithm that they called as 
Gibbs Sampler. It is a technique for generating random variables from a joint density, 
which is hard to calculate, given the knowledge of certain conditional densities 
associated with it. Basic to the Gibbs sampler is the shift in focus from calculating 
the desired density to obtaining a sample of random variables from the desired 
density. With a large enough sample any desired feature of the density can be 
recovered to a desired degree of accuracy.
The basic algorithm for the Gibbs Sampler can be given as below. (See Zaman 
(1996) for details) Suppose that a vector of random variables X  = ¡¡) has the
joint density of (x) and that this joint density is very difficult to integrate either 
analytically or numerically to obtain the posterior means or moments for the vector 
random variables. In such a case the Gibbs Sampler algorithm use the conditional
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are assumed to have standard densities which can be calculated explicitly. The 
algorithm is used to generate a random sample A ,^,...,Ar  ^Irom the target density
(x) following the steps given below;
Initially set y = 0 and start with an initial set of parameter values X,’,..., A“
LOOP: Generate the following random variables from the specified densities 
1: X{*  ^ from the density of X  ^/ X i,. . . ,X l
2 : X 2 *' from the density of X j ''^ 3 ···’
distributions which is given for each i by / ( X, I A",_,,A",,, , . . . ,X ,■)and which
m: Xi*' from the density of X X l " ' ,...,Xl'!^,Xl^^...,XVI ‘ k
k: X',^' from the density of X „ , / X / A " / ' '
Set j=j+l and GOTO LOOP.
The theory of Gibbs Sampling shows tluit for large / the joint density of 
X /,...,X /w ill be approximately the same as the target density under some mild 
regularity conditions on the conditionals and the joint density.
Ritter and Tanner(1992) proposes a method what they call as the “Griddy Gibbs 
Sampler” to deal with the nonconjugate posterior where the posterior distribution is 
lacking conjugacy in at least one of the conditionals. They address that in many 
applications of the Gibbs Sampler the conditional distribution /?(X, / X j , j ^ i )  is
univariate and based on this observation they develop an approach for sampling from 
the conditional distribution in the absence of conjugacy preserving the conceptual 
and implementational simplicity of the Gibbs sampler. The idea is to form a simple 
approximation to the inverse cdf based on evaluation of p{X^ / Xj J  *■ i) on a grid of
points. This is a computationally intensive method requiring a great deal of 
computation time. As such, an efficient detection of the convergence in the algorithm
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is crucial. The Gibbs stopper technique introduced by Tanner and Wong (1987) does 
the job. As important as this the Gibbs Stopper which is an importance sampling 
technique enables converting the output of the Gibbs sampler to a sample from the 
exact distribution by assigning the weights calculated in the algorithm to the current 
vector of parameter estimates that has been drawn from the current approximation to 
the joint distribution.
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CHAPTER 3
SOME ESTIMATORS FOR RANDOM COEFFICIENT MODELS 
PROPOSED IN THE LITERATURE
There is a range of estimators proposed in the literature for RC models as surveyed in 
detail in Chapter 2. This chapter presents the description and derivation of the 
following estimators: Swamy and Tinsley (1980) estimator, Method of Moments 
estimator and “Modified Maximum Likelihood” estimator proposed by 
Zaman(1998). The criteria in selecting these estimators, which are also included in 
the Monte Carlo experiment presented in Chapter 5, can be stated as follows: 
(i)Desire to cover a wide range of estimators motivated by different classes of 
estimation approaches (Quadratic estimators motivated by Method of Moments 
approach versus the Maximum Likelihood approach) (ii) Preference to include the 
estimators that has been extensively used in the empirical studies of RC models. In 
the empirical work, Swamy and 7’insley estimator has been used extensively and to 
some extent the Method of Moments estimator has also been applied.
The organization of the chapter is as follows; first section presents the Zaman(1998) 
Modified Maximum Likelihood (MML) estimator, second section presents the 
Method of Moments estimator (MOM) and the last section presents the Swamy and 
Tinsley(1980) estimator (SWAMSLEY).
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The preliminary version of this estimator is first introduced by Zaman(1997), 
Zaman(1998) is the revised version of the Zaman(1998) and propose the estimator in 
the current form that we are implementing in this thesis. A more comprehensive 
examination and establishment of the theoretical underpinnings of the method is 
given in Zaman (1999). This section mainly summarizes the relevant part of these 
studies.
The log likelihood function for the observations y, that are assumed to be generated 
by the Hildreth Houck type random coefficient model can be written as:
3.1 The Modified Maximum Likelihood Estimator (MML)
2 2 ,^ | ,^ | 2cr,
Where A stands for the diagonal covariance matrix for the errors in coefficients and 
= A„ represents the diagonal entries of this matrix. Under the assumption of
K
diagonality on A the variance of the error x,t:, can be written as a f  = ·
i=\
Solving the first order condition for fi leads to the standard GLS 
estimate = (X 'Z~'Xy' XT,~ 'y. The first order conditions for As cannot be solved 
analytically but can be written down as
/=1 iT," (=1 O',
The ML estimates can be computed via an iterative process. While ¡5 is fixed, the 
FOC’s for A, can be solved numerically. With the estimates,!,, in hand the GLS 
estimate of P  is recomputed. This process is iterated until convergence. Since the 
limit satisfies both sets of FOC’s, it is guaranteed to the maximum. The use of ML
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estimates in this form is not suitable in a RC context for two reasons. First, there are 
multiple roots of the likelihood function, and also the global maximum of the 
likelihood function can be inconsistent. For this reason what Zaman(1998) call as 
“modified ML estimate” is introduced which can cope with both of these problems. 
First we briefly go over the reasons for the inconsistency of the ML estimates.
3.1.1 The Inconsistency of ML
The inconsistency of ML for RC model shows resemblance to the inconsistency 
encountered with models of the mixture of normal distributions. A special case in 
which the ML is inconsistent is given by the Lemma in Zaman(1997).
Lemma If for any indices i, j , x,j =0and for all i ' ^ t  then the ML is
inconsistent in the random coefficient model.
This situation is demonstrated as follows: The value of ¡5 is fixed at y9*such that
A'
y  _ = 0. Then e," = 0. The variance of the /th error term is a f = · Fix
Af =0 for i ^  jand A j= l. Then cr,‘ =0 while cr^>0 for / V / .  In such a
situation it is easily demonstrated that the likelihood function takes value + oo at this 
setting of the parameters. Then what is called as the “artificial maxima” of the 
likelihood function, at which one of the residuals is close to zero and the 
corresponding variance is also close to zero, occurs.
Though the situation described by the Lemma is artificial since it requires one of the 
to be exactly zero, real cases which are very close to this situation and explained
by the same idea can easily be encountered. For any value of close to zero, a local 
maximum of the likelihood function arises on choosing /f to make the /th residual 
very small and setting all Aj to zero except for / = j . This means that there are a lot
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confirmed by the Monte Carlo studies convince one that the global maximum of the 
likelihood function is a very poor estimator even when none of the x,j is exactly
equal to zero. This inconsistency, problem is eliminated by the “modified ML” 
method given in the next section. Zaman(1999) notes that it appears likely that the 
ML is consistent in Hildreth-Houck type models if the regressors are bounded away 
from zero.
of local maxima even if none of the is exactly equal to zero. The situation also
3.1.2 The Modified ML
The estimator that Zaman calls as “modified ML” is obtained by one important 
modification to the original ML estimator which may lead to inconsistent estimates 
arising from artificial maxima. This is related with searching for a local maximum of 
the likelihood function around a consistent estimator for the random coefficient 
model. Despite the lack of consistency of the global maxima, the proof of local 
consistency and asymptotic efficiency of the ML remains valid. See Zaman(1999) 
for the proofs. Thus one of the roots of the likelihood function will be both consistent 
and asymptotically efficient. Thus as long as a root close to a consistent estimator is 
chosen, one can find (in principle) a consistent and asymptotically efficient estimator 
for P  in the random coefficient model. Starting the search for the estimates 
maximizing the likelihood function around a reasonable consistent (but not 
asymptotically efficient) estimator for the random coefficient model will lead us to 
the desired root of the likelihood function which is both efficient and asymptotically 
consistent.
The initial consistent estimator that we pick up in our Monte Carlo studies is the 
Method of Moments estimator (MOM) given in the next section. In implementing the 
MML estimator we use the Constrained Maximum Likelihood (CML) package 
developed for GAUSS by Schoenberg(1996), to maximize subject to the a non­
negativity constraint on X] .
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3.2 The Method of Moments Estimator (MOM)
There are a number of empirical studies estimating the random coefficient model 
with MOM in the literature. The AT x 1 X vector is derived by equalizing the true 
second moment of the heteroskedastic regression error to the sample second moment. 
That is it is assumed that Var(e, ) = <r^  « o',' V /. Let r = y  — and G2 denote
element by element squares of matrix G. Then the MOM estimator for the K x \  
= vector is given by diag{k) = {X2'Xl)"'X '.VrT). One
immediate problem with this estimator is that negative estimates for some Tj may 
arise. Since diag{X)are bound to have non-negative values, the negative entries 
estimated are set to zero in the final estimate. Once diag{K)\s, estimated, Z^and
p  = {X 'Z]!xy 'X T .'yy  is obtained.
3.3 The Swamy and Tinsley Estimator (SWAMSLEY)
The Swamy and Tinsley (1980) estimator is implemented in this study for the 
Hildreth and Houck RC model. (See Chang, Hallahan and Swamy (1992) for the 
computational aspects of this estimator) Swaniy and d’insley (1980) develops an 
iterative constrained least squares method implementing the numerically stable 
algorithm based on QR decomposition for the Generalized Linear Least Squares 
problem given by Paige(1979).
In general the constrained least squares problem to be solved by implementing the 
Paige algorithm is formulated as follows 
Min vv'
X ,v
Subject to AX+B*v--h
Where A \s m x n matrix (n<in), X is n x 1, v is ni x I and B is ni x m matrix. The 
brief exposition of the Paige algorithm for the case where A has full rank and B is
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non-singular is given step by step below. This method is extendable to the cases 
where A and B are rank deficient.
1. Compute QR decomposition of A
Q'A = and Q = [Q, Q2 ] where is m X n and is m x (m-n)
2. Apply the orthogonal transformation Q' to B and b
Q'h =
c\
c2
and Q'B =
Cl
C l
where c, is nxm c·, is (m-n)x m
Using Q'Ax + Q'Bv = Q'b we can write
JC + C-’.
C,
V =
C-,
For any vector ve  /?"'we can always determine x so that the first block of these 
equations is satisfied.
3. Find an orthogonal matrix P e. R"""" such that
P'C' =
0
S'
where S' is {m -n )x  {rn -  n) upper triangular matrix and have full rank
(m-n) if B is nonsingular.
Pand S' are obtained by QR decomposition of C2'. If Z/'C” = RH then 
p  = (rev(H'))' and S  = (rev(RH)y where rev operator puts the elements of the matrix 
in reverse order.
4. Estimate v
The second set of constraints becomes
»^1
[0 S]P'v = C2 Call P'v = II where u =
II-,
with u. isnX 1 and «, is{m -n )x l
and denote P = [P, Pj] where P, is m xn  and P^  is m x (m -n ) ,  then 
P(v = M|, P^v = «2 2nd Su2 = . From this last equality v is estimated as
«2 = S~'c2 and V = P2 U2
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5. Given V estimate the parameter vector yY as X  = R (c\ -C^v)
The Swamy and Tinsley(1980) estimator calls for the Paige algorithm at two places 
in the estimation of the Hildreth and Houck model. Briefly the steps involved in 
deriving the Swamy estimator for the Hildreth and Houck model is given below:
1. Start with A = If, and diagonal tx/ covariance matrix with /th diagonal entry given
K K
by <7 , = = ^ x f ,  V / . Let PVyhe the cholesky decomposition of the diagonal
(=1 /=1
heteroskedastic covariance matrix £, then =chol(I,'^).
2. Given that Wy = cho!(E) apply Paige algorithm to estimate /? which is formulated 
as
Min vv'
/?.v
Subject to Xy5+ W v^y
where Ev = 0 and Evv' = 7y.
3. Obtain vector of residuals e - y -  x ] i. Given the estimate of the heteroskedastic 
error of the fixed coefficient regression and 2" is non-singular the errors in parameters 
are estimated by applying the criterion of minimum average mean square error linear 
unbiased prediction (See Swamy, 1975)
£ - .  V/ = 1,...,X and the kx\ vector
'l l  K
/=1
W = l , . . . , r
4. Construct the Tx I DV vector and TxK matrix EV as
is given by
(Xl l^ )(^]Xi) (x, oX|)
DV = (^2^2 ) EV = (•^ 2
O.V,)
{Xk
where ° represents the Haddamard product.
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Apply Paige algorithm to estimate diagonal A which is formulated as 
Min uu'
where Eu = 0 and Eiai' = 1·,·
Subject to EV(liag(A)+Iu=^DV
5. Estimate the diagonal E whose diagonal elements are given by
/=1
A. A
6. Go back to step two and repeat until convergence, that is till ~ /3, and
A A
t^+\ ~ ·
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CHAPTER 4
INTRODUCTION OF NEW ESTIMATORS 
FOR RANDOM COEFFICIENT MODELS
We have worked on developing new estimators for the Random Coefficient Models 
to improve the estimation performance of this class of models and introduce four 
new estimators; two of them belonging to MOM class and the others to the Bayesian 
class of estimators. The Quadratic type MOM estimators that we suggest are 
motivated by the idea to overcome the basic problem of truncation that is 
encountered with MOM estimator. We call them as “constrained MOM” and 
“Boundary Permutations MOM”. The two Bayesian estimators that we introduce in 
the RC context implement Gibbs Sampling technique; the first one is derived from 
the standard posterior density functions in the presence of conjugacy and the second 
one makes use of the discrete approximation to the non-standard posterior density 
function in the absence of conjugacy. In this chapter we introduce and describe the 
estimation methodology for these new estimators.
The important thing to note at the outset is that the MOM estimators and the 
Bayesian estimator derived from the standard posterior density functions in the 
presence of conjugacy are not so successful in significantly improving the 
performance of the existing estimators. However, they worth mentioning at the very 
least to indicate the dead ends for the line of research in these directions. Moreover, 
as a result of this research we found out that the Bayesian estimator with standard 
posterior density suffers from some weak connection with data in Л estimation.
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leading the solution pulled towards an internal prioi' of equal eoerileient variation. As 
already indicated in Chapter I ’wo implementing a Bayesian estimator with standard 
posterior density saves a lot of computational time compared with an estimator with 
non-standard posterior density. Therefore the exposition of this estimator may give 
an inspiring idea to implement a Bayesian estimator again with standard posterior 
density that can overcome this problem. This is one of the future lines of research 
that we intend to pursue. In this chapter we also indicate the results of some small- 
scale Monte Carlo experiments that we study the properties of these three estimators. 
They are not included in the final Monte Carlo experiments that we present at 
Chapter Four for the reasons already mentioned above.
The second Bayesian estimator, the Bayesian estimator with non-standard posterior 
implementing the Griddy Gibbs technique turns out to be a very promising estimator 
in the RC context. The results of the Monte Carlo experiments studying its properties 
compared with that of the existing estimators presented in Chapter Three are given in 
Chapter Five.
4.1 The MOM Estimators
Within the context of this thesis we introduce two new MOM estimators that we call 
as “boundary permutations MOM” and “constrained MOM” and present the 
derivation of them in the next sections. In a separate Monte Carlo experiment that we 
conducted among these MOM estimators including the traditional “MOM” estimator 
revealed that none of the MOM estimators was significantly the best performer with 
respect to the others. But the “boundary permutations MOM” turned out to be 
slightly worse than the others and “constrained MOM” was slightly better than the 
“traditional MOM” in terms of MSB of p .
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4.1.1 The Boundary Permutations MOM
This estimator is motivated by the idea that it may be possible to improve the 
estimates when some elements of ?c vector are estimated as negative values by the 
traditional MOM presented in Chapter Three. In such cases rather than taking them 
simply as zero and keeping the estimated values unchanged for the others we 
introduce what we call as “boundary permutations MOM” procedure that minimizes 
the SSE of the traditional MOM regression on the boundary. The basic idea is to 
reestimate the vector /1^  on a reduced dimensional vector space after setting the 
negative entries of to zero and omitting the corresponding set of explanatory 
variables from design matrix x , that is the columns of x matrix corresponding to 
negative estimates for ?C. This procedure is carried out until all entries of the 
estimated reduced dimensional A" turns out to be nonnegative. In the more general
form of this procedure, once a negative entry for À' is estimated Y] —- — —
possible permutations — a^n expression for summation of permutations with two 
broad repeating categories, with zero entries pass through this process to achieve 
non-negative estimates and among them the one with the minimum norm error in 
projecting squared OLS errors on squared reduced dimensional design matrix is 
chosen.
4.1.2 The Constrained MOM Estimator
The norm of GLS errors is minimized with respect to the A veetor subject to the 
constraint that the average of the T estimated varianees of the heteroskedastie errors 
is equal to the variance of the dependent variable. The problem is formulated as 
follows;
Min ly -  X,
I ''' 2 2
subjeet to Var(y) = — E S  I /^ 1/-I
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where /? —(XS X ) X l, y  then 7 'x 7'diagonal covariance matrix E is expressed 
as a function of X , the diagonal entries ol which are given by cr^  = ^X~ xf as usual.
7-1
4.2 Bayesian Estimators Implementing Gibbs Sampler
Two Bayesian estimators making use of the Gibbs sampler as the estimation 
technique are developed and tested with this study. The Gibbs sampler originates 
from the work of Metropolis, Rosenbluth, Rosenbluth, Teller and Teller(1953) 
introducing a Monte Carlo-type algorithm. Basic to the Gibbs sampler is the shift in 
focus from calculating the desired density to obtaining a sample of random variables 
from the desired density. With a large enough sample any desired feature of the 
density can be recovered to a desired degree of accuracy.
The first Bayesian estimator is derived from the standard posterior density function 
in the presence of conjugacy and the second one makes use of the discrete 
approximation to the non-standard posterior density function in the absence of 
conjugacy. These are described in sections 4.2.1 and 4.2.2 below.
4.2.1 Bayesian Estimator with Standard Posterior Densities
The Bayesian estimator estimated by Gibbs sampler in the presence of conjugacy for 
the posterior distribution is derived step by step below.
Initialization:
1. Initial P  is generated by OLS estimate, ' x'y ■
2. OLS errors are obtained ,e, = y, -  x,Poi.s
3. A plausible guess for the initial precision matrix of errors in coefficients. A"', 
that is the inverse of the prior covariance matrix for /7, arc taken as the diagonal
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matrix having the same diagonal entries given by the inverse of the estimated 
OLS variances.
4. The first vector of errors in coeflicients, are generated as independently and
t
identically distributed random variables ¿:, ,..., ) ~ N(0, A ).
LOOP o f Gibbs Sampling Algorithm:
1. Generate e, as 
«  .
^1 II ||2 ^1  II ||2
F/ F/
In this formula the projection of e, in x, direction is subtracted from £, to account 
for the projection of s, in x/'(x perpendicular) direction and adds back a, component 
to ensure that the projection of c, is c, in x direction and zero in x/^  direction, that is 
£, satisfies x, s, = c ,.
2. The density of e,j given the precision j,P i -  \jX  ^ , is given by.
r(l/2 )  ^ 2
{n¡] then
T I
/ (£1,...,4Ipj) -  - exp(-/?, · X y )
/^ 1 ^
r
This means that posterior of p^ given is gamma with parameters T/2 and
r
^  efj /2, that is
t = \
t^ \
Then the estimated Pj is given by the mean of this gamma distribution.
^  (T + 2)
t-A
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/-I
‘ /
This gives biased estimates since P r ' ^ 4 ' ' ' X r  ^(1 / = / 7 ^ / ( 7 ’- 2) ,
which implies
c / /V ' 2^  +2) 7’+ 2
E(/ .^/ / 2 .  ^ / ) = ^ P ji=\
/ = 1
In order to remove the bias a prior on p^of / ? / is assumed. Then the unbiased
·/■
posterior for p^ given is given by
(=1
p ,~ a [ ( .T -2 ) l2 ^ c l l2 ^
3. After generating the random precisions from the posterior density, the variances 
of if, corresponding to these precisions are generated as
-( iM )
Let S be a r  X 7"diagonal matrix with cr,^  as the (/,/) entry, the GLS estimator for ¡5 
is given by
kits
This estimator is normally distributed with mean true beta and posterior covariance 
matrix
cov(;^) = A „ = a ''E - '.v r '
4. Conditioning on the estimates obtained at the previous step updated fi estimate is 
generated as a drawing from a normal distribution with parameters  ^ and A ,
that is
/y~A^(A,,„A)
5. The errors of the regression, e, , is generated as
e, ^ y - x p
6. The errors in coefficients, , are generated as independently and identically 
distributed normal variances as
42
Starting with the initial values the loop is iterated m times. When calculating the 
mean of the samples to obtain the parameter estimates the first .v of them are 
discarded to ensure that the sample drawings are made from the densities that are 
reasonably close approximations to the true posterior, m and .y are chosen in a way to 
ensure the convergence of distributions to the true ones having sufficiently large 
sample to make efficient drawings.
A small scale Monte Carlo experiment was conducted to study the properties of 
standard Bayesian estimator. The Monte Carlo setup was as follows; the values of 
the sample size T was kept at 100 and the number regressors, K, was varied over a 
large range to generate small to large sample situations an set as = 3, 5, 7, 9, 11. 
The T x  K matrix of regressors X  was generated as standard normal random 
variables, the first column of X  was always a vector of ones. The errors e, were 
generated from A(0,A), where A was a diagonal matrix =1 and .^ 22’···’-^ *·/,'
were generated as random normal around the means of A = 0.5, 1, 2 at each pass 
for the individual run of Monte Carlo experiment with varying degree of variation 
among them, which were generated by imposing varying scales for the standard 
deviation of A, std{X) = 0.1, 1, 10. The results showed that the Ciibbs Sampler with 
the standard posterior has an implicit smoothing prior setting of all equal As, i.e. 
(A ,A ,...,A ) so that its A estimates for the cases of A = 1 for all regressors and 
with no or small variation in A is extremely good, while in cases with intermediate to 
high variation among the A s its performance was bad.
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4.2.2 Bayesian Estimator with Non-standard Posterior Densities: 
The Bayesian Griddy Gibbs Estimator
This Bayesian estimator that we eall as the Bayesian GG estimator with non-standard 
posterior density implements the “Griddy Gibbs Sampler” method proposed by Ritter 
and Tanner(1992) to deal with the nonconjugate posterior where the posterior 
distribution is lacking conjugacy in at least one of the conditionals. It is addressed 
that in many applications of the Gibbs Sampler the conditional distribution 
p(X, / X j,j  /■) is univariate and based on this observation Ritter and Tanner(1992)
develop an approach for sampling from the conditional distribution in the absence of 
conjugacy. This is a computationally intensive method. As such, an efficient 
detection of the convergence in the algorithm is crucial. The Gibbs stopper technique 
introduced by Tanner and Wong (1987) serves to this purpose. Gibbs Stopper also 
enables converting the output of the Gibbs sampler to a sample from the exact 
distribution by assigning the weights calculated in the algorithm to the current vector 
of parameter estimates that has been drawn from the current approximation to the 
joint distribution. We have applied these techniques to develop a Bayesian estimator 
for Hildreth-Houck type random coefficient model that we call as the “Bayesian GG 
estimator”. Implementation of this estimator is briefly given below.
The log of joint density for the observations y, that are assumed to be generated by 
the Hildreth Houck type random coefficient can be written as:
p{y ,p,a ) = lo g (2 ;r )-1 lo g (c r ;) - X
^ ^ / = 1 G-1
The conditional density for /1, given Xjs where a n d ,X and Y is as
follows,
/ > a / A , , / 5 , A - , n « n/ = 1
/ " p  {y, - x , p y  '(x-A +c;) 2 exp >
where A, is a (AT-1) x 1 vector of T s^ for V/such thaty /, 
c, = fo r /= 1, . . . ,atand e, =y, - x ,P  ■ The conditional density for >^ ,is a
V/*/
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non-standard density function and in order to sample from this non-standard density 
function we followed the following steps for adopting the Griddy Gibbs Sampler 
algorithm to estimate the Random coefficient model:
Step 1. Evaluate the conditional density of /1, , on a grid of
plausible values A, = fo obtain the corresponding discrete density
values . In order to create plausible grids obtain the starting boundary
for each >1, under the current setting of the RCM model as
0<X^ < Jl'cTy^ ^  xl where represents the variance of V .
Step 2. Calculate the discrete piecewise linear approximation to the cumulative 
density function for p{X J A ^,/J,X ,Y ) using and thereby create the
approximation to the inverse cdf.
Step 3. Generate a uniform (0,1) deviate and by the approximation to the inverse cdf 
transform this observation to an estimate of A,, , that is sample from the
conditional distribution of A,.
Griddy Gibbs Sampler Loop:
In the Gibbs sampler algorithm, m parallel Gibbs runs are started to obtain m 
independent samples for a maximum of S  iterations. After the first /iterations of the 
algorithm the convergence of the algorithm is checked by Gibbs Stopper and when 
the convergence is detected the algorithm is iterated for / more times to obtain a 
sample of w?·/parameter estimates to obtain the Bayesian estimator. The steps of the 
loop is as follows:
1. Take the MML estimates for the A and ^  as the starting values of the algorithm. 
LOOP
2. For each i = \,. . . ,K ,  sample a/"  from the conditional distribution at iteration
.y+ 1
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/ z r a; : ; ,a^ , 4 , ' , x ,v )
by implementing the algorithm for sampling from the discrete linear 
approximation to the inverse cdf of this density.
3. Sample ß  '*' from the conditional distribution at iteration ,v+l
P iß
Given the s so the heteroskedastic variance <jj, the posterior mean beta ß  is 
generated by the GLS estimator,
= (x 'S -‘x)'-'xE-V
This estimator is normally distributed with mean true beta and the posterior 
covariance matrix
cov(y0) =
4. Conditioning on the estimates obtained at the previous step updated ß  estimate is 
generated as a drawing from a normal distribution with parameters ß^ ,^  ^ and ,
that is
GO TO LOOP
ß - N i ß ,„ K „ )
m xK  separate grids for each of the K T, at each of the m parallel Gibbs runs are 
generated. As indicated earlier we adjust these grids as we iterate through the Gibbs 
sampling algorithm in accordance with the adaptive grid grower routines mentioned 
in Ritter and Tanner(1992). In order to capture the important part of the density with 
a grid of n points first we locate the max(i/,| ,¿/,2 Locating the maximum of
the conditional density on the grid would not constitute a problem even if the search 
is done on an unbounded interval but the computational effort is less when it is 
possible to specify the bounded interval for the estimates as we did. The beginning 
and ending values of the grid = T,,,T,2,...,T„,are adjusted by comparing the
0.01 •max(i/,|,i/;2>···»^/«)versus c/,, andr/^,,. The grid points corresponding to the
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density estimates c/^  such that d,, < c/,^  < 0.01 · max(i/,, ,c/,,,···,d^ „) and
i^n <^ij <0.0l·max(í/,|,í/,2,...,í/„,)aı'e eliminated IVom the grid and the grid gap is
adjusted to have the same number of grid points on the revised interval. Passing 
through the Gibbs sampler consecutive iterations the grid is also checked to see 
whether > 0.05· max(£/,,»r/,,, . . . or > 0.05-max(J,,,t/,2,...,i//„)if so the 
grid is augmented to the left or right respectively. I'hese local adjustments to the 
grids are performed at each consecutive iterations of the Gibbs Sampler. After the 
first f  iterations and at every /  iterations the adaptive grid method is implemented 
which obtains the new n grid points A, = A,,,A,2,...,/l„, by computing the empirical
quintiles for preselected values 0 < j?, <...< < I . We have chosen
such that fj = l/2rt + ( / - 1)/«. The adaptive grid algorithm captures the important 
part of the density and forms grids that are denser in regions of high mass and sparser 
in the regions of low mass.
In order to increase the computational efUciency of the algorithm and realize a 
sample from joint distribution rather than the approximation Tanner and Wong(1987) 
introduces an importance sampling technique known as Gibbs Stopper. The idea is to 
assign a weight w to the K dimensional vector i//«g(A') drawn from the current 
approximation to the joint distribution at iteration s. The appropriate weight is given 
as
V)' =
íf.íA ./')
where the current approximation to the joint dislribulion at iteration .v, is given as
■t m K _ _
f t  ......W 6 ( i . . . . . A ^ . n
r=\ /=1
When the current approximation to the joint distribution converges to the joint 
distribution the distribution of m weights w will be degenerate about a constant. The 
convergence can be detected graphically but for a Monte Carlo experiment it is not 
feasible to detect convergence by monitoring graphs. Instead after normalizing the
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weights we compare the standard deviation ol'm  weights at iteration s with that 
obtained at iteration .v-1 and if the difference is less than 0.005 we decide that the 
approximation to the joint distribution is “close” enough to the Joint distribution. We 
iterate the algorithm / times more after detecting the convergence and take the mean 
of the ml sample points for the parameters to obtain the Bayesian estimators as the 
mean of the posterior distributions. In the Monte Carlo experiment we set w=20, 
/=10, min(n)=50 and /=5. After the convergence is detected we set m=40.
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CHAPTER 5
MONTE CARLO COMPARISONS OF ESTIMATORS 
FOR RANDOM COEFFICIENT MODELS
The use of Random Coefficient models in econometric applications has been far less 
than the theoretical appeal of these models would suggest themselves. The lack of 
clarity on which method to use in the actual estimation process and some potential 
implementation difficulties of the RC estimators for individual researchers seem to 
prevent the widespread use. of the RC models. There are a number of estimators put 
forward in the literature for estimating the RC models and there is still room for 
suggesting some new estimators that have potential to improve the estimation 
performance. There is no recent study comparing the performances of the existing 
estimators. The only widespread comparison among the estimators goes back to 1973 
by Froehlich. After that there has been a number of new estimators proposed for 
estimating the Random Coefficient models, which are also used extensively in the 
applications of RC models. In this Chapter we aim bring some clarity on which 
estimator to use in actual RC estimation process by conducting a Monte Carlo 
experiment studying the new Bayesian GG estimator proposed with this, thesis and a 
number of RC estimators already proposed in the literature, which are described in 
Chapter 3. These existing estimators are the Swamy and Tinsley (1980) estimator. 
Method of Moments estimator and “Modified Maximum Likelihood” estimator 
proposed by Zaman (1998). Prior to this study there is no Monte Carlo experiment 
studying the Swamy and Tinsley (1980) estimator and “Modified Maximum 
Likelihood” estimator.
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The results show that the best performing estimator changes in lines with the three 
factors varied in the experiments: the variance structure of the stochastic regression 
coefficients; the sample size; and the balance of the design matrix. This means that 
there is no unique best performer among the estimators included in this study but 
there are some systematic patterns in the results to shed light on how the best 
performing estimator changes with the lactors varied in the experiments. The 
Bayesian GG and the MOM estimators turn out to be the best performers the best one 
changing with some observable and unobservable factors defining the region of the 
simulation space. At large sample size the Bayesian GG will be the preferred 
estimation method except the high kurtosis cases combined with the exact OLS 
specification for the variance structure of the stochastic regression coefficients. At 
the small sample size MOM dominates the Bayesian GG for the variance structure of 
the stochastic regression coefficients closer to and/or at the exact OLS specification. 
Regarding the unobservability of part of the area in the simulation space where the 
Bayesian GG is inferior to MOM a combined strategy for implementing the RC 
regression estimation may be proposed; The Bayesian GG and the MOM estimators 
may both be implemented in the empirical estimation process and the one giving the 
minimum forecast MSB is selected as the preferred estimation method.
The organization of this Chapter is as follows: Section One conveys the Monte Carlo 
set up. Section Two summarizes the Monte Carlo results. Finally, Section Three 
presents the concluding remarks.
5.1 Design of the Monte Carlo Study
The model is set as the Hildreth and Houck (1968) random coefficient model given 
by
y ,= x ,fi,  / = .,7’ (5.1)
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where x , is a 1 x K row vector and is a K x 1 column vector of coefficients. The
first term in x, vector, = 1 V /. 'Fhe coefficients of the model are assumed to be
generated by the process/?,= ^  + where ~ UN(0, A) and A is diagonal with
diag(A) = {A^ t h e n  A ). When this parameter generation
process is substituted into equation (1) the model is converted to a fixed coefficient 
model with an heteroskedastic error process given by equation (2)
_  K _
y, =x,/3 + x,e, = +e, i = l,...,K  and / = l , . . . , r  (5.2)
/=1
In equation (5.2) c, with c, ~ / ^ ( 0 ,S ,,)where S,, is diagonal covariance
/-I
K
matrix with V/on the diagonal and zeros elsewhere.
;-l
In the Monte Carlo set up, our aim is to cover all regions of the simulation space 
systematically to compare the performance of the estimators under the broadest range 
of cases that can be generated by nature. In order to carry out such a thorough 
analysis, the dimension of the model studied has to be reduced, therefore K is set to
2. For simplicity mean parameter vector set to zero, (5 = (0,0). In the Monte Carlo 
set up totally 48 experiments were conducted to examine the effects of three main 
factors; the structure of diagonal A , the balance o f the design matrix and the sample 
size. The importance of the balance of the design matrix on the performance of the 
heteroskedasticity consistent covariance estimates is highlighted in Orhan and 
Zaman(1998) study. Sample sizes were set to T==20,100. For each sample size 16 
cases were examined which were constructed by combinations of a range of 
structures for A and the design matrix, X. fhe norm of the (/l|,A2)is set to 1 and 
four different combinations of (Af,Ai) were used: (0.5,0.5), (0.2,0.8), (0.8,0.2) and 
(1,0), the last one corresponding to the fixed coefficient case. Four different settings 
for the balance of the design matrix were constructed by varying the skewness and 
kurtosis values of the non-constant regressor, which can be labeled as; (i) low 
skewness-low kurtosis, (ii) low skewness-high kurtosis, (iii) high skewness-low 
kurtosis and (iv) high skewness-high kurtosis. For the symmetric combinations of
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(0.2,0.8) and (0.8,0.2), some intermediale skewness and kurtosis values 
are included as well. The setup of the Monte Carlo experiments is given at Table 5.1.
Table 5.1. The Monte Carlo set-up.
T=20
(0.2, 0.8) (0.8, 0.2)
Skw OO ÔÛ5 ocT
Kur 1.3 3.3 7.8
(0.5, 0.5) (1.0, 0.0)
0.0
10.0
1.1
9.0
2.2
6.3
2.2
8.3
4.1
17.8
0.0
1.3
0.0
10.0
2.2
6.3
4.1
17.8
T=100
(;^ 2 (0.2, 0.8) (0.8, 0.2) (0.5, 0.5) (1.0, 0.0)
Skw 0.0 0.0 0.0 0.0 2.5 5.0 5.0 9.6
Kur 3.0 13.2 37.7 49.1 44.0 27.2 38.3 95.2
0.0 0.0 
3.0 49.1
5.0
27.2
9.6
95.2
Each Monte Carlo experiment involves 500 replications. At each replication four 
estimators are used for estimating the parameters of the model,/? ,T, and : Griddy
Gibbs estimator (GG) introduced with this thesis, Swamy and Tinsley (1980) 
estimator (SWAMSLEY), Method of Moments estimator (MOM) and Zaman (1997) 
“Modified Maximum Likelihood” estimator (MML). In addition to them, the Aitken 
estimator with the true covariance matrix ofj^ (TRUGLS) is used for estimating the 
mean parameter vector, [ i , which is used as a control variate of the Monte Carlo 
experiment for yff estimation’. At each experiment the following statistics for each 
estimator are collected; biases, MSEs and efficiencies of the estimates for each 
model parameter, which are defined as follows;
1. Bias(i,) = Ei, -  /1, Bias(y9,) = Eyff, -  / /  = E//
2. MSE(i) = 2 E ( i, MSE(A,) = f;E (/, -/»,)= = 2 E /V
/=1 /- I /-I
)l/2
3. Eff(i,) = {E(i/)/CRLB(A,)f Eff(;»,) = {E(y9;)/CRLB(/?,)f 
The Cramer-Rao lower hound, CRLB, for the parameter vector 0 = (/?, A) based on a 
sample of size T is derived in Zaman(1999) and is given as follows:
' A control variate for the estimation of is tried as well which is derived by regressing true errors of 
the regression on the squares of the design matrix, the solution truncated to zero if negative estimates 
arise. It is observed that due to this truncation process the control variate doesn’t posses the desired 
properties.
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x,x\la]  О
О ф & ; і ф , \
He notes that since the Cramer-Rao lower bound is block diagonal asymptotically
A A
and are independent.
5.2 Monte Carlo Results
The Results of the Monte Carlo experiments are reported in Tables 5.2-5.6. We 
preferred to report the tables in a way that makes the comparison of estimators easier 
for the reader, the full set of raw results of the Monte Carlo study is presented at 
Appendix A Tables A.l-A. 10. For MSEs and efficiencies we report both untruncated 
raw results and truncated results. The truncated results show the results of the Monte 
Carlo experiments after eliminating the wonst 10% of the 500 replications in each
experiment corresponding to the fi with the highest MSEs. With this comparison we 
aim at monitoring whether the estimators suffer from bad outliers. Table 5.2 presents
the percentage difference of MSEs of ¡5 from the MSE of the TRUGLS. Table 5.3 
shows the ratio of MSEs of І  to min(MSEs of І ) .  Table 5.4 shows the efficiencies
A
of >9 expressed as the ratio to the efficiency of TRUGLS. Table 5.5 shows the 
results of the control variate regressions for /? . Table 5.6 and Table 5.7 show the
JL  A
bias of P  and Д respectively. The results show that none of the estimators
compared in this study turns out to be the best estimator under all the cases studied 
with this Monte Carlo set-up. However the results reveal some systematic patterns 
explaining how the best performing estimator changes through the cases. In general, 
from the information given in the Tables and from the detailed examination of Monte 
Carlo results we present the evaluation for the performance of each estimator 
separately below. One common observation regarding the balance of the design
53
matrix is that increase in kurtosis for a given skewness has an adverse effect on the 
performance for all estimators.
5.2.1 The Bayesian Griddy Gibbs Estimator (The Bayesian GG)
P Estimation:
• For the Diag(A) settings away from OLS specification that corresponds to (1,0) 
pair in our experiments, the Bayesian GG very significantly dominates all other 
estimators in both small and large sample cases.
• For the cases that D/a^^(A) settings get closer to OLS specification the Bayesian 
GG is dominated by MOM estimator in small sample. In large sample the 
Bayesian GG becomes either the best or among the best performers except at 
some high kurtosis cases and at the exact OLS specification excluding the low 
skewness-low kurtosis pair.
• In the truncated results, the improvement in the MSE of p  estimates by the 
Bayesian GG is in lines with the improvement in the MSE of p  o f the TRUGLS 
except the Diag(A) settings near OLS specification combined with high skewness 
and high kurtosis. This indicates that the Bayesian GG does not suffer from 
‘avoidable’ outliers except in those ca.scs.
• Control variate regression results reveals that the constant term is estimated very
well by the Bayesian GG except the setting near OLS combined with
high skewness and high kurtosis. The deterioration of performance of the 
Bayesian GG arises from the deterioration of the estimation of the non-constant 
term. This emphasizes the vulnerability of the performance of the Bayesian GG to 
the high kurtosis in the design matrix. As the sample size gets larger the estimator 
deals better with high kurtosis compared with the other estimators except the 
exact OLS case.
» The non-constant regressor is very efficiently estimated in all cases except the 
Diag{A) setting near OLS combined with high skewness and high kurtosis. The 
gain in efficiency over the other estimators is very significant in its best
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performing region while the loss in efficiency is moderate in the worst performing 
region again except the Diag{A) setting near OLS combined with high skewness 
and high kurtosis.
• The Bayesian GG estimates of fi are unbiased. Only at small sample for the exact 
OLS case with high skewness and high kurtosis the /? estimates show some bias.
X Estimation:
• At small sample size for the /1) setting away from OLS case the X
estimates with the Bayesian GG very significantly dominates the others, as the 
Diag{A) setting gets closer to OLS the X estimates are dominated by MOM 
estimator but not with very high margins except the exact OLS case.
• The estimates for X are biased for all estimators but the Bayesian GG provides 
the least biased estimates among them except the very high kurtosis cases 
combined with Diag{A.) setting closer to OLS specification and the exact OLS 
specification.
• At large sample size the bias of the Bayesian GG improves very significantly 
dominating the other three estimators except the exact OLS case.
5.2.2 Swamy and Tinsley Estimator (SWAMSLEY)
P Estimation:
• The SWAMSLEY is not picked up as the unique best estimator in any Monte 
Carlo experiment.
• The SWAMSLEY suffers from very high MSE of/? as the kurtosis gets higher. 
When the results are truncated to get rid of the worst 10 % of the estimates the 
SWAMSLEY estimator improves substantially pointing out to the existence of 
outliers. The occumence of outliers is partially explained by multiple solutions in
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'1 2SWAMSLEY . Fable 5.8 shows the number oi'mulliple solutions encountered by 
SWAMSLEY in each experiment. 'Fhese results reveal that the multiple solutions 
most frequently encountered at the Diag(A) settings away from OLS
specification and the outlying estimates occur not only at the multiple solutions 
but at some cases that convergence achieved as well.
• For the Dicig(A) settings away from OLS specification the performance of 
SWAMSI^EY gets worse. Especially for the large sample size the MSE 
o fes tim ates  reaches incredibly high figures. This situation persists in truncated 
results as well.
• As the Diag(A) set near OLS specification the performance of SWAMSLEY 
improves which is more evident in truncated results. At the exact OLS case and 
with the truncated results the performances of MOM and SWAMSLEY gets quite 
comparable.
• The efficiency of the /? estimation gets very bad corresponding to the cases that 
MSE ofy^ estimates is high. Flierc is substantial improvement in efficiency in the 
truncated results as expected.
• Control variate regressions for/? with untruncated results show that at 
Z)/a^(A) settings away from OLS both the constant and the non-constant 
regressors are badly estimated. As the Diag(A) gets closer to OLS the estimation 
of the constant term gets better.
• The estimates of ^  are generally unbiased. At some high kurtosis cases 
SWAMSLEY is substantially more biased compared with other estimators.
■ SWAMSLEY estimator proves to suffer from multiple solution from lime to time. One of these 
solutions seems to correspond to the desired “good” solution. 7'his observation is confirmed in the 
SCEP (Stochastic Coefficients Estimation Program, v.4.1) software, which is very kindly provided to 
us by Prof. Swamy together with its manual. We are greatly thankful to him. In the SCEP manual it is 
proposed to pick up the solution with minimum forecast MSE in case of multiple solutions to identify 
the “good” solution. In our simulations when we encounter a multiple solution for SWAMSLEY 
estimator the solution is picked up arbilrarily this partially explain the inferior performance of 
SWAMSLEY.
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A Estimation:
• The MSE of A turn out to be very high for SWAMSLEY compared to the best 
performer at its worst-performing region, magnilled further at the large sample 
size.
• At the high skewness and high kurtosis cases the boundary maximization is 
observed, that is the A for non-constant regressor is estimated as zero almost all 
of the Monte Carlo iterations. (See Figure 5.1 for illustration)
• The A estimates for non-constant regressor by SWAMSLEY show very 
significant negative bias when the Diag{A) setting is away from OLS 
specification. The bias of the SWAMSLEY estimates does not benefit 
significantly from the increase in the sample size. For the boundary maximization 
cases, the biases involved in estimating A for non-constant regressor is as high as 
the magnitude of the A for non-constant regressor as expected.
5.2.3 Modified Maximum Likelihood Estimator (MML)
P Estimation:
• The MML turns out to be the second best estimator in all Dicig(A) settings, in 
some cases it is among the best performers. Its worst performance area in the 
simulation space is the Diag(A) settings away from the OLS case combined with 
high kurtosis at both small and large sample sizes. But the percentage deviations 
from the MSEs of TRUGLS are quite below those of the SWAMSLEY and MOM 
especially at large sample size.
• The best performance area is the D/ag(A) settings near the OLS case at large 
sample size. In large sample at the exact OLS case MML, SWAMSLEY and 
MOM are the best estimators. In small sample the performance of MML is either 
as good as or slightly worse than the best performing MOM estimator.
• In the truncated results, the improvement in the MSE of p  estimates by MML is 
in lines with the improvement in the MSE of p  estimates by the TRUGLS. This 
indicates that the MML does not suffer from ‘avoidable’ outliers.
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• Control variate regressions reveals that signi (leant worst peribrmanees arises 
mainly due to the estimation of the non-constant regressor at the Diag{K) settings 
away from OLS case combined with high kurtosis.
• The efficiency of the ¡3 estimation as a ratio to that of TRUGLS reveals big loss 
of efficiency at the worst performance area especially at the high kurtosis cases, 
efficiency of estimation improves substantially at the best performance area, being 
among the best at the exact OLS case.
• The estimation of fi  doesn’t show any significant bias.
X Estimation:
• The best and worst performance areas for the estimation of X by MML aggress 
with that for the estimation of p . The MSEs of X estimates are not as high as 
those of the MOM and SWAMSLEY at worst performance region.
• At the high skewness and high kurtosis cases the boundary maximization is 
observed, that is the X for non-constant regressor is estimated as zero almost all 
of the Monte Carlo iterations. (See Figure 1 for illustration)
• The.^ estimates for non-constant regressor by MML show very significant 
negative bias at the small sample when the Diag(A) setting is away from OLS 
specification. For the boundary maximization cases, the biases involved in 
estimating X for non-constant regressor is as high as the magnitude of the X for 
non-constant regressor as expected.
• The bias of the MML reduces as the sample size increases especially for Diag(A) 
setting away from OLS specification.
5.2.4 Method of Moments Estimator
P Estimation:
• As the Diag(A) setting gets closer to OLS specification and exactly at the OLS 
specification MOM turns out to be the best estimator in small sample.
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• The region that the Diag(A) selling is away I'rom OLS specification is the worst 
performance region of MOM. As the sample size gets larger its comparative 
performance gets worse compared to the best estimator, the Bayesian GG.
• When we truncate the results to get rid of the worst 10 % of the ^  estimates on the 
basis of MSE ofyff for each estimator the MOM estimator improves dramatically 
pointing out to the existence of outliers.
• The control variate regressions shows that both the constant and the non-constant 
regressors are badly estimated at the worst performance region.
• The loss of efficiency is quite high for both regressors at the worst performance 
region.
• The estimates of are unbiased.
A. Estimation:
• The MSE of X turn out to be very high for MOM compared to the best performer 
at its worst performing region, magnified further at the large sample size.
• At the high skewness and high kurtosis cases the boundary maximization is 
observed, that is the X for non-constant regressor is estimated as zero almost all 
of the Monte Carlo iterations. (See Figure 1 for illustration)
• The A estimates for non-constant regressor by MOM shows verv significant 
negative bias when the Diag(A) setting is away from OLS specification. For the 
boundary maximization cases, the biases involved in estimating X for non­
constant regressor is as high as the magnitude of the X for non-constant regressor 
as expected.
• The bias of the MOM estimates does not benefit significantly from the increase in 
the sample size.
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5.3 Conclusion
This Chapter aims at comparing the pei ibrmances of a range of existing estimators
for the RC models and the Bayesian GG estimator introduced with this thesis. The
main findings of this study are as follows:
1. The Monte Carlo results show that the best performing estimator changes in lines 
with the three factors varied in the experiments: the Diag(A) setting that is the 
variance structure of the errors of coefficients; the sample size; and the balance of 
the design matrix, that is there is no unique best performer among the estimators 
included in this study.
2. At the Diag(A) settings away from OLS specification the Bayesian GG is the 
best performer in both small and large sample cases. At very high kurtosis values 
of the design matrix and at the exact OLS case the performance of the Bayesian 
GG is very adversely affected and we call these cases as the “worst cases” for 
Bayesian GG.
3. At the Diag(A) settings near OLS specification MOM estimator turns out to be 
the best estimator at the small sample. At the large sample the Bayesian GG 
dominates others except its “worst cases”.
4. The Bayesian GG provides the least biased estimator for the variance parameters 
of the errors in regression, Diag(A), the bias diminishing significantly with the 
increased sample size.
5. At the high skewness and high kurtosis cases the boundary maximization is 
observed for SWAMSLEY, MML and MOM, that is the X for non-constant 
regressor is estimated as zero almost all of the Monte Carlo iterations.
6. For the other three estimators the bias for the estimates of Z)/ag(A)seems to be 
persistent with the increased sample size. The very high negative biases involved 
in the A estimates for non-constant regressor by SWAMSLEY, MML and MOM 
estimators in the Dicig(A) setting away from OLS specification indicate the 
existence of the tendency of these estimators to shrink the estimate towards zero. 
For the boundary maximization cases, the biases involved in estimating X for 
non-constant regressor is as high as the magnitude of the X for non-constant
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regressor as expected. This indicates that these estimators may be artificially good 
at these settings when they are combined with Diag(A) setting closer to OLS 
specification.
7. The Monte Carlo experiments reveals in general thatyff estimates for the 
estimators dominating the others in each experiment gets reasonably close to 
CRLB, the loss of efficiency being less than 5% in most of the cases and 
improving as the sample size gets larger as expected. At the large sample size the 
efficiencies of SWAMSLEY and MOM estimators deteriorate very badly 
especially at the cases further away from the OLS specification. The efficiency of 
Bayesian GG turns out to be at least as good as the MML at large sample size 
except the cases with very high kurtosis and/or the exact OLS specification and in 
general the Bayesian GG gives the most efficient estimates at the large sample 
size except its “worst cases”.
Given these findings we see that at large sample size the Bayesian GG will be the 
preferred estimation method except its “worst cases” which are partially observable. 
Regarding the unobservability of part of the area in the simulation space a combined 
strategy for implementing the RC regression estimation may be proposed; The 
Bayesian GG and the MOM estimators may both be implemented in the empirical 
estimation process and the one giving the minimum forecast MSE is selected as the 
preferred estimation method. Given the results that we obtain out of the Monte Carlo 
experiments we may expect to implement the Bayesian GG in most of the cases 
especially at large sample sizes.
The Bayesian GG shows up as a very promising estimator for the RC models except 
its worst cases. A promising line of research given these results will be to improve 
the Bayesian GG near the OLS case. However the existence of boundary 
maximization and exact reduction of the estimates to the OLS case for the other three 
estimators makes them very difficult to be beaten by the Bayesian GG.
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Table 5.2.
5.2. a) Untruncated results
Dlag(A) Skw Kur
T=20
Skw Kur
T=100
GG SW MML MOM MIN GG SW MML MOM MIN
(0.2,0.8) 0.0 1.3 3.2 7.5 6.5 8.'6 GG 0.0 3.0 0.0 66.7 0.0 81.0 GG MML
0.0 3.3 8.3 37 5 10.4 26.0 GG 0.0 13.2 3.4 758.6 6.9 534.5 GG
0.0 7.8 16.6 181.5 33.3 57.0 GG 0.0 37.7 4.9 639.0 14.6 246.3 GG
0.0 10.0 0.7 0.2 0.2 0.2 0.0 49.1 20.7 35.6 29.1 38.4 GG
1.1 9.0 17.3 78.0 46.4 67.3 GG 2.5 44.0 4.5 1172.7 15.9 163.6 GG
2.2 6.3 2.9 7.8 4.9 7.4 GG 5.0 27.2 16.5 219.4 20.4 82.5 GG
2.2 8.3 15.9 298.2 22.6 37.8 GG 6.0 38.3 6.8 1470.5 6.8 81.8 GG MML
4.1 17.8 12.8 53.5 49.5 49.5 GG 9.6 95.2 7.6 24.4 61.6 85.1 GG
(0.5,0.5) 0.0 1.3 2.1 5.3 4.2 4.2 GG 0.0 3.0 0.0 8.0 0.0 16.0 GG MML
0.0 10.0 0.3 0.3 0.3 0.3 0.0 49.1 37.7 34.9 33.0 21.2 MOM
2.2 6.3 5.5 9.5 5.5 5.6 GG MML MOM 5.0 27.2 7.3 379.2 7.3 18.8 GG MML
4.1 17.8 48.3 24.8 19.2 19.2 MML MOM 9.6 95.2 7.3 22.5 50.2 50.2 GG
(0.8,0.2) 0.0 1.3 4.6 9.3 7.4 4.6 GG MOM 0.0 3.0 0.0 0.0 0.0 0.0
0.0 3.3 8.8 34.5 8.8 4.4 MOM 0.0 13.2 3.3 6.7 3.3 6.7 GG MML
0.0 7.8 17.8 55.5 13.7 4.8 MOM 0.0 37.7 16.0 20.0 26.0 38.0 GG
0.0 10.0 0.6 0.0 0.0 0.0 0.0 49.1 46.2 8.7 10.6 5.8 MOM
1.1 9.0 34.6 135.3 21.8 9.0 MOM -2.5 44.0 14.3 76.2 28.6 34.9 GG
2.2 6.3 7.7 4.9 4.2 4.2 MML MOM 6.0 27.2 24.6 36.8 14.0 •10.5 MOM
2.2 8.3 21.7 245.4 14.5 3.9 MOM 5.0 38.3 9.1 347.7 13.6 27.3 GG
4.1 17.8 248.4 64.1 1.6 1.6 MML MOM 9.6 95.2 17.8 21.7 21.7 21.7 GG
(1.0,0.0) 0.0 1.3 1.8 3.7 2.8 1.8 GG MOM 0.0 3.0 0.0 0.0 0.0 0.0
0.0 10.0 4.1 2.1 2.1 2.1 SW MML MOM 0.0 49.1 147.6 0.0 0.0 0.0 SW MML MOM
2.2 6.3 13.5 1.0 4.2 1.0 SWMOM 5.0 27.2 9.6 0.0 0.0 0.0 SW MMLMOM
4.1 17.8 754.6 181.8 0.0 0.0 MML MOM 9.6 95.2 280.0 10.0 0.0 0.0 MML MOM
5.2. b) Truncated results
T=20 T=100
Dlag(A) Skw Kur GG SW MML MOM MIN Skw Kur GG SW MML MOM MIN
(0.2,0.8) 0.0 1.3 4.9 9.0 6.2 9.0 GG 0.0 3.0 1.6 35.5 1.6 35.5 GG MML
0.0 3.3 6.7 31.2 8.1 22.5 GG 0.0 13.2 1.7 88.1 1.7 57.6 GG MML
0.0 7.8 16.3 65.7 27.3 53.6 GG 0.0 37.7 0.9 44.1 8.1 98.1 GG
0.0 10.0 1.2 0.5 0.6 0.1 SW MML MOM 0.0 49.1 17.0 31.5 23.8 33.0 GG
1.1 9.0 13.3 58.8 36.5 58.8 GG 2.6 44.0 3.6 67.0 10.2 120.5 GG
2.2 6.3 2.4 4.9 4.2 5.5 GG 5.0 27.2 11.4 52.7 14.5 43.5 GG
2.2 8.3 11.9 90.5 16.4 34.5 GG 5.0 38.3 6.8 136.3 5.8 65.8 GG MML
4.1 17.8 7.1 50.0 47.9 47.9 GG 9.6 95.2 6.3 14.5 67.2 93.0 GG
(0.5,0.5) 0.0 1.3 2.6 4.0 4.0 2.6 GG MOM 0.0 3.0 -1.6 3.9 -1.6 3.9 GG MML
0.0 10.0 -0.4 0.6 0.6 0.6 GG 0.0 49.1 33.6 27.8 30.7 21.9 MOM
2.2 6.3 7.3 8.9 7.3 7.3 GG MML MOM 5.0 27.2 5.0 19.5 6.0 14.7 GG MML
4.1 17.8 41.8 19.7 20.1 20.1 SW 9.6 95.2 7.4 25.9 50.4 50.4 GG
(0.8,0.2) 0.0 1.3 5.3 9.7 8.0 4.2 MOM 0.0 3.0 -1.0 -1.0 -1.0 -1.0 ~
0.0 3.3 7.8 11.2 7.8 4.3 MOM 0.0 13.2 2.8 7.5 7.5 7.5 GG
0.0 7.8 12.8 12.8 10.0 5.3 MOM 0.0 37.7 16.6 19.6 22.6 31.6 GG
0.0 10.0 1.5 0.7 0.7 0.7 SW MML MOM 0.0 49.1 21.8 5.6 5.5 5.5 SW MML MOM
1.1 9.0 26.7 25.0 17.9 7.4 MOM 2.5 44.0 14.9 19.6 24.3 31.3 GG
2.2 6.3 7.8 2.9 2.9 2.9 SW MMLMOM 6.0 27.2 12.3 14.8 12.3 9.8 MOM
2.2 8.3 14.3 22.3 9.8 3.6 MOM 5.0 38.3 7.3 20.3 10.6 26.9 GG
4.1 17.8 150.1 3.7 2.0 2.0 MML MOM 9.6 95.2 12.9 23.3 24.2 24.2 GG
(1.0,0.0) 0.0 1.3 0.4 1.6 1.6 1.6 GG 0.0 3.0 3.2 3.2 3.2 3.2 ~
0.0 10.0 3.9 2.5 2.5 1.1 MOM 0.0 49.1 17.2 0.2 0.2 0.1 GG MML
2.2 6.3 12.1 1.1 2.5 1.1 SWMOM 5.0 27.2 7.0 0.7 0.7 0.7 SWMML MOM
4.1 17.8 388.9 2.1 -0.6 -0.6 MML MOM 9.6 95.2 141.7 0.7 0.7 0.7 SWMML MOM
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Table 5.3. MSE of A estimates (Ratio to the method with the minimum MSE of A in 
each case)
5.3. a) Untruncated results
T=20 T=100
Dlag(A) Skw Kur GG SW MML MOM MIN Skw Kur GG SW MML MOM MIN
0.0 3.0 1.0 6.6 1.0 5.9 GG MML
0.0 13.2 1.0 18.3 5.6 8.1 GG
0.0 37.7 1.0 9.2 1.9 5.8 GG
0.0 49.1 1.0 1.0 1.0 1.0 --
2.5 44.0 1.0 11.9 1.5 4.7 GG
5.0 27.2 1.0 2.9 1.1 1.7 GG
5.0 38.3 1.0 24.0 1.1 8.3 GG
9.6 95.2 1.3 1.0 1.3 1.3 SW
(0.2,0.8) 0.0 1.3
0.0 3.3
0.0 7.8
0.0 10.0
1.1 9.0
2.2 6.3
2.2 8.3
4.1 17.8
1.0
1.0
1.0
1.3
1.0
1.0
1.0
1.0
2.7
2.3
2.8 
1.0
2.3 
2.0 
6.6
11.2
2.0
1.2
1.6
1.0
1.5
1.7
1.7 
10.6
2.5
1.9 
2.0 
1.0 
1.8 
2.1
2.9 
10.6
GG
GG
GG
SW MML MOM 
GG 
GG 
GG 
GG
(0.5,0.5) 0.0
0.0
2.2
4.1
1.3 
10.0
6.3 
17.8
1.0
1.1
1.0
1.0
2.3
1.0
1.5
2.1
2.1
1.0
1.3
1.8
2.0 GG
1.0 SW MML MOM 
1.4 GG 
1.8 GG
0.0
0.0
5.0
9.6
3.0
49.1
27.2
95.2
1.0
1.5
1.1
1.1
2.6
1.2
4.7
1.0
1.0
1.3
1.0
1.1
2.3
1.0
1.2
1.1
GG MML 
MOM 
MML 
SW
(0.8,0.2) 0.0 1.3 1.0 2.0 1.8 1.4 GG 0.0 3.0 1.0 1.4 1.2 1.3 GG
0.0 3.3 1.0 1.8 1.3 1.2 GG 0.0 13.2 1.0 1.6 1.2 1.5 GG
0.0 7.8 1.3 1.7 1.4 1.0 MOM 0.0 37.7 1.0 1.3 1.3 1.3 GG
0.0 10.0 1.3 1.0 1.0 1.0 SW MML MOM 0.0 49.1 3.2 1.0 1.1 1.0 SWMOM
1.1 9.0 1.3 2.5 1.4 1.0 MOM 2.5 44.0 1.0 1.8 1.4 1.3 GG
2.2 6.3 1.0 1.0 1.0 1.0 - 5.0 27.2 1.2 1.3 1.0 1.0 MML MOM
2.2 8.3 1.1 4.1 1.3 1.0 MOM . 5.0 38.3 1.0 4.7 1.6 2.2 GG
4.1 17.8 4.0 1-.6 1.0 1.0 MML MOM 9.6 95.2 1.5 1.0 1.0 1.0 SW MML MOM
(1.0,0.0) 0.0 1.3 1.5 1.4 1.5 1.0 MOM 0.0 3.0 1.3 1.1 1.1 1.0 MOM
0.0 10.0 6.3 1.1 1.2 1.0 MOM 0.0 49.1 26.0 1.0 1.0 1.0 SW MML MOM
2.2 6.3 5.4 1.1 1.4 1.0 MOM 5.0 27.2 3.6 1.1 1.2 1.0 MOM
4.1 17.8 128.4 14.6 1.1 1.0 MOM 9.6 95.2 145.3 1.3 1.0 1.0 MOM
5.3. b) Truncated results (The A estimates corresponding to the worst 10% of the 
MSE of p  are truncated)
T=20 T=100
Dlag(A) Skw Kur GG SW MML MOM MIN Skw Kur GG SW MML MOM MIN
(0.2,0.8) 0.0 1.3 1.0 2.7 2.0 2.6 GG 0.0 3.0 1.0 5.4 1.0 4.9 GG MML
0.0 3.3 1.0 2.2 1.2 1.9 GG 0.0 13.2 1.0 8.1 1.1 7.2 GG
0.0 7.8 1.0 1.8 1.5 2.0 GG 0.0 37.7 1.0 3.8 1.7 5.6 GG
0.0 10.0 1.3 1.0 1.0 1.0 SW MML MOM 0.0 49.1 1.0 1.0 1.0 1.0
1.1 9.0 1.0 1.9 1.5 1.8 GG 2.5 44.0 1.0 3.3 1.4 4.3 GG
2.2 6.3 1.0 1.9 1.7 2.1 GG 5.0 27.2 1.0 1.4 1.0 1.5 GG
2.2 8.3 1.0 3.5 1.7 3.1 GG 5.0 38.3 1.0 6.9 1.2 8.7 GG
4.1 17.8 1.0 11.4 11.2 11.2 GG 9.6 95.2 1.5 1.0 1.5 1.5 SW
(0.5,0.5) 0.0 1.3 1.0 2.3 2.1 2.0 GG 0.0 3.0 1.0 2.3 1.0 1.9 GG MML
0.0 10.0 1.1 1.0 1.0 1.0 SW MML MOM 0.0. 49.1 1.2 1.1 1.2 1.0 MOM
2.2 6.3 1.0 1.4 1.3 1.4 GG 5.0 27.2 1.1 1.2 1.0 1.3 MML
4.1 17.8 1.0 2.2 2.2 2.2 GG 9.6 95.2 1.0 1.0 1.1 1.1 GG SW
(0.8,0.2) 0.0 1.3 1.0 1.9 1.8 1.4 GG 0.0 3.0 1.0 1.4 1.2 1.3 GG
0.0 3.3 1.0 1.4 1.4 1.2 GG 0.0 13.2 1.0 1.6 1.2 1.4 GG
0.0 7.8 1.1 1.1 1.2 1.0 MOM 0.0 37.7 1.0 1.3 1.4 1.3 GG
0.0 10.0 1.3 1.0 1.0 1.0 SW MML MOM 0.0 49.1 2.2 1.0 1.1 1.0 SW MOM
1.1 9.0 1.0 1.2 1.3 1.0 GG MOM 2.5 44.0 1.0 1.3 1.4 1.3 GG
2.2 6.3 1.0 1.0 1.1 1.0 GG SW MOM 5.0 27.2 1.0 1.1 1.0 1.1 GG MML
2.2 8.3 1.0 1.4 1.3 1.1 GG 5.0 38.3 1.0 2.4 1.7 2.3 GG
4.1 17.8 3.3 1.0 1.0 1.0 SW MML MOM 9.6 95.2 1.2 1.0 1.0 1.0 SW MML MOM
(1.0,0.0) 0.0 1.3 1.5 1.3 1.5 1.0 MOM 0.0 3.0 1.3 1.1 1.2 1.0 MOM
0.0 10.0 6.1 1.1 1.1 1.0 MOM 0.0 49.1 7.9 1.0 1.0 1.0 GG MML
2.2 6.3 4.9 1.1 1.2 1.0 MOM 5.0 27.2 3.1 1.1 1.2 1.0 MOM
4.1 17.8 116.9 1.0 1.1 1.0 SWMOM 9.6 95.2 99.3 1.0 1.0 1.0 SWMML MOM
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CHAPTER 6
FINITE SAMPLE PROPERTIES OF 
THE MODIFIED MAXIMUM LIKELIHOOD ESTIMATOR: 
A MONTE CARLO EXPERIMENT
In this chapter we present the results of an extensive Monte Carlo experiment 
studying the finite sample properties of the Modified Maximum Likelihood estimator 
proposed by Zaman(1998) in the context of Hildreth-Houck Random Coefficient 
specification. It is well known that asymptotically the Maximum likelihood 
estimators are unbiased and achieve the Cramer Rao Lower Bound therefore they 
cannot possibly be beaten by the other estimators in sufficiently large samples. Large 
class of Bayesian estimators share this most welcome asymptotic efficiency property. 
In fact it needs to be emphasized that the good asymptotic properties of ML is 
attributable to its being close to Bayes rule asymptotically. (See Lehman(1983)) In 
the previous chapter we have shown that implementation of the Bayesian GG 
estimator for the Random Coefficient models seems to be a promising line but 
currently its computational cost is much higher compared to the alternative 
estimators. Then it is desirable to know at how large a sample size the Zaman’s 
MML estimator gets closer to achieve its appreciated asymptotic properties. Given 
the knowledge of this area in the simulation space where the MML is naturally the 
best estimator, while keeping in mind that the same good properties is shared by the 
Bayesian GG estimator as well, MML will be the preferred estimator regarding its 
computational simplicity.
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This chapter is composed ol three sections. The first .section presents the design of 
the Monte Carlo study. The second section conveys the major results and the final 
section summarizes the main conclusions.
6.1 Design of the Monte Carlo Study
The model is set as the Hildreth and Houck (1968) random coefficient model given 
by
y ,= x j j ,  / = !,...,7’ (6.1)
where ;r, is a 1 xK row vector and /?, is a Kx 1 column vector of coefficients. The 
first term in x, vector, x„ = 1 V / .  The coefficients of the model are assumed to be 
generated by the process /?, = where e, ~ 7/77(0, A) and A is diagonal with 
i//ag(A) = (/if,/1.2,. · . , ,  then - - I1N (^,A ). When this parameter generation
process is substituted into equation (1) the model is converted to a fixed coefficient 
model with an heteroskedastic error process given by equation (2)
_ K _
y,--x,jS + x,£,=^fi^x^,+e, /= !,...,AT and / = !,...,7’ (6.2)
/.I
K
In equation (2) e, = ^ £ ‘/,x,y with e, ~ 7 /A (0 ,E ) where E,, is diagonal eovariance
;-l
K
matrix with ^ / i f  V/on the diagonal and zeros elsewhere.
/=1
In the Monte Carlo set up totally 1100 experiments were conducted to examine the 
effects of three main factors; the structure of diagonal A , the balance of the design 
matrix and the sample size relative to the number of regressors. The small to large 
sample situations can be defined only relative to the magnitudes of sample size, T, 
and the number of regressors, K, with respect to each other. One convenient guide is
the scale ( \ -K ^ IT ) .  As this scale gets close to zero it represents a large sample 
situation and as it gets close to one (or may take even negative values) this represents 
an extremely small sample situation. The design of the Monte Carlo experiment that
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we conduct in this part cares to generate many different combinations of this scale to 
see the effects of sample size on the performance of the MML estimator. The number 
of regressors was varied as K = 2,4,6,8 and 10. Sample sizes were set to 
r  = 25,50,75,100 and 200.
For each sample size, 44 cases were examined which were constructed by 
combinations of a range of structures for A and the design matrix, X. The norm of 
the vector (/i,f,...,A^)is set to 1 and four different settings of (/I, ,...,/1^) were used:
(i) All equal ^setting where X, = Xj V/,y = 1 , (ii) /1, =0.2 and the rest k-1 
obeys the pattern X^ ^^  = X'^‘ such that = A*"' (iii) /if = 0.8 and the rest k-1 obeys 
the pattern = X' '^ such that /1^  = A* (iv) exact OLS case A, = 1 and 
X¡ =0  V/ 1. With such a design we aimed at seeing the effects of nearness to OLS 
case for the .i. parameters and the degree of differences among the individual 
/1 parameters on the performance of the MML estimator. Moreover, when the 
number of regressors is varied imposing the same pattern for the X setting is more 
tractable in that it makes the results for different number of regressors more 
comparable. Eleven different settings for the balance of the design matrix were 
constructed by varying the skewness and kurtosis values of the non-constant 
regressors, which can be classified into five major categories; (i) low skewness-low 
kurtosis, (ii) low skewness-high kurtosis, (iii) high skewness-low kurtosis, (iv) high 
skewness-high kurtosis and (v) intermediate skewness and kurtosis values. For the 
high dimensional cases the design matrices are constructed by the non-constant 
regressors falling into the same categories. The setup of the design matrix is given at 
Table 6.1. The last two columns of the Table 6.1 corresponds to the cases of 
correlation among regressors for which the design matrix is created with correlation 
among the regressors of 0.2 and 0.8 corresponding to low correlation and high 
correlation cases respectively.
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Table 6.1. The Monte Carlo set-up for the design matrix
25
Slew 0.0 0.0 0.0 0.0 1.2 1.2 2.5 2.5 4.7 0.7 - 0.1
KUR 1.6 3.9 9.6 12.5 5.4 11.2 7.5 10.1 23.0 2.9 1.8
T 50
SKW 0.0 0.0 0.0 0.0 1.8 1.8 3.5 3.5 6.8 - 0.2 0.0
KUR 2.7 7.0 19.0 24.5 10.1 22.1 13.9 19.5 47.1 3.5 3.2
T 75
SKW 0.0 0.0 0.0 0.0 2.2 2.2 4.3 4.3 8.4 0.0 - 0.4
KUR 5.0 10.1 28.3 37.2 14.8 33.2 21.1 28.9 71.4 2.9 2.8
T 100
SKW 0.0 0.0 0.0 0.0 2.5 2.5 5.0 5.0 9.7 0.0 - 0.2
KUR 7.4 13.2 37.7 49.8 19.5 43.8 28.2 38.2 95.8 2.7 2.5
T 200
SKW 0.0 0.0 0.0 0.0 3.5 3.5 7.1 7.1 13.8 - 0.3 - 0.2
KUR 2.5 25.8 76.1 97.9 38.3 87.5 54.7 75.7 194.0 3.2 3.2
This Monte Carlo experiment covered a very wide number of cases therefore we 
tried to keep the number of replications low to make the experiment manageable. In 
simulations with AT = 2,4 and 6 300 replications were used whereas in simulations 
with AT = 8 and 10 250 replications were used. At each replication besides Zaman 
(1998) “Modified Maximum Likelihood” estimator two alternative estimators are 
included for estimating the parameters of the model;/? ,Я, ,^2 ■■•A·· These are the 
Method of Moments estimator (MOM) and OLS. In addition to them, the Aitken 
estimator with the true covariance matrix of у (TRUGLS) is used for estimating the 
mean parameter vector,;^, which is used as a control variate of the Monte Carlo 
experiment for P  estimation. At each experiment the following statistics for each 
estimator are collected; biases, MSEs and efficiencies of the estimates for each 
model parameter. The definitions of these performance measures are given in 
Chapter 5, refer to Section 5.1 for the definitions of the performance measures and 
the derivation of the CRLB.
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Corresponding to each experiment a hcteroskedasticity measure obtained by dividing 
the geometric mean of the true heteroskedastic variance to its arithmetic mean was 
compiled to examine the effect of the overall level of heteroskedasticity on the 
performance of the estimators. The specification for the heteroskedasticity measure is 
as follows:
r
hetm = -  In-! l/y
V /=1
f  r
V / y
6.2 Results
In this part the results are reported in two sub-sections corresponding to performance 
of P  estimators and the performance of the X estimators in terms of the bias, MSE 
and efficiency of the estimates. We also report the response surlace fit regression 
results used to derive the plots of the response surface fit of bias of X versus the 
major factors examined in the Monte Carlo experiment; the sample size, T, relative to 
number of regressors, K, the A specification, skewness and kurtosis of the design 
matrix, correlation among the regressors and the heteroskedasticity measure.
6.2.1 Bias and Efficiency of p  Estimates
All estimators for p  that we included in this experiment are unbiased. This is 
pointed out in Zaman(1999) referring to the symmetrical distribution of GLS 
estimator around the true p  when the heteroskedastic variance is a function of the 
OLS residuals. (See Theorem 5) Figure B. 1 presents the bias of the p  estimators for 
this Monte Carlo study. Since the p  estimates are unbiased the MSE of p  provides 
meaningful information on the efficiency of the estimates.
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The GLS estimator with true A(TRUGLS) is the benchmark estimator for the 
P  estimates and it achieves the CRLB. f igure 6.1 presents the percentage difference 
of MSE of the p  estimates from the TRUGLS for both MML and the MOM. The 
figures very clearly indicate some important factors affecting the performance of the 
P  estimators; sample size, dimension of the problem and the nearness to the OLS 
case.
The MML estimator performs better as sample size gets larger and the dimension of 
the problem gets smaller. At K=l, the smallest dimension examined in the Monte 
Carlo, the percentage difference from the MSE of the I ’RUGLS is less than 10% in 
all sample sizes except the cases corresponding to the design matrices with high 
kurtosis. It is worth noting that at T=25 with a design matrix of highest kurtosis and 
highest skewness all estimators including the TRUGLS performs equally badly at all 
dimensions of the problem. As the sample size increases TRUGLS gets more 
resistant to the breakdown points in data created by such wild regressors and 
performs well. The level of the MSE! of p  estimates with MML decreases as the 
A specification gets near OLS A. However it is observed that the pattern of 
performance with different A specifications persists which is determined by the 
“sample size” defined relative to the dimension of the problem. At the experiments 
with K > A ,  r  = 25,50,75and 100 and A specification far from OLS case the 
performance of MML gets very bad in the sense that the percentage difference from 
MSE of TRUGLS is quite above 10%, being as high as 40% at small to moderate 
sample sizes as the dimension, K, increases, 'fhe performance of MML at 
T = 200 seems to be acceptable at this settings since the percentage differences from 
the MSE of TRUGLS lie in the range of 5-15%, depending on the dimension, except 
some very high kurtosis cases. For the A specification near OLS case percentage 
differences from the MSE of TRUGLS is much better for MML, being less than 20% 
in most of combinations of T and K. Higher values are observed especially in the 
regions where T=25 with K>6 and T=50 with K=10.
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The MSE of MOM estimator as percentage difference from that of TRUGLS shows 
clearly that this estimator performs very badly at A specification far from OLS case 
and very well at A specification near OLS case. It is important to note that the 
performance of MOM estimator is nearly as good as OLS at the OLS case. As the 
sample size increases the level of MSE of fi gets lower as the asymptotic efficiency 
of MOM estimator implies. For the A specifications far from OLS case it over­
perform MML only for the extremely small sample cases corresponding to where 
T-25 with K>6 and T=50 with K=10.
The efficiency of each p  estimate for MML versus that of TRUGLS, as the square 
root of the ratio to the CRLB, is presented in Figure B.2. Figure B.3 presents 
similarly defined efficiencies for MOM versus I'RUGLS. As noted before the 
TRUGLS achieves the CRLB. In the experiments of 250-300 replications small 
sample behavior may cause the TRUGLS showing deviations from CRLB in either 
direction. Therefore it is better to compare the efficiency of TRUGLS, which 
provides a control variate for /? estimation, versus the MML and MOM estimators.
The efficiency of MML estimator deteriorates as the dimension of the problem 
increases and the sample size decreases. This is illustrated in Figure 6.2 where the 
efficiencies of MML and TRUGLS defined as the square root of the ratio to the 
CRLB is sketched for both constant and the first non-constant regressors. Referring 
to Figure B.2 the efficiency plots for the non-constant regressors are similar so the 
first non-constant regressor can adequately represent the performance of MML in 
estimating P  for non-constant regressors. The first thing to note is that the efficiency 
loss in estimating the constant regressor is lower compared with that of the non­
constant regressor given K and T. Secondly the Figure reveals that the MML hardly 
achieves it appreciated asymptotic properties at sample size as large as 200 for 
AT > 10. With an examination of the efficiency plots given in Appendix 2 for MML, 
roughly we can assert that excluding the high kurtosis cases the efficiency loss with 
MML does not exceed 10% of the efficiency of TRUGLS in estimating the Random 
Coefficient model in the combination of following cases (i) AT = 2 and T > 25 
(ii)K  < 6 andT> 75 (iii) AT = 8,10 andT> 100. At all sample sizes and dimensions
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there are some big efficiency losses corresponding most of the time to high kurtosis 
of the design matrix.
The efficiency of MOM estimator is very poor for the A specification far from the 
OLS case at all K  and T. In these cases the loss in efficiency is as high as more than 
30% and in some of them reaching to more than 100%. For the A specification near 
OLS case the efficiency improves very significantly, such that efficiency loss does 
not exceed 15% for the constant regressor and does not exceed 20% for the non­
constant regressor except some high kurtosis cases.
The efficiency of OLS is very bad except the OLS case as expected. The efficiency 
loss gets as high as 380% at some extreme cases. In general when there is coefficient 
variation in the process the efficiency toss becomes well above 20% which increases 
as the coefficient variation increases. Figure 6.3 presents the efficiency plots for the 
OLS for constant and non-constant regressors and K=2 and 10. This Figure illustrates 
the severe estimation problems one will be facing with if the true generation process 
for the parameters is random, as it is argued in detail in Chapter 2.
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Figure 6.2 The Efficiencies of TRUCES versus MMi.- The effect of sample size
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Figure 6.3 The Efficiencies of'll^UGI.S versus OLS- The effect of parameter 
variation
25 50 75 100 200 25 50 75 100 200
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The A estimates of both MML and MOM, and naturally of OLS, are biased. Since 
the estimates are biased it is not meciningful to use the efficiency as a measure of 
performance. The performance measures that we can use in this context are the bias 
and MSB of the estimates. Figure 6.4 shows the bias of the A estimates for MML and 
MOM. For both methods it’s clear that the biases for constant and non-constant 
regressors exhibit significant pattern though the level of the bias decreases with 
increasing sample size, T, and decreasing dimension, K. Decrease in bias of MML 
estimates is more responsive to changes in these directions compared to MOM 
estimates. The results for each dimension, corresponding to each column in the 
Figure, are sorted first in ascending A^  and then ascending kurtosis values of the 
design matrix. Therefore, it is fair to say that these factors have mixed effects on the 
bias of the A estimates for constant and non-constant regressors. Persistence of the 
patterns in the biases besides the complexity of examination due to existence of 
several potential factors and mixed effects encourage trying a response fit analysis. 
For this analysis we run response surface regressions to see the effects of major 
factors examined in this large-scale Monte Carlo experiment on both performance 
measures.
Table 6.2 fits the bias of the A estimates for the constant and the first non-constant 
regressors to the variables formed by taking all possible products of i/V t , l/T and 
both the level and the squares of the following variables; dimension of the problem, 
K, skewness of the design matrix, SKEW, kurtosis of the design matrix, KUR, 
heteroskedasticity measure, helm, and variance of the coefficient of first 
regressor,/l|. Correlation among the regressors, COR, divided by i/V t  is also 
included among the regressors.
6.2.2 Bias and Efficiency of X  Estimates
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Table 6.2 Response surface regression results for the bias of /1 estimates for MML 
and MOM.
BIAS of MML
Regressor Coeff. Std. Error
BIAS of
Coeff. Std. Error
BIAS of BIAS of X.MOM
Coeff Std. Error Coeff Std. Error
'2
K/ylr 
SKEW/4t 
SKEW^  lylr 
KUR/yfr
KUR^  h 
helm / Vr
hetrn^  i 4t 
A /4tI
/4 tI
CORI^r 
SKEW IT
SKEW^  IT 
KURIT
KUR I^T 
hetm / T
helm" IT
X IT 1
ITI_______
-0.1875 0.0052
-0.1275 0.0841
0.0539 0.0128
-0.0515 0.0073
0.0005 0.0001
-1.4795 0.7897
1.6624 0.4828
2.8546 1.I 1I5
-1.9517 1.1742
0.1069 0.0813
1.3973 0.5381
-0.5388 0.0991
0.9800 0.0606
-0.0094 0.0012
13.2990 4.8965
-15.5670 3.3244
-22.5690 6.3691
9.6335 6.7398
0.85
0,1042 0.0062
0.1160 0.1000 
-0.0251 0.0152
0.0205 0.0086
0.0000 0.0001 
2.2409 0.9390
- 1.2502 0.5741
-7.1627 1.3218
7.5871 1.3963
-0.0540 0.0967
-1.2372 0.6399
0.2651 0.1179
-0.4370 0.0721
-0.0001 0.0014
-2.1795 5.8228
-0.5275 3.9533
8.8441 7.5740
-8.7202 8.0149
0.66
0.0293 0.0039
0.0674 0.0620
0.0166 0.0094
-0.0043 0.0053
0.0001 0.0001 
3.9765 0.5817
- 1.9301 0.3557
-0.0717 0.8189
-0.1219 0.8650
-0.3307 0.0599
0.4752 0.3964
-0.2521 0.0730
0.1036 0.0447
-0.0026 0.0009
-20.3940 3.6072
6.5049 2.4491
14.6240 4.6921
-17.5210 4.9652
0.75
0.1729 0.0071
0.0540 0.1149
-0.0365 0.0174
0.0051 0.0099
-0.0001 0.0001 
0.9738 1.0785
-0.8988 0.6594
-8.9429 1.5182
9.2018 1.6037
0.5293 0.1110
-1.4929 0.7349
0.4500 0.1354
-0.3615 0.0828
0.0028 0.0016
0.1646 6.6877
-0.0082 4.5405
11.5020 8.6990
- 13.4910 9.2053
0.73
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Figure 6.4 Bias of A estimates for MML and MOM
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After obtaining the polynomials in the response surface fit regressions for each factor 
that is likely to affect the bias of the /1 estimators we plot the biases versus these 
polynomials, which reflect the partial effects of these factors on the bias of the 
estimates. The general form for them is illustrated for MML with theT, polynomial 
as below.
Bias{^"· / A,) = + p^ '^· (A, )/Vt  + (T,)/?’
The biases of the constant and non-constant regressors of both MML and MOM 
versus each factor examined in this Monte Carlo are presented in Appendix B- 
Figures B4-B23. The bias of the A, estimate with MML is always negative, 
indicating that the A, is underestimated. From these Figures the following assertions 
can be made for the bias of A estimators with MML; (i) As the A specification gets 
closer to the OLS case, the bias of the A, increases. As T increases the second order 
approximation terms, which are multiplied byl/T dies off, then the increase in bias 
get smoother beginning with T=15. The A specification has a mixed effect on bias of 
the Aj estimate. At the A specifications far from OLS bias is high and it decreases as 
A| increases, intersecting the axis at zero bias for some intermediate A value and the 
bias increases again towards the exact OLS case. (Please note that since we do not 
include the boundary case of pure random coefficient specification or a case which is 
very close to it we do not see the response to A specification in that region. 
Zaman(1999) studying a small-scale Monte Carlo experiment including that 
boundary case reports a quadratic response for the bias of the A, estimate. In our 
plots there are some indications of quadratic response as well) (ii) The bias of the A, 
seems to benefit from the increase in kurtosis of the design matrix. The X·^  estimate 
seems to be a decreasing function of the kurtosis polinomial. When the bias estimate 
lies in the negative region kurtosis increases the bias of A2 estimate and the opposite 
way around when the bias is positive, (iii) The polinomial of the heteroskedasticity 
measure behaves in quite a mixed way for both A estimates with MML. But it may 
be fair to say that at low values of the measure it does not have a significant
86
additional effect to the factors that construct the measure jointly; A specification, 
skewness and kurtosis of the design matrix. Only at high values of the 
heteroscedasticity measure we detect some significant mixed effects, (iv) Skewness 
does not seem to make a very significant effect on the biases of both X estimates. At 
the highest skewness values there are some mixed effects for both regressors, (v) The 
correlation between the regressors of the design matrix does not seem to have any 
significant effect on the bias of the X estimates.
The bias of the A, estimate with MOM is positive for the A specification far from 
OLS case, indicating that T, is overestimated. The bias of T, estimate is negative at 
A specifications far from OLS case, indicating that X^  is underestimated. Referring 
to the response surface plots given in Appendix 2 for the MOM estimator, the 
following assertions can be made for the bias of X estimates with MOM; (i) As the 
A specification gets closer to the OLS case, the bias of the 1, decreases very 
significantly. The bias of the Xjis highly negative at the A specifications far from 
OLS case. It decreases as X^  increases, intersecting the axis at zero bias for some 
intermediate X value and the bias takes a positive value at the OLS case. Increase in 
dimension, K, seems to have the effect of pushing the bias for the second regressor 
towards positive values except the A specification most far from the OLS case. 
(ii)Bias of the T, does not seem to be significantly affected by the kurtosis of the 
design matrix. The X2 estimate is a decreasing function of the kurtosis polinomial, 
that is as the kurosis value increases the T, tends to be underestimated. When the 
bias estimate lies in the negative region kurtosis increases the bias of X2 estimate and 
the opposite way around when the bias is positive, (iii) The increase in the 
heteroskedasticity measure causes an increase in the bias of X^  estimates with MOM, 
though at low values of the measure it does not seem to have a significant additional 
effect. The bias of X2 seems to be increasing at high values of the heteroskedasticity 
measure, becoming more significant at higher sample sizes, (iv) Skewness does not 
seem to make a very significant effect on the biases of both X estimates. There are 
some blimps for the bias of both /1, and X2 indicating that increasing skewness has
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the effect of increasing the A, estimate and decreasing the A, estimate, (v) The 
correlation between the regressors of the design matrix seems to cause slight 
decrease on the bias of the /1, estimates whereas it seems to have the effect of 
increasing the bias of /Ij estimate.
The MSE of A estimates with MML increases very significantly as the sample size 
decreases and dimension of the problem increases. Figure 6.5 shows the ratio of the 
MSE of A estimates with MML to the MSE of A estimates with MOM. This Figure 
reveals that MSE of A estimates with MOM are smaller at sample size 7-25 for all 
dimensions except K=2. As the sample size relative to the dimension of the problem 
increases the performance of MML gets better compared with that of MOM 
estimator except the OLS case. Moreover, the level of MSE of A decreases as the 
A specification gets closer to the OLS case.
Figure 6.6 shows the MSE of A estimates with MOM versus the MSE of A estimates 
with OLS. Naturally MSE of the OLS estimate is high compared with that of MOM 
except the OLS case. It is worth noting that the MSE of A estimates with MOM is 
quite low at the exact OLS case, especially as the sample size increases.
88
Fi
gu
re
 6
.5 
T
he
 r
at
io
 o
f 
th
e 
M
SE
 o
f 
X es
tim
at
es
 w
ith
 M
M
L
 to
 th
e 
M
SE
 o
f 
X es
tim
at
es
 w
ith
 M
O
M
K
=2
T
=2
5
K
=4
 
K
=6
K
=8
K
=1
0 
K
=2
T=
50
K
=4
 
K
=6
K
=8
K
=1
0 
K
=2
T=
75
K
=4
 
K
=6
K
=8
K
=1
0
oe so
. M
M
L.
'M
O
M
K
=2
K=
4
T
=1
00 K=
6
IC=
8
K=
10
K=
2
K
=4
T=
20
0
K=
6
K
=8
K=
10
I 
i
I
f.
A
1
1 i__
__
_
,i_
__
__
Ai
. 
A
 
J
K 
/1
__
.1 n
/
1 
,‘i
11
__
_i
i_
__
i
J
i__
_J
JU
/"
’ 
w
 
V 
V
N
J 
\ 
I 
,W
VV
' 
I 
yf
^i
v 
W
V
 
I 
V
V
'' 
I 
V
V
M
 i
•n
— 
Os
— 
«
O
in
C
v
—
 
(N
«n
O' 
—
 
On
— 
—
 
«
n
in
O
'—
 
—
'9· 
t>> 
00 
"«T 
o’ 
 ^00
 
00 
r^. 
^ 
00 
 ^
00 
 ^Q
 
00 
«q· 
00 
ri 
00 
r; 
oo 
O 
O 
o' 
O 
O 
O 
O 
o" 
O 
O 
O 
O 
O 
o’ 
co
o
’ 
O 
O 
o’ 
O 
O 
O 
O 
O 
0 
0.
0
. M
M
L/
M
O
M
Fi
gu
re
 6
.6
 T
he
 M
SB
 o
f 
Z es
tim
at
es
 w
ith
 M
O
M
 v
er
su
s t
he
 M
SB
 o
f 
Z es
tim
at
es
 w
ith
 O
L
S.
K
=2
T
=2
5
K
=4
 
K
=6
K
=8
K
=1
0 
K
=2
K
=4
T
=5
0 K=
6
K
=8
K
=1
0
K
=2
K
=4
T
=7
5
K
=6
K
=8
K
=1
0
B
 L
O
LS
K=
2
K
=4
T
=1
00 K=
6
K
=8
K
=1
0
K=
2
K
=4
T
=2
00 K=
6
K=
8
K
=1
0
I L
O
L
S
I 
L
M
O
M
6.3 Conclusion
In this chapter we present the results of an extensive Monte Carlo experiment 
studying the finite sample properties of the Modified Maximum Likelihood estimator 
proposed by Zaman(1998) to see at how large a relative sample size it is desirable to 
use MML. We examined the bias, MSB and efficiencies of y9and ;i estimates with 
MML, MOM and OLS in our Monte Carlo experiment.
The P  estimates are unbiased for all estimators. The performance of MML improves
very significantly as sample size gets larger and the dimension of the problem gets 
smaller. In other words the performance of MML is very badly affected with the 
increase in dimension and decrease in sample size. This is important regarding our 
results conveyed in Chapter Five, which set the dimension to two, which is the most 
favoring case for MML. At K-2, the smallest dimension examined in this Monte 
Carlo, the percentage difference from the MSB of the TRUGLS is less than 10% in 
all sample sizes except the cases corresponding to the design matrices with high 
kurtosis. The level of the MSB of p  estimates with MML decreases as the 
A specification gets near OLS A. However it is observed that th<i pattern of 
performance with different A specifications persists which is determined by the 
“sample size” defined relative to the dimension of the problem. At the experiments 
with AT > 4 , 7’ = 25,50,75andl00 and A specification far from OLS case the
performance of MML is bad in the sense that the percentage difference from MSB of 
TRUGLS is quite above 10%, being as high as 40% at small to moderate sample 
sizes as the dimension, K, increases. The performance of MML at T = 200 seems to 
be acceptable at these settings since the percentage differences from the MSB of 
TRUGLS lie in the range of 5-15%, depending on the dimension, except some very 
high kurtosis cases. For the A specification near OLS case, the percentage 
differences from the MSB of TRUGLS is much better for MML being less than 20% 
in most of combinations of T and K. Higher values are observed especially in the 
regions where T=25 with K>6 and T=50 with K^IO. I ’hese findings suggest that 
except very high sample sizes relative to the dimension of the problem, there is 
substantial room for improving the performance of MML. This makes our results for
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the suggested estimation strategy for RC models presented at Chapter Five far more 
important and supports the efforts devoted for developing the Bayesian GG and 
further improvements in this direction.
The comparison of the efficiencies of the estimates with MML and the TRUGLS 
suggests that excluding the high kurtosis cases the efficiency loss with MML does 
not exceed 10% of the efficiency of TRUGLS in estimating the Random Coefficient 
model in the combination of following cases {\)K = 2 and T >25 
(ii)K  < 6 andT >15 (iii) AT = 8,10 andT > 100. At all sample sizes and dimensions
there are some big efficiency losses corresponding most of the time to high kurtosis 
of the design matrix.
The MSB and efficiencies of the p  estimates with MOM turn out to be af fected very 
much by the A specification, that is at near OLS A specification the performance of 
MOM is very good and it deteriorates very significantly at the other direction. At the 
OLS case its performance tracks that of OLS very closely, suggesting that it may 
safely be used instead of OLS even when the coefficients are non-stochastic. 
Whereas the efficiency loss of OLS estimator is very high if the coefficients are 
generated by a stochastic process.
The estimates are biased for all estimators, though the scale of the bias decreases 
as the sample size relative to the dimension of the problem increases. The MML gets 
more and quicker benefit from the increase in this relative sample size compared 
with MOM. The bias shows significant pattern which enables applying the response 
surface technique to attribute the partial effects of factors examined in this Monte 
Carlo experiment. In general the nearness to the OLS A specification, kurtosis of the 
design matrix and to some extent the heteroskedasticity measure are shown to have 
significant effects on the biases of X for both constant and non-constant regressors 
in a mixed manner.
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CHAPTER 7
CONCLUSION
This dissertation concentrates on the estimation issues of the Random Coefficient 
models. We introduce some new estimators for the Random Coefficient models and 
compare them with a range of existing estimators using Monte Carlo experiments. 
The basic Random Coefficient model that we study in the experiments is the 
Hildreth and Houck(1968) model.
The Chapter One makes the introduction. In that chapter the basic contributions of 
this thesis are highlighted as follows: The first major contribution is that it presents 
the comparison of the performances of a range of different estimators for RC models 
with a large-scale Monte Carlo experiment. Since the Froechlich (1973) study there 
has not been a comprehensive comparison of the estimators proposed in RC 
framework. This thesis fills this gap in the literature. Most of the estimators included 
in this experiment have not been studied by a Monte Carlo experiment prior to this 
study and the design of the Monte Carlo study enables comparison in new 
dimensions of the simulation space that was not searched for in the pioneering 
studies. The second major contribution of this thesis is the development of a 
Bayesian estimator with non standard posterior density for RC models using Griddy 
Gibbs technique described in Ritter and Tanner (1992) and comparing its 
performance with the existing estimators. The results reveal that the Bayesian 
estimator introduced with this thesis is a promising estimator. It is important to note 
that there have been some Bayesian estimators proposed in the context of RC
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specification but they have been constrained severely by the computational 
difficulties arising from the complexity of the posterior calculations. For example 
Griffiths et.al.(1979) state that for a full Bayesian analysis they choose to keep the 
dimension of the problem low and sacrifice from the generality of the structure 
imposed. With the recent advances in the computation technology and the 
development of the sampling based approaches avoiding the complex posterior 
calculations by enabling sampling from the desired posterior density the 
computational difficulties for some Bayesian problems are greatly overcome. One of 
the mostly applied approach was introduced by Geman and Geman(1984) which is 
known as the Gibbs Sampler. However, the development of a Bayesian estimator 
using Gibbs Sampler for the RC framework that we work with presents an additional 
trouble which is that the posterior lacks conjugacy in the variance parameters for the 
errors in coefficients. With such a structure the conditional distributions do not have 
a standard density that can easily be sampled from. Ritter and Tanner(1992) propose 
a technique which makes the Gibbs Sampler still applicable with non-standard 
conditional densities. Finally, the third major contribution is the extensive study of 
the Modified Maximum Likelihood estimator to see its finite sample properties at 
various dimensions for the problem and at a range of different sample sizes to the 
define the area in the simulation space that this estimator cannot be significantly 
improved upon. Results of this Monte Carlo experiment show that only at very high 
sample sizes relative to the dimension of the problem it is justifiable to use MML 
otherwise there is substantial room for improvement.
Chapter Two gives a detailed literature review for the Random coefficient models. It 
first very briefly overviews the time-varying parameter models and locate the 
Random Coefficient models among them. In the first section of the Chapter Hildreth- 
Houck(1968) model is described. In the second section the philosophy behind the RC 
estimation is given referring to the theoretical superiority of this approach over the 
traditional fixed coefficient model. The third section highlights the close relationship 
between the Random Coefficient approach and the Bayesian perspective then very 
briefly presents some basics of the Bayesian data analysis. I'he brief reference to the 
estimators proposed in the literature for the stationary Random Coefficient regression
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problem is conveyed iii section ibur with an emphasis on the motivation for 
developing them. In this section the early Monte Carlo studies for the comparison of 
the estimators are reviewed as well. There are quite a limited number of fully 
Bayesian estimators proposed for this problem in the literature. They seem to suffer 
from complex posterior calculations, which become very cumbersome or even 
impossible to carry out as more generalities are added to the model or as the 
dimension of the model increases. In the final section of this chapter the sampling 
based approaches that become feasible with new advances in computation 
technology are introduced, specifically the Gibbs Sampling and the Griddy Gibbs 
Sampling techniques are conveyed. I'hese approaches promote the applications of 
Bayesian methods for some problems that were not feasible to tackle with Bayesian 
methods before due to the difficulties indicated above.
Chapter Three presents the description and derivation of the following estimators 
already proposed in the literature: Swamy and Tinsley (1980) estimator 
(SWAMSLEY), Method of Moments estimator (MOM) and “Modified Maximum 
Likelihood” (MML) estimator proposed by Zaman(1998).
Chapter Four presents and describes the methodology of four new estimators that are 
developed and introduced with this thesis for the Random Coefficient Models. Two 
of them belong to MOM class and the other two arc the Bayesian estimators. The 
Quadratic type MOM estimators that we suggest are motivated by the idea to 
overcome the basic problem of truncation that is encountered with conventional 
MOM estimator. We call them as “constrained MOM” and “Boundary Permutations 
MOM”. The two Bayesian estimators that we introduce in the RC context implement 
Gibbs Sampling technique; the first one is derived from the standard posterior 
density functions in the presence of conjugacy and the second one makes use of the 
discrete approximation to the non-standard posterior density function in the absence 
of conjugacy.
The important thing to note is that the MOM estimators and the Bayesian estimator 
with the standard posterior density functions in the presence of conjugacy are not so
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successful in significantly improving the performance of the existing estimators. 
However, they worth mentioning at the very least to indicate the dead ends for the 
line of research in these directions. In a separate Monte Carlo experiment that we 
conducted among the MOM estimators including the conventional “MOM” estimator 
revealed that none of the MOM estimators was significantly the best performer with 
respect to the others. But the “boundary permutations MOM” turned out to be 
slightly worse than the others and “constrained MOM” was slightly better than the 
“traditional MOM” in terms of MSE of p .
Moreover, as a result of this research we found out that the Bayesian estimator with 
standard posterior density suffers from some weak connection with data in 
A estimation, leading the solution pulled towards an internal prior of equal 
coefficient variation. As already indicated in Chapter Two implementing a Bayesian 
estimator with standard posterior density saves a lot of computational time compared 
with an estimator with non-standard posterior density. Therefore the exposition of 
this estimator may give an inspiring idea to implement a Bayesian estimator again 
with standard posterior density that can overcome this problem.
The second Bayesian estimator, the Bayesian estimator with non-standard posterior 
implementing the Griddy Gibbs technique turns out to be a very promising estimator 
in the RC context. We call this estimator as the “Bayesian GG” estimator for RC 
models.
Chapter Five presents a Monte Carlo experiment studying the ]>roperties of 
Bayesian GG and the existing estimators presented in Chapter Three in a 
comparative framework. The main findings of this Monte Carlo study are as follows:
1. The Monte Carlo results show that the best performing estimator changes in lines 
with the three factors varied in the experiments: the Diag{K) setting that is the 
variance structure of the errors of coefficients; the sample size; and the balance of 
the design matrix, that is there is no unique best performer among the estimators 
included in that study.
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2. At the Diag{K) settings away from OLS specification tlie Bayesian GG is the
best performer in both small and large sample cases. At very high kurtosis values 
of the design matrix and at the exact OLS case the performance of the Bayesian 
GG is very adversely affected and we call these cases as the “worst cases” for 
Bayesian GG.
3. At the Diag(A) settings close to OLS specification MOM estimator turns out to 
be the best estimator at the small sample. At the large sample the Bayesian GG 
dominates others except its “worst cases”.
4. The Bayesian GG provides the least biased estimator for the varianc;e parameters 
of the errors in regression, Diag(A), the bias diminishing significantly with the 
increased sample size.
5. At the high skewness and high kurtosis cases the boundary maximization is 
observed for SWAMSLEY, MML and MOM, that is the A for non-constant 
regressor is estimated as zero almost all of the Monte Carlo iterations.
6. For the other three estimators the bias for the estimates of Diag(A) seems to be 
persistent with the increased sample size. The very high negative biases involved 
in the A estimates for non-constant regressor by SWAMSLEY, MML and MOM 
estimators in the Diag(A) setting away from OLS specification indicate the 
existence of the tendency of these estimators to shrink the estimate towards zero. 
For the boundary maximization cases, the biases involved in estimating A for 
non-constant regressor is as high as the magnitude of the A for non-constant 
regressor as expected. This indicates that these estimators may be artificially good 
at these settings when they are combined with Diag{A) setting closer to OLS
specification.
7. The Monte Carlo experiments reveal in general that ¡5 estimates for the estimators 
dominating the others in each experiment gets reasonably close to CRLB, the loss 
of efficiency being less than 5% in most of the cases and improving as the sample 
size gets larger as expected. At the large sample size the efficiencies of 
SWAMSLEY and MOM estimators deteriorate very badly especially at the cases 
further away from the OLS specification. The efficiency of Bayesian GG turns out 
to be at least as good as the MML at large sample size except the cases with very
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high kurtosis and/or the exact OLS specification and in general the Bayesian GG 
gives the most efficient estimates at the large sample size except its “worst cases”.
Given these findings, we see that at large sample size the Bayesian GG will be the 
preferred estimation method except its “worst cases” which are partially observable. 
Regarding the unobservability of part of the area in the simulation space a combined 
strategy for implementing the RC regression estimation may be proposed; The 
Bayesian GG and the MOM estimators may both be implemented in the empirical 
estimation process and the one giving the minimum forecast MSB is selected as the 
preferred estimation method. Given the results that we obtain out of the Monte Carlo 
experiments we may expect to implement the Bayesian GG in most of the cases 
especially at large sample sizes.
On the whole the Bayesian GG shows up as a very promising estimator for the RC 
models except its worst cases. A promising line of research given these results will 
be to improve the Bayesian GG near the OLS case. However the existence of 
boundary maximization and exact truncation of the estimates to the OLS case for the 
other three estimators make them very difficult to be beaten by the Bayesian GG.
Chapter Six presents the results of an extensive Monte Carlo experiment studying the 
finite sample properties of the Modified Maximum Likelihood estimator proposed by 
Zaman(1998) especially to see at how large a sample size relative to the dimension 
of the problem it is justifiable to use MML. In that region it will be advisable to use 
MML given its computational simplicity compared with the Bayesian GG.
The Monte Carlo results reveal the following; The /5 estimates are unbiased for all 
estimators. The performance of MML is very badly affected with the increase in 
dimension and decrease in sample size. This is important regarding our results 
conveyed in Chapter Five, which set the dimension to two, which is the most 
favoring case for MML. At K=2, the smallest dimension examined in this Monte 
Carlo, the percentage difference from the MSB of the TRUGLS is less than 10% in 
all sample sizes except the cases corresponding to the design matrices with high 
kurtosis. The level of the MSB of p  estimates with MML decn;ases as the
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A specification gets near OLS A. However it is observed that the pattern of 
performance with different A specifications persists which is determined by the 
“sample size” defined relative to the dimension of the problem. At the experiments 
with AT > 4 , J’ = 25,50,75andl00 and A specification far from OLS case the 
performance of MML is bad in the sense that the percentage difference from MSE of 
TRUGLS is quite above 10%, being as high as 40% at small to moderate sample 
sizes as the dimension, AT, increases. The performance of MML at T = 200 seems to 
be acceptable at these settings since the percentage differences from the MSE of 
TRUGLS lie in the range of 5-15%, depending on the dimension, except some very 
high kurtosis cases. For the A specification near OLS case, the percentage 
differences from the MSE of TRUGLS are much better for MML being less than 
20% in most of combinations of T and K. Higher values are observed especially in 
the regions where T=25 with K>6 and T=50 with K=10.
The MSE and efficiencies of the p  estimates with MOM turn out to be affected very 
much by the A specification, that is at near OLS A specification the performance of 
MOM is very good and it deteriorates very significantly at the other direction. At the 
OLS case its performance tracks that of OLS very closely, suggesting that it may 
safely be used instead of OLS even when the coefficients are non-stochastic. 
Whereas the efficiency loss of OLS estimator is very high if the coefficients are 
generated by a stochastic process.
The /1 estimates are biased for all estimators, though the scale of the bias decreases 
as the sample size relative to the dimension of the problem increases. The MML gets 
more and quicker benefit from the increase in this relative sample size compared 
with MOM. The bias shows significant pattern which enables applying the response 
surface technique to attribute the partial effects of factors examined in this Monte 
Carlo experiment. In general the nearness to the OLS A specification, kurtosis of the 
design matrix and to some extent the heteroskedasticity measure are shown to have 
significant effects on the biases of X for both constant and non-constant regressors 
in a mixed manner.
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These findings suggest that except very high sample sizes relative to the dimension 
of the problem, there is substantial room for improving the performance of MML. 
This makes our results for the suggested estimation strategy for RC models presented 
at Chapter Four far more important and supports the efforts devoted for developing 
the Bayesian GG and further improvements in this direction.
The further lines of research following this thesis may be suggested as follows; 
implementation of the Bayesian GG estimator for the Generalized RC model; efforts 
to development of a Bayesian estimator with standard posterior density for HH type 
RC model and generalize the RC model for this estimator; the connection between 
ARCH-GARCH models and Random Coefficient specification and exploration of 
estimation issues of the ARCH and GARCH type models in lines with the results we 
obtained for the RC models.
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Figure B1 Biases of (5 estimates with MML and MOM
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