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Abstract
The Stefan problem with Gibbs-Thomson law describes solidification phe-
nomena for pure substances. In applications the surface energy is anisotropic
leading to an anisotropic Gibbs-Thomson law. We show the existence of weak
solutions to the Stefan problem with anisotropic Gibbs-Thomson law using
an implicit time discretization, and variational methods in an anisotropic BV
setting. Our main result generalizes an existence result of Luckhaus to the
anisotropic case.
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1 Introduction
The Stefan problem describes solidification phenomena like the melting and solid-
ification of a pure material. In the Stefan problem diffusion equations have to be
solved in the liquid and solid and at the free boundary between solid and liquid the
Stefan condition has to hold which guarantees energy conservation across the in-
terface. In addition a thermodynamical equilibrium condition has to be prescribed
at the interface and in the presence of surface tension this condition is given by
the Gibbs-Thomson law. The Gibbs-Thomson law allows that the temperature at
the free boundary differs from the melting temperature and hence allows for under-
cooling and superheating. In applications as e.g. the solidification of alloys or the
growth of snowflakes the surface energy density usually depends on the local orien-
tation of the interface, i.e. the surface energy is anisotropic. It turns out that in the
Stefan problem with anisotropy the temperature at the free boundary is given as a
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multiple of an anisotropic curvature which reduces in the isotropic case to the mean
curvature. For a derivation of the Stefan problem with anisotropic Gibbs-Thomson
law in the context of rational thermodynamics we refer to Gurtin [13, 14].
Given a time interval (0, T ) and a bounded domain Ω ⊂ Rn with C1–boundary we
define ΩT := (0, T ) × Ω. We now seek for the temperature u : ΩT → R and a
phase function χ : ΩT → {0, 1} where the liquid phase is given as the set {(t, x) ∈
ΩT |χ(t, x) = 1} and the solid phase is given as {(t, x) ∈ ΩT |χ(t, x) = 0}. Denoting
by f : ΩT → R given heat sources, the energy balance law is now given as
∂t(u+ χ)−∆u = f , (1)
where this identity has to be understood in its distributional form. The strong
formulation of (1) is given by
∂tu−∆u = f
in the solid and liquid phases together with the Stefan condition
V + [∇u]ls · ν = 0 ,
where ν is the unit normal to the interface Γ pointing into the liquid phase, V
denotes the normal velocity of the interface and [∇u]ls := ∇u,s − ∇u,l is the jump
of ∇u across the interface, where u,s and u,l are respectively the temperature in the
solid and liquid phase. At the interface between liquid and solid the Gibbs-Thomson
law in its isotropic form is
u = H ,
where H is the mean curvature of the interface which is defined to be the sum of
the principal curvatures and we adopt the sign convention that H is negative for a
convex solid phase. We refer to [21] for an introduction to the Stefan problem with
Gibbs-Thomson law.
A fundamental global existence result for the Stefan problem with isotropic Gibbs-
Thomson law is due to Luckhaus [15, 16], see also Ro¨ger [18]. Luckhaus formulates
the Gibbs-Thomson condition u = H in the following weak form∫ T
0
∫
Ω
(
div ξ − ∇χ|∇χ| ·Dξ
∇χ
|∇χ|
)
d|∇χ(t)|dt =
∫
ΩT
div (uξ)χ d(t, x) , (2)
which has to hold for all ξ ∈ C1(ΩT ,Rn) with ξ · ν∂Ω = 0 on ∂Ω. Here ν∂Ω is the
outer unit normal to ∂Ω, χ is assumed to be a function of bounded variation, see
[3], and ∇χ is the distributional derivative of χ which is assumed to be of bounded
variation. In addition ∇χ
|∇χ|
is the Radon-Nikodym derivative of ∇χ with respect to
the variation measure |∇χ|.
If the interface is smooth and without boundary the equation (2) leads to∫ T
0
∫
Γ(t)
divΓ ξ dHn−1dt = −
∫ T
0
∫
Γ(t)
u ξ · ν dHn−1dt .
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Here we denote by Γ(t) the interface at time t, by dHn−1 integration with respect
to the (n − 1)–dimensional Hausdorff measure and by divΓ the surface divergence
on Γ. Using the Gauss theorem on manifolds, i.e.∫
Γ(t)
divΓ ξ dHn−1 = −
∫
Γ(t)
Hξ · ν dHn−1 ,
we obtain, using the fact that we can choose ξ arbitrary, that (2) is a weak formu-
lation of u = H .
To formulate the Gibbs-Thomson law in its anisotropic form we need to introduce
the anisotropic interfacial free energy
F(Γ) :=
∫
Γ
γ(ν) dHn−1
for a hypersurface Γ. For the moment we require Γ to be smooth and define ν to
be the unit normal to Γ pointing into the liquid phase. We assume that γ is a
one-homogeneous, convex function. The free energy F(Γ) now depends on the local
orientation of the interface since γ depends on the normal ν. The first variation of F
for a hypersurface Γ in the direction of a vector field ξ ∈ C10(Ω,Rn) with ξ · ν∂Ω = 0
is given as, see [11],
δF
δΓ
(Γ)(ξ) = −
∫
Γ
Hγ(ξ · ν) dHn−1
with
Hγ := −divΓ (Dγ(ν)) ,
where Dγ is the gradient of γ.
The anisotropic Gibbs-Thomson law is now given as
u = Hγ .
In situations where Γ intersects the outer boundary ∂Ω one also has to require a
boundary condition
Dγ(ν) · ν∂Ω = 0 on ∂Ω ∩ ∂Γ(t), t ∈ [0, T ] . (3)
This condition generalizes the classical 90◦ angle condition which holds in the isotropic
case, see e.g. [10],[21] .
If the interface is not smooth and the different phases are given by a function χ :
Ω → {0, 1} which is assumed to be of bounded variation we obtain the normal as
the Radon-Nikodym derivative of ∇χ with respect to the variation mesure |∇χ|, i.e.
ν =
∇χ
|∇χ| .
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We will demonstrate later that a weak formulation of the anisotropic Gibbs-Thomson
law u = Hγ together with the boundary condition (3) is given as∫
Ω
(div ξ γ(ν)− ν ·DξDγ(ν)) d|∇χ| =
∫
Ω
div (uξ)χ dx ,
which has to hold for all ξ ∈ C1(Ω,Rn) with ξ · ν∂Ω = 0.
Our approach will be based on a distributional definition of the anisotropic surface
energy
∫
Γ
γ(ν)dHn−1. Introducing a function γ0 : Rn → R+0 with the properties
(G1) γ0 ∈ C2(Rn \ {0}), γ0(p) > 0 for all p ∈ Rn \ {0} , (4)
(G2) γ0 is positively homogeneous of degree 1, i.e.:
γ0(λp) = λγ0(p) for all λ > 0 and p ∈ Rn \ {0} , (5)
(G3) there exists a d0 > 0 such that
(D2γ0)(p)q · q ≥ d0|q|2 for all p, q ∈ Rn, |p| = 1, p · q = 0 , (6)
we define for f ∈ BV (Ω)∫
Ω
|∇f |γ := sup
{
−
∫
Ω
fdivϕdx | ϕ ∈ C10(Ω,Rn), γ0(ϕ(x)) ≤ 1 a.e.
}
. (7)
Assumption (G1) is a smoothness assumption on γ0 where due to the homogeneity
assumption we can expect γ0 to be smooth only away from the point p = 0. The
assumption (G3) is a strict convexity assumption for functions which are homoge-
neous of degree 1. We remark that due to the homogeneity we only require that the
second derivative is positive in directions perpendicular to p, see also Giga [11]. In
a direction p the function γ0 has to be linear and hence strict convexity does not
hold in this direction.
We now assume that γ is given as
γ(q) = sup
p∈Rn\{0}
p · q
γ0(p)
, (8)
and it turns out, see [1, 2] and Section 2, that for all f ∈ BV (Ω) we obtain∫
Ω
|∇f |γ =
∫
Ω
γ(νf ) d|∇f | , (9)
where νf =
∇f
|∇f |
for |∇f | a.e. x ∈ Ω.
The function γ is the dual function of γ0 and under the assumptions made it will
turn out that γ0 is also the dual of γ. It is possible to visualize the anisotropy with
the help of the Frank diagram F and the Wulff shape W
F = {p ∈ Rn | γ(p) ≤ 1} , W = {q ∈ Rn | γ0(q) ≤ 1} .
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Figure 1: Frank diagrams and Wulff shapes for different surface energies. Cubic
anisotropy (left) and hexagonal anisotropy (right).
Wulff’s theorem, see Gurtin [14] and the references therein, states thatW minimizes
the surface energy F among all surfaces Γ enclosing the same volume asW. Impor-
tant surface energies have cubic or hexagonal symmetries which appear respectively
in the solidification of metallic alloys and ice crystals, see Figure 1.
The main result of this paper is now given as follows.
Theorem 1.1 Let the following assumptions hold:
(A1) Ω ⊂ Rn is a bounded domain with C1–boundary, T > 0.
(A2) The initial data u0, χ0, the boundary data u
D and the right hand side f fulfill
u0 ∈ L∞(Ω) ∩H1,2(Ω) ,
χ0 ∈ BV (Ω; {0, 1}) ,
uD ∈ H1,2(Ω),
f ∈ L∞(ΩT ) .
(A3) The anisotropy γ is given by (8), where γ0 : Rn → R fulfills (4)-(6).
Then there exist functions
χ ∈ L1(ΩT , {0, 1})
such that ess sup
t∈(0,T )
∫
Ω
|∇χ|(t) < ∞, i.e. in particular χ(t) ∈ BV (Ω) for almost all t,
and
u ∈ [uD + L2(0, T ;H1,20 (Ω))] ∩ L∞(0, T ;L2(Ω))
such that
(i)
∫
ΩT
(u+χ)∂tϕd(t, x)+
∫
Ω
(u0+χ0)ϕ(0) dx =
∫
ΩT
∇u·∇ϕd(t, x)−
∫
ΩT
fϕ d(t, x)
for all ϕ ∈ C10 ([0, T )× Ω), and
(ii)
∫ T
0
∫
Ω
(div ξDγ(ν) · ν − ν ·DξDγ(ν)) d|∇χ(t)|dt−
∫
ΩT
div (uξ)χ d(t, x) = 0
for all ξ ∈ C1(ΩT ,Rn) with ξ · ν∂Ω = 0 on ∂Ω.
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The outline of the paper is as follows.
In Section 2 we will discuss main facts about the anisotropic surface energy and
in particular derive a weak formulation of the anisotropic Gibbs-Thomson law and
its natural boundary condition (3). Then a time discrete approximation to the
Stefan problem with anisotropic Gibbs Thomson law is introduced in Section 3.
A variational structure of the time discrete problem is used to show existence of
solutions as well as a priori estimates. Finally in Section 4 we will show that the
time discrete solutions converge to a solution of the continuous problem. We will
focus our presentation on the difficulties arising from the anisotropy. Arguments
which are similar to the work of Luckhaus [15, 16] will only be sketched. It will turn
out that the main difficulty will be to pass to the limit in the term∫
Ω
(div ξγ(ν)− ν ·DξDγ(ν)) d|∇χ| .
In the isotropic case a lemma of Reshetnyak can be used to show that the approx-
imate normals from the time discrete problems converge, see Luckhaus [15, 16]. In
the anisotropic case such a reasoning is not possible and we will use the crucial fact
that ∫
Ω
γ(νh) d|∇χh| →
∫
Ω
γ(ν) d|∇χ| ,
νh being approximate normals, implies that
Dγ(νh)→ Dγ(ν)
in some appropriate sense. This fact will be important in order to pass to the limit
in an approximate version of the weak form of the Gibbs-Thomson law. Finally
we refer to related results for a static case, i.e. for a time independent situation,
by Luckhaus, Modica [17], Garcke, Kraus [9] and Cialese, Nagase, Pisante [6]. We
also refer to Barrett, Garcke, Nu¨rnberg [4] for recent numerical simulations for the
Stefan problem with Gibbs-Thomson law which demonstrate that the model can be
used to describe realistic pattern formations in anisotropic solidification scenarios.
2 Anisotropic surface energy
In this section we derive results about the anisotropic surface energy (7) which will
be needed later.
Suppose γ0 : Rn → R fulfills (4)-(6). It is then possible to show that the statements
(4)-(6) also hold for γ, see e.g. [11, 20]. Moreover, see [11, 20], the dual function of
γ is γ0, i.e.
γ0(q) = sup
p∈Rn\{0}
p · q
γ(p)
.
Now we discuss some relevant properties for the anisotropy function γ.
6
Lemma 2.1 Let γ fulfill (4)-(6). Then the identities
(i) Dγ(p) · p = γ(p),
(ii) Dγ(λp) = Dγ(p),
(iii) D2γ(p)p = 0,
(iv) D2γ(λp) = 1
λ
D2γ(p)
hold for all p ∈ Rn\ {0} and λ > 0 .
For a proof we refer to Giga [11].
Using this lemma, we can prove the following statements.
Lemma 2.2 Let γ fulfill (4)-(6). Then there exist constants C1 and C2 such that
for all ν1, ν2 ∈ Sn−1 and p ∈ Rn\{0} the following properties are satisfied:
(i) γ0 (Dγ(p)) = 1,
(ii) γ0(p)Dγ (Dγ0(p)) = p,
(iii) γ(ν1)−Dγ(ν2) · ν1 ≥ C1 |ν1 − ν2|2,
(iv) |Dγ(ν1)−Dγ(ν2)| ≤ C2 |ν1 − ν2|.
A proof of (i) and (ii) can be found in Bellettini and Paolini [5]. The properties
(iii) and (iv) can be derived from Dziuk [7] and Giga [11]. The properties (i)-(iv) in
Lemma 2.2 also hold if the roles of γ and γ0 are interchanged.
The next lemma is necessary in Section 4 when we prove the convergence of the
time discrete solutions to a solution of the continuous problem.
Lemma 2.3 Let γ fulfill (4)-(6). Then there exists a constant C > 0 such that
C |Dγ(ν)− p|2 ≤ γ(ν)− p · ν
holds for all ν ∈ Sn−1 and p ∈ W = {q ∈ Rn | γ0(q) ≤ 1}.
Proof: Let ν ∈ Sn−1 and p ∈ Rn such that γ0(p) ≤ 1. Define
τ(p, ν) := sup
{
t > 0 : γ0(p+ tν) ≤ 1} ,
Cτ := sup
{
τ(p, ν) : ν ∈ Sn−1, p ∈ W}
and observe that Cτ <∞.
The Wulff shape W = {q ∈ Rn | γ0(q) ≤ 1} is convex and it holds
∂W = {Dγ(ν˜) | ν˜ ∈ Sn−1} ,
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cf. Giga [11]. We set
q = p+ τ(p, ν)ν.
Due to the continuity of γ0, we obtain γ0(q) = 1. Observe,
|q − p| = τ(p, ν) and q · ν = p · ν + τ(p, ν).
As γ0(q) = 1, there exists some ν ∈ Sn−1 such that
Dγ(ν) = q.
Using Lemma 2.2 we obtain
γ(ν)−Dγ(ν) · ν ≥ C3 |Dγ(ν)−Dγ(ν)|2
for C3 ≤ C1/C22 . This yields
γ(ν)− p · ν = γ(ν)− q · ν + τ(p, ν)
≥ C3 |Dγ(ν)− q|2 + τ(p, ν).
Furthermore, we have
|Dγ(ν)− p|2 = |Dγ(ν)− q + q − p|2
≤ 2 (|Dγ(ν)− q|2 + |q − p|2)
≤ 2 (|Dγ(ν)− q|2 + Cτ τ(p, ν))
≤ C4
(
C3 |Dγ(ν)− q|2 + τ(p, ν)
)
.
This shows that there exists a constant C > 0 (independent of ν ∈ Sn−1 and p ∈ W)
such that
γ(ν)− p · ν ≥ C |Dγ(ν)− p|2 .
2
The following lemma provides a weak formulation of the anisotropic Gibbs-Thomson
law. We will denote by ∇Γf the surface gradient and DΓξ is the surface Jacobian
of a vector valued function ξ, i.e. DΓξ is a matrix having the surface gradients
of the components as rows, i.e. (DΓξ)ij = (∇Γξi)j which is equivalent to DΓξ =
Dξ −Dξ(ν ⊗ ν) with ν ⊗ ν = νν⊤. Here ⊤ denotes the transpose.
Lemma 2.4 For a smooth surface Γ and a smooth function u, the equation (A3 )(ii)
in Theorem 1.1. is equivalent to
u(t) = Hγ(t) on Γ(t) and Dγ(ν) · ν∂Ω = 0 on ∂Γ ∩ ∂Ω . (10)
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Proof: Using Lemma 2.1 (i) and Dξ = DΓξ +Dξ(ν ⊗ ν) we obtain
(div ξ)Dγ(ν) · ν − ν · (Dξ Dγ(ν)) = (divΓ ξ)γ(ν)− ν · (DΓξ Dγ(ν)).
Also it is not difficult to show that
ν · (DΓξ Dγ(ν)) = divΓ ((ξ · ν)Dγ(ν))−
(
(DΓν)
⊤ ξ
)
·Dγ(ν)− (ξ · ν) divΓDγ(ν) .
We have by using the Gauss theorem on manifolds for vector fields f : Γ → Rn
which is given as
∫
Γ
divΓf dHn−1 +
∫
Γ
f · ν HdHn−1 = ∫
∂Γ
f · νcon dHn−2, where νcon
is the outer conormal on ∂Γ:∫
Γ
((div ξ)Dγ(ν) · ν − ν · (Dξ Dγ(ν)))dHn−1
=
∫
Γ
(divΓ ξ)γ(ν)− divΓ ((ξ · ν)Dγ(ν)) dHn−1
+
∫
Γ
(
(DΓν)
⊤ ξ
)
·Dγ(ν) + (ξ · ν) divΓDγ(ν) dHn−1
= −
∫
Γ
ξ · ∇Γ(γ(ν)) + γ(ν)H(ξ · ν)−H (ξ · ν) (Dγ(ν) · ν) dHn−1
+
∫
Γ
(
(DΓν)
⊤ ξ
)
·Dγ(ν) + (ξ · ν)divΓDγ(ν) dHn−1
+
∫
∂Γ
[(ξ · νcon) (Dγ(ν) · ν)− (ξ · ν) (Dγ(ν) · νcon)] dHn−2
= −
∫
Γ
(ξ · ν)Hγ dHn−1 +
∫
∂Γ
[(ξ · νcon) (Dγ(ν) · ν)− (ξ · ν) (Dγ(ν) · νcon)] dHn−2 .
For a smooth interface and the ∇χ-integrable function ν(t) = ∇χ(t)
|∇χ(t)|
, we get:
∫ T
0
∫
Ω
(div ξ Dγ(ν) · ν − ν ·Dξ Dγ(ν)) d|∇χ(t)|dt
=
∫ T
0
∫
Γ(t)
(div ξ Dγ(ν) · ν − ν ·Dξ Dγ(ν)) dHn−1dt
= −
∫ T
0
∫
Γ(t)
(ξ · ν)Hγ dHn−1dt
+
∫ T
0
∫
∂Γ(t)
[(ξ · νcon) (Dγ(ν) · ν)− (ξ · ν) (Dγ(ν) · νcon)] dHn−2dt.
Futhermore, we have the equation∫ T
0
∫
Ω
div (u ξ) χdxdt = −
∫ T
0
∫
Γ(t)
u (ξ · ν) dHn−1dt.
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Altogether we get from (A3)(ii)
0 = −
∫ T
0
∫
Γ(t)
[(ξ · ν)Hγ − u (ξ · ν)] dHn−1dt
+
∫ T
0
∫
∂Γ(t)
[(ξ · νcon) (Dγ(ν) · ν)− (ξ · ν) (Dγ(ν) · νcon)] dHn−2dt.
Suppose ξ(t) = ν(t)ϕ on Γ(t), where ϕ ∈ C10(ΩT ) is arbitrary. Since ϕ can be chosen
arbitrarily we obtain
u(t) = Hγ(t) on Γ(t).
Hence,
0 =
∫ T
0
∫
∂Γ(t)
[(ξ · νcon) (Dγ(ν) · ν)− (ξ · ν) (Dγ(ν) · νcon)] dHn−2dt. (11)
Now our aim is to show the force balance condition Dγ(ν) · ν∂Ω = 0 on ∂Ω ∩ ∂Γ(t).
Let {ν, νcon, τ1, . . . , τn−2} be an orthonormal basis of Rn. Introducing the rotation
Q define via
Q(τi) = τi , Q(νcon) = −ν , Q(ν) = νcon
and the orthogonal projection P onto span {ν, νcon}, we obtain from (11)
0 =
∫ T
0
∫
∂Γ(t)
ξ · (P QDγ(ν)) dHn−2dt =
∫ T
0
∫
∂Γ(t)
(Q⊤P ξ) ·Dγ(ν) dHn−2dt . (12)
Since τ1, . . . , τn−2 are tangent to ∂Ω and to ∂Γ we obtain that ν∂Ω lies in span {ν, νcon}.
Hence (12), the definition of Q and the fact that ξ with ξ · ν∂Ω = 0 can be chosen
arbitrarily, imply Dγ(ν) · ν∂Ω = 0.
Showing that (10) implies (A3)(ii) is now straightforward by using the above calcu-
lations. 2
3 Time discretization and a priori estimate
In order to prove Theorem 1.1, we approximate the Stefan problem by time discrete
problems. Choosing a time step h = T
N
, N ∈ N, we use an inductive procedure.
Moreover, we define fh(t) :=
∫ t
t−h
f(s) ds for t = h, . . . , Nh and we set χh(t) = χ0
and uh(t) = u0 for all t ≤ 0.
Now we construct functions χh and uh for the times t ∈ (0, T ]. Suppose that we
already know the functions χh(t−h) and uh(t−h). For what follows it will be useful
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to define the two elliptic solution operators uh,t and L
0
h.
uh,t : L
2 (Ω) −→ H1,2 (Ω) , g 7→ v by
(v + g)− (uh(t− h) + χh(t− h))− h∆v = h fh(t) in Ω, (13)
v = uD on ∂Ω,
and
L0h : L
2(Ω) −→ H1,20 (Ω) , g 7→ v0 by
v0 − h∆v0 = −g in Ω, (14)
v0 = 0 on ∂Ω.
Standard arguments show that for g1, g2 ∈ L2(Ω) we have
‖uh,t(g1)− uh,t(g2)‖L2(Ω) ≤ ‖g1 − g2‖L2(Ω) . (15)
Similar as in Luckhaus [15, 16] we first construct χh(t) as a minimum of a suitable
functional Fh,t and then determine u
h(t) as a solution of the following time discrete
variant of (1), namely of
∂−ht
(
uh + χh
)
(t)−∆uh(t) = fh(t), (16)
i.e. uh(t) = uh,t(χ
h(t)). Here and it what follows we define ∂−ht w := (w(t)− w(t−
h))/h. We introduce the functional
Fh,t (χ) :=
∫
Ω
|∇χ|γ +
∫
Ω
uh,t(χ)
[−1
2
uh,t(χ)− χ + uh(t− h) + χh(t− h)
]
dx
for all χ ∈ BV (Ω; {0, 1}). We remark that the above functional differs from the one
in [16] and our choice will simplify the a priori estimates. In order to show existence
of a minimizer we have to show that Fh,t is lower semicontinuous. Therefore we need
the following lemma.
Lemma 3.1 Let f, fk ∈ BV (Ω) for all k ∈ N and fk → f in L1loc(Ω), then it holds:∫
Ω
|∇f |γ =
∫
Ω
γ (νf ) d|∇f | ≤ lim inf
k→∞
∫
Ω
γ (νfk) d|∇fk| = lim inf
k→∞
∫
Ω
|∇fk|γ .
Proof: We will use the identity in (7). Let ϕ ∈ C10 (Ω,Rn) with γ0(ϕ) ≤ 1, then we
have:
−
∫
Ω
f divϕ = lim
k→∞
∫
Ω
(−fk divϕ) ≤ lim inf
k→∞
∫
Ω
|∇fk|γ.
Taking the supremum over all ϕ now gives the claim. 2
The following lemma gives the existence of the time discrete solutions.
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Lemma 3.2 The minimum problem Fh,t(χ)→ min ! in the class BV (Ω; {0, 1}) has
at least one solution.
Proof: We now write ui = u(ih), χi = χ(ih) for all i = 1, . . . , N . Using (15) we
obtain for χ ∈ BV (Ω; {0, 1}):
Fh,t(χ) =
∫
Ω
|∇χ|γ +
∫
Ω
[−1
2
(uh,t(χ))
2 − uh,t(χ) χ + uh,t(χ) (ui−1 + χi−1)]dx
=
∫
Ω
|∇χ|γ +
∫
Ω
[−1
2
(uh,t(χ)− uh,t(0))2 + 1
2
(uh,t(0))
2]dx
−
∫
Ω
(uh,t(χ)− uh,t(0)) (uh,t(0) + χ− ui−1 − χi−1) dx
−
∫
Ω
uh,t(0) (uh,t(0) + χ− ui−1 − χi−1) dx
≥
∫
Ω
|∇χ|γ −
1
2
‖χ‖2L2(Ω) +
1
2
∫
Ω
(uh,t(0))
2 dx
−
(
‖χ‖L2(Ω) + ‖uh,t(0)‖L2(Ω)
)
‖uh,t(0) + χ− ui−1 − χi−1‖L2(Ω) .
Since ‖χ‖L2(Ω) ≤ C, F0 := inf Fh,t(χ) exists. Let (χk)k∈N ⊂ BV (Ω; {0, 1}) be a
minimizing sequence. The strict positivity of γ on Sn−1 and (9) imply that there is
a constant C > 0 such that
‖χk‖BV ≤ C for all k ∈ N.
Hence, there exists a function χ ∈ BV (Ω, {0, 1}) such that χk → χ in L1(Ω) and
almost everywhere, cf [8]. Lemma 3.1 now gives∫
Ω
|∇χ|γ ≤ lim inf
k→∞
∫
Ω
|∇χk|γ .
Since all other terms in Fh,t are continuous with respect to L
2 convergence, we ob-
tain the existence of a minimizer. 2
We hence constructed time discrete solutions for all t > 0. We always choose the
time discrete solution to be constant in time on time intervals ((t−1)h, th]. In order
to obtain a solution of the continuous problem, we need a priori estimates of the
functions uh and χh.
Theorem 3.1 (energy estimate) For the time discrete solutions the following a
priori estimates are satisfied:
(i) ess sup
0≤t≤T
(∫
Ω
uh(t)2 +
∫
Ω
∣∣∇χh(t)∣∣
γ
)
+
∫ T
0
∫
Ω
∣∣∇uh∣∣2 ≤ C ,
(ii)
∫ T
0
∥∥∂−ht (uh + χh)(t)∥∥2H−1,2(Ω) ≤ C .
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Here ‖ . ‖H−1,2 is the norm in the dual space H−1,2(Ω) := (H1,20 (Ω))∗ and C does not
depend on h.
Proof: (i): Testing the weak formulation of
(ui + χi)− (ui−1 + χi−1)− h∆ui = h fi
with
(
ui − uD
) ∈ H1,20 (Ω) gives∫
Ω
[(
u2i + ui χi
)− (1
2
u2i + ui χi
)
+
(
1
2
u2i + ui χi
)
− ui (ui−1 + χi−1)
]
+
∫
Ω
[−uD (ui + χi) + uD (ui−1 + χi−1) + h∇ui · ∇ (ui − uD)]
=
∫
Ω
h fi
(
ui − uD
)
. (17)
Since χi is a minimizer of Fh,t by definition, we have:
Fh,t(χi) ≤ Fh,t(χi−1).
Using the definition of Fh,t, we derive:∫
Ω
|∇χi|γ +
∫
Ω
[
−1
2
u2i − ui χi + ui (ui−1 + χi−1)
]
≤
∫
Ω
|∇χi−1|γ +
∫
Ω
[
−1
2
(uh,t(χi−1))
2 − uh,t(χi−1) χi−1 + uh,t(χi−1) (ui−1 + χi−1)
]
≤
∫
Ω
|∇χi−1|γ +
∫
Ω
1
2
u2i−1. (18)
Taking (17) into account, we get∫
Ω
|∇χi|γ −
∫
Ω
|∇χi−1|γ +
∫
Ω
[
1
2
u2i −
1
2
u2i−1 − uD (ui + χi) + uD (ui−1 + χi−1)
]
+
∫
Ω
h∇ui · ∇
(
ui − uD
) ≤ ∫
Ω
h fi
(
ui − uD
)
.
Ho¨lder’s inequality now gives∫
Ω
|∇χi|γ −
∫
Ω
|∇χi−1|γ +
∫
Ω
[
u2i
2
− u
2
i−1
2
− uD (ui + χi) + uD (ui−1 + χi−1) + h |∇ui|2
]
≤ C h
(
‖ui‖L2(Ω) + ‖∇ui‖L2(Ω) + 1
)
.
For t0 = k0h we sum up from i = 1 to i = k0 and get (using that the solutions are
piecewise constant)∫
Ω
|∇χk0 |γ −
∫
Ω
|∇χ0|γ +
∫
Ω
[
u2k0
2
− u
2
0
2
− uD (uk0 + χk0) + uD (u0 + χ0)
]
+
∫ t0
0
∫
Ω
|∇u(t)|2 ≤ C
∫ t0
0
[
‖u(t)‖L2(Ω) + ‖∇u(t)‖L2(Ω) + 1
]
.
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Using uD ∈ H1,2(Ω) we now obtain the existence of a constant C > 0 such that
ess sup
t∈[0,T ]
(∫
Ω
u(t)2 +
∫
Ω
|∇χ(t)|γ
)
+
∫ T
0
∫
Ω
|∇u(t)|2
≤ C
∫ T
0
[
‖u(t)‖L2(Ω) + ‖∇u(t)‖L2(Ω) + 1
]
.
Now statement (i) easily follows.
(ii): According to equation (16) ∂−ht (u+ χ) (t) ∈ H−1,2(Ω) is given by〈
∂−ht (u+ χ) (t), ζ
〉
= −
∫
Ω
∇u(t) · ∇ζ +
∫
Ω
f(t) ζ
for all ζ ∈ H1,20 (Ω). Consequently,∣∣〈∂−ht (u+ χ) (t), ζ〉∣∣ ≤ (‖∇u(t)‖L2 + ‖f(t)‖L2) ‖ζ‖H1,2
0
(Ω)
and hence
‖∂−ht (u+ χ)‖2H−1,2(Ω ≤ C
(‖∇u(t)‖2L2 + ‖f(t)‖2L2) .
So assertion (ii) follows after integration using the a priori estimate (i). 2
Using a compactness result of Luckhaus [16] we get with the help of the a priori
estimate in Theorem 3.1∫ T
0
∫
Ω
∣∣uh(t)− uh(t− τ)∣∣ + ∣∣χh(t)− χh(t− τ)∣∣ ≤ C { τ 13 , n = 2, 3
τ
n
4n−4 , n ≥ 4. (19)
Hence we can establish the existence of functions
u ∈ (uD + L2 (0, T ;H1,20 (Ω))) ∩ L∞ (0, T ;L2(Ω))
and χ ∈ L1 (ΩT , {0, 1}) with ess sup
t∈[0,T ]
∫
Ω
|∇χ| <∞
such that for h→ 0
(i) uh −⇀ u in L2 (0, T ;H1,2(Ω)) ,
(ii) uh −→ u in L1 (0, T ;L1(Ω)) ,
(iii) χh −→ χ in L2 (0, T ;L2(Ω)) ,
(iv) uh(t) −→ u(t) in L2(Ω) a.e. in t ∈ [0, T ] ,
(v) χh(t) −→ χ(t) in L1(Ω) a.e. in t ∈ [0, T ] .
Using the above convergence properties we can pass to the limit in a time integrated
version of (16) and obtain (A3)(i), compare also Luckhaus [16]. It remains to show
(A3)(ii). In a final step we determine the first variation of the anisotropic interfacial
free energy. This will be the main new contribution of this work.
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Theorem 3.2 (anisotropic Gibbs-Thomson law for time discrete solutions)
The time discrete solution
(
χh, uh
)
satisfies the equation:
0 =
∫
Ω
(
div ξ Dγ
(
νh(t)
) · νh(t)− νh(t) ·Dξ Dγ (νh(t))) d∣∣∇χh(t)∣∣
−
∫
Ω
div
(
uh(t) ξ
)
χh(t)
+
∫
Ω
div
(
L0h
(
uh(t)− uh(t− h) + χh(t)− χh(t− h)) ξ)χh(t)
for all ξ ∈ C1 (Ω,Rn), with ξ · ν∂Ω = 0, where νh(t) = ∇χh(t)|∇χh(t)| .
Proof: We choose a family of diffeomorphisms Φ(τ, .), τ ∈ [−τ0, τ0] of Ω, defined
by
Φ,τ (τ, x) = ξ(Φ(τ, x)) and Φ(0, x) = x
for x ∈ Ω and τ ∈ [−τ0, τ0]. Let Ψ(τ, .) be the inverse function of Φ(τ, .). Then the
following properties are satisfied for all y ∈ Ω and τ ∈ (−τ0, τ0)
(α)
d
dτ
Ψ(τ, y)
∣∣∣∣
τ=0
= −ξ(y),
(β)
d
dτ
|detDΨ(τ, y)|
∣∣∣∣
τ=0
= −div ξ(y),
where D is the derivative of Ψ with respect to y.
In order to compute the first variation it is convenient to reformulate the functional
Fh,t. From the definition of the operator uh,t, we have the following equations (which
hold in a weak form)
h fi =
(
uh,t
(
χh(t,Φ(τ, x))
)
+ χh(t,Φ(τ, x))
)− (ui−1 + χi−1)
−h∆uh,t
(
χh(t,Φ(τ, x))
)
,
h fi = (ui + χi)− (ui−1 + χi−1)− h∆ui.
We subtract the second equation from the first one and obtain(
uh,t
(
χh(t,Φ(τ, x))
)− ui)− h∆ (uh,t (χh(t,Φ(τ, x)))− ui)
= − (χh(t,Φ(τ, x))− χi) . (20)
Testing this equation with uh,t
(
χh(t,Φ(τ, x))
)− ui ∈ H1,20 (Ω) gives
0 =
∫
Ω
(
uh,t
(
χh(t,Φ(τ, x))
)− ui)2 + h ∣∣∇ (uh,t (χh(t,Φ(τ, x)))− ui)∣∣2
+
∫
Ω
(
χh(t,Φ(τ, x))− χi
) (
uh,t
(
χh(t,Φ(τ, x))
)− ui)
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and hence∫
Ω
−1
2
uh,t
(
χh(t,Φ(τ, x))
)2
=
∫
Ω
1
2
h
∣∣∇ (uh,t (χh(t,Φ(τ, x))) − ui)∣∣2
+
∫
Ω
1
2
(
χh(t,Φ(τ, x))− χi
) (
uh,t
(
χh(t,Φ(τ, x))
)− ui)
+
∫
Ω
(−uh,t
(
χh(t,Φ(τ, x))
)
ui +
1
2
u2i ). (21)
Furthermore, we have the following equation:
−uh,t
(
χh(t,Φ(τ, x))
)
χh(t,Φ(τ, x)) = −uh,t
(
χh(t,Φ(τ, x))
)
χi + ui χi
−ui χh(t,Φ(τ, t))−
(
uh,t
(
χh(t,Φ(τ, x))
)− ui) (χh(t,Φ(τ, x))− χi) . (22)
Using the equations (21) and (22) we can rewrite Fh,t(χ
h(t,Φ(τ, x)) as follows
Fh,t
(
χh(t,Φ(τ, x))
)
=
∫
Ω
∣∣∇χh(t,Φ(τ, x))∣∣
γ︸ ︷︷ ︸
=:(I)
+
∫
Ω
1
2
h
∣∣∇ (uh,t (χh(t,Φ(τ, x)))− ui)∣∣2︸ ︷︷ ︸
=:(II)
−
∫
Ω
1
2
(
χh(t,Φ(τ, x))− χi
) (
uh,t
(
χh(t,Φ(τ, x))
)− ui)︸ ︷︷ ︸
=:(III)
+
∫
Ω
1
2
u2i + ui χi − ui χh(t,Φ(τ, x))︸ ︷︷ ︸
=:(IV )
−
∫
Ω
uh,t
(
χh(t,Φ(τ, x))
)
(ui − ui−1 + χi − χi−1)︸ ︷︷ ︸
=:(V )
.
Since χh(t) is a minimum of Fh,t we have 0 =
d
dτ
Fh,t(χ
h(t,Φ(τ, x)))|τ=0. In order
to compute this derivative the above reformulation of Fh,t is more convenient as
for example (II) and (III) vanish quadratically for τ → 0. We now compute the
derivative d
dτ
Fh,t(χ
h(t,Φ(τ, x))) using the above reformulation of Fh,t(χ
h(t,Φ(τ, x)).
We start with term (I) which leads to the main new technical difficulty arising
from the anisotropy γ. First we observe that for arbitrary g ∈ C10 (Ω,Rn) and
f ∈ BV (Ω, {0, 1}) it holds:∫
Ω
div (g (Φ(τ, x))) f (Φ(τ, x)) dx =
∫
Ω
gi(y)Hij(τ, y) νf,i d|∇f |,
where νf =
∇f
|∇f |
∈ L1 (|∇f |) and Hij(τ, y) = ∂iΦj(τ,Ψ(τ, y)) |detDΨ(τ, y)| (see
Giusti [12]).
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This implies:∫
Ω
∣∣∇χh(t,Φ(τ, x))∣∣
γ
= sup
{
−
∫
Ω
div g˜(x) χh(t,Φ(τ, x))dx | g˜ ∈ C10(Ω,Rn), γ0(g˜(x)) ≤ 1, x ∈ Ω
}
= sup
{
−
∫
Ω
div g (Φ(τ, x)) χh(t,Φ(τ, x))dx | g ∈ C10 (Ω,Rn), γ0(g(x)) ≤ 1, x ∈ Ω
}
= sup
{∫
Ω
gi(y)Hij(τ, y) ν
h
j (t) d
∣∣∇χh(t)∣∣ | g ∈ C10 (Ω,Rn), γ0(g(x)) ≤ 1, x ∈ Ω
}
(∗)
=
∫
Ω
γ
(
H(τ, y) νh(t)
)
d
∣∣∇χh(t)∣∣.
where the last equality still has to be verified.
(∗): “≤”
Since
g(y) ·H(τ, y) νh(t) ≤ γ0(g(y)) γ (H(τ, y) νh(t)) ,
we derive:
sup
{∫
Ω
g(y) ·H(τ, y) νh(t) d∣∣∇χh(t)∣∣ | g ∈ C10(Ω,Rn), γ0(g(x)) ≤ 1, x ∈ Ω
}
≤
∫
Ω
γ
(
H(τ, y) νh(t)
)
d
∣∣∇χh(t)∣∣.
“≥”
There exist functions ϕk ∈ C10 (Ω,Rn) such that
ϕk −→ νh(t) in L1
(∣∣∇χh∣∣)
and ϕk −→ νh(t)
∣∣∇χh∣∣− a.e..
Since H(0, .) = 1 and
∣∣νh(t)∣∣ = 1 ∣∣∇χh∣∣-a.e. we can choose τ small enough such
that
1
2
≤ ∣∣H(τ, y)νh(t)∣∣ ≤ 2 ∣∣∇χh∣∣− a.e..
Next we take a function η : R → R with η ∈ C∞0 (R) and |η| ≤ 1 such that
η = 1 in [1/4; 4]
and η = 0 in R\ [1/8; 8] ,
and we define F : Rn → Rn by
F (p) := η(|p|)Dγ(p) for p ∈ Rn\{0}
and F (0) := 0.
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We see that F ∈ C10(Rn;Rn). Furthermore, we approximate H(τ, .) uniformly by
Hk(.) ∈ C1(Rn;Rn×n). Then it holds
(i) F ◦ (Hkϕk) ∈ C10 (Ω;Rn),
(ii) γ0(F ◦ (Hkϕk)) = η(|Hkϕk|)︸ ︷︷ ︸
≤1
γ0(Dγ(Hkϕk))︸ ︷︷ ︸
=1
≤ 1,
γ0(F ◦ (Hkϕk)) = 0 for Hkϕk = 0,
(iii) F ◦ (Hk(y)ϕk(y)) k→∞−→ F ◦ (H(τ, y)νh(y))
∣∣∇χh∣∣− a.e.,
where we have used Lemma 2.2 in (ii). As F is bounded, it follows∫
Ω
F ◦ (Hk(y)ϕk(y)) ·H(τ, y)νh d
∣∣∇χh(t)∣∣→ ∫
Ω
F ◦ (H(τ, y)νh) ·H(τ, y)νh d ∣∣∇χh(t)∣∣.
Because of 1
2
≤ ∣∣H(τ, y)νh(y)∣∣ ≤ 2, we get F ◦ (H(τ, y)νh(y)) = Dγ(H(τ, y)νh(y))∣∣∇χh(τ, y)∣∣-a.e.. Hence, by Lemma 2.1 we have
sup
{∫
Ω
g(y) ·H(τ, y) νh(t) d∣∣∇χh(t)∣∣ | g ∈ C10(Ω,Rn), γ0(g(x)) ≤ 1, x ∈ Ω
}
≥
∫
Ω
Dγ
(
H(τ, y) νh(t)
) · (H(τ, y) νh(t)) d∣∣∇χh(t)∣∣
=
∫
Ω
γ
(
H(τ, y) νh(t)
)
d
∣∣∇χh(t)∣∣.
Hence, (∗) is established.
We are now in a position to compute the derivative of (I).
d
dτ
∫
Ω
∣∣∇χh(t,Φ(τ, x))∣∣
γ
∣∣∣∣
τ=0
=
d
dτ
∫
Ω
γ
(
H(τ, y) νh(t)
)
d
∣∣∇χh(t)∣∣∣∣∣∣
τ=0
=
∫
Ω
d
dτ
γ
(
H(τ, y) νh(t)
)∣∣∣∣
τ=0
d
∣∣∇χh(t)∣∣
=
∫
Ω
Dγ
(
H(0, y) νh(t)
) d
dτ
H(τ, y)
∣∣∣∣
τ=0
νh(t) d
∣∣∇χh(t)∣∣
=
∫
Ω
Dγ
(
νh(t)
) d
dτ
H(τ, y)
∣∣∣∣
τ=0
νh(t) d
∣∣∇χh(t)∣∣,
where we have used H(0, y) = 1. For the purpose of simplifying the last expression,
we use that for all i, j = 1, . . . , n
d
dτ
Hij(τ, y)
∣∣∣∣
τ=0
= div ξ(y) δij + ∂iξj(y) ,
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see Giusti [12]. This implies:
d
dτ
∫
Ω
∣∣∇χh(t,Φ(τ, x))∣∣
γ
|τ=0
=
∫
Ω
(
Dγ
(
νh(t)
) · νh(t) (−div ξ) +Dγ (νh(t)) ·Dξ⊤νh(t)) d∣∣∇χh(t)∣∣
= −
∫
Ω
(
Dγ
(
νh(t)
) · νh(t) div ξ − νh(t) ·Dξ Dγ (νh(t))) d∣∣∇χh(t)∣∣.
We now consider the terms (II) and (III). We define Fi ∈ H−1,2(Ω) by
〈Fi, µ〉 :=
∫
Ω
χi div (µ ξ) for all µ ∈ H1,20 (Ω).
Let vi ∈ H1,20 (Ω) be the unique weak solution of the problem
vi − h∆vi = Fi in Ω,
vi = 0 on ∂Ω,
where the existence and uniqueness follows from the Lax-Milgram theorem. The
definition of vi and the equation (20) yield for all µ ∈ H1,20 (Ω):
lim
τց0
∣∣∣∣
∫
Ω
(
uh,t(χh(t,Φ(τ,.)))−ui
τ
− vi
)
µ+ h∇
(
uh,t(χh(t,Φ(τ,.)))−ui
τ
− vi
)
· ∇µ
∣∣∣∣
= lim
τց0
∣∣∣∣
∫
Ω
−χh(t,Φ(τ,.))−ui
τ
µ− χi div (µ ξ)
∣∣∣∣
=
∣∣∣∣ ddτ
∫
Ω
χh(t,Φ(τ, x)) µ
∣∣∣∣
τ=0
+
∫
Ω
χi div (µ ξ)
∣∣∣∣
=
∣∣∣∣ ddτ
∫
Ω
χh(t, y) µ(Ψ(τ, y)) |detDΨ(τ, y)|
∣∣∣∣
τ=0
+
∫
Ω
χi div (µ ξ)
∣∣∣∣
=
∣∣∣∣
∫
Ω
χh(t, y)∇µ(Ψ(0, y)) · d
dτ
Ψ(τ, y)
∣∣∣∣
τ=0
|detDΨ(τ, y)|
+
∫
Ω
χh(t, y) µ(Ψ(0, y))
d
dτ
|detDΨ(τ, y)|
∣∣∣∣
τ=0
+
∫
Ω
χi div (µ ξ)
∣∣∣∣
=
∣∣∣∣
∫
Ω
χh(t, y) (∇µ(y) · (−ξ(y)) + µ(y) (−div ξ(y))) +
∫
Ω
χi div (µ ξ)
∣∣∣∣
=
∣∣∣∣−
∫
Ω
χi div (µ ξ) +
∫
Ω
χi div (µ ξ)
∣∣∣∣ = 0,
where we have used the transformation x = Ψ(τ, y) and the properties (α) and (β)
of Ψ. This means for fixed h:
uh,t
(
χh(t,Φ(τ, x))
)− ui
τ
−⇀ vi in H1,20 (Ω)
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and especially: ∥∥∥∥∥uh,t
(
χh(t,Φ(τ, x))
)− ui
τ
∥∥∥∥∥
H1,2(Ω)
≤ C.
Because of that, we can calculate d
dτ
(II)
∣∣
τ=0
and d
dτ
(III)
∣∣
τ=0
. Notice that
wh,t
(
χh(t,Φ(0, x))
)
= wi and χ
h(t,Φ(0, x)) = χi.
d
dτ
(II)
∣∣∣∣
τ=0
= lim
τց0
τ
∫
Ω
1
2
h
∣∣∣∣∣∇
(
uh,t
(
χh(t,Φ(τ, x))
)− ui)
τ
∣∣∣∣∣
2
≤ lim
τց0
τ C = 0.
We use a similar argument for (III).
d
dτ
(III)
∣∣∣∣
τ=0
= lim
τց0
1
τ
∫
Ω
1
2
(
χh(t,Φ(τ, x))− χi
) (
uh,t
(
χh(t,Φ(τ, x))
)− ui)
= lim
τց0
τ
2
∫
Ω
∣∣∣∣uh,t(χh(t,Φ(τ,x)))−uiτ
∣∣∣∣2 + h
∣∣∣∣∇(uh,t(χh(t,Φ(τ,x)))−ui)τ
∣∣∣∣2
≤ lim
τց0
τ C = 0,
where we have used equation (20).
Since in the term (IV ) only the last summand depends on τ , we conclude with the
transformation x = Ψ(τ, y) and the properties (α) and (β) of Ψ:
d
dτ
(IV )
∣∣
τ=0
=
d
dτ
∫
Ω
−ui χh(t,Φ(τ, x))
∣∣∣
τ=0
=
d
dτ
∫
Ω
−uh(t,Ψ(τ, y)) χh(t, y)| detDΨ(τ, y)|
∣∣∣
τ=0
= −
∫
Ω
∇uh(t,Ψ(0, y)) · d
dτ
Ψ(τ, y)
∣∣∣
τ=0
χh(t, y)| detDΨ(τ, y)|
−
∫
Ω
uh(t,Ψ(0, y)) χh(t, y)
d
dτ
| detDΨ(τ, y)|
∣∣∣
τ=0
= −
∫
Ω
(∇uh(t, y) · (−ξ(y)) + uh(t, y) (−div ξ(y)))χh(t, y)
=
∫
Ω
div
(
uh(t, y) ξ(y)
)
χh(t, y).
In order to calculate the derivative of the term (V ), we use a transformation. Let
g ∈ L2(Ω) be arbitrary. We test the equation (20) with L0h(g) and the equation
for L0h(g) with
(
wh,t
(
χh(t,Φ(τ, x))
)− wi). Subtracting the resulting equations we
obtain ∫
Ω
(
χh(t,Φ(τ, x))− χi
)
L0h(g) =
∫
Ω
(
uh,t
(
χh(t,Φ(τ, x))
) − ui) g. (23)
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We can now compute
d
dτ
(V )|τ=0 = lim
τց0
∫
Ω
uh,t
(
χh(t,Φ(τ, x))
)− ui
τ
(ui − ui−1 + χi − χi−1)
= lim
τց0
∫
Ω
χh(t,Φ(τ, x))− χi
τ
L0h(ui − ui−1 + χi − χi−1)
=
d
dτ
∫
Ω
χh(t,Φ(τ, x)) L0h(ui − ui−1 + χi − χi−1)
∣∣∣
τ=0
=
d
dτ
∫
Ω
χh(t, y) L0h(ui − ui−1 + χi − χi−1)(Ψ(τ, y))| detDΨ(τ, y)|
∣∣∣
τ=0
=
∫
Ω
χh(t, y)∇L0h(ui − ui−1 + χi − χi−1)(Ψ(0, y)) ·
d
dτ
Ψ(τ, y)
∣∣∣
τ=0
| detDΨ(τ, y)|
+
∫
Ω
χh(t, y) L0h(ui − ui−1 + χi − χi−1)(Ψ(0, y))
d
dτ
| detDΨ(0, y)|
∣∣∣
τ=0
=
∫
Ω
χh(t, y)∇L0h(ui − ui−1 + χi − χi−1)(y) · (−ξ(y))
+
∫
Ω
χh(t, y) L0h(ui − ui−1 + χi − χi−1)(y) (−div ξ(y))
= −
∫
Ω
div
(
L0h(ui − ui−1 + χi − χi−1)(y) ξ(y)
)
χh(t, y),
where we have used the transformation x = Ψ(τ, y) and the properties (α) and (β).
Altogether the assertion of the theorem follows. 2
4 Convergence of the time discrete solutions
Finally, we want pass to the limit in the anisotropic Gibbs-Thomson law for time
discrete solutions. For that we need the following lemma.
Lemma 4.1 It holds for almost every t ∈ [0, T ]:∫
Ω
∣∣∇χh(t)∣∣
γ
−→
∫
Ω
|∇χ(t)|γ for h→ 0.
Proof: Since
χh(t) −→ χ(t) in L1(Ω) for almost every t,
we obtain by Lemma 3.1∫ T
0
∫
Ω
|∇χ(t)|γdt ≤ lim inf
h→0
∫ T
0
∫
Ω
∣∣∇χh(t)∣∣
γ
dt.
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Further, we have by definition of ξh(t):
Fh,t(χ
h(t)) ≤ Fh,t(χ(t)) ∀χ ∈ BV (Ω; {0, 1}) .
So we can conclude:∫
Ω
∣∣∇χh(t)∣∣
γ
−
∫
Ω
1
2
(
uh,t(χ
h(t))
)2 − ∫
Ω
uh,t(χ
h(t)) χh(t)
+
∫
Ω
uh,t(χ
h(t))
(
uh(t− h) + χh(t− h))
≤
∫
Ω
|∇χ(t)|γ −
∫
Ω
1
2
(uh,t(χ(t)))
2 −
∫
Ω
uh,t(χ(t)) χ(t)
+
∫
Ω
uh,t(χ(t))
(
uh(t− h) + χh(t− h)).
Passing to the limit in the integrated version of this inequality gives
lim sup
h→0
∫ T
0
∫
Ω
∣∣∇χh(t)∣∣
γ
dt ≤
∫ T
0
∫
Ω
|∇χ(t)|γdt,
where we have used the convergence∥∥uh,t(χ(t))− uh,t(χh(t))∥∥L2(Ω) ≤ ∥∥χ(t)− χh(t)∥∥L2(Ω) −→ 0,
which holds by inequality (15) and since uh(t)→ u(t) for almost all t ∈ (0, T ). The
lemma thus follows. 2
Now we can show that the time discrete solutions converge to a solution of the
continuous problem.
Theorem 4.1 The following convergences are satisfied:
(i)
∫ T
0
∫
Ω
div ξDγ
(
νh
) · νhd∣∣∇χh∣∣ dt −→ ∫ T
0
∫
Ω
div ξDγ (ν) · νd|∇χ| dt,
(ii)
∫ T
0
∫
Ω
νh ·DξDγ (νh) d∣∣∇χh∣∣ dt −→ ∫ T
0
∫
Ω
ν ·DξDγ (ν) d|∇χ| dt,
(iii)
∫ T
0
∫
Ω
div
(
uh(t) ξ(t)
)
χh(t) −→
∫ T
0
∫
Ω
div (u(t) ξ(t))χ(t),
(iv)
∫ T
0
∫
Ω
div
(
L0h
(
uh(t)− uh(t− h) + χh(t)− χh(t− h)) ξ)χh(t) −→ 0,
where νh(t) = ∇χ
h(t)
|∇χh(t)| , ν(t) =
∇χ(t)
|∇χ(t)|
, ξ ∈ C1 (ΩT ,Rn) with ξ · ν∂Ω = 0.
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Proof: (i): Claim 1:
For all ǫ > 0 there exist gǫ ∈ C10 (Ω,Rn) with γ0 (gǫ) ≤ 1 and h0(ǫ) ∈ R such that∫
Ω
(
γ
(
νh(t)
)− gǫ · νh(t)) d∣∣∇χh(t)∣∣ ≤ ǫ for all h ≤ h0(ǫ) and for a.e. t .
Proof of Claim 1:
By definition of
∫
Ω
|∇χ(t)|γ there exist functions gǫ ∈ C10 (Ω,Rn) with γ0 (gǫ) ≤ 1
such that ∫
Ω
gǫ · ν(t) d|∇χ(t)| = −
∫
Ω
div gǫ χ(t) dx
ǫ→0−→
∫
Ω
|∇χ(t)|γ =
∫
Ω
γ (ν(t)) d|∇χ(t)|.
It will turn out that the gǫ are smooth approximations of the Cahn-Hoffmann ξ-
vectors Dγ(ν). For fixed ǫ > 0 we choose gǫ ∈ C10 (Ω,Rn) with γ (gǫ) ≤ 1 such
that ∫
Ω
(γ (ν(t))− gǫ · ν(t)) d|∇χ(t)| ≤ 1
3
ǫ .
Since χh → χ in L2(Ω) for almost every t, we obtain∫
Ω
gǫ · νh(t) d
∣∣∇χh(t)∣∣ = −∫
Ω
div gǫ χ
h(t) dx
h→0−→ −
∫
Ω
div gǫ χ(t) dx =
∫
Ω
gǫ · ν(t) d|∇χ(t)| for a.e. t .
Choose h˜0(ǫ) > 0 such that for all h ≤ h˜0(ǫ) and for almost every t∣∣∣∣
∫
Ω
gǫ · νh(t) d
∣∣∇χh(t)∣∣− ∫
Ω
gǫ · ν(t) d|∇χ(t)|
∣∣∣∣ ≤ 13ǫ .
From Lemma 4.1, we can choose h0(ǫ) > 0 such that for all h ≤ h0(ǫ)∣∣∣∣
∫
Ω
γ
(
νh(t)
)
d
∣∣∇χh(t)∣∣− ∫
Ω
γ (ν(t)) d|∇χ(t)|
∣∣∣∣ ≤ 13ǫ .
Define h0(ǫ) := min
{
h˜0(ǫ), h0(ǫ)
}
. So we have for all h ≤ h0(ǫ) and almost every t∫
Ω
(
γ
(
νh
)− gǫ · νh) d∣∣∇χh∣∣ ≤ ∫
Ω
γ
(
νh
)
d
∣∣∇χh∣∣− ∫
Ω
γ (ν) d|∇χ|
+
∫
Ω
(γ (ν)− gǫ · ν) d|∇χ| +
∫
Ω
gǫ · ν d|∇χ| −
∫
Ω
gǫ · νh d
∣∣∇χh∣∣
≤ 1
3
ǫ+
1
3
ǫ+
1
3
ǫ = ǫ
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as required.
Now we can show assertion (i). In the following we use χh(t) → χ(t) in L2(Ω) for
almost all t, the fact gǫ · νh ≤ γ0(gǫ)γ(νh) ≤ γ(νh) and the corresponding inequality
for ν and obtain∣∣∣ ∫
Ω
div ξ Dγ(νh) · νh d|∇χh| −
∫
Ω
div ξ Dγ(ν) · ν d|∇χ|
∣∣∣
=
∣∣∣ ∫
Ω
div ξ γ(νh) d|∇χh| −
∫
Ω
div ξ γ(ν) d|∇χ|
∣∣∣
≤
∫
Ω
|div ξ|︸ ︷︷ ︸
≤C
(γ(νh)− gǫ · νh) d|∇χh|
+
∣∣∣ ∫
Ω
div ξ gǫ · νh d|∇χh| −
∫
Ω
div ξ gǫ · ν d|∇χ|
∣∣∣+ ∫
Ω
|div ξ||gǫ · ν − γ(ν)| d|∇χ|
≤ C
∫
Ω
(γ(νh)− gǫ · νh)d|∇χh|+
∣∣∣ ∫
Ω
div(div ξ gǫ)(χ
h − χ)dx
∣∣∣
+ C
∫
Ω
(γ(ν)− gǫ · ν)d|∇χ| −→ Cǫ for a.e. t,
where we also used the structure theorem for BV-functions, see [8]. Since ǫ was
arbitrary we obtain for almost every t:∣∣∣ ∫
Ω
div ξ Dγ
(
νh
) · νh d|∇χh| − ∫
Ω
div ξ Dγ (ν) · ν d|∇χ|
∣∣∣ −→ 0 .
Moreover, the energy estimate leads to
ess sup
0≤t≤T
∫
Ω
Dγ
(
νh(t)
) · νh(t) d∣∣∇χh(t)∣∣ = ess sup
0≤t≤T
∫
Ω
γ
(
νh(t)
)
d
∣∣∇χh(t)∣∣ ≤ C.
Then the assertion follows from Lebesgue’s dominated convergence theorem, as
|div ξ(t)| ≤ C.
(ii): Claim 2:
For all ǫ > 0 there exists gǫ ∈ C10 (Ω,Rn) with γ (gǫ) ≤ 1 and h0(ǫ) ∈ R such that∫
Ω
∣∣Dγ (νh(t))− gǫ∣∣ d∣∣∇χh(t)∣∣ ≤ C√ǫ
for all h < h0(ǫ) and for almost every t.
Proof of Claim 2:
From Claim 1, we can find for ǫ > 0 a function gǫ ∈ C10 (Ω,Rn) with γ0 (gǫ) ≤ 1 and
h0(ǫ) ∈ R such that ∫
Ω
(
γ
(
νh(t)
)− gǫ · νh(t)) d∣∣∇χh(t)∣∣ ≤ ǫ
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for all h ≤ h0(ǫ) and almost every t. From Lemma 2.3, we obtain for all h ≤ h0(ǫ)
and almost every t
∫
Ω
|Dγ (νh)− gǫ| d|∇χh| ≤
(∫
Ω
|Dγ (νh)− gǫ|2 d|∇χh|
)1/2
·
(∫
Ω
d|∇χh|
)1/2
≤ C
(∫
Ω
(
γ
(
νh
)− gǫ · νh) d|∇χh|
)1/2
≤ C√ǫ ,
where we have used
∫
Ω
d
∣∣∇χh∣∣ ≤ C which follows from the a priori estimate. This
shows Claim 2.
Obviously, we have the equation:∫
Ω
ν(t) ·Dξ Dγ (ν) d|∇χ| =
∫
Ω
ν ·Dξ (Dγ (ν)− gǫ + gǫ) d|∇χ|
=
∫
Ω
[ν ·Dξ (Dγ (ν)− gǫ) + ν ·Dξ gǫ] d|∇χ|
and an analogous equation for the term∫
Ω
νh ·Dξ Dγ (νh) d∣∣∇χh∣∣.
Hence, we can estimate∣∣∣ ∫
Ω
νh ·Dξ Dγ (νh) d|∇χh| − ∫
Ω
ν ·Dξ Dγ (ν) d|∇χ|
∣∣∣
≤ C
∫
Ω
|Dγ (νh)− gǫ| d|∇χh|+ C ∫
Ω
|Dγ (ν)− gǫ| d|∇χ|
+
∣∣∣ ∫
Ω
νh ·Dξ gǫ d|∇χh| −
∫
Ω
ν ·Dξ gǫ d|∇χ|
∣∣∣
≤ C√ǫ+
∣∣∣∣
∫
Ω
div (Dξ gǫ)
(
χh − χ) dx∣∣∣∣
≤ C√ǫ+
(∫
Ω
(div (Dξ gǫ))
2 dx
)1/2
︸ ︷︷ ︸
≤C for fixed ǫ
‖χh − χ‖L2(Ω)︸ ︷︷ ︸
−→0 for h→0
h→0−→ C√ǫ ,
where we have used Claim 2 and the structure theorem. Hence, we obtain for almost
every t: ∫
Ω
νh ·Dξ Dγ (νh) d∣∣∇χh∣∣ −→ ∫
Ω
ν ·Dξ Dγ (ν) d|∇χ|.
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Now assertion (ii) follows from Lebesgue’s dominated convergence theorem.
(iii): We can estimate∣∣∣∫
ΩT
div
(
uh ξ
)
χh − div (u ξ)χ
∣∣∣ ≤ ∣∣∣∫
ΩT
(
div
(
uh ξ
)− div (u ξ))χ∣∣∣
+
∣∣∣∫
ΩT
div
(
uh ξ
) (
χh − χ)∣∣∣ ≤ ∣∣∣∫
ΩT
(∇uh −∇u) · ξ χ+ (uh − u) div ξ χ∣∣∣
+
(∫
ΩT
∣∣div (uh ξ)∣∣2)1/2 ‖χh − χ‖L2(ΩT ) −→ 0,
where we have used uh ⇀ u in L2 (0, T ;H1,2(Ω)) and χh → χ in L2 (0, T ;L2(Ω)).
(iv): In order to prove this assertion, we show that the term L0h(ui−ui−1+χi−χi−1)
converges weakly to 0 in L2 (0, T ;H1,2(Ω)). For that purpose, we test the equation
defining L0h(ui − ui−1 + χi − χi−1) with L0h(ui − ui−1 + χi − χi−1) ∈ H1,20 (Ω) and
divide by h. We then obtain∫
ΩT
∣∣∇L0h(ui − ui−1 + χi − χi−1)∣∣2 + 1h
∫
ΩT
∣∣L0h(ui − ui−1 + χi − χi−1)∣∣2
= −
∫
ΩT
∂−ht (ui + χi) L
0
h(ui − ui−1 + χi − χi−1)
= −
∫
ΩT
fi L
0
h(ui − ui−1 + χi − χi−1) +
∫
ΩT
∇ui · ∇L0h(ui − ui−1 + χi − χi−1),
where we have used equation (16). Moreover, using that uh is uniformly bounded
in L2 (0, T ;H1,2(Ω)) and fh is uniformly bounded in L2 (0, T ;L2(Ω)) we obtain that∫
ΩT
∣∣∇L0h(ui − ui−1 + χi − χi−1)∣∣2 + 1h
∫
ΩT
∣∣L0h(ui − ui−1 + χi − χi−1)∣∣2 (24)
is uniformly bounded. Hence, we can find a function ϕ ∈ L2 (0, T ;H1,2(Ω)) such
that for h→ 0
L0h(ui − ui−1 + χi − χi−1) −⇀ ϕ in L2
(
0, T ;H1,2(Ω)
)
.
Since (24) implies that
L0h(ui − ui−1 + χi − χi−1)→ 0 in L2(0, T ;L2(Ω)) ,
we conclude ϕ ≡ 0. Altogether we obtain∫
ΩT
div
(
L0h (ui − ui−1 + χi − χi−1) ξ
)
χh =
∫
ΩT
∇L0h (ui − ui−1 + χi − χi−1) · ξ χh
+
∫
ΩT
L0h (ui − ui−1 + χi − χi−1) div ξ χh −→ 0,
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where we have used L0h(ui − ui−1 + χi − χi−1) ⇀ 0 in L2 (0, T ;H1,2(Ω)) and
L0h(ui − ui−1 + χi − χi−1)→ 0, χh → χ in L2 (0, T ;L2(Ω)). 2
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