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Abstract
Neuromorphic hardware has several promising advantages compared to von Neumann architectures
and is highly interesting for robot control. However, despite the high speed and energy efficiency of
neuromorphic computing, algorithms utilizing this hardware in control scenarios are still missing. One
problem is the transition from fast spiking activity on the hardware, which acts on a timescale of a few
milliseconds, to a control-relevant timescale on the order of hundreds of milliseconds. Another problem
is to enable the execution of complex trajectories, requiring the spiking activity to contain sufficient
variability, while at the same time, for reliable performance, network dynamics require adequate
robustness against noise. In this study we exploit a recently developed biologically-inspired spiking
neural network model, the so-called anisotropic network, as the basis for a neuromorphic algorithm for
robotic control. For this, we identified and transferred the core principles of the anisotropic network
to neuromorphic hardware using Intel’s neuromorphic research chip Loihi and validated the system
on trajectories from a motor-control task performed by a robot arm. We show that the anisotropic
network on Loihi reliably encodes sequential patterns of neural activity, each representing a robotic
action, and that the patterns allow the generation of multidimensional trajectories on control-relevant
timescales. Taken together, our study presents a new algorithm that allows the control of complex
robotic movements using state of the art neuromorphic hardware.
1 Introduction
During infancy, humans acquire fine motor control, allowing flexible interaction with real world objects.
For example, most humans can effortlessly grasp a glass of water, despite variations in object shape and
surroundings. However, achieving this level of flexibility in artificial autonomous systems is a difficult
problem. To accomplish this, such a system must accurately classify inputs and take appropriate actions
under noisy conditions. Thus, increasing robustness to input noise is crucial for the development of
reliable autonomous systems (Khalastchi et al., 2011; Naseer et al., 2018).
Neuromorphic hardware is based on highly parallel bio-inspired computing, which employs decentralized
neuron-like computational units. Instead of the classical separation of processing and memory, on neuro-
morphic hardware information is both processed and stored in a network of these computational units.
Neuromorphic architectures offer faster and more energy-efficient computation than traditional CPUs or
GPUs (Tang et al., 2019; Blouw et al., 2019), which is a vital feature for autonomous systems. However,
porting existing robot control algorithms (e.g. Ijspeert et al., 2002) to neuromorphic hardware is per se
ambitious (but see Eliasmith and Anderson, 2004; DeWolf et al., 2016; Voelker and Eliasmith, 2017) and
difficult to optimize to the specific hardware architecture. At the same time, the development of new
algorithms is also challenging due to the decentralized design principle of neuromorphic hardware as a
network of computational units (Lee et al., 2018).
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Figure 1: The architecture of the robot control algorithm. (A) The anisotropic network is the basis of the
architecture, indicated by the colored layers, and consists of 3600 excitatory and 900 inhibitory neurons. An area
of 25 excitatory neurons receive external input. The excitatory neurons of the anisotropic network project to
a pooling layer. The anisotropic network, the input neurons and the 72 pooling neurons are simulated on-chip.
Finally, the spiking activity is used to train a trajectory. (B) In detail, the pooling layer contains 72 neurons
organised into two 6 × 6 grids. Each pooling neuron receives all-to-one feed-forward connections from a 10× 10
square patch of the anisotropic network’s excitatory layer. Hence, the pooling layer has 10× 10 window size and
stride 5.
The basic network type for the various neuromorphic architectures developed in recent years (Schemmel et al.,
2010; Furber et al., 2014; Neckar et al., 2018; Davies et al., 2018) are spiking neural networks (SNNs),
coined third generation neural networks (for review, see Maass, 1997; Tavanaei et al., 2019). In particu-
lar, the reservoir computing paradigm, such as echo state networks (Jaeger, 2001, 2007) or liquid state
machines (Maass et al., 2002), often serves as an algorithmic basis. In reservoir computing a randomly
connected SNN provides a “reservoir” of diverse computations, which can be exploited by training weights
from the reservoir units to additional units that constitute time-dependent outputs of the system.
The internal dynamics of the reservoir or SNN generally provide a sufficient level of variability such
that arbitrary output functions on a control-relevant timescale can be read out. However, the system
fails if the input is noisy or perturbations arise while the trajectory is being performed (Maass et al.,
2002; Sussillo and Abbott, 2009; Laje and Buonomano, 2013; Hennequin et al., 2014). That is to say,
spiking dynamics in SNNs are often unstable, meaning that small changes in the initial conditions result
in different spiking patterns (Sompolinsky et al., 1988; Van Vreeswijk and Sompolinsky, 1996; Brunel,
2000; London et al., 2010). Thus, when an output is trained using such a spiking pattern, low levels of
noise lead to a deviation of the estimated output from the target output and stable trajectories can only
be obtained on a timescale of milliseconds. On the other hand, attractor dynamics provide highly stable,
persistent activity (Amit and Amit, 1992; Tsodyks, 1999); however, they tend to lack the variability in
the spiking dynamics required for complex output learning (Nachstedt and Tetzlaff, 2017). This implies
a stability-variability trade-off, also denoted as a robustness–flexibility trade-off (Pehlevan et al., 2018).
A number of approaches have been developed in recent years to stabilize the spiking dynamics of SNNs
while retaining sufficient variability for output learning (Laje and Buonomano, 2013; Hennequin et al.,
2014; Pehlevan et al., 2018; Vincent-Lamarre et al., 2020). To improve stability, recent approaches used
feed-forward structures (Pehlevan et al., 2018) or employed supervised learning rules (Laje and Buonomano,
2013). While feed-forward structures provide stable activity patterns, in general these play out on a very
fast timescale (Zheng and Triesch, 2014) or require neural/synaptic adaptation such that activity moves
between neuron groups (York and Van Rossum, 2009; Itskov et al., 2011; Murray et al., 2017; Maes et al.,
2020). And since for supervised learning all states in the network need to be accessible at each computing
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unit, these so-called global learning rules are not compatible with most neuromorphic hardware.
Thus, achieving stable activity patterns on a control-relevant timescale in a network architecture and
learning regime capable of running on neuromorphic hardware remains an open problem. Necessary cri-
teria are that (1) learning or adaptation mechanisms in the SNN should be local to individual synapses,
or synapses should be static, (2) sequential activity patterns should remain active for hundreds of mil-
liseconds, (3) spike patterns should contain sufficient variability for arbitrary output learning, and (4) the
network should possess noise-robust neuronal dynamics. Meeting these criteria is especially difficult for
recurrent network structures, like reservoir networks. However, the so-called anisotropic network model
appears to be a promising candidate (Spreizer et al., 2019). The model is based on a biologically-inspired
rule for forming spatially asymmetric non-plastic connections. Thus, synapses are static, meeting the
first criterion, and the timescale of activity sequences is on the order of tens to hundreds of milliseconds,
fulfilling the second criterion. However, whether the model also fulfills the third and fourth criteria,
sufficient variability and stability under input noise, has not yet been assessed.
In this paper we use the anisotropic network as a building block for a novel algorithm yielding robust
robotic control. We implement the network architecture on Kapoho Bay, a neuromorphic hardware system
from Intel containing two Loihi chips (Davies et al., 2018), and show that this approach can be used to
learn complex trajectories under noisy input conditions on a control-relevant timescale. Furthermore,
we demonstrate that this neuromorphic network architecture can not only robustly represent complex
trajectories, but even generalize beyond its training experience.
2 Methods
We first describe the architecture of the novel algorithm implemented on the neuromorphic chip Loihi,
which supports robust robotic control of movement trajectories. The anisotropic network and its im-
plementation is then explained in detail. Finally analyses methods to evaluate the implementation of
the anisotropic network on Loihi, the stability of its network dynamics, and the learning of complex
movement trajectories are described.
2.1 Architecture of the algorithm for robotic control
The architecture, shown in Figure 1A, was designed to support the storage and execution of stable
movement trajectories in real-time. The architecture consists of an input layer, an anisotropic network
layer, and a pooling layer, all of which are fully implemented on Loihi. Spike patterns from the anisotropic
network or the pooling layer are read out and serve as the basis for training output units.
The basic computational structure for the robotic control algorithm is the anisotropic network. Excitatory
and inhibitory neurons are initialized with local, spatially inhomogeneous connections as described below.
An input is connected to a grid of 5× 5 excitatory neurons in order to start spiking activity with a short
input pulse.
The excitatory neurons of the anisotropic network are connected to a pooling layer with 72 excitatory
neurons. Pooling layer neurons are organised into two grids with a size of 6 × 6 neurons, as shown in
Figure 1B. Each neuron in the pooling layer receives input from a 10 × 10 group of excitatory neurons
from the anisotropic network. These projections are all-to-one and all feed-feedforward weights are equal.
In other words, the pooling layer has 10× 10 window size and stride 5.
Depending on the task, either the excitatory neurons of the anisotropic network or the 72 neurons of the
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pooling layer are read out. Since reading out data from Loihi is a bottle neck that reduces the simulation
speed considerably, the pooling layer is designed to reduce read out and therefore increase simulation
speed. Finally, the spiking activity of the read-out is used to train robotic arm movement trajectories
(see section Stability and output learning).
2.2 The anisotropic network
We briefly describe the main principles of the anisotropic network. For an in depth treatment, we refer
readers to Spreizer et al. (2019).
In locally connected random networks (LCRNs), neurons are distributed in (connectivity) space (e.g.
on a 2D grid or torus) and the connection probability between two neurons decreases (possibly non-
monotonically) with the distance between them. Stable bumps of spatially localised activity can arise
in LCRNs (Roxin et al., 2005; Hutt, 2008; Spreizer et al., 2017, 2019) and these activity bumps can
move through the network in a stream-like manner if spatial asymmetries are introduced into the local
connectivity (Spreizer et al., 2019).
The anisotropic EI-network consists of both excitatory and inhibitory neurons arranged on a 2D torus.
Neurons project their axons in a distance dependent way with connection probability decreasing mono-
tonically according to a Gaussian distribution. In a standard LCRN, axon projection profiles are centered
at the neuron and axons project symmetrically in all directions. In the anisotropic EI-network, the Gaus-
sian distribution is shifted for excitatory neurons such that connections to other excitatory neurons are
formed preferentially in a particular direction (Figure 2A).
A so-called landscape is computed on the torus using Perlin noise (Perlin, 1985), and each point on the
grid (neuron) is assigned a direction based on this. The Perlin landscape ensures that the preferred
direction of nearby neurons are similar while preferred directions of those far apart are uncorrelated
(Figure 2B). Each excitatory neuron’s connectivity profile is shifted by one grid point in its preferred
direction, resulting in spatially asymmetric but correlated connectivity. When a set of neurons in close
proximity are stimulated, spatio-temporal sequences of activity lasting tens to hundreds of milliseconds
are elicited (Figure 2C).
Taken together, a biologically plausible rule can generate spatially asymmetric connectivity structures
supporting spatio-temporal sequences. Spreizer et al. (2019) show that if (1) individual neurons project a
small fraction (∼2-5%) of their axons preferentially in a specific direction (Figure 2A), and (2) neighboring
neurons prefer similar directions (Figure 2B), then sequences of neural activity propagate through the
network (Figure 2C). This simple generative connectivity rule results in feed-forward paths through the
otherwise locally connected random network.
2.3 Anisotropic network implementation
We adapted the anisotropic EI-network model from Spreizer et al. (2019). Since the total number of
connections currently supported by the Loihi NxSDK-API is limited (see Discussion), it was necessary to
reduce network size by a factor of four to npopE = 3600 and npopI = 900. Each neuron projects to
pconn × npopE = 180 excitatory targets and pconn × npopI = 45 inhibitory targets, where pconn = 0.05
is the connection probability. Connection probability decreases with distance according to a Gaussian
distribution with space constants given in Table S1. We first adapted the anisotropic EI-network model
within NEST and then transferred it to Loihi, tuning the network to qualitatively match the behavior of
the NEST simulation.
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Figure 2: The connectivity underlying the anisotropic network and resulting network dynamics. (A) Neurons
are evenly distributed on a 2D grid, folded to form a torus. The black dot represents a reference neuron. From
here outgoing connections can be drawn locally with a Gaussian distribution, either symmetrically (grey-blue)
or non-symmetrically (red). In the non-symmetrical case the center of the Gaussian distribution is shifted by
one neuron. This shift can be chosen in different ways. Either with the same shift direction for every neuron
(homogeneously), a random shift direction for every neuron, or with a specific distribution. (B) If for each neuron
the shift direction is chosen based on Perlin noise, the distribution of shift directions for the whole network results
in an anisotropic connectivity structure. The black region represents spatially-localised input. (C) Given local
input, the anisotropic network forms a bump of activity, which moves in a stream-like pattern through the
inhomogeneous structure of connections. Here, we used the Loihi implementation and binned the spikes into
non-overlapping time windows. Each graph shows the average firing rate over 50 time steps, color code depicts
firing rate.
NEST implementation. Neurons were modelled as leaky integrate-and-fire (LIF) neurons, with sub-
threshold membrane potential v of neuron i evolving according to:
Cm
dvi
dt
= −gL(vi(t)− EL) + Ii(t) + I
input
i (t), (1)
where Cm is the membrane capacitance, gL the leak conductance, and EL the reversal potential. For
neuron i, Ii(t) is the total synaptic current from its recurrent connections and I
input
i (t) the current
induced by external input.
The total synaptic current Ii(t) to neuron i at its recurrent synapses is the sum of the current transients
at each of its synapses, Ii(t) =
∑
j Iij(t). When a pre-synaptic neuron spikes, a current transient is
elicited with temporal profile given by an alpha function:
Iij(t) = J
syn t− tj,k
τsyn
exp
(
−
t− tj,k
τsyn
)
. (2)
Note here that the superscript syn can denote both excitatory (exc) and inhibitory (inh) synapses.
Synaptic strength is Jsyn, synaptic time constant is τsyn, and spike time is tj,k for the k
th spike from
neuron j.
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To compensate for the decreased network size and hence fewer recurrent connections (see above) we
scaled up the synaptic weights. The excitatory synaptic current was scaled up by a factor of four to
Jexc = 40.0 pA. To ensure persistent spiking activity in response to an input pulse, the ratio of recurrent
inhibition and excitation was reduced to g = 4. As a result, J inh = −g × Jexc = −160.0 pA.
Activity was triggered by external input to a subset of neighbouring neurons, each of which receives
an input pulse of 500 spikes with synaptic strength J input = 1.0 pA arriving according to a Gaussian
distribution with standard deviation of 1ms.
Loihi implementation. For the implementation on neuromorphic hardware we used the research chip
Loihi from Intel (Davies et al., 2018). The board contains two chips, with each chip providing 128 cores.
Each core time-multiplexes the calculation and allows the implementation of up to 1024 neurons each.
We distributed the total of 4572 utilized neurons (reservoir and pooling layer) with 20 neurons per core.
We translated the NEST implementation to the NxSDK (version 0.9.5-daily-20191223) for Loihi, provided by
Intel labs (Lin et al., 2018). For this, we developed a software framework PeleNet (https://github.com/sagacitysite/pelenet/tree/neurorobotics),
based on the NxSDK, especially for reservoir networks on Loihi. This framework was used for all simulations
in this study.
The Loihi chip implements a leaky integrate-and-fire (LIF) neuron with current-based synapses and the
membrane potential v of neuron i evolves according to
dvi
dt
= τ−1v vi(t) + Ii(t) + I
input
i (t)− vthσi(t), (3)
where τv describes the time constant, vth the firing threshold, Ii(t) the total synaptic current from
recurrent connections, Iinputi (t) the current induced by the input, and σi(t) denotes whether neuron i
spiked at time t. The first term on the right-hand side controls voltage decay, the second/third term
increases the voltage according to the synaptic/input currents, and the last term resets the membrane
potential after a spike occurs.
While the NEST implementation uses alpha-function shaped synaptic currents (see Equations 1 and 2),
Loihi’s current-based synapses implement instantaneous rise and exponential decay. The total synaptic
current from recurrent connections to neuron i is given by
Ii(t) =
∑
i6=j
J
syn
ij (αI ∗ σj)(t) + I
bias
i , (4)
where Jsynij is the synaptic strength from neuron j to neuron i which can be excitatory (J
exc) or inhibitory
(J inh) and Ibiasi is a bias term. The σj(t) represents the incoming spike train from neuron j and αI(t) a
synaptic filter. The spike train for a neuron j is given by a sum of Dirac delta functions with
σj(t) =
∑
k
δ(t− tj,k), (5)
where tj,k is the time of spike k for neuron j. The function simply indicates whether neuron j spiked in
time step t. The spike train is convolved with a synaptic filter given by
αI(t) = τ
−1
I exp
(
−
t
τI
)
H(t), (6)
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where τI is a time constant and H(t) the unit step function.
With Equations 5 and 6 we can bring Equation 4 into a form which is comparable to Equation 2. Setting
Ibias = 0, we get
Ii(t) =
∑
i6=j
J
syn
ij (αI ∗ σj)(t)
Eq.(5)
=
∑
i6=j
J
syn
ij
∑
x
αI(x)
∑
k
δ((t− x)− tj,k))
=
∑
i6=j
J
syn
ij
∑
k
αI(t− tj,k)
Eq.(6)
=
∑
i6=j
J
syn
ij
∑
k
τ−1I exp
(
tj,k − t
τI
)
H(t− tj,k). (7)
Due to the filter, the input current induced by a pre-synaptic spike decays exponentially for each following
time step. And instead of rising slowly, at the time of a spike, t = tj,k, synaptic current increases
by τ−1I J
syn
ij . Thus, compared to the neuron model from the anisotropic network implementation in
NEST (Spreizer et al., 2019), the hardware-implemented neuron model on Loihi differs since it lacks a
current rise time.
2.4 Comparing the implementations
Network activity was started with the input mentioned above and 500 discrete time steps in Loihi and
500ms in NEST were recorded. In NEST the resolution was set to dt = 0.1ms (see also Table S1) per
simulation step, while in Loihi a physical time is not defined. After the simulation, the NEST spiking data
was binned to 1ms to match the Loihi data. Note that, given the refractory period of 2ms, the binned
spike trains still contain binary values, but with a less precise information about the sub-millisecond spike
times. In the end, both data sets, the spike trains for NEST and the spike trains for Loihi contained 500
discrete steps.
To compare the spiking patterns between NEST and Loihi quantitatively, we calculated the mean firing
rate of groups of excitatory neurons in both networks, which is shown in Figure 3B. For this, we split the
two dimensional network topology into a 6× 6 grid, analogous to the grid used for the pooling layer (see
Figure 1B) such that each grid position represents a group of 100 neurons. The indices of the groups are
chosen from top left to bottom right. For each group, we averaged the firing rate over the 500 time steps
resulting in 36 values.
2.5 Stability and output learning
To analyse the stability (Figure 5) of the network and for the output learning (Figure 6), we applied
another protocol. Note that from this point on, the NEST implementation was not used. Out of the 25
excitatory neurons connected to the input, we stimulated only 24 neurons such that 1 neuron stays silent
(Figure 4A). This input grid then allows 25 different input configurations and therefore 25 different trials
with a noise level of 4%. Every trial was recorded for 215 time steps and then the activity was stopped
by resetting the membrane voltages. We did this by applying a C code that runs on one x86 core on each
chip (a so called SNIP). After waiting 30 time steps, the next input was applied to the network. The
applied protocol is indicated by arrows in Figure 5A on top of the spike train plots.
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To learn trajectories from the spike patterns we used multiple linear regression, which was applied to
two different tasks. In the representation task, we estimated model parameters based on all 25 trials and
tested on one of them. In the generalisation task, training was performed on only 24 trials and testing was
done using the remaining trial. Both tasks are sketched in Figure 4B. To compare the anisotropic network
with a classical reservoir computing approach, we also implemented a randomly connected network on
Loihi and exchanged the anisotropic network in our network architecture with a randomly connected
network of equal size. We set the parameters of the random network such that the main statistics of
both networks match. The firing rate in both networks is in a range of 0.1 − 0.2 (Figure 5A bottom)
and the mean Fano factor over all trials is relatively similar with FF rand = 0.80± 0.01 for the randomly
connected network and FF aniso = 0.84± 0.002 for the anisotropic network.
After all data were recorded, in a first step, we prepared the data for the estimation of the regression
model. Due to the slow rise in the firing rate of the network (Figure 3C), the very first time steps contain
little information. Therefore, we omitted the first 5 time steps which reduces the length of the data set
to 210 per trial. Before the linear regression was applied to the spike data, the spike trains were binned
in order to smooth our spiking data. We used a sliding window with a width of 10 time steps, which
reduced the length of the data set again from 210 to 200.
Next we used the binned data of the 200 time steps to estimate the regression parameters. In addition to
the spiking data from the neurons, an intercept was added such that the number of parameters equal the
number of neurons plus one. The linear regression model was performed on the CPU of the host computer,
using the spiking data from the readout provided by Loihi. The two different tasks, the representation
task and the generalisation task, were performed using the spiking data from the anisotropic network as
well as those from the randomly connected network. Furthermore, we estimated output weights based on
either the pooling layer neurons (72 neurons) or the excitatory neurons of the reservoir (3600 neurons),
see also Figure 1. The excitatory neuron readout serves as a control and compares the pooling layer
approach to a traditional readout.
For the estimation based on all excitatory reservoir neurons, we applied an elastic net regularization
(Zou and Hastie, 2005) to avoid overfitting, due to the numerous parameters. This regularization ap-
proach for regression models simply combines LASSO and ridge regression. We used the fit regularized
function from the statsmodels package, which applies elastic net as
βˆ = argmin
β
[
‖y −Xβ‖22 + α
(
(1− λ)‖β‖22 + λ‖β‖1
)]
. (8)
In this variant the parameter α determines the degree of regularization and λ balances between LASSO
(L1 regularization) and ridge regression (L2 regularization).
To better compare the predicted function with the target function, we applied a Savitzky-Golay filter
(Savitzky and Golay, 1964) to smooth the predicted function. For this we used the savgol filter
function of the Python package scipy. We chose a window length of 21 and an order of the polynomial
of 1 as parameters for smoothing.
We trained our algorithm on 7 different trajectories performing ordinary robotic tasks. The tasks are
hide, unhide, move down, move up, pick and place, put on top and take down (see e.g. Wo¨rgo¨tter et al.,
2020). Movement data is given in 3 dimensional Cartesian coordinates, resulting in three outputs or –
biologically speaking – in three rate coded output neurons.
8
Robust robotic control Michaelis et al., 2020
A1 A2
B1 B2
C D
Figure 3: One example of the anisotropic network implementation on Loihi compared to activity statistics of
the NEST simulations. (A) The spiking activity is shown as spike raster plots. Red: NEST simulation; blue: Loihi
implementation. Both networks are initialized with the same weight matrix and triggered with the same input.
(B) By pooling neurons into groups, each consisting of 100 neurons, and binning across the whole simulation
time, we obtain the distribution of mean firing rates for the NEST and Loihi implementation. (C) The time course
of the network firing rate from the NEST and Loihi simulations is depicted. (D) Testing one network initialization
with 15 different input locations (Locations) and one location but 15 different network initialization (Networks)
for the NEST as well as the Loihi implementation. White dots indicate the median of the mean firing rate of the
15 simulations for each case.
3 Results
We start by demonstrating that the main principles of the anisotropic network are preserved by the Loihi
implementation and then confirm that the Loihi-based anisotropic network admits noise-robust spiking
dynamics. Based on these findings, we demonstrate that our architecture can learn complex trajectories
under noisy input conditions.
3.1 Implementing the computer-based anisotropic network on Loihi
Due to the different hardware architectures, we first assess the extent to which the Loihi-based imple-
mentation of the anisotropic network agrees with the computer-based NEST simulation. Please note that
it is not our goal to compare two neural network simulators, but to ensure that the anisotropic network
implementation on Loihi preserves the main features. For the sake of comparison, we used the same
connectivity structure and input positions for both implementations. The networks were initialised at
rest and spike patterns were evoked via a spatially-localised input. Raster plots of evoked spike trains
9
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indicate that, although the detailed spiking activity is not identical, the overall spiking pattern is mainly
preserved (Figure 3A). Accordingly, the mean firing rate of the network for each implementation evolves
similarly over time (Figure 3C).
We confirmed the similarity between both implementations quantitatively, comparing the mean firing rate
and firing rate variability over several input and network initializations. Figure 3D shows the distribution
of mean firing rates over (1) 15 different input positions for the the same network connectivity and over
(2) 15 different initializations of the network connectivity with a fixed input position. Across input
positions in the same network, firing rates for the Loihi implementation were f¯Linp = 0.131 ± 0.008 and
for the NEST implementation f¯Ninp = 0.118 ± 0.004. Across network initializations, firing rates were
f¯Linit = 0.120 ± 0.013 for Loihi and f¯
L
init = 0.113± 0.009 for NEST. In addition, the ranges (minimum to
maximum mean firing rate) of the obtained mean firing rates are very tight and overlap largely between
both implementations. For the locations, the values for Loihi are in a range of 0.11 ≤ fLinp ≤ 0.14 and
for NEST in an interval of 0.11 ≤ fNinp ≤ 0.12. In case of the different initialisations, we obtained mean
firing rates between 0.10 ≤ fLinit ≤ 0.15 for Loihi and 0.09 ≤ f
N
init ≤ 0.13 for the NEST implementation. To
compare the variability of the firing rate in both implementations, we evaluated the Fano factor (FF): For
different input positions, we obtained a mean of FF
L
inp = 0.83± 0.03 for Loihi and FF
N
inp = 0.86± 0.01
for NEST. In the case of the 15 network initializations, the mean FF for Loihi is FF
L
init = 0.84± 0.02 and
FF
N
init = 0.86 ± 0.01 for NEST. All FF values between Loihi and NEST are very close to each other and
indicate that spiking is less variable than a Poisson process.
Given that the neural activity in the anisotropic network forms spatially-localised bumps moving through
the network, we next measured its average spatial distribution. For the spike rasters shown in Figure 3A,
we pooled the neurons into groups of 100, taking into account the topology of the network (see Figure 1B),
and calculated the mean firing frequencies averaged across the whole simulation time. This procedure
provides a distribution of the mean activity across the network for both implementations (Figure 3B).
Normalizing these distributions and comparing them with a Kolmogorov–Smirnov test reveals that the
activity distributions from the NEST- and Loihi-based implementations do not differ significantly (D =
0.11, p = 0.97 > 0.05). Hence the spatial structure of activity patterns is similar in both implementations.
Taken together, we conclude that the Loihi implementation matches the NEST-based anisotropic network
implementation according to diverse statistics of the network activity. This indicates a successful transfer
of the core principles of the anisotropic network to neuromorphic hardware despite the differences in
architecture.
3.2 The Loihi implementation of the anisotropic network is robust to input
noise
Next, to assess the robustness of the Loihi-based anisotropic network to input noise, we evaluate the
stability of spiking dynamics on a timescale of several seconds. An input pulse is administered to an area
of the anisotropic excitatory layer consisting of 25 neurons (Figure 1A). In each trial, 24 of these neurons
were activated and a different neuron was systematically excluded from the input, leading to 25 different
possible input configurations and, thus, to 25 unique trials (Figure 4).
For each trial the network activity was started with a short input pulse of one time step. We then recorded
200 time steps of activity, stopped the activity manually and activated it again by the next input. The
protocol is also indicated on top of Figure 5A.
As a control, we applied the same protocol to a randomly connected network implemented on Loihi and
compared it with the anisotropic network implementation. For this, we implemented the same algorithmic
10
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25 input patterns = 25 trials
A
B
1 2 3 23 24 25
Train
Test
Representation task
1 2 3 23 24 25
Train Test
Generalisation task
Figure 4: The input protocols for the representation and generalization task. (A) A square represents an area
of 25 possible input neurons. During a trial, we triggered the network activity by activating 24 out of the 25. This
leads to 25 different input patterns and therefore to 25 different trials. (B) We used two different training tasks.
In the representation task, for the trajectory training, we used the spiking activity of all 25 trials and tested on
one of them. In the generalisation task, we trained only on the spiking activity of 24 trials and tested on the
spikes of a different trial, which was not used for training.
architecture, but exchanged the anisotropic network with a randomly connected network of equal size.
The spiking activity of the first three trials is shown in Figure 5A1 for the anisotropic network (green)
and Figure 5A2 for the randomly connected network (brown). Due to the inhomogeneous connectivity
structure, the activity of the anisotropic network spreads out like a stream in the network. Note that,
given the torus network topology (see Methods), the activity stream wraps around from neurons with
low indices to neurons with high indices (Figure 5A). As expected, in the randomly connected network
such a stream-like spread of activity does not form.
The population firing rates progress differently in the anisotropic and randomly connected networks.
The mean firing rate of the anisotropic network increases slowly until it reaches a relatively constant rate
slightly above 0.1. The randomly connected network was tuned such that it generates a similar mean
population firing rate (see Methods). However, unlike in the anisotropic network, the firing rate does
not rise gradually, but instead starts at about 0.1− 0.2 straight away. The slow start in the anisotropic
network is due to the relatively small input area and the local connectivity of the network. While moving
forward in the 2D-topology, the area of activity grows step by step, which can intuitively be understood
as a snowball effect.
In order to measure the stability of the spiking dynamics between different input trials, we calculated the
pairwise differences between the spike patterns of all combinations of the 25 trials. The mean and standard
deviations of these differences are shown in Figure 5B for both the anisotropic network (green) and the
randomly connected network (brown). The differences between trials are much higher over the whole
time course for the randomly connected network than for the anisotropic network. For the anisotropic
network, the deviations of the trial-to-trial differences are very small in the beginning and drift apart
over time. To quantify this, we performed a Levene test with three samples at time steps 10, 100 and
190 which revealed that the variance stays constant between the differences of the randomly connected
network trials (W = 0.60, p = 0.54 > 0.05) but increases for the anisotropic network trials over time
(W = 208.87, p = 3.36 · 10−75 < 0.05). This means that, over time, spiking patterns between some trials
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Figure 5: The Loihi implementation of the anisotropic network is robust to varying input conditions, while a
randomly connected network is not. (A) Three examplary trials out of the 25 trials are shown for a simulation
based on an anisotropic connectivity structure (green) and with randomly initialized weights (brown). The
anisotropic structure clearly has the a stream-like spiking pattern, where the firing rate starts slowly until it
reaches a constant rate. The randomly connected network shows a Poisson-like spiking pattern, where the firing
rate starts directly at a high level. (B) The solid lines show the mean difference between all trials combination
and the shaded area indicates the standard deviation of the trial-to-trial differences for the anisotropic (green)
and random (brown) network. (C) In the reduced space of the first two principal components of the activity of
all 25 trials over time for both networks, we can clearly see that the spiking pattern of the anisotropic network
are very similar between trials, while the activity in the randomly connected network differ much more between
trials.
stay very similar whereas some trial comparisons tend to differ more. Therefore, the anisotropic network
tends to slowly diverge with time, which can also be seen by the increasing mean differences. Importantly
the mean differences in the anisotropic network remain much lower than the spiking differences between
the trials in the randomly connected network, even at the end of the 200 time steps. This clearly
demonstrates the stabilizing feature of the anisotropic network.
To visualize differences between the single trials, we reduced the dimensionality of the spiking data by
applying principal component analysis (PCA) to all trials (see Methods). The results are shown in Figure
5C. For the anisotropic network (Figure 5C1), all trajectories are very similar whereas for the randomly
connected network (Figure 5C2) the trajectories differ considerably. We quantified this by calculating
statistics in the first dimension of the PCA space. First, we obtained the pairwise normalized mean
squared error between all trials for each network type. The normalized mean error between the trials of the
randomly connected network is MSErand = 1.66, while the anisotropic network has a mean error of only
MSEaniso = 0.03, which is significantly lower (Mann–Whitney U test: U = 3572.0, p = 4.27·10
−85 < 0.05).
Even though some trajectories seem to follow a common path, in the random network, the mean standard
deviation for the first principle component σ¯rand = 2.50 is significantly higher than in the anisotropic
network with σ¯aniso = 0.41 (Mann–Whitney U test: U = 0.0, p = 1.56 · 10
−8 < 0.05). This indicates
sufficient stability over 200 time steps for the anisotropic network.
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Taken together, this shows the ability of the anisotropic network to produce stable spiking dynamics
under noisy input conditions. In addition it confirms the successful implementation of the network on
Loihi. In the next step we will use this intrinsic stability feature of the anisotropic network to learn
robust trajectories and examine if our network produces sufficient variability to learn arbitrary functions.
3.3 Learning robust trajectories
After having tested and demonstrated the stabilizing feature of the anisotropic network, we aimed to
use its robustness to train arbitrary output trajectories. This step makes use of the underlying network
architecture shown in Figure 1 and adds a linear regression model on top of this architecture for a
robot control task. The overall algorithm contains the initialization, creation and simulation of the
anisotropic network, which is running on the neuromorphic hardware Loihi, and the output learning of
the trajectories, which is calculated on the host CPU.
To show the robustness of this algorithm, we learned 7 different 3D-trajectories commonly used in robotic
research, like pick-and-place or put-on-top (see Methods). Using these target functions, we applied two
different tasks, a representation and a generalisation task, as shown in Figure 4B. In the representation
task we estimated the linear regression model based on all 25 trials and predicted one of them, showing
that the variability in the anisotropic network is sufficient to learn an arbitrary function. To show the
ability of our algorithm to robustly generalise for variations in the input, we also apply a generalisation
task, where we estimate the regression model on 24 trials and predicted the trajectory for an unseen trial.
As before, here we also compare the performance of the anisotropic network with the randomly connected
network as a control. For our algorithm we estimate our model based on the 72 pooling layer neurons,
which we can read out efficiently from the chip. Since we reduce the parameter space of the linear
regression model by using only the spiking activity of the pooling layer neurons as data, we also estimated
all models based on the 3600 excitatory reservoir neurons for comparison.
Results for the representation task, based on all excitatory neurons, revealed that the excitatory reser-
voir neurons contain enough variability to represent an arbitrary output function with high accuracy.
An example is shown in Figure S1A1 for the randomly connected network and in Figure S1A2 for the
anisotropic network. If the model was estimated on the 72 pooling layer neurons the number of avail-
able parameters is heavily decreased by a factor of 50. But still the amount of information seems to be
satisfactory for the anisotropic network (Figure S1A4), but not for the randomly connected case (supple-
mentary Figure S1A3). Normalized root mean squared error between the predicted trajectory and the
target trajectory, averaged over 7 3D-trajectories, are shown in Figure 6A1. The errors for all trajecto-
ries using the spiking activity of the 3600 excitatory reservoir neurons are very low (left plot) for both
networks, but interestingly even lower for the anisotropic network. For the errors of the estimation based
on the pooling layer neurons (right plot), the mean error over all trajectories is still quite low for the
anisotropic network, but much higher for the randomly connected network. Due to the inhomogeneous
weight structure and the stream-like spread of spiking activity in the anisotropic network, the neurons
in the pooling layer can maintain variability, as can be seen in Figure S1B1. In contrast, as shown in
Figure S2B2, the spiking activity in the pooling layer of the randomly connected layer simply produces
downsampled random spiking activity and therefore reduced variability.
In the generalisation task, the parameters for the movement trajectory were estimated based on the
spiking activity of 24 trials. We then predicted the same trajectory based on the spiking activity elicited
by a 25th trial, not seen during training. This task was designed to test the robustness of the system to a
variation in initial conditions. To compare the classical reservoir computing approach with our network
architecture, we trained the network based on all 3600 neurons and on the 72 output neurons. In addition,
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Figure 6: Predicting a trajectory on the spiking activity. (A) We predicted 7 different trajectories with 3
dimensions each and calculated the error regarding the target trajectory using a normalized root-mean-square
error. In all cases, the anisotropic network has a lower error than the randomly connected network. (B) For
the hide movement, we show one example of the predicted trajectory of the anisotropic network for each of the
3 dimensions. Here, we used the pooling neurons (green) in comparison with the target (pink) and a smoothed
variant of the prediction (black dotted). The whole trajectory is shown in (C).
this tested the ability of the pooling neurons to preserve sufficient variability while reducing the number
of parameters.
For the full network read-out, we applied a linear regression model based on all excitatory neurons of
the anisotropic network. Since fitting a model based on all 3600 neurons requires many parameters, here
we used an elastic net regularization estimation method (see Methods section) to reduce the number of
parameters and to avoid overfitting. Optimizing the regularization parameters resulted in α = 0.001 and
λ = 0.05. For the pooling layer read-out, we estimated a linear regression model based on the pooling
layer neurons without regularization.
In Figure 6A2 we show the average normalized root-mean-squared deviation over 7 trajectories. In both
cases (using excitatory neurons or pooling layer neurons) the error of the anisotropic network is much
lower, showing that the anisotropic network has a better performance compared to a classical randomly
connected network.
For the network architecture with the randomly connected network, the elastic net approach, based on
all excitatory neurons, has a better performance than the linear regression approach, based on the pool
neurons (t-test: t = −4.24, p = 0.0001 < 0.05). Interestingly, the error for the anisotropic network is
lower when the trajectories are estimated based on the pool neurons compared to the excitatory neurons
(Mann–Whitney U test: U = 47.0, p = 6.75 · 10−6 < 0.05). This indicates that, for the anisotropic
network, the pooling layer is an equivalent, or even better regularization method compared to the elastic
net approach with all excitatory neurons.
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Figure 6B shows all three dimensions of the predicted trajectory over time for a hide movement. The
overall trajectory is shown in Figure 6C. We also calculated a smoothed version, using a Savitzky-Golay
filter (Savitzky and Golay, 1964) (see Methods), to better compare the prediction with the target. This
shows that the anisotropic network implemented on Loihi, combined with the pooling layer, contains
sufficient variability to represent complex 3D trajectories while at the same time remaining stable for at
least 200 time steps.
3.4 Simulation on Loihi in real-time
In addition to evaluating the stability of the system, we also looked at the speed of the network simulation.
The data we used came from a Kuka robot arm, which can run fluently with an output frequency of
100Hz, therefore the 200 time steps equal 2 seconds of movement. In the following we denote this
reference as “real-time”. To achieve a real-time output of spiking data from the Loihi chip, the speed of
the simulation of the neurons and the data transfer from the chip to the host must be higher than the
necessary data frequency of the robot for a smooth movement.
The simulation of these 200 time steps requires taniso3600 = 15.73 s for one trial on Loihi, when all 3600
excitatory reservoir neurons were read out from the system. This speed is about 8 times slower than real
time. When reading out only from the 72 pooling neurons, the speed increases to taniso72 = 1.49 s per trial,
which is 25% faster than real-time and therefore well suited for robot control.
The simulation speed of the anisotropic network (taniso3600 = 15.73 s & t
aniso
72 = 1.49 s per trial) and the
randomly connected network (trand3600 = 16.11 s & t
rand
72 = 1.73 per trial) were nearly the same, which
is expected since the number of neurons is the same and the number of synapses is similar. Thus,
the anisotropic network has, in terms of speed, no disadvantage compared to the randomly connected
network.
Therefore, the pooling layer does not only reduce the sensitivity of the system but also helps to speed up
the system considerably. Together, this supports robotic applications where trajectories can be stored
and replayed robustly in real-time.
4 Discussion
We aimed to develop an algorithm for neuromorphic hardware, which provides stable spiking dynamics
under noisy input conditions, in order to make use of the low power neuromorphic chips for future
autonomous systems. For this, we derived an algorithm to store and control robotic movement sequences
that unfold on a control-relevant timescale of seconds. To validate our approach, we chose a set of
2-second-long robot arm movements that were triggered by noisy inputs.
For our approach we chose a recently developed spiking neural network (Spreizer et al., 2019) with an
inhomogeneous weight structure. In a first step we successfully transferred the main principles of this
network to the Loihi research chip from Intel (Davies et al., 2018), a neuromorphic hardware architecture
implementing spiking neurons. In a second step we tested the stability of the anisotropic network im-
plementation and compared its stability to a classical randomly connected network, similar to echo state
networks (Jaeger, 2001, 2007) or liquid state machines (Maass et al., 2002). We finally used a pooling
layer (Figure 1) to efficiently read out spiking data from the chip. Using these spiking data we were able
to learn 3D trajectories in a noise-robust way (Figure 6C). The pooling layer successfully increased the
simulation speed to faster than real-time. It was also intended to make the spiking activity more invariant
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to small changes in the network, which is the exact purpose of using pooling layers in deep neural networks
(Goodfellow et al., 2016, Chapter 9.3; Boureau et al., 2010). A pooling layer has been applied to spiking
neural networks before (Tavanaei and Maida, 2017; Tavanaei et al., 2019), but – to the best of our knowl-
edge – such a structure has never been applied to enhance the performance of read-outs from recurrent
network architectures. The fact that the pooling layer improved performance for the anisotropic network
in our study indicates that implementing pooling layers in reservoir computing architectures could be
useful in other cases, for example when the reservoir has spatially-dependent connectivity (Maass et al.,
2002), and especially for reducing parameters on algorithms running on neuromorphic hardware.
Taken together, in this study we provide an algorithm for storing stable trajectories in spiking neural
networks, optimized for the neuromorphic hardware Loihi. The network architecture is capable of exe-
cuting these trajectories on demand in real time given noisy, and even never-before-seen, inputs. While
an exhaustive exploration of the parameter space remains the subject of future work, we have shown
that the anisotropic network admits noise-robust, stable sequences with sufficient variability for output
learning and that spike-based pooling can implement on-chip regularisation, improving read out speed
and accuracy. Importantly, we provide the first neuromorphic implementation which has no global learn-
ing or adaptation mechanism and produces noise-robust spiking patterns on a control-relevant timescale
with sufficient variability to learn arbitrary functions.
While other approaches employing spiking neural networks exist, in general they fail to meet at least one
of the mentioned criteria. This means, in their current form, these models are either not implementable
on neuromorphic hardware or do not produce sequences that are stable, variable and long enough. We
briefly describe these models and highlight how they may be adapted for neuromorphic implementation.
Laje and Buonomano (2013) presented an “innate training” approach. The network was initialized with
a short input pulse and a modified FORCE algorithm (Sussillo and Abbott, 2009) was used to train
the recurrent connections. This stabilizes the innate structure of the recurrent connections and allows
a network state between chaotic and locally stable activity patterns. A trained output trajectory was
robust to perturbations, due to the tuned recurrent weights. Unfortunately this algorithm uses a rate
coded network and non-local learning rules, both of which are not applicable for most neuromorphic
systems.
Pehlevan et al. (2018) analyzed different approaches to solve the stability-variability trade-off in the
context of songbird songs. One additional and important criterion for their evaluation was the ability of
an algorithm to provide temporal flexibility, such that outputs can be replayed faster or slower. They
concluded that a synfire chain model fits best to solve this task. While this approach seems to model
the dynamics underlying songbird songs with flexible timing, synfire chains have a feed-forward structure
which makes them less flexible than recurrent network types.
Hennequin et al. (2014) put more focus on getting stable output from unstable initial conditions. They
used an optimization algorithm to build an inhibitory structure that helps to stabilize the excitatory
activity. More precisely, the strength of existing inhibitory connections was changed or new inhibitory
synapses were created or removed using an algorithm based on a relaxation of the spectral abscissa of
the weight matrix (Vanbiervliet et al., 2009). With this they obtained relatively stable spiking dynamics.
Interestingly, this approach is similar to our study in a sense that both approaches focus on the weight
matrix. While their proposed solution to the stability-variability trade-off is promising, so far the algo-
rithm has mainly been tested with rate coded networks. A more elaborate analysis with a spiking neural
network would be of interest.
Another recent approach involves multiplexing oscillations in a spiking neural network (Vincent-Lamarre et al.,
2020; Miall, 1989). Two input units inject sine-waves into a reservoir of neurons and the spiking dynamics
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in the reservoir follow a stable and unique pattern, which enables the learning of a long and stable output.
Compared to our algorithm, the oscillating units provide a continuous input to the network. We see this
approach as a potential alternative to the anisotropic network for robotic control. Interestingly, stability
is encoded in time rather than space, which raises the question whether this approach could be combined
with a pooling layer, reflecting temporal structure instead of spatial structure.
Maes et al. (2020) trained a recurrently connected spiking network such that small groups of neurons
become active in succession and thus provide the basis for a simple index code. Via a supervisor signal,
output neurons are trained to become responsive to a particular group or index from the recurrent
network and, thus, fire in a temporal order encoded in the feed-forward weights to the output layer.
Importantly, learning within the recurrent network and from the recurrent network to the output layer
is done using spike-timing dependent plasticity. However, as is, their implementation has a few small,
but likely reconcilable, incompatibilities with the neuromorphic hardware considered here. For example,
learning and synaptic normalisation is only local to the neuron, and not to the synapse and they rely
on adaptive exponential integrate and fire neurons, which are not implemented by Loihi. With some
modifications, their model may provide another neuromorphically implementable approach.
While our approach provides an algorithm for storing stable trajectories, our two-chip Loihi system is
limited in the number of neurons available, constrained mainly by the high number of synapses in our
recurrent network. Since this limitation is mainly caused by the current NxSDK software and not by
hardware, we expect an improvement in upcoming releases. With more neurons available we expect
even better stability, reducing the last remaining variations in our predictions and allowing even longer
movement actions, beyond 2 seconds.
One hurdle in developing neuromorphic implementations is the difficulty in transferring existing spiking
neural network models from CPU-based implementations to neuromorphic hardware. As outlined in the
Methods section, Loihi provides a fixed hardware-implemented neuron model. It is possible to adjust
parameters, but not the neuron model itself. Therefore, a perfect match between traditional simulators
like NEST (Gewaltig and Diesmann, 2007) or Brian2 (Stimberg et al., 2019) and neuromorphic hardware,
like Loihi, is in general an issue for future neuromorphic algorithms. Efficient methods for translating
neuroscientific models to Loihi is the subject of current work.
Finally, to complete the algorithm for autonomous use cases, in which Loihi is able to control a robot
independently, an on-chip output learning algorithm is vital. From our point of view this is the very next
step for developing a practically usable robotic platform for autonomous systems.
5 Conclusion
Taken together, we developed an algorithm which can serve as a basic unit in robotic applications. The
anisotropic network structure offers stability against noisy inputs and the overall architecture, especially
using the pooling layer, paves the way for further steps in the development of algorithms for neuromorphic
hardware. Our study proposes an algorithm based on intrinsic self-stabilizing features of a well initialized
anisotropic connectivity structure, which can overcome the instability problem of spiking neural networks
and support robust outputs on a timescale of seconds.
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Figure S1: A single trajectory estimation for the x-dimension for all different tasks (representation & gener-
alisation), networks (randomly connected network & anisotropic network) and estimation methods (excitatory
reservoir neurons with elastic net regularization & pooling layer neurons).
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Figure S2: Spike trains of the excitatory reservoir neurons A compared with the spike trains of the pooling
layer neurons B. In the anisotropic network (green) the stream-like structure of the excitatory reservoir neurons
are reflected in the pooling layer.
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Parameter NEST Loihi
temporal resolution dt 0.1ms N/A
excitatory neurons npopE 3600 3600
inhibitory neurons npopI 900 900
membrane capacitance Cm 250.0 pF N/A
leak conductance gL 25.0nS N/A
threshold potential vth −55.0mV 64000
resting potential EL −70.0mV 0
reset potential vreset −70.0mV 0
refractory period tref 2.0ms 2
synaptic time constant (exc.) τexc 5.0ms N/A
synaptic time constant (inh.) τinh 5.0ms N/A
current decay τI N/A 380
voltage decay τv N/A 400
synaptic delay d 1.0ms 1
synaptic weights (excitatory) Jexc 40 pA 12
synaptic weights (inhibitory) J inh −160 pA 48
connection probability pconn 0.05 0.05
perlin scale κperlin 4 4
gaussian sigma (exc.) σE 12 12
gaussian sigma (inh.) σI 9 9
shift magnitude nshift 1 1
Table S1: Comparison of parameters used for the NEST and the Loihi simulation. Both implementations use
leaky integrate-and-fire neurons with current-based synapses. The NEST model has an additional alpha-function
shaped synaptic current rise, which is not available on Loihi.
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