Introduction
Commodity prices and their fluctuations have received substantial attention in the literature over the years. 1 One of the stylized facts of commodity prices that remains puzzling is their apparent co-movement. 2 In their seminal paper, Pindyck and Rotemberg (1990) show that the prices of seven raw commodities move together even after controlling for macroeconomic and market conditions. They label this phenomenon as excess co-movement and attribute it to herd behavior in financial markets. The excess co-movement hypothesis, however, has been challenged by subsequent studies.
For example, Deb, Trivedi and Varangis (1996) argue that Pindyck and Rotemberg (1990) 's results are due to misspecification in their modeling strategy, since they do not account for possible issues of heteroskedasticity and for the potential presence of structural breaks in the dynamics of commodity prices. Cashin, McDermott and Scott (1999) find strong evidence of price co-movement within agricultural and metal commodities, but not between them. Similarly, Ai, Chatrath and Song (2006) do not find excess co-movement in the price of agricultural commodities. From a more theoretical point of view, Alquist and Coibion (2013) examine what drives the co-movement among commodity prices and build a model for thinking about the sources of commodity price co-movement and its implications in terms of macroeconomic dynamics. They suggest that commodity-related shocks have generally played a limited role in global business cycle fluctuations.
The general interest in the analysis of commodity prices is also motivated by the potentially large welfare implications of their properties. The presence of excess co-movement, for example, may cast doubts on the competitiveness and efficiency of commodity markets. Its existence might indicate that commodity traders react to herding behaviors instead of market fundamentals, missing arbitrage and hedging opportunities. Traders as well as exporting countries could also face substantial challenges to balance their portfolios and could therefore be exposed to high income volatility. In the case of agricultural commodities, farmers growing multiple crops may experience strong income fluctuations due to synchronized changes in prices, with significant effects on food security. Furthermore, a simultaneous increase in several commodity prices may generate inflation pressures on highly dependent commodity-import countries.
The recent increases in both the level and volatility of commodity prices have reignited the interest of researchers and policy makers in the behavior of commodity prices and their co-movement.
According to Ivanic, Martin and Zaman (2011) , the upsurge in commodity prices of 2007-2008 and 2010-2011 had an overall negative effect on the population, especially among the poor, who spend a high fraction of their income on food consumption. Several studies have lately investigated the determinants of these price fluctuations. Frankel (2008) indicates that the real interest rate may be an important determinant of oil and other mineral and agricultural prices. Svensson (2008) underscores the importance of taking into account aggregate supply and demand shifts to explain commodity price dynamics. Gilbert (2010) asserts that the recent commonality of rises 1 See, for example, Deaton (1999) , Beck (2001) , Cashin, McDermott and Scott (2002) , Enders and Holt (2012) and Karali and Power (2013) . 2 Saadi (2011) provides a recent review of commodity price co-movement in international markets.
and falls in the price of energy, metals and foods is unlikely to be coincidental and may be the result of a common set of macroeconomic and financial factors driving prices across a wide range of commodities. Byrne, Fazio and Fiess (2013) document a significant degree of price co-movement across 24 commodities and argue that such co-movement may be due to a common factor related to macroeconomic fundamentals, such as the real interest rate and stock market uncertainty.
In this paper we adopt a multivariate approach to comprehensively examine the degree of co-movement among major commodity markets. We first study the extent of cross-section correlation and the time-varying pairwise unconditional and conditional correlations between 11 energy, agricultural and food price returns using monthly data from January 1970 through May 2013.
Specifically, we use the uniform spacings method developed by Ng (2006) to test for the presence and evaluate the extent of unconditional co-movement in commodity price returns. We estimate a multivariate dynamic conditional correlation (DCC) model, based on Sheppard and Engle (2001) and Engle (2002) , to analyze the time-varying conditional correlations between commodity price returns. Furthermore, we investigate whether bivariate rolling unconditional correlations between commodity price returns are statistically associated with specific macroeconomic and financial factors by means of a linear regression analysis.
We contribute to the existing empirical literature on the topic along several dimensions. First, contrary to most previous studies, which mainly examine the co-movement of commodity price returns, we model the evolution over time of the interlinkages between markets by also allowing for time-variation in price-specific conditional volatilities. 3 Allowing for time-variation in mixed and non-mixed conditional second moments permits a more accurate assessment of the dynamic relationships between markets (Gallagher and Twomey, 1998). Second, our investigation is restricted to major energy, agricultural and food commodities. The goal is to analyze the extent of price correlations both within and across energy-and food-related markets. Agricultural commodities, for example, are expected to be correlated because they are generally close substitutes in demand, have similar input costs and share common market information. Yet, growing financial market integration and the development of agricultural futures markets might have corroborated these interdependencies in recent years. Furthermore, the interlinkages between energy and agricultural markets, typically related through production and transportation costs, may have become stronger due to the recent development of the biofuel industry and the increasing demand for agricultural produce in the production of ethanol and biodiesel (Rajagopal and Silverman, 2007) . Our period of analysis is sufficiently large to allow a characterization of the evolution of commodity prices in terms of trends and structural changes, which could be associated with particular events in the commodity markets (see Figure 1) . The use of monthly data allows us to capture dynamics that would otherwise be hidden in lower frequency data. 4 Finally, motivated by the work of Frankel (2008), Gilbert (2010) , Gruber and Vigfusson (2012) and Byrne, Fazio and Fiess (2013) on the co-movement of commodity prices, we evaluate if the correlations across markets are driven by real interest rates and by the volatility of stock market returns (a proxy for uncertainty in stock markets).
The empirical results that we present show that the price returns of related commodities are generally highly correlated. The uniform spacings methodology indicates strong and positive correlations within cereal crops, between cereal crops and soybean oil (a reference agricultural commodity), and within energy commodities. We also find an increase in the degree of co-movement between energy and agricultural commodity price returns in recent years, particularly maize (another agricultural commodity that we use as a reference) and soybean oil, which are important inputs in the production of biofuels. The evolution of the estimated dynamic conditional correlations confirm the presence of high levels of co-movement between the returns of energy commodities and maize and soybean oil in the past few years and a rising level of co-movement by the end of the sample. Our results provide evidence the emergence of even stronger interlinkages between energy and agricultural markets in recent years, likely determined by the expansion of the biofuel industry. The concluding linear regression analysis that we propose suggests that several of the observed correlations within and across energy and agricultural markets are positively affected by the behavior of financial markets (measured by the volatility of stock market returns) particularly after 2007, but not by changes in macroeconomic conditions (measured by a real interest rate).
The remainder of the paper is organized as follows. In Section 2 we describe the data and the statistical properties of the price returns included in the analysis. We also present the results of the breakpoint analysis that we perform to estimate breaks in the dynamics of nominal price returns.
In Section 3 we discuss empirical results concerning the extent of cross-section correlation in the data, the dynamic conditional correlations of nominal price returns and the statistical relevance of two potential driving factors (real interest rates and volatility of stock markets) of unconditional co-movement between commodity price returns. In Section 4 we draw the conclusions.
Commodity Prices and Breakpoints in Price Return Dynamics
Monthly prices of 11 commodities are the core of the dataset. We focus on the main energy products (coal, crude oil and natural gas), agricultural crops (barley, maize, rice, sorghum, soybean oil and wheat) and food products (coffee and sugar). Time series from January 1970 to May 2013 are obtained from the World Bank Commodity Price Data. 5 Figure 2 shows the evolution of nominal commodity prices series over the period under investigation. Energy and agricultural prices follow similar patterns, in particular (i) crude oil and coal, (ii) soybean oil and rice, and (iii) maize, wheat, barley and sorghum. Most of these prices reach peaks around the global food price crisis in 2007-2008 and, generally , in the last two years of the ratio. 5 Data are publicly available from http://go.worldbank.org/4ROCCIEQ50. Table 4 in Appendix B provides further details on the specific commodities included in the sample.
sample. Natural gas also shows a price spike in the early 2000s. The surge in soybean oil prices dates back to the mid-1970s and 1980s; in both cases it is related to major supply shortages in the United States. Unlike energy and agricultural prices, the prices of sugar and coffee do not appear to co-move. Sugar prices are rather stable over the entire sample period, while coffee prices peak in the late 1970s, mid-1990s and in 2011. Such peaks are all likely associated with bad weather conditions in Brazil and, more recently, in Colombia.
Our empirical analysis is based on month-to-month nominal commodity price returns, defined as r m,t = ln P m,t − ln P m,t−1 , where P m,t is the price of commodity m at time t. 6 By means of a breakpoint analysis based on Qu and Perron (2007) , whose technical details are described in Appendix A.1, we estimate breakpoints in the dynamics of the 11 commodity price returns in the sample. We consider an unrestricted vector autoregressive (VAR) model for the returns and estimate three breaks at unknown dates in the model coefficients and the variance-covariance matrix of the errors. The breaks we find are 1979M11, 1987M07 and 2007M05. 7 The empirical investigation that follows is conducted on the full sample and on the four resulting subsamples, (S1)
As shown in Figure 1 , the identified structural breaks generally coincide with significant events in energy and agricultural markets, which likely affected the dynamics of price returns. The results that we present in this paper are robust to alternative measures of price returns (real price returns computed using a seasonally adjusted and a non-seasonally adjusted consumer price index). Details are available upon request. 7 In order to assess the robustness of these results we perform several checks. Specifically, we apply the procedure to nominal and real returns and also consider VAR(0) and VAR(1) models to jointly describe and estimate the cross-correlation structure of price returns. All these findings are consistent with the presence of nonlinear time-dependency in the series of price returns, maybe due to the existence of time-varying conditional moments. Figure 3 plots the time-evolution of each nominal price return, whose fluctuations and volatility changes over time are apparent. These descriptive results motivate the adoption of specific econometric techniques to characterize the time-varying properties of the second moments of the commodity price returns in the sample. As already mentioned, particular attention is given to the second mixed moments, which are used in this study to measure the co-movement of price returns.
Measuring the Co-Movement of Commodity Price Returns
In this section we describe and discuss the main empirical findings of our investigation. We study the co-movement of commodity price returns in three different ways. We assess the extent of their cross-section unconditional correlation over the full sample and four subperiods by means of Ng (2006)'s methodology. We study the time-evolution of their dynamic conditional correlations by estimating a multivariate DCC model on the data, while allowing for time-varying conditional volatilities. Finally, we model the time-evolution of their unconditional correlations using a rolling regression approach based on Tang and Xiong (2012) . In this final context, we also run a regression analysis to statistically investigate the association between the unconditional co-movement of price returns and two of its possible determinants. Further details about the econometric techniques can be found in Appendix A.
Cross-Section Unconditional Correlations
We formally examine the cross-section co-movement of nominal price returns in energy, agricultural and food markets by following the uniform spacings methodology developed by Ng (2006) We assess the cross-section unconditional correlation of the 11 commodity price returns over the full sample (T = 520 monthly observations) and over the four subsamples described in Section 2 (T = 117 monthly observations over S1, T = 92 monthly observations over S2, T = 238 monthly observations over S3 and T = 73 monthly observations over S4). As reported in Table 2 , we reject the null hypothesis of no cross-section correlation at the 10% level in most time periods and for most values of q, a parameter that determines the length of the spacings needed to run the test.
The only exception is the 1979M11-1987M06 period, for which we are unable to reject the null of Table 6 in Appendix B provides additional information about the cross-section correlation of these commodities. We sort the pairs of commodities in the large absolute correlation sets over full sample and subsamples in a descending order. Overall, the price returns of related commodities (i.e., commodities in the same category) tend to be strongly positively correlated. We observe strong and positive correlations within cereal crops (specifically maize, sorghum, barley and wheat), between cereal crops and soybean oil and within energy commodities (oil, coal and gas). Related commodities are likely affected by similar supply and demand factors since they are close substitutes in demand, have similar input costs and share common market information. Such a positive correlation between related products is typically labeled as "category based" co-movement, given that investors (including hedgers and speculators) classify these crops as belonging to the same category from which they can shift resources to invest in other commodities or categories. For the full sample period, the returns of maize and sorghum exhibit the largest correlation (0. 
Dynamic Conditional Correlations
After examining the cross-sectional dimension of the panel of data, we focus on its time dimension.
The objective is to assess how the degree of correlation between commodity returns evolves over the years. We estimate a dynamic conditional correlation (DCC) model following Sheppard and
Engle (2001) In another set of unreported results, we analyze the correlations between the estimated timevarying conditional standard deviations (volatilities) of the series of price returns. We detect large co-movements in the conditional volatilities of agricultural products and crude oil price returns. In particular, the correlation between the estimated volatilities of soybean oil and crude oil returns more than quadruples from the 1970s to the last years in the sample. It more than triples in the case of maize and crude oil price returns over the same period of time. The conditional volatilities of sorghum and barley price returns also exhibit high correlations with the conditional volatility of crude oil price returns. The conditional volatility of soybean oil returns is also characterized by high levels of co-movement with the volatilities of coal and maize returns. 12
Overall, these empirical outcomes represent additional evidence in support of the high levels of interrelation between agricultural and energy markets emerged in recent years. As briefly discussed above and in the related literature, such a pattern might be driven by the expansion of the biofuel as the full results related to the estimated DCC model. 11 The conditional correlation between maize and coal becomes greater than 0.1 in the late 1980s; the conditional correlation between maize and natural gas permanently exceeds 0.1 starting from the late 1990s. 12 Additional details are available upon request.
industry.
Rolling Unconditional Correlations and Determinants
With the objective of understanding if there are factors driving the co-movement under investigation, we adopt a flexible approach to compute rolling unconditional correlations between commodity nominal price returns based on Tang and Xiong (2012). 13 We only report and discuss results related to rolling correlations estimated using a 24-month rolling window. Our empirical results are robust to alternative rolling windows. For example, a fixed rolling window of 60 monthly observations is also used for comparison purposes. Further details are available upon request. Real interest rates and stock market uncertainty might, in principle, affect the co-movement of commodity price returns. Some of the reasons can be found, for example, in the work of Frankel (2008), Gruber and Vigfusson (2012) and Byrne, Fazio and Fiess (2013) . They argue that the correlations of commodity price returns should be inversely related to the real interest rate. The theoretical foundations of this claim can also be found in Deaton and Laroque (1992, 1996) and are based on the idea that a fall in the interest rate lowers the volatility of prices (smoothing transitory shocks through lower inventory costs) and increases the correlations of price returns if covariant shocks are more persistent than idiosyncratic shocks. Byrne, Fazio and Fiess (2013) argue that the standard deviation of stock market prices can be used as a proxy of market uncertainty, in line with Beck (1993) and Dixit and Pindyck (1994) 's suggestion that market risk and uncertainty might be associated with movements in commodity prices. According to Beck (1993) , uncertainty may have a positive effect on commodity prices because volatile commodity prices are likely to reduce inventories and, consequently, their price. Dixit and Pindyck (1994) predict a negative effect of uncertainty on commodity prices as uncertainty increases the option value of waiting (since investment in the production of primary commodities may be irreversible). Gilbert (2010) also suggests that co-movements across commodity prices can be better explained by macroeconomic and financial conditions than by market-specific factors.
In this study we consider two possible determinants of the co-movement of commodity price returns: (i) a real interest rate series computed as the difference between an annualized 3-month (also taken from FRED), whose monthly series is derived as the standard deviation of the daily returns in each month in the sample. Motivated by the aforementioned studies about the possible effects of real interest rates and stock market uncertainty on the co-movement of commodity price returns, we regress the monthly series of estimated rolling absolute correlations between the price returns of commodities x and z -with x = z and x, z = 1, ..., 11 -on the annualized real interest rate and the standard deviation of S&P500 stock price returns. Specifically, we study the statistical properties of the model
where ρ xz,w,t is the estimated value of the rolling correlation between commodities x and z at time t and w is the length of the window used to compute the rolling correlations, i.e. w = 24 months, in this case; L = 12 is the maximum lag determined using the Schwarz criterion; RR t is the real interest rate and σ SP 500 is the standard deviation of S&P500 returns. A Newey-West correction, based on a Bartlett kernel and a fixed bandwidth, is employed to produce reliable standard errors for the regression coefficients. The dependent variable in the regression is measured in absolute value to measure whether returns on safe assets (the real interest rates) and/or the volatility of stock markets (market uncertainty) are statistically associated with the degree of co-movement in commodity price returns, regardless of its sign. 14 Table 3 reports the coefficients associated with the two regressors from the model estimated on the full sample. Table 7 in Appendix B reports the coefficients estimated from the regressions run on the four different subsamples previously identified in Section 2.
Unlike Byrne, Fazio and Fiess (2013), we fail to find a statistically significant association between the real interest rate and the co-movement of commodity price returns over the full sample of data.
In particular, out of 55 real interest rate coefficients estimated in 55 linear models, only 2 are statistically significant and negative as predicted by theoretical arguments. However, there seems to be some (limited) time-variation in such association from a statistical point of view. From the regression analysis run on the four subsamples, we observe statistically negative coefficients in a few cases (10 and 8) during the first two subperiods, especially when the dependent variable is the time-varying correlation between price returns of energy commodities and some agricultural commodities. Over the subsequent two subperiods, the number of statistically negative coefficients shrinks to 2 and 3. A possible explanation for this finding is that Byrne, Fazio and Fiess (2013) base their analysis on annual data spanning the 1900-2008 period of time, while we work with monthly data over a shorter period of time. The impact of macroeconomic conditions on the comovement of commodity price returns might be more easily detectable when considering long time spans. On the other hand, a statistically positive link between the standard deviation of S&P500 stock price returns and the co-movement of commodity price returns is much more evident. Over 
Conclusions
The recent and recurrent increases in both the level and volatility of commodity prices has led re- In general, we find positive correlations within energy and agricultural price returns. This finding is in line with the fact that related commodities are generally close substitutes in demand, share common market information and have similar input costs. Yet, we find an overall increase in the degree of co-movement between energy and agricultural price returns in recent years, especially in the cases of maize and soybean oil, which are important inputs in the production of biofuels.
Our empirical results provide supporting evidence of a higher association between energy and agricultural markets in recent years, likely driven by the expansion of the biofuel industry. From a policy perspective, the higher positive correlation in returns suggests that countries that are net importers of energy and agricultural commodities, like most developing countries, could have faced stronger upward price pressures in recent past. This could be more critical among Sub-Saharan Africa countries which also maintain caps on staple food prices to support consumption among the poor. In addition, we find clear signs of the existence of a statistically positive association between the co-movement of commodity price returns and stock market uncertainty, especially in the time period starting from 2007. On the other hand, from a statistical point of view, real interest rates do not seem to have much effect on the co-movement of price returns.
Future research on this topic should explore even further the dynamic behavior of commodity prices, the degree and evolution of market interrelations and their determinants. If increasing interdependencies across commodities occur, they may limit the effectiveness of diversification strategies aimed at reducing price risk. The steady expansion of the biofuel industry in the United
States and the European Union may further strengthen the extent and size of correlations between agricultural and energy commodity prices in the near future. The growing financial integration of commodity markets may also continue stimulating cross-market dependencies, while the underlying factors driving these associations and their dynamics may keep changing over time. Note. Price returns are computed as ln Pm,t − ln Pm,t−1, where Pm,t is the nominal price of commodity m at time t. Prices are measured in nominal terms. T stands for the number of monthly time observations. SD stands for standard deviation. The Shapiro-Wilk column reports the p-value of the Shapiro-Wilk test (the null hypothesis is that the series of returns has a normal distribution). The Ljung-Box column reports the p-value of the Ljung-Box test (the null hypothesis is that there is no autocorrelation in the series of squared returns up to twelve lags). 1970M02-2013M05, S1 to 1970M02-1979M10, S2 to 1979M11-1987M06, S3 to 1987M07-2007M04 and S4 to 2007M05-2013M05 . The null hypothesis of this testing procedure is that there is no cross-section correlation in the sample over the specified period of time. SVR is the standardized spacings variance ratio test statistic used to run the test. Parameter q indicates the order of the uniform spacings. The number of correlations in the L and S absolute correlation sets is estimated by maximum likelihood (see also Section A.2). The Pairs column reports the number of commodity pairs considered in the testing procedure. Note. This table reports the OLS estimates of δ and γ in the equation
Tables
β l ρ xz,w,t−l + δσSP 500,t + γRRt + εt.
The model parameters are estimated over the full sample, 1970M02-2013M05. ρ xz,w,t is the estimated value of the rolling correlation between the nominal price returns of commodities x and z at time t, where w is the length of the window used to compute the rolling correlations (w = 24 months, in this case). L = 12 is the maximum lag allowed in the model; L is determined using the Schwarz criterion. A Newey-West correction is used to produce reliable standard errors. ***, ** and * denote statistical significance at the 1%, 5% and 10% levels. 
Figures

A Econometric Techniques
In this Appendix we briefly describe the econometric techniques that we adopt to produce the results presented in the main body of the paper, in the tables, and in the figures. The nominal commodity price returns are defined as r m,t = ln P m,t − ln P m,t−1 , where P m,t is the nominal price of commodity m at time t.
A.1 Qu and Perron (2007)'s Breakpoint Analysis
We estimate two unrestricted vector autoregressions (VAR) of orders 0 and 1 for the nominal price returns of the eleven commodities over the full sample of data (1970M02-2013M05) . Both model specifications satisfy the conventional stability conditions ensuring stationarity. We evaluate the presence of structural breaks at unknown dates in the coefficients of the VAR equations and in the variance-covariance matrices of the error terms.
The errors are assumed to be normally distributed (quasi-maximum likelihood technique). The distribution of the relevant test statistic becomes degenerate as the estimated breaks approach the beginning or the end of the sample, or if any two breakpoints are too close to each other. In order to address this statistical issue, we set a trimming parameter of 15%; that is, 78 months (6.5 years) is the minimum distance between any two breakpoints, between the beginning of the sample and the first break, and between the last break and the end of the sample. The covariance matrices of the errors and the distributions of the regressors in the VAR models are allowed to change from each regime to the next, but no pre-whitening is applied for the construction of the breakpoint confidence intervals.
The multivariate approach that we adopt in this context is consistent with the rest of the analysis. 15 The breaks detected may differ from the breaks in individual bivariate correlation coefficients. Our assumption is that only some parameters of the VAR equations present structural breaks at some point in time and that, when a break occurs, it occurs simultaneously in all model parameters and the variance-covariance matrix of the errors.
Our preferred specification is a VAR(1) model of the eleven nominal price returns. We generally allow for the presence of two breaks, which are estimated to occur in 1979M11 and 1987M07. When we allow for the presence of a third structural break, we generally come across a corner solution, due to the 15% trimming at the two ends of the sample. The implication is that the third structural break is likely to lie to the right of the identified value (corner solution), closer to the end of the sample period. We investigate this possibility by testing for the presence of a structural break only on a restricted sample of data ranging from 1990M01 to 2013M05. By restricting the sample in this way, we reduce the number of trimmed observations from 6.5 years down to 3.5 years, while keeping the trimming parameter constant at 15%. We find an additional structural break in 2007M05, at the onset of several agricultural price spikes.
A.2 Ng (2006)'s Uniform Spacings Test for Cross-Section Unconditional Correlation
Let M = 11 be the number of nominal commodity price returns in the sample and T the number of monthly observations. As long as the data sample is sufficiently large, the returns do not need to satisfy any specific distributional assumptions. The number of unique elements above (or below) the main diagonal of the sample unconditional correlation matrix is N ≡
is the vector of sample absolute correlation coefficients that collects the estimates of the absolute values of the population correlations in ρ ≡ (ρ 1 , ρ 2 , ..., ρ N ) . These N sample absolute correlation coefficients are then ordered from the smallest to the largest, . We use a standardized spacings variance ratio test statistic, SV R (n), to test the hypothesis of zero absolute correlation within each group. Such a statistic has a standard normal probability density function under the null of no correlation in a subsample of absolute correlations of size n −→ ∞. Ng (2006) also shows that this testing strategy exhibits reliable small-sample properties. SV R (n) depends on the choice of the lag-length parameter q and is based on a transformation of the return correlation spacings, which are exchangeable by construction -that is, the structure of dependence in φ s − φ s−q is the same for any s. With uncorrelated data, the φ s 's all lie along a straight line with slope equal to 1 2(n+1) in a Cartesian space. The stronger the correlation intensity, the further away the φ s 's are from that straight line. As proposed in the original theoretical framework, we test for each group (S or L) whether the variance of
is a linear function of q. The problem is then to test the uniformity and nonstationarity of a specific transformation of sample absolute correlations. 16 If the uniformity hypothesis on the φ s 's is rejected for S, testing whether the same hypothesis holds for L becomes uninformative. In fact, if the small correlations are statistically different from zero, then the absolute correlations in L must also be different from zero by construction.
A.3 Dynamic Conditional Correlations
The multivariate (MV) GARCH model assumes that the M demeaned nominal commodity price returns are conditionally multivariate normal with zero expected value and covariance matrix H t .
A dynamic conditional correlation DCC(J,K) MV-GARCH(P,Q) model is used on the transformed returns r m,t = r m,t − r m , where r m = T t=1 rm,t T
. Let r = (r 1 , r 2 , ..., r M ) , r t = ( r 1,t , r 2,t , ..., r M,t ) , For each price return, P m and Q m are integers between 1 and 4, chosen according to the Schwarz criterion. They need not be the same. Also let P = (P 1 , P 2 , ..., P M ) and Q = (Q 1 , Q 2 , ..., Q M ) .
The process
to describe the conditional dynamic correlation structure used to model the data.
is the vector of residuals obtained from the multiple OLS regressions r t = θ + t and standardized by their conditional standard deviations. U is the unconditional covariance of the standardized residuals resulting from the first-stage estimation. We assume that
such that U * t is a diagonal matrix composed of the square root of the diagonal elements of U t . Under suitable conditions, the elements of R t have the form ρ * xz,t = uxz,t √ uxx,tuzz,t , with x, z = 1, 2, ..., M . Note that R t can also be constant and equal to R. In such a case, the DCC(J,K) MV-GARCH(P,Q) model becomes a constant conditional correlation CCC MV-GARCH(P,Q) model (Bollerslev, 1990) . In this paper, J and K are always set equal to 1. While the main focus of our work is on the multivariate analysis of commodity price returns and their correlations, we also estimate bivariate (BV) models, DCC(J,K) BV-GARCH(P,Q), between all pairs of commodity returns and find qualitatively similar results.
17 The assumption of multivariate normality is not strictly required for consistency and asymptotic normality of the estimators. If returns have non-normal innovations, the DCC estimator corresponds to a quasi-maximum likelihood estimator. 18 Conventional GARCH restrictions for non-negativity of variances and stationarity are imposed.
A.4 Rolling Unconditional Correlations
Following Tang and Xiong (2012), we normalize the regular monthly commodity price returns by their respective averages and standard deviations, r * m,t = rm,t−rm
. We then regress the normalized return of commodity x, r * x,t , onto the normalized return of commodity z, r * z,t , with x, z = 1, 2, ..., M and x = z. ρ xz obtained from the regression r * x,t = µ + ρ xz r * z,t + η t is the estimated unconditional correlation between the two commodity price returns. We assess the time-variation in the correlation coefficients between all pairs of commodity price returns by estimating rolling regressions with fixed windows of size equal to two and five years -i.e., 24 and 60 months. NeweyWest standard errors, based on a Bartlett kernel and a fixed bandwidth, correct for autocorrelation in the regression residuals and are used to derive reliable rolling 95% confidence intervals for ρ xz . Note. Price returns are computed as ln Pm,t − ln Pm,t−1, where Pm,t is the nominal price of commodity m at time t. Prices are measured in nominal terms. T stands for the number of monthly time observations. SD stands for standard deviation. The Shapiro-Wilk column reports the p-value of the Shapiro-Wilk test (the null hypothesis is that the series of returns has a normal distribution). The Ljung-Box column reports the p-value of the Ljung-Box test (the null hypothesis is that there is no autocorrelation in the series of squared returns up to twelve lags). β l ρ xz,w,t−l + δσSP 500,t + γRRt + εt.
B Supplementary Tables and Figures
The model parameters are estimated over the indicated subsamples. ρ xz,w,t is the estimated value of the rolling correlation between the nominal price returns of x and z at time t, where w is the length of the window used to compute the rolling correlations (w = 24 months, in this case). L = 12 is the maximum lag allowed in the model; L is determined using the Schwarz criterion. A Newey-West correction is used to produce reliable standard errors. ***, ** and * denote statistical significance at the 1%, 5% and 10% levels. Note. This figure reports a graphical representation of the evolution of ρ xz,w,t -i.e., the rolling correlation between the nominal price returns of commodities x (maize) and z, where w is the length of the window used to compute the rolling correlations (w = 24 months, in this case). 95% confidence bands are also plotted. Note. This figure reports a graphical representation of the evolution of ρ xz,w,t -i.e., the rolling correlation between the nominal price returns of commodities x (soybean oil) and z, where w is the length of the window used to compute the rolling correlations (w = 24 months, in this case). 95% confidence bands are also plotted.
