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DECOMPOSITION OF TENSOR PRODUCTS OF
DEMAZURE CRYSTALS
TAKAFUMI KOUNO
Abstract. In general, a tensor product of Demazure crystals does not
decompose into a disjoint union of Demazure crystals. However, under
a certain condition, a tensor product decomposes into a disjoint union
of Demazure crystals. In this paper, we introduce a necessary and suffi-
cient condition for every connected component of a tensor product of two
Demazure crystals to be isomorphic to some Demazure crystal. More-
over, we consider a recursive formula describing connected components
of tensor products of arbitrary Demazure crystals. As an application,
we discuss the key positivity problem, which is the problem whether a
product of key polynomials is a linear combination of key polynomials
with nonnegative integer coefficients or not. Also, we obtain a crystal-
theoretic analog of the Leibniz rule for Demazure operators.
1. Introduction
Let g be a finite dimensional simple Lie algebra over C, and Uq(g) the
quantum group of g over the field Q(q) of rational functions over Q in a vari-
able q. For a dominant integral weight λ, we denote by L(λ) the irreducible
highest weight Uq(g)-module with highest weight λ. It is well-known that
the category of finite dimensional Uq(g)-modules of type 1 is semisimple.
Hence, for dominant integral weights λ and µ, L(λ)⊗L(µ) decomposes into
a direct sum of finite dimensional type 1 irreducible highest weight Uq(g)-
modules, namely, there exists a nonnegative integer cνλ,µ for each dominant
integral weight ν such that
L(λ)⊗ L(µ) '
⊕
ν∈P+
L(ν)⊕c
ν
λ,µ ,
where P+ is the set of dominant integral weights. The integers cνλ,µ are
called Littlewood-Richardson coefficients.
For a dominant integral weight ν, the module L(ν) has a crystal basis
(L(ν),B(ν)). From the decomposition above of L(λ)⊗ L(µ), we obtain the
corresponding formula
B(λ)⊗ B(µ) '
⊔
ν∈P+
B(ν)⊕cνλ,µ ;
namely, a tensor product of crystal bases decomposes into a disjoint union
of connected highest weight crystals.
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2 TAKAFUMI KOUNO
Now we consider Demazure crystals. Does a tensor product of Demazure
crystals decompose into a disjoint union of Demazure crystals? In general,
the answer is no. However, in some special cases, it is known that a tensor
product of Demazure crystals decomposes into a disjoint union of Demazure
crystals. Let W be the Weyl group of g. For w ∈ W and λ ∈ P+, we
denote by Bw(λ) the Demazure crystal of lowest weight wλ. Lakshmibai,
Littelmann, and Magyar proved the following theorem.
Theorem 1.1 ([LLM, Proposition 12]). Let λ and µ be dominant integral
weights, and w an element of W . Then Be(λ) ⊗ Bw(µ) decomposes into a
disjoint union of Demazure crystals.
Note that Be(λ) = {bλ}, where bλ ∈ B(λ) is the highest weight element.
The first main result of this paper is the following theorem, which gen-
eralizes the above one. Let Φ+ be the set of positive roots, {αi}i∈I the set
of simple roots, and si the simple reflection corresponding to αi. We set
Wλ := {w ∈ W | wλ = λ} for λ ∈ P+. For w ∈ W , we denote by bwcλ the
minimal-length representative for the coset wWλ, and by dweλ the maximal-
length representative for the coset wWλ. For w ∈W , we denote by `(w) the
length of w.
Theorem 1.2. Let λ and µ be dominant integral weights. For w ∈ W , we
define the group Ww as the subgroup of W generated by {si | i ∈ I, `(siw) <
`(w)}. Then, for v, w ∈W , the set Bv(λ)⊗Bw(µ) decomposes into a disjoint
union of Demazure crystals if and only if bvcλ ∈Wdweµ .
The key positivity problem is the problem whether a product of key poly-
nomials is a linear combination of key polynomials with nonnegative integer
coefficients or not. If g is of type A, then the character of a Demazure
crystal is identical to a key polynomial. Hence the above theorem tells us a
sufficient condition for the key positivity problem. For w ∈W and λ ∈ P+,
we denote by κwλ the character of Bw(λ). Then we obtain the following
theorem.
Theorem 1.3. Let λ and µ be dominant integral weights, v and w elements
of W . If bvcλ ∈Wdweµ or bwcµ ∈Wdveλ , then the product κvλκwµ is a linear
combination of the characters of Demazure crystals with nonnegative integer
coefficients.
The next main result of this paper is a recursive formula describing con-
nected components of tensor products of arbitrary Demazure crystals. For
each dominant integral weight λ, we identify B(λ) as the crystal composed
of all Lakshmibai-Seshadri paths of shape λ. Let λ and µ be dominant inte-
gral weights, v and w elements of W . For a λ-dominant path pi ∈ Bw(µ), we
denote by C(pi, v) the connected component of Bv(λ)⊗Bw(µ) whose highest
weight element is piλ ⊗ pi, where piλ is the highest weight element of B(λ).
An idea is to compare C(pi, v) and C(pi, siv) for i ∈ I with `(siv) > `(v).
We obtain the following formula.
Theorem 1.4. Let λ, µ be dominant integral weights, v, w elements of the
Weyl group W . Take i ∈ I which satisfies `(siv) > `(v). Also, we take a
λ-dominant path pi ∈ Bw(µ). Then we have the following equation.
C(pi, siv)
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=
⋃
a≥0
f˜ai (C(pi, v)) \ {0}

\
f˜ 〈wt(pi1),α∨i 〉i (pi1)⊗ f˜ bi (pi2)
∣∣∣∣∣∣
pi1 ⊗ pi2 ∈ C(pi, v),
e˜i(pi1) = 0, f˜i(pi2) 6∈ Bw(µ) unionsq {0},
1 ≤ b ≤ 〈wt(pi2), α∨i 〉.
 .
As an application of this theorem, one can prove the following relation,
which is an analog of the Leibniz rule for Demazure operators. For i ∈ I
and λ ∈ P+, the map Si : B(λ)→ B(λ) is defined as follows.
Si : B(λ)→ B(λ), b 7→
{
f˜
〈wt(b),α∨i 〉
i (b) if 〈wt(b), α∨i 〉 ≥ 0,
e˜
−〈wt(b),α∨i 〉
i (b) if 〈wt(b), α∨i 〉 ≤ 0.
Also, we define the map e˜maxi : B(λ) → B(λ) for i ∈ I and λ ∈ B(λ) as
e˜maxi (b) := e˜
εi(b)
i (b) for b ∈ B(λ).
Theorem 1.5. Let λ, µ be dominant integral weights, v, w elements of W .
Take i ∈ I which satisfies `(siv) > `(v). Then it holds that⋃
n≥0
f˜ni (Bv(λ)⊗ Bw(µ)) \ {0}
= (Bsiv(λ)⊗ Bw(µ)) unionsq (Si(e˜maxi (Bv(λ)))⊗ (Bsiw(µ) \ Bw(µ))).
This paper is organized as follows. In Section 2, we recall some basic facts
about quantum groups, their representations, and crystal bases. In Section
3, we give some properties of Weyl groups. In Section 4, we recall the
definition of crystals and review the definition and properties of Demazure
crystals. In Section 5, we introduce Lakshmibai-Seshadri paths. In Section
6, we give some examples of tensor products of Demazure crystals, then
prove Theorem 1.2. In section 7, we consider Theorem 1.4, which is a
recursive formula describing connected components of tensor products of
Demazure crystals. In section 8, we give applications of our theorems, first,
we discuss Theorem 1.3 and the key positivity problem, and next we consider
Theorem 1.5, which is an analog of the Leibniz rule for Demazure operators.
Acknowledgments. The author is deeply indebted to Satoshi Naito for
numerous helpful suggestions and in-depth discussions. He would like to
thank Daisuke Sagaki for many useful comments. He is grateful to Fumihiko
Nomoto, Naoki Fujita, and Hideya Watanabe for various valuable pieces of
advice.
2. Quantum Groups and Their Representations
In this section, we recall some basic facts about quantum groups and their
representation theory. For details, see [Ja].
2.1. Quantum groups. Let g be a finite dimensional simple Lie algebra
over C, h the Cartan subalgebra of g, Φ the root system of g, Φ+ the set
of positive roots, Π = {αi}i∈I the set of simple roots, Π∨ = {α∨i }i∈I the
set of simple coroots, si the simple reflection corresponding to αi, i ∈ I,
W := 〈si | i ∈ I〉 the Weyl group of g. Then there is a W -invariant inner
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product ( , ) on the vector space over R generated by Φ such that (α, α) = 2
for all short roots α ∈ Φ. Also, let P be the weight lattice of g, P+ the set
of dominant integral weights, ZΦ the root lattice of g. We set k := Q(q) be
the field of rational functions over Q in a variable q.
For i ∈ I and a ∈ Z, we set [a]i := (qai − q−ai )/(qi − q−1i ), where qi :=
q(αi,αi)/2. Then we can define the q-binomial coefficients by[
a
n
]
i
:=
[a]i[a− 1]i · · · [a− n+ 1]i
[n]i[n− 1]i · · · [1]i
for i ∈ I and a, n ∈ Z with n > 0; we set[
a
0
]
i
:= 1
for i ∈ I and a ∈ Z. In addition, we can define the q-analog of the factorial
for all n ∈ Z with n > 0 by
[n]!i := [n]i[n− 1]i · · · [1]i
for i ∈ I; we set [0]!i := 1.
Definition 2.1 ([Ja, Section 4.3]). The quantum group Uq(g) is the asso-
ciative algebra over k with generators Ei, Fi,Ki,K
−1
i , i ∈ I, and relations
KiK
−1
i = K
−1
i Ki = 1 (i ∈ I),
KiKj = KjKi (i, j ∈ I),
KiEjK
−1
i = q
(αi,αj)Ej (i, j ∈ I),
KiFjK
−1
i = q
−(αi,αj)Fj (i, j ∈ I),
EiFj − FjEi = δijKi −K
−1
i
qi − q−1i
(i, j ∈ I),
1−aij∑
s=0
(−1)s
[
1− aij
s
]
i
E
1−aij−s
i EjE
s
i = 0 (i, j ∈ I),
1−aij∑
s=0
(−1)s
[
1− aij
s
]
i
F
1−aij−s
i FjF
s
i = 0 (i, j ∈ I),
where δij is the Kronecker delta, and aij = 2(αi, αj)/(αi, αi) is the (i, j)-
entry of the Cartan matrix of g.
For each i ∈ I, the subalgebra of Uq(g) generated by Ei, Fi,Ki,K−1i is
isomorphic to Uqi(sl2); we denote this algebra by U
i.
2.2. Representations of quantum groups. In this subsection, we will
survey the representation theory of quantum groups.
Let M be a finite dimensional Uq(g)-module. For λ ∈ P , we set Mλ :=
{m ∈M |Kim = q(λ,αi)m for all i ∈ I}. We call M type 1 if M =
⊕
λ∈P Mλ
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holds. From now on, finite dimensional Uq(g)-modules are assumed to be of
type 1.
Definition 2.2 ([Ja, Section 5.5]). For λ ∈ P , we define the Verma module
M(λ) by
M(λ) := Uq(g)
/(∑
i∈I
Uq(g)
(
Ki − q(λ,αi)
)
+
∑
i∈I
Uq(g)Ei
)
.
The Verma module M(λ) has a unique irreducible quotient. We denote
this module by L(λ).
Theorem 2.3 ([Ja, Theorem 5.10]). For λ ∈ P+, L(λ) is finite dimensional.
Conversely, each finite dimensional irreducible Uq(g)-module is isomorphic
to L(λ) for some λ ∈ P+.
It is known that every finite dimensional Uq(g)-module decomposes into
a direct sum of finite dimensional irreducible Uq(g)-modules. Namely, we
know the following.
Theorem 2.4 ([Ja, Theorem 5.17]). The category of finite dimensional
Uq(g)-modules is semisimple.
Take λ ∈ P+ arbitrarily. There is a vector vλ in L(λ)λ \ {0} such that
Eivλ is equal to 0 for all i ∈ I. We call this vλ a highest weight vector of
L(λ). It is known that L(λ) is generated by vλ over Uq(g).
2.3. Crystal bases. In the previous subsection, we introduced the finite
dimensional irreducible Uq(g)-module L(λ) for λ ∈ P+. In fact, these mod-
ules have certain good bases, called crystal bases. In this subsection, we
construct these bases.
Let M be a finite dimensional Uq(g)-module. Take i ∈ I. Recall that
every finite dimensional Uqi(sl2)-module decomposes into a direct sum of
finite dimensional irreducible Uqi(sl2)-modules by Theorem 2.4. Therefore,
by considering M as a U i-module, we see that for λ ∈ P , every x ∈Mλ can
be uniquely written as:
x =
∑
j≥0, j≥−〈λ,α∨i 〉
1
[j]!i
F ji xj ,
where xj ∈Mλ+jαi and Eixj = 0 for all j. Then we define the operators f˜i
and e˜i by
f˜i(x) :=
∑
j≥0, j≥−〈λ,α∨i 〉
1
[j + 1]!i
F j+1i xj ,
e˜i(x) :=
∑
j>0, j≥−〈λ,α∨i 〉
1
[j − 1]!iF
j−1
i xj
for λ ∈ P and x ∈Mλ, and extend this by linearity. We call f˜i the lowering
Kashiwara operator, and e˜i the raising Kashiwara operator.
We define a ring A by
A := Q[q](q) =
{
f
g
∣∣∣∣ f, g ∈ Q[q], g(0) 6= 0} .
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Definition 2.5 ([Ja, Definition 9.3]). Let M be a finite dimensional Uq(g)-
module. A-submodule M of M is called an admissible lattice if M satisfies
the following conditions.
(1) M is finitely generated over A and M⊗A k is isomorphic to M as
k-vector spaces by the multiplication map.
(2) M has the weight space decomposition, that is, we have M =⊕
λ∈PMλ, where Mλ :=M∩Mλ for λ ∈ P .
(3) M is stable under Kashiwara operators, that is, for all i ∈ I, f˜i(M)
and e˜i(M) are contained in M.
Kashiwara operators f˜i and e˜i, i ∈ I, on M induce operators onM/qM.
We also denote these operators by f˜i and e˜i for i ∈ I.
Definition 2.6 ([Ja, Definition 9.4]). Let M be a finite dimensional Uq(g)-
module. A pair (M,B), where M is an admissible lattice of M and B is
a basis of the Q-vector space M/qM, is called a crystal basis if (M,B)
satisfies the following conditions.
(1) B is compatible with the weight space decomposition of M, that is,
B = ⊔λ∈P Bλ holds where Bλ := B ∩ (Mλ/qMλ).
(2) f˜i(B) ⊂ B unionsq {0} and e˜i(B) ⊂ B unionsq {0} for all i ∈ I.
(3) For all b, b′ ∈ B and i ∈ I, we have b′ = f˜i(b)⇔ b = e˜i(b′).
Now we construct the crystal basis of L(λ) for λ ∈ P+. Set
L(λ) :=
∑
r≥0
i1,...,ir∈I
Af˜i1 · · · f˜ir(vλ).
We set bλ := vλ + qL(λ) ∈ L/qL. Then we define B(λ) by
B(λ) :=
{
f˜i1 · · · f˜ir(bλ)
∣∣∣ r ≥ 0, i1, . . . , ir ∈ I} \ {0}.
Note that we can define operators f˜i, i ∈ I, on L/qL by f˜i(m + qL(λ)) :=
f˜i(m) + qL(λ) for m+ qL(λ) ∈ L(λ)/qL(λ).
Then we know the following theorem.
Theorem 2.7 ([Ja, Theorem 9.25]). For all λ ∈ P+, the pair (L(λ),B(λ))
is a crystal basis of L(λ).
Sometimes we call B(λ) the highest weight crystal for λ ∈ P+.
3. Basic Facts about Weyl Groups
In this section, we recall some basic facts about Weyl groups. For details,
see [Hu].
3.1. The length function. For w ∈ W , we can express w as a product of
simple reflections, that is, there exist i1, . . . , il ∈ I such that w = si1 · · · sil .
We call the product si1 · · · sil an expression for w. If w is written as
w = si1 · · · sil with l minimal, then the product si1 · · · sil is called a re-
duced expression for w, the sequence (i1, . . . , il) is called a reduced word for
w, and l is called the length of w, denoted by `(w). Note that a reduced
expression for w is not unique.
Also, for w ∈W we define n(w) := #(Φ+ ∩ w−1(−Φ+)).
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Lemma 3.1 ([Hu, Lemma 1.6]). Let k ∈ I and w ∈W . Then the following
holds.
(1) wαk ∈ Φ+ ⇒ n(wsk) = n(w) + 1.
(2) wαk ∈ −Φ+ ⇒ n(wsk) = n(w)− 1.
(3) w−1αk ∈ Φ+ ⇒ n(skw) = n(w) + 1.
(4) w−1αk ∈ −Φ+ ⇒ n(skw) = n(w)− 1.
3.2. Deletion and exchange conditions. First, we explain the deletion
condition.
Theorem 3.2 (Deletion condition; [Hu, Theorem 1.7]). Let w be an el-
ement of W . Let w = si1 · · · sil be an arbitrary expression for w. If
n(w) < l, then there exist indices j, k ∈ {1, . . . , l} with j < k such that
w = si1 · · · sij−1sij+1 · · · sik−1sik+1 · · · sil .
As a corollary, we have the following.
Corollary 3.3 ([Hu, Section 1.6, 1.7]). For w ∈W , we have `(w) = n(w).
By Theorem 3.2, if an expression w = si1 · · ·wil for w ∈ W is not a
reduced expression, then we can omit two si’s.
Now we describe the exchange condition.
Theorem 3.4 (Exchange condition; [Hu, Section 1.7]). Let w be an element
of W . Fix a reduced expression w = si1 · · · sil . If `(wsk) < `(w) for k ∈ I,
then there exists an index j ∈ {1, . . . l} such that wsk = si1 · · · sij−1sij+1 · · · sil .
As a corollary, we obtain the following assertion which we use in the proof
of our main results.
Corollary 3.5. Let w ∈W . We set l = `(w).
(1) If wαk ∈ −Φ+ for k ∈ I, then there exists a reduced expression w =
sj1 · · · sjl such that jl = k.
(2) If w−1αk ∈ −Φ+ for k ∈ I, then there exists a reduced expression
w = sj1 · · · sjl such that j1 = k.
3.3. Parabolic subgroups and coset representatives. For a subset J
of I, we define WJ := 〈si | i ∈ J〉 ⊂W .
Definition 3.6. A parabolic subgroup of W is a subgroup of W of the form
WJ for some J ⊂ I.
A parabolic subgroup of W has minimal and maximal-length representa-
tives.
Lemma 3.7 ([Hu, Section 1.10]). (1) For a subset J of I and w ∈ W ,
the coset wWJ has a unique element bwcJ such that `(bwcJ) ≤ `(v) for
all v ∈ wWJ . We call bwcJ the minimal-length representative for the coset
wWJ .
(2) For a subset J of I and w ∈ W , the coset wWJ has a unique element
dweJ such that `(dweJ) ≥ `(v) for all v ∈ wWJ . We call dweJ the maximal-
length representative for the coset wWJ .
For λ ∈ P+, the stabilizer of λ is defined by Wλ := {w ∈ W | wλ =
λ}; Wλ is a parabolic subgroup of W since Wλ = 〈si | i ∈ I, siλ = λ〉.
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Hence, for each w ∈ W , the coset wWλ has minimal and maximal-length
representatives. We denote by bwcλ the minimal-length representative for
wWλ, and by dweλ the maximal-length representative for wWλ.
4. Crystals, Tensor Products and Demazure Crystals
In this section, we review the definitions and some of the properties of
crystals, tensor products of crystals, and Demazure crystals.
4.1. The definitions of crystals and tensor products of crystals.
First of all, we give the definition of crystals. Crystal bases of finite dimen-
sional Uq(g)-modules are examples of crystals.
Definition 4.1 ([HK, Definition 4.5.1, Remark 4.2.4]). (1) A set B (which
does not contain 0), equipped with maps wt : B → P , f˜i, e˜i : B → B unionsq {0},
i ∈ I, ϕi, εi : B → Z ∪ {−∞}, i ∈ I, is called a crystal if it satisfies the
following conditions:
ϕi(b) = εi(b) + 〈wt(b), α∨i 〉 (b ∈ B, i ∈ I);
e˜i(b) ∈ B ⇒ wt(e˜i(b)) = wt(b) + αi (b ∈ B, i ∈ I);
f˜i(b) ∈ B ⇒ wt(f˜i(b)) = wt(b)− αi (b ∈ B, i ∈ I);
e˜i(b) ∈ B ⇒ εi(e˜i(b)) = εi(b)− 1, ϕi(e˜i(b)) = ϕi(b) + 1 (b ∈ B, i ∈ I);
f˜i(b) ∈ B ⇒ εi(f˜i(b)) = εi(b) + 1, ϕi(f˜i(b)) = ϕi(b)− 1 (b ∈ B, i ∈ I);
f˜i(b) = b
′ ⇔ b = e˜i(b′) (b, b′ ∈ B, i ∈ I);
ϕi(b) = −∞⇒ e˜i(b) = f˜i(b) = 0 (b ∈ B, i ∈ I).
(2) Let B be a crystal. The crystal graph of B is an I-colored directed graph
whose vertices are the elements of B and whose I-colored edges are defined
by: b
i−→ b′ ⇔ b′ = f˜i(b) for b, b′ ∈ B.
(3) Let B be a crystal. A connected component of B is the set of vertices of
a connected component of the crystal graph of B.
(4) Let B be a crystal. The character ch(B) is defined by
ch(B) :=
∑
λ∈P
(#Bλ)eλ,
where Bλ := {b ∈ B | wt(b) = λ} for λ ∈ P , and eλ, λ ∈ P , are the formal
basis elements of the group algebra Z[P ] of P with multiplication defined
by eλeµ := eλ+µ for λ, µ ∈ P .
Example 4.2. Let λ be a dominant integral weight. We define maps wt :
B(λ)→ P and ϕi, εi : B(λ)→ Z, i ∈ I, by
wt(b) := µ if b ∈ B(λ)µ for µ ∈ P,
ϕi(b) := max{n ≥ 0 | f˜ni (b) 6= 0},
εi(b) := max{n ≥ 0 | e˜ni (b) 6= 0}.
Then it is easy to verify that B(λ) is a crystal equipped with maps wt,
{f˜i}i∈I , {e˜i}i∈I , {ϕi}i∈I , {εi}i∈I .
Also, we define maps e˜maxi , f˜
max
i : B(λ) → B(λ) for i ∈ I as follows. For
b ∈ B(λ), we set e˜maxi (b) := e˜εi(b)i (b) and f˜maxi (b) := f˜ϕi(b)i (b). By definitions,
we have e˜maxi (b) 6= 0, e˜(e˜maxi (b)) = 0, and f˜maxi (b) 6= 0, f˜i(f˜maxi (b)) = 0 for
b ∈ B(λ) and i ∈ I.
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We introduce morphisms between two crystals.
Definition 4.3 ([HK, Definition 4.5.5, Definition 4.5.6]). Let B,B′ be crys-
tals.
(1) A morphism Ψ : B → B′ is a map Ψ : B unionsq {0} → B′ unionsq {0} satisfying:
(i) ψ(0) = 0;
(ii) if b, b′ ∈ B satisfy b′ = f˜i(b) for some i ∈ I and Ψ(b) 6= 0, Ψ(b′) 6= 0,
then Ψ(b′) = f˜i(Ψ(b)) and Ψ(b) = e˜i(Ψ(b′));
(iii) if b ∈ B satisfies Ψ(b) 6= 0, then wt(Ψ(b)) = wt(b), ϕi(Ψ(b)) = ϕi(b),
and εi(Ψ(b)) = εi(b) for all i ∈ I.
(2) A morphism Ψ : B → B′ is strict if for all b ∈ B and i ∈ I, Ψ(e˜i(b)) =
e˜i(Ψ(b)) and Ψ(f˜i(b)) = f˜i(Ψ(b))
(3) A strict morphism Ψ : B → B′ is called an isomorphism if Ψ : Bunionsq{0} →
B′ unionsq {0} is bijective.
(4) If there exists an isomorphism between B and B′, we say that B and B′
are isomorphic.
When we take two crystals, we can form a tensor product of these.
Definition 4.4 ([HK, Definition 4.5.3]). Let B and B′ be crystals. The
tensor product of B and B′ is the set B ⊗ B′ := B × B′ equipped with maps
wt, {f˜i}i∈I , {e˜i}i∈I , {ϕi}i∈I , {εi}i∈I defined as follows: for b ∈ B and b′ ∈ B′,
wt(b⊗ b′) = wt(b) + wt(b′);
εi(b⊗ b′) = max{εi(b), εi(b′)− 〈wt(b), α∨i 〉};
ϕi(b⊗ b′) = max{ϕi(b′), ϕi(b) + 〈wt(b′), α∨i 〉};
e˜i(b⊗ b′) =
{
e˜i(b)⊗ b′ (ϕi(b) ≥ εi(b′)),
b⊗ e˜i(b′) (ϕi(b) < εi(b′));
f˜i(b⊗ b′) =
{
f˜i(b)⊗ b′ (ϕi(b) > εi(b′)),
b⊗ f˜i(b′) (ϕi(b) ≤ εi(b′)).
Note that for b ∈ B and b′ ∈ B′, we denote the element (b, b′) ∈ B ⊗ B′ by
b⊗ b′.
We can easily check that a tensor products of crystals is also a crystal.
Let B and B′ be crystals. In this paper, we set S ⊗ S ′ := {b ⊗ b′ | b ∈
S, b′ ∈ S ′} for subsets S ⊂ B and S ′ ⊂ B′.
For λ, µ ∈ P+, i ∈ I, and b ⊗ b′ ∈ B(λ) ⊗ B(µ), we set e˜maxi (b ⊗ b′) :=
e˜
εi(b⊗b′)
i (b ⊗ b′) and f˜maxi (b ⊗ b′) := f˜ϕi(b⊗b
′)
i (b ⊗ b′). We can verify that
e˜maxi (b⊗b′) 6= 0, e˜i(e˜maxi (b⊗b′)) = 0, and f˜maxi (b⊗b′) 6= 0, f˜i(f˜maxi (b⊗b′)) =
0.
4.2. Demazure crystals. We define Demazure crystals Bw(λ) for w ∈ W
and λ ∈ P+.
Definition 4.5. Let w ∈ W and λ ∈ P+. We fix a reduced expression
w = si1 · · · sil , where l = `(w). The Demazure crystal Bw(λ) is defined to be
Bw(λ) :=
{
f˜a1i1 · · · f˜
al
il
(bλ)
∣∣∣ a1, . . . , al ≥ 0} \ {0}.
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Remark 4.6. (1) The Demazure crystal Bw(λ) does not depend on the choice
of a reduced expression for w. Moreover, for all i ∈ I, we have e˜i(Bw(λ)) ⊂
Bw(λ) unionsq {0}. For details, see [Ka1, Proposition 3.2.3].
(2) In general, Bw(λ) is not stable under lowering Kashiwara operators.
Hence a Demazure crystal is not a crystal.
A Demazure crystal has a good parametrization.
Definition 4.7 ([Li3, Section 1]). Let w ∈ W and λ ∈ P+. We fix a
reduced expression w = si1 · · · sil , where l = `(w). For b ∈ Bw(λ), we define
the l-tuple of nonnegative integers Ω(b) := (a1, . . . , al) by
a1 := max{a ≥ 0 | e˜ai1(b) 6= 0},
a2 := max{a ≥ 0 | e˜ai2 e˜a1i1 (b) 6= 0},
a3 := max{a ≥ 0 | e˜ai3 e˜a2i2 e˜a1i1 (b) 6= 0},
...
al := max{a ≥ 0 | e˜ail e˜
al−1
il−1 · · · e˜
a1
i1
(b) 6= 0}.
Then one has b = f˜a1i1 · · · f˜
al
il
(bλ), and for all k ∈ {1, . . . , l − 1} we have
e˜ik f˜
ak+1
ik+1
· · · f˜alil (bλ) = 0. We call Ω(b), or the equation b = f˜
a1
i1
· · · f˜alil (bλ) the
string parametrization of b.
Remark 4.8. It is known that Ω : Bw(λ)→ Zl is injective.
We know the following.
Lemma 4.9 ([Ka1, Proposition 3.2.3]). Let λ ∈ P+, w ∈W and k ∈ I.
(1) If `(skw) > `(w), then we have⋃
n≥0
f˜nk (Bw(λ)) \ {0} = Bskw(λ).
(2) If `(skw) < `(w), then we have⋃
n≥0
f˜nk (Bw(λ)) \ {0} = Bw(λ).
In particular, f˜k(Bw(λ)) ⊂ Bw(λ) unionsq {0} if `(skw) < `(w).
For a crystal B and i ∈ I, an i-string is a subset of B of the form:
S = {e˜ni (b) | n ≥ 0} ∪ {f˜ni (b) | n ≥ 0} \ {0}
for some b ∈ B. For an i-string S, the highest weight element of S is the
element b ∈ S such that e˜i(b) = 0.
A Demazure crystal has the following property, called the string property.
Lemma 4.10 ([Ka1, Proposition 3.3.5]). Let λ ∈ P+, w ∈ W , and i ∈ I.
For an i-string S ⊂ B(λ) with the highest weight element b, the set S∩Bw(λ)
is identical to either ∅, {b}, or S.
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5. Lakshmibai-Seshadri paths
5.1. Definition of Lakshmibai-Seshadri paths. In this subsection, we
recall the definition of Lakshmibai-Seshadri paths, which provide a realiza-
tion of highest weight crystals. For details, see [Li1] and [Li2].
Let PR := P⊗ZR be the vector space over R generated by P . A piecewise-
linear continuous map pi : [0, 1] → PR with pi(0) = 0 is called a path. Now
we define Lakshmibai-Seshadri paths. Let λ ∈ P+.
Definition 5.1. For µ, ν ∈ Wλ, we write µ ≥ ν if there exist r ≥ 0,
µ0, µ1, . . . , µr ∈Wλ with µ0 = µ, µr = ν, and positive roots β1, . . . , βr ∈ Φ+
such that for k = 1, . . . , r,
µk = sβk(µk−1), 〈µk−1, β∨k 〉 < 0.
When µ ≥ ν holds for µ, ν ∈Wλ, the number dist(µ, ν) is defined to be the
maximal length r of sequences satisfying the above condition.
Definition 5.2. Let σ be a rational number with 0 < σ < 1. For µ, ν ∈Wλ
with µ ≥ ν, a σ-chain for (µ, ν) is a sequence µ = µ0 > µ1 > · · · > µr = ν
of elements in Wλ with r ≥ 0, and positive roots β1, . . . , βr ∈ Φ+ such that
either r = 0, or r ≥ 1 and for each k ∈ {1, . . . , r}, we have µk = sβk(µk−1),
dist(µk−1, µk) = 1, and σ〈µk−1, β∨k 〉 ∈ Z.
Definition 5.3. (1) A Lakshmibai-Seshadri chain of shape λ is a pair (ν; a)
where ν : ν1 > · · · > νr is a sequence of elements in Wλ, and a : 0 = a0 <
a1 < · · · < ar = 1 is a sequence of rational numbers such that there is an ak-
chain for (νk, νk+1) for each k ∈ {1, . . . , r−1}. We call Lakshmibai-Seshadri
chains LS-chains for short.
(2) Let (ν; a) = (ν1 > · · · > νr; 0 = a0 < a1 < · · · < ar = 1) be an LS-chain
of shape λ. A Lakshmibai-Seshadri path corresponding to (ν; a) is a path pi
defined by
pi(t) :=
k−1∑
i=1
(ai − ai−1)νi + (t− ak−1)νk
if t ∈ [ak−1, ak] for k ∈ {1, . . . , r − 1}. We call Lakshmibai-Seshadri paths
LS-paths for short. When pi is an LS-path corresponding to an LS-chain
(ν; a), we often write pi = (ν; a).
(3) We denote the set of LS-paths of shape λ by B(λ).
5.2. Crystal structure on the set of Lakshmibai-Seshadri paths. We
define a crystal structure on B(λ).
Definition 5.4. For a path pi, we set wt(pi) := pi(1). We call wt(pi) the
weight of pi.
Remark 5.5. By [Li2, Lemma 4.5 a)], we have pi(1) ∈ P for each pi ∈ B(λ);
hence wt defines a map from B(λ) to P .
Fix a path pi : [0, 1]→ PR and i ∈ I. We set
hpii : [0, 1]→ R, hpii (t) := 〈pi(t), α∨i 〉;
this is called the height function for pi.
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Assume that all of minimums of the function hpii (t) are integers and that
pi(1) ∈ P . If pi is an LS-path, these assumptions are satisfied. Set mpii :=
min{hpii (t) | t ∈ [0, 1]}. Note that mpii ∈ Z. Moreover, mpii ≤ 0 since pi(0) = 0.
Also, since pi(1) ∈ P , hpii (1) = 〈pi(1), α∨i 〉 ∈ Z holds. Now we can define root
operators e˜i and f˜i.
First, we introduce the raising root operator e˜i. If m
pi
i = 0, then we
set e˜i(pi) := 0. If m
pi
i < 0, then we set t1 := min{t ∈ [0, 1] | hpii (t) = mpii },
t0 := max{t ∈ [0, t1] | hpii (t) = mpii +1}. Note that the set {t ∈ [0, t1] | hpii (t) =
mpii + 1} is not empty because hpii (0) = 0, mpii ∈ {−1,−2, . . .}, and hpii is
continuous. Hence 0 ≤ t0 < t1 ≤ 1 holds. We define e˜i(pi) by
(e˜i(pi))(t) :=

pi(t) (0 ≤ t ≤ t0),
si(pi(t)− pi(t0)) + pi(t0) (t0 ≤ t ≤ t1),
pi(t) + αi (t1 ≤ t ≤ 1).
Next we define the lowering root operator f˜i. If m
pi
i = h
pi
i (1), then we set
f˜i(pi) := 0. If m
pi
i < h
pi
i (1), then we set t0 := max{t ∈ [0, 1] | hpii (t) = mpii },
t1 := min{t ∈ [t0, 1] | hpii (t) = mpii +1}. Note that the set {t ∈ [t0, 1] | hpii (t) =
mpii + 1} is not empty because hpii (1) ∈ Z, mpii ∈ {. . . , hpii (1)− 2, hpii (1)− 1},
and hpii is continuous. Hence 0 ≤ t0 < t1 ≤ 1 holds. We define f˜i(pi) by
(f˜i(pi))(t) :=

pi(t) (0 ≤ t ≤ t0),
si(pi(t)− pi(t0)) + pi(t0) (t0 ≤ t ≤ t1),
pi(t)− αi (t1 ≤ t ≤ 1).
Lemma 5.6 ([Li2, Section 2, Section 4]). For i ∈ I, we have e˜i(B(λ)) ⊂
B(λ) unionsq {0} and f˜i(B(λ)) ⊂ B(λ) unionsq {0}.
Note that all of minimums of the functions h
e˜i(pi)
i (t) and h
f˜i(pi)
i (t) are
integers, and that (e˜i(pi))(1) and (f˜i(pi))(1) are contained in P .
Finally, for i ∈ I and a path pi which satisfies that all of minimums of
the function hpii (t) are integers and that pi(1) ∈ P , we set ϕi(pi) := max{n ≥
0 | f˜ni (pi) 6= 0} and εi(pi) := max{n ≥ 0 | e˜ni (pi) 6= 0}. By using these, we
can define maps ϕi, εi : B(λ)→ Z.
Theorem 5.7 ([Li2, Section 2, Section 4]). The set B(λ), equipped with
maps wt, {f˜i}i∈I , {e˜i}i∈I , {ϕi}i∈I , {εi}i∈I , is a crystal.
Moreover, we know the following.
Theorem 5.8 ([Ka2, Theorem 4.1], [Jo, Corollary 6.4.27]). The crystal
B(λ) is isomorphic to B(λ) as crystals.
From now on, we identify B(λ) with B(λ) for λ ∈ P+. For λ ∈ P+, we
define the path piλ by piλ(t) := tλ for t ∈ [0, 1]. Then, for λ ∈ P+, we have
piλ ∈ B(λ); we identify piλ ∈ B(λ) with bλ ∈ B(λ) for λ ∈ P+.
For paths pi, pi′, we define the concatenation pi ∗ pi′ of pi, pi′ by
pi ∗ pi′(t) :=
{
pi(2t) (0 ≤ t ≤ 1/2),
pi(1) + pi′(2t− 1) (1/2 ≤ t ≤ 1).
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If all of minimums of the functions hpii (t) and h
pi′
i (t) are integers, and pi(1)
and pi′(1) are contained in P , then the path pi ∗ pi′ also satisfies that all of
minimums of the function hpi∗pi′i (t) are integers and that (pi ∗ pi′)(1) ∈ P .
Hence we can use the definition of e˜i, f˜i, ϕi, εi, i ∈ I, above to define a
crystal structure on B(λ) ∗ B(µ) := {pi ∗ pi′ | pi ∈ B(λ), pi′ ∈ B(µ)} for
λ, µ ∈ P+.
Theorem 5.9 ([Li2, Section 2]). For λ, µ ∈ P+, the set B(λ) ∗ B(µ),
equipped with maps wt, {f˜i}i∈I , {e˜i}i∈I , {ϕi}i∈I , {εi}i∈I defined as above,
is a crystal. Moreover, we have B(λ) ∗ B(µ) = B(λ) ⊗ B(µ) by identifying
pi1 ∗ pi2 ∈ B(λ) ∗ B(µ) with pi1 ⊗ pi2 ∈ B(λ)⊗ B(µ).
Now, we describe the Littlewood-Richardson rule for crystal bases in
terms of LS-paths, called the generalized Littlewood-Richardson rule.
Definition 5.10. Let λ ∈ P+. A path pi is λ-dominant if 〈λ+pi(t), α∨i 〉 ≥ 0
for all i ∈ I and t ∈ [0, 1].
For λ, µ ∈ P+, we denote the set of λ-dominant LS-paths of shape µ by
B(µ)λ. Also, for λ, µ ∈ P+ and pi ∈ B(µ)λ, the set C(pi, λ, µ) is defined to
be the connected component of B(λ) ⊗ B(µ) containing piλ ⊗ pi; we obtain
the crystal structure on C(pi, λ, µ) by restricting that of B(λ)⊗ B(µ).
Theorem 5.11 ([Li2, Section 10]). Let λ, µ be dominant integral weights.
It holds that
B(λ)⊗ B(µ) =
⊔
pi∈B(µ)λ
C(pi, λ, µ).
Moreover, the connected component C(pi, λ, µ) is isomorphic to B(λ+wt(pi))
as crystals.
At the end of this subsection, we describe Demazure crystals in terms of
LS-paths. For details, see [Ka1] and [Li1].
Definition 5.12. Let pi be an LS-path. If pi corresponds to an LS-chain
(ν1 > · · · > νr; 0 = a0 < · · · < ar = 1), then we call ν1 the initial direction
of pi, and set ι(pi) := ν1.
Theorem 5.13. Let λ ∈ P+ and w ∈ W . Then one has Bw(λ) = {pi ∈
B(λ) | ι(pi) ≤ wλ}.
5.3. Tensor product of a highest weight element and a Demazure
crystal. In [LLM], it is proved that a tensor product of a highest weight ele-
ment and a Demazure crystal decomposes into a disjoint union of Demazure
crystals.
First, we introduce some notation which are used through this paper. For
λ, µ ∈ P+, we set Bw(µ)λ := B(µ)λ ∩ Bw(µ).
Definition 5.14. Let λ, µ be dominant integral weights, and v, w elements
of the Weyl group W . For pi ∈ Bw(µ)λ, we denote by C(pi, v, w, λ, µ) the
connected component of Bv(λ)⊗ Bw(µ) containing piλ ⊗ pi.
We omit w, λ and µ from C(pi, v, w, λ, µ), that is, we simply write C(pi, v)
for C(pi, v, w, λ, µ).
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Note that it follows that
Bv(λ)⊗ Bw(µ) =
⊔
pi∈Bw(µ)λ
C(pi, v)
by Theorem 5.11.
Let λ, µ be dominant integral weights, and w ∈ W . For pi ∈ Bw(µ)λ, we
define w(pi) ∈W as follows.
As the first step, we take a decomposition of [0,1]. First, let W (t) := {w ∈
W | w(λ + pi(t)) = λ + pi(t)} be a stabilizer of λ + pi(t) ∈ PR for t ∈ [0, 1].
Then there exist intervals I1, . . . , Iq such that [0, 1] = I1 unionsq · · · unionsq Iq, and such
that for all i ∈ {1, . . . , q} and t, t′ ∈ Ii one has W (t) = W (t′), and t < t′ if
t ∈ Ii, t′ ∈ Ij for each i, j ∈ {1, . . . , q} with i < j. We take such intervals so
that q is minimal.
Now we define w(pi). We denote the Bruhat order on W by ≤. First,
we set wq+1 := e, where e is the identity element of W . When wj is de-
fined for j ∈ {3, 4, . . . , q + 1}, let wj−1 := max(W (Ij−1)wj). Assume that
w2, . . . , wq+1 are defined. Then we set u1 := max{u ∈W (I1) | uτ1 ≤ wWµ}
and w1 := max{uw2 | u ≤ u1}. Here, τ1 is defined by τ1 := min{w ∈
W | wµ = ι(pi)}. Recall that Wµ = {w ∈ W | wµ = µ} is the stabilizer of
µ. Finally, we set w(pi) := w1. We must discuss the existence of u1. Also,
we have to check that w(pi) is well-defined. For details, see [LLM].
We can state the decomposition theorem for a tensor product of a highest
weight element and a Demazure crystal. Recall that Be(λ) = {piλ}.
Theorem 5.15 ([LLM, Proposition 12]). Let λ and µ be dominant integral
weights, and w an element of W . For pi ∈ Bw(µ)λ, the connected component
C(pi, e) is isomorphic to Bw(pi)(λ + wt(pi)). Hence one has the following
isomorphism:
Be(λ)⊗ Bw(µ) '
⊔
pi∈Bw(µ)λ
Bw(pi)(λ+ wt(pi)).
The first main result of this paper is a generalization of this theorem,
which is given in the next section.
6. Tensor Products of Demazure Crystals
In this section, we discuss the condition for every connected component
of a tensor product of Demazure crystals to be isomorphic to a Demazure
crystal.
Before the discussion, we introduce some notation. For w ∈ W , we set
DL(w) := {i ∈ I | `(siw) < `(w)}, the left descent set. Then we define
Ww := WDL(w) = 〈si | i ∈ DL(w)〉, which is a parabolic subgroup of W .
Next, we introduce notation for specific crystals. A word is a sequence
i = (i1, . . . , il) with ij ∈ I for j ∈ {1, . . . , l}.
Definition 6.1. Let λ, µ ∈ P+, and w ∈W .
(1) For a word i = (i1, . . . , il), we set
Bi,w,λ,µ :=
⋃
a1,...,al≥0
f˜a1i1 · · · f˜
al
il
(Be(λ)⊗ Bw(µ)) \ {0}.
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(2) For a word i and a path pi ∈ Bw(µ)λ, we denote by D(pi, i, w, λ, µ) the
connected component of Bi,w,λ,µ containing piλ ⊗ pi.
We omit w, λ and µ from D(pi, i, w, λ, µ) as for C(pi, v), namely, we write
D(pi, i) instead of D(pi, i, w, λ, µ).
Remark 6.2. Let λ, µ ∈ P+, and w ∈W . Take a word i.
(1) We can verify by direct computation that the set Bi,w,λ,µ is identical to
a tensor product of some highest weight element and some generalized
Demazure crystal. For details about generalized Demazure crystals, see
[LLM].
(2) The connected component D(pi, i) is isomorphic to some Demazure crys-
tal because each generalized Demazure crystal is a disjoint union of De-
mazure crystals by Theorem 2 of [LLM].
(3) If i is a reduced word for v ∈ W , we have C(pi, v) ⊂ D(pi, i) for pi ∈
Bw(µ)λ.
Now we consider a sufficient condition. We prove the following theorem.
Theorem 6.3. Let λ and µ be dominant integral weights, and v, w elements
of W . Fix a reduced expression bvcλ = si1 · · · sil . If bvcλ ∈ Wdweµ , then we
have Bv(λ)⊗ Bw(µ) = B(i1,...,il),w,λ,µ.
By Remark 6.2, we can conclude that Bv(λ) ⊗ Bw(µ) decomposes into a
disjoint union of Demazure crystals if bvcλ ∈Wdweµ . More precisely, we can
give an explicit formula of such a decomposition in this case. To describe
it, we define u(pi, v) ∈ W for λ, µ ∈ P+, v, w ∈ W with bvcλ ∈ Wdweµ , and
pi ∈ Bw(µ)λ. First, we fix a reduced expression bvcλ = si1 · · · sil for v. Then,
we set
ul :=
{
silw(pi) if `(silw(pi)) > `(w(pi)),
w(pi) if `(silw(pi)) < `(w(pi)).
When uj ∈ W is defined for some j ∈ {2, . . . , l}, then we define uj−1 ∈ W
by
uj−1 :=
{
sij−1uj if `(sij−1uj) > `(uj),
uj if `(sij−1uj) < `(uj).
Finally, we define u(pi, v) := u1. Note that u(pi, v) depends on the choice of
a reduced word for bvcλ.
We can write an explicit decomposition formula in terms of u(pi, v).
Corollary 6.4. Let λ and µ be dominant integral weights, and v, w elements
of W . If bvcλ ∈ Wdweµ , then we have C(pi, v) ' Bu(pi,v)(λ + wt(pi)) for all
pi ∈ Bw(µ)λ. Hence it follows that
Bv(λ)⊗ Bw(µ) '
⊔
pi∈Bw(µ)λ
Bu(pi,v)(λ+ wt(pi)).
Note that if w is the longest element w◦ ofW , then we have Bw◦(µ) = B(µ)
and Wdw◦eµ = W . Hence, for all λ, µ ∈ P+ and v ∈ W , Bv(λ) ⊗ B(µ) is a
disjoint union of Demazure crystals.
Next we consider a necessary condition. In fact, the following assertion
holds.
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Theorem 6.5. Let λ, µ ∈ P+ and v, w ∈ W . If bvcλ 6∈ Wdweµ , then there
exists a connected component of Bv(λ) ⊗ Bw(µ) that is not isomorphic to
any Demazure crystal.
Therefore, by combining Corollary 6.4 and Theorem 6.5, we obtain the
following theorem, which is one of the main results of this paper.
Theorem 6.6. Let λ and µ be dominant integral weights, and v, w elements
of W . Each connected component of Bv(λ) ⊗ Bw(µ) is isomorphic to some
Demazure crystal if and only if bvcλ ∈Wdweµ .
Before proving Theorem 6.3, Corollary 6.4, and Theorem 6.5, we give
some examples of tensor products of Demazure crystals.
6.1. Examples of tensor products of Demazure crystals. Here we
give some examples. In this subsection, we consider the case g = sl3. Let
I := {1, 2} and h := {h ∈ g | h is a diagonal matrix}. For k ∈ {1, 2, 3}, we
define the maps εk : h→ C by
εk
z1 0 00 z2 0
0 0 z3
 := zk.
Let αi := εi − εi+1 for i ∈ I, and define $1 and $2 ∈ h∗ by $1 := ε1 and
$2 := ε1 + ε2, respectively. Then {α1, α2} is the set of simple roots, and
{$1, $2} is the set of fundamental weights. In this case, for i ∈ I the simple
reflection si is the linear transformation on h
∗, which satisfy the following
equality for k ∈ {1, 2, 3}.
si(εk) =

εi+1 (k = i),
εi (k = i+ 1),
εk (k 6= i, i+ 1).
Example 6.7. Let v = s1s2, w = s1s2s1, λ = $1 +$2, and µ = $1. Then
we can verify the following equation by direct calculation.
Bv(λ)⊗ Bw(µ) ' Bs1s2(2$1 +$2) unionsq Bs1s2(2$2) unionsq Bs1($1). (6.1)
In this case, bvcλ = v is contained in Wdweµ = Ww since w is the longest
element of W .
We compute u(pi, v) for pi ∈ Bw(µ)λ and compare (6.1) with the isomor-
phism in Corollary 6.4. In our case, we have Bw(µ) = {piε1 , piε2 , piε3}.
First, we consider piε1 . For t ∈ [0, 1], we have λ+piε1(t) = (t+2)ε1+ε2, and
hence 〈λ+ piε1(t), α∨1 〉 = t+ 1 > 0, 〈λ+ piε1(t), α∨2 〉 = 1 > 0. It follows that
piε1 ∈ Bw(µ)λ and W (t) = {e}. Therefore, w(piε1) = e and u(piε1 , v) = s1s2.
Note that λ+ wt(piε1) = 3ε1 + ε2 = 2$1 +$2.
Next, we consider piε2 . Fix t ∈ [0, 1]. Then we have λ+piε2(t) = 2ε1+(t+
1)ε2, and hence 〈λ+ piε2(t), α∨1 〉 = −t+ 1 ≥ 0, 〈λ+ piε2(t), α∨2 〉 = t+ 1 > 0.
It follows that piε2 ∈ Bw(µ)λ. Since 〈λ+ piε2(t), α∨1 〉 = 0 if and only if t = 1,
we have
W (t) =
{
{e} (0 ≤ t < 1),
{e, s1} (t = 1).
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Therefore, we conclude that w(piε2) = s1 and u(pi
ε2 , v) = s1s2s1. Note that
λ+ wt(piε2) = 2ε1 + 2ε2 = 2$2.
Finally, we consider piε3 . Take t ∈ [0, 1]. Then one has λ + piε3(t) =
2ε1+ε2+tε3, and hence 〈λ+piε3(t), α∨1 〉 = 1 > 0, 〈λ+piε3(t), α∨2 〉 = −t+1 ≥ 0.
It follows that piε3 ∈ Bw(µ)λ. Since 〈λ+ piε3(t), α∨2 〉 = 0 if and only if t = 1,
we have
W (t) =
{
{e} (0 ≤ t < 1),
{e, s2} (t = 1).
Therefore, we can verify that w(piε3) = s2 and u(pi
ε3 , v) = s1s2. Note that
λ + wt(piε3) = 2ε1 + ε2 + ε3 = ε1 = $1. Recall that ε1 + ε2 + ε3 = 0 since
we are considering g = sl3.
Thus we have⊔
pi∈Bw(µ)λ
Bu(pi,v)(λ+ wt(pi))
= Bu(piε1 ,v)(λ+ wt(piε1)) unionsq Bu(piε2 ,v)(λ+ wt(piε2)) unionsq Bu(piε3 ,v)(λ+ wt(piε3))
= Bs1s2(2$1 +$2) unionsq Bs1s2s1(2$2) unionsq Bs1s2($1)
= Bs1s2(2$1 +$2) unionsq Bs1s2(2$2) unionsq Bs1($1)
' Bv(λ)⊗ Bw(µ).
Example 6.8. Let v = s1, w = s1s2, λ = 2$1 + $2, and µ = $1 + 2$2.
Then we can verify the following equation by direct calculation.
Bv(λ)⊗ Bw(µ)
' Bs1(3$1 + 3$2) unionsq Bs1($1 + 4$2) unionsq Bs1s2(4$1 +$2)
unionsq Bs1(2$1 + 2$2) unionsq Be(3$2) unionsq Bs1(3$1) unionsq Bs1($1 +$2). (6.2)
In this case, bvcλ = v is contained in Wdweµ = Ww since `(s1w) = `(s2) =
1 < 2 = `(w).
We compare (6.2) with the isomorphism in Corollary 6.4. Set
pi1 := pi
µ,
pi2 := pi
−$1+3$2 ,
pi3 :=
(
3$1 − 2$2, $1 + 2$2; 0, 1
2
, 1
)
,
pi4 :=
(
−3$1 +$2, 3$1 − 2$2, $1 + 2$2; 0, 1
3
,
1
2
, 1
)
,
pi5 :=
(
−3$1 +$2,−$1 + 3$2; 0, 1
2
, 1
)
,
pi6 :=
(
−3$1 +$2, 3$1 − 2$2; 0, 1
3
, 1
)
,
pi7 :=
(
−3$1 +$2, 3$1 − 2$2; 0, 2
3
, 1
)
.
Then we have Bw(µ)λ = {pi1, . . . , pi7}. We can verify that u(pi1, v) = s1,
u(pi2, v) = s1, u(pi3, v) = s1s2, u(pi4, v) = s1, u(pi5, v) = s1, u(pi6, v) = s1s2,
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and u(pi7, v) = s1. Thus we have⊔
pi∈Bw(µ)λ
Bu(pi,v)(λ+ wt(pi))
=
⊔
k∈{1,...,7}
Bu(pik,v)(λ+ wt(pik))
= Bs1(3$1 + 3$2) unionsq Bs1($1 + 4$2) unionsq Bs1s2(4$1 +$2)
unionsq Bs1(2$1 + 2$2) unionsq Bs1(3$2) unionsq Bs1s2(3$1) unionsq Bs1($1 +$2)
= Bs1(3$1 + 3$2) unionsq Bs1($1 + 4$2) unionsq Bs1s2(4$1 +$2)
unionsq Bs1(2$1 + 2$2) unionsq Be(3$2) unionsq Bs1(3$1) unionsq Bs1($1 +$2)
' Bv(λ)⊗ Bw(µ).
Example 6.9. Let v = w = s1s2, λ = $1 + $2, and µ = $1. One of the
connected components of the crystal graph of Bv(λ)⊗ Bw(µ) is as follows:
piλ ∗ f˜1(piµ) -2 f˜2(piλ) ∗ f˜1(piµ) -1 f˜1f˜2(piλ) ∗ f˜1(piµ).
The highest weight of this connected component is 2$2. Therefore, if this
connected component were a Demazure crystal, it must be Bs1s2(2$2). How-
ever clearly it is not. Hence Bv(λ)⊗Bw(µ) is not a disjoint union of Demazure
crystals. This example shows that in general Bv(λ)⊗Bw(µ) is not a disjoint
union of Demazure crystals for v, w ∈ W and λ, µ ∈ P+. Note that in this
case, we have bvcλ = v and dweµ = w; thus, bvcλ is not contained in Wdweµ .
6.2. Proofs of Theorem 6.3 and Corollary 6.4. First of all, we prove
the following two lemmas.
Lemma 6.10. Let λ and µ be dominant integral weights, and v and w
elements of W , and take a reduced expression v = si1 · · · sil . Then we have
Bv(λ)⊗ Bw(µ) ⊂ B(i1,...,il),w,λ,µ.
Lemma 6.11. Let λ and µ be dominant integral weights, w an element of
W , and v an element of Ww and take a reduced expression v = si1 · · · sil .
Then we have Bv(λ)⊗ Bw(µ) ⊃ B(i1,...,il),w,λ,µ.
Note that the assumption of Lemma 6.10 is weaker than that of Lemma
6.11.
Proof of Lemma 6.10. Take b⊗b′ ∈ Bv(λ)⊗Bw(µ) arbitrarily. Since b⊗b′ 6=
0, it is sufficient to show that b⊗ b′ ∈ ⋃a1,...,al≥0 f˜a1i1 · · · f˜alil (Be(λ)⊗ Bw(µ)).
For this, we show that e˜maxil · · · e˜maxi1 (b⊗ b′) ∈ Be(λ)⊗ Bw(µ).
Let b = f˜a1i1 · · · f˜
al
il
(bλ) be the string parametrization for b. By the tensor
product rule, there is some r1 ∈ Z with r1 ≥ 0 such that
e˜maxi1
(
b⊗ b′) = e˜maxi1 (f˜a1i1 · · · f˜alil (bλ)⊗ b′)
= f˜a2i2 · · · f˜
al
il
(bλ)⊗ e˜r1i1 (b′)
since e˜i1 f˜
a2
i2
· · · f˜alil (bλ) = 0. Similarly, there is a nonnegative integer r2 such
that
e˜maxi2 e˜
max
i1
(
b⊗ b′) = f˜a3i3 · · · f˜alil (bλ)⊗ e˜r2i2 e˜r1i1 (b′).
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Repeating this, we obtain nonnegative integers r1, . . . , rl such that
e˜maxil · · · e˜maxi1
(
b⊗ b′) = bλ ⊗ e˜rlil · · · e˜r1i1 (b′).
Since a Demazure crystal is stable under raising Kashiwara operators, we
have e˜rlil · · · e˜
r1
i1
(b′) ∈ Bw(µ) unionsq {0}. Since e˜maxil · · · e˜maxi1 (b⊗ b′) is not 0, the
element e˜rlil · · · e˜
r1
i1
(b′) is not 0. Therefore, we conclude that the element
e˜maxil · · · e˜maxi1 (b⊗ b′) belongs to Be(λ)⊗ Bw(µ). 
Proof of Lemma 6.11. Take b ∈ Bw(µ). Fix k ∈ {1, . . . , l}. Since `(sikw) <
`(w), we have f˜ik(b) ∈ Bw(µ) unionsq {0} by Lemma 4.9(2).
Let us prove that for all b ∈ Bw(µ) and nonnegative integers a1, . . . , al,
one has f˜a1i1 · · · f˜
al
il
(bλ ⊗ b) ∈ Bv(λ)⊗ Bw(µ) if f˜a1i1 · · · f˜
al
il
(bλ ⊗ b) is defined.
Now assume that f˜a1i1 · · · f˜
al
il
(bλ ⊗ b) 6= 0. By the tensor product rule, there
is nonnegative integers cl, dl such that
f˜alil (bλ ⊗ b) = f˜
cl
il
(bλ)⊗ f˜dlil (b).
By the discussion above, we have f˜dlil (b) ∈ Bw(µ) since f˜
a1
i1
· · · f˜alil (bλ ⊗ b)
is not 0. In the same way, we obtain nonnegative integers c1, . . . , cl and
d1, . . . , dl such that
f˜a1i1 · · · f˜
al
il
(bλ ⊗ b) = f˜ c1i1 · · · f˜
cl
il
(bλ)⊗ f˜d1i1 · · · f˜
dl
il
(b),
with f˜d1i1 · · · f˜
dl
il
(b) ∈ Bw(µ). Since (i1, . . . , il) is a reduced word for v and
since f˜a1i1 · · · f˜
al
il
(bλ ⊗ b) 6= 0, one has f˜ c1i1 · · · f˜
cl
il
(bλ) ∈ Bv(λ). Therefore, we
conclude that f˜a1i1 · · · f˜
al
il
(bλ ⊗ b) is contained in Bv(λ)⊗ Bw(µ). 
Combining these lemmas, we obtain the following assertion.
Lemma 6.12. Let λ and µ be dominant integral weights, w an element of
W , and v an element of Ww, and take a reduced expression v = si1 · · · sil .
Then we have Bv(λ)⊗ Bw(µ) = B(i1,...,il),w,λ,µ.
Proof of Theorem 6.3. Since Bv(λ) = Bbvcλ(λ) and Bw(µ) = Bdweµ(µ), we
obtain the desired assertion by Lemma 6.12. More precisely, if we take a
reduced expression bvcλ = si1 · · · sil , then we have
Bv(λ)⊗ Bw(µ) = Bbvcλ(λ)⊗ Bdweµ(µ)
=
⋃
a1,...,al≥0
f˜a1i1 · · · f˜
al
il
(Be(λ)⊗ Bdweµ(µ)) \ {0}
=
⋃
a1,...,al≥0
f˜a1i1 · · · f˜
al
il
(Be(λ)⊗ Bw(µ)) \ {0}
= B(i1,...,il),w,λ,µ.

Now we prove Corollary 6.4.
Proof of Corollary 6.4. Fix a reduced decomposition bvcλ = si1 · · · sil . By
Theorem 6.3 and Theorem 5.15, we have
Bv(λ)⊗ Bw(µ) =
⋃
a1,...,al≥0
f˜a1i1 · · · f˜
al
il
(Be(λ)⊗ Bw(µ)) \ {0}
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=
⋃
a1,...,al≥0
f˜a1i1 · · · f˜
al
il
 ⊔
pi∈Bw(µ)λ
C(pi, e)
 \ {0}
=
⋃
pi∈Bw(µ)λ
 ⋃
a1,...,al≥0
f˜a1i1 · · · f˜
al
il
(C(pi, e)) \ {0}
 . (6.3)
Since the subset
⋃
a1,...,al≥0 f˜
a1
i1
· · · f˜alil (C(pi, e))\{0} of Bv(λ)⊗Bw(µ) is con-
nected and it contains piλ ⊗ pi, one has⋃
a1,...,al≥0
f˜a1i1 · · · f˜
al
il
(C(pi, e)) \ {0} ⊂ C(pi, v).
Hence the union in (6.3) is disjoint, that is, we have
Bv(λ)⊗ Bw(µ) =
⊔
pi∈Bw(µ)λ
 ⋃
a1,...,al≥0
f˜a1i1 · · · f˜
al
il
(C(pi, e)) \ {0}
 .
Assume that ⋃
a1,...,al≥0
f˜a1i1 · · · f˜
al
il
(C(pi, e)) \ {0} ( C(pi, v)
for some pi ∈ Bw(µ)λ. Then we see that
Bv(λ)⊗ Bw(µ) =
⊔
pi∈Bw(µ)λ
 ⋃
a1,...,al≥0
f˜a1i1 · · · f˜
al
il
(C(pi, e)) \ {0}

(
⊔
pi∈Bw(µ)λ
C(pi, v)
= Bv(λ)⊗ Bw(µ),
which is a contradiction. Thus, for all pi ∈ Bw(µ)λ, we have⋃
a1,...,al≥0
f˜a1i1 · · · f˜
al
il
(C(pi, e)) \ {0} = C(pi, v).
Let pi ∈ Bw(µ)λ. Since C(pi, e) ' Bw(pi)(λ + wt(pi)) by Theorem 5.15, it
follows that
C(pi, v) =
⋃
a1,...,al≥0
f˜a1i1 · · · f˜
al
il
(C(pi, e)) \ {0}
'
⋃
a1,...,al≥0
f˜a1i1 · · · f˜
al
il
(Bw(pi)(λ+ wt(pi))) \ {0}.
Hence, to prove the corollary, it is sufficient to show that⋃
a1,...,al≥0
f˜a1i1 · · · f˜
al
il
(Bw(pi)(λ+ wt(pi))) \ {0} = Bu(pi,v)(λ+ wt(pi))
for all pi ∈ Bw(µ)λ. Let pi ∈ Bw(µ)λ. By Lemma 4.9, we have⋃
al≥0
f˜alil (Bw(pi)(λ+ wt(pi))) \ {0},
DECOMPOSITION OF TENSOR PRODUCTS OF DEMAZURE CRYSTALS 21
=
{
Bsilw(pi)(λ+ wt(pi)) if `(silw(pi)) > `(w(pi))
Bw(pi)(λ+ wt(pi)) if `(silw(pi)) < `(w(pi))
= Bul(λ+ wt(pi)).
Now we proceed by induction. Suppose that⋃
aj ,...,al≥0
f˜
aj
ij
· · · f˜alil (Bw(pi)(λ+ wt(pi))) \ {0} = Buj (λ+ wt(pi))
for j ∈ {2, . . . , l}. Again by Lemma 4.9, one has⋃
aj−1,...,al≥0
f˜
aj−1
ij−1 · · · f˜
al
il
(Bw(pi)(λ+ wt(pi))) \ {0}
=
⋃
aj−1≥0
f˜
aj−1
ij−1
 ⋃
aj ,...,al≥0
f˜
aj
ij
· · · f˜alil (Bw(pi)(λ+ wt(pi))) \ {0}
 \ {0}
=
⋃
aj−1≥0
f˜
aj−1
ij−1 (Buj (λ+ wt(pi))) \ {0}
=
{
Bsij−1uj (λ+ wt(pi)) if `(sij−1uj) > `(uj),
Buj (λ+ wt(pi)) if `(sij−1uj) < `(uj)
= Buj−1(λ+ wt(pi)).
Therefore, we conclude that⋃
a1,...,al≥0
f˜a1i1 · · · f˜
al
il
(Bw(pi)(λ+ wt(pi))) \ {0}
= Bu1(λ+ wt(pi))
= Bu(pi,v)(λ+ wt(pi)).

6.3. Proof of Theorem 6.5. The following lemma is important.
Lemma 6.13. For µ ∈ P+, w ∈ W , and i ∈ I, `(sidweµ) > `(dweµ) holds
if and only if 〈wµ, α∨i 〉 > 0.
Proof. First of all, observe that 〈wµ, α∨i 〉 = 〈dweµµ, α∨i 〉 = 〈µ, (dweµ)−1α∨i 〉.
Assume that `(sidweµ) > `(dweµ). Then, (dweµ)−1α∨i is a positive co-
root by Corollary 3.5. Since µ is a dominant integral weight, we have
〈µ, (dweµ)−1α∨i 〉 ≥ 0. Hence 〈wµ, α∨i 〉 ≥ 0. Now suppose that 〈wµ, α∨i 〉 = 0.
Then 〈dweµµ, α∨i 〉 = 〈wµ, α∨i 〉 = 0, and hence sidweµµ = dweµµ = wµ. This
implies that sidweµ ∈ wWµ. Since `(sidweµ) > `(dweµ), this contradicts the
fact that dweµ is maximal in wWµ. Thus 〈wµ, α∨i 〉 is not equal to 0. Hence
one has 〈wµ, α∨i 〉 > 0.
Next, assume that 〈wµ, α∨i 〉 > 0. Then 〈µ, (dweµ)−1α∨i 〉 > 0. Since µ is a
dominant integral weight, (dweµ)−1α∨i must be a positive coroot. By Lemma
3.1 and Corollary 3.3, we have `(sidweµ) = `(dweµ) + 1 > `(dweµ). 
Proof of Theorem 6.5. Fix a reduced expression bvcλ = si1 · · · sil . Since
bvcλ 6∈ Wdweµ by the assumption, there exists k ∈ {1, . . . , l} such that
`(sikdweµ) > `(dweµ). For this k, we consider pi := pisik+1 ···silλ ⊗ piwµ ∈
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Bv(λ) ⊗ Bw(µ). Let C denote the connected component of Bv(λ) ⊗ Bw(µ)
containing pi.
By Lemma 6.13, one has 〈wµ, α∨ik〉 > 0, which shows that the height
function hpi
wµ
ik
(t) = 〈piwµ(t), α∨ik〉 of the straight-line path piwµ is strictly
increasing on [0, 1]. Hence f˜ik(pi
wµ) 6= 0 and e˜ik(piwµ) = 0. Since wµ is
the lowest weight of Bw(µ) and wt(f˜ik(piwµ)) = wµ − αik is less than wµ,
f˜ik(pi
wµ) 6∈ Bw(µ) unionsq {0}.
Now we prove that f˜ik(pi
sik+1 ···silλ) ∈ Bv(λ). First we show that the el-
ement f˜ik(pi
sik+1 ···silλ) is not 0. Suppose that 〈sik+1 · · · silλ, α∨ik〉 ≤ 0. If
〈sik+1 · · · silλ, α∨ik〉 < 0, then 〈λ, (sik+1 · · · sil)−1α∨ik〉 < 0. Since λ is a dom-
inant integral weight, (sik+1 · · · sil)−1α∨ik must be a negative coroot. By
Lemma 3.1 and Corollary 3.3, we have `(siksik+1 · · · sil) < `(sik+1 · · · sil),
which contradicts the fact that si1 · · · sil is reduced. Thus, 〈sik+1 · · · silλ, α∨ik〉
must be 0. In this case, siksik+1 · · · silλ = sik+1 · · · silλ. Therefore,
vλ = bvcλλ
= si1 · · · sik−1siksik+1 · · · silλ
= si1 · · · sik−1sik+1 · · · silλ,
and hence si1 · · · sik−1sik+1 · · · sil ∈ vWλ. However, this contradicts the fact
that bvcλ is minimal in vWλ since `(si1 · · · sik−1sik+1 · · · sil) ≤ l − 1 < l =
`(bvcλ). Thus, 〈sik+1 · · · silλ, α∨ik〉 > 0. This implies that the height function
hpi
sik+1
···silλ
ik
is strictly increasing on [0, 1]. Hence f˜ik(pi
sik+1 ···silλ) 6= 0. Next
we show that f˜ik(pi
sik+1 ···silλ) ∈ Bv(λ). To prove this, it is sufficient to
see that the initial direction of f˜ik(pi
sik+1 ···silλ) is less than or equal to vλ.
The initial direction of f˜ik(pi
sik+1 ···silλ) is equal to siksik+1 · · · silλ. Hence
we need to show that siksik+1 · · · silλ ≤ vλ. By the same proof as that of
〈sik+1 · · · silλ, α∨ik〉 > 0 above, we can show that 〈sir+1 · · · silλ, α∨ir〉 > 0 for
all r ∈ {1, . . . , k}. From these inequalities, we deduce that sik+1 · · · silλ <
si1 · · · siksik+1 · · · silλ = bvcλλ = vλ, as desired.
Suppose, for a contradiction, that C is isomorphic to some Demazure
crystal. Recall that f˜ik(pi
sik+1 ···silλ) 6= 0 and that e˜ik(piwµ) = 0. Therefore,
ϕik(pi
sik+1 ···silλ) > 0 = εik(pi
wµ), and hence we have f˜ik(pi
sik+1 ···silλ⊗piwµ) =
f˜ik(pi
sik+1 ···silλ)⊗ piwµ ∈ Bv(λ)⊗ Bw(µ). This implies that f˜ik(pisik+1 ···silλ ⊗
piwµ) ∈ C. Let n = ϕik(pisik+1 ···silλ). By the tensor product rule, we obtain
that
f˜n+1ik (pi
sik+1 ···silλ ⊗ piwµ) = f˜nik(pisik+1 ···silλ)⊗ f˜ik(piwµ) 6= 0.
However, f˜ik(pi
wµ) 6∈ Bw(µ), and hence f˜n+1ik (pi
sik+1 ···silλ ⊗ piwµ) 6∈ Bv(λ) ⊗
Bw(µ). Thus f˜n+1ik (pi
sik+1 ···silλ ⊗ piwµ) 6∈ C. This contradicts Lemma 4.10.
Therefore, C is not isomorphic to any Demazure crystal. 
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7. The recursive formula describing connected components
In this section, we consider a recursive formula describing connected com-
ponents of tensor products of Demazure crystals. We prove the following
theorem in this section.
Theorem 7.1. Let λ, µ be dominant integral weights, and v, w elements of
the Weyl group W . Take i ∈ I which satisfies `(siv) > `(v). Also, we take
pi ∈ Bw(µ)λ. Then we have the following formula.
C(pi, siv)
=
⋃
a≥0
f˜ai (C(pi, v)) \ {0}

\
f˜ 〈wt(pi1),α∨i 〉i (pi1)⊗ f˜ bi (pi2)
∣∣∣∣∣∣
pi1 ⊗ pi2 ∈ C(pi, v),
e˜i(pi1) = 0, f˜i(pi2) 6∈ Bw(µ) unionsq {0},
1 ≤ b ≤ 〈wt(pi2), α∨i 〉.
 .
From now on, we fix λ, µ ∈ P+, and w ∈ W . Also, we fix a reduced
expression v = si1 · · · sil for v, and set i := (i1, . . . , il). First, we introduce
some notation.
Definition 7.2. Let pi ∈ Bw(µ)λ. We take i ∈ I such that `(siv) > `(v).
We set
E(pi, v, i)
:=
f˜ 〈wt(pi1),α∨i 〉i (pi1)⊗ f˜ bi (pi2)
∣∣∣∣∣∣
pi1 ⊗ pi2 ∈ C(pi, v),
e˜i(pi1) = 0, f˜i(pi2) 6∈ Bw(µ) unionsq {0},
1 ≤ b ≤ 〈wt(pi2), α∨i 〉.
 .
As the first step of the proof of Theorem 7.1, we consider the string
decomposition of C(pi, v), C(pi, siv), D(pi, i), and D(pi, (i, i)), where (i, i) :=
(i, i1, . . . , il).
We take pi1 ⊗ pi2 ∈ C(pi, v) such that e˜i(pi1 ⊗ pi2) = 0, and set
S := {f˜ai (pi1 ⊗ pi2) | a ≥ 0} ∩ C(pi, v),
S˜ := {f˜ai (pi1 ⊗ pi2) | a ≥ 0} ∩D(pi, i),
S[i] := {f˜ai (pi1 ⊗ pi2) | a ≥ 0} ∩ C(pi, siv),
S˜[i] := {f˜ai (pi1 ⊗ pi2) | a ≥ 0} \ {0} ⊂ D(pi, (i, i)).
Note that S˜[i] = {f˜ai (pi1 ⊗ pi2) | a ≥ 0} ∩D(pi, (i, i)).
By the string property for D(pi, i) and D(pi, (i, i)), for the relations among
S, S˜, S[i], and S˜[i], there are only the following four cases:
(1) S = S˜ = S˜[i];
(2) S = {pi1 ⊗ pi2} ( S˜ = S˜[i];
(3) {pi1 ⊗ pi2} ( S ( S˜ = S˜[i];
(4) S = S˜ = {pi1 ⊗ pi2}.
Lemma 7.3. If S ( S[i], then S = S˜ = {pi1 ⊗ pi2}.
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Proof. First, observe that if S = S˜ = S˜[i], then S = S[i] since S[i] ⊂⋃
n≥0 f˜
n
i (S) \ {0} = S˜[i] = S ⊂ S[i].
Now, suppose, for a contradiction, that S ( S˜; then, we are in the case
(2) or (3) above. In this case, there exists an element pia ⊗ pib ∈ S˜ \ S.
Since S˜ ⊂ Bi,λ,wµ =
⋃
a1,...,ar≥0 f˜
a1
i1
· · · f˜arir (Be(λ) ⊗ Bw(µ)) \ {0}, the path
pia is contained in Bv(λ) = {f˜a1i1 · · · f˜arir (piλ) | a1, . . . , ar ≥ 0} \ {0}. We
assume that pia ⊗ pib ∈ S[i]. Then the element pia ⊗ pib is contained in
Bsiv(λ)⊗Bw(µ) since S[i] is the subset of Bsiv(λ)⊗Bw(µ). Hence the path
pib is contained in Bw(µ). Therefore, pia⊗ pib ∈ Bv(λ)⊗Bw(µ) which implies
that pia ⊗ pib ∈ C(pi, v). This contradicts the assumption that pia ⊗ pib 6∈ S.
Thus pia ⊗ pib 6∈ S[i], and hence S˜ \ S ⊂ S˜ \ S[i]. Therefore, S[i] ⊂ S, and
hence S = S[i]. 
As a corollary, we obtain the following inclusion relation.
Corollary 7.4. The following inclusion holds.
C(pi, siv) ⊂ C(pi, v) ∪
f˜ai (pi1 ⊗ pi2)
∣∣∣∣∣∣∣∣
pi1 ⊗ pi2 ∈ C(pi, v),
e˜i(pi1 ⊗ pi2) = 0,
f˜ai (pi1 ⊗ pi2) 6∈ D(pi, i) unionsq {0},
a ≥ 0.
 \ {0}.
By the tensor product rule, we can simplify one condition in the above.
Lemma 7.5. Let pi1⊗pi2 ∈ B(λ)⊗B(µ). Then the following statements are
equivalent:
(1) e˜i(pi1 ⊗ pi2) = 0;
(2) e˜i(pi1) = 0 and e˜
〈wt(pi1),α∨i 〉+1
i (pi2) = 0.
Proof. This is because the following are equivalent:
e˜i(pi1 ⊗ pi2) = 0
⇐⇒ ϕi(pi1) ≥ εi(pi2) and e˜i(pi1) = 0
⇐⇒ e˜i(pi1) = 0 and εi(pi2) ≤ 〈wt(pi1), α∨i 〉
⇐⇒ e˜i(pi1) = 0 and e˜〈wt(pi1),α
∨
i 〉+1
i (pi2) = 0.

Corollary 7.6. The following inclusion holds.
C(pi, siv)
⊂ C(pi, v) ∪
f˜ai (pi1 ⊗ pi2)
∣∣∣∣∣∣∣∣
pi1 ⊗ pi2 ∈ C(pi, v),
e˜i(pi1) = 0, e˜
〈wt(pi1),α∨i 〉+1
i (pi2) = 0,
f˜i(pi1 ⊗ pi2) 6∈ D(pi, i) unionsq {0},
a ≥ 0.
 \ {0}.
Definition 7.7. We set
∆′(pi, v, i, i) :=
f˜ai (pi1 ⊗ pi2)
∣∣∣∣∣∣∣∣
pi1 ⊗ pi2 ∈ C(pi, v),
e˜i(pi1) = 0, e˜
〈wt(pi1),α∨i 〉+1
i (pi2) = 0,
f˜i(pi1 ⊗ pi2) 6∈ D(pi, i) unionsq {0},
a ≥ 0.
 \ {0}.
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As the second step of the proof of Theorem 7.1, we remove some un-
necessary conditions from the right-hand side of the inclusion in Corollary
7.6.
Proposition 7.8. The following equality holds.
C(pi, siv)
= (C(pi, v) ∪∆′(pi, v, i, i))
\
f˜max{ϕi(pi1)−εi(pi2),0}i (pi1)⊗ f˜ bi (pi2)
∣∣∣∣∣∣∣∣
pi1 ⊗ pi2 ∈ C(pi, v),
e˜i(pi1 ⊗ pi2) = 0,
f˜i(pi2) 6∈ Bw(µ) unionsq {0},
1 ≤ b ≤ ϕi(pi2).
 .
Definition 7.9. We set
E′(pi, v, i) :=
f˜max{ϕi(pi1)−εi(pi2),0}i (pi1)⊗ f˜ bi (pi2)
∣∣∣∣∣∣∣∣
pi1 ⊗ pi2 ∈ C(pi, v),
e˜i(pi1 ⊗ pi2) = 0,
f˜i(pi2) 6∈ Bw(µ) unionsq {0},
1 ≤ b ≤ ϕi(pi2).
 .
Proof of Proposition 7.8. Since C(pi, v) ⊂ C(pi, siv), it is sufficient to find
all those elements in ∆′(pi, v, i, i) which do not belong to C(pi, siv). To find
these elements, we need to find all these pi1 ⊗ pi2 ∈ C(pi, v) and a ≥ 0 which
satisfy the following conditions:
(1) e˜i(pi1 ⊗ pi2) = 0;
(2) f˜i(pi1 ⊗ pi2) 6∈ D(pi, i) unionsq {0};
(3) f˜ai (pi1 ⊗ pi2) 6∈ C(pi, siv) unionsq {0}.
Take an element pi1 ⊗ pi2 ∈ C(pi, v) which satisfies conditions (1) and (2)
above. We set M := max{ϕi(pi1)− εi(pi2), 0}.
If a satisfies 0 ≤ a ≤M , then f˜ai (pi1 ⊗ pi2) is equal to f˜ai (pi1)⊗ pi2 by the
tensor product rule. Hence f˜ai (pi1 ⊗ pi2) ∈ C(pi, siv) since f˜ai (pi1) ∈ Bsiv(λ).
If a satisfies a > M + ϕi(pi2), then
f˜ai (pi1 ⊗ pi2) = f˜Mi (pi1)⊗ f˜a−Mi (pi2)
= f˜Mi (pi1)⊗ 0
= 0
since a−M > ϕi(pi2).
From now on, we assume that M < a ≤ M + ϕi(pi2). First we assume
that f˜i(pi2) ∈ Bw(µ) unionsq {0}. Then f˜a−Mi (pi2) ∈ Bw(µ) by the string property
for Bw(µ). Therefore, we have
f˜ai (pi1 ⊗ pi2) = f˜Mi (pi1)⊗ f˜a−Mi (pi2) ∈ Bsiv(λ)⊗ Bw(µ).
Hence f˜ai (pi1 ⊗ pi2) ∈ C(pi, siv). Next we assume that f˜i(pi2) 6∈ Bw(µ) unionsq {0}.
Then f˜a−Mi (pi2) does not belong to Bw(µ) unionsq {0}. Therefore,
f˜ai (pi1 ⊗ pi2) = f˜Mi (pi1)⊗ f˜a−Mi (pi2) 6∈ Bsiv(λ)⊗ Bw(µ) unionsq {0}.
Hence f˜ai (pi1 ⊗ pi2) 6∈ C(pi, siv) unionsq {0}.
From the above discussion, we conclude that the set of all those elements
in∆′(pi, v, i, i) which do not belong to C(pi, siv), is identical to E′(pi, v, i). 
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Also, we can simplify the conditions of E′(pi, v, i).
Lemma 7.10. Take a path pi ∈ Bw(µ) which satisfies f˜i(pi) 6∈ Bw(µ) unionsq {0}.
Then, εi(pi) = 0 and ϕi(pi) = 〈wt(pi), α∨i 〉.
Proof. By the string property for Bw(µ) (see Lemma 4.10), the path pi is an
i-highest element, that is, e˜i(pi) = 0, which implies that εi(pi) = 0. Hence, by
an axiom for crystals, we have ϕi(pi) = εi(pi)+〈wt(pi), α∨i 〉 = 〈wt(pi), α∨i 〉. 
Lemma 7.11. Let pi1 ⊗ pi2 ∈ Bv(λ)⊗ Bw(µ). If f˜i(pi2) 6∈ Bw(µ) unionsq {0}, then
the following conditions are equivalent:
(1) e˜i(pi1 ⊗ pi2) = 0;
(2) e˜i(pi1) = 0.
Proof. By Lemma 7.10, we have e˜i(pi2) = 0, and hence e˜
〈wt(pi1),α∨i 〉+1
i (pi2) = 0.
Therefore, this lemma follows from Lemma 7.5. 
Corollary 7.12. It holds that
C(pi, siv) = (C(pi, v) ∪∆′(pi, v, i, i)) \ E(pi, v, i).
Theorem 7.13. Let λ, µ be dominant integral weights, and v, w elements
of the Weyl group W . Take i ∈ I which satisfies `(siv) > `(v). Also, we
take pi ∈ Bw(µ)λ. Then we have the following formula.
C(pi, siv)
=
f˜ai (pi1 ⊗ pi2)
∣∣∣∣∣∣
pi1 ⊗ pi2 ∈ C(pi, v),
e˜i(pi1) = 0, e˜
〈wt(pi1),α∨i 〉+1
i (pi2) = 0,
a ≥ 0.
 \ {0}

\
f˜ 〈wt(pi1),α∨i 〉i (pi1)⊗ f˜ bi (pi2)
∣∣∣∣∣∣
pi1 ⊗ pi2 ∈ C(pi, v),
e˜i(pi1) = 0, f˜i(pi2) 6∈ Bw(µ) unionsq {0},
1 ≤ b ≤ 〈wt(pi2), α∨i 〉.
 .
Definition 7.14. Let pi ∈ Bw(µ)λ. We take i ∈ I such that `(siv) > `(v).
We set
C˜(pi, v, i) :=
f˜ai (pi1 ⊗ pi2)
∣∣∣∣∣∣
pi1 ⊗ pi2 ∈ C(pi, v),
e˜i(pi1) = 0, e˜
〈wt(pi1),α∨i 〉+1
i (pi2) = 0,
a ≥ 0.
 \ {0}.
Proof of Theorem 7.13. By Corollary 7.12 and the fact that C(pi, v) is in-
cluded in C˜(pi, v, i), it is sufficient to prove that
C˜(pi, v, i) \ (C(pi, v) ∪∆′(pi, v, i, i)) ⊂ E(pi, v, i).
Take an element pi1 ⊗ pi2 ∈ C(pi, v) satisfying the following conditions:
(1) e˜i(pi1) = 0;
(2) e˜
〈wt(pi1),α∨i 〉+1
i (pi2) = 0;
(3) f˜i(pi1 ⊗ pi2) ∈ D(pi, i).
Assume that there exists a ≥ 0 such that f˜ai (pi1⊗pi2) 6∈ C(pi, v)unionsq{0}. We
need to prove that f˜ai (pi1 ⊗ pi2) ∈ E(pi, v, i).
First, we show that f˜i(pi2) 6∈ Bw(µ)unionsq{0}. Suppose that f˜i(pi2) ∈ Bw(µ)unionsq
{0}. Since f˜i(pi1 ⊗ pi2) ∈ D(pi, i) and D(pi, i) is a subset of Bi,λ,wµ, the path
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f˜ ci (pi1) belongs to Bv(λ) for c such that 0 ≤ c ≤ max{ϕi(pi1) − εi(pi2), 0}.
Therefore, f˜ai (pi1 ⊗ pi2) ∈ Bv(λ) ⊗ Bw(µ) which shows that f˜ai (pi1 ⊗ pi2) ∈
C(pi, v), a contradiction. Thus, f˜i(pi2) 6∈ Bw(µ) unionsq {0}.
Since e˜i(pi1) = 0 or equivalently εi(pi1) = 0, we have ϕi(pi1) = 〈wt(pi1), α∨i 〉
by an axiom of crystals. Also, we have εi(pi2) = 0 by Lemma 7.10. Hence
max{ϕi(pi1)− εi(pi2), 0} = ϕi(pi1) = 〈wt(pi1), α∨i 〉.
Now, suppose that 0 ≤ a ≤ 〈wt(pi1), α∨i 〉. Then f˜ai (pi1⊗pi2) = f˜ai (pi1)⊗pi2.
However, we have already shown that f˜ai (pi1) ∈ Bv(λ), and pi2 ∈ Bw(µ) by the
definition. Hence it follows that f˜ai (pi1 ⊗ pi2) ∈ Bv(λ)⊗Bw(µ). This implies
that f˜ai (pi1 ⊗ pi2) ∈ C(pi, v), a contradiction. Thus, a > 〈wt(pi1), α∨i 〉. Set
b := a−〈wt(pi1), α∨i 〉. Then b ≥ 1 and f˜ai (pi1⊗pi2) = f˜ 〈wt(pi1),α
∨
i 〉
i (pi1)⊗f˜ bi (pi2).
Since f˜ai (pi1 ⊗ pi2) 6= 0, we have f˜ bi (pi2) 6= 0, which implies that b ≤ ϕi(pi2).
From the above argument, we can verify that f˜ai (pi1⊗pi2) ∈ E(pi, v, i). 
Proof of Theorem 7.1. It remains to prove⋃
a≥0
f˜ai (C(pi, v)) \ {0} = C˜(pi, v, i). (7.1)
First, take an element ξ ∈ ⋃a≥0 f˜ai (C(pi, v)) \ {0}. Then, there exist
a ≥ 0 and pi ⊗ pi′ ∈ C(pi, v) such that ξ = f˜ai (pi ⊗ pi′). Take n ≥ 0 such that
e˜ni (pi ⊗ pi′) 6= 0 and that e˜n+1i (pi ⊗ pi′) = 0. Set pi1 ⊗ pi2 := e˜ni (pi ⊗ pi′). Then,
pi1 ⊗ pi2 satisfies the following conditions:
(1) pi1 ⊗ pi2 ∈ C(pi, v);
(2) e˜i(pi1) = 0, e˜
〈wt(pi1),α∨i 〉+1
i (pi2) = 0;
(3) pi ⊗ pi′ = f˜ni (pi1 ⊗ pi2).
Hence ξ = f˜a+ni (pi1 ⊗ pi2) ∈ C˜(pi, v, i), which implies that⋃
a≥0
f˜ai (C(pi, v)) \ {0} ⊂ C˜(pi, v, i).
On the other hand, by the definition of C˜(pi, v, i), it is clear that⋃
a≥0
f˜ai (C(pi, v)) \ {0} ⊃ C˜(pi, v, i).
From the above argument, the proof of (7.1) is completed, and hence
Theorem 7.1 follows. 
8. Some applications
In this section, we give some applications of the theorems that we proved
above.
8.1. Key positivity problem. For ν ∈ P , there is a unique λν ∈Wν such
that λν ∈ P+. In this situation, there exists u ∈ W such that uλν = ν.
Take uν := bucλν , and set κν := ch(Buν (λν)). Note that uν does not depend
on the choice of u.
If g = sln+1, then κν is identical to a key polynomial. For details about
key polynomials, see [RS]. It is known that a product of key polynomials is
a linear combination of key polynomials with integer coefficients.
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Theorem 8.1 ([RS, Corollary 7]). Assume that g = sln+1. Let λ and µ be
dominant integral weights, and v, w elements of W . Then there exists an
integer aνv,w,λ,µ for each ν ∈ P such that
κvλκwµ =
∑
ν∈P
aνv,w,λ,µκν .
The key positivity problem is the problem whether integers aνv,w,λ,µ are
nonnegative or not. In some special cases, we have already known aνv,w,λ,µ ≥
0 for each ν ∈ P .
Theorem 8.2. Let λ, µ ∈ P+, and w ∈W . Then there exists a nonnegative
integer aνe,w,λ,µ for each ν ∈ P such that
κλκwµ =
∑
ν∈P
aνe,w,λ,µκν .
Proof. Take characters of both sides of the isomorphism in Theorem 5.15.

Remark 8.3. For λ ∈ P+, we have Be(λ) = {bλ}. Hence κλ = ch(Be(λ)) =
eλ.
Theorem 8.4 ([HLMvW, Theorem 6.1]). Assume that g = sln+1. Let
λ, µ ∈ P+, and v ∈W . Then there exists a nonnegative integer aνv,w◦,λ,µ for
each ν ∈ P such that
κvλκw◦µ =
∑
ν∈P
aνv,w◦,λ,µκν .
Remark 8.5. (1) For µ ∈ P+, we have κw◦µ = ch(Bw◦(µ)) = ch(B(µ)).
Hence if g = sln+1, then κw◦µ is identical to a Schur polynomial.
(2) Haglund, Luoto, Maoson, and van Willigenburg wrote an explicit formula
for aνv,w◦,λ,µ in terms of Littlewood-Richardson key skylines in [HLMvW].
However, the key positivity problem is an open problem. We obtain a
partial solution for the key positivity problem, which is a refinement of
Theorem 8.2 and Theorem 8.4.
Theorem 8.6. Let λ and µ be dominant integral weights, and v, w elements
of W . If bvcλ ∈ Wdweµ , then there exists a nonnegative integer aνv,w,λ,µ for
each ν ∈ P such that
κvλκwµ =
∑
ν∈P
aνv,w,λ,µκν .
Proof. By Corollary 6.4, we have
Bv(λ)⊗ Bw(µ) '
⊔
pi∈Bw(µ)λ
Bu(pi,v)(λ+ wt(pi))
=
⊔
ν∈P
Buν (λν)⊕a
ν
v,w,λ,µ ,
where aνv,w,λ,µ = #{pi ∈ Bw(µ)λ | wt(pi) = λν − λ, bu(pi, v)cλν = uν} are
nonnegative integers. By taking characters, we conclude the desired asser-
tion. 
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Corollary 8.7. Let λ and µ be dominant integral weights, and v, w elements
of W . If bvcλ ∈ Wdweµ or bwcµ ∈ Wdveλ , then the product of κvλ and κwµ
is a linear combination of some key polynomials with nonnegative integer
coefficients.
Remark 8.8. (1) For λ, µ ∈ P+ and w ∈ W , we have becλ = e ∈ Wdweµ .
Hence Corollary 8.7 is a refinement of Theorem 8.2.
(2) For λ, µ ∈ P+ and v ∈ W , we have bvcλ ∈ W = Ww◦ = Wdw◦eµ . Hence
Corollary 8.7 is a refinement of Theorem 8.4.
Remark 8.9. Classically, we know the Schubert positivity property; a prod-
uct of Schubert polynomials is a linear combination of Schubert polyno-
mials with nonnegative integer coefficients (see [F, Section 10.6, Exercise
12]). Since a Schubert polynomial for a vexillary permutation is identical
to certain key polynomial, the Schubert positivity property shows that key
positivity property holds under certain condition. This condition is neither
a necessary condition nor a sufficient condition for the condition in Corollary
8.7.
8.2. The Leibniz rule for root operators. First, we define maps Si,
i ∈ I, which appear in our theorem below.
Definition 8.10. For i ∈ I and λ ∈ P+, we define
Si : B(λ)→ B(λ), b 7→
{
f˜
〈wt(b),α∨i 〉
i (b) if 〈wt(b), α∨i 〉 ≥ 0,
e˜
−〈wt(b),α∨i 〉
i (b) if 〈wt(b), α∨i 〉 ≤ 0.
Remark 8.11. First, the following diagram is commutative, where the map
si : P → P is the simple reflection corresponding to the simple root αi.
B(λ) B(λ)
P P.
Si
wt wt
si
Next, maps Si, i ∈ I, satisfy the braid relations: Take i, j ∈ I. If sisj ∈ W
has order m, then
Si ◦ Sj ◦ Si ◦ Sj ◦ · · · = Sj ◦ Si ◦ Sj ◦ Si ◦ · · · ,
where the number of terms on both sides is m.
For these reasons, maps Si, i ∈ I, can be thought of “lifts of the simple
reflections.” For details, see [Li2, Section 8].
Now, we give an equation, which is an analog of the Leibniz rule for
Demazure operators.
Theorem 8.12. It holds that⋃
n≥0
f˜ni (Bv(λ)⊗ Bw(µ)) \ {0}
= (Bsiv(λ)⊗ Bw(µ)) unionsq (Si(e˜maxi (Bv(λ)))⊗ (Bsiw(µ) \ Bw(µ))).
Proof. By Theorem 7.1, we have
Bsiv(λ)⊗ Bw(µ)
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=
⊔
pi∈Bw(µ)λ
C(pi, siv)
=
⊔
pi∈Bw(µ)λ
⋃
a≥0
f˜ai (C(pi, v)) \ {0}
 \ E(pi, v, i)

=
⊔
pi∈Bw(µ)λ
⋃
a≥0
f˜ai (C(pi, v)) \ {0}
 \ ⊔
pi∈Bw(µ)λ
E(pi, v, i)
=
 ⊔
pi∈Bw(µ)λ
⋃
a≥0
f˜ai (C(pi, v)) \ {0}
 \ ⊔
pi∈Bw(µ)λ
E(pi, v, i)
=
⋃
a≥0
f˜ai
 ⊔
pi∈Bw(µ)λ
C(pi, v)
 \ {0}
 \ ⊔
pi∈Bw(µ)λ
E(pi, v, i)
=
⋃
a≥0
f˜ai (Bv(λ)⊗ Bw(µ)) \ {0}
 \ ⊔
pi∈Bw(µ)λ
E(pi, v, i).
Hence it is sufficient to show that
⊔
pi∈Bw(µ)λ
E(pi, v, i) = Si(e˜
max
i (Bv(λ)))⊗ (Bsiw(µ) \ Bw(µ)). (8.1)
We have
⊔
pi∈Bw(µ)λ
E(pi, v, i)
=
f˜ 〈wt(pi1),α
∨
i 〉
i (pi1)⊗ f˜ bi (pi2)
∣∣∣∣∣∣∣∣
pi ∈ Bw(µ)λ,
pi1 ⊗ pi2 ∈ C(pi, v),
e˜i(pi1) = 0, f˜i(pi2) 6∈ Bw(µ) unionsq {0},
1 ≤ b ≤ 〈wt(pi2), α∨i 〉.

=
f˜ 〈wt(pi1),α∨i 〉i (pi1)⊗ f˜ bi (pi2)
∣∣∣∣∣∣
pi1 ⊗ pi2 ∈
⊔
pi∈Bw(µ)λ C(pi, v),
e˜i(pi1) = 0, f˜i(pi2) 6∈ Bw(µ) unionsq {0},
1 ≤ b ≤ 〈wt(pi2), α∨i 〉.

=
f˜ 〈wt(pi1),α∨i 〉i (pi1)⊗ f˜ bi (pi2)
∣∣∣∣∣∣
pi1 ⊗ pi2 ∈ Bv(λ)⊗ Bw(µ),
e˜i(pi1) = 0, f˜i(pi2) 6∈ Bw(µ) unionsq {0},
1 ≤ b ≤ 〈wt(pi2), α∨i 〉.

=
f˜ 〈wt(pi1),α∨i 〉i (pi1)⊗ f˜ bi (pi2)
∣∣∣∣∣∣
pi1 ∈ Bv(λ), pi2 ∈ Bw(µ),
e˜i(pi1) = 0, f˜i(pi2) 6∈ Bw(µ) unionsq {0},
1 ≤ b ≤ 〈wt(pi2), α∨i 〉.

=
{
f˜
〈wt(pi1),α∨i 〉
i (pi1)
∣∣∣∣ pi1 ∈ Bv(λ),e˜i(pi1) = 0.
}
⊗
f˜ bi (pi2)
∣∣∣∣∣∣
pi2 ∈ Bw(µ),
f˜i(pi2) 6∈ Bw(µ) unionsq {0},
1 ≤ b ≤ 〈wt(pi2), α∨i 〉.
 .
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Let pi1 ∈ Bv(λ). If e˜i(pi1) = 0, then 〈wt(pi1), α∨1 〉 ≥ 0. Hence it follows
that f˜
〈wt(pi1),α∨i 〉
i (pi1) = Si(pi1). Therefore, we have{
f˜
〈wt(pi1),α∨i 〉
i (pi1)
∣∣∣∣ pi1 ∈ Bv(λ),e˜i(pi1) = 0.
}
= {f˜ 〈wt(pi1),α∨i 〉i (pi1) | pi1 ∈ e˜maxi (Bv(λ))}
= {Si(pi1) | pi1 ∈ e˜maxi (Bv(λ))}
= Si(e˜
max
i (Bv(λ))).
Next we prove thatf˜ bi (pi2)
∣∣∣∣∣∣
pi2 ∈ Bw(µ),
f˜i(pi2) 6∈ Bw(µ) unionsq {0},
1 ≤ b ≤ 〈wt(pi2), α∨i 〉.
 = Bsiw(µ) \ Bw(µ). (8.2)
Assume that `(siw) < `(w). Then one has Bsiw(µ) \ Bw(µ) = ∅. Also,
there is no pi2 ∈ Bw(µ) such that f˜i(pi2) 6∈ Bw(µ) unionsq {0}. Hence we havef˜ bi (pi2)
∣∣∣∣∣∣
pi2 ∈ Bw(µ),
f˜i(pi2) 6∈ Bw(µ) unionsq {0},
1 ≤ b ≤ 〈wt(pi2), α∨i 〉.
 = ∅.
This proves (8.2).
From now on, we assume that `(siw) > `(w). In this case, the set⋃
n≥0 f˜
n
i (Bw(µ)) \ {0} is identical to Bsiw(µ). Hence if we take pi2 ∈ Bw(µ)
and b ∈ Z such that f˜i(pi2) 6∈ Bw(µ) unionsq {0} and 1 ≤ b ≤ 〈wt(pi2), α∨i 〉, then
we have f˜ bi (pi2) ∈ Bsiw(µ). Moreover, the element f˜ bi (pi2) is not contained in
Bw(µ) since f˜i(pi2) 6∈ Bw(µ) unionsq {0}. Hence f˜ bi (pi2) ∈ Bsiw(µ) \ Bw(µ).
For the opposite inclusion, we take an arbitrary element ξ ∈ Bsiw(µ) \
Bw(µ), set pi2 := e˜maxi (ξ), and take b ∈ Z such that ξ = f˜ bi (pi2). By def-
inition of pi2, we have e˜i(pi2) = 0, and hence it follows that εi(pi2) = 0
and ϕi(pi2) = 〈wt(pi2), α∨i 〉. We claim that pi2 ∈ Bw(µ). To check this,
take a reduced expression w = sj1 · · · sjt for w. Since `(siw) > `(w)
by our assumption, siw = sisj1 · · · sjt is a reduced expression for siw.
Take a string parametrization ξ = f˜a0i f˜
a1
j1
· · · f˜atjt (piµ) for ξ. Then we have
pi2 = e˜
max
i (ξ) = f˜
a1
j1
· · · f˜atjt (piµ) ∈ Bw(µ). Also, we see that b ≥ 1 since
pi2 ∈ Bw(µ) and ξ = f˜ bi (pi2) 6∈ Bw(µ). Hence f˜i(pi2) 6= 0. Suppose that
f˜i(pi2) ∈ Bw(µ), then ξ must be contained in Bw(µ) because of the string
property for Bw(µ). This contradicts the assumption that ξ 6∈ Bw(µ). Hence
f˜i(pi2) 6∈ Bw(µ). Finally, one has b ≤ ϕi(pi2) = 〈wt(pi2), α∨i 〉 since f˜ bi (pi2) 6= 0.
From these, we deduce that
ξ ∈
f˜ bi (pi2)
∣∣∣∣∣∣
pi2 ∈ Bw(µ),
f˜i(pi2) 6∈ Bw(µ) unionsq {0},
1 ≤ b ≤ 〈wt(pi2), α∨i 〉.
 .
The above argument shows (8.2). Thus, the proof of (8.1) has been com-
pleted. 
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