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A conceptual cost estimate for a proposed facility is obtained in the feasibility 
study phase when the schematic design is ready. The owner decides whether to 
continue with facility procurement and work with designers to determine the 
scope and general characteristics based on the preliminary cost estimate. Many 
difficulties are encountered with producing a cost estimate during this early 
stage: lack of detailed information, uncertainty about project details, and 
maybe a lack of experience on the part of the estimator. The simple method of 
estimating used in the construction industry, based on single parameters like 
gross floor area (GFA) typically results in an initial estimate that differs 
substantially from the final cost. Cost estimate of innovative projects is more 
challenging than conventional projects because of the variety and 
non-repetitiveness of the former. Traditional cost estimating methods are less 
useful because they require a lot of detailed information to produce an 
accurate estimate, and the databases on which these methods depend are not 
organized to address the imprecision associated with innovative features of 
projects. This study aims to address these limitations by proposing a cost 
estimating procedure based on system modelling and case-based reasoning. 
This study proposes to form a total cost estimate by retrieving and adapting 
the costs of historical cases based on the similarity measurements of project 
specifications. The cost estimating procedure is novel because it uses the 
Systems Modeling Language (SysML) as the basis to model the hierarchical 
case structure and the attributes relevant to the cost estimate. To carry out a 
CBR process, Formal Concept Analysis (FCA) is applied to organize the 
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knowledge in the case base. FCA is used to generate a concept lattice that 
elicits knowledge between cases and attributes. Cases are represented in a 
hierarchy of system, subsystems and components, visualized in SysML 
diagrams. Complementing the new case representation structure is a two-stage 
retrieval algorithm involving searching and matching based on structural and 
attribute similarity. The novelty of retrieval is that it introduces the structural 
similarity between hierarchical case structures and the similarity of attribute 
compositions. The top similar cases retrieved form the basis of case adaptation 
and their costs are updated for final cost estimation. We propose two methods 
based on successive principle in order to estimate the cost: adapting most 
similar case (AMSC) and aggregating costs of similar cases (ACSC). AMSC 
applies the successive estimating principle that breaks down the system from 
top down and updates the total cost estimate successively. The total cost is 
estimated by adjusting the cost of most similar case successively using the 
traditional adaptation methods. ACSC method calculates the total cost by 
aggregating the costs of similar components from bottom-up. 
A case study has been conducted to illustrate and validate the proposed cost 
estimating methodology using real data. The accuracy of cost estimate is 
validated by comparing the estimated cost to the actual cost, measured by the 
mean error rate. The proposed cost model shows improvement compared to 
the conventional case-based reasoning. However, one limitation of this study 
is that the experimental case base is not comprehensive and is used only to 
illustrate the potential and capability of the new approach. 
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CHAPTER 1 INTRODUCTION 
1.1 Problem Context 
1.1.1 Conceptual Cost Estimate 
A preliminary estimate or conceptual estimate is prepared at the point that only 
30% of the design is completed (Asmar et al. 2011). There are general phases 
in a project development process as shown in Figure 1.1. In the planning and 
design stages of a project, a variety of cost estimates exists including: 
 At the very early stage, the screening estimate is usually made before the 
facility is designed, and therefore relies on the cost data of similar projects 
built in the past.  
 Preliminary estimate or conceptual estimate is based on the conceptual 
design of the facility when the basic specifications are known. The 
recognized characteristic of conceptual estimating is the inexactness. 
Because of the absence of data and shortage of time, there may be no 
other way to evaluate the designs except for subjective judgements.  
 The detailed estimate is made when the scope of work and detailed design 
are available, accurate cost could be estimated by calculating the 
quantities of every work item. 
 
Conceptual cost estimation is carried out in the second phase when schematic 
design is ready for planning and feasibility study. Conceptual cost estimate is 
needed by the owner, contractor and designer for the purposes of feasibility 
study and schematic design evaluation. The owner will decide whether to 
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continue with facility procurement and work with designers to determine the 
scope and general characteristics of the facility based on the conceptual cost 
estimate (Carr 1989). It also provides guidelines for evaluating design 
alternatives financially. Therefore, construction practitioners have great 




Figure 1.1 Construction project phases 
 
1.1.2 JTC Novel Industrial Estate (IE) 
Innovation is a general field that has been widely studied. Innovation could 
happen when events in the future do not follow the course of past events and 
new knowledge is introduced. Friedenthal et al. (2012) proposed a 
Concept 
•Identify need 
•Identify design alternatives 
•Establish feasibility study: financing, risk 
Planning 
•schematic design 
•prelimary budget and schedule 
•Reconfirm economics: budget, financing and schedule 
Design 
&Construction 
•Working drawings, specifications and design review 
•Detailed cost estimate for construction control 
•Procurement 
•Constrution process monitoring and modifying 
Transfer 
•Reviews and acceptances 
•Settle all accounts 
•Process monitoring and modifying 
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categorization framework of innovations in construction and identified 
innovative construction activities through case studies. 
Nowadays, as clients become more exacting in their requirements, more 
innovative projects begin to arise. In Singapore, Jurong Town Corporation 
(JTC) leads in developing next generation infrastructure solutions. JTC 
provides the infrastructure required by companies to start their operations and 
facilitate their businesses immediately. In 2010, JTC launched the first 
Request for Proposal to support and finance leading-edge ideas that will create 
new industrial infrastructure solutions to fuel Singapore's future growth. They 
are keen in creating novel industrial estates by applying new concepts 
including industry clustering, stacked-up factory, mixed use of factory 
typologies and exploring underground space. 
 These industrial estates are a step change over the ideas or techniques that are 
around. The novelty is not truly innovative, i.e. groundbreaking. We define the 
novelty of industrial estates as introducing new component that has been 
applied in other places. For example, Surface Engineering Hub (SEH) has a 
new waste treatment plant, which is not brand new. Alternatively, SEH 
introduces new features and changes the values of existing features. On the 
other hand, novel industrial estate could be a mixed-use building that 
combines different factory typologies. In these situations, the existing cost 
modeling methods are not suitable to provide an accurate estimate. Therefore, 
we propose a new cost estimation model especially for novel industrial estates. 
 
1.2 Research Problem  
Cost estimation is one of the most important research fields in project 
Chapter 1 Introduction 
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management. Cost estimates are critical planning inputs and establish the base 
line of project cost at different stages of project development. Many 
difficulties arise when conducting cost estimate during the early stage, 
including lack of information, less defined project details and poor experience 
of estimator. Therefore, cost estimates are inaccurate at the conceptual stage, 
especially for novel systems. 
Cost estimation is more challenging for novel project because of its nature of 
high variety and non-repetitiveness. The traditional cost models are no longer 
applicable to provide a good estimate for innovative projects. Therefore, this 
study aims to solve the cost estimate problem in the conceptual phase by 
proposing a new cost estimating methodology. The following sections 
generally introduce the challenges and research gaps in the conceptual cost 
estimation modeling. A detailed literature review will support and further 
explain these arguments in Chapter 2.  
 
1.2.1 Deficiency of Existing Cost Estimating Approaches   
Quantitative and qualitative techniques abound in the conceptual cost 
estimation. Each of them has different advantages and disadvantages in 
addressing cost estimation problems. However, the available cost modeling 
techniques are neither adequate nor suitable for innovative infrastructure 
projects.  
The industry planners always estimate cost simply based on the gross floor 
area (GFA) using unit rate method (Layer, et al. 2002). However, this method 
is only applicable for common projects with great repetitiveness such as HDB 
building blocks. Parametric cost estimating method develops cost estimating 
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relationships (CERs) between the project characteristics and cost using 
mathematical algorithms (Mileham et al. 1993; Duverlie and Castelain 1999). 
Howver, the mathematical formula developed is not universal, no standard 
format exist for all kinds of projects. Regression analysis in deriving the CER 
only works well for common residential buildings. If a new project applies 
new technology or design, the derived cost model based on previous projects 
data is not useful. Elemental cost estimating method breaks down the project 
to elementary tasks in a work breakdown structure (WBS) and estiamtes the 
elemental costs from the costs of material, labor and equipment (Al-Reshaid et 
al. 2005; Lee et al. 2014). However, it advantages in the cost estimation of the 
late stage when detailed design information is available. Advanced artificial 
intelligent (AI) methods abound in the conceptual cost estimation, such as 
neural network, fuzzy logic and case-based reasoning. Neural network has a 
black box that is hard for understanding and communication. Advanced AI 
methods combined several artificial intelligence estimating methods to 
improve the esimate quality (Yu 2006; Abdrabou and Salem 2008; Cheng et al. 
2009). However, Instead of only pursuing to increase the cost model 
complexity, this study proposes a new cost model based on the case-based 
reasoning methodology that is capable of providing a good estimate for novel 
industrial estate. This study adopts and improves the case-based reasoning 
method because it shows these advantages over other cost estimating methods. 
 It is suitable for the conceptual cost estimation. Although information 
is sketchy at the conceptual stage, it is possible to provide an accurate 
estimate by learning from previous experience and projects. When the 
case base is ready, using the proposed retrieval and adaptation methods, 
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cost can be estimated from similar cases. 
 Intuitive: It is how the estimators do cost estimate in industry work. 
Industry estimators use the cost from historical projects as reference 
for estimation. Therefore, the proposed case-based reasoning model 
has great practical contribution to the construction industry.   
 Transparent: It always retrieves the best-matched historical case. 
 
1.2.2 Limitations of Conventional Case-based Reasoning 
CBR is a methodology for problem solving based on past knowledge and 
experience. Case-based reasoning examines the actual efforts that similar tasks 
required on previous completed projects. If complete projects are available to 
draw information from, judgement can be made on how the current task is 
compared to the other tasks. Then the cost of new case can be adjusted to 
reflect the difference. In each step, there are some algorithms or techniques 
introduced to solve the particular problem (Aamodt and Plaza 1994). However, 
conventional case-based reasoning has some limitations when it is used for 
novel projects.  
 
1.2.2.1 Poor organization of the case library 
(1) “Data-rich” and “Information-poor”  
In the conceptual stage, estimators often encounter the problem of being 
“data-rich” but “information-poor”. They cannot use the past project data 
effectively since it has not been organized in a way that supports the early cost 
estimating. It is not the quantity of data per se, but the way it is organized to 
match the information requirements of the task, as well as the variety and 
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descriptive power of information itself. Therefore, we propose to extract the 
knowledge behind rich data, which will support case organization, 
representation and matching.  
 
(2) Simple case representation framework 
In the conventional case-based reasoning, cases are listed in a table, 
represented by the same set of attributes (Karshenas and Tse 2002; Jin et al. 
2014). This representation framework is useful for common and repetitive 
residential buildings. However, the same set of attributes cannot be used to 
represent novel industrial estate projects. The variety of project types causes 
difficulty in case representation. Innovative industrial estates contain a variety 
of types and attributes, which lead to a heterogeneous case base.  
In addition, the flat attribute-value pair case representation is not good enough. 
Industrial estate projects can have different sets of attributes, different 
composition structures of components, and different attribute values. In order 
to represent industrial estate systems from multiple dimensions, we introduce 
the system modeling method in case representation. The represented 
information of case contains conceptual requirements of end-users, physical 
design features and system structures.  
 
1.2.2.2 No suitable retrieval method for rich case representation (CASE 
RETRIEVE) 
The widely used similarity measuring method only considers the value 
difference in the attributes. It ignores the similarity of attribute compositions 
and system structures, which are very important. Given the complex 
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representation of novel industrial systems, the traditional similarity measuring 
methods are not enough. There is a need for similarity measuring methods in 
the case retrieval step for the rich case representation. 
 
1.2.2.3 Limitations of current adaptation (CASE REVISE) 
The retrieval-only case-based reasoning (Duverlie and Castelain 1999; Kim, et 
al. 2004) is not suitable for innovative projects. The costs of retrieved similar 
cases are usually not satisfied, so they cannot be directly used. Thereof, it 
needs a process of cost estimate updating as the final cost estimate. While, 
there is currently no well-established systematic procedure for case adaptation. 
Moreover, some existing adaptation methods mainly depend on estimator’s 
subjective judgements, which is easy for the estimate to be blamed for the lack 
of accuracy. 
1.3 Research Objectives 
The overall objective of this research is to propose a new conceptual cost 
model for novel industrial estates based on the case-based reasoning and the 
SysML. The model relies on the project specifications and the cost data of 
historical projects. To estimate a new project, similar previous projects are 
selected and adjusted based on the recognized similarities or differences. The 
sub-objectives are specified as follows: 
(1) To propose a well-organized case library of innovative projects that is 
efficient for searching and matching cases. 
(2) To present a structured case representation model that includes the 
information of requirements, structures and attributes. 
In order to store the project information for fast case search and retrieval, the 
Chapter 1 Introduction 
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first question is how to organize the historical cases and how to build a case 
base of representative cases for effective retrieval and adaptation. The 
organization framework is very suitable for large database that contains 
various types of projects. Instead of the flat attribute-value case representation, 
this study to represent cases in SysML model from multiple perspectives. 
SysML model allows different sets of attributes, different composition 
structures of components, and different attribute values. Moreover, it shows 
the structural characteristic of system in a hierarchy of subsystems and 
components. 
 
(3) To revise and improve the case retrieval algorithm. 
Using the extracted case information as search conditions, this study presents a 
two-stage retrieval algorithm to retrieve similar cases or parts. This method is 
designed for the complex case representation. It allows comparison on the 
conceptual requirements, structures and attributes.  
 
(4) To design an estimate updating method that is in a successive and 
systematic procedure.  
The initial cost estimate from retrieved similar case is always not satisfied 
because of the project’s novel nature. Therefore, there is a need for case 
adaptation that updates the retrieved cost to final cost estimate. This study 
proposes a systematic case adaptation procedure with the help of successive 
principle.  
 
Chapter 1 Introduction 
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1.4 Research Scope  
The total cost of a constructed facility includes the initial cost and the 
subsequent operation and maintenance cost. Each of these major cost 
categories consists of a number of cost components. The initial capital cost of 
a construction project includes the expenses related to the initial establishment 
of the facility: 
 Land acquisition, including assembly, holding and improvement; 
 Planning and feasibility studies; 
 Architectural and engineering design; 
 Construction, including materials, equipment and labor; 
 Field supervision of construction; 
 Construction financing; 
 Insurance and taxes during construction; 
 Owner's general office overhead; 
 Equipment and furnishings not included in construction; 
 Inspection and testing 
This study focuses on the construction cost, which is the biggest cost 
component. Other cost items can also be included if the cost drivers reflecting 
the influence on land and design costs are included in the proposed cost model. 
In this study, the cost drivers collected are related to the construction cost. 
Moreover, the costs collected and used in the case study are the construction 
cost.  
This study assumes to estimate the construction cost based on the design 
features, while the features of the construction process are not considered. This 
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is because the construction processing attributes is not available in the 
conceptual stage. In addition, we assume that projects with similar design 
features will also incur similar construction techniques in the construction 
process. Thus, the total cost estimate has already reflected the factors 
regarding the construction process. However, the proposed cost model can 
also be improved to include the factors of the construction process such as 
construction technologies, site condition, etc. 
This study proposes to give a point cost estimate. Some studies focused on 
estimating the cost range by considering the risks and uncertainties. Some 
studies estimated the cost contingency using statistical method (Oberlender 
and Trost 2001; Baccarini 2004) and risk analysis (Cooper et al. 1985; Mak 
and Picken 2000). The estimation of the cost range and contingency is beyond 
the scope of this research. 
 
1.5 Organization of Dissertation 
The overall dissertation contains six chapters, beginning with this introduction 
chapter. Each chapter explicitly explains the methods that are applied to 
achieve the research objectives and significance. 
Chapter 1 introduces the background and motivations of the present research. 
The research gaps, objectives and scopes are subsequently stated. In addition, 
the organization of this dissertation is also described by summarizing the 
contents of this chapter.  
Chapter 2 reviews the relevant researches on the cost modeling approaches, 
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especially the case based reasoning and the system modeling methodologies. 
This chapter helps to identify the deficiencies of current cost modeling 
approaches to support the needs of the research problems.  
Chapter 3 presents an overall picture of the cost modeling methodology. It 
illustrates the case-based reasoning steps and emphasizes the innovations of 
the proposed cost model. This chapter also elaborates the case base 
development of historical industrial estate projects. Section 3.2.1 explains the 
procedure of case base development including class hierarchy generation by 
FCA and case modeling in SysML. Section 3.2.2 introduces the techniques of 
formal concept analysis in class hierarchy development. The class diagram of 
Industrial estates is useful for SysML modeling. Section 3.2.3 explains SysML 
method and its application in case representation especially for industrial 
estate projects.  
Chapter 4 illustrates the process of case retrieval and case adaptation that are 
two main functions in estimating the cost from similar historical cases. It 
introduces a two-stage retrieval methodology that intentionally solves the 
difficulties brought by the proposed case representation structure. It also 
elaborates various similarity measurements in case retrieval. This chapter also 
proposes two cost updating methods that are integrated with the successive 
principle. 
Stage 1 is to search for the concept in the hierarchy that is conceptually 
relevant to the query case. The first step uses the conceptual features 
(requirements) of the query case specification to search a number of 
case-clusters from general class to specific class. It assists to identify an initial 
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point to start the second stage of detailed similarity measurements. Given a 
query case (Target) and stored cases (Source) of the selected class a1, we 
continue to retrieve similar cases within the class by calculating the similarity 
score (Stage 2). Finally, the most similar case is selected for adaptation. 
Chapter 5 presents a case study to implement and validate the proposed cost 
modeling methodology. It is tested by eleven JTC real industrial estate cases. 
The case study implements the cost estimation model 11 times for 11 query 
cases by selecting one case as query case and comparing it to the other ten 
cases. The proposed cost model is validated by assessing the accuracy of cost 
estimate. In the end, this chapter also proposes a method to assess the range of 
cost estimate. 
Chapter 6 concludes the dissertation with a summary on the main 
contributions of this research. It discusses the limitations regarding 
assumptions and makes recommendations for future studies.
Chapter 2 Literature Review 
14 
 
CHAPTER 2 LITERATURE REVIEW 
This chapter covers literature review and research gaps that have been briefly 
stated in previous chapter but will be elaborated in details. The thorough 
review elaborates conceptual cost estimating approaches and explains the 
deficiencies of current methods. Next, it elaborates case-based reasoning 
methodology and system engineering modeling methods that are applied in 
this research. Based on the literature reviews, this chapter points out the 
research gaps, highlights the significance of the present research, but also 
elaborates the various applications of the research methods.  
 
2.1 Cost Estimating Techniques 
Previous researches have investigated many aspects in construction cost 
modeling, such as conceptual cost estimation (Kim et al. 2004), lifecycle cost 
control (Muangon and Intakosum 2013), bidding price and concession price 
determination (Chua et al. 2001), This section thoroughly reviews the cost 
estimating techniques in the conceptual stage including parametric method, 
activity-based method, and advanced artificial intelligence methods. Moreover, 
it discusses the studies on estimating the cost range. 
 
2.1.1 Parametric Cost Estimation 
Parametric cost estimating (PCE) is a cost estimating technique based on cost 
estimating relationships (CER) that are highly probabilistic in nature (Evans et 
al. 2006). Parametric cost model correlates costs with product characteristics 
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through statistic techniques. Usually, parametric method adopts a number of 
physical characteristics such as floor areas, building floors, internal and 
external appearance as inputs to establish cost estimates. It is capable of 
estimating cost to within 20% for mechanical product design (Mileham et al. 
1993). Duverlie and Castelain (1999) compared two methods for the economic 
evaluation of mechanical design: a parametric method and a case-based 
reasoning method. Parametric model is also applicable to estimate the 
elements of work breakdown. Then the total cost is the aggregation of all 
elemental costs.  
This method is widely used in practice because of its easy understanding 
procedure. However, the linear relationship between cost and project 
characteristics only works well for the analysis of common residential 
buildings, which do not vary a lot. When dealing with the complex projects 
with great variety, the regression method in deriving the relationship might not 
be good enough. Besides, when new characteristics are involved, it is 
necessary to redevelop the mathematical relations, which is very tedious. 
 
2.1.2 Feature-based Cost Estimation 
Feature-based cost model estimates cost by relating to design features in 
CAD/BIM. Cheung et al. (2012) provided cost estimation at multiple levels of 
BIM model. Design, planning and cost estimating through features such as 
walls, columns are integrated in BIM model. Ou-Yang and Lin (1997) 
provided a tool to automate the cost estimation in terms of features along with 
the design process. Zhang et al. (1996) identified the relationship between 
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design features and cost using neural network. This method is more widely 
used in manufacturing industry. However, design features differ across 
projects, so estimators have to re-define project features in the cost estimation 
model, which will be very tedious. In addition, there is no consensus on what 
features should be used in the cost model.  
 
2.1.3 Activity-based Cost Estimation 
The activity-based costing (ABC) is also known as elemental cost modeling. 
In this method, construction project is broken into work elements, practitioners 
calculate the quantitiy of resources and unit cost. Thus the summation of the 
products of quantities and unit costs is the total cost. Work Breakdown 
Structure (WBS) could be used as a guide for identifying cost elements. The 
costs are aggregated from the bottom level of WBS upwards until the highest 
level of WBS (Al-Reshaid et al. 2005). Unit cost is assigned to each facility 
component or task. The unit cost method is straightforward in principle but 
quite laborious in application. In this technique, the cost of each single activity 
is determined with the greatest level of detail at the bottom level and rolls up 
to total project cost.   
Activity-based method depicted the relevant processes of product development 
and assumed a value on resource consumption analytically and then 
aggregated them together properly (Layer et al. 2002). This type of bottom-up 
estimating method allowed the evaluation of the project cost from a 
decomposition of work into manageable tasks or activities (Guide 2001). The 
work breakdown structure provided the necessary framework for detailed cost 
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estimating and control along with providing guidance for schedule 
development and control (Hamilton Dec 2011). Lee et al. (2014) proposed 
ontology for inferencing from work condition to work items. However, the 
ontology is limited, because work conditions differ a lot according to the type 
of construction work. The result of the analytical approach based on a 
generative process plan  is a detailed cost estimation. This method is 
preferred to be used in the late stage, since it requires detailed design 
information for quantity estimation. This method advantages in dealing with 
new projects that break the boundaries, e.g. introducing new manufacturing 
technology, new machines. But it is time consuming and detailed data may not 
be available in the conceptual stage. 
 
Based on the work breakdown structure, Lichtenberg (1974) first proposed a 
successive principle (SP) in assessing the project uncertainty and risks. The 
successive principle has achieved a strongly enhanced realism in terms of its 
estimating procedures (Gao et al. 2000). Successive estimating is a technique 
that can identify and quantify the most significant areas of project uncertainty 
The successive principle is based upon a successive systematic detailing, 
starting with only a few main items or activities (Lichtenberg 1989). The aim 
is to detail successively the areas of greatest local uncertainty and to provide 
greater clarification of them. It allows successively detailing of the project by 
focusing on the key items of greatest uncertainty. This study applies the 
successive detailing process in guiding the case adaptation. 
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2.1.4 Artificial Intelligence Approaches 
In the 1980s, artificial intelligence technique was introduced into cost 
estimation. Since the 2000s various advanced models using artificial 
intelligence (AI) techniques were developed. The approaches of AI applied in 
cost modeling include case-based reasoning, rule-based reasoning, neural 
network, expert system, fuzzy logic and optimization method genetic 
algorithm. Recently, many researchers applied combined AI methods that 
overcomed the shortcomings of each other to improve the esimate quality of 
cost model . 
Neural Network cost model correlates costs with product characteristics 
through advanced neural network. Neural network employed in many 
researches link project characteristics to costs (Yu 2006). Abdrabou and Salem 
(2008) concluded that the utilization of neural networks necessitated a 
substantial body of historical cases. Cheng et al. (2009) developed an 
integrated model which integrated three methodologies, Fuzzy Logic, Neural 
Network and Genetic Algorithm. The model overcomes the difficulty of 
measuring experience for determining the weights of attributes. Fuzzy logic 
was used to describe qualitative uncertain input and output variables. Neural 
networks (NNs) are employed in fuzzy input-output mapping, which connect 
the cost impact factors and total cost. Genetic Algorithm (GA) is applied to 
optimize Membership Function and identify optimum network parameters 
(Kim 2010). ANFIS (NN) mapping methodology was applied to develop the 
quantity of bill items according to the most influential parameter. Arditi also 
studied the comparison of case-based reasoning and neural network in the 
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conceptual cost estimation for large building projects, which showed better 
accuracy when using CBR than ANN (Arditi and Tokdemir 1999). 
In case-based reasoning, the training examples - the cases - are stored and 
accessed to solve a new problem. To get a prediction for a new example, those 
cases that are similar, or close to, the new example are used to predict the 
value of the target features of the new example. This is at one extreme of the 
learning problem where, unlike decision trees and neural networks, relatively 
little work must be done offline, and virtually all of the work is performed at 
query time. CBR system learnt by acquring new cases. 
Expert System and rule-based method are developed to solve complex 
problems using expert knowledge represented in “if-then” rules. Normally an 
expert system contains a knowledge base, an interface engin, and a user 
interface.  Muqeem et al. (2012) combined expert system with fuzzy logic as 
a fuzzy expert system for prediction. Althoff (2012) analyzed the relationship 
between CBR and expert systems and concluded the potential of CBR as 
future expert systems. He developed an expert estimating for the early stage 
by formulating generalized linear models (GLM) for highway construction. It 
provides a preliminary estimate with quantity and unit prices based on 
automated expert system developed by utilizing the generalized linear model 
(Chou 2009). Expert knowledge and reasoning capabilities can be integrated 
in CBR in problem solving (Rissland and Skalak 1989; Golding and 
Rosenbloom 1996).   
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2.1.5 Cost Range Estimating Approaches 
Accurately estimating construction costs during the pre-conceptual stage can 
determine project viability. However, generating accurate estimate is typically 
a difficult task as reliable information is not available during this phase.  The 
use of a single-value cost estimate technique is typically unreliable and, thus, 
some researchers proposed probabilistic ranges to improve the estimate 
reliability and quantify the uncertainty in the cost estimate. The cost estimate 
range is used to account for all kinds of uncertainties, because either the 
design is incomplete or the accurate estimate is infeasible. The cost estimate 
range should cover the risks associated cost contingency, escalation increase 
caused by indexes and random estimating uncertainty. What is more, 
predictions of the estimate accuracy may accompany the estimate, represented 
as a percentage around the point estimate, stated with a specified confidence 
level. Some methods on assessing the quality of cost estimate are proposed 
including statistical analysis of survey results (Trost and Oberlender 2003), 
scoring system and the knowledge-based judgment system (Oberlender and 
Trost 2001). 
 
During the early phase, the use of a single value cost estimate technique is not 
reliable, thus some researchers proposed to build probabilistic ranges. The 
probabilistic approach offered cumulative distribution function (CDF) graphs 
that shed new lights on providing decision support for estimating the 
probability of finishing project at or below a certain budget. Chou et al. (2009) 
developed a cumulative distribution function for preliminary cost estimates for 
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highway projects using monte-carlo simulation MCS. The writer firstly fitted 
appropriate lognormal distribution to major cost components, applied MCS to 
simulate and run tests until obtaining desired output.  
Monte Carlo simulation has been used extensively for addressing probabilistic 
uncertainty in range estimating for construction projects. This method first 
identifies the risks and examines their influence on the cost items. Each cost 
item is expressed as a probability distribution around a mean value in a 
quantitative manner. Then the total cost estimate could be obtained by 
monte-carlo simulation. Chua et al. (2001) proposed a method for estimating 
the bid markup according to the risk and company competence analysis. It 
categorized the risks into the types of quantity related, unit cost related, 
schedule related risks. Kolodner (1992) focused on combining successive 
principle (SP) and monte carlo simulation (MCS). The cost items are 
estimated using triangular distribution. The triangular distribution is typically 
used as a subjective description of a population for which there is only limited 
sample data, and especially in cases where the relationship between variables 
is known but data is scarce. It is based on the knowledge of the minimum and 
maximum and an "inspired guess" as to the modal value. Then MCS is applied 
to simulate the total cost as the summation of cost items. Rehman and Guenov 
(1998) used bootstrap and Monte Carlo simulation to produce interval estimate. 
Sonmez (2011) proposed to develop bootstrap prediction intervals to quantify 
the uncertainties. Sadeghi et al. (2010) stated that subjective and linguistically 
expressed information resulted in added non-probabilistic uncertainty in 
construction management. This article discussed the deficiencies of the 
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available methods and proposed a Fuzzy Monte Carlo Simulation (FMCS) 
framework for risk analysis of construction projects. 
 
2.1.6 Advantages and Shortcomings of Existing Approaches 
The above literature review on cost modeling shows that each cost estimating 
technique suits a certain application situation. Recently, there is a trend of 
developing the advanced cost model by integrating several cost estimating 
techniques. The distinct advantages and limitations of most popular cost 
estimating approaches are discussed as follows:  
(1) Unit rate method: This method estimates the unit rate and multiplies it to 
the gross floor area (GFA). The industry planners always estimate cost 
simply based on the gross floor area (GFA) (Layer, et al. 2002). However, 
this method is only applicable for common projects with great 
repetitiveness such as HDB building blocks. 
(2) Parametric method: It develops cost estimating relationships (CERs) 
between the project characteristics and cost using mathematical 
algorithms. Similar to parametric method, feature-based estimating 
integrates CAD model with cost information for cost estimation early. The 
cost estimation process could also be automated along with the design 
process (Wierda 1991). However, the mathematical formula developed is 
not universal. There is no standard format for all kinds of projects. 
Regression analysis in deriving the CER only works well for common 
residential buildings. If a new project applies new technology or design, 
the derived cost model based on previous projects data is not useful. 
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(3) Feature-based method: when using this method, design features differ 
across projects, so estimators have to re-define project features in the cost 
estimation model, which will be very tedious. In addition, there is no 
consensus on what features should be widely used in design model.  
(4) Activity-based method: it decomposes the work into elementary tasks 
based on the WBS structure. It advantages in revealing causal relation, 
helps find direct causal relation between designs and cost item. This 
method also advantages in the change of boundary conditions (e.g. new 
manufacturing technology, new machines). However, it is time consuming 
and detailed data may not be available in the conceptual stage. 
(5) Neural network: This method learns the impact of attributes on cost by 
automatic analysis from historical data. Neural network is trained to learn 
the impact of design attributes on cost. Cost and design data are used for 
training and testing the neural network (Murat Günaydın and Zeynep 
Doğan 2004). Many researchers applied artificial neural network method 
in cost estimation (Yu 2006; Abdrabou and Salem 2008; Cheng et al. 
(2009). This method is good in modeling nonlinear and complex 
relationships, but its logic is not visible. This is hard to understand and 
difficult for communication. This limitation needs to be addressed, 
because easy understanding and application are very important for 
industry experts.  
(6) Analogy-based method: This technique is used to estimate the project cost 
when very little project detail is available. Cost is estimated by comparing 
to similar projects previously completed. This technique can be used to 
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estimate the project cost when very little detail about the project is 
available. Case-based reasoning (CBR) belongs to this category. 
 
The advantages and shortcomings of the widely used conceptual cost 
estimating methods are shown in Table 2-1. The techniques in bold style are 
the most popular techniques. This study proposes to use the case-based 
reasoning method in the category of analogy-based method.
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Table 2-1 The advantages and shortcomings of cost estimating methods 
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 Can take large 
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(Kim et al. 
2004) 
(Koo et al. 
2011) 
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et al. 2015) 
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et al. 1985) 
(Yau and 
Yang 1998) 
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2.2 Case-based Reasoning Methodology 
Case-based reasoning is an methodology for problem solving based on past 
knowledge and experience. In each step, there are some algorithms or 
techniques introduced to solve the particular problem. It is not surprising that 
case based reasoning is applied in design, planning and pricing prediction. 
This method extracts rules and solutions from historical data. The phrase 
"case-based reasoning" (CBR) generally refers to a computer process that 
finds solutions to current problems by examining descriptions of similar, 
previously encountered problems and their associated solutions, matching the 
novel problems to the closest previously encountered problems, and using the 
associated solutions to produce a solution to the current problem. In a CBR 
system, problem-solution descriptions are stored in a database called a case 
base. It has four steps: Retrieve, Reuse, Revise and Retain (Aamodt and Plaza 
1994; De Mantaras et al. 2005). 
Case-based reasoning system could be developed in various software 
including ESTEEM, MyCBR, etc. ESTEEM automatically calculates the 
importance weight by gradient descent method. MyCBR is a tool for building 
prototypical CBR applications (Bach and Althoff 2012). MyCBR software 
allows structured object-oriented case representations. It is used to represent 
all information such as classes and attributes of a particular domain. In case 
representation, it allows class definition and creating instances of different 
structures. The different structures play a significant role in similarity 
measuring. However, the software has some limitations. It only has value 
similarity functions for simple attributes of integer, float or symbolic types. 




Case-based reasoning is increasingly used in cost estimation. Duverlie and 
Castelain (1999) compared the parametric methodand CBR for the economic 
evaluation of mechanical design. The authors explained the advantages and 
disadvantages of both methods: parametric estimating is easy and quick to 
apply; CBR results in a more precise result but requires a complete case base. 
The studies led by Kim in Korea University focused on creating and applying 
the advanced techniques in cost estimation. The authos advanced the 
case-based reasoning (CBR) by integrating it with multiple methods such as 
regression analysis (MRA), artificial neural networks (ANN), genetic 
algorithm (GA) (Kim et al. 2004; Kim et al. 2004). Some authors automated 
the cost estimation throughout the design phase from conceptual design to 
detailed design in case-based reasoning (B Chapman et al. 1985; Yau and Yang 
1998). Kim et al. (2012) presented a hybrid estimating model by combining 
the quantity-based and case-based estimating methods for large building 
projects. Total cost is the product of take-off and unit cost, where the unit cost 
is estimated by case-based reasoning method. Kaplinski et al. (2015) applied 
case-based reasoning (CBR) in estimating the unit price of construction 
elements. 
 
2.2.1 Advanced Case-based Reasoning Methods 
2.2.1.1 Hierarchical case representation 
Hierarchical case representation was first introduced in software design. 
Smyth and Cunningham (1992) presented a hierarchical case representation in 
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“type-of” relationship. Smyth et al. (2001) proposed to decompose problems 
into sub-problems and solutions are recomposed into a final solution. The 
decomposition of problem is also widely used in analyzing innovative design 
(Rehman and Guenov 1998). The decomposition framework is also useful 
when dealing with novel infrastructure projects (Trousse 1998). The case 
memory in this model is a hierarchical structure of what is called 'episodic 
memory organization packets' (Bergmann and Stahl 1998). 
 
Individual parts of compound cases are possibly processed or used separately 
(Kolodner 1992). Redmond (1990) introduced the benefits of using pieces of 
multiple previous cases in the course of solving a single problem. In his model, 
case pieces are organized around the pursuit of a goal and the final solution is 
constructed by chaining together the chosen cases. Like trouble-shooting, 
medical diagnosis and planning problem, it is common that problems are 
solved by addressing the sub-problems individually. The author proved the 
possibility of using multiple case pieces for problem solving. Watson and 
Perera (1998) proposed a case-based reasoning (CBRefurb) system for the 
strategic cost estimation for building refurbishment. CBRefurb features 
consolidate the aim of allowing multiple retrieval of appropriate pieces of the 
refurbishment, which are easier to adapt, reflecting the expert method of 
estimating cost for complex refurbishment work (Marir and Watson 1995).  
 
2.2.1.2 Knowledge-integrated CBR  
Tadrat et al. (2012) applied knowledge integrated case-based reasoning for 
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classification problem using formal concept analysis. This fundamental view 
of concept representation forms the basis for the memory model. Muangon 
and Intakosum (2013) estimated the cost using knowledge-based approach, 
where missing design features are examined from historical cases using case 
based reasoning. Ontology-based adaptation in jCOLIBRI allows developers 
to create rules for adapting solutions (Recio-Garía and Díaz-Agudo 2007). 
Aamodt (2004) studied the field of knowledge intensive case based reasoning 
that relates cases to general knowledge.  
 
2.2.1.3 Object-oriented case representation 
Object-oriented representations are particularly suitable for complex domains 
in which cases with different structures occur. The object-oriented method 
applied in case based reasoning is first introduced by Bergmann and Stahl 
(1998). The author introduced object-oriented method in case representation 
and proposed a new similarity method utilizing the similarity between classes. 
An impressive example is described by Göker and Roth-Berghofer (1999). In 
accordance with the present invention, a reusable object oriented (OO) 
framework with object oriented programming systems comprises a case-based 
reasoning (CBR) shell. It permits a framework user to use a case set 
representing a set of instance descriptions. After establishing the OO operating 
environment, the CBR system user can engage in operations such as building 
historical case definitions, query processing, and structural matching 
according to the case definitions. Thus, the case history descriptions comprise 
a set of object-oriented classes that are organized into an inheritance hierarchy. 
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Qian et al. (2009) applied the object-oriented model to represent cases and 
proposed to solve the over-sensitive alarm problem in the intrusion detection 
system (IDS). A recent research of Ali Khan and Ali Chaudhry (2015) 
described the knowledge representation scheme formulated to represent a 
problem in the structural analysis domain. The model incorporates all the 
information essential for finite element analysis in an object-oriented model 
for case based reasoning. Recio et al. (2005) presented a framework for 
problem specification in case based reasoning, where design solution could be 
achieved by searching from the abstract task. The developed hierarchy is 
according to the level of abstraction, from abstract concept to concrete cases.  
 
2.2.2 Similarity Measurement 
Retrieval is usually done by computing similarity using the following 
equations between similar cases and new case. There are two kinds of 
similarities: attribute similarity and case similarity that involves weighting of 
attributes. Case similarity score is equal to 
             
   
 
   
, where Ni is the new 
case, Si is the stored case, and wi is the importance weight, FAS is the function 
of attribute similarity. Then cases are prioritized according to the similarity 
score. Top cases with satisifed similarity score that is greater than the 
minimum critera of measuring similarity (MCAS) are selected. MCAS could 
be predefined or determined using the optimization method such as GA. 
Alternatively, there is another similarity measuring mothod using the number 
of matches. Method of determining matching is seting a range for one 
parameter, if the new case value falls in the range, then it could be considered 
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as matched. The following section presents the similarity measurements for 
various types of attributes. 
 
2.2.2.1 Categorical Attribute Similarity Measurement 
Fuzzy similarity measurement has been proposed for categorical attributes. 
Fuzzy logic is applied in similarity measurement to deal with vague and 
uncertain information whenever exact mathematical techniques are not 
sufficient (Bonissone and Cheetham 1997; Wang 1997; Dvir et al. 1999). For 
non-crisp values, they are given a probability distribution. Ahmed et al. (2009) 
presented an approach to create artificial cases by the means of fuzzy rule 
based reasoning. Such cases are artificial cases, but are supplemented by the 
real cases collected. 
 
2.2.2.2 Semantic Similarity Measurement 
Semantic features exist in project descriptions, such as material and 
construction contexts. The most popular method of measuring semantic 
similarity is building taxonomy to represent the inherent knowledge. The 
similarity depends on the location of the cases in the taxonomy. If the index 
texts are logically related, their similarity can be measured in the taxonomy 
(Resnik 1999; Lord et al. 2003). It calculates the similarity depending on the 
positions where the data value of the two cases appears in the case base 
structure. The key to measuring the similarity degree of two concepts is 
measuring the extent to which they share common information. The cases that 
share the maximum semantic information are the most similar.  
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Edge-counting method calculates the similarity score for attributes in a 
taxonomy (Resnik 1995). The shorter the path from one node to another, the 
more similar the two concepts are. It relies on the notion that links in the 
taxonomy represent uniform distances.  
 
2.2.2.3 Textual Similarity Measurement 
Text retrieval is a branch of information retrieval when information is stored in 
the form of text. Vector space model (VSM) represents text documents as 
vectors of terms. It identifies the similarity of term sequences between a query 
case Q and the stored cases C. Cosine similarity is a measure of similarity 
between two vectors of an inner product space that measures the cosine of the 
angle. The cosine similarity score of two cases ranges from zero to one. It is 
thus a judgment of orientation and not magnitude, which is suited for text 
matching. For textual matching, the attribute vectors A and B are usually 
the term frequency vectors of the documents. The terms are words, keywords 
in a case and the dimension of the vector is the frequency of each term in the 
case documents.  
 
2.2.2.4 Structural Similarity Measurement 
Experiments based on human assessment of similarities have confirmed that 
both surface and structural similarity assessment are necessary for sound 
retrieval in CBR (de Mántaras et al. 2005). Edit distance has already been used 
in CBR research as an affinity measure. Edit distance is a way of quantifying 
how dissimilar two strings (e.g., words) are by counting the minimum number 
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of operations required to transform one string into the other. Bunke and 
Messmer (1994) first proposed a similarity measure for structured 
representation that is based on graph edit distance. Börner (1994) defined 
structural similarity as the most specific graph structure that the target problem 
has in common with a stored case. A set of transformation rules given as 
background knowledge is needed to determine this common structure. 
Conventional semantic string edit distance is a way of quantifying how 
dissimilar two strings (e.g., words) are to one another by counting the 
minimum number of operations required to transform one string into the other 
(Bille 2005). The edit distance between strings can be evaluated by dynamic 
programming, which has been extended to compare trees and graphs on a 
global level (Riesen et al. 2013). Tree edit distance is an application of edit 
distance (Levenshtein distance) on two trees rather than two strings 
(Cunningham 2009). Most recently, Xie et al. (2013) applied the edit distance 
method to handle missing and unmatched attributes in CBR system.  
Various studies applied the dynamic programming algorithm to calculate the 
minimum edit distance. The first algorithm for computing minimum edit 
distance between a pair of strings was published by Damerau in 1964 (Kukich 
1992). Tai (1979)  presented the first non-exponential solution in 1979. Zhang 
and Shasha (1989) improved the time complexity to O (mn). They took 
advantage of an observation that not all possible sub-problems were necessary 
to compute the tree edit distance. They partitioned the sub-problems in a smart 
way and result in better, O (mn), space complexity. Klein (1998)  has taken the 
advantage of heavy paths in one of the trees to guide the choice between two 
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recursive solutions. Robust algorithm for the tree edit distance (RTED) 
introduces the LRH (Left-Right-Heavy) path strategy. The calculation could 
be achieved by RTED coded in a java tool developed by Augsten (2011). Bille 
(2005) reviewed the problems of comparing labeled trees including tree edit 
distance, alignment distance and inclusion problems. It also detailed the tree 
edit distance measuring methods.  
 
2.2.3 Case Adaptation Method 
In many cases, the case retrieved is not the exact solution needed. Adaptation 
is to modify the old solutions to confirm to new situation according to the 
identified difference. This step is used to refine the result of retrieved 
solutions.  It is common for the retrieved solution to be regarded as an initial 
solution that should be refined to reflect the differences between the new and 
retrieved problems (Craw et al. 2006). Many techniques can be used in the 
adaptation including:  
 Parameter adjustment: scaling method 
 Case-based substitution: recursively use CBR to find a substitute for a 
mismatch 
 Generative adaptation: It replayed the computation for the new 
problem (Lopez De Mantaras et al. 2005). A general-purpose planning 
system applied derivational replay to compute a faulty element.  
 
Retreival-only CBR is improved by learning adaptation knowledge through 
cases or rules. Tadrat et al. (2012) incorporated case-based adaptation using 
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the human knowledge sources, which is called rule based reasoning or expert 
system. Priss (2000) created adaptation rules by considering numeric 
differences between pairs of cases in a house price case-base. Dr. Cooper 
investigated the use of hybrid approaches for case adaptation employing 
machine learning algorithms (Cooper et al. 1985). These approaches 
investigated how to automatically learn adaptation knowledge from a case 
base and applied it to adapt retrieved solutions.  Smyth and Keane (1998) 
combined retrieval and adaptation using adaptation-guided retrieval based on a 
view of similarity as “transformation effort”. Ji et al. (2011) improved the 
adaptation performace by decreasing the need for adaptation and increasing its 
capability. As an effort to enhance the performance of CBR, this research 
developed a case adaptation method that was balanced for retrieval and 
adaptation. Case-based reasoning had many applications in medical diagnosis 
and design problems where adaptation was easier generated by following the 
reasoning mechanism (Watson and Perera 1998) (Shin and Han 2001) 
(Carpineto and Romano 2005). 
 
2.3 Modeling Methods in System Engineering 
System engineering is an interdisciplinary approach enabling the realization of 
systems. It is about the big picture, defining customer needs and functionality 
in the early stage, documenting requirements, then proceeding with design 
synthesis and system validation (Willard 2007). It helps clients define, develop 
and deploy a system to achieve overall performance as shown in Figure 2.1 
(Jamshidi 2009).  
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Figure 2.1 System development lifecycle 
 
2.3.1 Model-based System Engineering Methodologies 
System engineering is a good method for exacting innovative and traditional 
project information from various viewpoints. It describes the functions, 
behavior and structural designs at an abstract level. What is more, it models 
the interfaces or connections between parts and elucidates the use cases and 
requirements at higher level. Model driven development (MDD) is a way to 
solve problems at a higher level of abstraction and to verify design decisions 
at the early stage (Wymore 1993). MDD supports an iterative, top-down 
development process, which ensures that the big picture is clearly defined and 
understood before the focus is shifted to the details. There are several popular 
model model-based system-engineering methods: 
 Lifecycle development model: Waterfall model, Spiral Model, and “VEE” 
Model 
 OOSEM: The Object-Oriented System Engineering Method (OOSEM) 
integrates a top-down model based approach that uses SysML to support 
the specification, analysis, design, and verification of systems (Lynkins et 
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al. 2003). OOSEM utilizes a model-based approach to represent the 
various artifacts generated by the development activities. As such, it 
enables the system engineers to precisely capture, analyze, and specify the 
system and its components and ensures consistency among various system 
views (Rumbaugh et al. 1991).  
Estefan (2007) described the role of the Object Management Group (OMG) 
Unified Modeling Language (UML) and Systems Modeling Language (OMG 
SysML) visual modeling languages. They are used to support the disciplines 
of software and systems engineering. Other tools required to support the full 
system lifecycle could be integrated with SysML, such as requirements 
management tools, configuration management, performance modeling, and 
verification tools. 
 
2.3.2 UML and SysML Modeling Tools 
The Unified Modeling Language (UML) is a general-purpose, 
developmental, modeling language in the field of software engineering, which 
is intended to provide a standard way to visualize the design of a system. UML 
is used for of object-oriented development. The employment of Unified 
Modeling Language in system engineering is Systems Modeling Language 
(SysML). The System Modeling Language (SysML) is a general-purpose 
modeling language for systems engineering applications (Friedenthal et al. 
2014). SysML offers system engineers several noteworthy improvements over 
UML, which tends to be software-centric. UML and SYSML are both system 
visualization languages to support the tasks of analyzing, specifying, 
Chapter 2 Literature Review 
39 
 
designing, verifying and validating systems. It is essential to remember that 
SysML and UML only provide standard modeling means. Neither UML nor 
SysML solve the difficulty associated with systems analysis, but they allow 
efficient communication between the project stakeholders (Vanderperren and 
Dehaene 2005). 
 
2.3.2.1 Object-oriented Concepts 
Object-oriented modeling was introduced in the late 80’s. It is defined as “a set 
of classes that embodies an abstract design for solutions to a family of related 
problems, and supports reuses at a larger granularity than classes” (Johnson 
and Foote 1988; Rumbaugh et al. 1991; Embley et al. 1992). At that time, 
there were no tools for object-oriented software development. UML can be 
described as the successor of object oriented analysis and design. 
Object-oriented database stores objects other than values such as integers, 
strings. This concept is similar to the element database of building information 
model (BIM). When utilizing BIM to draw a component, instead of drawing 
its graph, it only needs to call the instance of the stored component.  
The objects in UML are real world entities that exist around us. In software 
development, objects can be used to describe, or model, the system being 
created in terms that are relevant to the domain. Objects also allow the 
decomposition of complex systems into understandable components that allow 
one piece to be built at a time. Main object-oriented concepts are illustrated as 
follows: 
 Abstraction: Abstract data type rather than physical structure of objects as 
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the basis of decomposition. Abstract data type is a class of objects. It is 
both a module and a type characterized by their operations and properties. 
An abstraction intentionally ignores some qualities, attributes, or 
functions of an information system in order to focus the attention on 
others (Rumbaugh et al. 1991). A model that includes most important 
aspects while ignoring less important details 
 Class: a class is a description of a group of objects with common 
properties (attributes). A class is an abstraction that emphasizes relevant 
characteristics 
 Object: an instance of a class 
 Two kinds of relationships: a type-of and an instance-of.  
Type-of relationship could result in different class types with sets of 
attributes. Type-of relationship differentiates classes according to the 
attributes. Instance-of relationship allows all objects to be instantiated 
from the class. 
 
2.3.2.2 Unified Modeling Language and System Modeling Language 
In 1997, the Object Management Group released the Unified modeling 
language. One of the purposes was to provide a standard and common design 
language for building computer applications. UML has applications beyond 
software development, such as process flow in manufacturing. It is analogous 
to the blueprints used in other fields, and consists of different types of 
diagrams. Taken together, UML diagrams describe the boundary, structure, 
and the behavior of the system and the objects within it. The most useful, 
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standard UML diagrams are use case diagram, class diagram, sequence 
diagram, state diagram, activity diagram, component diagram, and deployment 
diagram. 
 
The employment of Unified Modeling Language in system engineering is 
System Modeling Language (SysML) specification (Willard 2007). One of the 
major improvements SysML brings to UML is the support for representing 
requirements and relating them to the model of a system, the actual design and 
the test procedures. SysML therefore introduces the requirement diagram and 
defines several kinds of relationships for improving the requirement 
traceability. The purpose is to provide a standard way to link the requirements 
to the design specifications. Cloutier and Griego (2008) explored the use of 
object-oriented method to the fictitious system of wildfire detection, monitor 
and control. It compared SysML technique and traditional system engineering 
modeling techniques to identify the difference and showed diagrams of each 
approach. Huang et al. (2007) explored the use of SysML to model a system 
and to support the automatic generation of simulation models. David et al. 
(2010) proposed a method to unify and enhance the development of complex 
safety critical systems by linking functional design phase using SysML with 
commonly used reliability techniques such as FMEA and dysfunctional 
models construction in AltaRica Data Flow.  
 
SysML modeling provides different perspectives for representing and 
analyzing from requirements, functions, physical forms and interactions. We 
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can use as many views as necessary to “tell the story” so that there is no 
misunderstanding as we progress from defining requirements through 
architecture development. SYSML modeling process is shown in Figure 2.2. 
The first step is user needs identification and functionality analysis, which is 
reflected in requirement diagram. Then the architecture of physical designs is 
modeled in the block definition diagram. Each block has an internal block 
diagram showing the parts and their connections.  
Table 2-2 SysML diagrams and descriptions 
SysML Diagrams Description 
Block definition diagram (BDD) 
Defines a composite system entity in 
SysML, physical architecture 
Requirements diagram 
Requirements from user needs, 
Functional Architecture 
Internal block diagram (IBD) 
Shows flow and information interactions 
between blocks 
 

























Figure 2.2 SYSML modeling process 
 
2.4 Summary and Significance of the Present 
Research 
This chapter presented a thorough literature review on cost estimating 
techniques, the applications of case-based reasoning method in construction, 
manufacturing and software engineering, and the system modeling methods in 
system engineering. Through reviewing the existing cost estimating 
techniques, we identify their advantages and shortcomings and select 
case-based reasoning as the basis of this research methodology. However, the 
traditional case-based reasoning is not suitable to provide a good estimate for 
novel industrial estate projects. Section 2.2 reviews the major steps of 
case-based reasoning methodology and its application in various fields. 
Case-based reasoning has been widely used in the conceptual cost estimation 
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of construction projects and software. Kim et al. (2012), Kim, K. (2010), and 
Koo et al. (2011) proposed hybrid CBR methods by integrating CBR with 
fuzzy logic, neural network, genetic algorithm, and rule-based methods. CBR 
is also combined with Elemental Cost Estimating in estimating the unit costs 
of elements (Kaplinski et al. 2015). In software cost estimation, Marir, F. and I. 
Watson. (1995) and Smyth, B et al. (2001) introduced the benefits of allowing 
multiple retrieval of appropriate pieces in the course of solving a single 
problem. This study proposes to bring in the new ideas of advanced CBR in 
estimating the cost of software design to address the construction cost 
estimation problem. In addition, in order to represent the novel industrial 
estates sufficiently, this study reviews the system modeling method in the field 
of system engineering. 
Cost estimates are critical planning inputs, yet are inaccurate at the conceptual 
stage, especially for novel complex systems. Existing models of project cost 
estimating are not suitable for innovative and complex projects, such as 
industrial estates, which attempt to innovate in the way JTC does. They 
perform well in estimating repetitive construction work like residential 
housing and commercial buildings. Therefore, a new cost modeling method is 
needed to provide an accurate estimate of innovative complex projects in the 
planning stage. 
This study is to develop a new cost estimation model, which extends the 
application of case-based reasoning methodology from common residential 
buildings to innovative projects. It makes good use of historical data, avoids 
the bias of estimator’s judgments, and improves the estimate accuracy. This 
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study is beneficial to the company owners in strategic decision-making in a 
feasibility study. It is also very innovative to the researchers interested in the 
development of knowledge-based and case-based models.  
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CHAPTER 3 COST MODELING 
METHODOLOGY AND CASE BASE 
DEVELOPMENT 
3.1 Research Methodology 
This section presents the procedure of the proposed cost modeling 
methodology. The procedure of the proposed cost model follows the four steps 
of case-based reasoning containing case base development (case organization 
&case representation), case retrieval, cost updating and learned case retaining 
(Figure 3.1). The major steps of case representation, case retrieval and case are 
improved with the proposed techniques, such as formal concept analysis and 
SysML modeling. 
Case-based reasoning examines the actual efforts that similar projects required 
in previous completed projects. When a new query case comes, it is compared 
to the historical cases to search for the matched similar cases. Then the cost of 
retrieved most similar case is adjusted to fit the difference. In the end, the 
solved query case is retained as well in the case base, which making the case 
base to be larger and stronger. 
 






























Figure 3.1 Methodology framework of the proposed CBR 
: main operations of the system 
 : logical flow  : data flow related to the knowledge archive 
 : various types of data used in the operations; 
 
Step 1: Case base organization 
To initiate a CBR process, the first step is case base organization. Case 
organization determines the form of organizing and retaining cases. Innovative 
industrial estates include a variety of types and attributes, which lead to a 
heterogeneous case base. The object-oriented modeling is able to deal with the 
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complexity of heterogeneous case base. The key principle of object-oriented 
modeling is abstraction, which links abstract concepts (classes) to real objects 
(cases). All projects of the same class have an identical decomposition 
structure and the same set of attributes. Therefore, each class is a template, 
which makes it easier for case representation. In addition, the class hierarchy 
works as a knowledge base to assist the similarity measurement. 
 
This study adopts Formal Concept Analysis (FCA) to organize the knowledge 
in the case base according to the conceptual attributes. FCA is used to generate 
a concept lattice that elicits knowledge between cases and attributes (Tadrat et 
al. 2012). The concept lattice developed in FCA is used as the framework to 
organize cases, which links virtual conceptual classes to real objects. 
Therefore, the proposed organization of cases as instances from different 
classes allows different attributes and structures. This is a significant 
improvement to the traditional case base where cases are all represented by the 
same template. 
 
Step 2: Case representation 
Case representation defines what information to be included in a case. Cases 
are instantiated from different classes and represented in the set of class 
specifications. Cases or objects of one class are described by the class 
attributes, which are typed by values or sub-classes.  
Cases with various information are modeled in SysML. the concept of block in 
SysML is the same as the class in object-oriented framework. The system 
model of a specific class is defined in system modeling language (SysML). 
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Cases instantiated from the class are represented in the same structure. System 
modeling language (SysML) provides several diagrams to represent case 
information including requirement diagram, static case structure in block 
definition diagram and internal block diagram. They show the information of 
physical features defined by block definition diagram and requirements 
defined by requirement diagram.  
 
Step 3: Two-stage case retrieval 
Complementing the proposed case representation, we present a two-stage 
retrieval method.  
1) Stage 1: search for the class in the hierarchy that is conceptually 
relevant to the query case. 
A concept lattice can be seen as a search-space in which one can easily pass 
from one level to another. This stage uses the conceptual attributes of the 
query case to locate a new query case to a general class and progressively 
being restricted to specific classes. It identifies an initial point to start the 
second stage for more detailed similarity measurements. In the current stage of 
the case retrieval, the criterion used to identify the most appropriate matching 
class in a connected lattice is selecting the highest class that matches the most 
number of attributes. The cases of identified class form a new retrieval space 
for stage 2. 
2) Stage 2: Similarity measurement 
In this study, we propose to measure the similarity between two labeled trees 
by considering the structural and attribute similarities. This study proposes to 
use tree edit distance for measuring the structural similarity between the query 
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case and the cases retrieved from the selected case base. However, the 
structural distance alone is not enough; the similarity of blocks in their 
attributes should also be calculated. Finally, the structural similarity and 
attribute similarity are combined to come up with the global similarity using 
the weighted summation method. In the end of case retrieval, cases are ranked 
according to the similarity score, and the most similar case is selected for case 
adaptation. 
 
Step 4: Updating of cost estimate 
Thereafter, using the retrieved similar cases, this step presents two successive 
cost updating methods named “adapting the most similar case (AMSC)” and 
“aggregating the costs of similar cases (ACSC)”. Both of these cost estimate 
models follow the successive principle that is proposed by Lichtenberg (1974). 
Adapting the most similar case (AMSC) is based on the adaptation method of 
case-based reasoning. It updates cost according to the identified differences 
using transformation and substitution methods. ACSC calculates the total cost 
by aggregating the costs of components from the bottom up. To summarize, 
the proposed cost modeling method innovates in the following aspects: 
 The proposed model provides a case organization and representation 
model, especially suitable for complex innovative projects. 
 Conceptual knowledge in the case organization is used to guide the 
retrieval. Such knowledge could be stored in a structure that is most 
common to multiple cases.  
 The case base organization based on FCA facilitates to reduce the search 
and match space of the large number of historical cases.  
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 It includes the conceptual attributes about the functions and performance 
for retrieving similar historical cases. 
 It allows measuring the similarity between cases in different structures 
 It allows retrieving multiple “best parts” that are appropriate for 
composing the solution of innovative project. 
 
3.2 Case Base Development  
3.2.1 Introduction  
The first step of case-based reasoning is to develop a case base of historical 
cases. After building historical case base, CBR model users can engage in 
operations such as query processing, building historical case definitions, and 
modifying operating parameters regarding the project types. 
Traditional case base structure is a list of cases in a simple flat structure of 
attribute-value pairs. This study borrows the idea from software design that 
organizes complex cases in the object-oriented model (Watson and Perera 
1998; Díaz-Agudo et al. 2007). The object-oriented framework rules out the 
table format database, in which information of cases are represented in 
attribute-value pairs. A main concept of the object-oriented model is 
“abstraction”. It facilitates the case organization by building a set of classes 
that embody an abstract design for solutions to a family of related problems. It 
provides a template to link abstract class to real objects and describe cases as 
objects of a class. Each class is defined with common properties that all cases 
instantiated from the class would share. This study applies the formal concept 
analysis (FCA) to cluster cases and generate the classes for case base 
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organization by capturing the knowledge behind cases.  
Moreover, it is important to have a graphical notation, which supports the 
object-oriented concepts. System Modeling Language (SYSML) is one of the 
most widely used notations for the object orientation framework as it provides 
a standard format and allows modeling complex systems from multiple 
viewpoints. It provides a consistent language for specifying, visualizing, and 
documenting the cases of industrial estate systems. By applying the SYSML 
model, we can discover the structural and functional information in the early 
stage of system design. Three diagrams are very useful: block definition 
diagram, internal block diagram and requirement diagram. 
 
3.2.2 Case Base Organization using Formal Concept Analysis  
Formal Concept Analysis has been used for information retrieval (Priss 2000) 
and knowledge base development (Muangon and Intakosum 2013). It extracts 
knowledge about the case base with the purpose of characterizing abstract 
annotations (Bergmann and Schaaf 2003). Quan et al. (2004) applied fuzzy 
FCA to measure the membership of objects to the concept, and then calculated 
the similarity between concepts. Formal concept analysis could generate a 
concept lattice that elicits knowledge between cases and attributes. It has been 
shown that formal concept analysis (FCA) can be used for semi-automatic 
construction of the concept hierarchy for a given domain. In information 
science, formal concept analysis (FCA) is a principled way of deriving a 
concept hierarchy from a collection of objects and their properties (Wolff 
1993). In the theory, a formal concept is defined as a pair of attribute (intent) 
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and object (extent). The extent consists of all objects that share the attributes 
and the intent consists of all attribute shared by the objects. The formal 
concepts are the formalized semantic notions of extension and intension. 
Concept lattice of FCA is very useful in the organization of concrete cases. In 
this study, we use the generated concept lattice as a framework of organizing 
the cases in the case base, which links virtual conceptual class to real objects. 
In this way, real cases are grouped into the conceptual classes with by 
identifying the shared attributes. Thereby, cases of different classes could be 
represented with different attributes and structures. This is a significant 
improvement to the traditional case base where cases are all represented in the 
same data format structure. Furthermore, the concept hierarchy does not only 
exist for systems but also for subsystems and components. It means 
subsystems or components could also have their own lattice hierarchies. The 
advantages of FCA are summarized as follows: 
 It realizes the abstract description for real objects. 
 It links the abstract class with real physical objects/cases. 
 It allows for analyzing the conceptual attributes  
 The concept hierarchy provides the guideline to the definition of 
blocks and sub-blocks with their attributes in SYSML. 
 It reduces the experts’ efforts to define the concept hierarchy and 
provides a more persuasive one.  
 By traversing the class hierarchy or by generalization and 
specification of the classes, the case base could be enlarged or 
reduced. 
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3.2.2.1 Cross-table Development 
In formal concept analysis, we should first identify the attributes and cases. 
Attributes are the conceptual descriptions of projects derived from user 
requirements and functional descriptions. Conceptual attributes are important 
in determining the types of IE projects. Formal concepts are generated by 
analyzing the projects (objects) and attributes. This study uses a Java tool 
“CONEXP” to facilitate the formal concept analysis.  
JTC has been continuingly contributing to the development of next-generation 
industrial estates to fulfill the requirements of various industries. This research 
studies a wide range of industrial estate projects including industrial lands and 
spaces from JTC. In the cross table, we use 17 typical JTC industrial estate 
innovative projects and 11 attributes as shown in Table 3-1. In this table, 0 
means the object does not have this attribute, 1 means it has this attribute. A 
compressed cross table developed in Concept explorer software is shown in 
Figure 3.2. 
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Table 3-1 The cross table of industrial estates and attributes 


























0 0 0 0 1 0 0 0 0 0 0 
Jurong Island 0 1 0 0 1 0 0 0 0 0 0 
One-north 0 0 0 0 1 0 0 0 0 0 0 
JTC Rock Cavern 0 1 0 0 0 0 0 0 0 0 0 
CleanTech Park 0 0 0 0 1 0 0 0 0 0 0 
Chemical Hub 1 0 0 0 0 1 0 0 0 1 1 








1 0 0 0 0 1 0 0 0 1 1 
Surface 
Engineering Hub 




1 0 0 0 0 1 0 0 0 1 1 
JTC Medtech Hub 1 0 0 0 0 0 1 0 0 1 1 
JTC Aerospace 1 0 0 0 0 1 0 0 1 0 0 
JTC Space@Gul 1 0 0 1 0 1 0 0 1 0 1 
CleanTech One 1 0 1 0 0 0 1 0 0 1 1 
Food 
Hub@Senoko 
1 0 0 0 0 1 0 1 0 1 1 
Poultry processing 
hub 
1 0 0 0 0 1 0 0 0 1 1 
 





Figure 3.2 Snapshot of cross table in Concept Explorer software 
3.2.2.2 Concept Lattice 
Formal concepts represent the maximal groupings of cases with shared 
attributes. The formal concepts of any formal context are ordered in a 
hierarchy called the concept lattice, connected by “type-of” relationship in the 
concept lattice. Each node in the lattice corresponds to a concept with a pair of 
extensions and intensions. Edges connect similar concepts that share some 
common attributes. Sub-concepts not only inherit the attributes of parent node, 
but also have its own features. This corresponds to the notion of “inheritance” 
used in the class libraries of object-oriented modeling. The concept lattice is 
more informative than traditional tree-like conceptual structures as it supports 
multiple inheritances. 
The analysis process starts from the top concept that contains all cases. In this 
study, the top concept node is “Industrial Estate”. By adding attributes, parent 
concepts are specified to child concepts downwards the concept lattice. 
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Concepts in the lower level contain more attributes and fewer objects than the 
concepts at a higher level. A concept lattice consisting twenty-one concept 
nodes is generated from the cross table. Figure 3.3 shows the concept lattice 
with attributes shown. The concept node with blue-filled upper semicircle of 
node has attribute attached to this concept. The black filled lower semicircle of 
node has objects of its own and does not just serve to aggregate collections of 
objects from lower-level concepts. For example, as shown in Figure 3.4, the 
node “quick start-up” has the attribute “quick start-up” and the objects of 
lower-level nodes, but does not have its own objects. The concept “stack-up” 
has the attribute “stack-up” and own object “Food Hub@Senoko”.  
 
 
Figure 3.3 Original concept lattice with attributes shown 





Figure 3.4 Original concept lattice with attributes and objects shown 
3.2.2.3 Class Diagram 
From the formal concept analysis, abstract and concrete concepts are 
identified and arranged hierarchically in the concept lattice (Figure 3.4). By 
deleting the bottom node, we develop the corresponding SysML class diagram 
shown in Figure 3.5. In the class diagram, concepts are defined according to 
the shared attributes and JTC project types. For example, “multi-user high-rise 
space” is defined by using the shared attributes “multi-users” and “high-rise”. 
The definition of “small footprint factory” is taken from JTC, which has the 
attributes low rise, heavy manufacturing and special structural floors. The 
generated concepts from level 1 to level 5 and their attributes are listed in 
Table 3-2, where the common attributes between parent and child concepts are 
not repeated. The concepts in the higher levels are more abstract than the 
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lower level concepts. The definitions of some concepts follow that used by 
JTC. The project definitions of JTC are shown as below: 
 Standard Factories: Standard factories are typically detached, 
semi-detached or terrace low-rise units that are meant for a single user. 
With a ceiling height of up to seven meters, JTC's standard factories 
are up to three stories high, and are designed for businesses in the 
heavy industries requiring larger ground floor space for the movement 
and storage of goods.  
 Flatted factories: high-rise, multi-tenants, common facilities including 
cargo and passenger lift, car parks, clean and light business. The flatted 
factories usually are the high-rise floors of industrial building, such as 
the 7th-9th floor of 20 Ayer Rajah Crescent. 






Level 1 Industrial Estate   
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Level 4 Standard Factory 
Single tenant  
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Level 4 High rise space for 
heavy factories 
Multi-user  
Heavy factory  
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Heavy floor loading  
High ceiling height 












Level 5 Stack-up space Ramp up  
 
The class diagram of industrial estate domain is shown in Figure 3.5. The class 
diagram is different from the concept hierarchy, since it allows 
multiple-inheritance. The related parent and child classes share some common 
attributes. The definition of concepts is the same as blocks in SYSML, so the 
developed concept hierarchy is the same as the class diagram in SysML. 
 






































Figure 3.5 Class Diagram of Industrial Estate 
3.2.2.4 Case Base Organization  
This section presents the case base organization by implementing the proposed 
techniques to industrial estate projects. Industrial estates are stored as 
instances of the classes, which are developed from the formal concept analysis. 
For each class, we develop a case base. Therefore, there could be multiple case 
bases, and each base contains the objects owned by a certain class. The case 
base development is facilitated by software MyCBR, it facilitates the case 
representation using an object-oriented modeling method. In order to 
understand the organized case base structure, we first clarity some concepts as 
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follows (Figure 3.6): 
 Class: abstraction of a group of objects with common attributes; it is 
the same to “concept” in the concept lattice and “block” in SysML 
model. 
 Object: An instance of class, represented by the same set of class 
specifications; Object is the same to case and instance. 
 Instance-of relationship: cases are instances of class 
The relationships in the case base structure include: 
 Relationship between classes: “is-a”  
 Relationship within case between block and sub-block: “part-of” 
 Relationship between case and class: instance-of 
 
 
Figure 3.6 Concepts in the case base organization 
 
According to the class diagram, objects (cases) are clustered to different 
classes in the class diagram. Case bases are developed based on the identified 
classes. However, not all classes are used as case bases;, only the concepts that 
own real objects (cases) become case bases. If a concept has no own objects 
Chapter 3 Cost Modeling Methodology and Case Base Development 
64 
 
(no cases directly belonging to this class), it does not have a case base. In this 
case, this concept is a dummy node. Therefore, the case base structure allows 
retrieving similar cases from multiple case bases. Figure 3.9 shows an 
example of multiple case bases developed by MyCBR according to the class 
diagram (Figure 3.7). The drums represent case bases such as “Flatted 
factories” and “high-rise heavy factory”. In the software, clicking on the drum 
will show the instances of the case base. 
 
Figure 3.7 Case bases of the class diagram 
What is more, not only the case bases for projects (as a whole) exist, 
component bases for component classes are also developed. A class diagram of 
components can also be developed, so that multiple bases of components 
might also exist. Therefore, the case base structure not only allows retrieving 
similar cases from the system level, it also allows retrieving similar 
components from multiple component bases.  
 
Each class is described by a set of properties. The child class inherits all the 
attributes of the parent class. For example, as shown in Figure 3.8, 
“ready-built facility” is a sub-class of industrial estate, it inherits the attributes 
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of GFA and Plot ratio of the “industrial estate” class and adds its own unique 
attributes. The ready-built facility class contains two compartments including 
one for class attributes such as floor loading, ceiling height and one for part 
components. The attributes have several types including integer (int), float and 
symbol. The part components include shared facility and annex building. 
  
Figure 3.8 An example of class attributes 
 
3.2.2.5 Sensitivity Study of the Conceptual Attributes 
From the cross table of attributes and objects, a concept lattice is generated. It 
identifies the concepts and determines the hierarchy among the concepts. In 
order to identify the sensitivity of the concept lattice to the inclusion or 
exclusion of specific attributes, we examine the attributes and check whether 
reducing the attributes influences the retrieval result and the cost estimate.  
Step 1: Select the attributes for sensitivity analysis 
The selection of attributes is determined according to the following criteria: 
Eliminate the attribute shared by fewer objects. We first count the objects of 
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each attribute and rank the attributes according to the object counts (Table 3-3). 
The rationale for this is to keep the abstract concept and reduce the number of 
concrete concepts with few exemplar objects. According to the developed 
concept lattice, the attribute shared by more objects will appear in the higher 
level of the concept lattice. Concrete concept at the lower level has less 
influence in classifying objects, and therefore has higher priority to be selected 
for deletion.  
Table 3-3 Object counts of each attribute 
Attribute ID Attribute 
Object 
count Priority 
8 Stack up 1 1 
2 Supply of new land 2 
 3 Green Innovation 2 
 4 Special structure provision 3 2 
7 Light business 3 3 
9 Low rise 3 3 





 10 High rise 9 
 11 Multi-tenanted 11 
 1 Quick start-up 12 
  
The “Stack up” attribute is in the lowest level of the concept lattice and only 
has one object. The attribute is the first to be eliminated in the sensitivity study. 
The “Special structure provision” attribute belongs to three objects and 
appears at the second level from the bottom. After that, the attributes for 
analysis are “light business” and “low rise”. Even though the attributes 2&3 
only have two objects, but they are in the top second level (important in 
classifying objects) so that cannot be deleted in building the concept lattice. 
Other attributes that are not selected for analysis are all necessary conceptual 
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attributes for cost analysis. Therefore, we select these four attributes (stack up, 
special structure provision, light business and low rise) for sensitivity study. 
Step 2: Delete the selected attributes and evaluate the concept lattices 
After deleting the selected attributes, we generate a revised the concept lattice. 
Table 3-4 shows four generated concept lattices when the four specific 
attributes (stack-up, special structure provision, light business, low rise) are 
deleted in succession. In the last row of Table 3-4, four selected attributes are 
deleted and the concept lattice becomes simpler consisting of 14 concepts. By 
assessing the concept lattices, we can find that the cases are grouped into a 
more abstract class when the corresponding attributes are deleted.  
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Step 3: Examine the performance of case retrieval 
This step is to examine whether the most similar case will still be retrieved in 
the new concept lattice. We compare the retrieval results using the original 
concept lattice (Fig. 3.4) and the new simplified concept lattice (Fig 3.9), and 
check whether the most similar case will still be retrieved using new concept 
lattice. This is to examine whether the most similar case will locate at the 
same class or higher generalized class. Figure 3.9 shows the objects in the new 
concept lattice and Figure 3.10 shows the objects of the highlighted concept 
nodes in the case study. We identify the classes of the retrieved cases (Fig 3.9) 
and compare them to the classes in the original concept lattice (Fig 3.4). 
In the case study, we estimate the costs for eleven cases from JTC by 
retrieving and adapting the most similar case. Table 3-5 shows the retrieval 
results of the case study using the original concept lattice. By referring to the 
retrieval results, we analyze the positions of the most similar case in the new 
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and original concept lattices to check whether the most similar case is still in 
the same class or the generalized class in the new concept lattice. If the most 
similar case is still in the same class or in the generalized class, it will 
definitely be retrieved with the new concept lattice. According to Table 3-5, 
the most similar case retrieved falls in the same class or the class closest to the 
query case, as compared to the original concept lattice. For example, JTC 
Space@Gul retrieved to the query case JTC Space@Tanjong Kling is 
relocated at the generalized class in one level higher. The retrieved case JTC 
MedTech One to query case 5 Food Hub is still located at the same class 
flatted factory. 
Therefore, the retrieval of similar cases is not sensitive to the number of 
conceptual attributes. This is because when an attribute is deleted, the object 
will definitely be grouped to a more abstract concept at the higher level. When 
a query case comes, it will also be located to the generalized class at the higher 
level. Thereby, the most similar case will still be retrieved. However, a good 
lattice that classifies cases sufficiently can facilitate reduce the search space of 
case storage and thus reduce the similarity calculation time.




Table 3-5 Comparison of the classes of the retrieved most similar case 
Case 
ID 
Query case Retrieved most similar case 
Original owned class of the 
retrieved case 
New owned class of the 
retrieved case 
1 JTC SPACE@TAMPINES BioMed Hub One Multi-user high-rise space Multi-user high-rise space 
2 JTC Space@Gul 
JTC space @TANJONG 
KLING 
Standard factory Multi-user heavy factory 
3 JTC chemical hub JTC SEH High-rise heavy factory High-rise heavy factory 
4 JTC SEH JTC nanoSpace@Tampines High-rise heavy factory High-rise heavy factory 
5 JTC food hub JTC MedTech One Flatted factory Flatted factory 
6 
JTC space @TANJONG 
KLING 
JTC Space@Gul Standard factory Multi-user heavy factory 
7 JTC MedTech One BioMed Hub One Flatted factory Flatted factory 
8 CleanTech One BioMed Hub One Flatted factory Flatted factory 
9 BioMed Hub One JTC MedTech One Flatted factory Flatted factory 
10 JTC nanoSpace@Tampines JTC SEH High-rise heavy factory High-rise heavy factory 
11 JTC Space@Tuas JTC food hub Stack-up factory High-rise heavy factory 
 
 





Figure 3.9 The newest concept lattice with attributes and objects 
 
 
Figure 3.10 The newest concept lattice with highlighted concepts 
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3.2.3 Case Representation in SYSML Model 
This study applied Systems Modeling Language (SysML) to represent cases 
for retrieval and adaptation. SysML is not a methodology or tool, but a visual 
graphical language that presents multiple views of the system. In this study, 
SysML model mainly focuses on the static representation of IE projects. The 
SYSML block definition diagram defines structured blocks with part 
properties listing sub-parts in a decomposition relationship. The internal block 
diagram also defines flow interactions within a block using ports but this 
feature is not used in the case representation of projects. Furthermore, the 
requirement diagram defines the functionality that a system must have or the 
constraints it must satisfy. This ensures that system functions are fulfilled by 
the structural design. These SysML diagrams are sufficient for capturing the 
case specifications in the early planning stage.   
 
SysML model is developed for a specific class in the class diagram of Fig 3.7. 
All cases instantiated from the same block have the same set of shared 
attributes. Cases of the blocks related by “type-of” relationship share some 
common attributes and have unique attributes of their own. For example, the 
ready-built facility inherits the common features GFA and plot ratio from 
industrial estate class, but adds own features “ready-built” and “quick 
start-up”. The diagrams of SysML extract various information about cases, and 
provide the information in case representation. In this section, we developed 
class diagram, block definition diagram and requirement diagram. Cameo 
Systems Modeler software for SYSML modeling is adopted. In the beginning 
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of project life cycle, the advantages of applying SysML model in the case 
representation include: 
 It provides a multi-dimensional perspective from a holistic view: 
requirement, physical designs, and interactions between and within 
blocks. 
 It views a system in the high abstract level and extracts information of 
a specific class at the early stage.  
 Block definition diagram works as a consistent definition and format 
for representing a type of industrial systems. It provides the formats for 
comparing the structures and attributes. Cases as instances of classes 
have the same representation framework. 
 Block definition diagram introduces the decomposition structure that 
breaks down complex systems to components. 
 The SysML model allows efficient communication between the project 
stakeholders and designers.  
 
3.2.3.1 Requirement Diagram 
When a new project is modelled, we should identify its functions and user 
requirements first and then realize them through the definition of physical 
blocks. SysML allows the representation of requirements as model elements, 
which means that requirements are part of the system description or model. 
SysML requirements are intended to bridge between traditional requirements 
expressed as text, and the other SysML modelling concepts (Soares and 
Vrancken 2007). SysML includes a graphical construct to represent text-based 
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requirements and relate them to other modeling elements. Types of 
requirements include user requests, functional and performance requirements, 
and are organized into hierarchical structures with containment and derivation 
relationships. The requirements diagram can depict requirements in graphical, 
tabular or tree structure formats. A requirement can also appear on other 
diagrams to show its relationship to other modeling elements. 
The basic graphical node depicting a requirement includes unique identifier 
and textual descriptions. Requirements can be connected by “containment” 
relationships to child requirements, and “derived” relationships which 
represents elaboration of a requirement. Requirements could also be allocated 
to blocks by “satisfy” relationships (Holt 2013). 
For example, Table 3-6 lists the requirements of the Surface Engineering Hub, 
which are depicted in Figure 3.11. Child requirements are related to 
Requirement 1.1 by containment relationship. Requirement 1.1.2 is connected 
to the block of BDD by “satisfy” relationship, since “Central waste treatment 
plant” fulfills the requirement of “environmentally friendly”.  
Table 3-6 Surface Engineering Hub Requirements  
ID Requirements  Child Requirements 
1.1 Environmental friendly 
Recycling of de-ionized and rinse water 
from the treated water 
Wastewater treatment and disposal  
1.2 Flexible reconfiguration  
1.3 Multi-tenant  
1.4 Shared services and utilities  
1.5 Ready move-in unit   
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1.6 Heavy industry  




Figure 3.11 Surface Engineering Hub Requirement Diagram 
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3.2.3.2 Block Definition Diagram and Internal Block Diagram  
The block definition diagram (BDD) provides a static structural representation of 
system. It forms the backbone of SysML model. BDD models the hierarchy of system 
and its composite subsystems and components (Vanderperren and Dehaene 2005). 
Blocks are basic structural elements, which provide a unifying concept to describe the 
structure of a system. A SysML Block is the same as a UML class, and provides a 
template for a set of objects or cases. In block definition diagram, every block 
contains two compartments, for the block name and properties. A property can be 
either a part property or value property: 
 Part property: Part properties are typed by blocks, connected to the 
composite block by “part-of” relationship. It describes the decomposition 
of a block into its constituent elements. They can be represented as the 
compartment of a block or the sub-blocks in a composition relationship to 
the enclosing block.  
 Value property: Value property is a quantifiable property typed as numbers, 
symbols or strings.  
Figure 3.12 shows the block definition diagram for “high-rise heavy factory”. The 









Figure 3.12 Block Definition Diagram of high-rise heavy factory 
 
 
The basic element within an internal block diagram (IBD) is the part that describes 
blocks in the context of an owning block. An internal block diagram identifies parts 
and their internal structures, showing how they are connected together through ports 
and showing the item flows that flow between parts. A block that is composed of 
sub-blocks, as detailed on a block definition diagram, can have its internal structure 
modelled on an internal block diagram owned by the block. The blocks that it is 
composed of are shown as parts on the internal block diagram. The internal block 
diagram in Figure 3.13 is owned by the system block ‘high-rise heavy factory’, the 
‘production unit’ is connected to ‘wastewater treatment plant’ connections through the 
flows of waste water and air. 




Figure 3.13 Internal block diagram 
 
 
3.2.3.3 Case Representation Framework 
Traditionally, a case is represented as a vector of attribute-value pairs. This is suitable 
for describing simple cases, such as residential buildings. For industrial estates, cases 
need a richer form of representation. Each case is instantiated from a specific class by 
assigning values to the class properties. Class properties include value property and 
part property. Value property is typed by value or symbol. Part property is typed by 
other block. 
Cases as instances from the blocks are represented in the instance specification 
diagram. An “Instance Specification Diagram” describes an instance (real world case) 
of a Block. Each instance specification block has its instance slots assigned with 
values. In the case base, every case is an instance of a block, and is composed of a 
hierarchy of parts, which are themselves instances of other blocks. An instance 
example of SEH is shown in Figure 3.14. The system SHE contains two subsystems 
and three components. The SEH system is described by seven attributes that are 
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assigned values. The case representation framework could also be understood as a 
decomposition structure of subsystems and components. Each block is named after 












Figure 3.14 Surface Engineering Hub (SEH) Instance Specification Diagram 
 
 

























Figure 3.15 Simplified case representation framework  
 
3.2.4 Summary 
This section presents the case base organization and case representation framework 
developed using the proposed techniques. This study applies the formal concept 
analysis (FCA) to build the class diagram for case base organization. Cases are 
clustered to the classes. This framework provides a template to link abstract class to 
real objects. Such framework is particularly suitable for complex domains in which 
cases with different structures occur. With the organized case base, users will 
be able to locate the query case to a class that matches in the conceptual attributes. It 
fastens the search and match procedures.  
After clustering of cases, the system model of specific class is defined in SysML. The 
useful SysML diagrams include requirement diagram, block definition diagram, and 
instance specification diagram. The characteristics of each class are further specified 
in SYSML block definition diagram. These characteristics of projects are displayed as 
properties of blocks including part property and value property. Part property could 
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also be represented as sub-block related to the parent block by “composition”. It 
allows decomposition of the complex problem into sub-problems. Information in case 
representation is used as indexes for retrieval indexes.  
To summarize, three kinds of relationships are involved in the case base framework: 
 Type-of: concepts and sub-concepts in class diagram 
 Part-of: blocks related in block definition diagram, decomposition structure. 
 Instance of: Case as instance of one class, follow the class structure. 
Chapter 4 Two-Stage Case Retrieval and Case Adaptation 
84 
 
CHAPTER 4 TWO-STAGE CASE 
RETRIEVAL AND CASE ADAPTATION 
4.1 Introduction 
Case retrieval is to retrieve the similar historical projects or components of  
such projects to estimate the cost of a query case. The hierarchical case 
representation is more complex compared to the simple flat feature-value pairs, 
therefore increases the complexity of retrieval. The traditional case retrieval 
method only compares the values of the same set of attributes. In this study, it 
is extended to compare attribute sets and case structures as well.  
The proposed CBR retrieval method follows a two-stage process (Figure 4.1). 
Stage 1 is to search for the concept in the hierarchy that is conceptually 
relevant to the query case. The first step uses the conceptual features (found in 
the requirements) of the query case specification to search a number of 
case-clusters (a1, a2 …am) from the general class to more specific classes. It 
assists to identifying an initial point to start the second stage of detailed 
similarity measurements. Given a query case (Target) and stored cases (Source) 
of the selected class a1, we continue to retrieve similar cases within the 
identified class based on the similarity score (Stage 2). Finally, the most 
similar case is selected for adaptation. As shown in Figure 4.1, in the first 
stage, class a1 is selected, and then the query case is compared to all stored 
cases in class a1, from b1 to bn to retrieve the most similar one. 




Figure 4.1 Two-stage case retrieval method 
 
4.2 Search in the Concept Lattice 
Stage 1 Retrieval is to search for the class in the hierarchy that is conceptually 
relevant to the query case according to the concept hierarchy developed in 
FCA. When we are going to estimate the cost of a new query project, we first 
match it to the concepts in the concept hierarchy by considering the conceptual 
attributes. Therefore, the highest class in the concept lattice that matches the 
most number of attributes is selected. It identifies an initial point to start the 
second stage for more detailed similarity measurements. Simple text-based 
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matching of the conceptual attributes can do this. Searching and retrieving 
cases from a single case-base will make retrieval and adaptation more efficient 
as all cases in the case base belong to a class. The search algorithm is 
presented below: 
1. Start from the root concept in the hierarchy which has the least 
number of attributes. 
2. Progress down the hierarchy by progressively adding more 
attributes from the target project to see if there is a more specific 
sub-concept that matches, thereby reducing the potential set of 
cases to be retrieved.  
3. Stop when all attributes of the target case are compared. 
4. Select the highest-level concept that matched the most number of 
attributes of the target case. 
 
In order to illustrate the search algorithm, we present three scenarios. As an 
example, consider the concept hierarchy consisting three concepts shown in 
Figure 4.2. The root concept, the “Ready-built facility” contains attributes a1, 
a2 (intension) and cases c1, c2, c3, c4, c5 (extension). The “Heavy factory” 
class is defined by a set of attributes a1, a2, a3 and a set of cases c1, c2 and c3. 
“Flatted factory” concept is defined by a set of attributes a1, a2, a4 and a set of 
objects c4, c5. Three scenarios illustrate the concept search process. In 
particular, scenario 3 involves a target case with a new attribute a5 that does 
not occur in the concept hierarchy.  
 Scenario 1: We assume the query case Q1 consisting of attributes a1, 
a2, a4. The attributes a1, a2 and a4 are matched sequentially. it first 
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matches with the class “Ready-built facility”. When a4 is added, the 
query case matches the “Flatted factory” class. Therefore, the query 
case is classified into the “Flatted factory” class, which is the most 
specific concept in the concept hierarchy.  
 Scenario 2: Consider the query case Q2 (a1, a2); when comparing the 
attributes a1 and a2, it is classified into the “Ready-built Facility” class. 
Moreover, no more attributes are available to be compared, thus the 
general class “ready-built facility” is selected.  
 Scenario 3: Consider a query case Q3 (a1, a2, a5), when comparing a1 
and a2, it falls into the “Ready-built facility” concept. Then we want to 
be more specific by adding attribute a5, we discover that no 
sub-concept matches. Therefore, the most specific concept matched is 
still the root class “Ready-built facility”. 
 
Figure 4.2 Search process illustration in three scenarios 
 
Stage 1 of the case retrieval partitions the complete case base into sets of 
similar cases. Having located the most similar concept, we are now going to 
match more specifically the structures and attributes of the query case to the 
cases in the selected case base. 
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4.3 Similarity Measurements 
Stage 2 of the case retrieval is the assessment of similarity between the query 
case (Target) and the collection of stored cases (Source) that are in the selected 
class (from Stage 1 Retrieval). This is to find the most similar case of the 
selected class domain. Each industrial estate system is represented in a labeled 
tree hierarchy. The blocks in the tree structure as well as the block attributes 
are important in determining the similarity. Therefore, the hierarchical case 
representation requires different similarity measurements in structures (part 
property) and attributes (value property). The case representation structure 
allows the decomposition of the system block into smaller pieces of part 
properties. It provides block-to-block matches and allows the retrieval of 
multiple “best parts” that are appropriate for adaptation.  
We propose to calculate the structural similarity using the edit distance 
algorithm. For matched blocks, we continue to measure the attribute similarity 
based on the attribute values and the attribute compositions. Finally, the 
structural similarity of block trees and the attribute similarity of blocks are 
aggregated by a weighted method to the global similarity. The historical cases 
are prioritized according to the similarity score and top similar cases are 
selected for case adaptation. 
 
4.3.1 Different Semantics of Nodes 
The block definition diagram in SYSML shows the internal decomposition 
structure of class. Cases instantiated from classes are defined by value 
properties and part properties. We distinguish between simple value property, 
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which has types like integer or symbol, and part property that refers to an 
object of a class in the class hierarchy. A case is represented in a labeled tree, 
composed of nodes and edges. Nodes in a tree contain different semantic 
meanings: block nodes and attribute nodes with values. We clarify the 
definition of blocks and attributes as follows: 
 Part property (block): Every block in the case representation is named 
after the classes in the class diagram. Part properties are related to the 
composite block in a “part-of” relationship.  
 Value property (attribute): value properties are the descriptive 
attributes of a block, defined by the class attributes. 
 
The case trees from different classes could differ in the part properties, value 
properties as well as the contents of the value properties. Therefore, when 
comparing two case trees, we need to assess the similarities in structures and 
attributes. The case structure is as important as the block attributes so that it 
cannot be ignored in determining the global similarity. The proposed methods 
consider the structural similarity measurement of tree structures and attribute 
compositions, as well as the local similarity measurement for numerical and 
symbolic attributes. In performing case matching to determine similarity, the 
following cases and measurements are envisioned: 
 Matching of the part property: edit distance 
 Matching of the attribute compositions: edit distance 
 Matching of the attribute values: local similarity measurement 
 
For two labeled trees, the edit distance is applied to measure the structural 
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difference, that is, how the structures of two case trees are different from each 
other. Structural difference is calculated based on the transformation costs of 
editing two trees to make them become identical. The measurement depends 
on the comparison of block names and their relationships in the hierarchy. 
The differences in attribute compositions and attribute values will influence 
the similarity of two matched blocks. If the attribute compositions of two 
blocks are different, the similarity of attribute composition is calculated by the 
edit distance method, which considers insertion, deletion and substitution 
transformations. If the attribute sets are the same, but with different attribute 
values, the attribute value similarity is measured by the local similarity 
measurement. The local similarity measure assesses the distance in the values 
according to the value type (numeric or symbolic).  
 
For example, the difference between two systems A1 and A2 (Figure 4.3) lies 
in the sub-system blocks, attributes and attributes values. The subsystems 
(A1.1 and A2.1) from the same class are matched; A2.2 is inserted from 
system A1 to A2. For feature sets, F3 is inserted by comparing to system A2. 
The difference of unmatched values of F1, F2 is calculated by traditional local 
similarity functions such as Euclidean distance. In Figure 4.3, the circle node 
represents an attribute, the square node is the “block” property, and a diamond 
node is the value node of an attribute.  
 




Figure 4.3 Example of similarity types 
 
4.3.2 Similarity Measuring Procedure 
Considering different types of nodes, we propose different methods to deal 
with these similarities. Figure 4.4 shows all types of similarities and how are 
they combined to the global similarity score. The calculation procedure is 
illustrated as follows: 
1) Match the architecture of systems: match the structure of blocks in the 
two trees, and calculate the Structural Similarity (SSim). The similarity 
of unmatched part blocks is measured by the tree edit distance. 
2) For matched blocks, we compare attributes by considering the 
Attribute Composition (ACSim) and Attribute Values (AVSim), then 
aggregate them to Attribute Similarity (ASim). For matched value 
properties, the similarity is measured and is normalized to the range of 
0 to 1. If value property composition (attribute sets) is different, which 
means there are unmatched attributes, we will adopt the edit distance 
measurement to calculate the similarity of unmatched attributes. 
3) Total Attribute Similarity (TASim): Aggregate the attribute similarities 
of all levels by discounting the impact of lower-level blocks. 
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4) Global Similarity (Gsim): Combine structural similarity and attribute 
similarity using a weighted method. The weights of structural 
similarity and attribute similarity are determined by the end users. In 
this way, we provide flexibility to users to reflect their knowledge of a 
particular type of project.   
 
 
Figure 4.4 Different types of similarities 
 
 
4.3.3 Structural Similarity Measurement 
When comparing the projects in different structures, we are to identify the 
same and different sets of blocks based on the block names. Figure 4.5 shows 
an example of two blocks (Block 1 and Block 2) and their part properties (P1, 
P2, P3, P4 and P1, P2, P5). Some of the part properties are common to both 








Similarity of unmatched 
attribute (ACSim)














Similarity of All Levels 
TASim (0-1)
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the instances of a common part are not identical since the values in their value 
properties could be different. 
 
Figure 4.5 Matched and unmatched parts of block 1 and block 2 
 
The structural distance between two trees is calculated using tree edit distance 
method. Tree edit distance is an expanded application from the edit distance of 
strings to trees of ordered nodes with labels. It is defined as the minimum cost 
sequence of node edit operations that transform one tree into another. The cost 
is assigned to the edit operation but not per node. Three edit operations are 
considered: insertion, deletion and substitution. The cost of the tree edit 
distance is used as the measure of the structural similarity represented as 
difference.  
Using the edit distance to calculate the similarity of blocks, the main question 
is matching on the label of each node. The calculation of edit distance makes 
extensive use of the class hierarchy. The semantics of blocks are compared 
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based on the assumption that all semantics of blocks are predefined in the 
class diagram of SYSML. Edit distance measurement compares the blocks 
(nodes) and ignoring the relationships (links). Furthermore, how to calculate 
the minimum cost is a recursive dynamic programming problem. This study 
applies the RTED algorithm developed by Augsten (2011), facilitated by the 
RTED java program. Using the dynamic programming method, any two kinds 
of trees can be compared.  
 
4.3.3.1 Edit Distance Cost Function 
The tree edit distance, dT(T1, T2), is defined as the minimum cost of a 
sequence of node edit operations that transforms Tree 1 to Tree 2. We use three 
standard edit operations: (a) delete a node and connect its children to its parent 
maintaining the order; (b) insert a new node between an existing node and a 
consecutive subsequence of its children; and (c) rename the label of a node 
(Figure 4.6). The costs are defined for operations, not for nodes; cd(a) means 
deleting a, ci(b) means inserting b, and cs(a, b) means renaming a to b. The 
same cost is applied for different node edit operations. For example, the same 
cost applies for renaming the label of any node pair. The costs of edit 
operations are defined as follows: 
Definition 1: Insertion Operation, I, inserts a new node between an existing 
node and its children 
           
Definition 2: Deletion Operation, D, deletes a node and connects its children 
to its parent 
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Definition 3: Block Substitution, S, change the label of a block node from a to 
b 
          
 
In this study, substitution is explained as the operations of insertion and 
deletion, so the cost of substitution is set to 2. To be used as a similarity 
measure, the cost function should satisfy three conditions: non-negativity, 
symmetry and the triangle inequality. If these three conditions are satisfied, the 
cost function becomes a distance metric. 
1) Symmetry rule: c (I)=c (D)=1  
The transformation cost from Tree 1 to Tree 2 is equal to the cost of 
transforming Tree 2 to Tree 1. 
2) Triangle inequality:        
The tree edit distance between two trees is the minimum cost of a sequence of 
node edit operations. 
 
         
                                                                 
(1) 
 
Cost of a sequence            of edit operations:  
 
        
   
   
     (2) 
 




Figure 4.6 Node edit operations 
 
4.3.3.2 Edit Mapping 
Hence, to compute the edit distance we can compute the minimum cost of 
mapping between T1 and T2. An edit mapping M between T1 and T2 is a set 
of node pairs that satisfy the following conditions: 
(1)                         
(2) for any two pairs (a, b) and (x, y) of M: 
a) a=x iff b=y 
b) a is an ancestor of x iff b is an ancestor of y 
c) a is to the left of x iff b is to the left of y    
 
The cost of the mapping is  
 
            
      
       
   
       
   
 
(3) 
Where D and I are the nodes of T1 and T2, respectively, not appearing in M.  
An alternative definition of the tree edit distance dT (T1, T2): 
                                                 (4) 
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An example of edit mapping is shown in Figure 4.7. Each node has a letter 
name and a number subscript representing its position in the tree according to 
the deepest, left-most first ordering method. The mapping is based on the node 
name, for example, d4 and d3 as well as e5 (T1) and e5 (T2) are both mapped 
pairs. According to Table 4-1, the nodes are mapped in a sequence from node 
1 to node 6. An arrow links the nodes that are mapped. Therefore, in this 
example mappings include: 
       
                                                                         
 
Figure 4.7 Edit mapping example 
 
Table 4-1 Node Mapping from T1 to T2 
 1 2 3 4 5 6 
T1 a1 b2 c3 d4 e5 f6 
T2 a1 b2 d3 c4 e5 f6 
 
The nodes that are not appearing in M include T1 (3) and T2 (4), the edit 
distance cost is calculated as below:  
                                                  (5) 
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4.3.3.3 Tree Edit Distance  
The computation of tree edit distance has a recursive solution that decomposes 
the trees into smaller subtrees and sub-forests. The best-known algorithms are 
dynamic programming implementations of this recursive solution. Various 
algorithms for computing the tree edit distance were proposed based on the 
dynamic programming implementation of the recursive solution. They 
advantaged in improving the time used in the calculation and reducing the size 
of recursions. Zhang and Shasha (1989) computed the tree edit distance and 
adopted the left-most decomposition method. Augsten (2011) developed a 
robust algorithm for the tree edit distance by using the optimal path strategy, 
and developed a Java program (RTED). This study applies the RTED java 
program to compute the edit distance between two trees. In this program, each 
tree is modeled as a linear string, with braces enclosing part of the 
sub-structure e.g. “(a (b(c)))”. The interpretation of such a string is as follows:  
a. A pair of enclosing braces contains the root node of a tree and all its 
immediate child nodes. 
b. Child nodes may themselves be trees encoded in the same way. For 
example, the string (b ((d) (c))), denotes a tree with a single root node 
b, and node b has descendant nodes d and c. Another string such as (a 
(b (d))) denotes a tree starting from node a, and a single child node b, 
which itself has a single descendent, node d. 
The simple syntax for computing the tree edit distance is “java -jar RTED.jar 
(-t TREE1 TREE2| -f FILE1 FILE2) (-c CD CI CR)” The adopted program 
options include: 
 -t TREE1 TREE2: compute the tree edit distance between TREE1 and 




 -c CD CI CR: set custom cost for edit operations CD CI CR. Default is 
-c 1 1 1. CD - cost of node deletion, CI - cost of node insertion, CR - 
cost of node renaming. 
 
The edit distance actually measures the “dissimilarity” and it needs to be 
transformed and normalized to the similarity score within the range of 0-1 
using equation 6: 
 
 
                               (6) 
We select the exponential function, as it is a monotone decreasing function. 
The smaller the tree edit distance cost, the higher the similarity, and vice versa. 
The coefficient α is a constant used to rescale the edit distance input value to 
the range of 0-1. If α is larger, as shown in Figure 4.8, the larger X value, the 
smaller the structural similarity score. In measuring the similarity, α is usually 
set as 0.1 (Xie et al. 2013).  
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4.3.4 Attribute Similarity Measurement 
For matched blocks, we continue to measure the similarity in value properties. 
However, the attribute compositions of two blocks may be different, even 
though two identically named blocks may share some common value 
properties and the value properties unique to themselves. The attribute 
similarity is composed of the attribute composition similarity of unmatched 
attributes and the attribute value similarity of matched attributes. 
 
Figure 4.9 Attribute compositions of Block 1 and Block 2 
As shown in Figure 4.9, block 1 and block 2 have some value properties in 
common (a1, a2), and some that are unique to themselves (a3 and a4 
respectively). The similarity of matched attributes (a1, a2) is measured based 
on the attribute values; and the similarity of unmatched attributes is measured 
by edit distance by calculating the dissimilarity as transformations from Block 
1 to Block 2. These similarities are both normalized to the range of 0-1. The 
total attribute similarity is a weighted aggregate of the similarities of matched 
and unmatched value properties. 
 Unmatched value property: string edit distance 
 Matched value property: local similarity measure 
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4.3.4.1 Similarity Measurement of Matched Attributes 
For matched attributes, we measure the similarity of matched attributes by the 
attribute values. We present local similarity methods to measure the attribute 
according to the value type. The local similarity scores of all matched 
attributes are then summed together using a weighted method. 
Let us assume a training dataset D made up of    cases. The cases are 
described by a set of attributes F. Our objective is to find the dissimilarity in 
values between query case q and case base samples, and then convert the 
dissimilarity to similarity. Local similarity measurement selection depends on 
the data type of an attribute. The data types of attributes and corresponding 
similarity measurement functions are as follows: 
 Numeric data type:  
We measure the absolute distance of numeric data and normalize it by 
rescaling into the scale (0-1) (Eq.7). 
 
               
      
       
 (7) 
Where                means the difference of feature f between q and   . dis 
(q,   ) in Eq.7 is a measure of dissimilarity rather than similarity. However, it 
can be easily converted into a similarity measure Sim       by Eq. 8, such 
that the similarity measure is restricted to the scale of (0, 1), where 





 Symbolic data type 
If some attribute values are symbolic and not ordered, we should specify a 
table to compare them. For example, in the case of an attribute having “yes” 
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and “no” value, “Yes” means that the case has this specific symbolic attribute, 
“no” means it does not have this attribute. The similarity values are assigned 
as either 0 or 1. 1 means the attributes are perfectly matched, 0 means not 
matched. Table 4-2 shows similarity score of the symbolic attribute with “yes” 
and “no” values. 
Table 4-2 similarity measurement of symbolic data 
 
yes no 
yes 1 0 
no 0 1 
 
Since the attributes have different importance in determining the costs, their 
local similarities are aggregated together by the weighted sum method. In this 
study, we use a priority ranking method to assess the weights of attributes. 
Each factor is assigned a weight score from 1, 3, 5, 7, 9, to reflect the relative 
importance of each factor. 9 means the most important, 1 is the least important. 
Then the scores are normalized to the range of 0-1 by dividing by the sum of 
the weights of all attributes. If the weight of a matched attribute in two blocks 
are different, the weight assigned to the matched attribute is calculated as the 
average of the weights of the matched attributes in the two blocks (Eq. 8). 
                          
    
     (9) 
Where    represents the weight assigned for the matched attribute 
i,  
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4.3.4.2 Similarity Measurement of Unmatched Attributes 
The difference between unmatched attributes is calculated using the string edit 
distance method. As explained before, the edit distance between unmatched 
attributes is the cost of transform operations and is equal to  
                                         (11) 
                     (12) 
Where   ,       are the costs of insertion, deletion and substitution. The 
edit distance cost is then normalized to the range of 0 to 1 using an 
exponential function (Eq. 12). Since the summation of the weights of all 
attributes is equal to 1. Thus, the weight of unmatched attributes WN is 
calculated as: 
                            (13) 
Where wi represents the average weight of the matched attributes in the two 
blocks. 
Finally, the similarities of matched and unmatched attributes are summed up to 
the attribute similarity of the block. The attribute similarity (ASIM) is the 
weighted sum of the similarities of matched and unmatched attributes. 
                                                (14) 
where ASIM represents the attribute similarity of a block; AVSim represents 
the value similarity of matched attributes; ACSim represents the attribute 
composition similarity of unmatched attributes  . 
 
4.3.4.3 Aggregation of Layered Attributes 
The proposed structure similarity measurement and attribute similarity 
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measurements are applicable to the blocks at various levels. Since structural 
similarity is calculated in a recursive way, the sub-tree structural similarity is 
stored and available. However, the attribute similarity for blocks exists at 
various levels. If the sub-system blocks are matched, the attribute similarity of 
matched sub-systems should also be aggregated together to reflect global 
similarity. Therefore, there is a need to combine the attribute similarities of 
various layered of value properties to the total attribute similarity (TASim). 
The attribute similarities of layered attributes are aggregated by assigning 
weights to the blocks from 1 to n in different levels in Eq. 15. 




Where     represents the weight of Block i. The blocks in the higher level 
have higher importance in determining the similarity than the blocks in the 
lower level. The weights are estimated by the subjective judgements. Normally, 
higher blocks have larger weights. 
 
4.3.5 Global Similarity Measurement 
The global similarity score is a weighted sum of the similarity scores of the 
structural similarity from part properties and the total attribute similarity from 
value properties (matched property and unmatched property). 
                                         (16) 
where  
(a) SSim represents the structural similarity between query case q and stored 
case x; 
(b) TASim represents the total attribute similarity of the attributes of blocks at 




(c) GSim      represents the global similarity between the query case Q and 
the case X in the case base; 
(d) Weights are assigned by model users according to their assessments of the 
relative importance of structural and attribute similarities.    is the weight of 
structural similarity;    is the weight of total attribute similarity. In this 
study, the similarities of part property and value property are treated equally 
(w=0.5). 
Instead of calculating a global similarity score, the structural similarity and 
attribute similarity could also be plotted in a scatter plot, where each scatter is 
a case. An example of scatter plot is shown in Figure 4.10. The horizontal axis 
and the vertical axis are the attribute similarity and the structural similarity. 
Each scatter represents a case. In this figure, the further a point is away from 
the origin, the more similar it is to the query case. 
 
Figure 4.10 Scatter plot of structural and attribute similarity 
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A complete set of calculations for the similarity calculation between two cases 
is in the Appendix A. It starts from the presenting information about two cases, 
and followed by the similarity calculations of the structural similarity, the 
attribute similarity and the global similarity. It substitutes the values into the 
equations and shows the results.   
 
4.4 Successive Cost Estimate Updating 
Industrial estate projects are unique and usually incorporate new features to 
meet the increasing user requirements. They are different from the repetitive 
nature of residential buildings for mass housing. A retrieval-only CBR cannot 
provide an accurate cost estimate, especially for the innovative projects. 
Therefore, the adaptation step is necessary to refine the past solutions retrieved 
and propose a new solution by case adaptation.  
This study proposes two cost updating methods by taking advantage of the 
successive cost estimating procedure, proposed by Lichetenberg in 1974 
(Lichtenberg 1974). The successive principle is a successive systematic 
procedure, starting with only a few main items or activities. The aim is to 
detail successively the areas of the greatest local uncertainty and to provide 
clarification of these areas. This study applies the successive detailing process 
in guiding the case adaptation process. The successive cost estimating 
procedure successively improves the system model and cost model. It breaks 
down the whole system to subsystems and components from the top down. It 
focuses on the most important difference or most uncertain cost item, which 
avoids wasting resources on the issues of little or no importance. The proposed 
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decomposition case representation facilitates the successive detailing process. 
This section explains two cost updating methods that take advantages of the 
successive principle: adapting the most similar case (ACMS) and aggregating 
the costs of similar cases (ACSC). AMSC method estimates the query case 
cost from top down and updates the total cost successively. ACSC calculates 
the total cost by aggregating the costs of components from the bottom-up.  
 
4.4.1 Adapting the Most Similar Case (AMSC) 
Adapting the most similar case (AMSC) utilizes the methods of conventional 
case adaptation and follows the procedure of the successive principle. It starts 
from the cost of the most similar case selected from the case retrieval step. The 
initial cost estimate is then updated along the process of case adaptation in 
order to obtain the final cost estimate. The knowledge about the difference 
between the target and source case guides the adaptation process. As shown in 
Figure 4.11, the adaptation process starts from the top-level block and exits 
when any of the following two criteria is fulfilled: 
 Similarity score is satisfied (e.g. similarity score is greater than 0.8) (Kim 
et al. 2012; Kim, K. 2010). The satisfied similarity score is defined 
according to user perspective, it is assumed as 0.8 in this study. 
 The block item cannot be further broken down. 
The cost updating process is composed of the following steps: 
(1) Estimate the initial overall cost from the most similar case in the top 
level; 
(2) Check whether any of the exit criteria is fulfilled. If both the exit 
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criteria are not fulfilled, we break the system to the subsystems and 
components successively from the top down; 
(3) Detect the difference between the selected case and the query case. The 
differences are from two sources: (1) blocks that typically represent 
physical items, and (2) attributes of blocks. 
(4) Adapt the differences in attribute and structure using the 
















Figure 4.11 The flow chart of AMSC successive adaptation  
 
 
The detailed adaptation algorithm is shown in Table 4-3. Given that     
   
represents the estimated cost of block   
  at level h;      
   represents the 
cost of the most similar block i at level h;     
    represents the cost after 
transformation;     
   represents the final updated cost estimate. 
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Table 4-3 AMSC adaptation algorithm 
Adapting the most similar case (AMSC) cost estimate algorithm 
1. Initial system cost estimate: the initial cost is estimated as the cost of 
the most similar block, h starts from 1.              
2. While exist criteria is not fulfilled, do:  
a. Update the cost of the most similar case using transformation 
adaptation for the identified significant attributes, derive 
CT   
  . 
b. Break it down to the next level of detail; detect the difference 
between the selected case and query case in their attributes 
and its sub-blocks   
   . 
c. For the identified different sub-block   
   , estimate its cost 
from the most similar sub-item as      
     
d. Update the transformed cost CT      by substituting, 
inserting or deleting the sub-block cost, get final cost estimate 
     
          
        
           
    . 
3. End while. 
4. Output Total cost     
     
 
4.4.1.1 Adaptation Methods  
This section demonstrates the transformation and substitution adaptation 
methods, and explains how these methods are used to adjust the costs of the 
retrieved cases.  
 Transformation Adaptation  
The transformation adaptation utilizes a number of transformational 
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multipliers to transform the cost of retrieved case according to the identified 
difference in attributes. The multiplier reflects a linear or exponential 
relationship between the factors and the costs. The selection of multiplier is 
according to the experience of the estimator or a statistical analysis of past 
projects. 
Ratio scaling method is meaningful when it is applied to adjust the cost in a 
linear relationship. It uses proportionate transformation in the form of 
               where    represents the value of attribute i. Therefore, 
   
  
  
  , where C1 is the cost of reference case, C2 is the cost of the query 
case. For example, the cost of a project is proportional to its size. The 
transformation adjustment applies a ratio to rescale the size of the previous 
project to the size of the proposed project. 
 
 Substitution Adaptation  
Cases that are different in the system level could have different parts or 
components. The substitution adaptation is to adjust the cost of query case by 
inserting, deleting or substituting the cost of similar components. The 
proposed decomposition case structure facilitates the substitution adaptation. 
For example, JTC Space@Tuas compared to JTC Food Hub is short of the 
“cold storage” shared facility, thus the cost of “cold storage” needs to be 
deducted from the total cost of Food Hub. Furthermore, the JTC Space@Tuas 
project includes the provision for mega hoist. The cost of this component must 
be estimated and added to the total cost. If a new component is incorporated, 
and there are no available similar components in the case base, we suggest to 
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estimate the cost of the new component according to the expert’s subjective 
judgments. 
 
4.4.2 Aggregating the Costs of Similar Cases (ACSC) 
When the costs of lower-level blocks (subsystems and components) are 
retrieved from the case retrieval step, we can also apply the aggregating the 
costs of similar components (ACSC) method. Sometimes, rather than a similar 
system in the holistic view, it is easier to find the similar components from the 
case base. For example, the mixed-use building that can be decomposed to 
several individual buildings is more suitable to the application of ACSC 
method. In this case, we need to retrieve the similar cases by comparing to the 
individual buildings of the mixed-use building separately. Thus, the system 
cost could be estimated from aggregating the costs of similar cases. For 
example, JTC Space@Tuas is a mixed-use building that can be decomposed to 
three individual buildings including “flatted factory”, “heavy factory” and 
“annex building”. We propose to retrieve the similar cases by comparing the 
individual query buildings to the stored cases. The total costs of the query case 
is an aggregate of the retrieved costs of “flatted factory”, “heavy factory” and 
“annex building”.  
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CHAPTER 5 CASE STUDY AND 
VALIDATION  
Chapter 5 presents a case study to implement and validate the proposed cost 
modeling methodology. Eleven real cases of the “Ready-built facility” class, 
their attributes and components are collected from JTC industrial estate 
projects. These industrial estate projects incorporate innovative elements like 
applying special structures, introducing environmental friendly features, and 
having shared facilities, etc. The case study repeats the cost estimation 
problem 11 times with 11 query cases by selecting one of the 11 cases as a 
query case and comparing it to the other ten cases. The proposed cost model is 
validated by assessing the accuracy of the cost estimate. In the end, we 
propose a method to assess the range of the cost estimate. 
5.1 Case Base Development 
This study collects data from JTC’s website, annual reports and research 
proposals. JTC has led in the development of integrated and specialized 
industrial infrastructure solutions to cluster relevant companies. These 
solutions are novel in innovative features and shared infrastructure facilities, 
and enable industrialists to start their operations quickly and enhance 
productivity. This section lists the industrial projects in the case data, and their 
components and attributes as shown in Table 5-1 to 5-3. 
Part properties include Shared Facility, Annex building, Special construction 
structure, Ramp up, and Goods movement system. Special construction 
structure includes vertically expended slabs (knockout slabs), horizontally 
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expended units (structural reconfiguration) and story development with floor 
vibration criteria of VC-B. Regarding the system attribute, we have introduced 
an attribute “Number of floor” (land based typological factory) to discriminate 
between the land-based factory and the high-rise factory. It is set as zero when 





 floors of JTC SPACE@TAMPINES NORTH for land-based 
manufacturing factory have a higher ceiling height and floor loading than the 
higher floors for flatted office. Thus the attribute “ceiling height” is separated 
into two attributes “height of higher floor” and “height of lower floor”, as well 
as “floor loading”. Sustainable features include the use of solar panels, natural 
ventilation and efficient lighting. 
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Table 5-1 List of cases in Ready-built Facility class 




































Table 5-2 List of system part properties 






n mega hoist  54.6M 
2 
  
n mega hoist  49M 
3 
Dangerous goods storage, 
fire-water retention tanks 




Central waste water 
































Bulk gases tank, dangerous 
chemicals storage and 






1F shopping center 
2-4F Heavy vehicle park 
y mega hoist 277.3M 
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1 33773 3 9 12.5 15 7 5 2.5 standard 3 
2 17684 1.28 3 12.5 15 9 7 2 standard 1 
3 26750 1.65 3 10 10 8.6 5.7 2 chemical 1 
4 26293 1.4 4 20 20 10 8 4.5 chemical 1 
5 85600 2.59 7 12.5 15 14 7 2 standard 1 
6 17995 2.5 3 12.5 12.5 7 6 2 standard 1 
7 38000 2 9 12.5 15 6 3.6 2.5 standard 2 
8 37500 2.5 6 6.25 7.5 4.8 2.5 2 standard 1 
9 29000 2.5 8 10 12 4.5 3 2 standard 3 
10 22700 1.7 4 20 20 9 9 2 standard 0 
11 128000 2.4 9 12.5 15 13.5 5.75 2 standard 1 
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The proposed cost model organizes cases in clusters and represents cases in a 
decomposition structure using MyCBR. As model inputs, the information of 
each case contains blocks of two levels of the decomposition structure, and 
system attributes. Figure 5.1 shows two instances of the ready-built facility 
class. Figure 5.2 shows all instances of the ready-built facility class in MyCBR. 
Figure 5.3 shows the instance information window in MyCBR of the JTC 
Food Hub.  
 
Figure 5.1 Two cases of Ready-built Facility class 
 
 









Figure 5.3 Detailed properties of JTC Food Hub 
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5.2 Case Retrieval 
Case retrieval is to compare the structure in the query case to that in the 
historical cases using two stages – one for searching the case base, and the 
second for similarity measurement. The stored case with the highest global 
similarity score is selected for case adaptation. MyCBR software only allows 
computing the attribute similarity of the same block, is not able to calculate 
the structural similarity. Therefore, we use MyCBR, RTED and EXCEL 
together to calculate the global similarity, which is a function of structural 
similarity and attribute similarity. In this section, we illustrate the case 
retrieval process by selecting JTC Space@Tuas as the query case. 
5.2.1 Search in the Case Base 
When we are going to estimate the cost of a query case, the first step is to 
locate it to a class using the conceptual attributes. The conceptual features of 
this query project include ready-built facility, multi-user, high-rise, light 
business and heavy manufacturing factory. By text matching, the query case is 
clustered into the class node with the most common attributes. Therefore, we 
search the classes in the class hierarchy by matching the attributes. Then we 
stop in the class of “Ready-built Facility”. Therefore, cases from the 
“ready-built facility” class are selected for the next step of similarity 
measurement. 
5.2.2 Similarity Measurement 
5.2.2.1 Structural Similarity Calculation 
Both query case and stored cases are represented in the trees of two 
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hierarchies. Ready-built facility is the top-level block. Part properties include 
Annex building, Ramp up, Shared facility and Special construction structure. 
The part properties of each case are shown in Table 5-4. We encode each case 
using braces for edit distance calculation in the RTED java tool. All system 
blocks are instantiated from the “ready-built facility” class, thus they are 
omitted in structural matching. Edit distance is used to calculate the structure 
similarity score by measuring the number of tree operations needed to 
transform the query case to the target case. The edit distance cost and 
structural similarity score is shown in Table 5-4. 



















1 n n n y (G) 2 0.819 
2 n n n y (G) 2 0.819 
3 y y n n (F,A) 3 0.741 
4 y n n n (F) 4 0.670 
5 y n y n (F,R) 3 0.741 
6 n n n y (G) 2 0.819 
7 y n n n (F) 4 0.670 
8 n n n n   3 0.741 
9 n n n n   3 0.741 
10 y n n n (F) 4 0.670 
Query 
11 
n y y y (A,R,G) 
  
 
5.2.2.2 Attribute Similarity Calculation 
As shown in Table 6-5, there is a total of 11 attributes of the system block. We 
first calculate the absolute normalized difference of the attribute values. The 
query case is compared to all stored cases in the value of each attribute. Then 
the differences of all attributes are aggregated together using the Euclidean 
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method or the weighted sum method. Finally, the Euclidean distance is 
converted into a similarity score by a linear polynomial similarity function in 
the range of 0-1.The calculation of Euclidean distance and similarity score is 
shown in Table 5-6. 
 Integer and float attribute 
The distance between numeric values is calculated as an absolute normalized 
distance. It is calculated as the absolute value of the difference divided by the 
range between maximum and minimum values in Eq.21. 
 
                                   
     
           
            
       
(17) 
 Symbolic attribute 
The symbolic attributes include the internal finishing and sustainable design 
feature. If two cases both are “yes” or “no”, the similarity is 1 (distance is 0); 
otherwise the similarity is 0 (distance is 1). Thus, the similarity values are 
either 0 or 1 for symbolic attributes. 
 Weight assignment 
The weights of system attributes are assigned according to their importance. 
The summation of weights of all attributes is 1. The importance of weights is 
estimated by experts by giving a rank score 1, 3,5,7,9, where 9 is the most 
important and 1 is the least importance. Then the scores are normalized to the 
range of 0-1 divided by the sum of the rank scores of all attributes. The rank 
scores and attribute weights are shown in Table 5-5. 
 
Table 5-5 Weights of system attributes 
Category Weight Rank score 
1 GFA 0.179 7 
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2 Plot ratio 0.128 5 
3 Number of floor 0.179 7 
4 Floor loading_high rise 0.065 
5 
5 Floor loading_low rise 0.065 
6 Number of floor (low rise) 0.077 3 
7 Ceiling Height (low rise) 0.065 
5 
8 Ceiling height (high rise) 0.065 
9 Corridor width 0.051 2 
10 Internal finishing 0.051 2 
11 Sustainable design feature 0.08 3 
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1 0.82 0.30 0.00 0.17 0.00 0.40 0.59 0.09 0.17 0 0.498 0.668 
2 0.96 0.56 0.86 0.17 0.40 0.20 0.41 0.16 0.00 0 0.604 0.623 
3 0.88 0.38 0.86 0.17 0.40 0.00 0.45 0.01 0.00 1 0.665 0.601 
4 0.88 0.50 0.86 0.00 0.20 0.20 0.50 0.28 0.83 1 0.647 0.607 
5 0.37 0.10 0.29 0.00 0.00 0.00 0.05 0.16 0.00 0 0.205 0.830 
6 0.96 0.05 0.86 0.00 0.20 0.00 0.59 0.03 0.00 0 0.567 0.638 
7 0.78 0.20 0.00 0.17 0.00 0.20 0.68 0.27 0.17 0 0.395 0.717 
8 0.79 0.05 0.43 0.50 0.60 0.00 0.79 0.41 0.00 0 0.559 0.641 
9 0.86 0.05 0.14 0.17 0.24 0.40 0.82 0.34 0.00 0 0.454 0.688 
10 0.92 0.35 0.71 0.50 0.40 0.20 0.41 0.41 0.00 0 0.556 0.643 
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5.2.2.3 Global Similarity Calculation 
Given the structural similarity score and the attribute similarity score, we 
calculate the global similarity score using the weighted sum method. In this 
study, the weights of SSim and ASim are assumed equal to 0.5. The weights 
are assumed by end users by considering the importance of these two 
similarities. As shown in Table 5-7, the source cases are ranked according to 
the global similarity score. The most similar case is C5 (JTC Food Hub) with 
the global similarity score of 0.785. Therefore, the cost of C5 is selected as the 
initial cost to be adjusted in the case adaptation step. Apart from the global 
similarity score, we also plot the structural similarity (SSIM) vs attribute 
similarity (ASIM) in Figure 5.4. We want the case with the highest SSIM and 
ASIM; from the in the scatter plot, this is C5 for this case study. 










1 0.668 0.741 0.704   
2 0.623 0.819 0.721 2 
3 0.601 0.67 0.635   
4 0.607 0.607 0.607   
5 0.83 0.741 0.785 1 
6 0.638 0.741 0.689   
7 0.717 0.67 0.694   
8 0.641 0.741 0.691   
9 0.688 0.741 0.714 3 
10 0.643 0.607 0.625   
 
 




Figure 5.4 Scatterplot of SSIM vs ASIM 
 
5.3 Cost Estimate Updating 
In this case study, we select the most similar case and revise its cost using 
“Adapt the most similar case (AMSC)” method. The final cost is estimated by 
adjusting the cost of the most similar case by considering the differences in 
attributes and structures. The query case, JTC Space@Tuas is a mixed-use 
building that can be separated into three individual buildings – an annex 
building, a heavy factory and a flatted factory. Its cost can also be estimated 
using the “aggregate the costs of similar cases (ACSC)” method. In the end, 
we find that ACSC adaptation method gives a better estimate for the integrated 
mixed-use buildings. 
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5.3.1 Case Adaptation in AMSC 
We select the cost of the most similar case C5 as an initial cost estimate of the 
query case. First, we transform the cost according to the attributes GFA and 
year of construction. By breaking down the system into sub-systems, we find 
that the difference also lies in the components of Annex building block (AB) 
and shared facilities (SF), which have appeared in other source cases of the 
case base. Therefore, we revise the initial cost by transformation and 
substitution methods to provide a final cost estimate.  
 
 Transformation adaptation 
The retrieved cost is adjusted by considering the difference in GFA and Year 
of construction in scaling method. This is similar to the parametric estimating. 
The construction cost is in proportion to size (GFA) in a positive relationship. 
The higher the GFA, the higher is the construction cost. The revision of the 
year of completion refers to the BCA (Building& Construction Authority) 




Figure 5.5 Singapore tender price index 
 
Table 5-8 Parameter Adjustment 
 GFA Year of construction Price 
C5 85600 2015 159 
Query 128000 2015 237.76 
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The revised cost of C5 is         
      
     
        (Table 5-8). 
However, only adjusting the cost according to the attributes is not enough, the 
cost is also adjusted by substitution adaptation. 
 Substitution adaptation  
The most similar source case, C5 when compared to the query case is short of 
an annex building, and includes an extra “cold storage” shared facility. If the 
category costs of all cases are available in the case base, we could conduct 
substitution adaptation using the costs of the most similar components. If not, 
the element cost should be estimated by subjective assessment or parametric 
approximation.  
From JTC annual reports, we find the construction cost of a cold storage 
facility is 65 SGD/per square meter, due to the special insulation and coating. 
So the estimated cost of C5 “cold storage” is approximated as 
150*65=9750=0.00975M. The annex building of Tuas is composed of a 1
st
 
floor shopping center, and second floor Vehicle Park. The cost of the annex 
building is estimated from other similar annex buildings having the same 
functions. It is estimated at 2 million. Therefore, the total cost estimate of C11 
Tuas is                          . By comparing to the actual 
cost, the error rate of the estimate is ABS (Actual-Estimate)/Actual Cost= 
13.54%.  
 
5.3.2 Case Adaptation in ACSC 
An example of the mixed-use building is JTC Space@Tuas. JTC Space @Tuas 
is a first-of-its kind facility that integrates various factory types to enable the 
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clustering of companies in the manufacturing value chain. It comprises seven 
land-based factories, 36  ramp-up factories and 95 flatted factories across two 
10-storey blocks and three 9-storey blocks that cater to a range of heavy and 
light manufacturing industries such as oil and gas, precision engineering and 
general manufacturing. 
As shown in Figure 5.7, the target case JTC Space@Tuas is decomposed into 
three individual buildings of annex building, heavy factory and flatted factory 
in the second level. They are compared to historical cases to search for similar 
cases individually. The final cost estimate is an aggregate of the costs of heavy 
factory, flatted factory and annex building. Figure 5.6 shows the case 
representation of JTC Food Hub of the Heavy factory class. It is compared to 








   
Figure 5.6 The system structure of JTC Food Hub 
 
















Figure 5.7 The system structure of JTC Space@Tuas 
 
The retrieval results of query case part 1 (heavy factory) and part 2 (flatted 
factory) are shown in Table 5-9 to Table 5-12. If we only consider the attribute 
similarity in the retrieval of query case part 1, the most similar case of query 
case part 1 is C5 with the similarity score of 0.69. While, when introducing the 
structural similarity, the most similar case of the query case part 1 becomes C1. 
Therefore, we might conclude that structural similarity is important to the 
global similarity score. It should be included in the similarity measurement. 
The most similar case of the query case part 2 is C8. For the adaptation step, 
we will use the transformed costs of C1 and C8 to aggregate to the cost. 
 
Chapter 5 Case Study and Validation 
130 
 






























1 0.55 0.30 0.57 0.17 1.20 0.40 0.59 0.31 0.17 0.00 1 0.51 0.66 
2 0.79 0.56 0.29 0.33 1.60 0.20 0.41 0.06 0.00 0.00 0 0.59 0.63 
3 0.65 0.38 0.29 0.33 1.60 0.00 0.45 0.23 0.00 1.00 1 0.65 0.60 
4 0.66 0.50 0.29 0.17 1.40 0.20 0.50 0.06 0.83 1.00 0 0.62 0.62 
5 0.21 0.10 0.29 0.17 1.20 0.00 0.05 0.06 0.00 0.00 0 0.44 0.69 
6 0.78 0.05 0.29 0.17 1.40 0.00 0.59 0.19 0.00 0.00 0 0.53 0.65 
7 0.49 0.20 0.57 0.17 1.20 0.20 0.68 0.49 0.17 0.00 0 0.57 0.64 
8 0.49 0.05 0.14 0.58 1.80 0.00 0.79 0.63 0.00 0.00 1 0.65 0.61 
9 0.62 0.05 0.43 0.33 1.44 0.40 0.82 0.56 0.00 0.00 0 0.63 0.61 
10 0.71 0.35 0.14 0.33 0.80 0.20 0.41 0.19 0.00 0.00 0 0.50 0.67 
 
Table 5-10 Global similarity score of Query case part 1 
 Case ID Total ASim SSim Global similarity Rank 
1 0.66 0.905 0.783 1 
2 0.63 0.905 0.766 
 
3 0.60 0.670 0.638 
 
4 0.62 0.741 0.679 
 
5 0.69 0.819 0.756 
 
6 0.65 0.905 0.779 
 
7 0.64 0.741 0.688 
 
8 0.61 0.819 0.712 
 
9 0.61 0.819 0.716 
 
10 0.67 0.741 0.703 
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Table 5-11 Attribute similarity score of Query case part 2 (flatted factory) 
 



































1 0.34 0.30 0.71 0.00 0.20 0.60 0.27 0.13 0.17 0.00 1 0.40 0.71 
2 0.58 0.56 0.14 0.17 0.20 0.00 0.45 0.38 0.00 0.00 0 0.36 0.73 
3 0.44 0.38 0.14 0.17 0.20 0.20 0.42 0.21 0.00 1.00 1 0.46 0.69 
4 0.45 0.50 0.14 0.00 0.00 0.00 0.36 0.50 0.83 1.00 0 0.51 0.66 
5 0.42 0.10 0.43 0.00 0.20 0.20 0.91 0.38 0.00 0.00 0 0.46 0.68 
6 0.57 0.05 0.14 0.00 0.00 0.20 0.27 0.25 0.00 0.00 0 0.27 0.79 
7 0.28 0.20 0.71 0.00 0.20 0.40 0.18 0.05 0.17 0.00 0 0.45 0.69 
8 0.29 0.05 0.29 0.42 0.40 0.20 0.07 0.19 0.00 0.00 1 0.37 0.73 
9 0.41 0.05 0.57 0.17 0.04 0.60 0.05 0.13 0.00 0.00 0 0.44 0.69 
10 0.50 0.35 0.00 0.50 0.60 0.00 0.45 0.63 0.00 0.00 0 0.47 0.68 
Case ID Total Asim Ssim Global similarity Rank 
1 0.71 0.905 0.809 
 
2 0.73 0.905 0.820 
 
3 0.69 0.819 0.753 
 
4 0.66 0.905 0.783 
 
5 0.68 0.819 0.752 
 
6 0.79 0.905 0.845 3 
7 0.69 0.905 0.796 
 
8 0.73 1.000 0.866 1 
9 0.69 1.000 0.846 2 
10 0.68 0.905 0.794 
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The ACSC adaptation contains two steps: 
Step 1: Transform the cost of C1, C8 according to GFA, Year of construction, 
and the plot ratio. The transformed costs of C1 and C8 are shown in Table 5-8. 
                        
        
        
 
 
   
 
   
     
        
                      
     
     
 
   
   
 
   
     
        
 
Table 5-13 Transforming the costs of C1 and C8 






Case 1 33773 2014 3 54.60M 139.94 
Case 8 37500 2013 2.5 87.00M 136.69 
 
Step 2: Aggregate the transformed costs of the similar cases of heavy factory, 
flatted factory and annex building. According to previous analysis, the cost of 
annex building is estimated at 2 million. Then, the total cost of the query case 
is 278.63 million as an aggregate.  
By comparing to the actual cost of 277.3 million, the error rate is calculated as 
0.48%. It is much better than 13.54%, which is the error rate of Adapt the 
Most Similar Case (AMSC) method. For this case of JTC Space@Tuas as a 
mixed-use building, ACSC adaptation method produces more accurate 
estimate than AMSC. 
 
5.4 Validation 
This study validates the proposed cost estimation model by comparing the 
estimated cost to the actual cost. The overall cost estimate accuracy is 
measured by the Mean Absolute Error Rate (MAER). The mean absolute error 
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rate (MAER), also known as mean absolute percentage deviation (MAPD), is 
a measure of prediction accuracy of a forecasting method. It usually expresses 
accuracy as a percentage, and is defined by Eq. 22. 
 
         
                          
           
         
 
(18) 
where n is the number of query cases. 
We repeat the application of the methodology to all 11 cases and calculate the 
MAER for each case as shown in the last column of Table 5-14. The mean 
absolute error rate of the proposed cost model is 9.51% as shown in Table 5-16. 
To conclude, the mean error rate 9.51% (less than 10%) is satisfactory, 
considering the accuracy range of conceptual cost estimate between +50% and 
-30%. Thus, the cost estimate is acceptable. 
Besides assessing the accuracy by comparing with the actual cost, the 
proposed cost model is also compared to the traditional case-based reasoning 
model. We calculate the error rate using traditional case-based reasoning 
(Table 5-15) and compare the error rate of the proposed CBR (PCBR) to the 
error rate of the conventional CBR (CCBR) model to check whether the error 
rate is improved. Conventional CBR calculates the similarity between the 
query case and all stored cases by only considering the attribute value 
difference. Moreover, it only adapts the system attributes, does not consider 
the substitution of components. 
Chapter 5 Case Study and Validation 
134 
 














in EU method 










7 0.82 7 0.87 0.819 0.844     
9 0.81 9 0.84 0.905 0.872 62 61.44 54.6 12.52% 
8 0.78 8 0.79 0.905 0.847     
Case 2 
6 0.90 6 0.92 1.000 0.960 40 40.88 49 16.57% 
10 0.87 10 0.88 0.819 0.850     
4 0.83 3 0.86 0.741 0.801     
Case 3 
2 0.80 2 0.86 0.741 0.801     
6 0.78 6 0.84 0.741 0.791     
4 0.77 4 0.82 0.905 0.863 57 62.12 65 4.43% 
Case4 
10 0.87 10 0.90 1.000 0.950 50 55.52 57 2.60% 
2 0.83 2 0.88 0.819 0.850     
3 0.77 3 0.82 0.905 0.863     
Case 5 
11 0.86 11 0.87 0.741 0.806     
9 0.76 9 0.80 0.819 0.810     
7 0.76 7 0.78 0.905 0.843 59 139.50 159 12.27% 
Case 6 
2 0.90 2 0.92 1.000 0.960 49 47.46 40 18.66% 
10 0.82 3 0.84 0.741 0.791     
3, 9 0.78 10 0.84 0.819 0.830     
Case 7 
9 0.88 9 0.88 0.905 0.893 62 61.96 59 5.02% 
1 0.82 1 0.87 0.819 0.845     
11 0.76 11 0.81 0.67 0.740     
Case 8 
9 0.80 9 0.84 1.000 0.920 62 80.17 87 7.85% 
1 0.78 1 0.79 0.905 0.848     
6 0.75 6 0.79 0.905 0.848     
Case 9 
7 0.88 7 0.88 0.905 0.893     
1 0.81 1 0.84 0.905 0.873     
8 0.8 8 0.84 1.000 0.920 87 67.28 62 8.52% 
Case 10 
4 0.87 4 0.9 1.000 0.950 57 51.33 50 2.67% 
2 0.87 2 0.88 0.819 0.850     
6 0.82 6 0.84 0.819 0.830     
Case 11 
5 0.83 5 0.83 0.741 0.786 159 239.75 277.3 13.54% 
7 0.76 7 0.76 
 
     
9 0.72 9 0.72 
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Case 1 7 0.82 7 59 56.11 54.6 2.77% 
 
9 0.81 9 
    
 
8 0.78 8 
    
Case 2 6 0.90 6 40 40.88 49 16.57% 
 
10 0.87 10 
    
 
4 0.83 3 
    
Case 3 2 0.80 2 49 76.12 65 17.10% 
 
6 0.78 6 
    
 
4 0.77 4 
    
Case4 10 0.87 10 50 55.52 57 2.60% 
 
2 0.83 2 
    
 
3 0.77 3 
    
Case 5 11 0.86 11 277.3 185.44 159 16.63% 
 
9 0.76 9 
    
 
7 0.76 7 
    
Case 6 2 0.90 2 49 47.46 40 18.66% 
 
10 0.82 3 
    
 
3 0.78 10 
    
Case 7 9 0.88 9 62 77.51 59 31.38% 
 
1 0.82 1 
    
 
11 0.76 11 
    
Case 8 9 0.80 9 62 80.17 87 7.85% 
 
1 0.78 1 
    
 
6 0.75 6 
    
Case 9 7 0.88 7 59 47.19 62 23.88% 
 
1 0.81 1 
    
 
8 0.80 8 
    
Case 
10 
4 0.87 4 57 51.33 50 2.67% 
 
2 0.87 2 
    
 
6 0.82 6 
    
Case 
11 
5 0.83 5 159 239.75 277.3 13.54% 
 
7 0.76 7 
    
 
9 0.72 9 
    
 
Table 5-16 Cost estimate accuracy comparison 
Case no 
Absolute mean error rate of 
PCBR 
Absolute mean error rate of 
CCBR 
C1 12.52% 2.77% 
C2 16.57% 16.57% 
C3 4.43% 17.10% 
C4 2.60% 2.60% 
C5 12.27% 16.63% 
C6 18.66% 18.66% 
C7 5.02% 31.38% 
C8 7.85% 7.85% 
C9 8.52% 23.88% 
C10 2.67% 2.67% 
C11 13.54% 13.54% 
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Figure 5.8 Cost estimate accuracy comparison of PCBR and CCBR 
 
As shown in Figure 5.8, in many instances, the proposed CBR (PCBR) has a 
lower (or equal) error rate% than the conventional CBR (CCBR) (exception 
Case 1). The average mean absolute error rate shows an improvement of the 
proposed model from 13.97% to 9.51%. 
 
5.5 Range of Cost Estimate 
An estimate is a prediction of the expected final cost of a proposed project. By 
its nature, an estimate involves uncertainties and is associated with some level 
of error (Dysert 2006). When used to develop a project budget, we usually 
select a single point value as the estimated cost. When taking into account of 
the uncertainties associated with an estimate, we provide a range of possible 
cost estimates. From the literature, three methods were used to assess the 
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range of cost estimate:  
1) Heuristic method: Guidelines of AACE 
2) Confidence interval: Fit to a probability distribution and define the 
confidence interval. 
3) Case retrieval method: estimate from the costs of retrieved top K 
similar cases  
A Confidence interval is derived from a probability distribution. However, in 
order to get a probability distribution, a large amount of data is required. In 
this study, deriving such a probability distribution is not possible, so we 
propose to assess the estimate range using a combination of heuristic and case 
retrieval methods. First, we estimate three cost points from the top three 
similar cases that form an estimate range. Ideally, these three cost points 
define a range that straddles the real cost of the query case. However, there is 
also the possibility that the range of the top three estimates might fall on one 
side of the actual cost. Therefore, the case retrieval method is not enough in 
determining the range. It is combined with the heuristic method in the 
following three scenarios: 
 S1: When the three estimates straddle the actual cost, we can derive the 
cost estimate range from the costs of the top three cases. 
 S2: When all three estimates are below the actual cost, we estimate the 
lower bound of the estimate range using the minimum of the adapted 
costs of the three most similar cases. Moreover, the upper bound of the 
estimate range is estimated using the heuristic method. 
 S3: When all three estimates are above the actual cost, we estimate the 
upper bound of the estimate range using the maximum value of the 
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adapted costs of the three most similar cases, and estimate the lower 
bound of the estimate range using the heuristic method. 
 
5.5.1 Heuristic Method 
We assess the range of estimate by referring to the AACE International 
Recommended Practice No. 56R-08 (AACE 2012).The practice states the 
typical accuracy ranges for building and general construction industry. In this 
study, the conceptual cost estimate is at Class 4 (schematic design), thus the 
expected accuracy range is -10% to 20%. This means that the cost range is 
estimated as the interval of -10% and 20% from the actual cost. 
Table 5-17 Cost Estimate Classification Matrix for Building 
Estimate class 






Class 5 0% to 2% Concept screening  ‐20% to +30% 
Class 4 1% to 15% 
Schematic design or 
concept study 
‐10% to +20%  
Class 3 10% to 40% 
Design 
development 
‐5% to +10%  
Class 2 30% to 75% Bid or tender ‐5% to +5%  
Class 1 65% to 100% Check estimate ‐3% to +3%  
* Expected accuracy range: typical variation in low and high ranges in 
percentage; the +/‐ value represents typical percentage variation of the cost 
estimate from the actual cost.  
 
5.5.2 Case Retrieval Method 
We calculated the adapted costs of the top three similar cases and used them as 
three points in determining the estimate range (Table 5-18). As shown in this 
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table, the adapted costs of the top three cases are calculated using the proposed 
method. In the Top 3 similar cases column of Table 5-18, the cases are listed 
according to their similarity scores. The first case is the selected most similar 
case. Top three estimated values form a range that might or might not cover 
the actual cost. When we analyze the relationship between estimated range and 
the actual cost, we find that for most cases the range straddles the actual cost. 
Sometimes, the top three estimates fall on one side of the actual cost (Scenario 
2 and 3). In these cases, we can only get one boundary estimate from the 
retrieved cases. For the other bound, we estimate it using the boundary value 
of the expected accuracy range in Table 5-17. Take query case 2 for example, 
three estimate points are 40.88, 38.87 and 41.76. They are all below the actual 
cost of 49. In this case, we take the lowest estimate (38.87) as the lower bound 
of the range estimate. The upper bound is estimated as 20% according to the 
AACE International Recommended Practice No. 56R-08. Furthermore, the 
boundary values of the estimate range can be represented as the derivation 
from the actual cost in percentage (Table 5-19). The percentage represents the 
derivation of the upper or lower bound from the actual cost. 
            
                          
           
 (19) 
 
For example, the low range percentage of Query case 1 is calculated in Eq.24. 
                     
          
    
 (20) 
 
The blank cells in this table mean that one boundary cannot be estimated from 
the retrieved cases. The three estimates from retrieval results fall on the same 
side of the actual cost, so the other boundary value is blank. In this case, the 
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missing boundary point is estimated using the heuristic method. For query 
cases C2, C8, C11, the lower bounds exist; for query case 10, the estimated 
upper bound exists. For the side that a boundary value is missing, we estimate 
it using the typical value -10% or 20%. As shown in Table 5-19, the upper 
bound of the estimate range of C2, C8 and C11 are 20%. The low percentage 
of C10 is -10%. Therefore, the final estimated range is from -16.85% to 21.1% 
using the mean value, as shown in the last row of Table 5-19. 
This range is larger than the typical range (-10%, 20%) suggested by AACE 
International Recommended Practice No. 56R-08. This is because in this case 
study, the top three similar cases for each query case are retrieved from a 
general class in the high level. These cases are likely to differ in specific 
features.  
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7 59 37.41 
54.6 9 62 61.44 






6 40 40.88 
49 10 50 38.87 




JTC chemical hub 
  
2 49 76.12 
65 6 40 63.63 





10 50 55.52 
57 2 49 69.84 




JTC food hub 
  
11 277.3 185.44 
159 9 62 181.96 




JTC space @TANJIONG 
KLING 
2 49 47.85 
40 3 65 40.86 




JTC MedTech One 
  
9 62 77.45 
59 1 54.6 57.41 





9 62 80.17 
87 1 54.6 69.15 




BioMed Hub One 
  
7 59 45.63 
62 1 54.6 41.35 






4 57 51.33 
50 2 49 62.90 






5 159 239.75 
277.3 7 59 207.10 
9 62 272.09 
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Table 5-19 low and high range of the cost estimate 









1 37.41 -31.48% 69.87 +27.97% 
2 38.87 -20.67%  +20% 
3 62.12 -4.43% 76.12 +17.11% 
4 55.52 -2.60% 69.84 +22.53% 
5 139.5 -12.26% 185.44 +16.63% 
6 38.04 -4.90% 47.85 +19.63% 
7 57.41 -2.69% 79 +33.90% 
8 54.21 -37.69%  +20% 
9 41.35 -33.31% 67.28 +8.52% 
10  -10% 62.9 +25.80% 
11 207 -25.35%  +20% 
Average  -16.85%  21.10% 
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CHAPTER 6 CONCLUSIONS AND 
RECOMMENDATIONS 
6.1 Conclusions 
This research proposes a methodology for cost estimation of innovative 
industrial estates in the conceptual stage. The cost estimation model relies on 
retrieving and adapting the costs of historical cases. The proposed cost model 
is based on the case based reasoning method, and improves it with formal 
concept analysis, SYSML system modeling, and new retrieval and adaptation 
methods for case-based reasoning.  
6.1.1 Case Base Organization 
In this study, the case base is developed with the support of Formal Concept 
Analysis (FCA) and the systems modeling language (SysML). Cases are 
grouped into classes according to the concepts identified by FCA. FCA 
provides a lattice-like framework to link abstract classes to real objects. Such a 
framework is particularly suitable for complex domains in which cases with 
different features and structures occur. With a case-based organized on the 
basis of shared similar features, users will be able to locate a class that 
matches the query case in conceptual attributes.  
The proposed cost model represents each case in a hierarchical structure based 
on the SysML model. A SysML model is developed for each specific class in 
the class diagram. Relevant information from each case is represented using 
concepts based on key SysML diagrams. This study uses the class diagram, the 
static block definition diagram, internal block definition and requirement 
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diagram from SysML.  
6.1.2 Two-stage Retrieval Method 
The proposed cost modelling method employs a new two-stage retrieval 
method. It retrieves similar cases based on two kinds of differences: difference 
in structure (kinds of elements) and difference in attributes.  
Stage 1 searches for the concept in the hierarchy that is conceptually relevant 
to the query case. The first step uses the conceptual features (derived from the 
requirements) of the query case specification to search a number of 
case-clusters from the most general class to more specific classes. The result is 
a cluster of cases (a case-base) that shares the same features as the query case, 
in order to start the second stage of detailed similarity measurements.  
Stage 2 calculates the similarity between the query case and each of the cases 
in the case-base identified in Stage 1. Cases are represented as labeled case 
trees. This study proposes to use the tree edit distance for measuring structural 
similarity. However, the structural distance alone is not enough to determine 
similarity; the similarity between attributes of blocks in the case-tree should 
also be calculated. Finally, the structural similarity and attribute similarity 
values are combined to come up with the global similarity between the query 
case and any target case using a weighted values method. The most similar 
target case in the cluster of cases is selected for adaptation.  
6.1.3 Cost Estimate Updating 
Case adaptation changes both the structure and attribute values of the target 
case according to the requirements of the query case. In the process, the cost 
of the target estimate is updated to reflect the adaptation. Two cost updating 
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methods are proposed: (i) adapting the cost of the most similar source case 
retrieved, and updating the current estimate of the relevant part of the target 
case; or (ii) aggregating the costs of similar cases retrieved, and using this to 
update the current estimate of the target case.  
This cost updating approaches use the successive estimating principle, which 
successively breaks down a cost part into smaller cost parts, and then seeks to 
update that part with the most difference. The updates of lower level estimates 
are then propagated up along the system hierarchy. Adapting the most similar 
case (AMSC) is very similar to the adaptation method of traditional 
case-based reasoning. It focuses on adapting the recognized difference 
successively and updates the total cost using transformation and substitution 
methods from the top down. Aggregating the costs of similar components 
(ACSC) also breaks the system down to subsystems and components 
successively. It retrieves the costs of components similar to those specified in 
the query case. The total cost is the aggregation of the costs of similar 
components.  
A case study was conducted to implement and validate the proposed 
methodology comprising of the four steps of case base organization, case 
representation, case retrieval and adaptation for cost estimation. The cost 
estimate accuracy is validated by comparing to the actual cost measured by the 
mean error rate. Moreover, the mean error rate of the proposed estimation 
CBR model is compared to the mean error rate of the conventional CBR 
model. 
6.2 Contributions 
The proposed methodology extends the application of CBR method from 
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common residential buildings to innovative projects with good results in 
estimate accuracy. It contributes to the case-based reasoning methodology in 
the areas of case base organization, case representation, case retrieval and 
adaptation steps. A validation study showed that the proposed methodology 
produces accurate cost estimate, which is more accurate than the traditional 
case-based reasoning method. To summarize, this research innovates and 
contributes in the following aspects: 
 This study is one of the first to apply the formal concept analysis (FCA) in 
an attempt to organize cases for better case retrieval and adaptation. It 
introduces the application of FCA to organize cases by capturing the 
knowledge behind cases. The proposed case base organization applies the 
concept of class and links abstract classes to real objects.  
 SysML provides a case representation template to describe cases as 
instances of a class. The case information is represented in the diagrams of 
SysML.  
 This study proposes a new case retrieval algorithm that is consistent with 
the proposed case representation framework. The proposed retrieval 
method takes into consideration not only the differences in values between 
case attributes (as in conventional CBR) but also in attribute composition 
and component structure. 
 Instead of directly using the retrieved cost of the most similar case (as in 
conventional CBR), this study proposes to update the retrieved cost using 
either one of two methods proposed. This approach successively breaks 
down a cost part into smaller cost parts, and then seeks to update the most 
different part between the new case and the most similar case. The updates 
Chapter 6 Conclusions and Recommendations 
147 
 
of lower level estimates are then propagated up along the system level. 
The final cost estimate can be a transformed cost of retrieved cost or an 
aggregation of the costs of similar components. 
 
6.3 Limitations and Recommendations  
This model is suitable for cost estimation in the early conceptual phase of 
project, way before detailed designs and information from construction 
planning is available. However, this study still has some limitations that are 
elaborated below. 
The proposed Case-based reasoning method can be significantly affected by 
the quality of the case base used. The cost estimating model could be more 
accurate if more cases with detailed cost data were included. The case study 
has tried out the methodology using a small database. Better validation of the 
methodology could be achieved if more data is available. 
In addition, the more case information is represented (e.g. attributes of 
subsystems and components), along with associated cost information, the 
more accurate the cost estimate will be. More detailed work breakdown 
structures (or project composition hierarchies) will improve the accuracy of 
the cost estimate. Currently, the inputs of the proposed model are project 
attributes that influence costs and requirements that determine system 
structures and features. The structures and factors used could be validated with 
cost experts. 
We recommend two areas for future study: 
 Automated update of the formal concept lattice 
This study develops a formal concept lattice for case organization in the 
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case-based reasoning. Case-based reasoning involves a learning process that 
the validated new query case will be retained in the case base for future use. 
The case base will become larger and the model will become stronger. 
However, the lattice in the formal concept analysis is developed by assuming 
that new included objects will not affect the developed concept lattice. 
Therefore, we suggest analyzing the automated update of the concept lattice 
when new cases are included in future. When the formal concept analysis is 
integrated with case-based reasoning, the automated update of the concept 
lattice will make the methodology stronger.  
 Develop a software prototype 
The SYSML based case organization framework and CBR cost modeling 
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APPENDIX A: SIMILARITY CALCULATION 
EXAMPLE 
The appendix shows a similarity calculation example between two sample 
cases  C3- JTC Chemical Hub and C11- JTC Space@Tuas. Table A-1 
presents the information about the two sample cases that are useful in the 
similarity measurement. Figure A1 and A2 show the case representation of two 
instances JTC Chemical Hub and JTC SPACE@TUAS of the “ready-built 
facility” class. They have two levels of blocks with attributes. Different types 
of values are assigned to the system attributes. 
Table A-1 Sample case representation 
Case 
ID 







Plot ratio 1.65 





Number of floors 7 







Plot ratio 2.4 
Number of floors 9 
annex building 
Number of floors 3 










Figure A1. Case representation of C3 JTC Chemical Hub 
 
Figure A2. Case representation of C11 JTC Space@Tuas 
 
 Structural similarity 
In this study, a case representing a project is structured as a decomposition tree, 
and differences in the structures can be measured using the tree edit distance. 
For example, we compare the structures of T1 (JTC Chemical) and T2 (JTC 
Space@Tuas) as shown in Figure A1& A2. The block nodes are named by the 
classes defined in the class diagram, where ‘‘AB’’ is an annex building, “MG” 




ready-built facility. Two trees are encoded as linear strings as shown in Table 
A-2. 
Table A-1 Tree representation as Java input 
T1 JTC Chemical Hub (RB(AB)(SF)) 
T2 JTC Space@Tuas (RB(AB)(MG)(RU)) 
The transformation of (T1→T2) includes deleting “SF”, “and inserting 
component “MG” and “RU”. The edit distance is calculated as using RTED 
java tool. This code example in computing the edit distance is java –jar 
RTED.jar –t (RB(AB)(SF)) (RB(AB)(MG)(RU)) –c 1 1 2. Figure A3 shows the 
use of RTED java tool in calculating the edit distance result of 3.The cost of 
edit distance is transferred to the structural similarity value using Eq.6. 
                              
 
Figure A3. Edit distance calculation in RTED java tool 
 
 Attribute similarity 
We continue to calculate the attribute similarity for matched blocks. In this 
example, the matched blocks between two trees are “Ready-built Facility” and 
“Annex building”. The system blocks of C3 and C11 have matched and 
unmatched attributes. Therefore, the total attribute similarity is a weighted 
aggregate of the attribute value similarity (matched attribute) and the attribute 
composition similarity (unmatched attribute). The total similarity score could 
be calculated using weighted sum method. In this example, GFA, Plot ratio 
and Number of floors are the common attributes between two system blocks.  
 




the local similarity measure, which calculates the absolute distance between 
the values of attributes. For example, the normalized distance of GFA is 
calculated using Eq.7.  
 
 
           
              
            
      (A-1) 
where the maximum and minimum values of GFA among all stored cases is 
130000 and 15000 respectively. The local similarity score of GFA is 0.532 
(Eq.8). 
 
         
 
      
       (A-2) 
The normalized distance and local similarity scores of attributes “GFA”, “Plot 
ratio”, “Number of floors” are shown in Table A-3. Thus, the attribute value 
similarity is an aggregate of the similarities of all matched attributes. Since the 
attributes have different importance in determining the influence on cost, each 
attribute is assigned weight as shown in Table A-4.  
 Table A-3. Normalized distance and similarity score of attributes 
Case ID GFA plot ratio number of floors 
normalized distance 0.880 0.375 0.860 
similarity score 0.532 0.727 0.538 
 
Table A-2. Weight calculation for the matched and unmatched attributes 
 C3 C11  







0.4 GFA 0.4 GFA 0.4 


















Therefore, the value similarity of matched attributes is a weighted sum of the 
similarities of all attributes (Eq. 10), where the weights are shown in the last 
column of Table A-4 in Eq. 10. 
 
                                      
       
(A-3) 
The edit distance of unmatched attribute from T1 to T2 is the deletion of 
“sustainable design features”, equals to 1. The attribute composition similarity 
is 0.905 (Eq. 12). 
                         (A-4) 
The weight of unmatched attribute “sustainable design features” is 0.9, 
calculated by Eq. 13. 
                          (A-5) 
Finally, the attribute similarity (ASIM) is the weighted sum of the similarities 
of matched and unmatched attributes (Eq. 14). 
                           (A-6) 
The attribute similarity calculation also applies to the sub-block “Annex 
building”. The matched attributes of the “Annex building” are the “no. of floor” 
and the “floor loading”. As shown in Table A-5, the values of the attributes are 
collected from JTC annual reports. Their local similarity scores are shown in 
Table A-5. Since there is no unmatched attributes, the attribute similarity 
(ASIM) of the sub-block is equal to the attribute value similarity (AVSIM), 
which is equals to the weighted sum of all local similarity scores. The weights 
of both attributes of the sub-block are 0.5, assumed by assessing their 




                                               (A-7) 
Table A-3 Calculation of the attribute similarity of annex building 
Annex building 
attributes 







no. of floor 0.5 7 3 0.571 0.637 
floor loading 0.5 10 20 0.5 0.667 
 
Therefore, the total attribute similarity is an aggregate of the attribute 
similarities of all matched blocks in all levels. In this example, the matched 
blocks are “Ready-built facility” and “annex building”. When aggregating the 
attribute similarities to the total attribute similarity, we consider the 
importance of these two blocks and assign weights to them. Obviously, the 
second level sub-block has lower importance than the top block. We assume 
the weights of “Ready-built facility” and “annex building” to be 0.7 and 0.3 
respectively. Then the total attribute similarity is calculated by Eq.15. 
                                    (A-8) 
The global similarity score is equal to using Eq 16. 
                                    (A-9) 
 
