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ABSTRACT 
NAME:   Shouki Abdullah Ahmed Ebad 
TITLE OF STUDY: Functionality-Based Software Packaging Approach for 
Higher Architecture Stability 
MAJOR FIELD:  Computer Science and Engineering 
DATE OF DEGREE: May 2012 
 
In systems engineering, modularity in design is an approach that subdivides a system into 
smaller parts which can be independently created and then used in different systems to 
drive multiple functionalities. Besides the benefits of modularity such as cost reduction 
and parallelism, effective modularization is expected to result in more maintainability 
and/or more reusability. Maintainability is achieved by localizing changes which would 
reduce the required maintenance effort.  Localization of changes at the system level is 
manifested in what is referred to as architecture stability. The goal of this research is to 
improve the quality of packaging as early as at the software architecture design phase to 
allow for higher architectural stability. In general, the packaging process aims at the 
organization of classes in packages in a way that achieves certain objectives, e.g., 
maximizing the intra-package cohesion and/or minimizing the inter-package coupling. 
However, effective packaging poses a challenge due to: 1) the ineffectiveness of existing 
packaging approaches and corresponding metrics, and 2) the number of ways the system 
can be organized into packages is exponential with respect to the number of classes—i.e., 
xvii 
 
NP-hard problem. Accordingly, we developed a metric that considers both the cohesion 
and coupling at package level simultaneously to guide the packaging process. As 
modularity is guided by the functional offerings of the system, a package is cohesive if it 
offers one and only one functionality; accordingly, packaging should be based on 
functionality.  In order to be able to package classes as early as the architecture design 
phase, our metric is applied to requirements conceptual sequence diagrams as a 
representative of the system functionality.  To overcome the exponential complexity of 
the search space, we used heuristic algorithms for automatic packaging. Due to the data 
scarcity with regard to maintenance effort of software systems over versions, we judge the 
quality of our approach by its ability to group classes into packages that result in higher 
architecture stability.  The rationale is that architecture stability represents a good 
predictor of maintenance effort.  We conducted some experiments to validate the metric 
and the efficacy of the algorithms.  Results of the experiments show that the overall 
approach is promising. 
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 ﻣﻠﺨﺺ ﺍﻟﺮﺳﺎﻟﺔ
 ﺍﻻﺳﻢ: ﺷﻮﻗﻲ ﻋﺒﺪﺍﷲ ﺃﺣﻤﺪ ﻋّﺒﺎﺩ
 ﺍﻟﻌﻨﻮﺍﻥ:ﻣﻨﻬﺞ ﺗﺤﺰﻳﻢ ﺍﻟﺒﺮﻣﺠﻴﺎﺕ ﺍﻋﺘﻤﺎﺩﺍ ﻋﻠﻰ ﻭﻇﺎﺋﻔﻬﺎ ﻟﻠﺤﺼﻮﻝ ﻋﻠﻰ ﻣﻌﻤﺎﺭﻳﺔ ﺃﻛﺜﺮ ﺍﺳﺘﻘﺮﺍﺭﺍ
 ﺍﻟﺘﺨﺼﺺ: ﻋﻠﻮﻡ ﻭ ﻫﻨﺪﺳﺔ ﺍﻟﺤﺎﺳﺐ ﺍﻵﻟﻲ
  2102ﺗﺎﺭﻳﺦ ﺍﻟﺘﺨّﺮﺝ: ﻣﺎﻳﻮ 
 ﺍﻟﺘﻲ ﺃﺻﻐﺮ ﺃﺟﺰﺍء ﺇﻟﻰ ﺍﻟﻨﻈﺎﻡ ﺗﻘﺴﻴﻢ ﻋﻠﻰ ﻳﻌﻤﻞ ﻧﻬﺞ ﻭﻫﻮ ﺍﻟﺘﺼﻤﻴﻢ ﻓﻲ ﺍﻟﺒﻨﻴﻮﻳﺔ ﺻﻔﺔ ﺗﻮﺟﺪ ﺍﻟﻨﻈﻢ ﻫﻨﺪﺳﺔ ﻓﻲ
 ﺍﻟﺒﻨﻴﻮﻳﺔ ﻓﻲ ﺇﻥ ﺗﺒﻨﻲ. ﻣﺘﻌﺪﺩﺓ ﻭﻇﺎﺋﻒ ﻟﺘﺤﻘﻴﻖ ﺍﻟﻤﺨﺘﻠﻔﺔ ﺍﻟﻨﻈﻢ ﻓﻲ ﺫﻟﻚ ﺑﻌﺪ ﻭﺗﺴﺘﺨﺪﻡ ﻣﺴﺘﻘﻞ ﺑﺸﻜﻞ ﺗﻨﺸﺄ ﺃﻥ ﻳﻤﻜﻦ
ﺍﻟﺒﺮﻣﺠﻴﺎﺕ. ﻋﻤﻠﻴﺔ ﺻﻴﺎﻧﺔ ﺍﻟﺒﺮﻣﺠﻴﺎﺕ ﺗﺘﺤﻘﻖ ﻋﻦ ﻃﺮﻳﻖ ﺇﺿﺎﻓﺔ ﺗﻐﻴﻴﺮﺍﺕ  ﺻﻴﺎﻧﺔ ﻋﻠﻰ ﺇﻳﺠﺎﺑﺎ ﻳﺆﺛﺮ ﺍﻟﺒﺮﻣﺠﻴﺎﺕ
ﻛﻠﻔﺔ ﺍﻟﺼﻴﺎﻧﺔ ، ﺇﺿﻔﺎء ﻫﺬﻩ ﺍﻟﺘﻐﻴﻴﺮﺍﺕ ﻋﻠﻰ ﻣﺴﺘﻮﻯ ﻣﻌﻤﺎﺭﻳﺔ ﺍﻟﻨﻈﺎﻡ ﻳﺘﺠﻠﻰ  ﻋﻠﻰ ﺍﻟﻨﻈﺎﻡ ﻣﻦ ﺷﺄﻧﻬﺎ ﺃﻥ ﺗﻘﻠﻞ ﻣﻦ
ﻣﻦ ﺧﻼﻝ ﻣﺎ ﻳﺪﻋﻰ ﺑﺎﺳﺘﻘﺮﺍﺭ ﺍﻟﻤﻌﻤﺎﺭﻳﺔ. ﻭ ﺍﻟﻬﺪﻑ ﻫﻮ ﺗﺤﺴﻴﻦ ﺟﻮﺩﺓ ﺍﻟﺘﺤﺰﻳﻢ ﻭ ﺫﻟﻚ ﻓﻲ ﻣﺮﺣﻠﺔ ﺍﻟﺘﺼﻤﻴﻢ 
ﺍﻟﻤﻌﻤﺎﺭﻱ ﻭ ﺣﻴﺚ ﺇﻥ ﺍﻟﺘﺤﺰﻳﻢ ﺗﻬﺪﻑ ﺃﺳﺎﺳﺎ ﺇﻟﻰ ﺗﻨﻈﻴﻢ ﺍﻟﻔﺌﺎﺕ ﻓﻲ ﻣﺠﻤﻮﻋﺎﺕ ﻋﻠﻰ ﻧﺤﻮ ﻳﺤﻘﻖ ﻫﺪﻑ ﻣﺎ، ﻣﺜﻸ 
ﺗﺤﻘﻴﻖ ﺃﻛﺒﺮ ﻗﺪﺭ ﻣﻦ ﺍﻟﺘﻤﺎﺳﻚ ﺑﻴﻦ ﻣﻜﻮﻧﺎﺕ ﺍﻟﺤﺰﻣﺔ. ﻭ ﻣﻊ ﺫﻟﻚ ﻓﺈﻥ ﺍﻟﺘﺤﺰﻳﻢ ﻓﻲ ﺣﺪ ﺫﺍﺗﻬﺎ ﻳﻌﺪ ﺇﺣﺪﻯ ﺍﻟﺘﺤﺪﻳﺎﺕ 
-PNﻟﺴﺒﺒﻴﻦ: ﺍﻷﻭﻝ: ﻋﺪﻡ ﻓﺎﻋﻠﻴﺔ ﻣﻨﺎﻫﺞ ﺍﻟﺘﺤﺰﻳﻢ ﺍﻟﻤﺴﺘﺨﺪﻣﺔ ﻭ ﺍﻟﺜﺎﻧﻲ: ﺗﻌﺘﺒﺮ ﺍﻟﺘﺤﺰﻳﻢ ﻣﻦ ﺍﻟﻤﺴﺎﺋﻞ ﺻﻌﺒﺔ ﺍﻟﺤﻞ 
 ﻧﻈﺮﺍ ﺃﻥ ﻋﺪﺩ ﺍﻟﻄﺮﻕ ﺍﻟﺘﻲ ﻳﻤﻜﻨﻨﺎ ﻣﻦ ﺧﻼﻟﻬﺎ ﺗﻨﻈﻴﻢ ﺍﻟﻔﺌﺎﺕ ﻓﻲ ﺍﻟﺤﺰﻡ ﺗﻨﻤﻮ ﺑﻄﺮﻳﻘﺔ ُﺃﺳﻴﺔ. ﻭ ﻟﺬﻟﻚ ﻗﻤﻨﺎ draH
ﺑﺘﻄﻮﻳﺮ ﻣﻘﻴﺎﺱ ﻳﺴﺘﺨﺪﻡ ﻛﻤﺮﺷﺪ ﻓﻲ ﺍﻟﺘﺤﺰﻳﻢ، ﻳﺄﺧﺬ ﻫﺬﺍ ﺍﻟﻤﻘﻴﺎﺱ ﺑﻌﻴﻦ ﺍﻻﻋﺘﺒﺎﺭ ﺩﺭﺟﺔ ﺗﻤﺎﺳﻚ ﻣﻜﻮﻧﺎﺕ ﺍﻟﺤﺰﻣﺔ ﻭ 
 ﻭ citsirueHﺩﺭﺟﺔ ﺗﺮﺍﺑﻂ ﺍﻟﺤﺰﻣﺔ ﻣﻊ ﺑﻘﻴﺔ ﺍﻟﺤﺰﻡ. ﺑﺎﻟﻨﺴﺒﺔ ﻟﻠﻨﻤﻮ ﺍﻷﺳﻲ، ﻓﻘﺪ ﺍﺳﺘﺨﺪﻣﺎ ﻋﺪﺩ ﻣﻦ ﺍﻟﺨﻮﺍﺭﺯﻣﻴﺎﺕ 
ﺍﻟﺘﻲ ﻏﺎﻟﺒﺎ ﻣﺎ ﺗﺠﺪ ﺍﻟﺤﻞ ﺍﻷﻣﺜﻞ. ﻧﻈﺮﺍ ﻟﻘﻠﺔ ﺍﻟﺒﻴﺎﻧﺎﺕ ﻻ ﺳﻴﻤﺎ ﻓﻴﻤﺎ ﻳﺘﻌﻠﻖ ﺑﻤﻌﺮﻓﺔ ﺗﻜﻠﻔﺔ ﺻﻴﺎﻧﺔ ﺍﻟﻨﻈﺎﻡ ﻭ ﺍﻟﺠﻬﺪ 
ﺍﻟﻤﺒﺬﻭﻝ ﻓﻲ ﺫﻟﻚ، ﻓﻘﺪ ﺍﺳﺘﻌﻤﻠﻨﺎ ﺍﻟﻤﻘﻴﺎﺱ ﺍﻟﻤﺸﺎﺭ ﺇﻟﻴﻪ ﻓﻲ ﻋﻤﻠﻴﺔ ﺍﻟﺘﺤﺰﻳﻢ ﻭ ﺍﻟﺤﻜﻢ ﻋﻠﻰ ﺫﻟﻚ ﻣﻦ ﺧﻼﻝ ﺍﻟﻘﺪﺭﺓ ﻋﻠﻰ 
ﺗﺼﻤﻴﻢ ﻳﺆﺩﻱ ﺇﻟﻰ ﺇﺳﺘﻘﺮﺍﺭ ﺃﻛﺒﺮ ﻟﻤﻌﻤﺎﺭﻳﺔ ﺍﻟﻨﻈﺎﻡ. ﻗﻤﻨﺎ ﺑﺈﺟﺮﺍء ﻋﺪﺩ ﻣﻦ ﺍﻟﺘﺠﺎﺭﺏ ﻟﻠﺘﺤﻘﻖ ﻣﻦ ﺻﺤﺔ ﺍﻟﻤﻘﻴﺎﺱ 
ﺍﻟﺬﻱ ﻃﻮﺭﻧﺎﻩ ﺑﺎﺳﺘﺨﺪﺍﻡ ﺍﻟﺨﻮﺍﺭﺯﻣﻴﺎﺕ ﻭ ﺫﻟﻚ ﻋﻠﻰ ﻋﺪﺩ ﻣﻦ ﺍﻟﺤﺎﻻﺕ ﺍﻟﺪﺭﺍﺳﻴﺔ ﺍﻻﻓﺘﺮﺍﺿﻴﺔ ﻭ ﺍﻟﺤﻘﻴﻘﻴﺔ.
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CHAPTER 1.  INTRODUCTION 
1.1 Software Modularization 
In systems engineering, modular design—or "modularity in design"—is an approach that 
subdivides a system into smaller parts (modules) that can be independently created and 
then used in different systems to drive multiple functionalities. A modular system can be 
characterized by the following: 
"(1) Functional partitioning into discrete scalable, reusable modules 
consisting of isolated, self-contained functional elements; (2) Rigorous use of 
well-defined modular interfaces, including object-oriented descriptions of 
module functionality; (3) Ease of change to achieve technology transparency 
and, to the extent possible, make use of industry standards for key interfaces." 
 [55] 
Besides reduction in cost (due to lesser customization, and less learning time), and 
flexibility in design, modularity offers other benefits such as augmentation (adding new 
solution by merely plugging in a new module), and exclusion. Software uses modularity 
to overcome changing customer demands and to make the development and maintenance 
processes more efficient in response to changes  [11]. Modular software design is a design 
technique that increases the extent to which software is composed of separate, 
interchangeable components, called modules. Conceptually, modules represent a 
separation of concerns, and improve maintainability by enforcing logical boundaries 
2 
 
between components. A downside to modularity (and this depends on the extent of 
modularity), however, is that modular systems are not optimized for performance. This is 
usually due to the cost of putting up interfaces between modules.  Nonetheless, 
modularizations serve three purposes, any of which may justify an investment in 
modularity  [27]:  
• Modularity makes complexity manageable;  
• Modularity enables parallel work; and  
• Modularity is tolerant of uncertainty.  
In this context, “tolerant of uncertainty” means that particular elements of a modular 
design may be changed after the fact and in unforeseen ways as long as the design rules 
are obeyed. 
Effective modularization has been typically expected to result in more maintainability 
and/or more reusability  [2] [3] [7] [14] [33]. Maintainability is mainly achieved by 
localizing changes which would reduce the required maintenance effort. Localization of 
change at the system level is manifested in what is referred to as architecture stability. A 
stable architecture is an architecture that permits changes to a system to be made without 
the architecture having to change  [38]. That is changes due to maintenance work are 
localized within modules and not across modules. From Software Engineering 
perspective, a module could be a class, package, component, or even subsystem. These 
types of module represent different levels of abstractions. For example, subsystems are 
composed of components; components are composed of packages; and so on.  It is worth 
noting here also that the composition is recursive; for example, packages can be formed 
from other packages. Our focus in this work is the package type of module. A package is 
3 
 
used to group elements (classes), and provides a namespace for the grouped elements 
 [47]. In object oriented (OO) languages such as Java, Smalltalk and C++, package 
structure allows developers to organize their classes into components and subsystems*
 [13]
. 
The packaging process mainly aims at the organization of classes (and packages as well) 
in packages in a way that achieve certain objectives. Traditionally, maximizing the 
cohesion of the individual packages (strong intra-package dependencies) and/or 
minimizing the coupling among the packages (weak inter-package dependencies) have 
been considered by researchers and practitioners to achieve effective packaging in terms 
of high maintainability and/or reusability. Cohesion within a module, in general, is the 
degree to which communication takes place among the module's elements. On the other 
hand, coupling describes the degree to which modules depend directly on other modules 
.  However, it is worth noting here that the objective of maximizing cohesion may 
sometimes conflict with the objective of minimizing coupling.  Maximizing cohesion may 
cause increasing coupling; and minimizing coupling may cause decreasing cohesion. For 
example, theoretically as an extreme, to minimize coupling one may put all classes in one 
package. In this case, clearly, such a package will not be that cohesive after all. Similarly, 
as an extreme, to maximize cohesion one may put each class in own package. In this case, 
clearly, coupling will be very high. It is highly desirable to have a one single metric that 
can consider cohesion and coupling simultaneously. 
                                               
*From terminology perspective, package in some OOPLs (such as Ada) is equivalent to "class" in C++ and 
Java  [29] [29] 
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1.2 The General Problem and Motivation 
A good packaging of classes into identifiable and collaborating subsystems/components 
improves the understandability, maintainability, testability, and evolution of software 
systems  [1]. A good packaging, however, is difficult, due to two problems: 1) the 
ineffectiveness of existing packaging approaches and corresponding metrics, and 2) the 
number of ways the system can be organized into packages is exponential with respect to 
the number of classes—i.e., NP-hard problem [21]. The literature survey in Chapter 3 
discusses the first problem in details.  With regard to the second problem, clearly it is a 
combinatorial optimization problem; he determination of an optimal arrangement of 
classes  [48] [49] in a possibly large, but finite, space. Using deterministic procedures or 
exhaustive exploration would be infeasible especially with a large number of classes (e.g., 
more than 15 classes  [20] [42]). The problem is an NP-hard problem; there is no known 
polynomial algorithm*
 [20]
. In such a case, heuristic search algorithms may be applicable to 
get acceptable results quickly . 
The goal of this research is to improve the quality of packaging as early as at the software 
architecture design phase. The advantage of packaging, as early as this stage, is to guide 
detailed design to allow for more maintainable and reusable systems. This is because 
packaging that early will allow identifying the system components, corresponding 
boundaries, and interactions. Design decisions, such as the use of facades and their 
offerings, will follow accordingly. Moreover and as important, packaging that early will 
allow for better utilization of resources though parallelism. 
                                               
* A polynomial time algorithm is an algorithm whose time complexity is O(nk), where n is the input size and 
k is a nonnegative integer  [9] 
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As modularity is guided by the functional offerings of the system, a package is cohesive if 
it offers one and only one functionality; accordingly, packaging should be based on 
functionality. It is worth noting here that there is a general paucity of concepts for 
specifying the functionality of object communities. Nevertheless, 'use cases' can be 
interpreted as one means of specifying functionality, as according to Jacobson  [34], use 
cases (UCs) define the functionality inside the system and constitute a specific way of 
using some part of this functionality. Accordingly, the functionality (i.e., the services) that 
users require of the OO system is documented in UCs. Each UC is realized by one or 
more sequence diagrams that depict how the objects interact and work together to provide 
services. Each individual object provides only a small element of the functionality–its 
particular responsibilities–but when they work together, objects are able to produce 
services that people can use. During the requirements phase of a software project, analysts 
can take use cases (UCs) to the next level by providing a more formal level of refinement 
where each use case is represented by one or more conceptual sequence diagram(SD) that 
depicts how the objects interact and work together to provide the service  [47].  As 
conceptual SDs are available early enough in the development process before the 
architecture design phase, functionality-based approach for packaging classes of the 
conceptual class model developed during the requirements engineering phase using SDs is 
highly desirable. To the best of our knowledge, such approaches do did not exist prior to 
our research. 
Thus, this research targets utilizing SDs in the development of a metric that considers the 
intra-package cohesion and inter-package coupling simultaneously in guiding the 
packaging process.  The quality of such metrics is typically judged according to its ability 
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of grouping classes into packages that results in more maintainability and/or reusability 
 [28]. Guided by the metric, the research also targets the development of efficient 
procedures (algorithms) to suggest effective modularization. 
1.3 The Research Problem 
As discussed above, effective modularization may have a number of facets; e.g., 
modularization for maintainability and modularization for reusability.  In this research we 
focus on modularization for maintainability.  Maintainability is typically 
measured/predicted indirectly using other attributes  [26]. At the system level, architecture 
stability reflects the maintainability of the system. The specific research problem we 
propose to tackle in this research is that there is no metric that can be used early in the 
development life cycle during the architecture design phase to suggest packaging of 
classes in a way that allows more stable architecture and hence more maintainable system. 
There does not exist also a study to show which heuristic approach would be better used 
during the packaging process. 
1.4 Main Contributions 
Main contributions of this dissertation work are the following: 
- Evaluation criteria for evaluating packaging approaches along with a comprehensive 
survey of such approaches. 
- Evaluation criteria for evaluating package cohesion and coupling metrics along with a 
comprehensive survey of such metrics. 
- A new software packaging metric. 
- A new automatic tool to extract use cases from OO source code. 
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- A comprehensive survey of architecture stability metrics. 
- New architecture stability metric. 
- A study on the applicability and suitability of different combinatorial algorithms to the 
packaging (grouping) problem. 
1.5 Organization of Thesis 
The rest of the thesis is organized as follows. Chapter 2 gives the necessary background of 
software packaging. Chapter 3 presents our scheme, composed of a set of attributes, for 
comparing and evaluating packaging approaches and interaction-based (i.e., cohesion and 
coupling) package metrics. It also presents an extensive critical literature survey of related 
works with an assessment based on our evaluation scheme. Chapter 4 describes our 
packaging metric along with a validation of some theoretical properties. Chapter 5 
discusses the software stability as a quality attribute that plays an important role in 
validating our metric.  It also presents a new architecture stability metric we developed for 
this purpose. Chapter 6 presents the results of our empirical validation of the approach; 
experiments using different case studies and applying different types of algorithms are 
presented and analyzed. Finally, Chapter 7 presents the conclusion and points out some 
possibilities for future work. 
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CHAPTER 2.  BACKGROUND 
In this chapter, the necessary background of software architecture, UML, and heuristic 
search techniques are provided. 
2.1 Software Architecture 
The software architecture design effort is concerned with structuring the software system 
under development into subsystems and components.  According to Maciaszek and Liong 
 [41], the software architecture is the organization of software elements into a system 
aiming to achieve some purpose [41]. It addresses a large number of concerns, such as 
organization of specific software modules (classes, packages, and components), 
interconnections between modules, assignment of behaviors to modules, and scalability of 
modules to larger solutions  [13]. The architecture, which is a high-level design, enables 
software engineers to gain understanding of the system components. When an application 
is to be implemented using the OO paradigm, the design is a collection of related classes. 
If there are only few classes in the entire application, the class-level decomposition can 
suffice as the architecture as it would be easy-enough to understand and tackle for detailed 
design.  If the number of classes is not small, though, the class-level decomposition will 
be too complex to comprehend at one level. In this case, class collections should be 
grouped into packages; such packages along with their interconnections would then 
represent the system architecture—bottom-up design. This is a kind of divide-and-
conquer design approach; it is grouping rather than dividing though. The rationale here is 
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that by grouping the classes into packages; developers can tackle packages (smaller 
problems than the original system-level problem) independently. The packaging process 
continues recursively. It is worth nothing here that the divide-and-conquer approach is 
typically tied to top-down design. Meaning, packages are divided into sub-packages and 
so on until a level of packages that is easily comprehensible for detailed design is 
achieved. In bottom-up design, it is the other way around.  From this research 
perspectives, effective packaging is one that results in stable architecture so that changes 
to a system are made without the architecture having to change  [37] [38]. 
2.2 The Unified Modeling Language (UML) 
The software architecture design effort starts right after the requirements engineering 
phase.  Figure 2-1 shows the overall design process  [53]. The Architectural Design and 
the Component Design tasks are mainly concerned with packaging effort. 
 
 
Figure  2-1: Overall software design process [53] 
The architectural design task and packaging effort take the requirements specification as 
its input. Software requirements specification is viewed as a multi-faceted artifact 
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generally composed of relatively independent and orthogonal views where each view 
represents one aspect of the software system to be developed. The division into different 
views is arbitrary; however, it typically includes at least three views namely structural 
view, functional view, and behavioral view, each capturing important aspects of the 
system, but all required for a complete specification of the system. A view is a subset of 
modeling constructs that represents a partial aspect and shows specific properties of a 
software system. One or more kinds of diagrams provide a visual notation for the 
concepts in each view. Each view represents one aspect of the system. Models from 
different views are typically compared against each other to discover requirements that 
would be missed using a single view. 
There is little empirical evidence to support claims for the superiority of one notation over 
another in modeling and documenting software artifacts. However, the widespread 
acceptance of a particular method or notation can lead to beneficial industry-wide pooling 
of skills and knowledge. This is currently the situation with the UML  [47]. UML is 
widely used to express early-stage OO artifacts (e.g., analysis and design models). It is a 
language for visualizing, specifying, constructing, and documenting the artifacts of a 
software-intensive system. The UML representations of these artifacts are referred to as 
UML models (diagrams). Each UML diagram is designed to let developers and customers 
view a software system from a different perspective and in varying degrees of abstraction. 
Following are the major diagrams used in UML: 
 
Use Case Diagram 
Use cases are a means for specifying required usages of a system. They are used to 
capture the requirements of a system which is what a system is supposed to do. Figure 2-2 
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shows an example use case diagram for an ‘ordering system’. This example shows the 
customer as an actor because the customer is using the system. The diagram takes the 
simple steps listed above and shows them as actions the customer might perform. 
 
Figure  2-2: Use case diagram for an 'Ordering System' 
 
Class Diagram 
A Class diagram gives an overview of a system by showing classes and the relationships 
among them. A class diagram can be used to provide both a conceptual design as well as a 
detailed design of the system under development. In the example shown in Figure 2-3, the 
classes ‘Corporate Customer’ and ‘Personal Customer’ have some similarities such as 
name and address, but each class has some of its own attributes and operations. The class 
Customer is a general form of both the Corporate Customer and Personal Customer 
classes and the relationship thus is generalization. This allows the developers to use the 
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Customer class for modules and do not require in-depth representation of each type of 
customer. 
 
 
Figure  2-3: an example of class diagram with a 'generalization' relationship 
 
 
 
Sequence Diagram 
A sequence diagram is an interaction diagram that details how operations are carried out, 
what messages are sent and when. It demonstrates the behavior of objects in a use case by 
describing the objects and the messages they pass. The example in Figure 2-4 shows an 
object of ‘class 1’ start the behavior by sending a message to an object of ‘class 2’. 
Messages pass between the different objects until the object of class 1 receives the final 
message. 
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Figure  2-4: an example of sequence diagram 
 
Collaboration Diagram 
A collaboration diagram shows the relationship between objects and the order of 
messages passed among them. The objects are listed as icons and arrows indicate the 
messages being passed among them. A simple 1, 2, 3...format can be used, as shown in 
Figure 2-5, or for more detailed and complex diagrams a 1, 1.1, 1.2, 1.2.1 scheme can be 
used 
 
 
Figure  2-5: an example of collaboration diagram 
 
 
State Chart Diagram 
State chart diagrams describe all of the possible states of an object as events occur. Each 
diagram represents objects of a single class and tracks the different states of its objects 
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through the system. Figure 2-6 shows an example state diagram for an ‘Order’ object. 
When the object enters the ‘Checking’ state it performs the activity ‘check items’. After 
the activity is completed the object transitions to the next state based on the conditions [all 
items available] or [an item is not available]. If an item is not available the order is 
‘Canceled’. If all items are available then the order is dispatched. When the object 
transitions to the ‘Dispatching’ state, the activity ‘initiate delivery’ is performed. After 
this activity is complete the object transitions again to the Delivered state. 
 
 
Figure  2-6: An example of state chart diagram 
 
 
This UML taxonomy of diagrams provides a logical organization for the various major 
kinds of diagrams into only two major categories: structure and behavior; with no 
category to represent the functional aspect. It is worth noting here that there is a general 
paucity of concepts for specifying the functionality of object communities. Nevertheless, 
'use cases' can be interpreted as one means of specifying functionality, as according to 
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Jacobson  [34], use cases (UCs) define the functionality inside the system and constitute a 
specific way of using some part of this functionality.  Accordingly, the functionality (i.e., 
the services) that users require of the OO system is documented in UCs. Clearly, UC has 
also a flavor of behavior abstraction, as it is a special sequence of related transactions in 
the interaction between the actor and the system. UC describe the typical interactions 
between the users of a system and the system itself, providing a narrative of how a system 
is used. Each UC is realized by one or more sequence diagrams that depict how the 
objects interact and work together to provide services. Each individual object provides 
only a small element of the functionality – its particular responsibilities – but when they 
work together, objects are able to produce services that people can use. 
2.3 Heuristic Search Techniques 
As discussed in the previous section, finding the optimal grouping of classes into 
packages is challenging problem for medium and large software systems. Heuristic search 
techniques present good candidate for optimizing the package structure and to get 
acceptable results quickly  [1] [20]. Heuristic techniques have been applied successfully to 
a number of software engineering problems such as testing, cost estimation, and 
modularization  [20]. In the general Tree-Search or Graph-Search algorithms, the 
expansion of a selected node is made based on an evaluation function  [30] [48].The rest of 
this section overviews the primary search techniques which have recently been used in 
search-based software engineering  [30]: hill climbing, simulated annealing, and genetic 
algorithms. 
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2.3.1 Hill Climbing (HC) 
The hill climbing is simply an iterative algorithm that starts with an arbitrary solution, 
then attempts to find a better solution by incrementally changing a single element of the 
solution. If the change generates a better solution, an incremental change is made to the 
new solution, repeating this process until no further improvements can be exist. Hill 
Climbing is sometimes called greedy local search because it grabs a good neighbor 
solution without thinking ahead about where to go next. 
2.3.2 Simulated Annealing (SA) 
Simulated annealing is originally a concept in physics. It is used when the cooling of 
metal needs to be stopped at given points where the metal needs to be warmed a bit before 
it can resume the cooling process. The same idea is used to construct a search algorithm. 
Simulated annealing begins with a point in the search space that has been chosen 
heuristically or randomly. The fitness function of the point is then calculated. Next a 
neighboring value of the point is searched and its value is calculated. If the neighbor value 
is better than that of the point, then the search moves onto the neighbor. However, even 
though the neighbor is not better, there is still a small chance, given by probability p that 
the search is allowed to continue to a solution with a less-good value. The probability p is 
a function of the change in fitness function ΔE, and a temperature parameter T,𝑝𝑝 =
𝑒𝑒−Δ𝐸𝐸/𝑇𝑇 . The rationale behind probabilistically moving to a point which is not better than 
the current one is to provide more exploration to avoid getting stuck in local maxima (of 
minima, minimization is of interest),  if any. 
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2.3.3 Genetic Algorithm (GA) 
Genetic algorithm is a way of using the ideas of biological evolution in computer science. 
It searches for optimal solutions by sampling the search space at random and creating a 
set of candidate solutions called a ‘population’. These candidates are combined and 
mutated to evolve into a new generation of solutions that may or may not be fitter. 
Recombination is fundamental to the GA and provides a mechanism for mixing genetic 
material within the population. Mutation is instrumental in introducing new genetic 
material, thereby preventing the search from stagnating. The next population of solutions 
is chosen from the parent and offspring generations in accordance with a survival strategy 
that normally favors fit individuals but nevertheless does not preclude the survival of the 
less fit. 
A comparison among the above methods is mad as in Table  2-1. For a detailed description 
on HC, SA, and GA, the reader is referred to  [48] [49]. 
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Table  2-1 Weaknesses and strengths of each heuristic method 
Method Comments 
HC The problem with HC is that the hill located by the algorithm may be a local maximum, and 
may be far poorer, in terms of fitness, than the global maximum in the space. However, hill 
climbing is a simple technique which is easy to implement and has been shown to be useful 
and robust in the software 
SA The local maximum problem of HC is avoided with SA using the probability. However, the 
effectiveness of the search depends upon the initial temperature (is it high enough to randomize 
the search sufficiently?) and the subsequent cooling (is it slow enough to ensure that 
equilibrium is achieved at each temperature?) 
GA Besides its simplicity to parallelize, it is has achieved good performance in terms of balancing 
between the two conflicting goals of any search procedure, exploration and exploitation. A 
purely exploratory algorithm (e.g., random search) might search widely through the problem 
space, but, having found a decent solution, might never search “near” that solution to see if 
better solutions exist close by. By contrast, a purely exploitative algorithm (e.g., a hill-
climber), having found a decent solution, might search only in that area, and may never 
discover a much better solution far away in the problem space. GAs achieves exploration 
through mutation and exploitation through selection crossover. The degree to which GA 
explores or exploits is determined by its parameters and its structure. This makes GAs very 
sensitive to the choice of their parameters and hence some planning and trial-and-error 
experimentation are required to produce the desired results 
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CHAPTER 3.  CRITICAL SURVEY 
3.1 Introduction 
There has been a few attempts to propose assessment frameworks for cohesion and 
coupling metrics at package or subsystem level. Such frameworks are meant to aid 
practitioners in selecting appropriate approaches or metrics suitable for their particular 
development efforts. They are also meant to identify gaps and lessons learned for 
researchers in tested in pursuing effort provide better metrics to serve a purpose. In this 
chapter we discuss frameworks found in the literature. We also present two frameworks 
we developed to overcome shortcomings in existing frameworks: one is for packaging 
approaches and the other is for coupling and cohesion metrics at package and subsystem 
level. Using our frameworks, we present an analysis of corresponding amiable work of 
relevance to our research. 
3.2 The Existing Frameworks of Cohesion/Coupling Metrics—A Review 
In this section we perform a survey and review of existing frameworks to evaluate the 
cohesion and coupling metrics at package and subsystem level in object-oriented system. 
Eder et al.  [24] presented a framework aimed at providing comprehensive criteria for 
cohesion (method and class level) and coupling (interaction, components, and inheritance 
coupling) in OO systems. Hitz and Montazeri in  [32] introduced a framework for a 
comprehensive metric for coupling in OO systems on both object level and class level. 
Briand et al. in  [17] provided a framework for the comparison, evaluation, and definition 
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of cohesion measures in OO systems and in  [15] Briand et al. presented another 
framework for coupling measures. The latter framework is complementary to the former 
one. Compared to the class level, it is clear that a little work has been done on cohesion 
and coupling metrics at package or subsystem level. Moreover, to the best of our 
knowledge, there is no framework that could be used to classify and compare such 
packaging approaches. Such a framework can guide researchers interested in proposing 
new packaging approaches and new cohesion/coupling metric at coarse grain level. 
In the following subsections we present two frameworks; one for the packaging 
approaches and the other for the cohesion and coupling metrics at package and subsystem 
level. These frameworks aim to facilitate classifications and comparisons based on a set of 
attributes identified as a result of an intensive survey of existing works. We present two 
sets of attributes we propose for comparing the strengths and drawbacks of 1) the existing 
packaging approaches and 2) the cohesion and coupling metrics at package and subsystem 
level. Then, we discuss the existing works in light of these sets of attributes. We conclude 
the chapter with a summary of the outcome of our critical survey. 
3.3 Attributes of Packaging Approaches: An Analysis Framework 
Judging a packaging approach should not only be based on its effectiveness and 
efficiency, but also on the underlying characteristics that affect its effectiveness and 
efficiency. Hence, throughout surveying existing related work on packaging approaches, 
we identified some attributes that can be used for comparing and assessing the strengths 
and weaknesses of different techniques. We expect this set of attributes to help 
practitioners use suitable approaches, and also guide researchers in enhancing existing 
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approaches as well as developing a new one. Our proposed attributes are discussed in the 
sequel.  
1. Packaging Goal 
In all related works, the goals of packaging come before anything else described. This is 
important to be judge the packaging quality. The packaging goal affects the way the 
packaging process is conducted and the kind of metrics to be used to guide the process. 
Reusability and maintainability are examples of the packaging goals. 
2. Underlying Principle 
To better understand a concept, it is important to understand the underlying principle upon 
which the work is built. 
3. Input Artifact 
This attribute reflects the different inputs required by the packaging approach. Source 
code and class diagram are examples of input artifacts. 
4. Internal Quality Attributes 
This attribute reflects the internal design attribute that guides the packaging process. 
Cohesion, complexity, length, coupling, and size are examples of such internal attributes. 
5. Search Algorithm 
Because packaging is treated as a search problem, most packaging approaches use 
heuristic methods in packaging process. This attribute reflects to the search algorithm 
(heuristic or exact) being used. It also elaborates on, in case of heuristic algorithms, the 
main parameters of the algorithm. 
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6. Fitness Function 
In most of the search-based techniques, the packaging objective is converted into an 
objective function which is furthermore converted into a fitness function that is to be 
optimized to find a solution for the problem. Fitness functions on software packaging are 
nothing but software design metrics  [20] [30]. 
7. Scalability 
In case of small-size software systems (less than 15 classes, according to Clark et al.  [20] 
and Mancoridis  [42]), the packaging process becomes a simple problem. The scalability 
attribute measures the capability of a packaging approach to scale up to accommodate 
large number of classes. This attribute considers the systems that have been used to 
validate the packaging approach under discussion. In general, rough categorization can be 
used: small (between 15 and 25 classes) and large (more than 25 classes). 
8. Soundness 
This attribute reflects whether the packaging approach was shown to group the classes in 
the way the approach claims it would. 
9. Practicality 
This attribute reflects aspects of practicality of the packaging approach. This is to include 
amount of resources (e.g. time, memory) that the packaging approach consumes in 
generating the right packaging.  
10. Supportability 
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This attribute reflects whether the packaging approach is supported by some kind of 
automation and integrated with CASE*
3.4 Attributes of Cohesion and Coupling Metrics: An Analysis Framework 
 tools. 
We propose in the sequel an attribute-based assessment framework for analyzing cohesion 
and coupling metrics at package and subsystem level. The attributes have been identified 
as a result of surveying the different metrics available in the literature. 
1. Objective 
This attribute determines the external (or internal) quality attribute the metric can be used 
to predict. Maintainability and stability are examples of external attributes while cohesion, 
coupling, and complexity are examples of internal attributes†
2. Validity 
. 
Validity determines if there is an ambiguity in the metric computation. An ambiguity 
exists if the metric gives the same value for packages that are, intuitively, of different 
cohesion or coupling. 
3. Granularity 
The purpose of this attribute is to identify the level where the metric is applied. 
Specifically, fine grain is method or class level whereas coarse grain is package or 
subsystem level. 
                                               
* Computer-Aided Software Engineering (CASE) is the name given to software used to support software 
process activities such as requirements engineering, design, program development, and testing  [53] [53] 
†Internal quality attributes are those that can be measured purely in terms of the product (e.g., complexity, 
coupling, cohesion, etc.). In other words, an internal attribute can be measured by examining the product on 
its own, separate from its behavior. External quality attributes are those that can be measured only with 
respect to how the product relates to its environment. Here, the behavior of the product is more important 
than the product itself  [26] 
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4. Normalization 
This determines if the measurements of the metric lie between boundaries, e.g., between 0 
and 1. It also identifies whether the metric may results in negative measurements. This 
normalization attribute allows us to make a meaningful comparison of measurements of 
different metric  [17]. 
5. Applicability Phase 
Some metrics can only be applied when coding is completed; such metrics are classified 
as being available at the implementation phase. Similarly, other metrics can be used at the 
end of the design phase; such metrics are classified as available at the design phase of the 
software development process. 
6. Applicability to UML Diagrams 
Since early availability of metrics is very useful [36], this attribute identifies whether that 
the metric can be used against UML diagrams. 
7. Weighting 
It is typical for metrics to consider different factors with different weights in their 
measurements.  This raises an issue for users of such metrics, though; that is the selection 
of the right weighs for the different factors.  This attribute reflect whether the metric is 
parameterized where the user can set the weights himself, or the pre-set weights if at all 
8. Validation 
It specifies whether the metric is validated (theoretically or empirically). 
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3.5 Analysis of Available Packaging Approaches 
In this section, we present a discussion of the existing packaging approaches based on our 
set of attributes. At the end of this section, we summarize our findings in Table  3-8. 
1- Doval et al. 1999  [21] 
Doval et al. defined the Modularization Quality (MQ) of a system as an objective function 
to quantify the quality of a given module dependency graph MDG They used MQ as the 
objective function of their Genetic Algorithm to express the trade-off between intra- and 
inter-connectivity attributes. MQ achieved this trade-off by subtracting the average inter-
connectivity from the average intra-connectivity. A discussion of the approach based on 
our attributes is given in Table  3-1. 
Table  3-1 Attribute of Doval et al. 1999 
Attribute Comments 
Goal To simplifying the system structure 
Principle Module Dependency Graph (MDG) 
Input Source code 
Internal Att. Intra connectivity and inter connectivity 
Search Alg. 
GA: numeric encoding, crossover rate = 0.8, mutation rate = 0.004, roulette wheel 
selection, population size = 10n where n is the number of nodes in the MDG 
Fitness  
Trade off between inter- and intra-connectivity. This trade-off is achieved by 
subtracting the average inter-connectivity from the average intra-connectivity. 
Scalable Scale out; small-size software system (Mini-Tunis) with 20 modules 
Sound It suffers from the module misplacement problem 
Practical No mention 
Support. The Bunch tool  [42] that automatically creates a system decomposition  
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2- Liu et al. 2001  [39] 
A challenging problem in Email environments is to optimally allocate users to servers. 
Liu et al. presented a method for decomposing a large number of objects (users) into 
mutually exclusive groups (servers) where within-group dependencies are high and 
between-group dependencies are low. Their ultimate goal was to minimize network 
traffic. A discussion of this approach is presented in Table  3-2. 
Table  3-2 Attribute of Liu et al. 2001 
Attribute Comments 
Goal To find arrangement of objects on some groups to minimize network traffic 
Principle Graph represented by frequency matrix 
Input Simulated data that represents the messages being sent amongst objects 
Internal Att. In terms of within-group dependencies and between-group dependencies 
Search Alg. 
Group GA: numeric encoding, random selection, fixed and variable the crossover 
rate based on the number of function calls 
Fitness  
The fitness function reflects the work objective by rewarding groups where there is a 
lot of communication between members 
Scalable Scale up; large-sized system; 250 objects (users) and 5 groups (servers). 
Sound 
Evolutionary Algorithm is the best compared to clustering (PAM and PAM-M), and 
Hill Climbing. When a small modification is made to the crossover rate, HC catches 
EA up. 
Practical. For n objects, n(n+1)/2 elements need to be stored 
Support. Not supported 
 
3- Chiricotaet al. 2003  [19] 
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They presented a method for finding relatively good clustering of software systems. Their 
method exploits a metric based clustering of graphs. To evaluate the resultant structure, 
they used the MQ metric  [42]. Summary of the approach based on our attributes is given 
in Table  3-3. 
Table  3-3 Attribute of Chiricota et al. 2003 
Attribute Comments 
Goal To achieve this principle “cohesive subsystems with loosely interconnected“ 
Principle Small-world graph (undirected) 
Input Source code 
Internal Att. Coupling 
Search Alg. 
They used the min-cut algorithm consisting in finding a clustering made of several distinct 
subsets or blocks c1, . . . , cp such that the number of edges connecting nodes of distinct 
blocks is kept to a minimum 
Fitness  
Edges between subsystems are weak edges if their value falls below a given threshold. 
Once those edges have been deleted, the connected components of the induced graph 
correspond exactly to the required cluster structure 
Scalable Scale up; three large-size systems: ResynAssistant, MacOS9, and MFC 
Sound A large number of nodes at the three applications is left isolated  
Practical Short computing time 
Support. Not supported 
 
4- Bauer and Trifu 2004  [13] 
Because the recovered software architecture is not always meaningful to a human 
software engineer, this paper proposed an approach that combines clustering with pattern-
matching techniques to recover meaningful decompositions. We summarize this approach 
based on our attributes is given in Table  3-4. 
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Table  3-4 Attribute of Bauer and Trifu 2004 
Attribute Comments 
Goal To bring recovered subsystem decompositions closer to what an expert would produce 
manually 
Principle Un-clustered graph 
Input Source code 
Internal Att. Accuracy (meaningful) and optimality (cohesion and coupling) 
Search Alg. A two-pass MMST (modified minimum spanning tree) 
Fitness  It is based on two criteria: accuracy (primary) and optimality (secondary). Decomposition 
is accurate if it is “meaningful” to a software engineer. This includes: 1) the subsystems 
contain only semantically related components 2) all semantically related components 
should be in a single subsystem. Decomposition is optimal if the subsystem: high cohesion 
and low coupling.. 
Scalable Scale up; a large-size system (Java AWT)  with 482 classes 
Sound In terms of optimality, it does not significantly improve the decomposition 
Practical Some phases in this approach are time and memory consuming  
Support. No supported 
 
5- Seng et al. 2005  [51] 
Seng et al. expressed the task of improving a subsystem decomposition as a search 
problem. Software metrics and design heuristics are combined into a fitness function 
which is used to measure the quality of subsystem decompositions. The fitness function of 
a subsystem or package was a multi modal fitness function (cohesion, coupling, 
complexity, cycles, and bottlenecks) and mapped into a linear fitness function by adding 
up the weighted individual values. Discussion of this approach based on our attributes is 
given in Table  3-5. 
29 
 
Table  3-5 Attribute of Seng et al. 2005 
Attribute Comments 
Goal To determine a decomposition with fewer violations of design principles 
Principle Directed graph 
Input Source code 
Internal Att. cohesion, coupling, complexity, cycles, and bottleneck 
Search Alg. Group GA: an adapted crossover, mutation are split & join, elimination, and 
adoption, tournament selection, the initial decomposition is the existing one 
Fitness A multi modal function (cohesion, coupling, complexity, cycles, bottleneck).  
Scalable Scale up; a large-size system (JHotDraw) with  207 classes 
Sound It does not improve the cohesion and coupling 
Practical The execution is fast because of using the efficient tournament selection 
Support. Not supported 
 
6- Abdeen et al. al. 2009 [1] 
 
Abdeen et al. addressed the problem of optimizing existing modularizations by reducing 
the inter-package connectivity; this reduction is inspired from well-known package 
cohesion and coupling principles. Compared to the other approaches, this approach allows 
maintainers to define some constraints such as package size and the limit of modifications 
on the original modularization. We summarize this approach in Table  3-6. 
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Table  3-6 Attribute of Abdeen et al. al. 2009 
Attribute Comments 
Goal To optimize the decomposition of system into packages so that the resulting organization 
reduces connectivity between packages 
Principle Directed graph 
Input Existing modularization 
Internal Att. Inter-package connections/cyclic dependencies 
Search Alg. Simulated Annealing, CoolingSchd.(T)=0.9975×T, p>e^(-Tcurrent/Tstart) 
Fitness The average of dependency quality (which relies on CCP and ADP package principles) and 
connection quality (which relies on CRP and ACP package principles) 
Scalable Scale up; four large-size systems JEdit , ArgoUML, Jboss, and Azureus with 802, 1671, 
3094, and 4212 classes respectively 
Sound It results packages having no classes i.e., empty packages. The percentage of empty 
packages exceeds 25% of some application classes. In addition, this approach does not 
allow to remove empty packages from the system 
Practical No mention 
Support. Not supported 
 
7- Alkhalid et al. 2011 [7] 
 
Alkhalid et al. extended the refactoring concept from class level to the package level (i.e., 
re-packaging). They packaged classes from the source code with two approaches (1) all 
classes should be assigned to one of the existing packages, and (2) no restriction on the 
number of packages i.e., new packages may be created and existing packages may be 
deleted. They used A-KNN, SLINK, CLINK, and WPGMA clustering techniques. Their 
re-packaging relied on the similarity measure which is taken from the work of Lung et al. 
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 [40]. They validated their results against experts’ opinions. Discussion of this approach 
based on our attributes is in Table 3-7 
Table  3-7 Attribute of Alkhalid et al. al. 2009 
Attribute Comments 
Goal To achieve a balance between intra package cohesion and inter package coupling 
Principle Clustering graph 
Input Source code 
Internal Att. Cohesion and coupling at package level. They defined in terms of number of connections 
(instances) inside the package 
Search Alg. Clustering algorithms: A-KNN, SLINK, CLINK and WPGMA 
Fitness Similarity measure 
Scalable Scale out in the first experiment (15 classes) and scale up in the second experiment (53 
classes) 
Sound Judgment on the resultant packaged system was only based on the judgment of two 
software engineering faculty 
Practical Compared with other clustering techniques, A-KNN requires less computation 
Support. Not supported 
 
The above seven tables are summarized in the following table, Table  3-8. 
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Table  3-8 Summary of the existing packaging approaches 
Study Goal Input Principle Internal Att. 
Doval et 
al. 1999 
To simplify the 
system structure 
Source code Graph Intra connectivity and inter 
connectivity 
Liu et al. 
2001 
To minimize network 
traffic 
Simulated data Graph Within-group dependencies 
and between-group 
dependencies 
Chiricota 
et al. 
2003 
To achieve a design 
principle (Cohesion & 
Coupling) 
Source code Graph Coupling 
Bauer & 
Trifu 
2004 
To produce 
meaningful 
decomposition 
Source code Graph Accuracy (meaningful) & 
optimality (cohesion & 
coupling 
Seng et 
al. 2005 
To decompose the 
system with fewer 
violations of design 
principles 
Source code Graph Cohesion, coupling, 
complexity, cycles, and 
bottleneck 
Abdeen 
et al. al. 
2009 
To achieve a design 
principle (Cohesion & 
Coupling) 
Existing 
modularization 
Graph Inter-package 
connections/cyclic 
dependencies 
Alkhalid 
et al. 
2011 
To balance between 
cohesion and coupling 
at package level 
Source code Graph Cohesion and coupling 
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Table  3-9 Continue to Table 3-8 
Study Alg. Fitness Scalable Sound Practical Support 
Doval et 
al. 1999 
GA Tradeoff between inter- and intra-
connectivity 
No No N/A Yes 
Liu et al. 
2001 
GA Penalizing groups where there is no 
communication 
Yes No No No 
Chiricota 
et al. 
2003 
Min-cut Deleting the weak edges Yes No Yes No 
Bauer & 
Trifu 
2004 
MMST High internal cohesion & low external 
coupling 
Yes No No No 
Seng et 
al. 2005 
GA A multi modal fitness function Yes No Yes No 
Abdeen 
et al. al. 
2009 
SA Averaging of some quality metrics Yes No N/A No 
Alkhalid 
et al. 
2011 
Clustering Similarity measure Partially N/A Partially No 
 
3.6 Analysis of Available Cohesion and Coupling Metrics 
Generally, package metrics are related to the partitioning of a system into packages  [43]. 
Thus, in this section we summarize the prominent cohesion and coupling package metrics 
presented in the literature, this is to those used in packaging approaches discussed in the 
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previous framework. The focus is only on those metrics used at package and subsystem 
levels. We conclude the section with a summary of the discussion in Table  3-24. 
 
1- Marchesi 1998 [43] 
Three coupling metrics are defined in this study: (1) PK1, number of dependencies whose 
clients are classes of a given package Pk and whose servers are outside Pk, (2) PK2, 
number of dependencies on server classes belonging to Pk and is related to the degree of 
reuse of these classes, and (3) PK3, the average of PK1; it is an estimate of overall 
coupling among packages. In other words, a “good” system should not have packages 
with high values of PK1 and PK2. Table  3-10 summarizes this metric suite 
Table  3-10 Attribute of Marchesi 1998 
Attribute Comments 
Objective To allow an early estimate of development efforts, implementation 
time and cost of the system under development, and to measure its 
object-orientation and quality since the beginning of the analysis phase 
Validity Ambiguity is existing PK3; Table  3-22 shows an illustrative example 
Granularity Coarse grain 
Normalization Normalized 
Applicability Phase Analysis and Design 
Applicability to UML Diagrams Class diagram. However, this metric suite does not take all 
dependencies shown in class diagram into account; for instance,  
Inheritance or generalization is excluded 
Weighting All interaction dependencies are equally 
Validation Empirical validation 
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2- Doval et al. 1999 [21] 
Doval et al. defined two metrics, (1) the intra-connectivity metric (i.e., cohesion) of a 
cluster (package) as the number of intra-edge dependencies divided by the maximum 
number of possible dependencies between the components (classes) of cluster which 
equals N2 where N is the number of components in the cluster, (2) the inter-connectivity 
metric (i.e., coupling) between ith and jth packages as the ratio of inter-dependencies 
between i and j and the maximum possible number of inter-edge dependencies between 
those packages. Table  3-11 evaluates the two proposed metrics. 
Table  3-11 Attribute of the metric of Doval et al. 1999 
Attribute Comments 
Objective To improve the quality of a medium-size software systems 
architecture through simplifying the system structure 
Validity Ambiguity is exist in intra-connectivity metric; see Table 3-23 
Granularity Coarse grain 
Normalization  Normalized 
Applicability Phase Design 
Applicability to UML Diagrams Not considered 
Weighting All interactions are equally. The authors considered the weight 
attribute as a future work 
Validation No validation 
 
3- Vernazzaet al. 2000 [56] 
Vernazza et al. presented an extension of two metrics of CK metrics: (1) External CBO, 
number of external classes coupled to a package, (2) Component Cohesion (CC), number 
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of internal classes to which a class is coupled normalized with the number of the possible 
coupling relationship among the classes. CC metric is proposed instead LCOM in CK 
suite. Table  3-12 summarizes both component metrics. 
Table  3-12 Attribute of Vernazza et al. 2000 
Attribute Comments 
Objective Measuring the cohesion and coupling on component level 
Validity There is an ambiguity see  Table  3-22 and Table  3-23 
Granularity Coarse grain 
Normalization CC metric is normalized but EXTCBO is not normalized 
Applicability Phase Implementation 
Applicability to UML Diagrams Not considered 
Weighting All interaction dependencies are equally 
Validation Theoretically using Briand et al. 1996 properties 
 
4- Liu et al. 2001 [39] 
The metric proposed in this work is essentially the summation of a sub-metric evaluated 
on each group.  The sub-metric works by creating all of the unique pairings between each 
of the objects in a group.  It subtracts one if a pair does not have a relationship; otherwise 
the sub-metric is incremented by the amount of messages sent between the pair. Based on 
our attributes, Table  3-13 evaluates the metric (Evaluation Metric EM) proposed for 
grouping in Liu et al. 2001 
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Table  3-13 Attribute of the metric of Liu et al. 2001 
Attribute Comments 
Objective To minimize network traffic (messages among users on servers) 
Validity There is an ambiguity see Table  3-23 
Granularity Coarse grain 
Normalization  Not normalized 
Applicability Phase Not clear 
Applicability to UML Diagrams Not considered 
Weighting All interactions are equally. It is considered as a future work 
Validation No validation 
 
5- Chiricotaet al. 2003  [19] 
Chiricota et al. defined a clustering metric called c(v) (Cluster measure of vertex v): it is 
defined for each v in a graph G. Let Nv denote the set of neighbors of v and suppose it has 
size k. Let e(Nv) denote the number of edges between vertices of Nv. c(v)is defined as: 
𝑐𝑐(𝑣𝑣) = 𝑒𝑒(𝑁𝑁𝑣𝑣)𝑘𝑘(𝑘𝑘−1)2  
Where the denominator corresponds to the maximum number of edges that can connect 
vertices in Nv. the clustering measure of a graph G is obtained by averaging the clustering 
measure of all vertices. Table  3-14 evaluates the metric (cluster measure of a vertex v 
c(v)) proposed for clustering in Chiricota et al. 2003 
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Table  3-14 Attribute of the metric of Chiricota et al. 2003 
Attribute Approach/Comment 
Objective To achieve a design principle “cohesive subsystems and loosely 
interconnected” 
Validity Table  3-23 shows an example of an ambiguity of this metric 
Granularity Coarse grain 
Normalization  Normalized 
Applicability Phase Design 
Applicability to UML Diagrams Not considered 
Weighting Considered 
Validation No validation 
 
6- Martin 2003  [44] 
Martin introduced a package cohesion metric called Relational Cohesion (H). In this 
work, the cohesion of a package is represented as the average number of internal 
relationships per class. The metric H is calculated as: H = R+1N  
Where R is the number of class relationships that are internal to the package, N is the 
number of classes in the package, and the extra 1 in the formula prevents H=0 when N=1. 
Table  3-15 describes summary of this metric based on our attributes  
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Table  3-15 Attribute of Martin 2003 
Attribute Approach/Comment 
Objective To quantify the attribute of the cohesion on package level 
Validity An ambiguity in the metric definition see Table  3-23 
Granularity Coarse grain 
Normalization Normalized 
Applicability Phase Design 
Applicability to UML Diagrams Not considered 
Weighting All interaction dependencies are equally 
Validation It has been successfully applied to a number of projects since 1994 
 
7- Bauer and Trifu 2004 [13] 
Bauer and Trifu defined cohesion and coupling subsystem (package) metric as follows 
 
avgCohesion(D) = ∑ noInternalEdges (Si )|Si |2−|Si |2Si∈D|Si |>1 |D|∗  
 
avgCoupling(D) = ∑ noExternalEdges (Si ,Sj )|Si |×|Sj |Si ,Sj∈Di<𝑗𝑗 |D|2−|D|2  
 
Where D is a decomposition, Si is the ith subsystem in D, |Si| is the number of classes in 
subsystem Si, noInternalEdges(Si) is the number of edges between the classes of Si, 
noExternalEdges(Si, Sj) is the number of edges between classes from Si and classes from 
Sj. and |D|* is the number of subsystems that are not single-class subsystems in 
decomposition D. We assess the interaction-based metrics (avgCohesion and 
avgCoupling) based on our attributes in Table  3-16. 
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Table  3-16 Attribute of the metric of Bauer and Trifu 2004 
Attribute Approach/Comment 
Objective To show the resulting decompositions exhibit desirable attributes of 
the subsystem: high internal cohesion and low external coupling 
Validity Table  3-22 and Table  3-23 show an ambiguity of the metric definition 
Granularity Coarse grain 
Normalization  Normalized 
Applicability Phase Implementation 
Applicability to UML Diagrams Not considered 
Weighting Considered 
Validation No validation 
 
8- Khan 2004 [36] 
Khan proposed three design metrics: (1) Inter-Package Coupling (IPC), the total coupling 
among the packages of the system, (2) Internal Package Coupling (INPC), the total 
coupling between the classes of the same package, and (3) External Package Coupling 
(EPC), the total coupling that a package has with all other packages of the system. Based 
on the attributes of interaction-based package metrics, summary of this metric suite is 
described in Table 3-16. 
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Table  3-17 Attribute of the metric of Khan 2004 
Attribute Approach/Comment 
Objective To detect software flaws and to understand, assess software 
architecture early i.e. at design stage 
Validity Table  3-22 and Table  3-23 show an ambiguity in  metric definition 
Granularity Coarse grain 
Normalization Not normalized 
Applicability Phase Design 
Applicability to UML Diagrams Not considered 
Weighting All interaction dependencies are equally 
Validation Theoretical and empirical validation 
 
9- Senget al. 2005  [51] 
Seng et al. heuristically decompose the system into packages (subsystems). They used 
cohesion and coupling metrics as part of the fitness function of the heuristic method. The 
cohesion for a subsystem is determined by counting the number of classes inside the 
subsystem known by some class which belong to the same subsystem and divide this by 
the square of the number of classes in the subsystem. On the other hand, the coupling 
value for a package is calculated by counting the number of dependency edges between 
classes inside package and classes belonging to other packages. This number is divided by 
the overall number of dependency edges in the system. Table  3-18 evaluates the cohesion 
metric. 
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Table  3-18 Attribute of the metric of Seng et al. 2005 
Attribute Approach/Comment 
Objective This metric is combined with other metrics such as complexity and 
bottleneck to achieve a suitable compromise for measuring the quality 
of subsystem decompositions 
Validity An ambiguity in the metric definition see Table  3-22 and Table  3-23 
Granularity Coarse grain 
Normalization  Normalized 
Applicability Phase Implementation 
Applicability to UML Diagrams Not considered 
Weighting Considered 
Validation No validation 
 
10- Hussain 2005 [33] 
Hussain defined the package interaction cohesion metric as the number of methods in a 
particular class that have an interaction with the methods of other classes within the same 
package. Table  3-19 describes summary of this metric based on our attributes. 
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Table  3-19 Attribute of the metric of Hussain 2005 
Attribute Approach/Comment 
Objective To propose a new package cohesion metric since no work at this area 
Validity An ambiguity in the metric definition see Table  3-23 
Granularity Coarse grain 
Normalization Normalized 
Applicability Phase Design 
Applicability to UML Diagrams Not considered 
Weighting All interaction dependencies are equally 
Validation Theoretical and empirical validation 
 
11- Abdeenet al. al. 2009 [1] 
According to the Common Closure Principle  [44], Abdeen et al. defined the package 
cohesion quality (CohesionQ) as proportional to the number of internal dependencies 
within the package |PInt. D|. It is calculated as follows: 
CohesionQ(P) = 1 − |PInt .D ||PD |  
To normalize the value they used |PD| which is the number of dependencies related to the 
considered package with |PD|>0. CohesionQ is assessed based on our attributes in Table 
 3-20. 
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Table  3-20 Attribute of the metrics of Abdeen et al. al. 2009 
Attribute Approach/Comment 
Objective To quantify the quality of a single package within a given 
modularization 
Validity Table  3-23 shows an ambiguity of the cohesion metric 
Granularity Coarse grain 
Normalization Normalized 
Applicability Phase Design; it is re-packaging 
Applicability to UML Diagrams Not considered 
Weighting Based on α and β values in SA algorithm, the weighted average is 
used in the fitness function. In other words, come connections have 
higher weights than other connections. 
Validation No validation 
 
12- Ali 2010 [6] 
Ali aggregated the cohesion and coupling metrics (i.e., LCOM and CBO) from class level 
to package level. After he adopted the LCOM version of Seller [50], Ali redefined it at 
package level by calculating the average of LCOMs The same aggregation is made for 
CBO metric. Table  3-21 describes summary of this metric based on our attributes. 
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Table  3-21 Attribute of the metric of Ali 2010 
Attribute Approach/Comment 
Objective To explore the capability to identify change prediction, fault prediction 
and implementation effort estimation for software packages 
Validity In general, if each class (a component of the package) has high quality, 
it is not necessarily that the whole package has high quality too. Table 
 3-23 illustrates this issue through an example based on ALCOM 
Granularity Coarse grain 
Normalization Normalized 
Applicability Phase Implementation 
Applicability to UML Diagrams Not considered 
Weighting All interaction dependencies are equally 
Validation Empirical validation 
 
The following tables, Table  3-22 and Table  3-23, show the ambiguity problem in the 
calculation of coupling and cohesion metrics respectively using an illustrative example. 
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Table  3-22 Ambiguity in the coupling metrics at subsystem level 
Metric 
P1
P2
P3
 
P2 P3
P1
 
Comments 
PK3 [43] (0+1+2)/3=1 (1+1+1)/3=1 Even though 
subsystems have 
different amount 
of interaction, the 
metric has the 
same value. N/A 
is because of 
single-class 
package 
IPC & EPC  [36] IPC=3 and EPC(p2)=2 IPC=3 and EPC(p1)=2 
EXTCBO  [56] For P2, EXTCBO = 1+1 =2 For each P, EXTCBO = 2 
avgCoupling 
 [13] 
(0/4+1/4+2/4)/3=1/4 N/A 
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Table  3-23 Ambiguity in the cohesion metrics at package level 
Metric 
  
Comments 
H  [44]  (6+1)/6=1.17  (6+1)/6=1.17 Two packages have different 
amount of interactions. In the 
first package, all interactions 
among classes are done equally 
so that each class interacts with 
two classes. In the other 
package each class interacts 
with at most two classes so that 
 most interactions (5 out of 6) 
are done through one class 
INPC  [36] 6 6 
A  [21] 6/36 = 0.17 6/36 = 0.17 
EM  [39] (1-1-1-1+1)+(1-1-1-
1)+(1-1-1)+(1-1)+1= -3 
(1+1+1+1+1)+(1-1-1-1)+(-
1-1-1)+(-1-1)+(-1)=-3 
avgCohesion 
[13] 
6/15=3/5 6/15=3/5 
avgCohesion=(3/5+3/5)/2=3/5 
Cohesion 
 [51] 
(1/36+1/36+1/36+1/36+
1/36+1/36)=1/6 
(5/36+1/36+0/36+0/36+0/3
6+0/36)=1/6 
CC  [56] ((1+0+0+0+0)+ 
(1+0+0+0+0)+ 
(1+0+0+0+0)+ 
(1+0+0+0+0)+ 
(1+0+0+0+0)+ 
(1+0+0+0+0))/(6×5)=1/5 
((1+1+1+1+1)+ 
(0+1+0+0+0)+ 
(0+0+0+0+0)+ 
(0+0+0+0+0)+ 
(0+0+0+0+0)+ 
(0+0+0+0+0))/(6×5)=1/5 
CohesionQ 
 [1] 
6/7 6/7 Assume one class interacted to 
a class outside of the package  
c(v)  [19] 0 (1/10+1+1+0+0+0)/6=0.35  
PIC  [33] 6/6=1 6/6=1 Assume each class has one 
method 
ALCOM  [6] 100% 100% Assume the cohesion degree of 
each class is 100% 
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The above discussion is summarized in the following table, Table  3-24. 
Table  3-24 Summary of discussion of cohesion and coupling metrics 
Study Objective Validity Domain Normalized 
Marchesi 1998 To allow an early estimate of development 
efforts using measuring inter-package 
coupling 
Ambiguity 
in PK3 
Coarse Yes 
Doval et al 
1999 
In order to achieve trade-off between 
cohesion and coupling to measure the 
modularization quality 
Ambiguity 
in 
cohesion 
Coarse Yes 
Liu et al. 2001 To minimize network traffic No Coarse No 
Vernazza et. al. 
2000 
To measure the internal attributes (cohesion 
and coupling) of package 
Ambiguity Coarse Yes 
Martin 2003 To manage the structure through quantifying 
the cohesion attribute on package level 
Ambiguity Coarse Yes 
Bauer & Trifu 
2004 
To achieve an optimal design using high 
internal cohesion and low external coupling 
Ambiguity Coarse Yes 
Khan’s MS-
Thesis 2004 
To detect software flaws and to understand, 
assess software architecture at early 
development phase 
Ambiguity Coarse No 
Seng et al 2005 To achieve a compromise between cohesion 
and coupling to measure the decompositions 
quality 
Ambiguity Coarse Yes 
Hussain's MS-
Thesis 2005 
To propose a new package cohesion metric Ambiguity Coarse Yes 
Abdeen et al 
2009 
To quantify the quality of a single package 
within a given modularization 
Ambiguity Coarse Yes 
Ali’s MS-
Thesis 2010 
To quantify the quality of a single package 
within a given modularization 
Ambiguity Coarse Yes 
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Table  3-25 Continue to Table 3-24 
 
3.7 Summary 
3.7.1 Observations on Packaging Approaches 
The discussion of packaging approaches in the previous section shows that: 
• Most packaging approaches deal with packaging as an optimization problem. 
• Most packaging approaches consider maximizing intra-package cohesion and 
minimizing inter-package coupling as the optimization objective function.  
• Most packaging approaches use Genetic Algorithms as a heuristic search method.  
• All packaging approaches are graph based.  
• Most packaging approaches use the source code as their input artifact. This reveals 
that there is a lack of approaches that would help in packaging early during the 
architectural design phase; this is the time when packaging might be needed the most 
Study Phase UML Weighting Validation 
Marche-si Analysis and Design Class diagram  Equally Empirical 
Doval et al 1999 Design No Equally Empirical 
Liu et al. 2001 N/A None Equal None 
Vernazza et. al. 2000 Coding No Equally Theoretical 
Martin 2003 Design No Equally None 
Bauer & Trifu 2004 Coding No Not Equally None 
Khan’s MS-Thesis 2004 Design No Equally Empirical & 
Theoretical. 
Seng et al 2005 Coding No Not Equally None 
Hussain's MS-Thesis 2005 Design No Equally Empirical & 
Theoretical. 
Abdeen et al 2009 Design No Not Equally None 
Ali’s MS-Thesis 2010 Coding No Equally Empirical 
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for better architectural and component design. This remains a research area in need of 
more efforts where only conceptual models are available.  
• Selection of parameters of the heuristic search method such as GA or SA is very 
crucial. Different parameters settings may result in completely different structures; 
due to being trapped in local optima as in the approach of Liu et. al.  
• Most packaging approaches are scalable.  
• The soundness of discussed packaging approaches seems to be questionable. For 
examples, Doval et al 1999 may result in module misplacement, Chiricota et al 2003 
may result in isolated nodes, Bauer and Trifu2004 may result in no significant 
improvement, and Abdeen et al. 2009 may result in empty packages.  
• Except Doval et al, all packaging approaches are not supported by CASE tools.  
3.7.2 Observations on Cohesion and Coupling Package Metrics 
The discussion of cohesion and coupling metrics at package and subsystem level shows 
that: 
• Table 3-21 & 3-22 show limitations with regard to the validity of the existing 
cohesion and coupling metrics respectively. In both tables, the measurement of most 
metrics could not differentiate between coupling of two different subsystems shown in 
Table  3-22 and between cohesion of packages P1 and P2 shown in Table 3-22. Clearly 
a cohesion/coupling metric would not be considered reliable if it gives the same value 
for packages/subsystems that are, intuitively, of different cohesion/coupling qualities; 
or vice-versa  [5] 
• All presented cohesion metrics are normalized 
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• Most metrics work during the design phase and the others during the implementation 
phase. 
• Designing cohesive packages means creating packages that offer coarse-grained. All 
presented metrics are on coarse grain level. 
• Most metrics suffer from weighing limitation; they treat interactions in the package 
equally. For example, two packages interacted with each other by one type of message 
passing are equivalent to two packages interacted with each other by more than one 
type of message passing. 
• UML diagrams at the architectural design phase are not considered in all metrics 
except Marchesi that used class diagram but with excluding the inheritance 
dependency. This raises an important gap since there is a lack of package level 
interaction-based metrics that would help in packaging early in the architectural 
design phase. 
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CHAPTER 4.  FUNCTIONALITY-
BASED PACKAGING METRIC 
4.1 Introduction 
From the critical survey and evaluation frameworks on the existing packaging approaches 
and cohesion and coupling metrics at coarse gain level (i.e., package and subsystem 
level), UML diagrams at the architectural design phase have not caught enough 
researchers’ attention when it comes to the development of packaging metrics  [23]. Most 
attempts focused on packaging source code after the fact.  Accordingly, there is a lack of 
approaches that would help in packaging early during the architectural design phase 
where only conceptual models are available. This is when packaging might be needed the 
most for better architectural and more manageable later development effort. Moreover, 
even those metrics that are proposed at the code level are merely independent cohesion 
and coupling metrics rather than functionality-based metrics. These observations 
motivated us to research a functionality-based metric to guide the packaging process. 
Despite the simplicity in the existing metrics at package level, they do not reflect the real 
functionality aspect of the package which the modularity design concept relies on as we 
mentioned in Chapter 1. According to Jacobson  [34], UML use cases can be interpreted as 
one means of specifying functionality. Moreover, each use case is shown to be realizable 
by a sequence diagram. Thus, the sequence diagrams are used as an input artifact in our 
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proposed packaging function. Using such UML diagrams in this way makes our 
packaging process more effective compared to the surveyed packaging approaches since 
most of UML diagrams are available at the end of requirement phase where packaging 
process starts (i.e., at the architectural design phase). Most of the prominent metrics used 
in packaging process are based on the source code as artifact input. Using source code 
raises an important problem since there is a lack of approaches that would help in 
packaging early in the architectural design phase where only conceptual models are 
available. 
4.2 Functionality-Based Packaging Metric 
Current packaging metrics mainly rely on intra-package dependency to assess whether the 
package performs a single “task” or not  [23]. However, they do not check whether the 
“whole” task is actually achieved in a “single” package. Accordingly, assessing the intra-
package dependency is insufficient for effective functionality-based packaging. Moreover, 
current metrics are used at the code level. In this section we present a functionality-based 
metric that can be applied during the architecture design phase to group classes into 
packages using sequence diagrams. The rationale behind the design of the metric is that 
the packaging process should partition the system into packages where each package 
performs a single task and that task is entirely achieved in that package. Put it in other 
words, we reflect this concept by trying to enforce that each package offers one and only 
one function. “One” function reflects that the package is self-contained and offers a 
complete function with as less as possible dependency on other packages (i.e., the 
package is loosely coupled to other packages). “Only one” function reflects that the 
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package offers only one function and does not try to do so many things (i.e., the package 
is cohesive). So, it is essential to consider these two aspects into account: use cases and 
relatedness among the classes based on their functionality. The first aspect reflects the 
“only one function”; while the second aspect reflects the “one function”. Accordingly, to 
reflect both aspects, we propose a packaging metric as a weighted sum of two functions: 
use case coverage and class relatedness. The metric is presented in the sequel. 
The packaging quality of a package Pi(PackagingQlty(Pi)) is calculated as follows: 
 PackagingQlty(Pi)= wU × degree of UCs coverage by Pi                                                                                     + wC × degree of ClassRelatedness of Pi 
 
Where wU is the weight of use cases coverage in a package while wC is the weight of class 
relatedness in a package so that wU +wC  = 1. Generally, using weights in the above (and 
below) formulas allows for the distinction of the different aspects found in systems. So 
that any weight used in the proposed metric ranges from 0 to 1. Following sections 
elaborate the formalization of both aspects in detail. 
 
4.2.1 Degree of UCs Coverage 
Because the service modeled by the UC is achieved through a sequence of message 
passing (represented by sequence diagrams), the UC coverage of a package includes two 
things: first, the interaction amount of the UC that is available at the considered package, 
second, the method amount of the UC that is available at that package. We divide the 
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interactions into two types: direct and indirect interaction. The indirect interaction relation 
is the transitive closure of the direct interaction relation . For a given UC, if method m1 
calls method m2, which in turn calls method m3, the interaction between m1 and m2 (and 
that between m2 and m3) is direct whereas the interaction between m1 and m3 is indirect. 
For a considered UC, let D be the number of direct interactions, T is the number of 
indirect (transitive) interactions, TD is the total number of direct interactions, and TT is 
the total number of indirect (transitive) interactions.  Measuring the percentage of 
interaction amount of UCj which has a participation in package Pi, Ij(Pi), is calculated as 
follows: 
 
Ij(Pi) = wd × D + wt × Twd × TD + wt × TT 
 
Where wd and wt are the weight of direct and indirect interactions respectively. As an 
example, assume a use case UCj with the following sequence of method callings (via 
message passing in a sequence diagram): (1) Method am1 calls method bm1, (2) Method 
bm1 calls method cm1, and (3) Method bm1 calls method cm2. Assume after packaging 
process,am1 and bm1 are put in package P1 while cm1 and cm2 in package P2. the 
interaction amount of UCj for P1 is calculated as follows: Ij(P1) = 
(1(1)+0.5(0))/(1(3)+0.5(2)) = 1/4 = 0.25 where D = 1, T = 0, TD = 3, TT = 2, wd = 1, and 
wt  = 0.5. Figure 1 describes this example using graph representation since most of the 
existing approaches used in software packaging or clustering are graph based  [22]. 
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Figure  4-1: A graph representation for a use case (solid link is direct interaction 
while dashed is indirect interaction) 
The result of the above example indicates the percentage of interaction amount of UCj in 
package P1 is 25% only and the rest (75%) is distributed as coupling interactions between 
P1 and P2 (i.e., the percentage of interaction amount of UCj in P2 is zero since there is no 
interaction (direct or transitive) between cm1 and cm2. It is clear that the sub metric, Ij(Pi), 
ranges between 0 and 1 that indicates the minimum and maximum amount of interaction 
of UCj in Pi respectively. Although any interaction between two methods (two nodes in a 
graph) indicates these methods are related, the direct one reflect “strong” relation 
compared to the indirect especially if there more than one method located between the 
caller method (source node) and callee method (destination node). That is why we chose 1 
and 0.5 values for wD and wT respectively in the above example. The system functionality 
are modeled through several UCs not only one as in the example; in such cases we 
calculate the average of interaction amount for all UCs having participation in package Pi 
as follows: 
 
Avg(Ii) = ∑ Ijnj=1 (Pi)n  
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Where n is the number of UCs having participation in package Pi. 
The second part related to the UC coverage is the method amount of the UCs in the 
package. For use case UCj, the method amount of UCj in Pi, Mj(Pi), is defined as the ratio 
of the number of methods of use case UCj offered through classes of Pi relative to the total 
number of methods involved in offering UCj. .It is calculated as follows: 
 
Mj(Pi) = M�UCj, Pi�M�UCj�  
 
Where M(UCj,Pi) is the number of methods of UCj in Pi and M(UCj) is the total number 
of methods in UCj. 
Because the methods of the use case in the above example are equally distributed over 
two packages P1 and P2, the method amount of that use case for P1 is 2/4 = 0.5 and for P2 
is 2/4 = 0.5. As in the metric of interaction amount, Mj(Pi) ranges between 0 and 1, where 
values 0 and 1 indicates minimum and maximum method amount of UCj in Pi 
respectively. In case of multiple use cases as in the real systems, we need to find the 
average of method amount in case of all use cases in the considered package. Therefore, 
the average of such amount package Pi is calculated as follows: 
 
Avg(Mi) = ∑ Mj(Pi)nj=1 n  
 
Where n is the number of UCs that participate in package Pi, Thus, the degree of UC 
coverage of package Pi is now obtained by a weighted sum of the two sub metrics, average 
58 
 
of interaction amount and average of method amount for the use cases in the considered 
package as follows: 
 Degree of UC coverage of Pi = wI × Avg(Ii) + wM × Avg(Mi) 
 
Where wI is the weight of the interaction amount of UCs and wM is the weight of method 
amount so that wI + wM = 1. It is noticed the value of both sub metrics, Ij(Pi) and Mj(Pi), 
are maximum when the whole use case UCj is in package Pi. In such a case, the degree of 
use coverage would also be maximum if we assume the weights of both sub metrics are 
equal (i.e., wI = 0.5 and wM = 0.5) 
 
4.2.2 Degree of Class Relatedness 
To achieve a high degree of functionality in package Pi, the ‘Degree of UC coverage of 
Pi’, works to attract the whole use cases in Pi. From Object Oriented Software 
Engineering perspective, the classes that the UCs’ methods belong should be packaged in 
Pi. The resultant package would not only be a single fat package but also a low cohesive 
package because the degree of use case coverage does not take into account the degree of 
interaction among the classes in the package but among the methods in the use cases; such 
interaction is referred as Class Relatedness. It indicates the closeness amount among the 
package classes on the basis of their relative contribution to the overall functionality of a 
package. To determine the relative contribution of a class, we first extend the principle of 
method similarity to class level. Consider two classes C1 and C2. Let UC1 and UC2 be the 
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two sets of use cases using C1 and C2, respectively. Let |UC1UUC2| be the cardinality of 
the combined UCs using the two classes and also let | UC1 ∩ UC2| be the cardinality of the 
common UCs using both classes. Then we define Class Functionality (CF) between C1 
and C2as follows: 
 
𝐶𝐶𝐶𝐶(𝐶𝐶1,𝐶𝐶2) = � |{UC1} ∩ {UC2}||{UC1} ∪ {UC2}|             0                    𝑜𝑜𝑜𝑜ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒  𝑒𝑒𝑖𝑖{UC1} ∩ {UC2} ≠ ∅      
 
The functionality between two given classes varies from 0 to 1 where CF value of 0 
indicates no relatedness (no common UCs shared by the two classes) and CF value of 1 
indicates the highest degree of relatedness (both classes using the same UCs). As an 
example, consider two classes A and B where {UCA}={UC1,UC2,UC3,UC4,UC5} is the 
set of use cases used by class A, and {UCB}={UC1,UC3,UC5,UC6} is the set of use cases 
used by class B. therefore, |{UCA}U{UCB}|=|{UC1,UC2,UC3,UC4,UC5, UC6}|=6 and 
|{UCA}∩{UCB}|=|{UC1,UC3,UC5}|=3. The functionality degree between these two 
classes then becomes CF = 3/6 = 0.5. This sub metric is of ratio level and a pair of classes 
with CF value of 0.6 can be said twice related compared to another pair of classes whose 
CF value is 0.3. 
Because the real package usually consists of more than one class, we need to find the 
average of all possible CFs of considered class with the other classes in the same package. 
For class Ci in package Pk, the average of Ci functionality in Pk is calculated as follows: 
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𝐴𝐴𝑣𝑣𝐴𝐴𝐶𝐶𝐶𝐶(𝐶𝐶𝑒𝑒) = ∑ CF(Ci, Cj)nj=1n − 1      i ≠ j 
 
Where n is number of classes in Pk 
Besides CF, there is another part related to the degree of Class Relatedness called Class 
Utilization (Util). This Class Utilization measures the amount of method calling (which is 
done via message passing in a sequence diagram) that a class performs in the package. For 
class Ci in package Pk, the Ci utilization is calculated as the ratio of the number of 
methods of Ci offered through classes of Pk relative to the total number of methods 
involved in offering Ci:  
 
𝑈𝑈𝑜𝑜𝑒𝑒𝑈𝑈(𝐶𝐶𝑒𝑒 ,𝑃𝑃𝑘𝑘)
= # 𝑜𝑜𝑖𝑖𝑜𝑜𝑒𝑒𝑜𝑜ℎ𝑜𝑜𝑜𝑜𝑒𝑒𝑜𝑜𝑖𝑖𝐶𝐶𝑒𝑒𝑒𝑒𝑖𝑖𝑜𝑜𝑒𝑒𝑒𝑒𝑖𝑖𝑐𝑐𝑜𝑜(𝑜𝑜𝑒𝑒𝑒𝑒𝑒𝑒𝑐𝑐𝑜𝑜 𝑜𝑜𝑒𝑒 𝑜𝑜𝑒𝑒𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑜𝑜𝑒𝑒𝑣𝑣𝑒𝑒)𝑜𝑜𝑜𝑜 𝑜𝑜𝑒𝑒𝑜𝑜ℎ𝑜𝑜𝑜𝑜𝑒𝑒 𝑒𝑒𝑖𝑖 𝑃𝑃𝑘𝑘# 𝑜𝑜𝑖𝑖𝑜𝑜𝑒𝑒𝑜𝑜ℎ𝑜𝑜𝑜𝑜𝑒𝑒𝑜𝑜𝑖𝑖𝐶𝐶𝑒𝑒  
As an extension to the previous example (shown in Figure 4-1), assume there are three 
classes: A, B, and C with these sets of methods: (am1, am2), (bm1, bm2), and (cm1, cm2, 
cm3) respectively. If B and C are packaged together in P1whileA in P2, the utilization of 
A, B, and C with respect to their packages are 0, 0.5, and 0.67 respectively. Class C has 
the highest utilization since two methods out of three are interacted inside P1 based on the 
use case methods’ sequence. Obviously, the larger the number of the class method 
callings in the package, the more utilized class. 
The relatedness of class Ci in package Pk is now obtained by a weighted sum of the two 
sub metrics: average of Class Functionality and Class Utilization as follows: 
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𝐶𝐶𝐶𝐶(𝐶𝐶𝑒𝑒) = wF ×𝐴𝐴𝑣𝑣𝐴𝐴𝐶𝐶𝐶𝐶(𝐶𝐶𝑒𝑒) +  wUt  × 𝑈𝑈𝑜𝑜𝑒𝑒𝑈𝑈(𝐶𝐶𝑒𝑒 ,𝑃𝑃𝑘𝑘)  ∀ 𝐶𝐶𝑗𝑗 𝑒𝑒𝑖𝑖𝑃𝑃𝑘𝑘  
 
Where wF is the weight of class functionality and wUt is the weight of class utilization so 
that wF + wUt = 1.Thus, the class relatedness is aggregated to package level by taking the 
average of class relatedness for each class in the considered package. The degree of class 
relatedness of package Pk is calculated as follows: 
𝐷𝐷𝑒𝑒𝐴𝐴𝑒𝑒𝑒𝑒𝑒𝑒 𝑜𝑜𝑖𝑖 𝐶𝐶𝑈𝑈𝑖𝑖𝑒𝑒𝑒𝑒 𝐶𝐶𝑒𝑒𝑈𝑈𝑖𝑖𝑜𝑜𝑒𝑒𝑜𝑜𝑖𝑖𝑒𝑒𝑒𝑒𝑒𝑒 𝑜𝑜𝑖𝑖 𝑃𝑃𝑘𝑘 = 𝐴𝐴𝑣𝑣𝐴𝐴�𝐶𝐶𝐶𝐶(𝐶𝐶𝑗𝑗 )�      ∀ 𝐶𝐶𝑗𝑗 𝑒𝑒𝑖𝑖𝑃𝑃𝑘𝑘  
 
4.2.3 The Proposed Packaging Metric 
Our final packaging metric of an OO system, OverallPackaging(system), is defined by the 
average of PackagingQlty of all packages in the system as follows: 
 OverallPackaging(system) = Avg �PackagingQlty�Pj��  ∀Pj in system 
 
Both intra-package and inter-package interactions are included in the OverallPackaging 
metric. Ultimately, this metric is developed to be maximized. 
 
4.3 A Hypothetical System Case Study 
In this section we use a hypothetical system for illustration of the metric application. Our 
hypothetical system has seven classes, A, B, C, D, E, F, and G with three use cases 
realized by the following three sequence diagrams (Figure 4-2). 
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Figure  4-2: Three use cases of the hypothetical system represented by SDs 
 
Assume the classes A, B, and C are packaged in package P1 and the other classes (i.e., D, 
E, F, and G) are packaged in package P2. We could represent this system in graph where 
vertices are the methods and edges are the interactions among these methods as in Figure 
4-3. 
 
Figure  4-3: The hypothetical system where the UCs are shown 
 
We re-organize Figure 4-3 in Figure 4-4 so that the classes are shown in the packages. 
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Figure  4-4: The hypothetical system where the UCs and classes are shown 
 
We assume the weight of direct interaction is 1 while that of indirect is 0.5. Other weights 
(i.e., wI, wM, wU, wC, wF, and wUt) are 0.5. Table  4-1 shows the needed calculations to 
find the degree of use case coverage for each package. 
 
Table  4-1: Calculation of degree of UC coverage 
 P1 P2 
 Interaction Amount Method Amount Interaction Amount Method Amount 
UC1 1 1 0 0 
UC2 .22 .5 .11 .5 
UC3 0 .25 .29 .75 
Avg. .41 .58 .2 .63 
Deg of UC coverage 0.5 0.41 
 
The relationship between the classes and corresponding use cases is required to calculate 
the class functionality. Such relationship can be illustrated graphically by means of Venn 
Diagram  [57]as in Figure 4-5). 
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Figure  4-5: Relationship between classes and UCs 
 
Table  4-2shows the needed calculations to find the degree of class relatedness for each 
package. 
Table  4-2: Calculation of degree of class relatedness 
Package Class CF of each pair (see Figure 4-5) Avg.CF Class 
utilization 
  
CR Deg. of Class 
Relatedness 
P1 A CF(A,B)=1,CF(A,C)=1/3 .67 1 .83 .72 
B CF(B,A)=1,CF(B,C)=1/3 .67 1 .83 
C CF(C,A)=1/3,CF(C,B)=1/3 .33 .67 .5 
P2 D CF(D,E)=1,CF(D,F)=0,CF(D,G)=0 
 
.33 1 .67 .6 
E CF(E,D)=1,CF(E,F)=0,CF(E,G)=0 
 
.33 1 .67 
F CF(F,D)=0,CF(F,E)=0,CF(F,G)=1 
 
.33 .5 .42 
G CF(G,D)=0,CF(G,E)=0,CF(G,F)=1 .33 1 .67 
 
Table  4-3 shows the final overall metric of our hypothetical system; it is the average of 
packaging quality for all packages in the system. The percentage of the overall packaging 
quality is 56% based on the above assumptions i.e., weights and packaging criteria. 
Table  4-3: Overall Packaging Metric 
 P1 P2 
PackagingQlty 0.5 (0.5) + 0.5 (0.72) = 0.61 0.5 (0.41) + 0.5 (.6) = 0.51 
OverallPackaging (0.61 + 0.51) / 2 = 0.56 
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4.4 Validation of the Theoretical Properties 
In this section we validate our metric using Briand et al. properties  [16]. Briand et al. 
defined four mathematical properties that provide an underlying theory for module 
(package) cohesion metrics: non-negativity and normalization, null and maximum value, 
monotonicity, and cohesive modules. While our metric is not meant to be a cohesion 
metric, the rationale behind some of Briand’s properties is applicable to our metric.   
4.4.1 Non-Negativity and Normalization 
The non-negativity aspect of this property reflects that the packaging value belongs to a 
specific interval [0, Max]. The normalization allows for meaningful comparison between 
the packaging of different systems. The OverallPackaging value is the average of the 
PackagingQlty values for all packages in the system. This PackagingQlty metric cannot 
be negative because the minimum value of the PackagingQlty metric is zero and the 
maximum value is 1. It is 0 when the package has zero degree of both Use Case Coverage 
and Class Relatedness. It is 1 when the package has 100% degree of both Use Case 
Coverage and Class Relatedness. As a result, the PackagingQlty metric (and consequently 
OverallPackaging) ranges over the interval [0, 1] and it therefore satisfies the non-
negativity and normalization property. 
4.4.2 Null and Maximum Values 
This property holds that the packaging of a system is zero if the system has no interactions 
in terms of use case coverage and class relatedness and it is maximum if all possible 
interactions within the package are present. The PackagingQlty measurement is zero if no 
method in the package belong to any UC; in such a case both degree of UC coverage and 
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degree of class relatedness are zero. On the other hand, if all methods of classes in the 
package interact with each other through the same use case, the value of PackagingQlty is 
1 which is the maximum value. The same thing is satisfied for our OverallPackaging 
metric since it is the average of the PackagingQlty values. 
4.4.3 Monotonicity 
This property holds that adding interactions inside a package does not decrease the 
OverallPackaging metric of the modular system. Adding a new interaction means making 
changes to the system functionality which is realized by adding a new message-passing in 
the corresponding sequence diagram. There are two cases (with sub cases) for adding such 
interactions in the package: 
1. Both the caller and callee methods of the new interaction contribute to the same UC. 
This case includes two sub cases: 
a. the whole use case is in the package 
b. the whole use case is distributed over more than one package 
2. Both the caller and callee methods of the new interaction contribute to two different 
UCs. This case includes four sub cases: 
a. Both UCs (caller’s and callee’s) are in the package 
b. Only the callee’s UC is distributed over more than one package 
c. Only the caller’s UC is distributed over more than one package 
d. Both UCs (caller’s and callee’s) are distributed over more than one package 
In both cases, as long as the caller and callee contribute to the same UC or contribute to 
different UCs but within the same package, the overall packaging metric, 
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OverallPackaging,of the considered package(s) does not decrease because the caller and 
callee methods of the added interaction would be inside the same package, i.e., all aspects 
of our metric would not decrease if not increase.  However, if the caller and callee 
methods in the new interaction contribute to two different UCs distributed over more than 
one package (i.e., case 2.b, 2.c, and 2.d), the PackagingQlty value of the outside 
package(s) may decrease because of a decrease in UC coverage aspect in those 
package(s). In other words, the percentage of UC coverage in the considered package 
would increase relative to the total percentage of the UC coverage but from architectural 
view*
 
such coverage in the outside packages remains with no change. Figure 4-6 describes 
this situation. 
Figure  4-6: Impact adding interactions from architectural view 
Despite adding an interaction in a package may affect negatively to other packages, the 
final overall packaging fitness, OverallPackaging, would not be affected as illustrated by 
the example in Table  4-4 that shows a test example with our hypothetical system in case 
of adding an interaction from D to A (for case 1) and from E to B (for case 2).To simplify 
                                               
*Software Architecture of a system is represented by the system elements or entities and the 
interconnections among them  [20] 
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the representation, we hide the indirect interactions. The dashed lines are the added (new) 
interactions. 
Table  4-4: Monotonicity test example 
C
as
e 
The new interaction (dashed) in P1 The details 
of the new 
interaction 
OverallPackaging 
before adding 
OverallPackaging 
after adding 
D
ec
/ I
nc
  
1.a 
 
dm1am2 
UC2 path is 
changed to: 
dm1, am2, 
dm1, bm2, 
am2, em1 
Avg(0.76, 0.67) 
=0.72 
Avg(0.76, 0.67) 
=0.72 
Not 
Dec 
1.b 
 
As the above Avg(0.56, 0.61) 
=0.58 
Avg(0.59, 0.61) 
=0.60 
Inc 
2.a 
 
em1bm1 
UC2 path is 
changed to: 
dm1, bm2, 
am2, em1, 
bm1 
Avg(0.70, 0.70) 
=0.70 
Avg(0.70, 0.70) 
=0.70 
Not 
Dec 
2.b 
 
As the above Avg(0.76, 0.67) 
=0.72 
Avg(0.76, 0.67) 
=0.72 
Not 
Dec 
2.c 
 
As the above Avg(0.637, 0.369) 
=0.503 
Avg(0.648, 
0.363) =0.506 
Inc 
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Table  4-5 Continue to Table 4-4. 
C
as
e 
The new interaction (dashed) in P1 The details 
of the new 
interaction 
OverallPackaging 
before adding 
OverallPackaging 
after adding 
D
ec
/ I
nc
  
2.d  
 
As the above Avg(0.56, 0.59) 
=0.58 
Avg(0.62, 0.58) 
=0.60 
Inc 
 
4.4.4 Cohesive Modules 
This property holds that the OverallPackaging measurement of a modular system obtained 
by merging two unrelated packages together into one package is not greater than the 
OverallPackaging measurement of the original modular system. OverallPackaging is the 
average of the PackagingQlty measurements of the packages in the system. If two 
packages that do not have interactions between them are merged, the resultant 
PackagingQlty measurement of the new package would not greater than the maximum 
PackagingQlty of the two original packages. In fact, the number of interactions among the 
classes inside the new package will be the same. Back to a hypothetical system, assume 
there are three packages: P1, P2, and P3 with classes (A, B), (C, F, G), and (D, E) 
respectively. The PackagingQlty values are 0.68, 0.7, and 0.65 respectively; therefore 
OverallPackaging is 0.67. If we merge the unrelated two packages P2 and P3 in P’, the 
PackagingQlty metric of P’ is 0.55 (it is not greater than the maximum PackagingQlty of 
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P2 and P3, i.e., 0.7) and the OverallPackaging metric is 0.62 (it is not greater than the 
OverallPackaging metric of the original system i.e., 0.67) 
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CHAPTER 5.  MEASURING 
ARCHITECTURAL STABILITYT 
5.1 Introduction 
The software architecture represents those design decisions that are hardest to change 
 [10]. If the business goal is that the system should be long-lived, should evolve to 
accommodate future user requirements, and should create future value, stability becomes 
an important goal to evaluate the architecture for. Architectural stability is a quality that 
refers to the extent an architecture is flexible to endure evolutionary changes in 
stakeholder’s requirements and the environment, while leaving the architecture intact. In 
other words, it is the ability of the high-level design units (e.g., packages) to sustain their 
modularity properties and not succumb to modifications  [11] [45]. Thus, failing to 
accommodate the change leads ultimately to the degradation of the usefulness of the 
system and the cost of development and maintenance  [10] [35] [45].A number of metrics 
for software architecture stability have been proposed. They are limited to using the 
factors of module size  [12] [35], number of modules changed  [8] [25] [35], number of class 
hierarchies/relationships (inheritance, aggregation, etc.)  [12] [25], number of services 
(methods), number of class coupling  [12], lines of code (LOC)  [54]. These architectural 
stability metrics lack considering some other important aspects of the package such as 
inter-package dependency. Recall that the objective of our packaging process is higher 
maintainability manifested in higher stability. So, the quality of our process should be 
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judged based on whether it results in higher stability. Due to the lack of a satisfactory 
stability metric, we propose here a new metric to measure the architectural stability of OO 
systems in terms of inter-package dependency/connection. The new metric is more 
comprehensive than what is currently available. It considers more aspects. Before 
presenting our new metric, we first provide a brief literature review of available stability 
metrics in the sequel. 
5.2 Architecture Stability Metrics—A Review 
Martin  0 [44] hinges the stability of a system on the dependency between the different 
design modules in the system. In addition, Martin proposes several metrics for measuring 
the stability of the system, based on this dependency concept. Bansiya  [12] proposed a 
methodology to assess the architectural stability of frameworks by means of a suite of 
nine object-oriented (OO) design metrics. These metrics are computed from the class 
model of successive releases of frameworks and compared to determine the extent of 
change in the structural characteristics of the different releases. Bansiya applied this 
methodology to evaluate two well-known frameworks (Microsoft Foundation Classes 
(MFC) and Borland Object Windows toolkit (BOW)). Jazayeri  [35] categorized 
approaches to evaluating software architecture stability into two classes: retrospective and 
predictive. While the former looks at successive releases of a software system to analyze 
how smoothly the evolution has taken place, the latter examines a set of likely changes 
and shows the architecture can endure these changes. He applied retrospective analysis to 
successive releases of a large telecommunication software system. The analysis uses 
simple metrics such as software size metrics, coupling metrics, as well as color 
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visualization to summarize the evolution pattern of a software system across releases. 
Bahsoon and Emmerich  [10] adopted a predictive approach to evaluating software 
architecture stability. They present an architectural review approach, called ArchOptions, 
with stability as the primary review objective. ArchOptions exploits real options theory 
and takes input from the architects of a system under review to evaluate the stability of the 
system. They provide a rich survey comparing these with ArchOptions. Ahmed et al.  [4] 
proposed an approach to measure architectural stability of an OO system using similarity 
metrics. These similarity metrics compare the architectures of successive releases of a 
system to the base release. Tonu et al.  [54] identified complexity, cohesion, and coupling 
as the factors that contribute to the architectural stability. To measure the system 
complexity, they used growth rate (in terms of size) and change rate (in terms of LOC and 
the changed functions). Molesini et al.  [45] provided a first exploratory investigation on 
the impact of evolving Aspect-Oriented architectures on design stability. 
5.3 ASM—A New Architecture Stability Metric 
The existing architectural stability measures do not consider all aspects of packages at 
high level design such as relationships at package level. Considering these different 
factors in the architectural stability measure may yield to more accurate and informative 
assessment of architectural stability. In the sequel, we first discuss the architectural 
stability for the sake of higher maintainability and then propose new architectural stability 
metric accordingly. 
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5.3.1 Stability as an Indicator to Maintainability 
The rationale behind using architecture stability as an indicator for to maintainability is 
centered on the concept of the “localization of change”.  Recall the stability definition as 
the ability of the high-level design units (e.g., packages) to sustain their modularity 
properties and not succumb to modifications  [11] [45]. This means that a change in one 
unit should have no (or minimal) impact on other units.  Accordingly, expectedly, less 
effort will be needed to implement the changes than cases where multiple unites are to be 
changed. Our packaging metric considers this concept in its design: it considers package 
cohesion to maximize the chance that a change would be focused in certain package, and 
considers loose coupling between packages to maximize the chance that the change would 
be local only to that package.  With this end, our architecture stability metric focuses on 
the changes in inter-package connections (IPCs).  An IPC is a connection where the caller 
and callee belong to different packages.  Again, the rationale here is that changes in IPCs 
means changes across packages, and consequently, more effort and hence less 
maintainability.  In this context, there are four possibilities that can occur on inter-
package connections (IPCs) when software evolves from one release to another. These 
types are: 
Addition: An IPC that was non-existent in release i has been added to release i + 1. 
Deletion: An IPC that exists in release i has been deleted in release i + 1. 
Modification: An IPC that exists in release i has been modified in release i + 1. 
Original: An IPC that exists in release i. 
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The first three types indicate the IPCs are unstable while the fourth type indicates the 
IPCs are stable if they remain in release i+1 (i.e., unchanged).Since our aim is to measure 
the architecture stability, such a measure would depend on the number of unchanged IPCs 
between release i+1 and release i. We consider the subsequent release (release i + 1) 
completely stable if none of its IPCs has been changed and completely unstable if all of its 
IPCs have been changed with respect to release i. The extent of stability of the subsequent 
release is then the percentage of unchanged IPCs to the total IPCs. 
5.3.2 Calculation of Architectural Stability 
At architecture level, the IPC is modified through making change at the method signature 
which includes at least the number of its arguments. What we think is this modification 
type is less important at architecture level than at class level. From OO software 
engineering perspective, such an IPC is considered in case of changing to the method 
signature. 
Consider two software releases r1 and r2 with two packages P1 and P2, Let A be the set of 
added IPCs in r2, D be the set of deleted IPCs from r1, and O be the set of original IPCs 
that are exist in r1. Let |O ∪ D| be the cardinality of the combined O and D sets and also 
let | O ∪ D ∪ A| be the cardinality of the combined the three sets. Then, we can 
mathematically define a change ratio (ChRatio) between both releases r1 and r2 as 
follows: 
ChRatio(r1, r2) =   |Dr2 ∪ Ar2||Or1 ∪ Ar2| 
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Where |Or1| > 0, |Dr2| ≥ 0, |Ar2| ≥ 0, Dr2 ⊂ Or1, and Or1 ∩ Ar2 = Ø. Figure 5-1 shows Venn 
Diagram  [57] to represent the relations among the three sets. 
 
Figure  5-1: Relationship between the three sets O, D, and A 
 
Thus, the architectural stability metric ASM is then calculated as follows: 
 
ASM(r1, r2) =  1 − ChRatio(r1, r2) 
 
The ASM equation could be simplified mathematically as follows: 
 
ASM(r1, r2) =   |Or1| −  |Dr2||Or1| + |Ar2| 
 
The ASM value varies from 0 to 1 where ASM value of 0 indicates the highest amount of 
change between r1 and r2 (i.e., unstable architecture) and ASM value of 1 indicates the 
   
O 
D A 
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lowest amount of change between r1 and r2(i.e., stable architecture). As an example, 
consider two software releases r1 and r2 with three IPCs in r1 (a, b, and c) and four IPCs in 
r2 (a, b, d, and e). In this case, O = {a, b, c}, D = {c}, and A={d,e}. The ASM(r1, r2) = (3 
– 1) / (3 + 2) = 0.4. In detail, the amount of change between r1 and r2 is 
|{c,d,e}|/|{a,b,c,d,e}| = 0.6; therefore the ASM value is 1- 0.6 = 0.4. This example shows 
that the stability percentage of the second release r2 is 40% which means only 40% of the 
IPCs of the first release r1 remain as in the second release r2 while 60% of IPCs are 
changed (deleted and/or added). 
Figure 5-2 describes an algorithm to calculate the architectural stability in terms of IPCs. 
 
Figure  5-2: Algorithm to find the architectural stability in terms of IPCs 
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5.4 Validation of the Theoretical Properties 
To validate the proposed metric theoretically, we used the properties proposed by 
Kitchenham et al. [37]. They proposed properties to be satisfied in order for the software 
metric to be theoretically valid. In addition, Hassan  [31] and Naji [46] proposed some 
mathematical properties to validate stability metrics. Thus, the theoretical validation of 
ASM based on properties proposed by these three studies is as follows. 
5.4.1 Kitchenham et al. Property 1 [37] 
Let IPCi be the set of IPCs in release ri and IPCj be the set of IPCs in release rj, and let 
IPCi'be the set of IPCs in release ri' and IPCj'be the set of IPCs in release rj'. Assume IPCi 
has the elements of Oi and IPCj has the added elements to rj (Aj) and the unchanged 
elements between ri and rj i.e., (Oi - Dj) where Dj is the elements deleted from ri, and IPCi' 
has the elements of Oi' and IPCj' has the added elements to rj' (Aj') and the unchanged 
elements between ri' and rj' i.e., (Oi' - Dj') where Dj' is the elements deleted from ri', and |Oi| − |Dj||Oi| + |Aj| ≠ |Oi′ | − |Dj′ ||Oi′ | + |Aj′ | 
 
Then ASM(ri, rj)  ≠  ASM(ri′, rj′) 
5.4.2 Kitchenham et al. Property2  [37] 
Let IPCi be the set of IPCs in release ri and IPCj be the set of IPCs in release rj, and let 
IPCi' be the set of IPCs in release i' and IPCj' be the set of IPCs in release j'. Assume IPCi 
has the elements of Oi and IPCj has the added elements to rj (Aj) and the unchanged 
elements between ri and rj i.e., (Oi - Dj) where Dj is the elements deleted from ri, and IPCi' 
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has the elements of Oi' and IPCj' has the added elements to rj' (Aj') and the unchanged 
elements between ri' and rj’ i.e., (Oi' - Dj') where Dj' is the elements deleted from ri', and |Oi| − |Dj||Oi| + |Aj| > |Oi′ | − |Dj′ ||Oi′ | + |Aj′ | 
 
Then ASM(ri, rj) >  𝐴𝐴𝐴𝐴𝐴𝐴(𝑒𝑒i′, rj′) 
5.4.3 Kitchenham et al. Property 3  [37] 
Let IPCi be the set of IPCs in release ri and IPCj be the set of IPCs in release rj, and let 
IPCi' be the set of IPCs in release i' and IPCj' be the set of IPCs in release j'. Assume IPCi 
has the elements of Oi and IPCj has the added elements to rj (Aj) and the unchanged 
elements between ri and rj i.e., (Oi -Dj) where Dj is the elements deleted from ri, and IPCi' 
has the elements of Oi' and IPCj' has the added elements to rj' (Aj') where |Aj'|>|Aj| and the 
unchanged elements between ri' and rj' i.e., (Oi '- Dj') where Dj' is the elements deleted from 
ri', and |Oi| − |Dj||Oi| + |Aj| > |Oi′ | − |Dj′ ||Oi′ | + |Aj′ | 
 
Then ASM(ri, rj) =  ASM(ri′ , rj′) + |Aj′ ||Oi′ |+|Aj′ | 
5.4.4 Kitchenham et al. Property 4  [37] 
Let IPCi be the set of IPCs in release ri and IPCj be the set of IPCs in release rj, and let 
IPCi' be the set of IPCs in release i' and IPCj' be the set of IPCs in release j'. Assume IPCi 
has the elements of Oi and IPCj has the added elements to rj (Aj) and the unchanged 
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elements between ri and rj i.e., (Oi- Dj) where Dj is the elements deleted from ri, and IPCi' 
has the elements of Oi' and IPCj' has the added elements to rj' (Aj') and the unchanged 
elements between ri' and rj' i.e., (Oi' - Dj') where Dj' is the elements deleted from ri', and |Oi| − |Dj||Oi| + |Aj| = |Oi′ | − |Dj′ ||Oi′ | + |Aj′ | 
 
Then ASM(ri, rj) =  ASM(ri′, rj′) 
5.4.5 Non-Negativity  [31] [46] 
The Non-Negativity property holds that the stability measure should be greater than or 
equal zero. The proposed metric ASM is non negative because the variables used in 
ChRatio sub-metric are cardinalities of corresponding sets and the cardinality of a set 
cannot be negative. 
5.4.6 Normalization  [31] [46] 
The Normalization property holds that the stability measure should belong to a specific 
interval [0, Max]; it allows for easy comparison between the stability of different releases. 
The ASM value is normalized between 0 and 1 since the denominator in ChRatio sub-
metric is always greater than the numerator. 
5.4.7 Null Value  [31] [46] 
The Null Value property holds that the stability of software architecture equals zero if 
none of the IPCs from the previous release i is present in the release under consideration 
(i.e., release i+1). In other words, the intersection of IPCs in release i and those in release 
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i+1 is an empty set. In our ASM, this happens when O equals D; i.e., all IPCs in release i 
are deleted in release i+1. 
5.4.8 Maximum Value  [31] [46] 
The Maximum Value property holds that stability of release i+1 is equal to Max if there is 
no IPC added to release i+1 or deleted from release i. Formally, when O ∩ [D ∪ A] equals 
to O. 
5.4.9 Change Impact  [31] [46] 
The Change Impact property holds that if the number of unchanged IPCs in release i is 
less than those in release j then the stability of release i will be less than the stability of 
release j. The unchanged IPCs are represented, formally, by subtract |D| of release j from 
|O| of release i. Formally, if (|O|-|D|)i < (|O|-|D|)j, then ASMi < ASMj. However, the vice 
versa is not always correct. If the stability of release i is less than that of release j, it is not 
necessarily the unchanged IPCs in release i is less than those in release j because there are 
some other factors affect increase/decrease the stability besides the unchanged IPCs such 
as added or modified IPCs. 
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CHAPTER 6.  EXPERIMENTS AND 
RESULTS 
In this chapter, we present several experiments for software packaging in OO systems. 
First, we conduct experiments with hypothetical case studies. Second, we conduct 
experiments with real case studies. Hypothetical case studies include two systems, a 
small-size system described in Section 4.3 and a random medium-size system. Real case 
studies include three open source systems, jHotDraw, AWT Library, and Trama. The 
classes are packaged in all experiments according to the maximization of the 
OverallPackaging metric. 
6.1 Hypothetical Case Studies 
6.1.1 A Small-Size System 
In this section, we present our experiment with the hypothetical case study discussed in 
Section 4.3. 
6.1.1.1 Brute Force Algorithm (BF) 
A brute-force approach presents an option for finding the optimal packaging setup which 
maximizes the overall fitness function (the packaging metric). Despite such algorithm is a 
naïve exhaustive search to solve optimization problem, it is suitable in case of small-size 
systems like our hypothetical system. Pseudo code of the naïve algorithm to packaging the 
classes is shown in Figure 6-1. 
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Figure  6-1: Brute force algorithm to find the optimal packaging 
 
The time complexity of the Naive algorithm is exponential due to the number of possible 
packaging (i.e., B(n)) that must be examined. This number is described by Bell numbers*
Table  6-1
. 
Applying this exhaustive algorithm to our hypothetical system, we get 877 possible ways 
for packaging so that B(7) = 877. We only present the best five in ; Appendix I 
contains the complete result. From Table  6-1, packaging all classes in one package 
achieves the best overall fitness.  
 
 
 
                                               
*The nth Bell number is the number of partitions of a set with n members. Starting with B0 = B1 = 1, the first 
seven Bell numbers are: 1, 1, 2, 5, 15, 52, and 203. The Bell numbers satisfy this recursion formula: 
𝐵𝐵𝑖𝑖+1 = � �𝑖𝑖𝑘𝑘�𝐵𝐵𝑘𝑘𝑖𝑖
𝑘𝑘=0  
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Table  6-1: The best five packaging of brute-force way -weights 50%-50% 
Option P1 Packaging 
Qlty 
P2 Packaging 
Qlty 
P3 Packaging 
Qlty 
Overall 
Packaging  
1 A B C D E F G 0.829     0.829 
2 A B D E 0.76 C F G 0.674   0.717 
3 A B C D E 0.704 F G 0.696   0.700 
4 D E 0.653 A B C F G 0.735   0.694 
5 A B D E 0.76 F G 0.696 C 0.594 0.683 
 
Putting all classes in one package does not seem it would be the optimal deveoper’s 
chocice.  Intuitivley, there seem to be a better possible pacakging. Analyzingthe messsgae 
passing for each use case presented in the hypothetical system, it seems intuitive that the 
classes A, B, D, and E have to be put in one package (P1) and classes F and G have to be 
put in another package (P2) because two UCs (UC1 and UC2) use A and B while D and E 
are used by UC2only. Therefore,  inter-package connections IPCs between (A and B) and 
(D and E) would internal to the package. On the other hand, classes F and G share one use 
case,UC3; they should be put together in one package. Clearly, C can be put in either 
packages since it interacts with some classes in both packages P1 and P2. In this case, 
there are three different options: 
1) If C is put in P2 (the 2ndpackaging option in Table  6-1), the number of IPCs 
between P1 and P2 would be two (two transitive interactions: from A to C). 
2) If C is put in P1(the 3rdpackaging option in Table  6-1), the IPCs is reduced 
comapred to the previous option. However, packaging C in P1 would decrease the 
PackagingQlty(P1) because it has no any relation with D or E. 
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3) If C is put alone in a separete package P3(the 5thpackaging option inTable  6-1), in 
this case the cohesion would be high in each package (P1, P2, and P3) and the 
coupling is low between P1 and P2 since they are unrelated packaegs but there is 
coupling between P3 and the other two packages. 
As we mentioned in Chapter 4, the packaging ranking could be changed if we tune the 
weights. This is what we are trying to do here.  In particular, to tune the wieghts so 
thatan intuitive ranking prevails.We increased the weight of the class functionality 
aspect that helps inbreaking down fat packages and decreased the UC interaction 
amount aspect that favors merge classes into a small number ofpackages.Generally, 
the weight of any componentof the fitness function represents its importance 
compared to other aspects. Therefore, we re-ranthe same experimentwith these 
weights (wU = 0.5, wC = 0.5, wI = 0.25, wM = 0.75, wF = 0.85 and wUt = 0.15) and the 
best five packaging are shown inTable  6-2. 
 
Table  6-2: The best five packaging of brute-force way- weights changed 
Option P1 Packaging 
Qity 
P2 Packaging 
Qity 
P3 Packaging 
Qity 
Overall 
Packaging 
1 A B D E 0.718 F G 0.798 C  0.641 0.719 
2 A B C D E  0.633 F G 0.798   0.716 
3 A B  0.717 C 0.641 D E 0.701 0.714 
4 A B C D E F G  0.71     0.710 
5 A B D E  0.718 C F G 0.685   0.702 
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From Table  6-2, the first packaging option in Table  6-1 which represents a single fat 
package is moved down to the fourth option after changing the weights. The ranking 
seems to be intuitive with this set of weights.  The interplay between the 
OverallPackaging value and different weights of use case coverage as in Figure 6-2 
 
Figure  6-2: Weight of UC coverage (complement to the class relatedness) vs. 
Overallpackaging value 
 
As Figure 6-2 shows 0.3 and 0.70 weights for UC coverage and class relatedness 
respectively is where the OverallPackaging measurements reach a minimum (.782). The 
packaging setup in this case is shown in Table  6-3. 
Table  6-3: UC coverage weight is 0.30 and class relatedness weight is 0.70 
Option P1 Packaging 
Quality 
P2 Packaging 
Quality 
P3 Packaging 
Quality 
P4 Packaging 
Quality 
Overall 
Packaging 
1 A B 0.81 DE 0.792 C  0.756 FG .768 0.782 
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Here, we assess the relationship between two ranks: intuitive and OverallPackaging 
metric. Our test statistic is the Spearman rank correlation coefficient, rs. Spearman’s rank 
correlation  [57] is a non-parametric measure of correlation, using ranks to calculate the 
correlation. It is calculated as follows: 
𝑒𝑒𝑒𝑒 = 1 −  6n(n2 − 1)� di2ni=1      i ≠ j                          
Where di is the difference between the ranks of the two ranks of the ith observation and n 
is the number of pairs of data. Thus, we ran the brute-force experiment with weights used 
in Table  6-2 (i.e., wU = 0.5, wC = 0.5, wI = 0.25, wM = 0.75, wF = 0.85 and wUt = 0.15) and 
Table  6-4 shows the computation of the spearman’s rank correlation with these weights. 
Table  6-4: Rank Correlation Computation for OverallPackaging with new weights 
 Intuitive Rank OverallPackaging OverallPackaging Rank di di2 
1 3 0.7190 1 2 4 
2 2 0.7155 2 0 0 
3 5 0.7143 3 2 4 
4 4 0.7100 4 0 0 
5 1 0.7015 5 -4 16 
6 10 0.7010 6 4 16 
7 6 0.6903 7 -1 1 
8 8 0.6690 8 0 0 
9 7 0.6690 8 -1 1 
10 9 0.6688 9 0 0 
Σ di2 42 
Spearman's rank correlation Coefficient, rs where n = 10 0.745 
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Table  6-4 indicates to a positive correlation (74.5%) between the intuitive rankings and 
our proposed metric OverallPackaging. 
In this section we described our first experiment with a small-size system using a brute 
force way. The matter would be complicated with moderate and large-scale systems 
because brute force is not suitable in such a case so that a heuristic search method would 
be used. However, supportive automated aids (i.e., CASE tools) play an important role in 
such a case where experimentation (i.e., in software engineering) relies on these tools 
heavily. Use of tools achieves automation in collecting the needed data which has the 
advantage of being more accurate since it is not subject to human errors but more effort is 
required in development or procurement of automated collection tools to be used in real 
case applications. Next section presents the tools used to gathering the needed information 
of the of real case system; this information includes: what the packages in the whole 
system are, what classes in each package are, what methods in each class are, and what 
use cases in the whole system are. 
6.1.1.2 Heuristic Algorithms 
6.1.1.2.1 Selection of Parameters 
An iterative improvement scheme starts with some given packaging state, and examines a 
local neighborhood of the state for better solutions. A local neighborhood of a state S is 
the set of all states which can be reached from S by making a small change to S  [49].Thus, 
the neighborhood must be small enough for efficiency. For instance, if S represents the 
packaging state so that each class is added to one package as initial state, the set of all 
packaging which are generated by swapping two classes across the packaging or putting 
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two classes (randomly) together (adapted in our experiments) represents a local 
neighborhood. The iterative improvement algorithm moves from the current packaging to 
the local neighborhood packaging if the latter has a better fitness. If all the local 
neighborhood packaging have no better fitness, the algorithm is said to have converged to 
a local optimum. 
Packaging the system from scratch is our initial packaging that we use in the heuristic 
algorithms. In other words, we assume that there is no packaging done on these classes so 
that we consider each class in one package. The values of most parameters in the three 
algorithms are assumed to be small based on the size of our case study in this section. For 
example, the population size in GA is 50; the initial T in SA is 100 while # of iterations in 
the local search in SA is 5. 
6.1.1.2.2 Evolver Tool (ver. 5.7 2010) 
Evolver*
                                               
*
 (from Palisade Corp., USA) is the Genetic Algorithms Solver for Microsoft 
Excel. It uses a proprietary set of genetic algorithms to search for optimum solutions to a 
problem. Excel, as it is known, provides all of the formulae, functions, graphs, and macro 
capabilities that most users need to create realistic models of their problems. Evolver tool 
provides the interface to describe the uncertainty in a model and what one is looking for, 
and provides the engines that will find it. Together, they (Excel and Evolver) can find 
optimal solutions to virtually any problem that can be modeled. In detail, the cell (Excel 
Terminology) or target cell (Evolver Terminology) contains the output of a considered 
model. A value for this target cell will be generated for each "trial solution" that Evolver 
generates i.e., each combination of possible adjustable cell values (a given set of input 
http://www.palisade.com/evolver/ 
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values). The target cell should contain a formula which depends (either directly or through 
a series of calculations) on the adjustable cells. This formula can be made with standard 
Excel formulas such as SUM() or user-defined VBA (Visual Basic for Application) macro 
functions. By using VBA macro functions we can have Evolver evaluate models that are 
very complex. As Evolver searches for a solution it uses value of the target cell as a rating 
or “fitness function” to evaluate how good each possible scenario is, and to determine 
which variable values should continue cross-breeding, and which should die. When you 
build your model, your target cell must reflect the fitness or “goodness” of any given 
scenario, so as Evolver calculates the possibilities, it can accurately measure its progress. 
Evolver can set the crossover rate to between 0.01 and 1.0 and the default rate is 0.5. The 
mutation rate can be set to between 0.0 and 1.0 and the typical setting changes are from 
.05 to .25. Auto-mutation rate feature in Evolver allows increasing the mutation rate 
automatically when an organism "ages" significantly; that is, it has remained in place over 
an extended number of trials. For many problems, especially where the optimal mutation 
rate is not known, selecting this feature can give better results faster. In addition, once 
Evolver has started solving a problem, the user can change the crossover and mutation 
rates dynamically (i.e., during the evolutionary process). In Evolver, two types of 
constraints*
                                               
*Constraints in optimization problems are conditions that must be met for a solution to be valid 
 can be specified: (1) Hard: conditions that must be met for a solution to be 
valid, and (2) Soft: conditions which we would like to be met as much as possible, but 
which we may be willing to compromise for a big improvement in fitness or target cell 
result. Users can enter any number of hard and soft constraints directly. 
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It is important the user knows which solving method would be more suitable for his 
problem because the solving methods in Evolver are methods that Evolver what to do 
with the input variables (i.e., adjustable cells). Each method is a completely different 
genetic algorithm, with its own optimized selection, crossover and mutation procedures. 
Each solving method juggles the values of variables a different way. Six built-in solving 
methods come with Evolver. Three of them (recipe, order, and grouping) use entirely 
different algorithms while the other three are descendants of the first three, adding 
additional constraints. The following is a brief guide to the function of each solving 
method: 
The “recipe” solving method is the most simple and most popular type. It is used 
whenever the set of variables that are to be adjusted can be varied independently of one 
another. “recipe” solving method is the default method in Evolver. The “order” solving 
method is the second most popular type, after “recipe”. An order is a permutation of a list 
of items, where the user is trying to find the best way to arrange a set of given values. The 
“grouping” solving method should be used whenever the problem involves multiple 
variables to be grouped together in sets. The “budget” solving method is similar to a 
“recipe” except that all of the variables’ values must total to a certain number. The 
“project” solving method is similar to an “order” except that certain items (tasks) must 
precede others. The "schedule" solving method is similar to a grouping; it is an 
assignment of tasks to times. Unlike a grouping, however, the “schedule” solving method 
lets you directly specify the number of time blocks (or groups) to be used. To get a better 
understanding of how each solving method is used, the reader is also encouraged to 
explore the example files included with the software. 
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The grouping solving method is the suitable one for our problem in this work i.e., 
packaging. The genetic algorithm used such a method to solve grouping problems is then 
called Grouping Genetic Algorithm (GGA). GGA that developed by Falkenauer is an 
extension of the conventional genetic algorithms adapted to grouping problems. It is used 
by several researchers as we mentioned in Chapter 3. In Evolver, the number of different 
packages that the system creates is equal to the number of unique classes present in the 
adjusting cells at the beginning of the search. As indicated in Figure 6-3, the solving 
method is specified in the Evolver interface and chosen names for each package are 
temporarily placed in the corresponding cells of the Excel model in order to evaluate the 
fitness function (i.e., OverallPackaging metric). 
 
Figure  6-3: Evolver representation 6.1.1.2.3 The Hypothetical Case Study: Results and Analysis 
In case of heuristic algorithms, we ran the experiment several times because of the 
probabilistic feature in such algorithms compared to, for example, the brute force way that 
gives the exact solution. The HC and SA algorithms are written in VBA language while 
the GGA experiment is conducted using Evolver software tool. Table  6-5shows the results 
obtained by the three heuristic algorithms: HC, SA, and GA with different parameters 
where the fitness function is OverallPackaging metric described in Chapter 4. 
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Table  6-5: Results of the heuristic algorithms with a hypothetical system in different 
parameters 
Exp# Algorithm Runs Comment Fitness 
(OverallPackaging) 
Packages Avg. 
Fitness 
St. 
Dev 
1 HC 
Weights of the 
OverallPackaging 
Metric UC = 0.5 
CR = 0.5 
1 Not improved 0.576 7(A,B,C,D,E,F) 0.58 0.008 
2 Not improved 0.576 7(A,B,C,D,E,F) 
3 Not improved 0.576 7(A,B,C,D,E,F) 
4 Not improve 0.576 7(A,B,C,D,E,F) 
5 Improved 0.598 6(AB,C,D,E,F,G) 
6 Not improved 0.576 7(A,B,C,D,E,F) 
7 Not improved 0.576 7(A,B,C,D,E,F) 
8 Not improved 0.576 7(A,B,C,D,E,F) 
9 Not improved 0.576 7(A,B,C,D,E,F) 
10 Not improved 0.576 7(A,B,C,D,E,F) 
11 Improved 0.593 6(A,B,C,DE,F,G) 
12 Improved 0.593 6(A,B,C,DE,F,G) 
13 Not improved 0.576 7(A,B,C,D,E,F) 
2 SA T= 100  
Local Iteration 
=5 
Weights of the 
OverallPackaging 
Metric UC = 0.5 
CR = 0.5 
1 T=0.85×T 0.576 7(A,B,C,D,E,F) 0.62 0.047 
2 0.67 3(AB,DE,CFG) 
3 0.628 2(A,BCDEF) 
1 T=0.90×T 0.829 1(ABCDEF) 0.74 0.146 
2 0.829 1(ABCDEF) 
3 0.576 7(A,B,C,D,E,F) 
1 T=0.95×T 0.829 1(ABCDEF) 0.829 0 
 2 0.829 1(ABCDEF) 
3 0.829 1(ABCDEF) 
2 
  
0.78 4 (AB,C,DE,FG) 
3 0.78 4 (AB,C,DE,FG) 
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Table  6-6 Continue to Table 6-5 
Exp# Algorithm Runs Comment Fitness 
(OverallPackaging) 
Packages Avg. 
Fitness 
St. 
Dev 
3 GGA (Evolver) 
Trials=1000 
Population 
Size=50 
Weights of the 
OverallPackaging 
Metric UC = 0.5 
CR = 0.5 
1 
cr
os
so
ve
r=
0.
5 
mutation 
= 0.05 
0.657 4 (AB,C,DE,FG) 0.670 0.014 
2 0.684 3 (ABDE,C,FG) 
3 0.67 3 (AB,DE,CFG) 
1 mutation= 
0.06 
0.657 4 (AB,C,DE,FG) 0.670 0.014 
2 0.684 3 (ABDE,C,FG) 
3 0.67 3 (AB,DE,CFG) 
1 mutation= 
auto 
0.684 3 (ABDE,C,FG) 0.666 0.016 
2 0.657 4 (AB,C,DE,FG) 
3 0.657 4 (AB,C,DE,FG) 
1 mutation= 
0.1 
0.684 3 (ABDE,C,FG) 0.666 0.016 
2 0.657 4 (AB,C,DE,FG) 
3 0.657 4 (AB,C,DE,FG) 
1 
cr
os
so
ve
r=
0.
6 
mutation= 
0.05 
0.67 3 (AB,DE,CFG) 0.661 0.008 
2 0.657 4 (AB,C,DE,FG) 
3 0.657 4 (AB,C,DE,FG) 
1 mutation= 
0.06 
0.657 4 (AB,C,DE,FG) 0.657 0 
 2 0.657 4 (AB,C,DE,FG) 
3 0.657 4 (AB,C,DE,FG) 
1 mutation= 
auto 
0.657 4 (AB,C,DE,FG) 0.661 0.008 
2 0.67 3 (AB,DE,CFG) 
3 0.657 4 (AB,C,DE,FG) 
1 mutation= 
0.1 
0.684 3 (ABDE,C,FG) 0.679 0.008 
2 0.684 3 (ABDE,C,FG) 
3 0.67 3 (AB,DE,CFG) 
4 GGA  (Evolver) 
Trials=1000 
Population 
Size=50 
Weights of the 
OverallPackaging 
Metric UC = 0.3 
CR = 0.7 
1 
cr
os
so
ve
r=
0.
5 
mutation= 
0.05 
0.78 4 (AB,C,DE,FG) 0.78 0 
2 0.78 4 (AB,C,DE,FG) 
3 0.78 4 (AB,C,DE,FG) 
1 mutation= 
0.06 
0.78 4 (AB,C,DE,FG) 0.78 0 
2 0.78 4 (AB,C,DE,FG) 
3 0.78 4 (AB,C,DE,FG) 
1 mutation= 
auto 
0.78 4 (AB,C,DE,FG) 0.78 0 
2 0.78 4 (AB,C,DE,FG) 
3 0.78 4 (AB,C,DE,FG) 
1 mutation= 
0.1 
0.78 4 (AB,C,DE,FG) 0.78 0 
2 0.78 4 (AB,C,DE,FG) 
3 0.78 4 (AB,C,DE,FG) 
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Even though we carried out the HC experiment 13 runs, the HC algorithm failed to find 
the best packaging in terms of OverallPackaging value which is 0.83; the best 
OverallPackaging that it found is 0.598. However, is slightly improves the current 
packaging after four runs from 0.576 to 0.598. This HC observation is expected since HC 
is easily stuck because of local maximum problem. Despite we ran the GGA experiment 
many times with different parameters, GGA is also failed to find the best packaging. 
However, GGA, compared to HC, produced a better packaging in terms of 
OverallPackaging value and run time. From these results, we can conclude that SA 
achieved the best results in terms of both OverallPackaging value and run time. Figure 6-4 
shows the best and average fitness produced by different combinatorial algorithms. The 
GGA and HC results could be changed positively if we gave the algorithm more run time. 
For example, when we ran the GGA experiment with ~ 4000 trials, the Evolver and brute 
force gave exactly the same results. However, the more trials, the more run time. 
 
Figure  6-4: The best and average OverallaPackaging achieved by different 
combinatorial algorithms 
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Another experiment is conducted using GGA with changing the weights to 0.30 for UC 
coverage and 0.70 for class relatedness. These weights are suggested by Figure 6-2. 
Evolver gave exactly the same result of brute force (i.e., Overall packaging is 0.78). This 
result is shown in the Exp # 4 in Table  6-5. 
6.1.2 A Medium-Size System 
In this section we conduct two experiments with a medium-size hypothetical system. The 
experiments are to confirm two facts respectively: (1) the measurements of the 
OverallPackaging metric are span the range from 0 to 1 experimentally, and (2) putting all 
classes in one package is not the best all times. 
6.1.2.1 First Experiment 
Recall that the metric has been theoretically shown to be normalized between 0 and 1, see 
Section 4.4.1.  In this experiment, we try to confirm that, experimentally, measurements 
of the metric indeed span the range from 0 to 1.  In this experiment we developed a 
medium-size hypothetical system: 20 classes and maximum number of methods in each 
class is 10. UCs elements, methods and interactions, are selected randomly (random 
numbers are generated from uniform distribution). Table  6-7 describes the raw data of the 
generated system. 
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Table  6-7: A medium-size hypothetical system 
Classes Methods for each class 
A 
Am1 Am2 Am3        
B Bm1 Bm2 Bm3 Bm4 Bm5 Bm6 Bm7 Bm8 Bm9 Bm10 
C Cm1 Cm2 Cm3 Cm4 Cm5 Cm6 Cm7 Cm8 Cm9  
D Dm1 Dm2 Dm3 Dm4 Dm5 Dm6 Dm7    
E Em1 Em2 Em3 Em4 Em5      
F Fm1 Fm2 Fm3 Fm4 Fm5 Fm6 Fm7 Fm8   
G Gm1 Gm2 Gm3        
H Hm1 Hm2 Hm3 Hm4       
I Im1 Im2 Im3 Im4 Im5      
J Jm1 Jm2 Jm3 Jm4 Jm5 Jm6 Jm7 Jm8 Jm9 Jm10 
K Lm1 Lm2 Lm3 Lm4 Lm5 Lm6 Lm7    
L Qm1 Qm2 Qm3 Qm4 Qm5      
M Rm1 Rm2 Rm3 Rm4 Rm5 Rm6 Rm7 Rm8 Rm9 Rm10 
N Sm1 Sm2 Sm3 Sm4 Sm5 Sm6     
O Km1 Km2         
P Mm1 Mm2 Mm3 Mm4       
Q Nm1 Nm2         
R Om1 Om2         
S Pm1          
T Tm1 Tm2 Tm3 Tm4 Tm5      
UCs UC path 
UC1 Em4Bm9Dm5Qm5Rm6Im2Cm4Jm3Fm3Gm2 
UC2 Qm4Im2Bm6Lm4Cm8Sm4Hm3Jm2Hm3Fm7 
UC3 Rm10Dm3Am3Hm3Cm4Hm3Am3Tm5 
UC4 Jm7Bm1Jm7Km2 
UC5 Lm4Tm4Cm4Qm5Sm4Fm5Bm7Im2Jm8 
UC6 Bm3Fm2Dm6Im2Nm2Mm1Nm2Om1 
UC7 Tm2Fm7Qm2Bm7Jm5Em3Hm4Nm1 
UC8 Mm3Bm8Im3Jm7Nm2Gm3Pm1Gm3Tm1 
UC9 Dm2Tm4Rm5Gm2Jm6 
UC10 Cm5Lm4Im5Dm3Hm2Em2 
 
Also, we use randomization mechanism to run the experiment of this medium-size 
system. Two ways are used, (1) Assigning each class to a random package where 
maximum number of packages is six, and (2) Assigning each class to a random package 
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where maximum number of packages equals the number of classes i.e., 20. Table  6-8 
shows the result in terms of OverallPackaging metric. 
Table  6-8 OverallPackaging for the medium-size system (Randomized) 
Assignment ways Run No. of packages Fitness (OverallPackaging) Avg. Fitness 
Random 1-6 packages 1 6 0.35 0.24 
2 6 0.19 
3 6 0.19 
Random 1-20 packages 1 13 0.38 0.375 
2 12 0.35 
3 14 0.37 
4 13 0.4 
 
The table confirms that measurements of the OverallPackaging metric span the range of 0 
to 1 and it is not stuck at a certain range. 
6.1.2.2 Second Experiment 
From the result of the small-size hypothetical system in Section 6.1, putting all classes, A, 
B, C, D, E, F, and G, in one package achieved the best OverallPackaging value. However, 
this result is not true with all systems. To confirm this fact experimentally, we conduct an 
experiment on a medium-size hypothetical system. The system has 20 classes, C1 up to 
C20 with 10 UCs: UC1 up to UC10. Each class has two methods and each method 
participate in one UC. Figure 6-5 shows the system with its components. 
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Figure  6-5: A medium-size hypothetical system 
 
When we package all classes in one package, the OverallPackaging value is 78%. 
Intuitively, the “good” packaging for this system is to package the classes into more than 
one package so that the classes involved within a specific UC are packaged together. In 
other words, classes C1 up to C4 are grouped together because they are involved in UC1 
and UC2. The same idea is applied to the classes C5 up to C8, C9 up to C12, C13 up to C16, 
and C17 up to C20. As a result, there are five packages would be produced so that each 
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package has four classes and two UCs. The OverallPackaging fitness value for such 
packaging is 100%. 
It is worth noting here that using MQ  [21] [42], grouping all classes in one package would 
result in 100% score; clearly this is not intuitive as the optimal packaging for the above 
example. 
6.2 Real Case Studies 
In this section, we describe our setting of the experiments with the real case studies. Then, 
we conduct some experiments on three case studies: jHotDraw, AWT, and Trama open 
source projects. Trama is a small-size system while jHotDraw and AWT are large-size 
ones having more than one release. 
6.2.1 Experiment Setting Up 
Beside Evolver software tool, two more tools are used for packaging process in case of 
large-size case study; these are Altova UModel and XMI2UC (XMI to Use Case). In this 
section we describe these two tools. 
6.2.1.1 Altova UModel (Enterprise Edition v2012 sp1) 
Because the UCs realized by SDs is available only at requirements analysis documents, it 
is difficult to find out such documents for any open source project especially when the 
focus is to the software architectural stability attribute; i.e., more than one release should 
be available. After an intensive searching, there is no tool to generate the SDs that reflect 
the functionality of the system i.e., UCs. Therefore, we compelled to adapt the SDs 
generated from source code level. Usually, SDs generated from source code are “run time 
behavior” diagrams since they are based on methods behavior at run time. In other words, 
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when you specify a particular method, the run time system can generate the behavior of 
this method across the entire system.  This type of SDs could be produced by some tools 
such as Enterprise Architect*, Together†, and Altova UModel‡
In this dissertation work, we chose Altova UMOdel tool in generating the SDs because 
this tool offers flexible sequence diagram layout. This flexibility is achieved through a lot 
of handy options in the layout menu to support the UML diagramming style such as copy 
(as a picture) a selection or the entire diagram to paste into another application. Beside the 
flexibility in generating SDs, Altova UModel all 14 diagrams of the UML 2.3 
 (all of them are 
commercial products). 
No one of these tools would be suitable for what we exactly wish because the above tools 
do not generate SDs that represent the UCs at requirement level but method behavior at 
source code level. The input artifact of our proposed packaging metric (OverallPackaging) 
is UCs realized by SDs. This is the key feature of OverallPackaging metric compared with 
almost all existing packaging approaches that depend on source code artifact. Because of 
this, a transient task should be taken place after generating the SDs; it is a filtering 
process. Filtering is a means to eliminate all run-time variables and messages shown in 
UML sequence diagrams generated by Altova tool. Real software projects usually contain 
a lot of statements representing the run time environment such as loop and control 
statements. Filtering process makes the generated “run-time” SDs mimic the “functional” 
SDs that describe the “functional” behavior of UCs through objects and messages starting 
from the pre-condition to the post-condition. 
                                               
*http://www.sparxsystems.com/products/ea/ 
†http://www.borland.com/us/products/together/ 
‡http://www.altova.com/umodel.html 
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specification as well as XML Schema and Business Modeling Notation diagrams. In other 
words, the two major groups of UML diagrams, structural and behavioral diagrams, are 
supported in this tool. Compared to Altova UModel, we found Enterprise Architect () is 
less flexible in this task since generating SDs using this CASE tool requires some 
modifications on the JVM (Java Virtual Machine) for the software project that would be 
tested. Such configuration (change in the OS variables) might be dangerous so that 
changing the system variables affect the other applications existing on the same 
environment. The example below shows how Altova Umodel automatically creates a 
sequence diagram by using an existing method. The method is available in a package 
named OrgChart which was imported in advance. Having imported the code, right click 
the main method of the OrgChartTest class, in the Model Tree Tab and select Generate 
Sequence Diagram as in Figure 6-6. 
 
Figure  6-6: How to generate the SD for a method in Altova UModel 
 
This opens the Sequence Diagram Generation dialog box in which you define the 
generation settings as in Figure 6-7. 
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Figure  6-7: Sequence diagram generation dialog box 
 
Select the presentation and layout options, and then click OK to generate the diagram. The 
settings shown above produce the sequence diagram shown in Figure 6-8. 
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Figure  6-8: Sequence Diagram generated by Altova UModel 
Like Altova Umodel, Enterprise Architect - an application for software development and 
modeling, could generate sequence diagrams and other UML behavior diagrams. 
However, Altova offers flexible SD layout through a lot of handy options in the layout 
menu to support the UML diagramming style such as copy (as a picture) a selection or the 
entire diagram to paste into another application. In addition, generating sequence 
diagrams using EA requires some modifications in the JVM (Java Virtual Machine) for 
the system which would be tested. Such configuration (changing to the system variables) 
might be dangerous in some cases since it could negatively affect other applications. 
6.2.1.2 XMI2UC Tool 
As we have mentioned, Altova UModel can produce the sequence diagrams at method 
level and then export the whole system to XMI document. This product is insufficient 
because what we exactly need is to extract the needed information from XMI document 
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and convert it to a meaningful text format to use in the packaging process. Such extraction 
is not a simple task because of complexity structure to the XMI document generated by 
Altova UModel; it is a lot of ”spacctii “ text. In case of large-scale system, such a 
structure makes the manual approach to finding the intentional information is a headache 
task besides it leads to human-being errors. Besides this, there is no tool, to the author’s 
knowledge, found can do what we wish. The alternative is to automate this task through 
developing a tool to support the extraction of the needed data of a software system based 
on the described OverallPackaging metric. We will refer to it as the XMI2UC tool (XMI 
to Use Case). 
The XMI2UC tool is looking for specific “patterns” or “XMI elements”. Such elements 
should be documented to be later used by the developers in packaging process. Patterns 
identified include: packages, classes, methods, interactions, call events, and sequence 
diagrams. Therefore, XMI2UC tool reads the XMI file generated by Altova UModel and 
outcomes of XMI2UC would be three products: (1) Package Information, (2) Class 
Information, and (3) Use Case Path Information. As it is seen with the hypothetical 
system, the methods are named semantically so that the naming style indicates to two 
things: class that the method belongs to and the order of the method within the total 
methods of the class. For example, the name (bm2) indicates to a method (m) in class B; 
and because of the subscription number 2, there is at least one more method existing in B 
which is bm1. In real case systems, however, there may be several methods with the same 
name located in different classes (sometimes in the same class because of overloading 
concept if the system implemented with OOPL) such as getter and setter methods. In such 
a case, XMI2UC tool made a small modification to the method’s naming convention so 
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that the class name is concatenated to the method name using ‘$’ symbol. In addition, 
XMI file does not deal with the elements of the system (attributes, methods, classes, 
packages, and relations among them) with the element name but a unique ID. Such policy 
fixes any confusion might be happen because of using the overloading feature in methods 
naming. Figure 6-9 shows the three outcomes produced by XMI2UC tool for the 
hypothetical system based on our packaging process described in Section 4.3. 
 
Figure  6-9: Outcomes of XMI2UC tool for the hypothetical system 
 
Overlapping among the UCs (i.e, SDs generated by Altova UModel) could be taken place 
which reflects repetition in the considered UCs but with no any additional values. Back to 
the hypothetical system consisting the three UCs shown in Figure4.2; assume there are 
two more UCs existing in the system as follows: 
UC4: bm1  cm1 bm1 cm2 
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UC5: main  dm1bm2 am2 em1 
 
When the XMI2UC tool takes all the five UCs, two interactions, bm1 cm1 and bm1 
cm2, would be repeated because they belong to two different UCs: UC1 and UC4; this 
would affect the OverallPackaging value. The same thing would be happen with UC2 and 
UC5 where three interactions would be repeated too: from dm1 bm2, bm2am2, and 
am2em1. This could be represented by VennDiagram shown in Figure 6-10: 
 
 
Figure  6-10: Relations among the five UCs 
 
The XMI2UC tool remedies this issue by making a decision to adapting the suitable UC 
that reflects functionality without repetition affected the OverallPackaging metric; this 
decision is made dynamically i.e., during the extraction UCs from XMI document. In 
particular, XMI2UC tool discovers the wide UC to adapt it and the narrow UC to remove 
it. So the developer should be aware that it is not necessarily all UCs (realized by SDs) 
generated by Altova UModel are considered in XMI2UC tool. Generally, the relation 
between the UCs in both Altova UModel and XMI2UC tools could be described as flows: 
 
  UC
1
 UC
4
 
 UC
5
  UC
2
 
 UC
3
 
 
108 
 
# 𝑜𝑜𝑖𝑖 𝑈𝑈𝐶𝐶𝑒𝑒 𝑝𝑝𝑒𝑒𝑜𝑜𝑐𝑐𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑜𝑜 𝑒𝑒𝑖𝑖 𝑋𝑋𝐴𝐴𝑋𝑋2𝑈𝑈𝐶𝐶 𝑜𝑜𝑜𝑜𝑜𝑜𝑈𝑈 ≤ # 𝑜𝑜𝑖𝑖 𝑈𝑈𝐶𝐶𝑒𝑒 𝐴𝐴𝑒𝑒𝑖𝑖𝑒𝑒𝑒𝑒𝑖𝑖𝑜𝑜𝑒𝑒𝑜𝑜 𝑏𝑏𝑏𝑏 𝐴𝐴𝑈𝑈𝑜𝑜𝑜𝑜𝑣𝑣𝑖𝑖 𝑜𝑜𝑜𝑜𝑜𝑜𝑈𝑈 
 
 
As a result, despite there are five UCs in the above example of the hypothetical system, 
XMI2UC tool will produce only three: UC1, UC3, and UC5 which means two UCs (UC2 
and UC4) are removed even though they are generated by Altova UModel. The above 
mathematical relation is satisfied here where number of UCs processed in XMI2UC is 3 
while those generated by Altova UModel is 5; and 3 <= 5. Appendix II presents the 
jHotDraw 5.1 UCs produced by XMI2UC tool. 
6.2.1.3 The Experiment Process Model 
A data flow diagram (DFD) [53], modeling the process with all tools used, is presented in 
Figure 6-11. This diagram summarizes our work with all different tools starting with 
Altova UModel and ending with heuristic methods such as Evolver. 
 
Figure  6-11: DFD modeling the process using different tools 
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6.2.2 First Case Study: jHotDraw 
jHohDraw*
 [18]
is a Java GUI framework that can be used for developing custom-made 
drawing editor applications. Because a wide amount of historical data of different 
versions of jHotDraw with source code is available in its CVS repository, several 
researchers used this system as a case study in their studies for example Canfora and 
Cerulo 2005 , Seng et al. 2005  [51], and Seng et al. 2006 [52]. 
6.2.2.1 GGA-Evolver Results and Analysis 
According to the results related to the hypothetical case study in Section 6.1.2.3, the SA 
and GA techniques would be applied to the real case study compared to the HC and BF 
techniques. The Brute force always gives the best packaging but with too much run time 
and the HC algorithm is easily stuck. Almost all GGA-Evolver experiments for jHotDraw 
project were conducted with the parameters shown in Table  6-9.  
 
 
 
 
 
 
 
                                               
*www.jHotDraw.org/ 
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Table  6-9: GGA-Evolver parameters setting for jHotDraw 
Parameter Setting 
Crossover 0.5 
Mutation 0.06 
Population Size 100 
Number of Trials 
A trial in Evolver equals a single call to the 
Function  evaluator i.e., OverallPackaging metric 
1000 
2000 with progress i.e., no improvement within 
the last 250 trials, stop. These values are chosen 
because of the limitation in run time. 
Initial Population First, From scratch i.e., one class in one package. 
Second,  Using the existing packaging 
Machine Features Intel®Core™i3-530 Processor,2.93 GHz, 4.00 GB 
RAM (3.43 usable).Windows 7 Enterprise 
 
According to the ‘Initial Population’ parameter at Table  6-9, a good starting population in 
packaging the system, the strategy for finding highly fit individuals may vary depending 
on the availability of existing packaging:  If a suitable packaging is given (e.g. by the 
package structure of a Java system as in jHotDraw case), we use it as the highly fit initial 
population. Figure 6-12 describes the initial population in this experiment with the three 
releases. 
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Figure  6-12: Initial Packaging used with some experiment of GGA-Evolver 
 
Selection of weights in our fitness function (OverallPackaging) affects the final result; 
thus we categorized the weights into three types: 
- UC Coverage is 0.5 and Class Relatedness is 0.5, to reflect the fairness among the 
fitness aspects. 
- UC Coverage is 0.35 and Class Relatedness is 0.65, to reflect the balance in packaging 
between putting all classes in one package and putting one class in one package. This 
balance is inspired from brute force results in particular Figure 6-2. 
- UC Coverage is 0.55 and Class Relatedness is 0.45, to reflect the jHotDraw packaging 
that focuses on clustering the classes in limited number of packages so that the 
importance is given to UC Coverage aspect. 
We conducted the GGA experiment using Evolver five runs for each above category (i.e., 
total is 15 runs where each run took more than 20 hours). Figure 6-13 compares our best 
fitness with different weights with the original fitness of the jHotDarw 5.1. 
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Figure  6-13: OverallPackaging metric vs. differentUC coverage weight 
 
With different weights, it is clear that our packaging outperforms theirs in terms of 
OverallPackaging fitness function. Because the correlation between packaging process 
with architectural stability in terms of IPCs as we explained in Chapter 5, we directed to 
find the architectural stability among the three jHotDraw releases:  5.1, 5.2, and 5.3. Such 
stability would give us an indicator to our packaging compared to theirs. Based on our 
process illustrated in Figure 6-11, Table  6-10 below shows some raw data in each of 
jHotDraw release 5.1 through release 5.3 and the comparison of these releases in terms of 
metrics OverallPackaging and ASM. 
Table  6-10: Raw data of jHotDraw releases 
 r 5.1 r 5.2 r5.3 
#packages 4 4 4 
# classes after filtering process 62 68 82 
# UCs generated by XMI2UC tool 130 (found in Appendix II) 131 165 
OverallPackaging fitness 0.25 0.27 0.34 
Stability N/A 0.775* 0.558 † 
 
                                               
* Because |O|=293, |D|=45, and |A|=27, then ASM = 248/320 = 0.775 
† Because |O|=268, |D|=80, and |A|=69, then ASM = 188/337 = 0.558 
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Using the initial packaging from scratch i.e., each class is put in one package; we 
conducted an experiment for the three releases. Figure 6-14 shows the results that 
compare between the original values of both OverallPackaging metric 
 
 
Figure  6-14: GGA-Evolver OverallPackaging vs. Original OverallPackaging on the 
three releases 
 
Figure 6-15 compares the jHotdarw releases in terms of OverallPackaging and ASM 
values where the initial is ‘from scratch’ packaging. 
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Figure  6-15: OverallPackging and ASM values for release 5.2 & 5.3 where the initial 
population is the ‘from scratch’ packaging 
 
The GGA-Evolver achieved a good result especially in terms of OverallPackaging metric. 
The ASM values based on the suggested packaging by GGA-Evolver is slightly less than 
that in the original. This stability observation is expected since the GAA-Evolver 
packaging in the release 5.3, compared to the original packaging, may do a lot of shuffling 
on the system classes i.e., changing the original packaging structure. This implies to 
changing the jHotDraw architecture which in turn lowering the stability. 
To make sure about our observation on stability, we repeated the same experiment with a 
different initial population i.e., using the existing packaging of jHotDraw system 
described in Figure 6-12. The result is similar to what we expected in particular the GGA-
Evolver OverallPackaging is better than the original one while and the stability is still 
lower than the original one in release 5.3 and the same (0.775) in release 5.2. This result 
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shown in Figure 6-16 is compatible with the result of the previous experiment where the 
initial population is the ‘from scratch’ packaging. 
 
Figure  6-16: OverallPackging and ASM values for release 5.2 & 5.3 where the initial 
population is the existing packaging 
It is clear that the jHotDraw packaging in the three releases is putting most classes that 
make the system core in our packages only. From OverallPackaging point of view, the 
clustering of most classes inside a small number of packages leads to give the UC 
Coverage aspect more contribution via increase its weight. Therefore, we ran the 
experiment on the same release 5.2 with weight 0.55 for UC Coverage and weight 0.45 
for Class Relatedness and with initial population of existing jHotDraw packaging. In this 
experiment, the GGA-Evolver achieved a good result not only in terms of 
OverallPackaging metric as in the previous experiment but also in terms of the ASM 
value (i.e., architectural stability). This result was done with giving the GGA-Evolver 
more run time via increase the number of trails to 2000 without stopping. Table  6-11 
shows the results of five different runs with these settings as long as trials’ course during 
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the experiment execution. In case of release 5.3, the initial packaging used is the best one 
within the last experiment i.e., the best packaging of release 5.2 which is Run 3 that 
achieved a good result in terms of both OverallPackaging metric (0.56) and architectural 
stability ASM (0.808). This run repeated three times with no improvement on the 
OevrallPackaging metric. This observation makes us to work on release 5.3 based on this 
packaging. 
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Table  6-11: GGA-Evolver Results for the three jHotDraw releases 
Run OverallPackaging metric  r 5.1 OverallPackaging metric  r 5.2 ASM 
(r5.1,r5.2) 
R1 
 
0.539 
 
0.546 
0.785 
R 2 
 
0.546 
 
0.557 
0.779 
R 3 
 
0.552 
 
0.56 
0.808� 
 
 
 
                                               
* Because |O|= 375, |D|= 47, and |A|= 31, then ASM = 328/406= 0.808 
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Table  6-12 Continue to Table 6-11 
Run OverallPackaging metric  r 5.1 OverallPackaging metric  r 5.2 ASM 
(r5.1,r5.2) 
R 4 
 
0.545 0.559 
0.776 
R 5 
 
0.532 
 
0.559 
0.74 
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Table  6-13 Continue to Table 6-11 
Run OverallPackaging metric  r 5.3 ASM(r5.2,
r5.3) 
R1 
 
0.541 
0.491 
R 2 0.541, As the above plot 0.506 
R 3 0.541, As the above plot 0.516 
R 4 0.541, As the above plot 0.502 
R 5 0.541, As the above plot 0.513 
 
Figure 6-17 shows the best result of GGA-Evolver where the OverallPackaging metric is 
0.56 and 0.54 for release 5.2 and release 5.3 respectively compared to the original ones 
0.26 and 0.27 respectively. The stability is also better where packaging using GGA-
Evolver achieved 0.81 and 0.52 for release 5.2 and release 5.3 respectively. 
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Figure  6-17: The GGA-Evolver best result in terms of OevrallPackaging metric and 
ASM values 
6.2.2.2 SA Packaging 
In this section we show the experimental results using Simulated Annealing for packaging 
the jHotDraw releases. We conducted the experiment using the raw jHotDraw data 
described in Table  6-10 and the same machine feature mentioned in Section 6.2.1. 
6.2.2.2.1 SA Experiment Settings 
Table  6-14 summarizes the settings of SA experiment. In addition, to be fair with the 
weights of the different aspects of OverallPackaging metric, we chose 0.5 for all weights 
(i.e., UC coverage, Interaction Amount, Method Amount, Class Relatedness, Class 
Functionality, and Class Utilization). 
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Table  6-14: SA parameters setting for jHotDraw 
Parameter Setting 
Initial Temperature 1000 
Local Iteration  10-15 
Cooling Scheduling 0.95 × Temperature 
Stopping Temperature 100 
Initial Population Using the ‘from scratch’ packaging for release 5.1 and then using the 
proposed packaging for release 5.1 is used as initial packaging to the other  
releases as in Figure 6-18. 
Machine Features As in GGA-Evolver experiment (see Table  6-9) 
 
For initial population, we used the ‘from scratch’ packaging in release 5.1, and then we 
used the proposed SA packaging for release 5.1 as an initial packaging for the SA 
packaging and so forth. Figure 6-18 describes the initial population used in SA 
experiment. 
 
Figure  6-18: Initial Packaging used with the SA experiment 
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6.2.2.2.2 SA Results 
The SA technique achieved a good result in terms of both OverllaPackaging metric and 
ASM value (i.e., architectural stability). Figure 6-19 shows the SA result that compares 
the SA OverallPackaging metric and ASM value with the original ones. 
 
Figure  6-19: The SA result: OverallPackaging metric and ASM value with the 
jHotDraw releases 
6.2.3 Second Case Study: AWT Library 
The Java AWT Library is a collection of classes for creating lightweight user interfaces 
and for painting graphics and images. It is part of the standard Java platform. Because 
AWT library is structured into relatively large packages, we concentrated on the main 
packages that make up the library’s core. Table  6-15 shows the raw data of AWT library 
of JDK 1.4 and 1.5 that would be required to conduct the experiment. 
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Table  6-15: Raw data of AWT Library 
 r 1.4 r 1.5 
#packages 9 packages: color, datatransfer, event, font, geom., 
im, image, image.renderable, and print 
# classes after filtering process 81 82 
# methods in the considered classes 1479 1347 
# UCs generated by XMI2UC tool 196 271 
OverallPackaging fitness 0.44 0.47 
ASM N/A 0.31* 
 
6.2.3.1 Parameter Settings 
Table  6-16 summarizes the settings of GGA-Evolver experiment. Compared to jHotDraw 
case study, AWT library is a bigger in its size. The size is not only depends on the number 
of classes but also on the number of UCs generated by XMI2UC tool which in turn 
depends on the number of methods in the whole system. For instance, some classes in 
AWT have tens of methods e.g., BufferedImage and ColorModel; such cases would 
generate tens of UCs/SDs by Altova which are filtered by XMI2UC tool to avoid any 
overlapping or duplication. Raw data of AWT described in T shows that the number of 
UCs and methods in AWT is much higher than that in jHotDraw. This fact affects the 
experiment run time so that the number of trials would be 300 trials (100 hours!) 
compared to 1000 trials in jHotDraw (30 hours). 
 
 
 
 
                                               
* Because |O| = 287, |D| = 120, and |A| = 246, then ASM = 167/533 = 0.31. 
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Table  6-16: GGA-Evolver parameter settings for AWT 
Parameter Setting 
Crossover 0.5 
Mutation 0.06 
Population Size 100 
Running time 100 hours (~ 300 trials) 
A trial in Evolver equals a single call to the function  evaluator i.e., 
OverallPackaging metric 
Initial Population Using the existing packaging 
Constraint Maximum number of generated packages is 20 
Weights UC coverage = 0.55, CR = 0.45, and the rest is 0.5 
Machine Features Intel®Core™i3-530 Processor,2.93 GHz, 4.00 GB RAM (3.43 usable).Windows 
7 Enterprise 
 
In addition, adding a constraint to the optimization model is another issue for AWT. 
Restriction the maximum number of packages to 20 makes the package size of the 
suggested packages is accepted theoretically. In other words, the packages size of AWT 
would not be less than four classes for each package. The other parameters that include: 
crossover, mutation, population size, weights, initial population (the existing packaging), 
and machine features are to be unified with the jHotDraw experiments so that they are not 
changed. Figure 6-20 shows the initial population used in the GGA-Evolver experiment 
for packaging AWT Library. 
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Figure  6-20: Initial packaging used in AWT packaging 
 
6.2.3.2 GGA-Evolver Results 
GGA-Evolver packaging achieved a good result in terms of OverallPackaging metric. The 
original AWT packaging has 0.44 and 0.47 OverallPackaging values in release 1.4 and 
1.5 respectively. In contrast, the suggested packaging generated by GGA-Evolver has 
0.52 and 0.50 values for both releases. This result is shown in Figure 6-21. 
 
Figure  6-21: OverallPackaging metric for AWT releases 
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Figure 6-22 illustrates the trials’ course during the GGA-Evolver execution for packaging 
AWT 1.4 and 1.5. 
 
 
AWT 1.4 
 
AWT 1.5 
Figure  6-22: Trials course in AWT packaging 
 
In terms of stability, the result of AWT case study is similar to that of jHotDraw in which 
the stability degree of the GGA-Evolver packaging is not better than that of the original 
AWT packaging but it is close to it. In particular, stability of the original packaging is 
0.31 while that of GGA-Evolver is 0.27. Figure 6-23 describes this result. 
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Figure  6-23: ASM value of the original and GGA-Evolver packaging for AWT 
 
Back to the constraint added to the optimization model, the number of packages generated 
by GGA-Evolver is 18 and 17 for AWT 1.4 and 1.5 respectively. Theoretically, the 
package size in the generated packaging is 4.5 and 5 classes for both releases respectively. 
6.2.4 Third Case Study: Trama 
We faced a data scarcity problem in trying to compare our work to others.  To the best of 
our knowledge, there is no similar work that we can compare to.  However, for the sake of 
comparing to other packaging approaches; even approaches of other objectives, we 
compared our work to the work of Alkhalid et al  [7]. They used Trama as their case study. 
Trama*
 [7]
 is a tool that provides different graphical user interface to work graphically with 
matrices. Trama consists of 15 classes distributed among six packages. Trama contains 
200 methods and around 6000 lines of code . Table  6-17shows the packages and the 
classes inside each package. Each class was given a unique identity to be used in the 
clustering technique. Table  6-17 also shows the number of connections between the 
                                               
*http://sourceforge.net/projects/trama/ 
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classes inside each package and the number of connections to other packages. The details 
of such values are available in Alkalid  [7]. 
Table  6-17: Trama packages and classes in each package 
Package# Package  Class# Class  Connections in 
the package 
Connections 
out the 
package 
1 Negocio 1 ControleProjeto 4 7 
2 ControleTela 
3 Main 
4 Matriz 
2 negocio.leitor 5 LeitorDeModelo 0 0 
3 negocio.leitor.Interface 6 PluginInterface 0 0 
4 Persistencia 7 DadosMatriz 0 0 
8 PersistenciaProjeto 
9 Projeto 
5 Visao 10 JTableCustomizado 9 4 
11 ModeloTabela 
12 Tela 
6 visao.renderizador 13 RenderizadorCelula 0 0 
14 RenderizadorTituloColuna 
15 RenderizadorTituloLinha 
Total 13 11 
 
6.2.4.1 GGA-Evolver Results and Analysis 
After we extract the UCs from Trama source code using XMI2UC tool (26 UCs),we 
applied OverallPackaging metric on the exiting Trama packaging. The result shows that 
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the OverallPackaging value is 0.42. Alkhalid et al.  [7]re-packaged this system according 
to the similarity metric proposed by Lung  [40]. This metric is defined in terms of number 
of connections inside and outside the package. This connection is calculated based on the 
number of the instances of the class used as a class attribute inside the package. In 
addition, they used an adaptive k-nearest neighbor (A-KNN) clustering technique with the 
same number of packages. The resultant packaging achieved good results in terms of 
connections inside and outside the packages. In particular, the total number of connections 
inside the packages is increased by three and that outside the packages is decreased by 
three too. This improvement is sharply reflected with our OevrallPackaging metric where 
the OverallPackaging value for this packaged system became 0.49.  
We used the GGA-Evolver tool to package the Trama classes since this technique 
achieved a good result with the small-size hypothetical system. Therefore, we ran the 
experiment four times as in Table  6-18. This table shows different packaging: the original, 
Alkhalid et al.  [7] using A-KNN, and four runs using GGA-Evolver along with the 
OverallPackaging metric. 
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Table  6-18: Comparison between Alkhalid et al  [7] packaging and GGA-Evolver 
packaging 
Class Original 
packaging 
 
Alkhalid et 
al [7] re-
packaging 
GGA-Evolver : Population size = 
30, crossover = 0.5, mutation = 0.06, 
number of trials =50 
Run1 Run2 Run3 Run4 
Package # 
ControleProjeto 1 1 1 1 1 1 
ControleTela 1 1 5 1 1 1 
Main 1 1 1 1 1 1 
Matriz 1 4 1 1 1 1 
LeitorDeModelo 2 2 2 5 2 2 
PluginInterface 3 3 3 3 3 3 
DadosMatriz 4 4 5 2 1 5 
PersistenciaProjeto 4 4 4 4 4 1 
Projeto 4 4 4 5 4 4 
JTableCustomizado 5 5 5 5 5 5 
ModeloTabela 5 1 5 5 5 5 
Tela 5 1 5 5 5 5 
RenderizadorCelula 6 6 6 6 6 6 
RenderizadorTituloColuna 6 6 6 6 6 6 
RenderizadorTituloLinha 6 6 6 6 6 6 
Overallpackaging metric 0.42 0.48 0.52 0.49 0.51 0.52 
 
Clearly, the best packaging is found at run 1 where the OevrallPackaging metric is 0.52. 
In this packaging, the result suggests making two changes, first: moving the class 
ControleTela from the package Negocio (package #1) to package Viesa (package 5) 
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because the number of instances of the class ControleTela inside the Viesa is 1, while it is 
0in the Negocio which means number of connections out of Viesa isreduced by one. The 
second change is moving the class DadosMatriz from package Persistance (package 4) to 
Viesa (package 5). Even though this moving does not have a real improvement, it does 
not also have any negative effect since the number of instances of the class DadosMatriz 
inside the old and new packages is zero. 
Table  6-19 compares among the three different packaging: the original, Alkhalid et al. [7] 
using A-KNN , and the best packaging suggested by GGA-Evolver in terms of 
OverallPacking. The comparison is made based on the number of connections among the 
classes inside each package and the number of connections to the other packages for 
Trama. Such numbers are available in detail in three tables in Alkhalid et al. [7], Table 2, 
Table 3, and Table 4. 
Table  6-19: Connections in Trama after different packaging 
Connections Original Packaging Alkhalid et al [7] re-
packaging 
Best solution by 
GGA-Evolver 
Total connections inside the 
packages 
13 16 14 
Total connections inside the 
packages 
11 8 10 
 
We notice from Table  6-19 that the number of connections inside the packages is 
increased by one. This means that the package cohesion in terms of number of instances 
has been improved compared to the original packaging. The original one has 13 
connections while GGA-Evolver packaging has14 connections. We also notice that the 
number of connections to other packages is decreased by one. This means that the 
package coupling in terms of number of instances has been improved compared to the 
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original packaging. The original packaging has 11 connections while GGA-Evolver 
packaging has13 connections. 
6.2.5 Multi-level Packaging 
Recall that the packaging process may continue recursively.  A designer may decide to 
package packages of classes into higher-level packages of packages.  Back to the first 
case study, jHotDraw, where the best packaging setup has a considerable high number of 
packages; 54 packages for the first release where the total number of classes was 62, 60 
packages for the second release where the number of classes was 68, and 47 packages for 
the third release where the number of classes was 82. Such observation motivated us to 
run an experiment for a second-level packaging; packaging the resultant packages into 
higher level packages.  In doing so, we consider a package as a big logical class where the 
methods on that class are the methods of its classes that are involved in SDs as 
callers/callees to/from outside the package. Accordingly, all packages are treated as 
classes.  SDs are revisited where all intra-package calls are removed and only inter-
package calls are left.  Therefore, the problem turns to be a packaging problem as the ones 
we worked with before. 
We conducted this second-level packaging experiments on the three jHotDraw releases. 
Table  6-20 shows a comparison between the results of the first-level packaging and the 
second-level packaging in terms of: 
- the fitness function (OverallPackaging metric) 
- the number of Inter-Package Connections (IPCs) 
- the number of generated packages 
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Table  6-20: A comparison between first level and second level packaging 
Release First Level Packaging Second Level Packaging 
OverallPackaging IPCs # Packages OverallPackaging IPCs # Packages 
5.1 0.552 375 54 0.567 354 53 
5.2 0.56 354 60 0.567 285 47 
5.3 0.541 375 47 0.57 305 40 
 
The second-level packaging has reduced the IPCs with 6%, 20%, and 19% for the three 
releases respectively. As for the number of packages, they are also reduced with 2%, 22%, 
and 15% for the three releases respectively. 
 
6.3 General Comments 
 Table  6-21 presents observation on the use of the combinatorial algorithms and tools 
utilized in this research. The goal of this table is not to characterize such algorithms or to 
compare them but to aid the practitioners in selecting an appropriate algorithm suitable for 
his packaging problem. 
 
 
 
 
 
 
 
134 
 
Table  6-21: Advantages & disadvantgaes of the algorithms used in this research 
Algorithm Comments 
Brute 
Force 
It is suitable in one case: small-size systems (e.g., less than 10 classes). With our 
hypothetical system (7 classes), it took ~15 minutes on the machine featured in Table 
 6-16 Otherwise, it is not suitable because of its exponential execution time. 
Hill 
Climbing 
With several runs, it could generate a good packaging for a system regardless its size; it 
all depends on the initial guess. 
GGA-
Evolver 
it is suitable for un-experienced programmers since no need to write a code except that 
of fitness function 
It is suitable for small/medium-size systems. 
With large-size systems, it takes longtime; e.g., in case of jHotDraw,execution time 
ranged from 18 hoursto40 hours.  
It is a commercial product 
Simulated 
Annealing 
It is good with small/medium-size systems 
The same limitation of run time is found with the large-size systems but still SA is better 
than GGA-Evolver where run time was in the range of 10 hours. 
 
 
According to Table 6-21, some factors could affect the algorithm selection. These factors 
include: 
- The size of considered software system: small (less than 15 classes) or large (greater 
than or equal 15 classes) 
- Runtime: some algorithms could find a packaging solution within minutes while 
others need hours for example GGA-Evolver. 
- The parameters’ selection play an important role in finding the best packaging within 
a reasonable run time 
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- The theoretical package size in a resulting packaging equals to the ratio that could be 
calculated as a ratio of number of packages to the total number of classes in the entire 
system. In jHotDraw case study, for instance, the minimum number of packages 
generated by GGA-Evolver in release 5.2 is 52 packages with run R1 shown in Table 
6-10 i.e., the average package size then is about 1.5 classes. This number of packages 
is reduced with the next release (release 5.3) to 47 packages where the initial 
packaging is the best one in the previous experiment with release 5.2. Therefore, the 
average package size is 2 classes. 
- However, the SA experiment results in 33 packages for release 5.3 i.e., the average of 
package size is 2.5 classes; this result is the same as that of original Trama packaging 
where the total number of classes is 15 and the number of packages is six. Back to the 
original jHotDraw packaging, the number of packages that make the system core is 
four packages within the three subsequent releases even though the three releases 
largely differ in number of classes. In other words, the number of packages is 
unchanged while the number of classes changed sharply. This observation gives us an 
indication about the bias issue in packaging the classes in the three releases. In this 
research, number of generated packages is not considered since it does not play an 
important role in assessing the OverallaPackaging metric or predicting the 
architectural stability. 
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CHAPTER 7.  CONCLUSION AND 
FUTURE WORK 
In this chapter, we first summarize the contributions of this dissertation. Then, we present 
some possible ways to further improve the state of the art in OO software packaging. 
7.1 Summary 
In this research, we developed a package level metric to be used as a fitness function for 
packaging the classes of conceptual class diagrams into packages during the software 
architecture design phase. This metric, OverallPackaging, is validated against popular 
theoretical properties. Unlike existing metrics which the source code as input, 
OverallPackaging considers the UML sequence diagrams of a system as the input. The 
quality of OverallPackaging metric is judged according to its ability of grouping classes 
into packages that results in higher maintainability. Maintainability is mainly achieved by 
localizing changes which would reduce the required maintenance effort.  Localization of 
change at the system level is manifested in what is referred to as architecture stability. To 
this end and using retrospective approach, we developed a metric to measure the 
architectural stability in terms of inter-package connections (IPCs) called ASM 
(Architectural Stability Metric). We applied the OverallPackaging metric to some case 
studies using different combinatorial algorithms: brute force, hill climbing, grouping 
genetic algorithm using Evolver tool, and simulated annealing. 
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A number of contributions to the field are described in this thesis. First of all, we 
have provided an evaluation framework to assess the existing packaging approaches along 
with a critical survey of such approaches (Chapter 3). Second, we have provided an 
evaluation framework for assessing the existing cohesion and coupling metrics at package 
and subsystem level along with a comprehensive survey of such metrics. Both 
frameworks are attribute-based (Chapter 3). Third, we have developed a new 
functionality-based software packaging metric OverallPackaging (Chapter 4). Fourth, we 
have developed a new automatic tool to extract use cases from OO source code (Chapter 
6). Fifth, we have presented a comprehensive survey of architecture stability metrics 
(Chapter 5). Sixth, we have developed a new architectural stability metric (Chapter 5). 
Finally, different heuristic search algorithms are applied to the packaging problem on 
several case studies (Chapter 6). 
7.2 Direction of Future Research 
In this section, we provide some directions of future research in packaging process: 
 
- Developing a scaling scheme for different weights in OverallPackaging metric. In this 
context, one must investigate how important a particular aspect is or to what extent a 
particular aspect contributes to the packaging. The main OverallPackaging aspects 
include the use case coverage and class relatedness. 
- So far, our case studies applied with our XMI2UC tool have involved Java programs. 
It is recommended to study other OO programs such as C++ programs. 
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- In addition to the combinatorial algorithms used in this research, we plan to apply 
newer heuristic techniques(e.g., Particle Swarm Optimization and Artificial Bee 
Colony) to compare their results with that of GGA-Evolver and SA in this work. 
 
With this discussion, we conclude this dissertation. All praises due to Allah who has 
permitted us and given us ability to complete this thesis. 
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APPENDIX I: RESULT OF BRUTE FORCE ALGORITHM 
TO PACKAGING A HYPOTHETICAL SYSTEM 
P1 Pkgg 
Qlty 
P2 Pkgg 
Qlty 
P3 Pkgg 
Qlty 
P4 Pkgg 
Qlty 
P5 Pkgg 
Qlty 
P6 Pkgg 
Qlty 
P7 Pkgg 
Qlty 
Ov 
Pkgg 
A B 
C D 
E F 
G  
0.83                         0.83 
A B 
D E  
0.76 C F 
G  
0.67                     0.717 
A B 
C D 
E  
0.7 F G  0.7                     0.700 
D E  0.65 A B 
C F 
G  
0.74                     0.694 
C  0.59 A B 
D E  
0.76 F G  0.7                 0.683 
F  0.63 A B 
C D 
E G  
0.72                     0.674 
A B 
C D 
E F  
0.78 G  0.56                     0.672 
A B  0.68 D E  0.65 C F 
G  
0.7                 0.670 
D  0.56 A B 
C E F 
G  
0.77                     0.667 
E  0.56 A B 
C D 
F G  
0.77                     0.667 
A B  0.68 C  0.59 D E  0.7 F G  0.7             0.657 
A B 
C  
0.61 D E  0.65 F G  0.7                 0.653 
D  0.56 A B 
E  
0.67 C F 
G  
0.7                 0.637 
A B 
D  
0.67 E  0.56 C F 
G  
0.7                 0.637 
C  0.59 A B 
D E  
0.76 F  0.6 G  0.56             0.636 
D E  0.65 F  0.63 A B 
C G  
0.6                 0.633 
D  0.56 A B 
C E  
0.64 F G  0.7                 0.632 
A B 
C D  
0.64 E  0.56 F G  0.7                 0.632 
C  0.59 D  0.56 A B 
E  
0.7 F G  0.7             0.632 
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C  0.59 A B 
D  
0.67 E  0.6 F G  0.7             0.632 
D E  0.65 A B 
C F  
0.68 G  0.6                 0.631 
A B 
C D 
E  
0.7 F  0.63 G  0.6                 0.631 
A  0.56 B C 
D E 
F G  
0.69                     0.628 
A B  0.68 C  0.59 D E  0.7 F  0.63 G  0.6         0.624 
A B  0.68 D  0.56 E  0.6 C F 
G  
0.67             0.621 
D  0.56 E  0.56 A B 
C F 
G  
0.7                 0.620 
A B  0.68 C  0.59 D  0.6 E  0.56 F G  0.7         0.620 
A B  0.68 C D 
E F 
G  
0.55                     0.618 
B  0.56 A C 
D E 
F G  
0.67                     0.618 
D  0.56 F  0.63 A B 
C E 
G  
0.7                 0.615 
E  0.56 F  0.63 A B 
C D 
G  
0.7                 0.615 
A B 
D E  
0.76 C F  0.52 G  0.6                 0.614 
A  0.56 B  0.56 C  0.6 D E  0.65 F G  0.7         0.614 
D  0.56 A B 
C E F  
0.72 G  0.6                 0.614 
E  0.56 A B 
C D 
F  
0.72 G  0.6                 0.614 
A  0.56 B  0.56 D E  0.7 C F 
G  
0.67             0.613 
A B 
C  
0.61 D E  0.65 F  0.6 G  0.56             0.613 
C  0.59 A B 
D E 
F G  
0.63                     0.611 
A  0.56 D E  0.65 B C 
F G  
0.6                 0.608 
A B 
C  
0.61 D  0.56 E  0.6 F G  0.7             0.608 
A B 
D E  
0.76 F  0.63 C G  0.4                 0.607 
A B  0.68 D E  0.65 C F  0.5 G  0.56             0.605 
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C  0.59 D  0.56 A B 
E  
0.7 F  0.63 G  0.6         0.604 
C  0.59 A B 
D  
0.67 E  0.6 F  0.63 G  0.6         0.604 
A  0.56 B C 
D E  
0.55 F G  0.7                 0.603 
A  0.56 C  0.59 B D 
E  
0.6 F G  0.7             0.602 
B  0.56 C  0.59 A D 
E  
0.6 F G  0.7             0.602 
B  0.56 D E  0.65 A C 
F G  
0.6                 0.601 
A B  0.68 D E  0.65 F  0.6 C G  0.44             0.599 
A B  0.68 C  0.59 D  0.6 E  0.56 F  0.6 G  0.56     0.599 
A  0.56 B D 
E  
0.56 C F 
G  
0.7                 0.598 
B  0.56 A D 
E  
0.56 C F 
G  
0.7                 0.598 
D  0.56 A B 
C E  
0.64 F  0.6 G  0.56             0.597 
A B 
C D  
0.64 E  0.56 F  0.6 G  0.56             0.597 
B  0.56 A C 
D E  
0.53 F G  0.7                 0.596 
A B  0.68 C  0.59 D E 
F G  
0.5                 0.595 
A  0.56 B  0.56 C  0.6 D E  0.65 F  0.6 G  0.56     0.594 
D  0.56 E  0.56 F  0.6 A B 
C G  
0.62             0.593 
A  0.56 E  0.56 B C 
D F 
G  
0.7                 0.593 
D  0.56 E  0.56 A B 
C F  
0.7 G  0.56             0.592 
A  0.56 B  0.56 C  0.6 D  0.56 E  0.6 F G  0.7     0.590 
A  0.56 D  0.56 B C 
E F 
G  
0.6                 0.590 
C  0.59 F  0.63 A B 
D E 
G  
0.6                 0.590 
A  0.56 F  0.63 B C 
D E 
G  
0.6                 0.589 
A  0.56 B C 
D E 
F  
0.64 G  0.6                 0.587 
C  0.59 D E  0.65 A B 
F G  
0.5                 0.586 
B  0.56 D  0.56 A C 
E F 
0.6                 0.586 
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G  
A  0.56 B  0.56 D  0.6 E  0.56 C F 
G  
0.7         0.585 
A B 
C  
0.61 D  0.56 E  0.6 F  0.63 G  0.6         0.585 
B  0.56 E  0.56 A C 
D F 
G  
0.6                 0.583 
A D 
E  
0.56 B C 
F G  
0.61                     0.582 
B  0.56 F  0.63 A C 
D E 
G  
0.6                 0.582 
A B  0.68 C D 
E  
0.36 F G  0.7                 0.581 
A  0.56 C  0.59 B D 
E  
0.6 F  0.63 G  0.6         0.580 
B  0.56 C  0.59 A D 
E  
0.6 F  0.63 G  0.6         0.580 
B  0.56 A C 
D E 
F  
0.61 G  0.6                 0.580 
D  0.56 A B 
E  
0.67 C F  0.5 G  0.56             0.580 
A B 
D  
0.67 E  0.56 C F  0.5 G  0.56             0.580 
A B  0.68 D  0.56 E  0.6 C F  0.52 G  0.6         0.578 
A  0.56 B  0.56 C  0.6 D  0.56 E  0.6 F  0.63 G  0.6 0.576 
C  0.59 A B 
D E 
F  
0.57 G  0.6                 0.576 
A  0.56 B C 
D E  
0.55 F  0.6 G  0.56             0.576 
A B  0.68 F  0.63 C D 
E G  
0.4                 0.575 
A  0.56 B C 
D  
0.48 E  0.6 F G  0.7             0.575 
A  0.56 D E  0.65 F  0.6 B C 
G  
0.46             0.574 
D  0.56 A B 
E  
0.67 F  0.6 C G  0.44             0.574 
A B 
D  
0.67 E  0.56 F  0.6 C G  0.44             0.574 
A  0.56 D  0.56 E  0.6 B C 
F G  
0.61             0.574 
A B  0.68 D  0.56 E  0.6 F  0.63 C G  0.4         0.574 
A B  0.68 C D 
E F  
0.47 G  0.6                 0.574 
A  0.56 D E  0.65 B C 
F  
0.5 G  0.56             0.573 
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A  0.56 D  0.56 B C 
E  
0.5 F G  0.7             0.573 
A  0.56 B  0.56 D E  0.7 C F  0.52 G  0.6         0.572 
A  0.56 B C  0.38 D E  0.7 F G  0.7             0.572 
C  0.59 D  0.56 A B 
E F 
G  
0.6                 0.572 
C  0.59 E  0.56 A B 
D F 
G  
0.6                 0.572 
B D 
E  
0.56 A C 
F G  
0.59                     0.572 
B  0.56 A C 
D E  
0.53 F  0.6 G  0.56             0.570 
A  0.56 C  0.59 B D  0.4 E  0.56 F G  0.7         0.570 
B  0.56 C  0.59 D  0.6 A E  0.43 F G  0.7         0.570 
B  0.56 D  0.56 A C 
E  
0.5 F G  0.7             0.570 
B  0.56 D E  0.65 F  0.6 A C 
G  
0.44             0.569 
B  0.56 D  0.56 E  0.6 A C 
F G  
0.59             0.569 
A  0.56 E  0.56 F  0.6 B C 
D G  
0.52             0.569 
A B  0.68 D  0.56 C E F 
G  
0.5                 0.568 
A B  0.68 E  0.56 C D 
F G  
0.5                 0.568 
A  0.56 B  0.56 D E  0.7 F  0.63 C G  0.4         0.568 
B  0.56 D E  0.65 A C 
F  
0.5 G  0.56             0.568 
B  0.56 A C 
D  
0.45 E  0.6 F G  0.7             0.567 
A  0.56 E  0.56 B C 
D F  
0.6 G  0.56             0.567 
A  0.56 C  0.59 D  0.6 B E  0.42 F G  0.7         0.567 
B  0.56 C  0.59 A D  0.4 E  0.56 F G  0.7         0.567 
B  0.56 A C  0.35 D E  0.7 F G  0.7             0.567 
C  0.59 D E  0.65 F  0.6 A B 
G  
0.39             0.567 
A  0.56 D  0.56 F  0.6 B C 
E G  
0.51             0.566 
A B 
D  
0.67 C E F 
G  
0.46                     0.566 
A B 
E  
0.67 C D 
F G  
0.46                     0.566 
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A B  0.68 C  0.59 F  0.6 D E 
G  
0.36             0.565 
A  0.56 D  0.56 B C 
E F  
0.6 G  0.56             0.565 
B  0.56 D  0.56 F  0.6 A C 
E G  
0.5             0.564 
B  0.56 D  0.56 A C 
E F  
0.6 G  0.56             0.562 
C  0.59 D  0.56 F  0.6 A B 
E G  
0.46             0.561 
C  0.59 E  0.56 F  0.6 A B 
D G  
0.46             0.561 
B  0.56 E  0.56 F  0.6 A C 
D G  
0.49             0.561 
B  0.56 E  0.56 A C 
D F  
0.6 G  0.56             0.560 
A  0.56 B  0.56 C D 
E F 
G  
0.6                 0.559 
A B  0.68 C D 
E  
0.36 F  0.6 G  0.56             0.559 
A B 
C  
0.61 D E 
F G  
0.51                     0.559 
A  0.56 B D  0.43 E  0.6 C F 
G  
0.67             0.559 
B  0.56 D  0.56 A E  0.4 C F 
G  
0.67             0.559 
A  0.56 B C 
D  
0.48 E  0.6 F  0.63 G  0.6         0.558 
C  0.59 D  0.56 E  0.6 A B 
F G  
0.51             0.558 
A B  0.68 C  0.59 D E 
F  
0.4 G  0.56             0.558 
A  0.56 B  0.56 C  0.6 D E 
F G  
0.51             0.557 
A  0.56 C  0.59 B D  0.4 E  0.56 F  0.6 G  0.56     0.557 
B  0.56 C  0.59 D  0.6 A E  0.43 F  0.6 G  0.56     0.557 
A  0.56 D  0.56 B C 
E  
0.5 F  0.63 G  0.6         0.556 
C  0.59 D E  0.65 A B 
F  
0.4 G  0.56             0.556 
A  0.56 B C  0.38 D E  0.7 F  0.63 G  0.6         0.556 
A  0.56 B  0.56 D  0.6 E  0.56 C F  0.5 G  0.56     0.556 
A  0.56 D  0.56 B E  0.4 C F 
G  
0.67             0.555 
B  0.56 A D  0.42 E  0.6 C F 
G  
0.67             0.555 
A  0.56 C  0.59 D  0.6 B E  0.42 F  0.6 G  0.56     0.555 
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B  0.56 C  0.59 A D  0.4 E  0.56 F  0.6 G  0.56     0.555 
A  0.56 D  0.56 E  0.6 F  0.63 B C 
G  
0.5         0.554 
B  0.56 D  0.56 A C 
E  
0.5 F  0.63 G  0.6         0.554 
A  0.56 D  0.56 E  0.6 B C 
F  
0.51 G  0.6         0.553 
A B  0.68 C  0.59 D  0.6 E F 
G  
0.37             0.553 
A B  0.68 C  0.59 E  0.6 D F 
G  
0.37             0.553 
B  0.56 A C 
D  
0.45 E  0.6 F  0.63 G  0.6         0.552 
A  0.56 B C  0.38 D  0.6 E  0.56 F G  0.7         0.552 
A  0.56 B  0.56 D  0.6 E  0.56 F  0.6 C G  0.44     0.552 
B  0.56 A C  0.35 D E  0.7 F  0.63 G  0.6         0.552 
C  0.59 D  0.56 A B 
E F  
0.5 G  0.56             0.551 
C  0.59 E  0.56 A B 
D F  
0.5 G  0.56             0.551 
A  0.56 B D 
E  
0.56 C F  0.5 G  0.56             0.550 
B  0.56 A D 
E  
0.56 C F  0.5 G  0.56             0.550 
B  0.56 D  0.56 E  0.6 F  0.63 A C 
G  
0.4         0.550 
B  0.56 D  0.56 E  0.6 A C 
F  
0.49 G  0.6         0.549 
B  0.56 A C  0.35 D  0.6 E  0.56 F G  0.7         0.548 
C  0.59 D  0.56 E  0.6 F  0.63 A B 
G  
0.4         0.548 
A  0.56 C  0.59 B D 
E F 
G  
0.5                 0.546 
B  0.56 C  0.59 A D 
E F 
G  
0.5                 0.546 
A  0.56 B  0.56 C D 
E  
0.4 F G  0.7             0.546 
C  0.59 A B 
D  
0.67 E F 
G  
0.4                 0.546 
C  0.59 A B 
E  
0.67 D F 
G  
0.4                 0.546 
A D 
E  
0.56 F  0.63 B C 
G  
0.5                 0.546 
A  0.56 B D 
E  
0.56 F  0.6 C G  0.44             0.545 
B  0.56 A D 
E  
0.56 F  0.6 C G  0.44             0.545 
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A D 
E  
0.56 B C 
F  
0.51 G  0.6                 0.544 
A E  0.43 B C 
D F 
G  
0.65                     0.543 
B C  0.38 A D 
E  
0.56 F G  0.7                 0.542 
A  0.56 B  0.56 F  0.6 C D 
E G  
0.42             0.542 
A  0.56 B C  0.38 D  0.6 E  0.56 F  0.6 G  0.56     0.542 
A  0.56 C  0.59 F  0.6 B D 
E G  
0.38             0.541 
B  0.56 C  0.59 F  0.6 A D 
E G  
0.38             0.541 
A  0.56 B  0.56 C D 
E F  
0.5 G  0.56             0.541 
A  0.56 B  0.56 C  0.6 F  0.63 D E 
G  
0.4         0.541 
C  0.59 B D  0.43 A E  0.4 F G  0.7             0.540 
C  0.59 D  0.56 E  0.6 A B 
F  
0.41 G  0.6         0.539 
B D 
E  
0.56 F  0.63 A C 
G  
0.4                 0.539 
B  0.56 A C  0.35 D  0.6 E  0.56 F  0.6 G  0.56     0.539 
B D 
E  
0.56 A C 
F  
0.49 G  0.6                 0.537 
A  0.56 B  0.56 D  0.6 C E F 
G  
0.46             0.537 
A  0.56 B  0.56 E  0.6 C D 
F G  
0.46             0.537 
A  0.56 C  0.59 D E  0.7 B F 
G  
0.34             0.537 
B  0.56 C  0.59 D E  0.7 A F 
G  
0.34             0.537 
B C 
D  
0.48 A E  0.43 F G  0.7                 0.536 
A  0.56 B  0.56 C D 
E  
0.4 F  0.63 G  0.6         0.535 
A C  0.35 B D 
E  
0.56 F G  0.7                 0.535 
A B  0.68 D  0.56 F  0.6 C E 
G  
0.27             0.535 
A B  0.68 E  0.56 F  0.6 C D 
G  
0.27             0.535 
D  0.56 A E  0.43 B C 
F G  
0.6                 0.535 
C F  0.52 A B 
D E 
G  
0.55                     0.535 
A  0.56 B  0.56 C  0.6 D E 
F  
0.39 G  0.6         0.534 
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B  0.56 C  0.59 D  0.6 A E 
F G  
0.42             0.534 
A  0.56 C  0.59 E  0.6 B D 
F G  
0.42             0.534 
A B  0.68 D  0.56 C E F  0.3 G  0.56             0.534 
A B  0.68 E  0.56 C D 
F  
0.3 G  0.56             0.534 
B D  0.43 A C 
E F 
G  
0.63                     0.533 
C  0.59 A D  0.42 B E  0.4 F G  0.7             0.533 
A  0.56 C  0.59 D  0.6 B E F 
G  
0.41             0.532 
B  0.56 C  0.59 E  0.6 A D 
F G  
0.41             0.532 
A D  0.42 B C 
E F 
G  
0.64                     0.532 
A B 
C  
0.61 F  0.63 D E 
G  
0.4                 0.531 
A  0.56 C  0.59 B D 
E F  
0.4 G  0.56             0.531 
B  0.56 C  0.59 A D 
E F  
0.4 G  0.56             0.531 
A  0.56 B  0.56 C  0.6 D  0.56 E F 
G  
0.4         0.530 
A  0.56 B  0.56 C  0.6 E  0.56 D F 
G  
0.4         0.530 
A D  0.42 E  0.56 B C 
F G  
0.6                 0.530 
C  0.59 B D  0.43 A E  0.4 F  0.63 G  0.6         0.530 
B C  0.38 A D 
E  
0.56 F  0.6 G  0.56             0.530 
B D  0.43 A C 
E  
0.46 F G  0.7                 0.529 
A  0.56 B D  0.43 E  0.6 C F  0.52 G  0.6         0.528 
B  0.56 D  0.56 A E  0.4 C F  0.52 G  0.6         0.528 
A D  0.42 B C 
E  
0.47 F G  0.7                 0.528 
B D  0.43 E  0.56 A C 
F G  
0.6                 0.528 
A E  0.43 F  0.63 B C 
D G  
0.5                 0.527 
A E  0.43 B C 
D F  
0.58 G  0.6                 0.526 
A  0.56 D  0.56 B E  0.4 C F  0.52 G  0.6         0.526 
B  0.56 A D  0.42 E  0.6 C F  0.52 G  0.6         0.526 
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B C 
D  
0.48 A E  0.43 F  0.6 G  0.56             0.525 
A C  0.35 B D 
E  
0.56 F  0.6 G  0.56             0.525 
C  0.59 A D  0.42 B E  0.4 F  0.63 G  0.6         0.524 
A  0.56 B D  0.43 E  0.6 F  0.63 C G  0.4         0.524 
B  0.56 D  0.56 A E  0.4 F  0.63 C G  0.4         0.524 
A  0.56 C  0.59 D  0.6 E  0.56 B F 
G  
0.3         0.524 
B  0.56 C  0.59 D  0.6 E  0.56 A F 
G  
0.3         0.524 
D  0.56 B E  0.42 A C 
F G  
0.6                 0.523 
B  0.56 C  0.59 D  0.6 F  0.63 A E 
G  
0.3         0.523 
A  0.56 C  0.59 E  0.6 F  0.63 B D 
G  
0.3         0.523 
A B 
D  
0.67 F  0.63 C E 
G  
0.3                 0.523 
A B 
E  
0.67 F  0.63 C D 
G  
0.3                 0.523 
D E  0.65 C F  0.52 A B 
G  
0.4                 0.522 
A  0.56 D  0.56 B E  0.4 F  0.63 C G  0.4         0.521 
B  0.56 A D  0.42 E  0.6 F  0.63 C G  0.4         0.521 
B E  0.42 A C 
D F 
G  
0.62                     0.521 
A C 
D  
0.45 B E  0.42 F G  0.7                 0.521 
A  0.56 C  0.59 D  0.6 F  0.63 B E 
G  
0.3         0.521 
B  0.56 C  0.59 E  0.6 F  0.63 A D 
G  
0.3         0.521 
A B 
D  
0.67 C E F  0.33 G  0.6                 0.521 
A B 
E  
0.67 C D 
F  
0.33 G  0.6                 0.521 
B D  0.43 F  0.63 A C 
E G  
0.5                 0.521 
A B  0.68 C F  0.52 D E 
G  
0.4                 0.520 
A B 
C  
0.61 D E 
F  
0.39 G  0.6                 0.520 
A D  0.42 F  0.63 B C 
E G  
0.5                 0.520 
B D  0.43 A C 
E  
0.46 F  0.6 G  0.56             0.520 
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D  0.56 A E  0.43 F  0.6 B C 
G  
0.46             0.520 
A D  0.42 B C 
E  
0.47 F  0.6 G  0.56             0.519 
B D  0.43 A C 
E F  
0.56 G  0.6                 0.519 
D  0.56 A E  0.43 B C 
F  
0.5 G  0.56             0.518 
A D  0.42 B C 
E F  
0.57 G  0.6                 0.518 
A B 
C F  
0.68 D E 
G  
0.36                     0.518 
B C  0.38 D  0.56 A E  0.4 F G  0.7             0.517 
A  0.56 B  0.56 D  0.6 F  0.63 C E 
G  
0.3         0.517 
A  0.56 B  0.56 E  0.6 F  0.63 C D 
G  
0.3         0.517 
A D  0.42 E  0.56 F  0.6 B C 
G  
0.46             0.516 
A  0.56 B  0.56 D  0.6 C E F  0.33 G  0.6         0.515 
A  0.56 B  0.56 E  0.6 C D 
F  
0.33 G  0.6         0.515 
D  0.56 C F  0.52 A B 
E G  
0.5                 0.515 
E  0.56 C F  0.52 A B 
D G  
0.5                 0.515 
A D  0.42 E  0.56 B C 
F  
0.5 G  0.56             0.515 
B D  0.43 E  0.56 F  0.6 A C 
G  
0.44             0.515 
B  0.56 C  0.59 D  0.6 A E 
F  
0.29 G  0.6         0.514 
A  0.56 C  0.59 E  0.6 B D 
F  
0.29 G  0.6         0.514 
B D  0.43 A E  0.43 C F 
G  
0.7                 0.514 
A C 
D  
0.45 B E  0.42 F  0.6 G  0.56             0.514 
A B 
C  
0.61 D  0.56 E F 
G  
0.4                 0.514 
A B 
C  
0.61 E  0.56 D F 
G  
0.4                 0.514 
B C  0.38 A D  0.42 E  0.6 F G  0.7             0.514 
B D  0.43 E  0.56 A C 
F  
0.5 G  0.56             0.513 
B E  0.42 F  0.63 A C 
D G  
0.5                 0.513 
A  0.56 C  0.59 D  0.6 B E F  0.28 G  0.6         0.513 
B  0.56 C  0.59 E  0.6 A D 
F  
0.28 G  0.6         0.513 
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B C  0.38 D  0.56 A E  0.4 F  0.63 G  0.6         0.512 
A C  0.35 B D  0.43 E  0.6 F G  0.7             0.512 
B E  0.42 A C 
D F  
0.55 G  0.6                 0.511 
D  0.56 B E  0.42 F  0.6 A C 
G  
0.44             0.511 
D  0.56 E  0.56 C F  0.5 A B 
G  
0.39             0.510 
D  0.56 B E  0.42 A C 
F  
0.5 G  0.56             0.510 
B C  0.38 A D  0.42 E  0.6 F  0.63 G  0.6         0.509 
A C  0.35 D  0.56 B E  0.4 F G  0.7             0.508 
A C  0.35 B D  0.43 E  0.6 F  0.63 G  0.6         0.508 
A B  0.68 D  0.56 C E  0.1 F G  0.7             0.507 
A B  0.68 C D  0.08 E  0.6 F G  0.7             0.507 
A B  0.68 C  0.59 D  0.6 F  0.63 E G  0.1         0.506 
A B  0.68 C  0.59 E  0.6 F  0.63 D G  0.1         0.506 
D E 
F  
0.39 A B 
C G  
0.62                     0.505 
A C  0.35 D  0.56 B E  0.4 F  0.63 G  0.6         0.505 
A D  0.42 B E  0.42 C F 
G  
0.7                 0.505 
A B  0.68 D  0.56 C E  0.1 F  0.63 G  0.6         0.504 
A B  0.68 C D  0.08 E  0.6 F  0.63 G  0.6         0.504 
A B 
C D  
0.64 E F 
G  
0.37                     0.503 
A B 
C E  
0.64 D F 
G  
0.37                     0.503 
A B 
D E 
F  
0.57 C G  0.44                     0.503 
A B  0.68 D E 
F  
0.39 C G  0.4                 0.503 
A  0.56 B  0.56 C F  0.5 D E 
G  
0.36             0.501 
D E  0.65 A B 
F  
0.41 C G  0.4                 0.501 
A B  0.68 C  0.59 D  0.6 E F  0.09 G  0.6         0.500 
A B  0.68 C  0.59 E  0.6 D F  0.09 G  0.6         0.500 
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A  0.56 C  0.59 D E  0.7 F  0.63 B G  0.1         0.500 
B  0.56 C  0.59 D E  0.7 F  0.63 A G  0.1         0.500 
C  0.59 A D 
E  
0.56 B F 
G  
0.3                 0.495 
C  0.59 B D 
E  
0.56 A F 
G  
0.3                 0.495 
A  0.56 C  0.59 D  0.6 E  0.56 F  0.6 B G  0.06     0.495 
B  0.56 C  0.59 D  0.6 E  0.56 F  0.6 A G  0.06     0.495 
A  0.56 B  0.56 C  0.6 D  0.56 F  0.6 E G  0.06     0.495 
A  0.56 B  0.56 C  0.6 E  0.56 F  0.6 D G  0.06     0.495 
D  0.56 A B 
E F  
0.48 C G  0.4                 0.494 
E  0.56 A B 
D F  
0.48 C G  0.4                 0.494 
D  0.56 E  0.56 A B 
F  
0.4 C G  0.44             0.494 
A  0.56 B  0.56 D  0.6 C E  0.08 F G  0.7         0.494 
A  0.56 B  0.56 C D  0.1 E  0.56 F G  0.7         0.494 
A  0.56 B  0.56 D  0.6 C E  0.08 F  0.6 G  0.56     0.493 
A  0.56 B  0.56 C D  0.1 E  0.56 F  0.6 G  0.56     0.493 
A  0.56 C  0.59 D E  0.7 B F  0.08 G  0.6         0.491 
B  0.56 C  0.59 D E  0.7 A F  0.08 G  0.6         0.491 
A  0.56 C  0.59 B D  0.4 E F 
G  
0.37             0.490 
B  0.56 C  0.59 A E  0.4 D F 
G  
0.37             0.490 
A  0.56 B  0.56 C  0.6 D  0.56 E F  0.1 G  0.56     0.490 
A  0.56 B  0.56 C  0.6 E  0.56 D F  0.1 G  0.56     0.490 
C  0.59 A B 
D  
0.67 F  0.6 E G  0.06             0.489 
C  0.59 A B 
E  
0.67 F  0.6 D G  0.06             0.489 
A  0.56 C  0.59 D  0.6 E  0.56 B F  0.1 G  0.56     0.488 
B  0.56 C  0.59 D  0.6 E  0.56 A F  0.1 G  0.56     0.488 
A  0.56 C F  0.52 B D 
E G  
0.4                 0.488 
B  0.56 C F  0.52 A D 
E G  
0.4                 0.488 
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A  0.56 B  0.56 D E 
F  
0.4 C G  0.44             0.488 
B D  0.43 A E  0.43 C F  0.5 G  0.56             0.488 
B  0.56 C  0.59 A D  0.4 E F 
G  
0.37             0.487 
A  0.56 C  0.59 B E  0.4 D F 
G  
0.37             0.487 
A B 
D  
0.67 C E  0.08 F  0.6 G  0.56             0.486 
C D  0.08 A B 
E  
0.67 F  0.6 G  0.56             0.486 
A  0.56 B D  0.43 C E F 
G  
0.5                 0.485 
B  0.56 A E  0.43 C D 
F G  
0.5                 0.485 
A B 
D  
0.67 C E  0.08 F G  0.7                 0.484 
C D  0.08 A B 
E  
0.67 F G  0.7                 0.484 
A  0.56 B C  0.38 D E 
F G  
0.5                 0.482 
B D  0.43 A E  0.43 F  0.6 C G  0.44             0.482 
C  0.59 D  0.56 A E  0.4 B F 
G  
0.34             0.482 
C  0.59 B D  0.43 E  0.6 A F 
G  
0.34             0.482 
C  0.59 B D  0.43 A E 
F G  
0.4                 0.482 
C  0.59 A E  0.43 B D 
F G  
0.4                 0.482 
C  0.59 A B 
D  
0.67 E F  0.1 G  0.56             0.481 
C  0.59 A B 
E  
0.67 D F  0.1 G  0.56             0.481 
C  0.59 B D  0.43 F  0.6 A E 
G  
0.27             0.481 
C  0.59 A E  0.43 F  0.6 B D 
G  
0.27             0.481 
A D  0.42 B E  0.42 C F  0.5 G  0.56             0.481 
B  0.56 A D  0.42 C E F 
G  
0.5                 0.480 
A  0.56 B E  0.42 C D 
F G  
0.5                 0.480 
A  0.56 B C  0.38 F  0.6 D E 
G  
0.36             0.480 
B  0.56 D  0.56 C F  0.5 A E 
G  
0.27             0.479 
A  0.56 E  0.56 C F  0.5 B D 
G  
0.27             0.479 
C  0.59 A D  0.42 E  0.6 B F 
G  
0.34             0.478 
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C  0.59 D  0.56 B E  0.4 A F 
G  
0.34             0.478 
A  0.56 B C 
F  
0.51 D E 
G  
0.4                 0.478 
A  0.56 D  0.56 C F  0.5 B E 
G  
0.26             0.476 
B  0.56 E  0.56 C F  0.5 A D 
G  
0.26             0.476 
B  0.56 A C  0.35 F  0.6 D E 
G  
0.36             0.475 
A D  0.42 B E  0.42 F  0.6 C G  0.44             0.475 
B  0.56 A C  0.35 D E 
F G  
0.5                 0.475 
C  0.59 A D  0.42 F  0.6 B E 
G  
0.26             0.475 
C  0.59 B E  0.42 F  0.6 A D 
G  
0.26             0.475 
C  0.59 A D  0.42 B E F 
G  
0.4                 0.474 
C  0.59 B E  0.42 A D 
F G  
0.4                 0.474 
A  0.56 B D  0.43 F  0.6 C E 
G  
0.27             0.473 
B  0.56 A E  0.43 F  0.6 C D 
G  
0.27             0.473 
A  0.56 B C  0.38 D E 
F  
0.4 G  0.56             0.473 
A  0.56 B D  0.43 C E F  0.3 G  0.56             0.471 
B  0.56 A E  0.43 C D 
F  
0.3 G  0.56             0.471 
B  0.56 A C 
F  
0.49 D E 
G  
0.4                 0.471 
C  0.59 B D  0.43 A E 
F  
0.3 G  0.56             0.470 
C  0.59 A E  0.43 B D 
F  
0.3 G  0.56             0.470 
A  0.56 B C 
D  
0.48 E F 
G  
0.4                 0.470 
A  0.56 D E 
F  
0.39 B C 
G  
0.5                 0.469 
B  0.56 A D  0.42 F  0.6 C E 
G  
0.27             0.469 
A  0.56 B E  0.42 F  0.6 C D 
G  
0.27             0.469 
B  0.56 A D  0.42 C E F  0.3 G  0.56             0.468 
A  0.56 B E  0.42 C D 
F  
0.3 G  0.56             0.468 
A  0.56 B C  0.38 D  0.6 E F 
G  
0.37             0.468 
A  0.56 B C  0.38 E  0.6 D F 
G  
0.37             0.468 
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B  0.56 A C  0.35 D E 
F  
0.4 G  0.56             0.467 
A  0.56 B C 
E  
0.47 D F 
G  
0.4                 0.467 
A  0.56 B D 
E F  
0.4 C G  0.4                 0.467 
B  0.56 A D 
E F  
0.4 C G  0.4                 0.467 
A B 
C  
0.61 D  0.56 F  0.6 E G  0.06             0.465 
A B 
C  
0.61 E  0.56 F  0.6 D G  0.06             0.465 
C  0.59 A D  0.42 B E F  0.3 G  0.56             0.464 
C  0.59 B E  0.42 A D 
F  
0.3 G  0.56             0.464 
B  0.56 A C 
E  
0.46 D F 
G  
0.4                 0.463 
B  0.56 D E 
F  
0.39 A C 
G  
0.4                 0.463 
B  0.56 D  0.56 A E 
F  
0.3 C G  0.44             0.463 
A  0.56 E  0.56 B D 
F  
0.3 C G  0.44             0.463 
B  0.56 A C  0.35 D  0.6 E F 
G  
0.37             0.462 
B  0.56 A C  0.35 E  0.6 D F 
G  
0.37             0.462 
C D 
E  
0.36 F  0.63 A B 
G  
0.4                 0.461 
B C  0.38 F  0.63 A D 
E G  
0.4                 0.460 
A  0.56 D  0.56 B E F  0.3 C G  0.44             0.460 
B  0.56 E  0.56 A D 
F  
0.3 C G  0.44             0.460 
B  0.56 A C 
D  
0.45 E F 
G  
0.4                 0.460 
C  0.59 A D 
E  
0.56 F  0.6 B G  0.06             0.460 
C  0.59 B D 
E  
0.56 F  0.6 A G  0.06             0.460 
B C  0.38 D  0.56 E  0.6 A F 
G  
0.34             0.459 
C  0.59 D E 
F  
0.39 A B 
G  
0.4                 0.459 
B C 
D  
0.48 E  0.56 A F 
G  
0.3                 0.459 
B C  0.38 D  0.56 F  0.6 A E 
G  
0.27             0.458 
A B  0.68 D  0.56 C F  0.5 E G  0.06             0.457 
A B 
C  
0.61 D  0.56 E F  0.1 G  0.56             0.457 
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A B  0.68 E  0.56 C F  0.5 D G  0.06             0.457 
A B 
C  
0.61 E  0.56 D F  0.1 G  0.56             0.457 
B C 
D  
0.48 F  0.63 A E 
G  
0.3                 0.457 
A  0.56 C  0.59 B D  0.4 F  0.63 E G  0.1         0.456 
B  0.56 C  0.59 A E  0.4 F  0.63 D G  0.1         0.456 
C  0.59 D  0.56 A E  0.4 F  0.63 B G  0.1         0.456 
C  0.59 B D  0.43 E  0.6 F  0.63 A G  0.1         0.456 
D  0.56 B C 
E  
0.47 A F 
G  
0.3                 0.456 
B C  0.38 E  0.56 F  0.6 A D 
G  
0.26             0.456 
C  0.59 A B 
F  
0.41 D E 
G  
0.4                 0.455 
B C  0.38 D E  0.65 A F 
G  
0.3                 0.455 
A  0.56 B  0.56 D  0.6 C F  0.52 E G  0.1         0.454 
A  0.56 B  0.56 E  0.6 C F  0.52 D G  0.1         0.454 
A  0.56 D  0.56 E  0.6 C F  0.52 B G  0.1         0.454 
B  0.56 D  0.56 E  0.6 C F  0.52 A G  0.1         0.454 
A C  0.35 D  0.56 E  0.6 B F 
G  
0.34             0.454 
A  0.56 B D  0.43 C E  0.1 F  0.63 G  0.6         0.454 
B  0.56 C D  0.08 A E  0.4 F  0.63 G  0.6         0.454 
A C  0.35 F  0.63 B D 
E G  
0.4                 0.453 
B  0.56 C  0.59 A D  0.4 F  0.63 E G  0.1         0.453 
A  0.56 C  0.59 B E  0.4 F  0.63 D G  0.1         0.453 
C  0.59 A D  0.42 E  0.6 F  0.63 B G  0.1         0.453 
C  0.59 D  0.56 B E  0.4 F  0.63 A G  0.1         0.453 
A C  0.35 E  0.56 F  0.6 B D 
G  
0.27             0.453 
B C  0.38 D  0.56 A E 
F G  
0.4                 0.452 
D  0.56 A C 
E  
0.46 B F 
G  
0.3                 0.452 
B  0.56 A D  0.42 C E  0.1 F  0.63 G  0.6         0.451 
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A  0.56 C D  0.08 B E  0.4 F  0.63 G  0.6         0.451 
B C 
E  
0.47 F  0.63 A D 
G  
0.3                 0.451 
A C  0.35 D  0.56 F  0.6 B E 
G  
0.26             0.450 
A C 
E  
0.46 F  0.63 B D 
G  
0.3                 0.450 
A  0.56 C  0.59 B D  0.4 E F  0.09 G  0.6         0.450 
B  0.56 C  0.59 A E  0.4 D F  0.09 G  0.6         0.450 
A  0.56 D E  0.65 C F  0.5 B G  0.06             0.450 
B  0.56 D E  0.65 C F  0.5 A G  0.06             0.450 
C  0.59 A D 
E  
0.56 B F  0.1 G  0.56             0.449 
C  0.59 B D 
E  
0.56 A F  0.1 G  0.56             0.449 
A C 
D  
0.45 E  0.56 B F 
G  
0.3                 0.449 
B C  0.38 E  0.56 A D 
F G  
0.4                 0.449 
D  0.56 B C 
F  
0.51 A E 
G  
0.3                 0.448 
A C  0.35 D E  0.65 B F 
G  
0.3                 0.448 
B C  0.38 D  0.56 A E 
F  
0.3 G  0.56             0.448 
C  0.59 D  0.56 A E  0.4 B F  0.08 G  0.6         0.447 
C  0.59 B D  0.43 E  0.6 A F  0.08 G  0.6         0.447 
B C 
F  
0.51 A D 
E G  
0.38                     0.447 
B C 
D  
0.48 A E 
F G  
0.42                     0.447 
B  0.56 C  0.59 A D  0.4 E F  0.09 G  0.6         0.447 
A  0.56 C  0.59 B E  0.4 D F  0.09 G  0.6         0.447 
B C  0.38 A D 
E F  
0.4 G  0.6                 0.447 
C D 
E  
0.36 A B 
F  
0.41 G  0.6                 0.447 
B C  0.38 E  0.56 A D 
F  
0.3 G  0.56             0.445 
E  0.56 B C 
F  
0.51 A D 
G  
0.3                 0.445 
A C  0.35 E  0.56 B D 
F G  
0.4                 0.445 
C  0.59 A D  0.42 E  0.6 B F  0.08 G  0.6         0.445 
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C  0.59 D  0.56 B E  0.4 A F  0.08 G  0.6         0.445 
A B  0.68 D  0.56 E F  0.1 C G  0.44             0.444 
A B  0.68 E  0.56 D F  0.1 C G  0.44             0.444 
A  0.56 B D  0.43 C E  0.1 F G  0.7             0.444 
B  0.56 C D  0.08 A E  0.4 F G  0.7             0.444 
A C 
D  
0.45 F  0.63 B E 
G  
0.3                 0.444 
A  0.56 B  0.56 D  0.6 E F  0.09 C G  0.4         0.444 
A  0.56 B  0.56 E  0.6 D F  0.09 C G  0.4         0.444 
B C 
D E  
0.55 A F 
G  
0.34                     0.444 
B C 
D  
0.48 A E 
F  
0.29 G  0.6                 0.443 
A C  0.35 E  0.56 B D 
F  
0.3 G  0.56             0.442 
A C  0.35 D  0.56 B E F 
G  
0.4                 0.442 
A B 
C D  
0.64 F  0.63 E G  0.1                 0.442 
A B 
C E  
0.64 F  0.63 D G  0.1                 0.442 
A  0.56 D  0.56 E  0.6 B F  0.08 C G  0.4         0.441 
B  0.56 D  0.56 E  0.6 A F  0.08 C G  0.4         0.441 
E  0.56 A C 
F  
0.49 B D 
G  
0.3                 0.441 
B  0.56 A D  0.42 C E  0.1 F G  0.7             0.441 
A  0.56 C D  0.08 B E  0.4 F G  0.7             0.441 
A C  0.35 D  0.56 B E F  0.3 G  0.56             0.440 
A C  0.35 B D 
E F  
0.4 G  0.6                 0.440 
B C 
E  
0.47 A D 
F G  
0.41                     0.438 
D  0.56 A C 
F  
0.49 B E 
G  
0.3                 0.438 
A  0.56 B C  0.38 D  0.6 F  0.63 E G  0.1         0.438 
A  0.56 B C  0.38 E  0.6 F  0.63 D G  0.1         0.438 
B C  0.38 D  0.56 E  0.6 F  0.63 A G  0.1         0.438 
C D 
E  
0.36 A B 
F G  
0.51                     0.437 
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B C 
E  
0.47 A D 
F  
0.28 G  0.6                 0.437 
A C 
E  
0.46 B D 
F G  
0.42                     0.437 
A C 
F  
0.49 B D 
E G  
0.38                     0.437 
D  0.56 A E 
F  
0.29 B C 
G  
0.5                 0.436 
A C 
E  
0.46 B D 
F  
0.29 G  0.6                 0.436 
D  0.56 A B 
C F  
0.68 E G  0.1                 0.434 
E  0.56 A B 
C F  
0.68 D G  0.1                 0.434 
C D 
E F  
0.47 A B 
G  
0.39                     0.434 
B  0.56 A C  0.35 D  0.6 F  0.63 E G  0.1         0.434 
B  0.56 A C  0.35 E  0.6 F  0.63 D G  0.1         0.434 
A C  0.35 D  0.56 E  0.6 F  0.63 B G  0.1         0.434 
A  0.56 D E  0.65 B F  0.1 C G  0.44             0.434 
B  0.56 D E  0.65 A F  0.1 C G  0.44             0.434 
A C 
D E  
0.53 B F 
G  
0.34                     0.433 
E  0.56 A D 
F  
0.28 B C 
G  
0.5                 0.433 
A  0.56 B C 
D  
0.48 F  0.6 E G  0.06             0.432 
B C 
D  
0.48 E  0.56 F  0.6 A G  0.06             0.432 
A  0.56 B C  0.38 D  0.6 E F  0.09 G  0.6         0.432 
A  0.56 B C  0.38 E  0.6 D F  0.09 G  0.6         0.432 
A B 
C D  
0.64 E F  0.09 G  0.6                 0.431 
A B 
C E  
0.64 D F  0.09 G  0.6                 0.431 
A C 
D  
0.45 B E F  0.28 G  0.6                 0.430 
A  0.56 B C 
E  
0.47 F  0.6 D G  0.06             0.430 
D  0.56 B C 
E  
0.47 F  0.6 A G  0.06             0.430 
B C  0.38 D  0.56 E  0.6 A F  0.08 G  0.6         0.429 
E  0.56 B D 
F  
0.29 A C 
G  
0.4                 0.429 
A D 
E F  
0.4 B C 
G  
0.46                     0.429 
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B C  0.38 D E  0.65 F  0.6 A G  0.06             0.429 
B C  0.38 A D 
E F 
G  
0.48                     0.429 
A C 
D  
0.45 B E F 
G  
0.41                     0.428 
B  0.56 A C  0.35 D  0.6 E F  0.09 G  0.6         0.427 
B  0.56 A C  0.35 E  0.6 D F  0.09 G  0.6         0.427 
D  0.56 C E F  0.33 A B 
G  
0.4                 0.427 
E  0.56 C D 
F  
0.33 A B 
G  
0.4                 0.427 
B  0.56 A C 
E  
0.46 F  0.6 D G  0.06             0.427 
D  0.56 A C 
E  
0.46 F  0.6 B G  0.06             0.427 
D  0.56 B E F  0.28 A C 
G  
0.4                 0.426 
D  0.56 E F  0.09 A B 
C G  
0.6                 0.426 
E  0.56 D F  0.09 A B 
C G  
0.6                 0.426 
A  0.56 D  0.56 B C 
F  
0.5 E G  0.06             0.426 
A  0.56 E  0.56 B C 
F  
0.5 D G  0.06             0.426 
D  0.56 E  0.56 B C 
F  
0.5 A G  0.06             0.426 
A C  0.35 D  0.56 E  0.6 B F  0.08 G  0.6         0.425 
B C 
D F  
0.58 A E 
G  
0.27                     0.425 
B  0.56 A C 
D  
0.45 F  0.6 E G  0.06             0.425 
A C 
D  
0.45 E  0.56 F  0.6 B G  0.06             0.425 
A  0.56 B C 
D  
0.48 E F  0.1 G  0.56             0.424 
A C  0.35 D E  0.65 F  0.6 B G  0.06             0.424 
A  0.56 B C 
E  
0.47 D F  0.1 G  0.56             0.422 
B C 
D  
0.48 E  0.56 A F  0.1 G  0.56             0.422 
A  0.56 C D 
E  
0.36 B F 
G  
0.3                 0.421 
B  0.56 C D 
E  
0.36 A F 
G  
0.3                 0.421 
B  0.56 D  0.56 A C 
F  
0.5 E G  0.06             0.420 
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B  0.56 E  0.56 A C 
F  
0.5 D G  0.06             0.420 
D  0.56 E  0.56 A C 
F  
0.5 B G  0.06             0.420 
D  0.56 B C 
E  
0.47 A F  0.1 G  0.56             0.419 
B D 
E F  
0.4 A C 
G  
0.44                     0.419 
A  0.56 D  0.56 E F  0.1 B C 
G  
0.46             0.419 
A  0.56 E  0.56 D F  0.1 B C 
G  
0.46             0.419 
B  0.56 A C 
E  
0.46 D F  0.1 G  0.56             0.419 
A B 
D  
0.67 C F  0.52 E G  0.1                 0.419 
A B 
E  
0.67 C F  0.52 D G  0.1                 0.419 
B C  0.38 D E  0.65 A F  0.1 G  0.56             0.419 
A C  0.35 B D 
E F 
G  
0.48                     0.418 
B  0.56 A C 
D  
0.45 E F  0.1 G  0.56             0.417 
D  0.56 C E  0.08 F  0.6 A B 
G  
0.39             0.416 
C D  0.08 E  0.56 F  0.6 A B 
G  
0.39             0.416 
D  0.56 E  0.56 A F  0.1 B C 
G  
0.46             0.416 
D  0.56 A C 
E  
0.46 B F  0.1 G  0.56             0.416 
A B 
F  
0.41 C D 
E G  
0.42                     0.416 
D  0.56 A B 
F  
0.41 C E 
G  
0.3                 0.415 
E  0.56 A B 
F  
0.41 C D 
G  
0.3                 0.415 
B C 
E F  
0.57 A D 
G  
0.26                     0.415 
A C 
E F  
0.56 B D 
G  
0.27                     0.414 
B  0.56 D  0.56 E F  0.1 A C 
G  
0.44             0.414 
B  0.56 E  0.56 D F  0.1 A C 
G  
0.44             0.414 
A C 
D  
0.45 E  0.56 B F  0.1 G  0.56             0.414 
A C  0.35 D E  0.65 B F  0.1 G  0.56             0.413 
B C 
D E  
0.55 F  0.63 A G  0.1                 0.413 
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C  0.59 D  0.56 E F  0.1 A B 
G  
0.39             0.411 
C  0.59 E  0.56 D F  0.1 A B 
G  
0.39             0.411 
D  0.56 E  0.56 B F  0.1 A C 
G  
0.44             0.411 
D E  0.65 B C 
F  
0.51 A G  0.1                 0.410 
C  0.59 D  0.56 A B 
F  
0.4 E G  0.06             0.409 
C  0.59 E  0.56 A B 
F  
0.4 D G  0.06             0.409 
B D  0.43 C F  0.52 A E 
G  
0.3                 0.407 
A E  0.43 C F  0.52 B D 
G  
0.3                 0.407 
A E 
F  
0.29 B C 
D G  
0.52                     0.406 
A C 
D E  
0.53 F  0.63 B G  0.1                 0.406 
D  0.56 C E  0.08 A B 
F  
0.4 G  0.56             0.406 
C D  0.08 E  0.56 A B 
F  
0.4 G  0.56             0.406 
A C 
D F  
0.55 B E 
G  
0.26                     0.405 
A  0.56 C D 
E  
0.36 F  0.6 B G  0.06             0.404 
B  0.56 C D 
E  
0.36 F  0.6 A G  0.06             0.404 
D E  0.65 A C 
F  
0.49 B G  0.1                 0.403 
A  0.56 C  0.59 D E 
F  
0.4 B G  0.06             0.402 
B  0.56 C  0.59 D E 
F  
0.4 A G  0.06             0.402 
A  0.56 B C 
D F  
0.58 E G  0.1                 0.402 
E  0.56 B C 
D F  
0.58 A G  0.1                 0.402 
A B 
D  
0.67 E F  0.09 C G  0.4                 0.401 
A B 
E  
0.67 D F  0.09 C G  0.4                 0.401 
A  0.56 C  0.59 B F  0.1 D E 
G  
0.36             0.400 
B  0.56 C  0.59 A F  0.1 D E 
G  
0.36             0.400 
A D  0.42 C F  0.52 B E 
G  
0.3                 0.399 
B E  0.42 C F  0.52 A D 
G  
0.3                 0.399 
B C 
D E  
0.55 A F  0.08 G  0.6                 0.399 
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A  0.56 B C 
E F  
0.57 D G  0.1                 0.399 
D  0.56 B C 
E F  
0.57 A G  0.1                 0.399 
D E  0.65 A F  0.08 B C 
G  
0.5                 0.397 
A D 
F  
0.28 B C 
E G  
0.51                     0.397 
B D 
F  
0.29 A C 
E G  
0.5                     0.396 
B  0.56 A C 
E F  
0.56 D G  0.1                 0.395 
D  0.56 A C 
E F  
0.56 B G  0.1                 0.395 
A  0.56 B D  0.43 C F  0.5 E G  0.06             0.395 
B  0.56 A E  0.43 C F  0.5 D G  0.06             0.395 
D  0.56 A E  0.43 C F  0.5 B G  0.06             0.395 
B D  0.43 E  0.56 C F  0.5 A G  0.06             0.395 
A  0.56 B  0.56 C D  0.1 E F 
G  
0.37             0.395 
A  0.56 B  0.56 C E  0.1 D F 
G  
0.37             0.395 
C D 
F  
0.33 A B 
E G  
0.46                     0.394 
C E F  0.33 A B 
D G  
0.46                     0.394 
A  0.56 E F  0.09 B C 
D G  
0.5                 0.393 
A  0.56 C D 
E  
0.36 B F  0.1 G  0.56             0.393 
B  0.56 C D 
E  
0.36 A F  0.1 G  0.56             0.393 
B C  0.38 A E  0.43 D F 
G  
0.4                 0.393 
B  0.56 A C 
D F  
0.55 E G  0.1                 0.392 
E  0.56 A C 
D F  
0.55 B G  0.1                 0.392 
A C 
D E  
0.53 B F  0.08 G  0.6                 0.392 
B  0.56 A D  0.42 C F  0.5 E G  0.06             0.391 
A  0.56 B E  0.42 C F  0.5 D G  0.06             0.391 
A D  0.42 E  0.56 C F  0.5 B G  0.06             0.391 
D  0.56 B E  0.42 C F  0.5 A G  0.06             0.391 
D E  0.65 B F  0.08 A C 
G  
0.4                 0.391 
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C D  0.08 F  0.63 A B 
E G  
0.5                 0.390 
C E  0.08 F  0.63 A B 
D G  
0.5                 0.390 
A  0.56 D F  0.09 B C 
E G  
0.5                 0.390 
E  0.56 A F  0.08 B C 
D G  
0.5                 0.390 
A B 
C D 
F  
0.72 E G  0.06                     0.389 
A B 
C E F  
0.72 D G  0.06                     0.389 
B C  0.38 A D  0.42 E F 
G  
0.4                 0.388 
B  0.56 D F  0.09 A C 
E G  
0.5                 0.387 
D  0.56 A F  0.08 B C 
E G  
0.5                 0.387 
B E F  0.28 A C 
D G  
0.49                     0.387 
A  0.56 D  0.56 C E  0.1 B F 
G  
0.34             0.386 
B  0.56 D  0.56 C E  0.1 A F 
G  
0.34             0.386 
A  0.56 C D  0.08 E  0.6 B F 
G  
0.34             0.386 
B  0.56 C D  0.08 E  0.6 A F 
G  
0.34             0.386 
B D  0.43 A E 
F  
0.29 C G  0.4                 0.386 
A E  0.43 B D 
F  
0.29 C G  0.4                 0.386 
A C  0.35 B D  0.43 E F 
G  
0.4                 0.386 
D  0.56 C E  0.08 A B 
F G  
0.5                 0.386 
C D  0.08 E  0.56 A B 
F G  
0.5                 0.386 
B  0.56 C D 
F  
0.33 A E 
G  
0.3                 0.386 
A  0.56 C E F  0.33 B D 
G  
0.3                 0.386 
B  0.56 C D  0.08 F  0.6 A E 
G  
0.27             0.385 
A  0.56 C E  0.08 F  0.6 B D 
G  
0.27             0.385 
C  0.59 B D 
F  
0.29 A E 
G  
0.3                 0.384 
C  0.59 A E 
F  
0.29 B D 
G  
0.3                 0.384 
C  0.59 D F  0.09 A B 
E G  
0.5                 0.384 
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C  0.59 E F  0.09 A B 
D G  
0.5                 0.384 
B  0.56 E F  0.09 A C 
D G  
0.5                 0.383 
D  0.56 B F  0.08 A C 
E G  
0.5                 0.383 
A  0.56 C D  0.08 F  0.6 B E 
G  
0.26             0.383 
B  0.56 C E  0.08 F  0.6 A D 
G  
0.26             0.383 
A  0.56 C D 
F  
0.33 B E 
G  
0.3                 0.382 
B  0.56 C E F  0.33 A D 
G  
0.3                 0.382 
A  0.56 B D  0.43 E F  0.1 C G  0.44             0.382 
B  0.56 A E  0.43 D F  0.1 C G  0.44             0.382 
A C  0.35 B E  0.42 D F 
G  
0.4                 0.381 
C  0.59 A B 
D F  
0.48 E G  0.1                 0.380 
C  0.59 A B 
E F  
0.48 D G  0.1                 0.380 
B  0.56 C  0.59 D F  0.1 A E 
G  
0.27             0.380 
A  0.56 C  0.59 E F  0.1 B D 
G  
0.27             0.380 
E  0.56 B F  0.08 A C 
D G  
0.5                 0.380 
A  0.56 B  0.56 C D  0.1 F  0.63 E G  0.1         0.379 
A  0.56 B  0.56 C E  0.1 F  0.63 D G  0.1         0.379 
A  0.56 D  0.56 C E  0.1 F  0.63 B G  0.1         0.379 
B  0.56 D  0.56 C E  0.1 F  0.63 A G  0.1         0.379 
A  0.56 C D  0.08 E  0.6 F  0.63 B G  0.1         0.379 
B  0.56 C D  0.08 E  0.6 F  0.63 A G  0.1         0.379 
A D 
E  
0.56 C F  0.52 B G  0.1                 0.379 
B D 
E  
0.56 C F  0.52 A G  0.1                 0.379 
D  0.56 A E  0.43 B F  0.1 C G  0.44             0.379 
B D  0.43 E  0.56 A F  0.1 C G  0.44             0.379 
A B  0.68 C D  0.08 E F 
G  
0.4                 0.379 
A B  0.68 C E  0.08 D F 
G  
0.4                 0.379 
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A  0.56 B  0.56 C D 
F  
0.3 E G  0.06             0.379 
A  0.56 B  0.56 C E F  0.3 D G  0.06             0.379 
A  0.56 D  0.56 C E F  0.3 B G  0.06             0.379 
B  0.56 D  0.56 C E F  0.3 A G  0.06             0.379 
A  0.56 E  0.56 C D 
F  
0.3 B G  0.06             0.379 
B  0.56 E  0.56 C D 
F  
0.3 A G  0.06             0.379 
A D  0.42 B E F  0.28 C G  0.4                 0.378 
B E  0.42 A D 
F  
0.28 C G  0.4                 0.378 
B  0.56 A D  0.42 E F  0.1 C G  0.44             0.378 
A  0.56 B E  0.42 D F  0.1 C G  0.44             0.378 
C  0.59 A D 
F  
0.28 B E 
G  
0.3                 0.378 
C  0.59 B E F  0.28 A D 
G  
0.3                 0.378 
A  0.56 C  0.59 D F  0.1 B E 
G  
0.26             0.378 
B  0.56 C  0.59 E F  0.1 A D 
G  
0.26             0.378 
A  0.56 C  0.59 B D 
F  
0.3 E G  0.06             0.377 
C  0.59 D  0.56 B F  0.1 A E 
G  
0.27             0.377 
B  0.56 C  0.59 A E 
F  
0.3 D G  0.06             0.377 
C  0.59 D  0.56 A E 
F  
0.3 B G  0.06             0.377 
C  0.59 E  0.56 A F  0.1 B D 
G  
0.27             0.377 
C  0.59 E  0.56 B D 
F  
0.3 A G  0.06             0.377 
C D  0.08 A B 
E F  
0.48 G  0.6                 0.377 
C E  0.08 A B 
D F  
0.48 G  0.6                 0.377 
A B 
D F  
0.48 C E 
G  
0.27                     0.377 
A B 
E F  
0.48 C D 
G  
0.27                     0.377 
D F  0.09 A B 
C E 
G  
0.66                     0.376 
E F  0.09 A B 
C D 
G  
0.66                     0.376 
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A  0.56 C  0.59 D  0.6 E F  0.09 B G  0.1         0.375 
B  0.56 C  0.59 D  0.6 E F  0.09 A G  0.1         0.375 
A  0.56 C  0.59 E  0.6 D F  0.09 B G  0.1         0.375 
B  0.56 C  0.59 E  0.6 D F  0.09 A G  0.1         0.375 
A  0.56 B  0.56 C  0.6 D F  0.09 E G  0.1         0.375 
A  0.56 B  0.56 C  0.6 E F  0.09 D G  0.1         0.375 
A D  0.42 E  0.56 B F  0.1 C G  0.44             0.375 
D  0.56 B E  0.42 A F  0.1 C G  0.44             0.375 
B  0.56 C  0.59 A D 
F  
0.3 E G  0.06             0.375 
A  0.56 C  0.59 B E F  0.3 D G  0.06             0.375 
C  0.59 D  0.56 B E F  0.3 A G  0.06             0.375 
C  0.59 E  0.56 A D 
F  
0.3 B G  0.06             0.375 
C  0.59 D  0.56 A F  0.1 B E 
G  
0.26             0.375 
C  0.59 E  0.56 B F  0.1 A D 
G  
0.26             0.375 
B  0.56 C D  0.08 A E 
F  
0.3 G  0.56             0.375 
A  0.56 C E  0.08 B D 
F  
0.3 G  0.56             0.375 
B C  0.38 A E  0.43 F  0.6 D G  0.06             0.374 
A  0.56 B D 
F  
0.29 C E 
G  
0.3                 0.374 
B  0.56 A E 
F  
0.29 C D 
G  
0.3                 0.374 
A  0.56 C  0.59 D  0.6 B F  0.08 E G  0.1         0.373 
B  0.56 C  0.59 D  0.6 A F  0.08 E G  0.1         0.373 
A  0.56 B  0.56 C D  0.1 E F  0.09 G  0.6         0.373 
A  0.56 C  0.59 E  0.6 B F  0.08 D G  0.1         0.373 
B  0.56 C  0.59 E  0.6 A F  0.08 D G  0.1         0.373 
A  0.56 B  0.56 C E  0.1 D F  0.09 G  0.6         0.373 
C  0.59 D  0.56 E  0.6 A F  0.08 B G  0.1         0.373 
C  0.59 D  0.56 E  0.6 B F  0.08 A G  0.1         0.373 
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A  0.56 B  0.56 D F  0.1 C E 
G  
0.27             0.372 
A  0.56 B  0.56 E F  0.1 C D 
G  
0.27             0.372 
A  0.56 C D  0.08 B E F  0.3 G  0.56             0.372 
B  0.56 C E  0.08 A D 
F  
0.3 G  0.56             0.372 
A  0.56 D  0.56 C E  0.1 B F  0.08 G  0.6         0.371 
B  0.56 D  0.56 C E  0.1 A F  0.08 G  0.6         0.371 
A  0.56 C D  0.08 E  0.6 B F  0.08 G  0.6         0.371 
B  0.56 C D  0.08 E  0.6 A F  0.08 G  0.6         0.371 
B C  0.38 A D  0.42 F  0.6 E G  0.06             0.371 
B  0.56 A D 
F  
0.28 C E 
G  
0.3                 0.371 
A  0.56 B E F  0.28 C D 
G  
0.3                 0.371 
A  0.56 D  0.56 B F  0.1 C E 
G  
0.27             0.370 
B  0.56 D  0.56 A F  0.1 C E 
G  
0.27             0.370 
A  0.56 E  0.56 B F  0.1 C D 
G  
0.27             0.370 
B  0.56 E  0.56 A F  0.1 C D 
G  
0.27             0.370 
A C  0.35 B D  0.43 F  0.6 E G  0.06             0.369 
A  0.56 C D 
E F  
0.47 B G  0.1                 0.367 
B  0.56 C D 
E F  
0.47 A G  0.1                 0.367 
B C  0.38 A E  0.43 D F  0.1 G  0.56             0.367 
A C  0.35 B E  0.42 F  0.6 D G  0.06             0.366 
A B  0.68 C D  0.08 F  0.6 E G  0.06             0.364 
A B  0.68 C E  0.08 F  0.6 D G  0.06             0.364 
B C  0.38 A D  0.42 E F  0.1 G  0.56             0.363 
A C  0.35 B D  0.43 E F  0.1 G  0.56             0.361 
A B  0.68 C  0.59 D F  0.1 E G  0.06             0.359 
A B  0.68 C  0.59 E F  0.1 D G  0.06             0.359 
A D 
E  
0.56 B F  0.08 C G  0.4                 0.358 
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B D 
E  
0.56 A F  0.08 C G  0.4                 0.358 
A C  0.35 B E  0.42 D F  0.1 G  0.56             0.358 
A B  0.68 C D 
F  
0.33 E G  0.1                 0.357 
A B  0.68 C E F  0.33 D G  0.1                 0.357 
A B  0.68 C D  0.08 E F  0.1 G  0.56             0.356 
A B  0.68 C E  0.08 D F  0.1 G  0.56             0.356 
B  0.56 C D  0.08 A E 
F G  
0.4                 0.354 
A  0.56 C E  0.08 B D 
F G  
0.4                 0.354 
A  0.56 B F  0.08 C D 
E G  
0.4                 0.354 
B  0.56 A F  0.08 C D 
E G  
0.4                 0.354 
C  0.59 A D 
E F  
0.4 B G  0.1                 0.353 
C  0.59 B D 
E F  
0.4 A G  0.1                 0.353 
C  0.59 A F  0.08 B D 
E G  
0.4                 0.353 
C  0.59 B F  0.08 A D 
E G  
0.4                 0.353 
A  0.56 C D  0.08 B E F 
G  
0.4                 0.351 
B  0.56 C E  0.08 A D 
F G  
0.4                 0.351 
A B  0.68 D F  0.09 C E 
G  
0.3                 0.349 
A B  0.68 E F  0.09 C D 
G  
0.3                 0.349 
B C 
D E 
F  
0.64 A G  0.06                     0.349 
C  0.59 D E  0.65 A F  0.1 B G  0.06             0.348 
C  0.59 D E  0.65 B F  0.1 A G  0.06             0.348 
A C 
D E 
F  
0.61 B G  0.06                     0.339 
A E  0.43 B C 
F  
0.51 D G  0.1                 0.337 
A D  0.42 B C 
F  
0.51 E G  0.1                 0.332 
A F  0.08 B C 
D E 
G  
0.58                     0.331 
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B D  0.43 A C 
F  
0.49 E G  0.1                 0.330 
A E  0.43 D F  0.09 B C 
G  
0.5                 0.328 
B E  0.42 A C 
F  
0.49 D G  0.1                 0.325 
A D  0.42 E F  0.09 B C 
G  
0.5                 0.323 
B D  0.43 E F  0.09 A C 
G  
0.4                 0.321 
C D  0.08 A B 
E F 
G  
0.56                     0.321 
C E  0.08 A B 
D F 
G  
0.56                     0.321 
B F  0.08 A C 
D E 
G  
0.56                     0.320 
B E  0.42 D F  0.09 A C 
G  
0.4                 0.317 
B D  0.43 C E  0.08 F  0.6 A G  0.06             0.301 
C D  0.08 A E  0.43 F  0.6 B G  0.06             0.301 
A D  0.42 C E  0.08 F  0.6 B G  0.06             0.298 
C D  0.08 B E  0.42 F  0.6 A G  0.06             0.298 
C  0.59 B D  0.43 E F  0.1 A G  0.06             0.296 
C  0.59 A E  0.43 D F  0.1 B G  0.06             0.296 
C  0.59 B D  0.43 A F  0.1 E G  0.06             0.294 
C  0.59 A E  0.43 B F  0.1 D G  0.06             0.294 
C  0.59 A D  0.42 E F  0.1 B G  0.06             0.293 
C  0.59 B E  0.42 D F  0.1 A G  0.06             0.293 
B D  0.43 C E  0.08 A F  0.1 G  0.56             0.291 
C D  0.08 A E  0.43 B F  0.1 G  0.56             0.291 
C  0.59 A D  0.42 B F  0.1 E G  0.06             0.290 
C  0.59 B E  0.42 A F  0.1 D G  0.06             0.290 
A D  0.42 C E  0.08 B F  0.1 G  0.56             0.287 
C D  0.08 B E  0.42 A F  0.1 G  0.56             0.287 
170 
 
B D  0.43 C E  0.08 A F 
G  
0.3                 0.284 
C D  0.08 A E  0.43 B F 
G  
0.3                 0.284 
A D  0.42 C E  0.08 B F 
G  
0.3                 0.280 
C D  0.08 B E  0.42 A F 
G  
0.3                 0.280 
B C  0.38 D E 
F  
0.39 A G  0.1                 0.276 
B D  0.43 C E F  0.33 A G  0.1                 0.274 
A E  0.43 C D 
F  
0.33 B G  0.1                 0.274 
A  0.56 B C  0.38 D F  0.1 E G  0.06             0.274 
A  0.56 B C  0.38 E F  0.1 D G  0.06             0.274 
B C  0.38 D  0.56 E F  0.1 A G  0.06             0.274 
B C  0.38 E  0.56 D F  0.1 A G  0.06             0.274 
B C  0.38 A F  0.08 D E 
G  
0.4                 0.272 
B C  0.38 D  0.56 A F  0.1 E G  0.06             0.271 
B C  0.38 E  0.56 A F  0.1 D G  0.06             0.271 
A D  0.42 C E F  0.33 B G  0.1                 0.269 
B E  0.42 C D 
F  
0.33 A G  0.1                 0.269 
A C  0.35 D E 
F  
0.39 B G  0.1                 0.269 
B  0.56 A C  0.35 D F  0.1 E G  0.06             0.269 
B  0.56 A C  0.35 E F  0.1 D G  0.06             0.269 
A C  0.35 D  0.56 E F  0.1 B G  0.06             0.269 
A C  0.35 E  0.56 D F  0.1 B G  0.06             0.269 
A C  0.35 D  0.56 B F  0.1 E G  0.06             0.266 
A C  0.35 E  0.56 B F  0.1 D G  0.06             0.266 
A C  0.35 B F  0.08 D E 
G  
0.4                 0.265 
B D  0.43 A F  0.08 C E 
G  
0.3                 0.262 
A E  0.43 B F  0.08 C D 
G  
0.3                 0.262 
A D  0.42 B F  0.08 C E 
G  
0.3                 0.257 
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B E  0.42 A F  0.08 C D 
G  
0.3                 0.257 
A B 
C  
0.61 D F  0.09 E G  0.1                 0.255 
A B 
C  
0.61 E F  0.09 D G  0.1                 0.255 
B C  0.38 D F  0.09 A E 
G  
0.3                 0.246 
B C  0.38 E F  0.09 A D 
G  
0.3                 0.243 
B C  0.38 A E 
F  
0.29 D G  0.1                 0.242 
B C  0.38 A D 
F  
0.28 E G  0.1                 0.239 
A C  0.35 E F  0.09 B D 
G  
0.3                 0.239 
A C  0.35 D F  0.09 B E 
G  
0.3                 0.236 
A C  0.35 B D 
F  
0.29 E G  0.1                 0.235 
A C  0.35 B E F  0.28 D G  0.1                 0.232 
B C 
D  
0.48 E F  0.09 A G  0.1                 0.211 
B C 
E  
0.47 D F  0.09 A G  0.1                 0.208 
B C 
D  
0.48 A F  0.08 E G  0.1                 0.208 
B C 
E  
0.47 A F  0.08 D G  0.1                 0.205 
A C 
E  
0.46 D F  0.09 B G  0.1                 0.204 
A C 
D  
0.45 E F  0.09 B G  0.1                 0.201 
A  0.56 C D  0.08 E F  0.1 B G  0.06             0.201 
B  0.56 C D  0.08 E F  0.1 A G  0.06             0.201 
A  0.56 C E  0.08 D F  0.1 B G  0.06             0.201 
B  0.56 C E  0.08 D F  0.1 A G  0.06             0.201 
A C 
E  
0.46 B F  0.08 D G  0.1                 0.201 
A  0.56 C D  0.08 B F  0.1 E G  0.06             0.198 
B  0.56 C D  0.08 A F  0.1 E G  0.06             0.198 
A  0.56 C E  0.08 B F  0.1 D G  0.06             0.198 
B  0.56 C E  0.08 A F  0.1 D G  0.06             0.198 
D  0.56 C E  0.08 A F  0.1 B G  0.06             0.198 
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D  0.56 C E  0.08 B F  0.1 A G  0.06             0.198 
C D  0.08 E  0.56 A F  0.1 B G  0.06             0.198 
C D  0.08 E  0.56 B F  0.1 A G  0.06             0.198 
A C 
D  
0.45 B F  0.08 E G  0.1                 0.198 
C D  0.08 E F  0.09 A B 
G  
0.4                 0.190 
C E  0.08 D F  0.09 A B 
G  
0.4                 0.190 
C D  0.08 A B 
F  
0.41 E G  0.1                 0.187 
C E  0.08 A B 
F  
0.41 D G  0.1                 0.187 
C D 
E  
0.36 A F  0.08 B G  0.1                 0.170 
C D 
E  
0.36 B F  0.08 A G  0.1                 0.170 
C D  0.08 B F  0.08 A E 
G  
0.3                 0.145 
C E  0.08 A F  0.08 B D 
G  
0.3                 0.145 
C D  0.08 A E 
F  
0.29 B G  0.1                 0.145 
C E  0.08 B D 
F  
0.29 A G  0.1                 0.145 
C D  0.08 B E F  0.28 A G  0.1                 0.142 
C E  0.08 A D 
F  
0.28 B G  0.1                 0.142 
C D  0.08 A F  0.08 B E 
G  
0.3                 0.142 
C E  0.08 B F  0.08 A D 
G  
0.3                 0.142 
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APPENDIX II: UCS OF JHOTDRAW 5.1 PRODUCED BY XMI2UC 
TOOL 
ID UC Path 
UC
1 
draw$DiamondFigurehasDefined$FigureAttributesdraw$DiamondFigure>get$FigureAttribute
sdraw$DiamondFiguregetDefaultAttribute$AttributeFigureset$FigureAttributesgetDefaultA
ttribute$AttributeFigureget$FigureAttributes 
UC
2 basicDisplayBox$PolygonFigurelength$Geom 
UC
3 chop$PolygonFigurelength2$Geom 
UC
4 distanceFromLine$PolygonFigurelength$Geom 
UC
5 
read$PolygonFigurereadString$StorableInputread$PolygonFigureread$FigureAttributesread
String$StorableInputread$FigureAttributesreadInt$StorableInputread$FigureAttributesreadS
torable$StorableInputread$StorablereadStorable$StorableInputread$FigureAttributesread$P
olygonFigurereadInt$StorableInput 
UC
6 scaleRotate$PolygonFigurelength$Geom 
UC
7 
write$PolygonFigurewriteString$StorableOutputwrite$PolygonFigurewrite$FigureAttributes
writeString$StorableOutputwrite$FigureAttributeswriteInt$StorableOutputwrite$FigureAttri
buteswriteStorable$StorableOutputwrite$StorablewriteStorable$StorableOutputwrite$Figure
Attributeswrite$PolygonFigurewriteInt$StorableOutput 
UC
8 
addPoint$PolygonTooladdPoint$PolygonFigureaddPoint$PolygonTooladdPoint$PolygonFigur
e 
UC
9 
deactivate$PolygonToolsmoothPoints$PolygonFiguredeactivate$PolygonToolpointCount$Pol
ygonFiguredeactivate$PolygonToolsize$AbstractFigure 
UC
10 
mouseDown$PolygonToolsmoothPoints$PolygonFiguremouseDown$PolygonTooladdPoint$P
olygonFigure 
UC
11 
mouseMove$PolygonToolpointCount$PolygonFiguremouseMove$PolygonToolsetPointAt$Po
lygonFigure 
UC
12 center$TriangleFigurecenter$PolygonFigure 
UC
13 chop$TriangleFigurechop$PolygonFigurelength2$Geom 
UC
14 
draw$TriangleFigurehasDefined$FigureAttributesdraw$TriangleFigureget$FigureAttributes
draw$TriangleFiguregetDefaultAttribute$AttributeFigureset$FigureAttributesgetDefaultAttrib
ute$AttributeFigureget$FigureAttributes 
UC
15 handles$TriangleFigureaddHandles$BoxHandleKit 
UC
16 
read$TriangleFigurereadString$StorableInputread$TriangleFigureread$FigureAttributesread
String$StorableInputread$FigureAttributesreadInt$StorableInputread$FigureAttributesreadS
torable$StorableInputread$StorablereadStorable$StorableInputread$FigureAttributesread$T
riangleFigurereadInt$StorableInput 
UC
17 
write$TriangleFigurewriteString$StorableOutputwrite$TriangleFigurewrite$FigureAttributes
writeString$StorableOutputwrite$FigureAttributeswriteInt$StorableOutputwrite$FigureAttri
buteswriteStorable$StorableOutputwrite$Storable 
writeStorable$StorableOutputwrite$FigureAttributeswrite$TriangleFigurewriteInt$Storable
Output 
UC
18 
draw$AttributeFigurehasDefined$FigureAttributesdraw$AttributeFigureget$FigureAttributes
draw$AttributeFigureset$FigureAttributesdraw$AttributeFigureisTransparent$ColorMap 
UC
19 
getAttribute$AttributeFigurehasDefined$FigureAttributesgetAttribute$AttributeFigureget$Fig
ureAttributesgetAttribute$AttributeFigureset$FigureAttributes 
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UC
20 
getFrameColor$AttributeFigurehasDefined$FigureAttributesgetFrameColor$AttributeFigurege
t$FigureAttributesgetFrameColor$AttributeFigureset$FigureAttributes 
UC
21 initializeAttributes$AttributeFigureset$FigureAttributes 
UC
22 
read$AttributeFigurereadString$StorableInputread$AttributeFigureread$FigureAttributesrea
dString$StorableInputread$FigureAttributesreadInt$StorableInputread$FigureAttributesread
Storable$StorableInputread$Storable 
UC
23 setAttribute$AttributeFigureset$FigureAttributes 
UC
24 
write$AttributeFigurewriteString$StorableOutputwrite$AttributeFigurewrite$FigureAttributes
writeString$StorableOutputwrite$FigureAttributes 
writeInt$StorableOutputwrite$FigureAttributeswriteStorable$StorableOutputwrite$Storable 
UC
25 
chop$ChopEllipseConnectorpointToAngle$Geomchop$ChopEllipseConnectorovalAngleToPo
int$Geom 
UC
26 
mouseDown$ConnectedTextToolacceptsTyping$TextHoldermouseDown$ConnectedTextTool
getText$FloatingTextFieldmouseDown$ConnectedTextToolsetText$TextHoldermouseDown$
ConnectedTextToolendOverlay$FloatingTextFieldmouseDown$ConnectedTextToolgetFont$T
extHoldermouseDown$ConnectedTextToolcreateOverlay$FloatingTextField 
mouseDown$ConnectedTextTooltextDisplayBox$TextHoldermouseDown$ConnectedTextTool
overlayColumns$TextHoldermouseDown$ConnectedTextToolgetPreferredSize$FloatingTextF
ieldmouseDown$ConnectedTextToolgetText$TextHoldermouseDown$ConnectedTextTools
etBounds$FloatingTextFieldmouseDown$ConnectedTextToolconnect$TextHolder 
UC
27 handles$ElbowConnectionlocator$PolyLineFigure 
UC
28 updateConnection$ElbowConnectiondirection$Geom 
UC
29 updatePoints$ElbowConnectiondirection$Geom 
UC
30 handles$EllipseFigureaddHandles$BoxHandleKit 
UC
31 
read$EllipseFigurereadString$StorableInputread$EllipseFigureread$FigureAttributesreadStr
ing$StorableInputread$FigureAttributesreadInt$StorableInputread$FigureAttributesreadStor
able$StorableInputread$StorablereadStorable$StorableInputread$FigureAttributesread$Ellip
seFigurereadInt$StorableInput 
UC
32 
write$EllipseFigurewriteString$StorableOutputwrite$EllipseFigurewrite$FigureAttributesw
riteString$StorableOutputwrite$FigureAttributeswriteInt$StorableOutputwrite$FigureAttribute
swriteStorable$StorableOutputwrite$StorablewriteStorable$StorableOutputwrite$FigureAttr
ibuteswrite$EllipseFigurewriteInt$StorableOutput 
UC
33 execute$GroupCommandaddAll$CompositeFigure 
UC
34 handles$ImageFigureaddHandles$BoxHandleKit 
UC
35 
read$ImageFigurereadString$StorableInputread$ImageFigureread$FigureAttributesreadStri
ng$StorableInputread$FigureAttributesreadInt$StorableInputread$FigureAttributesreadStor
able$StorableInputread$StorablereadStorable$StorableInputread$FigureAttributesread$Ima
geFigurereadInt$StorableInputread$ImageFigureinstance$Iconkitread$ImageFigureregist
erImage$Iconkit 
UC
36 readObject$ImageFigureinstance$IconkitreadObject$ImageFigureregisterImage$Iconkit 
UC
37 
write$ImageFigurewriteString$StorableOutputwrite$ImageFigurewrite$FigureAttributeswri
teString$StorableOutputwrite$FigureAttributeswriteInt$StorableOutputwrite$FigureAttributes
writeStorable$StorableOutputwrite$StorablewriteStorable$StorableOutputwrite$FigureAttri
buteswrite$ImageFigurewriteInt$StorableOutput 
UC
38 
execute$InsertImageCommandinstance$Iconkitexecute$InsertImageCommandregisterAndLoa
dImage$Iconkit 
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UC
39 
 
handles$LineConnectionlocator$PolyLineFigure 
UC
40 
read$LineConnectionreadInt$StorableInputread$LineConnectionreadStorable$StorableInput
read$StorablereadStorable$StorableInputread$LineConnectionreadColor$StorableInput 
UC
41 setValue$NumberTextFigurelocate$OffsetLocator 
UC
42 containsPoint$PolyLineFigurelineContainsPoint$Geom 
UC
43 decorate$PolyLineFiguredraw$LineDecoration 
UC
44 draw$PolyLineFiguredraw$LineDecoration 
UC
45 findSegment$PolyLineFigurelineContainsPoint$Geom 
UC
46 joinSegments$PolyLineFigurelength$Geom 
UC
47 
read$PolyLineFigurereadInt$StorableInputread$PolyLineFigurereadStorable$StorableInputr
ead$StorablereadStorable$StorableInputread$PolyLineFigurereadColor$StorableInput 
UC
48 splitSegment$PolyLineFigurelineContainsPoint$Geom 
UC
49 
write$PolyLineFigurewriteInt$StorableOutputwrite$PolyLineFigurewriteStorable$StorableOut
putwrite$StorablewriteStorable$StorableOutputwrite$PolyLineFigurewriteColor$StorableO
utput 
UC
50 
draw$RadiusHandlegetArc$RoundRectangleFiguredraw$RadiusHandledisplayBox$RoundRec
tangleFigure 
UC
51 invokeStart$RadiusHandlegetArc$RoundRectangleFigure 
UC
52 
invokeStep$RadiusHandledisplayBox$RoundRectangleFigureinvokeStep$RadiusHandlerange
$GeominvokeStep$RadiusHandlesetArc$RoundRectangleFigure 
UC
53 
locate$RadiusHandlegetArc$RoundRectangleFigurelocate$RadiusHandle 
displayBox$RoundRectangleFigure 
UC
54 handles$RectangleFigureaddHandles$BoxHandleKit 
UC
55 
read$RectangleFigurereadString$StorableInputread$RectangleFigureread$FigureAttributesr
eadString$StorableInputread$FigureAttributesreadInt$StorableInputread$FigureAttributesre
adStorable$StorableInputread$StorablereadStorable$StorableInputread$FigureAttributesrea
d$RectangleFigurereadInt$StorableInput 
UC
56 
write$RectangleFigurewriteString$StorableOutputwrite$RectangleFigurewrite$FigureAttribut
eswriteString$StorableOutputwrite$FigureAttributeswriteInt$StorableOutputwrite$FigureAt
tributeswriteStorable$StorableOutputwrite$StorablewriteStorable$StorableOutputwrite$Fig
ureAttributeswrite$RectangleFigurewriteInt$StorableOutput 
UC
57 handles$RoundRectangleFigureaddHandles$BoxHandleKit 
UC
58 
read$RoundRectangleFigurereadString$StorableInputread$RoundRectangleFigureread$Figure
AttributesreadString$StorableInputread$FigureAttributesreadInt$StorableInputread$Figure
AttributesreadStorable$StorableInputread$StorablereadStorable$StorableInputread$FigureA
ttributesread$RoundRectangleFigurereadInt$StorableInput 
UC
59 
write$RoundRectangleFigurewriteString$StorableOutputwrite$RoundRectangleFigurewrite$Fi
gureAttributeswriteString$StorableOutputwrite$FigureAttributeswriteInt$StorableOutputwri
te$FigureAttributeswriteStorable$StorableOutputwrite$StorablewriteStorable$StorableOutput
write$FigureAttributeswrite$RoundRectangleFigurewriteInt$StorableOutput 
UC
60 deactivate$ScribbleToolsize$AbstractFigure 
UC
61 mouseDown$ScribbleTooladdPoint$PolyLineFigure 
UC
62 mouseDrag$ScribbleTooladdPoint$PolyLineFigure 
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UC
63 point$ScribbleTooladdPoint$PolyLineFigure 
UC
64 
findEnd$ShortestDistanceConnectoreast$GeomfindEnd$ShortestDistanceConnectorwest$Geo
mfindEnd$ShortestDistanceConnectornorth$GeomfindEnd$ShortestDistanceConnectorsout
h$GeomfindEnd$ShortestDistanceConnectorlength2$Geom 
UC
65 
findPoint$ShortestDistanceConnectoreast$GeomfindPoint$ShortestDistanceConnectorwest$G
eomfindPoint$ShortestDistanceConnectornorth$GeomfindPoint$ShortestDistanceConnector
south$GeomfindPoint$ShortestDistanceConnectorlength2$Geom 
UC
66 
findStart$ShortestDistanceConnectoreast$GeomfindStart$ShortestDistanceConnectorwest$Ge
omfindStart$ShortestDistanceConnectornorth$GeomfindStart$ShortestDistanceConnectorso
uth$GeomfindStart$ShortestDistanceConnectorlength2$Geom 
UC
67 connect$TextFigurelocate$OffsetLocator 
UC
68 
drawFrame$TextFigurehasDefined$FigureAttributesdrawFrame$TextFigureget$FigureAttribut
esdrawFrame$TextFiguregetDefaultAttribute$AttributeFigureset$FigureAttributesgetDefaul
tAttribute$AttributeFigureget$FigureAttributes 
UC
69 figureChanged$TextFigurelocate$OffsetLocator 
UC
70 
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NOMENCLATURE 
A-KNN  Adaptive k-nearest neighborhood 
ASM   Architectural Stability Metric 
Avg   Average 
BF   Brute Force 
CASE   Computer-Aided Software Engineering 
CBO   Coupling Between Objects 
CF   Class Functionality 
ChRatio  Change Ratio 
CR   Class Relatedness 
D   Direct interaction 
DFD   Data Flow Diagram 
GA   Genetic Algorithm 
GGA   Grouping Genetic Algorithm 
HC   Hill Climbing 
I   Interaction amount 
IPC   Inter package Connection 
LCOM   Lack of Cohesion in Methods 
M   Method amount 
NP    Non deterministic Polynomial 
OO    Object Oriented 
OOPL   Object Oriented Programming Language 
OverallPackaging Overall Packaging 
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PackagingQlty Packaging Quality 
SD   Sequence Diagram 
SA   Simulated Annealing 
T   Transitive (Indirect) interaction 
UC   Use Case 
UML   Unified Modeling Language 
Util   Class Utilization 
w   Weight 
XMI2UC  XMI to Use Case 
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