Abstract. We study finite element based space-time discretisations of the incompressible Navier-Stokes equations with noise. In three dimensions, sequences of numerical solutions construct weak martingale solutions for vanishing discretisation parameters. In the two dimensional case, numerical solutions converge to the unique strong solution.
Introduction
In this paper we consider a system of equations describing the motion of an incompressible fluid subjected to a random force in a bounded polygonal domain D ⊂ R d , d = 2, 3. Let (Ω, F, F, P) be a complete, filtered probability space with a filtration F = {F t ; t ∈ [0, T ]} satisfying the usual assumptions, and let W ≡ {W(t); t ∈ [0, T ]} be a K K K-valued F-Wiener process, for a certain Hilbert space K K K. Then we look for a stochastic process u ≡ {u(t) ; t ∈ [0, T ]} taking values in the space L 2 (D) = L 2 (D; R d ) such that Here, u · ∇ = n i=1 u i ∂ i . Below, we will precise requirements for the mapping g. Stochastic Navier-Stokes equations are often used as a complementatory model to the deterministic one to better understand the rôle of small perturbations or (thermodynamic) fluctuations present in fluid flows, and get deeper insight regarding possible non-uniqueness, and loss of initial regularity of solutions in the deterministic case in three space dimensions; cf. [13, 14, 15] . The existence of a global weak martingale solution of (1.3) which satisfies for p ≥ 2,
in the case of a weakly divergence-free initial data u 0 ∈ L 2 (D) is shown in [16] . In the twodimensional case, the existence and pathwise uniqueness of global strong solutions can be shown by a local monotonicity argument in [27] ; see also references therein. The numerical study of general linear stochastic partial differential equations (SPDE's) is usually accomplished by the semigroup method or with the help of the Green's function. In contrast, the existing numerical analysis of nonlinear SPDE's is fairly limited and mainly focuses on problems with monotone or Lipschitz continuous drift functions. For example, Gyöngy and Millet in [19] use variational methods to show convergence of space-time discretisations of SPDE's with monotone drift. Unfortunately, these methods may not be applicable to problem (1.1)-(1.3) where the drift is non-monotone, non-Lipschitz, and also the only available solution concept is that of weak martingale solution (d = 3), and causes crucial changes for a related numerical analysis.
As regards the existing results for the discretisation of problem (1.1)-(1.3), Flandoli and Tortorelli [17] consider a semi-discretisation in time of strong solutions to the stochastic 2D Navier-Stokes equations driven by additive noise. By splitting the problem in a linear SPDE coupled with Navier-Stokes equations with random coefficients, convergence in probability of the discrete solution is shown.
A paper which is related to ours from a methodological point of view is [12] , where DeBouard and Debussche show the convergence in probability towards the unique strong solution of a time-semidiscretisation of the stochastic Schrödinger equation with non-Lipschitz nonlinearity. Similarly to the present work, uniform bounds for higher moments of the discrete solution, and of its increments are used to establish relative compactness of for the set of discrete solutions. A main difference between the present paper and [12] is that here one has to deal with weak martingale solutions, which requires to construct a filtered probability space together with an adapted Wiener process, and an adapted solution.
The construction of the Wiener process and of the related σ-algebra for the weak martingale solution is considered in [1] , where a discretisation of the stochastic Landau-Lifschitz-Gilbert equation with Stratonovich noise is considered. Important tools are the characterisation of the new probability space, which can be addressed with from [35, Theorem 1.10.4 and Addendum 1.10.5], together with a theorem which allows to identify the limit of a sequence of quadratic variations of a martingales [5, Theorem C.2] .
The goals of this paper are to consider implementable space-time discretisations, and to show that corresponding numerical solutions lead to the construction of weak martingale solutions (d = 3), and strong solutions (d = 2). The related analysis addresses the interplay between space-time discretisation (see Algorithms 1 and 3), and its interaction with the discretisation of the noise (see Algorithm 2 below), where stability, control of increments of numerical solutions, and a compactness argument and some from stochastic analysis tools are needed. For this purpose, we study a finite element based space-time discretisation of problem (1.1)-(1.3). To be more specific, let T h be a quasi-uniform triangulation of the domain D, where h > 0 denotes the maximum mesh-size, and H h , L h denotes a corresponding discrete Ladyzhenskaja-BabuskaBrezzi (LBB) stable pair of finite element spaces to approximate velocity and pressure fields, respectively. Let I k := {t m } M m=0 be an equi-distant partition of size k := T /M > 0 of the time interval [0, T ], where T ≡ t M . Then, we consider the following discretisation of (1.1), where f m := f (t m ) for m ≥ 1, and ∆ m W := W(t m ) − W(t m−1 ). Algorithm 1. Let M ∈ N and U 0 ∈ H h be given. For every m ∈ {1, . . . , M } find an H h × L hvalued random variable U m , Π m such that for all (Φ Φ Φ, Λ) ∈ H h × L h , A general time continuous Faedo-Galerkin method which uses divergence-free functions is used in [16] to construct a weak martingale solution of (1.1)-(1.3) as limit of approximate solutions of a related stochastic differential equation: a compactness argument that uses fractional Sobolev spaces, and the Skorokhod almost sure representation theorem, together with a martingale representation theorem to properly identify limits of both, the deterministic and the Itô integrals are used in [16] . The fact that divergence-free functions are used, and that only a space discretisation is considered is in contrast to practical implementations, where usually (1.2) is only approximatively satisfied.
Unfortunately, it is non-trivial to construct practicable numerical schemes where finite element functions are exactly divergence-free, which is why the preferred discretisations are those where the solutions are only weakly divergence-free, i.e. (1.6) holds. General references in the deterministic setting include [6, 18] . Here, in general, subsequences of space-time interpolants {div U U U k,h } k,h only converge weakly in L 2 to zero (as k, h → 0). Hence a related consequence is the convergence to solutions of the limiting problem in larger spaces; see also Theorem 5.1.
In this work, we show the convergence of the space-time discretisation (1.5)-(1.6) which consists of the following three steps:
(i 1 ) For every k, h > 0, we show solvability of (1.5)-(1.6) by means of Brouwer's fixed point theorem, and derive useful a priori bounds for numerical solutions {U m } m≥1 , and increments of those (Section 3). (ii 1 ) We prove the tightness of the family of laws related to space-time continuous functions {U U U k,h } k,h which are only discretely divergence-free, and we use Prohorov's theorem together with the Skorokhod almost sure representation theorem to identify limits of corresponding deterministic integrals (Section 4). (iii 1 ) In order to identify the limit of the stochastic part in (1.5)-(1.6), we slightly perturb the functions {U U U k,h } k,h to { U U U k,h } k,h : for corresponding filtrations {F k,h } k,h , the resulting stochastic integral term is a square-integrable F k,h -martingale, and a proper limit (k, h → 0) a square-integrable F -martingale which by the martingale representation theorem is the Itô integral t 0 g u(s) dW (s); t ∈ [0, T ] . This part is accomplished in Section 5. The main contribution of this work is the practical construction of a weak martingale solution, since it is the only available solution concept for problem (1.1)-(1.3) in three space dimensions. This requires to properly address the combined space-time discretisation effects interacting with the non-Lipschitz drift, and the nonlinear noise. In particular, to realise these steps for a space-time discretisation where numerical solutions are only discretely divergence-free requires different tools than those used in e.g. [16] . In particular, this practical construction of a weak martingale solution for (1.1)-(1.3) (i 2 ) has to account for the fact that the involved velocity fields are only discretely divergence free, which is the reason for the additional term appearing in (1.5), and a proper balancing of finite element spaces for both, velocity and pressure to obtain a well-posed discretisation ('discrete LBB condition'). This lack of incompressibility of numerical solutions {U m } m≥1 requires different compactness arguments on larger spaces if e.g. compared to those in [16] for example; see Lemma 3.2. (ii 2 ) requires relevant stability properties, including uniform control of higher moments of numerical solutions, and increments of them (in k, h > 0), which motivates an implicit in time treatment of deterministic terms in (1.5), and an explicit in time treatment of the integrand in the stochastic part; see Lemma 3.1. The control of increments of the numerical solutions in Lemma 3.2 in particular is then a crucial step which again benefits from the special space-time discretisation, and is a key property for the compactness argument in Lemma 4.3. (iii 2 ) has to produce (a proper collection of) filtrations F k,h to validate the F k,h -martingale property of the related stochastic term and to eventually pass to the limit; see equation (5.2) in Section 4. Since the approximation is discrete in time, we use solutions from Algorithm 1 to construct time-continuous processes { U U U k,h } k,h , which inherit relevant properties of those numerical solutions. In the next step this construction allows the stochastic integral with respect to the given Wiener process W to be represented by a sum of deterministic integrals involving the continuous functions { U U U k,h } k,h . Then, the convergence of a subsequence of discrete solutions obtained in Lemma 4 .3 allows to pass to the limit in the deterministic integrals on a new probability space, see Proposition 4.1, leading to a martingale which may be identified as a stochastic integral with respect to a limiting Wiener process W by a martingale representation theorem.
As will become clear from the following, these arguments differ significantly from existing works in the numerics of nonlinear SPDE's. We hope that the elaboration of the steps (i 2 )-(iii 2 ) will turn out to be useful for the practically relevant construction of weak martingale solutions for a broad range of nonlinear SPDE's. While (i 2 )-(ii 2 ) are mainly based on tools from nonlinear numerical analysis, those developed within (iii 2 ) in Section 5 draw heavily from concepts of stochastic analysis in a discrete setting.
It is computationally advantageous to replace the Gaussian increments of a Wiener process ∆ m W in Algorithm 1 by simpler (for instance bounded and discrete) i.i.d. K K K-valued random variables ξ ξ ξ m , satisfying appropriate moment conditions (SI 1 )-(SI 3 ); see Section 6 for details. The following algorithm is then a simple modification of Algorithm 1.
We introduce assumptions (SI 1 )-(SI 3 ), see Section 6, on the random variables {ξ ξ ξ m } M m=1 to have proper measurability and independence properties with respect to the time discrete filtration, to ensure that expectation and covariance coincide with those of the corresponding Wiener increments, and to have the right scaling for higher moments of ξ ξ ξ m with respect to the time-step k > 0. Thanks to these assumptions it is possible to show existence and stability of corresponding sequences of numerical solutions {U m } M m=1 , but in this case we can not use the Burkholder-Davis-Gundy inequality to obtain estimates on higher moments, and the Doob's inequality is needed. Then the tightness of the corresponding piecewise affine interpolation of the resulting numerical solutions follows exactly as in Step (ii 2 ); see Section 6. The main issue is then given by the construction of the stochastic integral. Now we can not take advantage of the perturbation { U U U k,h } k,h , since it is constructed by a stochastic integral. In this case we construct a time-discrete martingale {M m k,h } m , with corresponding filtration. By using a general theorem on the convergence of time discrete martingales, together with the properties of the discrete process {R m k,h } m which has the rôle of the quadratic variation, we can identify the limit of {M m k,h } m with the desired stochastic integral. This convergence result can be compared with the Donsker invariance principle. In fact, we can use any sequence of i.i.d. random variables which have the same expectation and covariance as the Wiener increments to construct the stochastic integral, since the convergence is independent of the distribution of the {ξ ξ ξ m } m .
Moreover, we can consider versions of Algorithms 1 and 2 where the convection term is treated in a semi-implicit way, see Algorithm 3, such that the solution of problem (1.1)-(1.3) is approximated by numerical solutions solving a linear problem only. For this scheme, the estimates for higher moments of the solution, and of its increments remain valid, leading to the same compactness properties as for the solution of Algorithm 1 or 2. This allows to conclude the same convergence properties as for Algorithms 1 and 2.
Our second result is the convergence of the whole sequence of H h -valued numerical solutions {U m } m from Algorithm 1 on a given probability space to the existing unique strong solutions of (1.1)-(1.3), for d = 2 and multiplicative noise. This method can be seen as a generalisation of the numerical methods presented in [19] to the 2D Navier-Stokes equations. Moreover, we extend arguments from [27] and [26] to the given fully discrete setting. In [27] , the existence of strong solutions is shown by an abstract Faedo-Galerkin method. Here we use Algorithm 1 to construct strong solutions of (1.1)-(1.3). A crucial difference between the two approaches is the time discretisation. Due to the fact that chain and product rules differ from their discrete counterparts, residual terms arise in the present setting which need to be shown to vanish for vanishing discretisation parameters. The main tool in this proof is a local monotonicity result for the operator
which is borrowed from [26] . This property allows us to identify the limit in the nonlinear terms without using strong convergence type results explicitly. The argument does not employ the Skorokhod theorem as well, and, as a consequence, we do not need to construct a new probability space together with a Wiener process on it.
The paper is organized as follows. In Section 2 we collect necessary background material. In Section 3 we show stability properties of solutions from Algorithm 1, and in Sections 4 and 5 we construct weak martingale solutions of (1.
. In Section 6, we generalize these results to Algorithm 2. In Section 7, we construct strong solutions of (1.1)-(1.3) as limits of solutions of Algorithm 1 for the case d = 2. 
Since we work mainly with the domain D, we write usually W 1,2 0 or L 2 . For a Banach space X, let L p 0, T ; X , and W m,p 0, T, X denote standard Lebesgue and Sobolev spaces of Bochner measurable X-valued functions. We denote by W −1,2 the dual space of W 1,2 0 , and by ·, · the corresponding dual pairing. The following spaces play a fundamental rôle in our research:
Here '·' denotes the standard scalar product in R d , and n : ∂D → R d denotes the unit outer normal vector field (defined a.e. on ∂D). We denote D(A) = W 2,2 (D) ∩ V, and define the self-adjoint, inversely compact operator A : D(A) → H via Au := −P H ∆u, where P H : L 2 (D) → H denotes the Leray-projection.
We assume that Ω, F, F, P is a complete probability space endowed with a filtration F = F t ; t ∈ [0, T ] and let β j (t); t ∈ [0, T ] j∈N , be a sequence of i.i.d. R-valued Brownian motions on Ω, F, F, P . Let K K K be a Hilbert space, and denote by T 1 (K K K) the space of all trace class operators on K K K. Let Q ∈ T 1 (K K K) be symmetric and positive definite, and {e j } j≥1 denotes an orthonormal basis of K K K consisting of eigenfunctions of Q, with eigenvalues {q j } j≥1 ⊂ R + . We denote by W = W(t); t ∈ [0, T ] a K K K-valued F-Wiener process with covariance operator Q defined by
where the convergence is in L 2 (Ω; C([0, T ]; K K K)); see e.g. [11, Chapter 4] . For p ≥ 1 and H H H being a separable Hilbert space, consider the space
Let us denote by L(K K K, H H H) the space of linear bounded operators from a Hilbert space K K K to a Hilbert space H H H, and by T 2 (K K K, H H H) the space of linear Hilbert-Schmidt operators from
as a continuous H H H-valued F-martingale, such that for an arbitrary step process ϕ ϕ ϕ, then 2) and the Burkholder-Davis-Gundy inequality, see [4, Theorem 2.4] which holds for 1 < r < ∞:
3)
The construction of the Itô integral can be extended by density to the class of all processes ϕ ϕ ϕ
We recall the following inequality
where for n = 1 we have equality and C n = 1; see for instance [22, Corollary 1.1]. We summarize the assumptions needed below for data Q, u 0 , and f ; see also [16] .
is (strongly) continuous with linear growth, i.e. there exists a constant
We recall the notion of a weak martingale solution of (1.1)-(1.3); see for instance [16] .
Definition 2.1. Let T > 0 be given, and (S 1 )-(S 3 ) are valid. A weak martingale solution of
is an F-progressively measurable process, such that γ > 1 and P-almost surely, for all t ∈ [0, T ], the following equality holds,
2.2. Space discretisation. For simplicity, throughout the work we assume that T h is a quasiuniform triangulation of the domain D ⊂ R d (d = 2, 3) into triangles resp. tetrahedra of maximal diameter h > 0, and
be the space of polynomial vector fields on K with degree less or equal to κ ∈ N. We introduce finite element function spaces for fixed numbers κ 1 , κ 2 ∈ N 0 ,
We assume that these spaces satisfy (for fixed κ 1 , κ 2 ) the discrete LBB-condition, see e.g. [6, Section II.2.3], i.e., there exists a constant C > 0 independent of the mesh size h > 0 such that
The following estimates are standard, see for instance [21] ,
Let us recall the inverse inequality [3, Lemma 4.5.3] , which holds for quasi-uniform triangulations for every finite element function v h ∈ H h . There exists a constant C = C(m, , d, q 1 , q 2 , D) > 0 such that for h > 0 there holds
An important tool for proving the solvability and the energy estimates is the following identity
A construction of weak martingale solutions of the nonlinear problem (1.1)-(1.3) requires strong convergence of constructed subsequences which for deterministic problems usually are deduced from the compactness results for instance of Aubin and Lions, and requires some estimates for the time derivatives of approximate solutions. This strategy does not extend to the stochastic case where approximate solutions are not differentiable with respect to time. A key problem related to the time-discretisation is to properly set up families of continuous processes {U U U k,h } k,h related to the discrete ones {U m } M m=1 solving the iterative scheme, and to construct related filtrations {F k,h } k,h to which they are adapted. Another problem that has to be addressed in the convergence analysis is that the approximating functions in general are not solenoidal. In the following, we use a method based on fractional Sobolev spaces, which are related to Nikolskii spaces. We refer to [33, Definition 1] for the following Definition 2.2. Let X be a Banach space, and T > 0. i) The fractional Sobolev spaces are defined for 0 < s < 1, 1 ≤ p < ∞ by
ii) The Hölder spaces are defined for 0 < s < 1 by
iii) The Nikolskii spaces are defined for 0 < s < 1, 1 ≤ p < ∞ by
The following properties of these spaces are known, see for instance [33] . We will employ the following criterion for the embedding of the space G k into the Nikolskii spaces N α,p (0, T ; X); see [1, Lemma 3 .1] for a proof.
Then, there exists a constant C > 0 neither depending on f nor on k > 0, such that
Compactness results. The following compactness results will be needed below; see e.g. [16] for proofs and comments.
Lemma 2.2. Assume that X 0 ⊂ X ⊂ X 1 are Banach spaces, X 0 and X 1 being reflexive. Assume that the embedding X 0 → X is compact, q ∈ (1, ∞), and α ∈ (0, 1). Then the embedding
Lemma 2.3. Assume that X 0 , X are Banach spaces such that the embedding X 0 → X is compact. Assume that q ∈ (1, ∞) and 0 < α < β < 1. Then the embedding
The last compactness result relates Sobolev spaces to spaces of continuous functions.
Lemma 2.4. Assume that X 0 , X are Banach spaces such that the embedding X 0 → X is compact, and some real numbers α ∈ (0, 1), q > 1 satisfy
Then the space W α,q 0, T ; X 0 is compactly embedded into C [0, T ]; X .
Existence and stability of solutions of Algorithm 1
We assume that conditions (S 1 )-(S 3 ) are valid. Let P = (Ω, F, F, P) be a filtered probability space, and W be a K K K-valued F-Wiener process with covariance operator Q. In the first step, we prove existence and stability properties for the solution to Algorithm 1. For this purpose, problem (1.5)-(1.6) is rewritten in the following form by using discretely solenoidal functions,
random variables which for all ω ∈ Ω solves Algorithm 1, and has the following properties:
Above, the constants
Proof. Step 1. Solvability. Let us fix ω ∈ Ω. We use Brouwer's fixed point theorem to show the existence of a V h -valued sequence {U m (ω)} m solving (3.1). We argue by induction. Since U 0 is given, and
Since V h endowed with the L 2 scalar product is a Hilbert space, F F F ω m is well-defined. Moreover, it can easily be shown that this mapping is continuous. Hence, by using identity (2.10) and Young's inequality, we have for all
By the inductive assumption and (S 2 ), for every ω ∈ Ω,
Hence, by applying Brouwer's fixed point theorem, see for instance [18, Corollary 1.1, p. 279] conclude that, with
By Brouwer's fixed point theorem, this implies the existence (but not uniqueness
In view of the discrete LBB-condition (2.5), there exist L h -valued sequence of pressures {Π m (ω)} 1≤m≤M such that (1.5) holds.
Step 2. Measurability. Proof of claim (i). This can be done exactly as in [12] , see also [1] .
Step 3. A priori energy estimates. We will prove the three a priori bounds contained in (ii) by first proving an auxiliary inequality to deduce the second and third parts. At the end we prove the first part. We put Φ Φ Φ = U m in equation (3.1) and by using the following fundamental identity
together with (2.10), we find
Fix m ∈ {1, . . . , M }. Note that in view of (i), the expectation of the last term on the right-hand side of (3.4) vanishes. Hence, by the Cauchy-Schwarz inequality, and by taking the sum from m = 1 to m = M , after absorbing terms we obtain
By the tower property of the conditional expectation, the independence of the increments of the Wiener process, assumption (S 2 ), and (2.4) for n = 1, we find that the last term in (3.5) satisfies
Thus, by applying the discrete version of Gronwall's lemma, we deduce from (3.5) the following estimate
In the next step, by using the estimate (3.7) together with (3.5), we obtain the second and the third estimate in (ii). To prove the first inequality in (ii), we start from equality (3.4), and use the Cauchy-Schwarz's inequality to the first two terms of the right-hand side, sum from m = 1 to m = i, for a fixed natural number i ≥ 1, take the maximum over 1 ≤ i ≤ M , and apply the expectations. As a consequence, omitting the positive terms on the left-hand side, and using the fact that for sums of positive terms, the maximum is reached for i = M , we infer that
The first two terms in (3.8) are clearly bounded. To bound the third term we use (3.6) and (3.7). It remains to bound the fourth term. This is accomplished with the help of the BurkholderDavis-Gundy inequality, see [24, Theorem 3.3.28] , after treating the sum as the stochastic integral of a piecewise constant integrand, and assumption (S 2 ):
Thus, we can absorb the second term of (3.9) 5 into the left hand side of (3.8); using the bounds (3.6) and (3.7), we get then the first inequality in (ii).
Step 4. Bounds for the higher moments of the velocity. First we prove the assertion for p = 2. At the end we indicate how our argument can be extended to any natural number p ≥ 3. Again we proceed as in Step 2, by proving an auxiliary bound analogous to (3.7), to deduce the second and then the first part of the inequality in (iii).
We begin by multiplying identity (3.4) by U m 2 L 2 , and use (3.
where
By using Cauchy-Schwarz's inequality, we infer that
and
Therefore, by the above estimates (3.10) and (3.11), we infer that there exists a constant C > 0 which does not depend on k, h > 0 such that
Then, proceeding as in (3.6), by using (2.4) and the assumption (S 2 ), we get that
Since the expectation of the fourth term on the right-hand side of (3.12) vanishes, by the discrete version of the Gronwall Lemma, proceeding as in Step 3, we obtain the second inequality in (ii), i.e.,
Next we use this result to conclude
For the first inequality in (iii), we use the strategy already used in (3.8).
Thus, using (3.13) and (3.14), we deduce assertion (iii) for p = 2.
We may now continue successively for p ≥ 3, by multiplying (3.12) by U m 2 p−1 L 2 , to arrive at the following inequality
for some constants c p ≥ 0 and
We leave the details of the derivation of (3.16) to the reader.
Step 5. A priori estimates for the gradient norm of the velocity. Here we prove the inequality (iv). As in the previous step, we only consider in detail the case p = 2, and give hints for the general case. We take the sum in (3.4) (with index i instead of m) from i = 1 to i = m, and afterwards square the resulting equality. This us leads to the following inequality
Next we consider only the expectation of the last two terms. The other terms can be easily bounded. Since (
Next, using the tower property, the inequality (2.4) for n = 2, and the already proved first part of assertion (iii) we get
For the last term of (3.17) we use the Burkholder-Davis-Gundy inequality, assumption (S 2 ), and the first part of assertion (iii), to conclude that
Putting things together in (3.17) shows inequality (iv) for p = 2. For the case p ≥ 3 we note that the following inequality holds:
We take expectation in (3.19) , and bound each term independently. The first and second terms can be controlled easily. The third term on the right-hand side can be bounded by using the inequality (2.4) together with the tower property, assumption (S 2 ), and inequality (iii). In order to deal with the expectation of the last term in (3.19), we represent the sum as a stochastic integral and use the Burkholder-Davis-Gundy inequality.
The proof of the Lemma is therefore complete.
The next result quantifies the time variation of the numerical solutions {U m } M m=0 from Algorithm 1. It will be useful later on to validate the related compactness properties of the numerical solutions {U m } M m=0 . Its proof evidences the interaction of noise, the incompressibility constraint, and the chosen space-time discretisation.
Lemma 3.2.(i)
There exists a constant C T > 0 such that for every M and every ∈ {1, . . . , M }
(ii) For every p ≥ 2 there exists a constant C p > 0 such that for every M and every ∈ {1, . .
Proof.
Step 1. Proof of the first part (3.20). As we see from this proof below, the case m = 0 requires a different treatment to avoid of the presence of ∇U 0 , which is not under control. a) First assume m ≥ 1. Fix a natural number ∈ {1, . . . , M } and then choose m ∈ {1, . . . , M − }. We replace the index m by i in (3.1), and take the sum from i = m + 1 to i = m + . Then choosing Φ Φ Φ = U m+ − U m , and finally taking the sum over m ∈ {1, . . . , M − } leads us to the following identity
First we will show that the expectation of the first three terms can be estimated from above by Ct 1/4 . We begin with the first term. By the Cauchy-Schwarz inequality, and Lemma 3.1, (ii), since t = k, we have
Since both terms in II are similar to each other, we only treat the first one. By using the Gagliardo-Nirenberg inequality, the Cauchy-Schwarz inequality for sums, the Hölder's inequality, and the second part of (iii) and (iv) in Lemma 3.1, and similar ideas as in the estimates of I, we infer that
We omit the straightforward estimates for E III . For the last term in the equality (3.22), we use Young's inequality, the Itô isometry (2.2), and the assumption (S 2 ), to infer that
We conclude by observing that the second term above can be absorbed into the left-hand side of (3.22) , and the first can be estimated with Lemma 3.1, (ii). b) Consider the case m ≥ 0. It is enough to consider m = 0 and = M − 1 in (3.22). Then we have
Because of Lemma 3.1, we have that kE
for k small enough. Thus the first part of (i) is proved.
Step 2. Proof of the second part of inequality (i). Let us fix a natural number ∈ {1, . . . , M }. To obtain estimates in (V∩W 2,2 ) we use the fact that the projection Q 0 h : L 2 → V is self-adjoint. To this end, let us recall that there exists a constant C > 0 such that the following inequality holds
Consider (3.1), with index i instead of m, and sum it up from i = m + 1 to i = m + . Then take the sum of it from m = 0 to m = M − , and finally the norm, and the expectation of it.
Because of (2.6) 2 , we arrive at the following estimate
We proceed separately with the terms I, . . . , IV . By the second part of inequality (2.7), estimates (2.9), the first part of (i) in Lemma 3.1, as well as
We continue with the term II in (3.24). Using integration by parts and the Cauchy-Schwarz inequality, we obtain the following estimate,
Then the continuous embedding W 1,2 ⊂ L 6 , (2.7) and (2.9), like in (3.25), yield
Then the Gagliardo-Nirenberg inequality for d = 3, Lemma 3.1, (iv), the first part of (iii), and Hölder inequality lead to
The further term II 2 is now the order-limiting term. Since in general V h ⊂ V, the sequence div U m M m=0 will be controlled by the second part of Lemma 3.1, (ii), such that 29) where the following inequalities are used for every 0 < δ ≤ 3, A proper control of III is immediate. For IV , by assertion (S 2 ), the tower property, and first part of Lemma 3.1, (i),
The proof of part (i) of Lemma 3.2 is thus concluded.
Step 3. Proof of assertion (ii) by modifying the argument in Step 2. Fix a natural number ∈ {1, . . . , M } and then choose m ∈ {1, . . . , M − }. We replace the index m by i in (3.1), and take the sum from i = m + 1 to i = m + . Choose Φ Φ Φ = Q 0 h ϕ ϕ ϕ ∈ V h for any ϕ ϕ ϕ ∈ V V V. Summation over m ∈ {0, . . . , M − }, property (2.6) 2 , and taking expectations then lead to
A simple adaptation of arguments from Step 2 leads to inequality
What concerns term IV , by the Burkholder-Davis-Gundy inequality, assumption (S 2 ), and the first part of Lemma 3.1, (ii), we obtain
This concludes the proof of the assertion (ii) and also of the whole Lemma.
We define a piecewise affine, globally continuous process U U U k,h by
Note that
We remark that U U U k,h is not F-adapted.
4.
Compactness properties of numerical solutions from (1.5)-(1.6) Lemma 3.2 allows to control time fractional derivatives of the process U U U k,h :
Moreover, for integer p ≥ 2, β ∈ (0, 1 2 ), and γ ≥ 1
The bounds in Lemmata 3.1 and 4.1, as well as Chebyshev's inequality allow for the following compactness result that follows from 
Lemma 4.2. Assume that
By Prohorov's theorem for Banach spaces, the tightness given by Lemma 4.2 implies the existence of a sequence {k n , h n } n∈N , such that
such that the laws L(U U U n ) n converge weakly to a certain probability measure µ on L 2 0, T ; L 2 for n → ∞. The following result is based on the Skorokhod theorem [23, p. 9] , which allows to turn over to possibly another collection {U U U n } n with improved convergence properties.
There exists a filtered probability space P = (Ω , F , F , P ), and i) a family of discrete solutions U U U n n such that for all indices n ∈ N
is a measurable map and
and P -almost surely
We resume all the convergence results in the following Lemma 4.3. Let α and γ be as in Proposition 4.1, and U 0 → u 0 in L 2 for h → 0. Then there exists a filtered probability space P = (Ω , F , F , P ), such that the following convergences hold for a subsequence labeled in the same way as the original sequence for n → ∞:
Proof. The assertions (4.3) 1 and (4.3) 2 follow from the fact that the piecewise affine H h -valued processes from the sequence U U U n n and from the original set U U U k,h k,h satisfy the same estimates, since they have the same laws; see Lemmata 3.1 and 3.2. Convergence (4.3) 3 follows by Lemma 3.1, (ii), Proposition 4.1, (3.34) and the uniform integrability given by Lemma 3.1, (ii).
The first part of property (4.3) 4 follows from (4.3) 2 , the discrete divergence-free constraint (1.6), and approximation properties of the Lagrange interpolation
The proof of the second part of (4.3) 4 follows analogously, using the strong convergence of the discrete initial data
Finally, property (4.3) 5 follows exactly in the same way, since U U U n is a linear combination of U U U n + and U U U n − .
We now are able to identify the limits of the deterministic integral in Algorithm 1.
Lemma 4.4. For T > 0, let U U U n n be the collection of discrete solutions from Proposition 4.1. Then for every ϕ ϕ ϕ ∈ V V V and every t ∈ [0, T ],
Proof. In addition to (4.3) 3 and (4.3) 4 , we have the convergence
which is a consequence of the third part of (ii) from Lemma 3.1 together with (3.34), for the collection of discrete solutions {U U U n } n on the new probability space P . In order to prove part (i) of the lemma, let us fix ϕ ϕ ϕ ∈ V V V. We observe that
Indeed, the convergence of the first term in the integral this follows by the uniform boundedness of
To prove part (ii), we integrate by parts in the leading term on the left-hand side of equality (ii), and use (4.4) for the first term, and (4.4) together with (4.3) 2 for the second:
Integration by parts and the equality div u u u = 0 Lebesgue a.e. in D T , and P -almost surely then imply assertion (ii). The proof is complete.
Due to the strong
Construction of a weak martingale solution of (1.1)-(1.3) via Algorithm 1 using Wiener process increments
In this section we prove that the random process u u u constructed in Section 4, together with a probability space P = (Ω , F , F , P ), and a Wiener process to be constructed later on is a weak martingale solution of equations (1.1)-(1.3). For this aim, we follow an argument from [1, Section 6]. According to the modified Skorokhod theorem formulated and proved in [35, Theorem 1.10.4 and Addendum 1.10.5], a new probability space P , together with a family of measurable maps φ n : Ω → Ω can be constructed such that
We can then define a C(R + , K K K)-valued random variable
and using [36, Section 2] we can show that W n is a K K K-valued F-Wiener process with covariance operator Q. In fact, for any real valued Wiener process β i from (2.1), we define (β i ) n := β i • φ n , such that
The claim then follows by using representation (2.1). In Section 4, the V hn -valued process U U U n is defined in a natural way via piecewise affine interpolation of the numerical solutions {U m } M m=1 from (1.5)-(1.6). However, in order to construct an appropriate Wiener process, we use another continuous
Here, following (3.33), we use the notation
We observe that the process U U U is defined on the original filtered probability space P and coincides with the process U U U n on the grid points {t m } M m=0 , i.e.,
Using the properties of the stochastic integral for piecewise constant processes, we obtain
for t ∈ [t m−1 , t m ) By subtracting (5.2) from (3.35), setting Φ Φ Φ = U U U n (t)−U U U n (t), taking expectation, using (5.3), the Cauchy-Schwarz inequality, and the tower property, we get for
Below in this section, we define U U U n on the new filtered probability space P and show the strong L 2 -convergence of a subsequence of { U U U n } n to the process u u u obtained from (4.3). We define correspondingly the family of L 2 -valued processes U U U n n analogously to (5.2). Then, by (5.1) and [1, Proposition 6.3],
Using (5.5) we may now follow the argument in (5.4) to conclude
Thanks to this estimate and (4.3) 3 , we obtain,
Let F n resp. F n denote the natural filtration generated by the processes U U U n resp. U U U n . We introduce the following V hn -valued processes X n and X n defined on the filtered probability spaces Ω, F, F, P resp. Ω , F , F , P via
X n is a martingale w.r.t. the filtration of the Wiener process, but these information are also contained in the natural filtration F k,h of U U U n since this process depends on the Wiener process. So, X n is an F n -martingale, and the same argument implies that X n is an F n -martingale.
In the following, we identify the limit of the quadratic variation of the V hn -valued processes X n for n → ∞. This will be accomplished by verifying all assumptions of [5, Theorem C.2], and taking into account Theorem C.2 in the Appendix, which is used to represent the quadratic variation by dual pairing between D(A −γ ) and D(A γ ), instead by means of scalar product on D(A −γ ). This choice is motivated by the fact that, in the limit equation we have test functions from the space D(A γ ). This is done in three steps.
Step 1. We show the convergence of the quadratic variation process of X n . Let R n ≡ {R n (t) ; t ∈ [0, T ]} be the quadratic variation process of the process X n . By [11, Section 3], thanks to (5.2) we have
Since the laws of the processes (W, U U U n ) and (W n , U U U n ) are equal due to (5.1), (5.2), and (5.5), we infer that the laws of X n and X n also coincide. Therefore, in view of representations (5.2), (5.5) and [1, Lemma 6 .3], the quadratic variation of the F n -martingale X n is given by
Let γ > 1. We define as a natural candidate for the martingale part of the process u u u the following D(A −γ )-valued process X on P ,
where ·, · D(A −γ ) denotes the dual pairing between D(A −γ ) and D(A γ ). We take the limit n → ∞ of the T 1 (V hn )-valued quadratic variation process R n . Because of (5.6), (2.7), assumption (S 2 ) and Theorem C.2, we find for every t ∈ [0, T ],
Step 2. We have to show that the D(A −γ )-valued process X defined in (5.9) is a square integrable martingale with respect to the naturally augmented filtration F generated by u u u, with quadratic variation proces given by (5.11). In order to prove that X is an F-martingale we first note that in view of [10, p. 75] it is enough to show that the process X is an F-martingale. For this aim let us choose n ∈ N and fix times s, t ∈ [0, T ] and 0 ≤ s 1 < · · · < s n ≤ s, and let us choose a finite sequence of bounded and continuous functions w i : L 2 → R, i = 1, . . . , n, and a vector ϕ ϕ ϕ ∈ D(A γ ). We have to show the following equality
By the definition of the process X we have the following
We only consider the terms I and III since the other two can be treated in a similar way. By the convergence property (5.6), we infer that the term I satisfies the following identity
By Lemma 4.4, (i), and (5.3) we infer that the term III satisfies the following identity
Therefore, by (5.2) and Lemma 4.4 (ii), the right-hand side of equality (5.14) is equal to 0.
Step 3. It remains to show that R is the quadratic variation process X of the Fmartingale X . According to [5, Theorem C.2] together with Theorem C.2, we need to show that for every t ∈ [0, T ] and some r > 1, 
(5.17) Hence, the process X is a square integrable D(A −γ )-valued F-martingale with respect to the filtration F, with quadratic variation given by (5.11).
The remainder of the construction of a weak martingale solution for (1.1)-(1.3) is now standard by using the martingale representation theorem; see for instance [11, Section 8.4 ], or [16, Step 3 in the proof of Theorem 3.1].
We summarize the results proven in Sections 3 to 5.
Let Ω, F, F, P be a filtered probability space, and suppose that ( which solves (1.5)-(1.6) and satisfies Lemma 3.1.
Then, there exist a filtered probability space P = Ω , F , F , P , a sequence {k n , h n } n∈N converging to zero for n → ∞, and a subsequence of processes U U U n := U U U kn,hn defined on P , and an F -progressively measurable process u u u such that for γ > 1
P -almost surely, and an F -Wiener process W with nuclear covariance operator Q such that the system consisting of u u u, W and Ω , F , F , P is a weak martingale solution of problem (1.1)-(1.3).
In addition, taking into account (3.34) we have that P -almost surely
In other words, the piecewise constant interpolation of iterates {U m } m solving Algorithm 1 which are defined on the new probability space converges (up to a subsequence) towards a martingale solution.
Algorithm 1 amounts to solving nonlinear algebraic problems. By revisiting the above proofs, we notice that a weak martingale solution of (1.1)-(1.3) may also be constructed by numerical solutions which successively solve linear algebraic problems.
Remark 5.1. We may modify Algorithm 1 to the following linear scheme.
The well-posedness of Algorithm 3 follows from Lax-Milgram's theorem. Lemma 3.1 holds accordingly because of (2.10) for Ψ Ψ Ψ = U m−1 and Φ Φ Φ = U m . Lemma 3.2 also remains valid for iterates of Algorithm 3 because of results from Lemma 3.1. The remainder of the analysis follows the steps detailed for Algorithm 1.
We only mention here missing additional stability properties of iterates from (5.18)-(5.19) if compared to those of (1.5)-(1.6) which are useful in [9, Section 3] to derive rates of convergence with respect to strong convergence in the two-dimensional setting.
Remark 5.2. For simplicity, we used a function f :
but we can also assume that
for (fixed) p ≥ 4, using a piecewise constant approximation like in [34, Section 3.4.2]. Moreover we can consider f to be random.
Remark 5.3. In the previous sections we just considered the discretisation in time and space, leaving the discretisation of the noise uninvestigated. However, we can also consider a practically relevant truncated noise and show the convergence of corresponding solutions. To this end we introduce the finite dimensional space K K K ⊂ K K K. Then we consider the following
where the K K K -valued Wiener process W has a finite dimensional covariance operator Q ∈ T 1 (K K K ). If we assume that Q → Q in T 1 (K K K) ( → ∞), by applying the same arguments as for the proof of Theorem 5.1, we can find a filtered probability space P = (Ω , F , F , P ), a Wiener process W with covariance operator Q, and a progressively measurable process
, building a martingale solution of (1.1)-(1.2) in the limit (n → ∞, → ∞).
The step from the previous proof that needs a modification is the construction of the Wiener process, where instead of (5.7) we have
but the convergence of this term may be shown with the convergence properties of Q ; see Section 5. This argument was also used in [4, Section 5] to approximate solution to equations driven by cylindrical noise.
6. Construction of a weak martingale solutions of (1.1)-(1.3) by Algorithm 2 using approximate stochastic increments
The goal of this section is to construct a weak solution to problem (1.1)-(1.3) when the increments of the Wiener process are replaced by general, not necessarily Gaussian, random variables. Choosing simpler, for instance bounded, random variables may also the improve convergence behavior of nonlinear algebraic solvers for Algorithm 2.
To this end let us assume that I k := {t m } M m=0 is an equi-distant partition of size k > 0 covering the time interval [0, T ], F k = F tm : t m ∈ I k ⊂ F is a (discrete time) filtration, (Ω, F, F k , P) is a complete, filtered probability space, K K K is a real separable Hilbert space, Q ∈ T T T 1 (K K K) be symmetric and positive definite, and {ξ ξ ξ m } M m=1 is a sequence of K K K-valued i.i.d. random variables such that each satisfies (SI 1 ) ξ ξ ξ m is F tm -measurable and independent of F t , 1
Note that the assumptions (SI 1 ) and (SI 2 ) are generalized versions of the assumptions needed to show the existence of the R-valued Wiener process by a piecewise continuous interpolation of an appropriate random walk on R. In the finite dimensional case, by the Donsker invariance principle, the limiting distribution of increments is Gaussian. In fact, the Donsker invariance principle is a direct consequence of the central limit theorem. Here we do not use it, and the only thing we need to get the correct quadratic variation process of the stochastic integral, is the condition on the first moment and on the covariance operator. In the present case, these conditions on the first and second moment allow us to show that for k, h → 0 the limiting process corresponding to the stochastic integral in Definition 2.1 has the desired quadratic variation, which, by a martingale representation theorem, is enough to show the existence of an appropriate Wiener process.
We now give examples of R-, and more general K K K-valued sequences of random variables {ξ ξ ξ m } M m=1 that satisfy (SI 1 )-(SI 3 ). Example 6.1. 1. Let us assume that K K K = R and { ξ m } M m=1 be a sequence of i.i.d. R-valued random variables. We put ξ m = √ k ξ m . Below we list two admissible choices which satisfy the conditions (SI 1 )-(SI 3 ). In what follows we will show that the solutions from Algorithm 2 have the stability properties as those from Algorithm 1. Then we will be able to identify the limits of the deterministic integrals exactly as in Section 4. Finally, we use a general theorem on the convergence of discrete time martingales to identify the limit of the term related to the stochastic integral.
6.1. Existence and stability of solutions.
Observe that the random walk defined through
The following result holds. Proof. We only sketch those parts of the proof which indicate the rôle played by the general random variables {ξ ξ ξ m } M m=1 . We begin with the proof of Lemma 3.1. We consider the term
By the tower property, and assumptions (SI 3 ) and (S 2 ) we compute,
Thus, the assertions (3.7) and (3.13) are satisfied. Consequently, the second and third part of (ii) and the second part of (iii), for p = 2, in Lemma 3.1 follow. We can prove (iv) from Lemma 3.1, and as a by-product we get the first part of (iii). This implies the first part of (ii) by interpolation of L p -spaces. Taking the maximum, and using the Doob's inequality for p = 2, as well as the independence of the random variables {ξ ξ ξ i } i≥1 we compute
The first term can be absorbed in the left-hand side, while the last term can be bounded with the tower property for martingales. This shows assertion (iv) of Lemma 3.1, together with the first part of (iii) for p = 2. Then the first part of (ii) follows. This argument can be applied for all integers p ≥ 3. Now we will prove Lemma 3.2. The proofs of estimates in the L 2 -norm of time increments in Lemma 3.2 are straightforward by using the discrete martingale property of the random walk {S m } M m=1 . For every integer p > 2, we use again the independence of the random variables {ξ ξ ξ m } m≥0 to compute
where in the last estimate we use the estimates from the first part of the proof.
6.2.
Relative compactness of the set of numerical solutions and identification of the deterministic integrals. Recall the definition of the linear interpolation U U U k,h in the framework of the current section. For t ∈ [t m−1 , t m ) the following equality
An argument similar to that used in Section 4 allows us to formulate the following result.
Proposition 6.1. Let α and γ be as in Section 4.
Then there exist a filtered probability space P = (Ω , F , F , P ), a sequence U U U n n of solutions from (6.2) defined on P , and a process u u u which satisfy all properties in Lemma 4.2, Proposition 4.1, Lemma 4.3, and Lemma 4.4.
6.3.
Identification of the stochastic integral. In this section let the elements of the time grid I kn be denoted by t n m to avoid confusion in the identification of the integral. In order to identify the stochastic integral corresponding to the random walk {S m } m we need to show that the assumptions of Theorem C.3 in the Appendix are satisfied and so conclude by means of a representation theorem. To this end, recall the convergent sequence U U U n from Proposition 6.1, and let (U U U ) + n , respectively u u u, play the rôle of U + k,h , respectively U in Theorem C.3, and let V = D(A γ ), and E = D(A −γ ), γ > 1. For the filtrations, we use the notations from Theorem C.3.
First, we need a process which is a discrete version of the quadratic variation. Put (U i−1 ) := (U U U ) − n (t i ). Then we define the discrete-time process (R m n ) by
together with the corresponding piecewise constant interpolation process (R ) + n . Denote
Let us fix φ φ φ, ψ ψ ψ ∈ V V V. We claim that the process (N n ) + defined by
is an F n kn -martingale, where F n kn is the natural filtration generated by the random variables
. For this aim, by using the independence of the random variable {ξ ξ ξ m } m≥1 we get
Using the fact that the random variables ξ i , 1 ≤ i ≤ m are F n t n m measurable we get
Thus the claim is a consequence of the following train of identities.
where in the second equality, we used that ξ ξ ξ m+1 is independent of F n t n m , together with (SI 2 ), and
We will verify that the properties (C.9) and (C.10) hold for the sequence {U U U n } n . First, we observe that (C.9) follows by the strong convergence of U U U n in the space C 0, T ; D(A −γ ) , γ > 1.
In order to prove the latter, let us recall that in view of equality (6.2),
Noting an obvious identity 1 ds and using the strong convergence of U U U n in the space C 0, T ; D(A −γ ) , γ > 1, we conclude that the convergence (C.10) holds true. Now, we verify whether the assumption (C.11) of Theorem C.3 is satisfied. For this aim let us fix a time t ∈ [0, T ] and a set of partitions (t n m ) n∈N such that t n m → t for n → ∞. Since the function g is Lipschitz continuous, by the strong convergence of U U U n in the space L 2 Ω; L 2 (0, T ; L 2 ) , and by the fact that the projection Q 0 h converges strongly in L 2 (i.e. Q 0 h x → x, for all x ∈ V) to the identity, we get
from Appendix C, and
Observe that it follows from the above formula that the process R is F-progressively measurable. The next assumption of Theorem C.3 to be checked is (C.12). We compute
Thus, for Φ Φ Φ = Q 0 hn ϕ ϕ ϕ for all ϕ ϕ ϕ ∈ D(A γ ), γ > 1 we have
Thanks to Lemma 3.1, we can conclude that
To prove (C.13), we note the sublinearity of g ∈ L 2 (K K K, L 2 ), together with the uniform boundedness of the projection Q 0 h : L 2 → V h and of Q ∈ T T T 1 (K K K). Now we have that M is a square integrable martingale with quadratic variation process
The existence of the Wiener process follows from a standard martingale representation theorem as in Section 5. Hence we proved that both Theorem 5.1 and Remark 5.1 hold for Algorithm 2.
We can summarize the results proved in this section in the following result.
be a polyhedral bounded domain, T > 0, and
Let Ω, F, P be a probability space, and suppose that ( which solves (1.5)-(1.6), and satisfies Lemma 3.1.
Let
Then, there exists a filtered probability space P = Ω , F , F , P , a sequence {k n , h n } n∈N converging to zero for n → ∞, a subsequence of processes U U U n := U U U kn,hn defined on P , an F -progressively measurable process u u u and an F -Wiener process W with nuclear covariance operator Q such that for γ > 1 P -almost surely, 4) and the system u u u, W , Ω , F , F , P is a weak martingale solution of problem (1.1)-(1.3).
i.e. the piecewise constant interpolation of iterates {U m } m solving Algorithm 1 which are defined on the new probability space converges (up to a subsequence) towards a martingale solution.
7. Approximation of strong solutions of (1.1)-(1.3) in the 2-D case
In this section we will show, using tools from papers [27, 26] , that solutions from Algorithm 1 converge to the strong solution to problem (1.1)-(1.3) in 2D for k, h → 0. The key tool in our analysis, is a local monotonicity property of the operator −ν∆ + F defined below in (7.4) . This property is used to identify the strong solution, and allows to avoid the use of a compactness method. Our study in this section is restricted to the 2-dimensional case, but we impose weaker conditions on the initial random variable u 0 and on f below.
We summarize the assumptions needed below for data Q, u 0 , and f .
Inequality (7.1) holds for all K 2 ≤ λ 1 ν 2 , where λ 1 > 0 is the smallest eigenvalue of A. Definition 7.1. Let T > 0, and suppose (SII 1 ) -(SII 3 ). Let W be a K K K-valued F-Wiener process with covariance operator Q on the probability space (Ω, F, F, P). A strong solution of (1.1)-(1.3) is an F-progressively measurable stochastic process u such that
and the following equation holds for all t ∈ [0, T ], P-a.s.
In the first part of this section we consider the additive noise to point out the key steps that are used in the construction of a strong solution. Then, we consider the multiplicative noise, where the computations are quite similar but more involved. For brevity, we write T 2 to indicate
For a given r > 0, we define
The following result from [26] is crucial.
Lemma 7.1. Let us assume that d = 2. Then the nonlinear operator
is monotone in the ball B r , i.e., the following inequality is satisfied
is hemicontinuous. 7.1. Additive Noise. First assume the following weakened form of (SII 3 ).
We assume the continuity of the process g in order that the functionals g(t m ) are well-defined.
To define an approximation in case of mappings from the space L 2 Ω T ; T 2 , we refer to the approximation given in [34, Section 3.4.2] . Assume that T = t M . The process U U U + k,h has been defined in formula (3.33) , which is constructed by Algorithm 1. We recall that we will not use the Skorokhod theorem anymore. By Lemma 3.1, formula (ii), and (3.34) we can find a sequence {U U U + n } n ⊂ {U U U + k,h } k,h , defined again on P, such that
Hence, we define the process G 0 ∈ L 2 Ω T ; W −1,2 as
Here
Since in our special case we obviously have by (SII 3 ) the convergence 8) we infer that the process u from (7.6) satisfies the following equation, for all ϕ ϕ ϕ ∈ V V V, P − a.s., and for all t ∈ [0, T ],
Hence, in order to prove that the limiting process u is a strong solution of Problem 1.1, we have to prove that
We note that because of the Itô isometry (2.2) the following equality by ρ m = ρ(t m ), m ∈ N. Then, we take the expectation in the discrete energy inequality (3.4), use (7.10), the tower property, and multiply by e ρ m to obtain the following inequality 
We infer, by taking the sum in (7.11) from m = 1 to m = M , then taking the expectation, using Lemma B.2, and identity (B.7), and finally using the tower property and Itô isometry, we get the following inequality
Applying first the identity (B.7) to the function ρ + we find a bounded function g : [0, T ] → R and a function ξ : [0, T ] → R such that ξ(t) ∈ (ρ − (t), ρ + (t)) and the inequality (7.12) becomes
Next we choose a function ρ in such a way that
for a fixed w ∈ C([0, T ]; V V V). Then, thanks to Lemma 7.1, the following inequality holds,
0 ) , and every W W W + :
0 ). Observe that the radius r + (t) of the time varying ball B r + (t) is determined by the function W W W + . Now we pass to the limit in inequality (7.15) . The terms which cause most problems are those involving the discrete derivative, because they do not fit exactly in the framework of (7.15) . First, observe that because of Lemma 3 
Then we use the fact that
All terms in (7.17) converge to 0 in L 1 (Ω, L 1 (0, T )) by Lebesgue Dominated Convergence Theorem, and so the residual term I R converges to 0 for k, h → 0. Thus we get for the sequence
where we used (7.16) in the first step, inequality (7.12) in the second step, lower semicontinuity of norms, strong convergence of the initial data, strong convergence of g − and f + from (7.8) in the third step, and Itô formula for the limit equation in the fourth step. Now we are allowed to take the limit in (7.15) to get
. By density, we get that the inequality holds for all w ∈ L 4 (Ω;
. Now the conclusion of the proof follows by a standard argument of monotone linear operators.
) and λ > 0, divide inequality (7.18) by λ, and use hemicontinuity of the operator G to let λ → 0 and obtain
which implies G(u(t)) = G 0 (t) with probability 1, a.e. in [0, T ] × D, since v is arbitrary. 7.2. Multiplicative noise. Now we assume that g is a nonlinear function of u satisfying the assumptions given in Section 2. In addition to the convergences (7.6) and (7.7), we have
Then it follows that the limit u is solution of the following equation 20) for all ϕ ϕ ϕ ∈ V V V. To prove that u is a strong solution we need to identify the terms G 0 (t) and g 0 (t). A necessary condition for the uniqueness is (SII 3 ). As we will see in the proof, we have to combine the Lipschitz condition with the condition given in (7.5) . Summing these two inequalities we get
This implies (SII 3 ). Then, using Lemma 3.1, we have
ds .
Then for every w ∈ C([0, T ]; V), define W W W + as in the computations for the additive noise case and conclude
With assumption (SII 3 ), using the representation (7.16) for the discrete derivative of the exponential function and condition (S 2 ), we can get rid of the first three terms on the right-hand side leaving only the rest term from (7.17). The fourth term does not cause any difficulty, since g is Lipschitz continuous and the difference U U U + k,h − U U U − k,h converges strongly to 0. Then, by the same argument for the last term, to fit all the terms in the setting of (SII 3 )', by using the lower semicontinuity of the norm, the strong convergence of the initial data, the weak convergence of the sequence {U U U n } n ⊂ {U U U k,h } k,h , the strong convergence of W W W + , and part (iii) of Lemma 3.1, we get
Using (7.20) and Itô formula to substitute the left-hand side, and rearranging we get
) by density, and setting w := u, we get g(u(t)) = g 0 (t) with probability 1, a.e. in [0, T ] × D. Then using the same argument as in the previous subsection, we can prove G(u(t)) = G 0 (t) with probability 1, a.e. in [0, T ] × D, finishing the proof of the existence of a strong solution.
According to [32, 27] , strong solutions of (1.1)-(1.3) for d = 2 are unique. The arguments used to show uniqueness are similar in both works. The autors consider the function y(t) u(t)−v(t) , for u and v two solutions and for some appropriate choice of y(t), show a corresponding energy inequality, and with the properties of the convective term in d = 2, they prove that u and v coincide P-almost surely for the same initial condition. As a consequence for our study, uniqueness implies that there holds the convergence
and not only for the sequence {U U U + n } n generated by the iterates from Algorithm 1.
We summarize the results of this section in the following theorem, which uses the stronger assumption (SII 3 ) instead of (S 2 ), in particular.
Theorem 7.1. Let D ⊂ R 2 be a polygonal domain, and T > 0. Suppose (SII 1 ), (SII 2 ), and (SII 3 ), and let W be an F-Wiener process with nuclear covariance operator Q on the filtered probability space Ω, F, F, P . For every finite (k, h) > 0, let T h be a quasiuniform triangulation of D, I k be an equi-distant partition covering [0, T ], and H h , L h a pair of finite element spaces that satisfies the discrete LBB condition. 
Appendix A. Remarks on uniqueness
In the deterministic case, a mesh constraint ensures the uniqueness property for iterates of Algorithm 1 by a contraction argument for restricted numerical parameters F (k, h) > 0; see e.g. [8, Section 4] . Here, stochastic effects only allow uniqueness of iterates {U m } ⊂ L 2 (Ω; L 2 (D)) of Algorithm 1 on a set Ω ε , ε = ε(k, h) > 0, with probability close to one. The following lemma shows uniqueness on those sets Ω ε ⊂ Ω under restrictive conditions on numerical parameters, evidencing the subtle interplay of discretisation and stochastic effects in a general setup of data. 
) solve Algorithm 1 for the initial condition U 0 . We subtract the corresponding equations to get for
Taking into account the skew-symmetricity of the stabilised convective term, we obtain
Then, for the first nonlinear convective term we use Hölder's inequality together with interpolation of L 3 between L 2 and W 1,2 , and an inverse estimate, 2) and correspondingly
Here C = C(d, D) > 0 denotes a constant resulting from the Gagliardo-Nirenberg inequality, and from the inverse estimate. By Lemma 3.1 any finite moment of solutions of Algorithm 1 is bounded. Hence, we may define a set Ω ε such that max 1≤m≤M U m (ω) 4 L 2 ≤ 1 ε for a.e. ω ∈ Ω ε and find by Chebyshev's inequality First we observe that because of the induction assumption, there holds U m−1 = V m−1 P-a.s.
on Ω ε , which implies that the term corresponding to the stochastic integral disappears. Then, because of (A.1) we have
This implies (A.5).
b) Let now d = 2. The main difference with respect to the three-dimensional case is that now we interpolate L 4 between L 2 and W 1,2 , obtaining
and correspondingly
Proceeding now as in past a) settles the assertion for Ckh −2 ε −1 ν −3 < 1/2.
Appendix B. Discrete derivatives
In this section we derive some rules for the computations with discrete derivatives. Let Then we have
Let us also define the operator d t acting on f + by
Then, defining piecewise constant functions g + , g + : [0, T ] → R corresponding to a sequence (g m ) M m=0 as above, we have the following discrete product rule. Lemma B.1. In the above framework the following identity
holds.
Another useful tool is the following Lemma B.2. We have
Proof of Lemma B.1.
A consequence of this Lemma is the following identity
We derive now a discrete version of the chain rule for a function e f + : [0, T ] → R. Applying Taylor formula to functions φ(x) = e x , we get e b − e a b − a = e a + e ξ b − a 2 for some ξ ∈ (a, b). Putting a = f − and b = f + , we infer that there exists ξ ∈ (f − , f + ) such that We propose a generalization of [5, Theorem C.2] . In this section let the elements of the time grid I k be denoted by t k m to avoid confusion in the proof of Theorem C.1. For two Hilbert spaces K K K and H H H, let T 1 (K K K, H H H) be the space of nuclear operators from K K K to H H H.
Theorem C.1. Assume that E and H, (·, ·) are a separable metric, and a Hilbert space respectively. Assume that B := (Ω, F, P) is a probability space. Let . Similarly, we denote by F the filtration on the probability space B generated by the process U . Finally, we denote by F the augmentation of the filtration F. For each h, k, assume that R k,h is an operator-valued process defined on I k such that the process Then R is equal to M , the quadratic variation process of the F-martingale M .
Proof. In view of the Doob-Meyer Theorem it is enough to prove that for all x, y ∈ H the process N = (N (t)) t≥0 , t ∈ [0, T ] defined by N (t) = (M (t), x)(M (t), y) − (R(t)x, y), t ∈ [0, T ] is an F-martingale. To show this, notice that by [10, p. 75] it is enough to show the martingale property with respect to F. Let us fix x, y ∈ H, t 1 , t 2 ∈ [0, T ] such that t 2 ≤ t 1 . We have to show that for any choice of times 0 ≤ s 1 < s 2 < . . . < s n ≤ t 2 , where n ∈ N, and any bounded and continuous functions h i : E → R, i = 1, . . . , m, m ∈ N, the following equality holds
h i (U (s i )) = 0.
By assumption, the process (N k,h (t k n )) M n=1 , defined by
is an F k,h -martingale. Let us fix a partition 0 ≤ s 1 < s 2 < . . . < s n ≤ t 2 and let us choose a corresponding sequence of partitions 0 ≤ s k 1 < s k 2 < . . . < s k n ≤ t k 2 with s k i s i and t k i t i for all indices i. Thus, for every sequence satisfying the properties given above, the following equality
(C. 6) holds. Now, in view of assumptions (C.3), (C.4) and (C.5), since the functions h i are bounded, the process on the left-hand side of equality (C.6) is uniformly integrable. Using the almost sure pointwise convergence of 
h i (U (s i )) . Now we give a characterisation of the quadratic variation of a martingale with values in a dual of a Hilbert space.
Let V be a Hilbert space, with dual denoted by V . Let V ⊂ H ∼ = H ⊂ V be a Gelfand triple. We denote the scalar products of V and H respectively by (·, ·) V and (·, ·). The induced norms are denoted by · and | · | respectively. By ·, · we denote the dual pairing between V and V . By the Lax-Milgram lemma we have an isomorphism I : V → V defined by I −1 (f ) = u, where for f ∈ V , u is the solution of (u, v) V = f, v = I(u), v ∀v ∈ V .
(C.7)
Due to the definition of I, it is easy to see that
where u V = sup{| u, v | ; v ≤ 1}, u ∈ V , establishing the isometry property of the operator I. Thus we may define the scalar product on V by (u, v) V := (I −1 (u),
Defining a norm on V by means of the scalar product, i.e. |||f ||| V := f, f V , there holds
is an F k,h -martingale for all u, v ∈ V . Assume that R is an T 1 (V, V )-valued F-progressively measurable process such that for every t ∈ [0, T ], P-almost surely Define R := R • I, where I is the isometric isomorphism given in (C.7). Then R is equal to M , the quadratic variation process of the F-martingale M .
