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Abstract. Vortex methods are a powerful tool for solving engineering problems of incom-
pressible flow simulation at small subsonic speeds. The main idea is to consider vorticity
as a primary computed variable. Vorticity distribution is simulated by a set of elementary
vorticity carriers — vortex elements. Their velocity in the flow is a sum of the convective
and diffusive ones. The simplest way to compute the convective velocity of each vortex
element is to summarize the influences of all the other vortices, it should be done at every
time step. Such problem is similar to the N -body gravitational problem, its computa-
tional complexity is proportional to N2 (N is number of vortices). This fact restricts
significantly the applicability of vortex methods.
Two approximate fast methods of logarithmic (N logN) computational complexity are
implemented and investigated. The first method is analogous of the Barnes — Hut fast
method for the gravitational N -body problem; the second one is based on the possibility
of convolution integral fast calculation through Fast Fourier Transform (FFT) technique
with further results correction, which permits to take into account the influence of closely-
spaced vortices. Sequential and parallel implementations of both methods are developed.
Numerical experiments show that the FFT-based method is more efficient in comparison
to the Barnes — Hut method; it provides the acceleration of about 1000 times for the
velocities calculation for N = 500 000 vortex elements (in comparison to the direct “point-
to-point” calculation). The number of mesh cells doesn’t effect the method accuracy,
however it determines the computational complexity of the algorithm. It is found that
the mesh size should be chosen according to the derived estimation of the algorithm’s
numerical complexity and available computational resources.
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1 INTRODUCTION
For many problems of two-dimensional outer gas and fluid flows simulation the La-
grangian vortex methods [1, 2] can be very efficient in comparison to well-known mesh
methods. Their range of applicability is limited by incompressible flows, however for
some engineering applications the compressibility can be neglected. We consider pure
Lagrangian meshless modification of vortex methods, namely Viscous Vortex Domains
method [3]; its main idea is considering the vorticity as a primary computed variable.
The vorticity in the flow moves with the velocity which is a sum of the convective velocity
and diffusive one caused by the viscosity influence. The vorticity distribution Ω = Ωk
is simulated by a set of elementary vorticity carriers — vortex elements, characterised by





where N is number of vortex elements, which simulate the vortex wake, δ(r) is two-dimen-
sional Dirac delta-function, k is the unit vector orthogonal to the flow plane.
The convective velocity of the vortex elements is calculated through known vorticity
field and incident flow velocity V ∞ according to the Biot — Savart law (we consider flows
without streamlines surfaces, however all the presented results can be transferred to more
general cases):
V conv(r, t) = V ∞ +
∫
S
k × (r − ξ)
2π|r − ξ|2︸ ︷︷ ︸
Q(r−ξ)
Ω(ξ, t)dSξ = V ∞ +
N∑
i=1
ΓiQ(r − ri). (1)
The vortex influence calculation by direct summation according to (1) is the most time-
consuming operation in the vortex method algorithm [4]. The computational complexity
is proportional to N2, and is similar to the gravitational N -body problem. In practice
the number of elements N can reach 105, so it takes about 1010 operations only for the
sum (1) calculation. Note, that such sum should be calculated at every time step while
the number of steps can has order of tens thousands. So, the direct calculation of the
sum (1) becomes impossible in a reasonable time.
This problem can be partially solved using the modern graphic accelerators (GPU). As
for all the particle methods, implementation of the vortex methods by using the Nvidia
CUDA technology is very efficient [4]. However this approach doesn’t solve the men-
tioned problem fundamentally, because the computational complexity remains squared
and computations for more than 3 · 105 vortex elements again require unacceptable time.
The computational complexity of the problem can be reduced significantly by im-
plementing of the approximate fast methods. In this paper we consider the Barnes —
Hut-type method [5], initially developed for N -body problem, and the method based on
the fast Fourier transform and further correction procedure [7]. Both methods have loga-
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2 THE BARNES — HUT-TYPE METHOD
The main idea of this method is that the influence of the groups of closely adjacent vor-
tex elements on another such groups located far apart, can be calculated approximately
using linearized formulae [5]. For this purpose the hierarchical tree-structure of rectangu-
lar space domains (cells) is constructed in the flow domain. The zero-level cell contains
all the vortex elements, and then it is divided across its long side into two first-level cells,
each is reduced horizontally and vertically according to its vortices in order to exclude
empty area. Next, similarly the second-level cells are constructed, etc. Such procedure is
continued until the target level is achieved or the cell contains single vortex. The whole
algorithm consists of the following stages:
1. Zero-level cell formation which contains all the vortex elements.
2. Tree structure construction.
3. Calculation of the necessary tree-cells parameters (centers of positive and negative
vorticity and total circulations).
4. For every terminal tree-cell the following operations are performed:
a) tree traversal and determination of the far-spaced cells according to chosen
proximity criteria;
b) accumulation of the linear expansion coefficients for all far-spaced cells;
c) exact calculation of the influence from the vortices in cells from neighboring
zone according to (1);
d) summation of the influences calculated approximately and exactly.
The numerical experiments were performed for different time-consuming problems
(Fig. 1) and the results (time of computations) are in a good agreement with theoret-












Figure 1: Time of computations for different number of vortex elements N
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The method has two adjustable parameters: the proximity parameter θ and number
of tree levels k (tree depth).
The first parameter allows changing ratio between the accuracy and computational
complexity. All numerical results, presented in the paper, are obtained with relative error
not exceeding 0.2% comparing with the “direct” calculation according to the (1). The
number of tree levels effects only the computational complexity, and for every particular
problem there is an optimal value, which provides the minimal computational cost.
3 PARALLEL IMPLEMENTATION OF THE BARNES — HUT METHOD
The parallel implementations of the method are developed using both OpenMP and
MPI technologies. The terminal cells are split between MPI-processes (or/and OpenMP
threads). The stages 1–3 are performed in sequential mode simultaneously by all MPI-
processes due to their small contribution in all algorithm.
3.1 Efficiency of the parallel implementation for shared memory system
The first numerical experiment was performed for 18-cores CPU Intel Core i9-7980XE
using both OpenMP and MPI technologies. The achieved acceleration is shown in Fig. 2
for the time-consuming problem with large number of vortex elements (N = 1000 000).












Acceleration N = 1 000 000
MPI
OpenMP
Figure 2: Acceleration of the Barnes — Hut-type method algorithm
It is seen that OpenMP-implementation is more efficient for shared memory systems.
Its efficiency for 18 cores is about 55% while MPI-implementation efficiency is 46%.
Obtained results correspond to the Amdahl’s law with 5% and 7% of sequential code (for
OpenMP and MPI technologies, respectively).
3.2 Efficiency of the parallel implementation for cluster system
For the cluster system there is a possibility of simultaneous usage of both OpenMP
and MPI technologies. The numerical results for 3-nodes cluster system with 4-cores
processors Intel Core i7-940 are shown in Table 1 for the same problem.
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Table 1: Time of computations and acceleration of the Barnes — Hut-type method algorithm for the
cluster system
1 OpenMP thread 4 OpenMP threads 4 MPI process
Nodes per node per node per node
number Time, sec Acceleration Time, sec Acceleration Time, sec Acceleration
1 106.13 1.00 30.84 3.44 33.58 3.16
2 54.02 1.96 16.82 6.31 18.20 5.83
3 36.67 2.89 12.11 8.76 13.17 8.06
It is seen that the usage of both OpenMP and MPI technologies is more efficient in
comparison to the only MPI technology. The efficiency of parallel implementation on
12-cores cluster system is 73%. Note, that for this case total acceleration comparing to
the “direct” sequential algorithm is about 1000 times.
The Barnes — Hut-type method is satisfactory scalable, at the same time its sequen-
tial implementation is not very efficient itself. The fact is that this method initially had
been developed for the gravitational N -body problem, but we consider two-dimensional
problem statement. While in 3D problems the influence of a body on another decreases
proportionally to squared distance between them, in 2D case it is inversely proportional
to the first degree of the distance only. That’s the reason of the other method implemen-
tation, which is more efficient for 2D problems.
4 THE FFT-BASED METHOD
This method is based on the possibility of the convolution integral in (1) calculation
using Fast Fourier Transform (FFT) technique [6]. As it is shown in [7], the usage of this
method “directly” leads to the significant error caused by inaccurate calculated influence
from vortex elements located in some neighboring zone. So, the special correction pro-
cedure is required. It is based on the linear dependency between the velocity and nodal
circulations through some correction matrix {V } = [C]{Γ}. In such a way it is possible to
exclude the inaccurately calculated influence from the neighboring zone of each cell and
add the accurate one, calculated directly using the Biot — Savart law. It was found in
numerical experiment, that the optimal neighboring zone size is 3 cell layers [7]. In this
case the relative error level is less than 0.2%; it is acceptable for most applications.
In the flow domain rectangular uniform mesh is introduced, which for simplicity con-
tains M ×M nodes (M  N). The FFT-based algorithm can be split into 3 blocks:
1. Q1 — nodal circulations calculation (by using the Monaghan’s operator M4 [8]) and
correction velocities calculation (which afterwards should be subtracted).
2. Q2 — convolution integral calculation using the FFT technique.
3. Q3 — velocities interpolation from the mesh nodes onto the vortex elements and
addition the accurately (exactly) calculated vortex influence from the neighboring
zone of each cell using the Biot — Savart law.
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Note, that the coefficients of the correction matrix [C] depend only on the cell size, so
it can be calculated only once at the beginning of the calculation procedure.
The ratio of the operations Q1, Q2 and Q3 significantly depends on the mesh size.
Herewith for fixed number of vortex elements N there is some optimal mesh size M when
computational complexity of the method is the lowest. The optimal ratio is shown in
Fig 3, a. But in practice such ratio almost can’t be reached due to well-known fact,
that for the optimal performance of the fast Fourier transform subroutines the mesh size
should be chosen as M = 2d, d ∈ N. This fact limits the variability of value M , so the
real optimal ratio for each problem is deviates from the ratio in Fig. 3, a. The examples












c) N = 500 000, M = 512
Figure 3: An optimal ratios of the FFT-based algorithm operations
Assuming that the number of vortex elements increases in time, it is important to
determine when the mesh size should be doubled. The time of calculations for different
time-consuming problems is shown in Fig. 4. The calculations were performed for two
mesh sizes: M = 256 and M = 512.
* * * * * * * * *
* * *











Figure 4: Computational time for different problems (number of vortex elements N); blue asterisks
correspond to calculations with M = 256; red ones — with M = 512
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It is seen that the FFT-based method has logarithmic computational complexity
O(N logN), when the mesh size is optimal; the change-over of the mesh size should
be performed from M = 256 to M = 512 when N > 500 000.
If the number of vortex elements is large (N = 1000 000), the vortex influence calcu-
lation using the “direct” method takes about 3 hours (at one time step); the Barnes —
Hut-type method takes 60 seconds and the FFT-based method takes only 4.5 seconds.
Thus, we obtain the acceleration more than 2000 times.
5 PARALLEL IMPLEMENTATION OF THE FFT-BASED METHOD
The simulation of the vortex elements movement requires the velocities calculation at
every time step. Besides the fact that the number of vortex elements in real problems can
exceed hundreds of thousands, the number of time steps can also be tens or even hundreds
of thousands, therefore any possible acceleration of calculations is required. For this
purpose, assuming that all modern processors are multi-core, the parallel implementation
of the above mentioned fast method algorithm is developed.
5.1 Parallel implementation using OpenMP technology
The following stages of the algorithm are implemented in parallel mode using OpenMP
technology:
1. Mesh cells initialization.
2. Calculation of the matrix {Γ} of nodal circulations.
3. Velocities interpolation from the mesh nodes onto vortex elements.
4. Calculation of the influence in the neighboring zone directly according to the Biot
— Savart law.
5. Summation of the influences calculated approximately and exactly.
As noted earlier, the mesh size M significantly effects the numerical complexity of
operations Q1, Q2 and Q3 of the FFT-based method. The operation Q2 is implemented
sequentially, and it takes the most part of the sequential code in the whole algorithm. Its
numerical complexity depends only on the mesh size, so the ratio of sequential code can
vary. The parallel implementations of the operations Q1 and Q3 are developed.
There is an relationship between these two blocks of operations: increasing contribution
of one of them leads to decreasing of the other. For small values of M the operation Q3
preponderates (since in this case the neighboring zone is rather large and it contains
large number of vortex elements). Therefore, the acceleration of this operation should
increase for coarser mesh and decrease at the mesh refinement. For the operation Q1 the
situation is opposite. So, for optimal mesh size the acceleration will be quite moderate.
The numerical results for the problem with N = 1 000 000 vortex elements prove these
estimations (Fig. 5). Here Q′ is total numerical complexity of the parallelized operations
Q1 and Q3. All calculations were performed for the 12-cores CPU Inter Core i9-7980XE.
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a) M = 256











b) M = 512
Figure 5: Different operations accelerations obtained using OpenMP-implementation
It is seen that total acceleration (green points) located somehow between accelerations
of operations Q1 and Q3, approaching to the most time-consuming one. The highest
acceleration and the lowest calculation time are achieved for non-optimal mesh M = 256
(Table 2). Here Qtot includes all the operations (Q1, Q2 and Q3).
Table 2: Calculation time and acceleration of the FFT-based method operations using OpenMP
Acceleration Time, sec
M = 256 M = 512 M = 1024 M = 256 M = 512 M = 1024
Q1 1.81 2.35 2.79 0.36 0.56 1.69
Q3 10.05 8.82 7.69 0.61 0.19 0.10
Q′ 7.00 4.00 3.12 0.97 0.75 1.79
Qtot 6.57 3.05 2.08 1.05 1.12 3.24
In sequential mode the optimal mesh consists of M = 512 nodes for such problem,
however now we obtain the best result for M = 256. It means that the mesh choice
depends on available computing resources. Obtained accelerations for the mesh M = 256
have a good agreement to the Amdahl’s law with 7% of sequential code.
5.2 Parallel implementation using MPI technology
In parallel implementation of the FFT-based method using MPI technology the com-
putational domain is split vertically into rectangular bands; number of such bands corre-
sponds to the number of MPI-processes.
The MPI-implementation includes the following parts:
a) parallel code (every MPI-process performs this code for its mesh domain):
1. Cells initialization.
2. Calculation of the circulation matrix {Γ} at mesh nodes.
3. Correction velocities calculation.
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4. Velocities interpolation from the mesh nodes onto vortex elements.
5. Calculation of the neighboring zone influence using the Biot — Savart law.
6. Summation of the influences calculated approximately and exactly.
b) data exchange:
1. Transferring the information from the shadow edges. It includes nodal circu-
lations {Γ} (1 cell layer) and correction velocities (3 cell layers).
2. Gathering all nodal circulations on the master-process for the convolution in-
tegral calculation using the FFT (non-blocking data transfer is used).
3. Transferring of the vortex elements data for boundary cells of each process for
correct calculation of the vortex influence in neighboring zone of such cells.
c) sequential code:
1. Convolution integral calculation using the Fast Fourier Transform technique.
The numerical results are similar to the previous section (OpenMP implementation).
They are shown in Fig. 6 for the same problem with N = 1000 000 vortex elements.











a) M = 256











b) M = 512
Figure 6: Different operations accelerations obtained using MPI-implementation
It is seen again, that the total acceleration for Q′ = Q1 +Q3 (green points) is located
somehow between accelerations for Q1 and Q3; the highest acceleration is again achieved
on the coarser mesh (M = 256), but in this case computational time is less on the optimal
mesh for considering problem (M = 512). The resulting acceleration and computational
time are shown in Table 3. Comparing with the similar results shown in Table 2, it can
be seen that the MPI technology is more efficient from the computational time point of
view, so it is preferable even for the systems with shared memory.
Numerical experiment results for the mesh with the best acceleration (M = 256) are
in good agreement with Amdahl’s law with 6% of sequential code.
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Table 3: Calculation time and acceleration of the FFT-based method operations using MPI
Acceleration Time, sec
M = 256 M = 512 M = 1024 M = 256 M = 512 M = 1024
Q1 2.59 4.12 6.81 0.24 0.31 0.58
Q3 9.24 8.51 7.78 0.66 0.21 0.11
Q′ 7.49 5.89 6.96 0.90 0.51 0.68
Qtot 6.97 3.69 2.50 0.98 0.92 2.65
5.3 Efficiency of the parallel implementation for cluster system
For the cluster system both OpenMP and MPI technologies can be applied simulta-
neously. The numerical results for 3-nodes cluster system with 4-cores CPU Intel Core
i7-940 are shown in Table 4 for the same problem.
Table 4: Computational time and acceleration of the FFT-based method on cluster system
1 OpenMP thread 4 OpenMP threads 4 MPI processes
Nodes per node per node per node
number Time, sec Acceleration Time, sec Acceleration Time, sec Acceleration
1 4.46 1.00 2.57 1.73 1.77 2.52
2 2.80 1.59 1.80 2.47 1.49 2.99
3 2.23 2.00 1.56 2.86 1.41 3.16
As it was discussed in the previous section, the MPI technology is more efficient. So,
despite the data transfer, the maximal acceleration (and minimal time) is obtained using
only the MPI technology.
6 COMPARISON WITH THE “DIRECT” METHOD
As noted earlier, the “direct” method is highly scalable. Thus, the calculation with
usage GPU Tesla V100 takes about 10 seconds (for N = 1000 000), while the direct
velocities computation takes about 3 hours. The calculation using the Barnes — Hut-
type method in sequential mode takes about 60 seconds, while the FFT-based method in
sequential mode takes only 4.5 seconds. Thus, the FFT-based method is more efficient
even in sequential mode than “direct” method, been running on the most powerful graphic
accelerator nowadays. Considering the parallel implementations of both fast methods, we
obtain that for the same problem the Barnes — Hut-type method, being run on multicore
CPU requires nearly the same time, that the direct method on GPU. At the same time,
the FFT-based method on the same CPU is 10 times faster (it takes only 0.9 seconds).
The numerical experiment was performed for 12-cores CPU Intel Core i9-7980XE. The
computational time for “direct” and FFT-based method is shown in Fig. (7). It is seen
that for 12 cores the FFT-based method becomes more efficient for N > 150 000. If
only 4 cores are used (which the most modern processors have) the FFT-based method is
comparable with the “direct” GPU-implementation already for N = 200 000.
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Видно, что максимальное ускорение, несмотря на пересылки, оказы-
вается больше при использовании только MPI технологии.
3.4. Cравнение с «прямым» методом
При сравнении параллельных реализаций быстрого и «прямого» ме-
тодов было получено, что для задачи с N = 1000 000 ВЭ рассматрива-
емый быстрый метод, запущенный на 12 ядрах персонального компьюте-
ра, десятикратно превосходит «прямой» метод, исполняемый на одной из
самых мощных графических карт в настоящее время — Tesla V100. При
этом уже при N = 100 000 время вычислений становится сравнимо, а при
N > 200 000 параллельный быстрый метод значительно «обгоняет» пря-
мой на GPU. Ранее было получено, что последовательный быстрый метод
становится эффективнее при N > 500 000. Для наглядности представим
графически результаты времени проведения расчетов прямым методом (на
графической карте) и быстрым методом (в последовательном режиме и с
использованием MPI) на рис. 3.10.
   
Time, sec
Direct method  
FFT-based method   
FFT-based method   
FFT-based method 




Рис. 3.10. Время выполнения прямого и быстрого методов
Если рассматривать ускорения, полученные с использованием 4-х про-
цессов MPI (именно столько обычно имеется в доступе на большинстве
ПК), быстрый метод становится сравним с прямым, исполняемым на GPU,
уже при N = 200 000.
Time, sec
Figure 7: Time of calculations for the FFT-based and “direct” methods
7 CONCLUSIONS
The problem of computational complexity reduction in the algorithms of vortex meth-
ods is considered. Two fast approximate methods for vortex influence computation are
implemented. Both methods have a logarithmic computational complexity instead of the
squared one. Their sequential and parallel implementations are developed. Acceptable
relative error for all numerical experiments is less than 0.2%.
The first method is an analogue of the Barnes-Hut fast method for the gravitational
N -body problem. The efficiency of this method for 2D problems is lower in comparison
to 3D problems, however, it is scalable and can be parallelized rather easily. For the
sequential code the acceleration in comparison to the “direct” (the Biot — Savart law-
based) method for the problem with 106 vortex elements is about 180 times. Using the
OpenMP technology it is possible to achieve additional 10 times acceleration for 18-cores
Intel i9-7980XE CPU. For MPI-implementation the acceleration is slightly lower.
The other considered fast method is based on the possibility of convolution integral
fast calculation by using the Fast Fourier Transform (FFT) technique with further results
correction on the coarse mesh for correct influence accounting of closely-spaced vortex
elements. For sequential implementation this method is about 10 times more efficient in
comparison to the previous one. For 106 vortex elements it is more than 2 000 times faster
in comparison to “direct” calculation. At the same time the efficiency of its parallelization
is lower, the maximal achieved acceleration for 12-cores CPU is about 6 times (for all the
operations, excluding the FFT transform itself).
Even for sequential version the FFT-based method is faster than the “direct” approach,
being implemented for GPU architecture for the most powerful graphical accelerator Tesla
V100 for number of vortices N > 500 000. Parallel implementation of the FFT method
(12 cores) makes it possible to perform one time step for 106 vortices within 0.9 seconds,
while for Tesla V100 about 10 seconds is required.
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