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Abstract
Compute-and-forward (CF) harnesses interference in a wireless network by allowing relays to compute combi-
nations of source messages. The computed message combinations at relays are correlated, and so directly forwarding
these combinations to a destination generally incurs information redundancy and spectrum inefficiency. To address
this issue, we propose a novel relay strategy, termed compute-compress-and-forward (CCF). In CCF, source
messages are encoded using nested lattice codes constructed on a chain of nested coding and shaping lattices.
A key difference of CCF from CF is an extra compressing stage inserted in between the computing and forwarding
stages of a relay, so as to reduce the forwarding information rate of the relay. The compressing stage at each relay
consists of two operations: first to quantize the computed message combination on an appropriately chosen lattice
(referred to as a quantization lattice), and then to take modulo on another lattice (referred to as a modulo lattice).
We study the design of the quantization and modulo lattices and propose successive recovering algorithms to ensure
the recoverability of source messages at destination. Based on that, we formulate a sum-rate maximization problem
that is in general an NP-hard mixed integer program. A low-complexity algorithm is proposed to give a suboptimal
solution. Numerical results are presented to demonstrate the superiority of CCF over the existing CF schemes.
Index Terms
Compute-compress-and-forward, compute-and-forward, physical-layer network coding, wireless relaying, nested
lattice codes, modulo, quantization
I. INTRODUCTION
INTERFERENCE has been long regarded as an adverse factor for wireless communications until theseminal work of compute-and-forward (CF) [1]. The main idea of CF is to harness interference by
allowing relays to compute linear combinations of source messages, without even the knowledge of
any individual source messages. Since the advent of CF in [1], various CF-based schemes have been
investigated in the literature. Much progress has been made towards the understanding of fundamental
characterizations of wireless relay networks [2]–[18].
A CF scheme usually employs nested lattice codes [19]–[22], where the codebook of a nested lattice
code is defined as the lattice points of a coding lattice confined within the fundamental Voronoi region of
a nested shaping lattice [21], [23]. In the original CF scheme [1], a common shaping lattice is assumed
for all source nodes, implying that every source node is forced to use a common power for transmission.
This limits the potential of a CF scheme to exploit the asymmetry inherent in the nature of wireless
communication channels.
Recent work in [4], [5] presented modified CF schemes with asymmetrically constructed lattice codes,
in which not only coding lattices but also shaping lattices are chosen from a chain of nested lattices.
Precoding techniques based on channel state information (CSI) were proposed to enhance the performance
of asymmetric CF schemes [5]. However, both [4] and [5] were focused on asymmetry in the first hop
of wireless relay networks. Not well understood is how the relays should process their received message
combinations, or more specifically, how they should optimize the overall system when multiple hops of
the network exhibit asymmetry.
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In a multi-hop relay network, the message combinations computed at relays are generally correlated,
as they are generated from a common set of source messages. This implies that directly forwarding
these combinations in general leads to information redundancy at destination. Meanwhile, the forwarding
channel seen by each relay may vary significantly from each other due to the asymmetry of channel
fading. It is thus desirable to reduce the forwarding rates of the relays with relatively bad channel quality.
This inspires us to seek for more efficient relaying techniques for multi-hop relay networks.
In this paper, we propose a novel relay strategy, termed compute-compress-and-forward (CCF). A key
difference of CCF from CF, as manifested by their names, is an extra compressing stage inserted in
between the computing and forwarding stages of each relay. The compressing stage at a relay consists
of two operations: first to quantize the computed message combination on a lattice (referred to as a
quantization lattice), and then to take modulo on another lattice (referred to as a modulo lattice). The
design of the quantization and modulo operation should take into account the following two aspects. On
one hand, it is desirable to choose a quantization lattice as coarse as possible and a modulo lattice as
fine as possible, so as to minimize the forwarding rate at each relay. On the other hand, quantization
and modulo operation in general suffer from information loss, and so the design of these compressing
operations should be subject to the recoverability of source messages at destination. As such, there is a
balance to strike in the design of the quantization and modulo lattices for compressing.
To concretize the idea of CCF, we consider a two-hop relay network with multiple sources, multiple
relays, and a single destination. The quantization and modulo lattices for compressing are respectively
chosen as permutations of the coding and shaping lattices used for source coding. We present successive
recovering algorithms to recover source messages at the destination. We then show that the above choice
of compressing lattices is optimal in the sense of minimizing the forwarding sum rate under the constraint
of the recoverability of source messages at the destination. Based on that, we formulate a sum-rate
maximization problem that is generally an NP-hard mixed integer program. We propose a low-complexity
suboptimal solution to this problem by utilizing the Lenstra–Lenstra–Lovsz (LLL) lattice basis reduction
algorithm [3], [24]. Numerical results are presented to demonstrate the superiority of CCF over CF by
exploiting the channel asymmetry of wireless networks.
This paper is organized as follows. In Section II, we introduce the system model and some fundamentals
of lattice and nested lattice codes. In Section III, we describe asymmetric CF for the first hop of the
considered network. In Section IV, we describe the proposed CCF scheme involving quantization and
modulo operation at relays. Section VI is focused on the design of modulo operation, and Section V
on quantization. The joint design of quantization and modulo operation is investigated in Section VII.
In Section VIII, we study the sum-rate maximization problem for the overall CCF scheme, and present
numerical results to demonstrate the advantage of CCF over CF. Finally, the concluding remarks are
presented in Section IX.
II. PRELIMINARIES
A. System Model
Consider a relay network in which L source nodes transmit private messages to a common destination
via M intermediate relay nodes. Each source node is equipped with a single antenna, and so is each
relay node. Assume that there is no direct link between any source node and the destination. A two-hop
relay protocol is employed. In the first hop, the source nodes transmit signals simultaneously to the relay
nodes. In the second hop, the relay nodes transmit signals to the destination. The overall system model
is illustrated in Fig. 1.
In the first hop, each source has a message wl ∈ Fklγ , where Fγ is a finite field of size γ and γ is
a prime number. Each source encodes wl as xl = f (wl) ∈ Rn1×1 and then transmit xl in the first-hop
channel. The first-hop channel is a real Gaussian channel with additive white Gaussian noise (AWGN),
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Fig. 1. A diagram representation of the system model.
represented as
ym =
L∑
l=1
hmlxl + zm, m = 1, · · · ,M (1)
where ym ∈ Rn1×1 is the received signal of the m-th relay, hml ∼ N (0, 1) is the channel coefficient of
the link from source l to relay m, and zm ∈ Rn1×1 is a Gaussian noise vector drawn from N (0, In1).
Denote by pl = 1n1 ‖xl‖
2 the average power of source l. Then, the power constraint of source l is given
by
pl ≤ Pl (2)
where Pl is the power budget of source l. Further denote by H = [hml] the first-hop channel matrix and
by hm = [hm1, · · · , hmL]T the channel vector to the m-th relay.
In the second hop, each relay m communicates x′m ∈ Rn2×1 to the destination. The second-hop channel
is defined by the transfer probability density function p (y′|x′1, · · · ,x′M), where y′ is the received signal
at the destination. The destination computes {wˆl} as an estimate of the original messages {wl}. Note that
a detailed model of the second-hop channel is irrelevant to most discussions in this paper. Thus, we will
only give an example of the second-hop channel later in Section VIII.
For convenience of discussion, we henceforth assume n1 = n2 = n and L = M , i.e., the two hops have
equal time duration and the number of the source nodes is equal to the number of relay nodes.
We say that a rate tuple (r1, r2, · · · , rL) is achievable if
Pr (wˆl = wl, l = 1, · · · , L)→ 0 as n→∞
i.e., the destination can reliably recover the original messages {wl} by y′ with a vanishing error probability
as n → ∞. This paper aims to analyze the performance of the network described above with CF-based
relaying.
B. Lattice and Nested Lattice Codes
Nested lattice coding is a key technique used in CF-based relaying. To set the stage for further discussion,
we introduce some basic properties of nested lattice codes. A lattice Λ ⊂ Rn is a discrete group under
the addition operation, and can be represented as
Λ = {s = Gc : c ∈ Zn}
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where G ∈ Rn×n is a lattice generating matrix [20]. Let V denote the fundamental Voronoi region of Λ.
Every x ∈ Rn can be uniquely written as x = QΛ (x) + r, where r ∈ V and QΛ (x) is the quantization
of x on Λ, i.e., the nearest lattice point of x in Λ. Modulo-Λ operation [21] is defined as
x mod Λ = x−QΛ (x) . (3)
The second moment per dimension is defined as σ2 (V) , 1
n
∫
V
‖x‖2dx
Vol(V) , where Vol (V) is the volume of V .
The normalized second moment of Λ is defined as G (Λ) , σ
2(V)
(Vol(V))2/n
. We say that Λ is good for MSE
quantization [21] if
lim
n→∞
G (Λ) =
1
2pie
(4)
where e is the Euler’s number.
A lattice Λ1 is nested in a lattice Λ2 if Λ1 ⊆ Λ2. In this case, we say that Λ1 is coarser than Λ2, or Λ2
is finer than Λ1. Further, if Λ1 ⊆ Λ2, then for x ∈ Rn,
[x mod Λ1] mod Λ2 = x mod Λ2. (5)
A lattice codebook can be represented using a nested lattice pair (Λc,Λs) with Λs ⊆ Λc, where Λs
is referred to as a shaping lattice and Λc as a coding lattice. Denote the Voronoi regions of Λc and Λs
respectively by Vc and Vs, and the corresponding volumes by Vc and Vs. The generated lattice codebook
is
C = Λc mod Λs , Λc ∩ Vs. (6)
The rate of this nested lattice code is given by
R =
1
n
log |C| = 1
n
log
Vs
Vc
. (7)
Moreover, we say that Λ1,Λ2, · · · ,ΛK form a nested lattice chain if Λ1 ⊇ Λ2 ⊇ · · · ⊇ ΛK [25]. Nested
lattice codes with various rates can be constructed by appropriately selecting a pair of shaping and coding
lattices from the chain, as detailed in Section III.
III. FIRST HOP: ASYMMETRIC COMPUTE-AND-FORWARD
In this paper, we propose CCF for a two-hop relay channel, as illustrated in Fig. 2. This section is
focused on the first hop which basically follows the asymmetric compute-and-forward (ACF) in [4], [5].
The ACF scheme involves asymmetric lattice coding with nested coding and shaping lattices, which
improves performance by exploiting the knowledge of CSI.
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Fig. 2. The transceiver and relay operations for the two-hop relay network in Fig. 1.
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A. Encoding at Sources
We use nested lattice codes to encode the messages of the sources. The lattices are generated following
Construction A method in [1], [22]. Let κ (·) be the mapping from the prime-sized finite field Fγ to the
corresponding integers {0, 1, · · · , γ − 1}, and κ−1 (·) be the inverse mapping of κ (·). Note that κ (·) can
be applied to a vector or matrix in an entry-wise manner.
We first construct a chain of nested coding lattices following the Construction A method in [1], [22].
Let G ∈ Fn×kγ be a random matrix with i.i.d. elements uniformly drawn over Fγ . Denote by GA,l the
first kA,l columns of G, where kA,l ≤ k is an integer. Define LA,l =
{
GA,lb : b ∈ FkA,lγ
}
, and construct
a lattice Λ˜A,l = γ−1κ (LA,l) + Zn. Finally, construct a coding lattice as ΛA,l = BΛ˜A,l, where B ∈ Rn×n
is a lattice generation matrix. In the construction, we require kA,1 ≥ kA,2 ≥ · · · ≥ kA,L, and so the
constructed lattices are nested as ΛA,1 ⊇ ΛA,2 ⊇ · · · ⊇ ΛA,L. Similarly, we construct a chain of nested
shaping lattices ΛB,1 ⊇ ΛB,2 ⊇ · · · ⊇ ΛB,L, based on the same matrices G and B, with parameters
kB,1 ≥ kB,2 ≥ · · · ≥ kB,L.
The lattice codebook Cl for each source l is constructed as follows. We designate for the l-th source
a coding lattice Λc,l = ΛA,pic(l), and a shaping lattice Λs,l = ΛB,pis(l), where permutations pic (·) and pis (·)
are bijective mappings from {1, · · · , L} to {1, · · · , L}. In constructing lattice codebooks, we require that
Λs,l is nested in Λc,l, and thus, kB,pis(l) < kA,pic(l). Then the codebook of source l is Cl = Λc,l ∩ Vs,l. Note
that the coding lattices {Λc,l} and shaping lattices {Λs,l} constructed above are good for both AWGN [1]
and mean square error (MSE) quantization [21].
We are now ready to describe the encoding function at each source. Let kc,l = kA,pic(l), and ks,l = kB,pis(l).
The l-th source draws a vector w˜l over Fγ with length (kc,l − ks,l), and zero-pad w˜l to form a message
as
wl =
[
0, · · · , 0︸ ︷︷ ︸
ks,l
, w˜Tl︸︷︷︸
kc,l−ks,l
, 0, · · · , 0︸ ︷︷ ︸
k−kc,l
]T∈ Fk×1γ . (8)
The l-th source maps wl to a lattice codeword in Cl as
tl = φl (wl) ,
[
Bγ−1κ (Gwl)
]
mod Λs,l. (9)
By following the proof of Lemma 5 in [1], it can be shown that φl (·) is a one-to-one mapping, which gives
an isomorphism between the finite-field codebook Fkc,l−ks,lγ and lattice codebook Cl. Then, we construct
the signal as
xl = (tl − dl) mod Λs,l, (10)
where dl ∈ Rn×1 is a random dithering signal uniformly distributed in the Voronoi region Vs,l of Λs,l.
From Lemma 1 of [21], xl is uniformly distributed over Vs,l. Then, the average power of xl is given by
pl = E
[
1
n
‖xl‖2
]
= G (Λs,l) (Vol (Vs,l))
2
n ≤ Pl (11)
where E (x) denotes the expectation of x, and Pl is the power budget of source l in (2).
B. Computing at Relays
We now consider the relay operations. From (1) and (10), each relay m receives
ym =
L∑
l=1
hml (tl − dl) mod Λs,l + zm (12)
and computes a linear combination:
δm ,
L∑
l=1
aml
(
tl −QΛs,l (tl − dl)
) (13)
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where aml, l = 1, · · · , L, are integer coefficients. To this end, the relay first multiplies ym by αm and
removes the dithering signals, yielding
sm = αmym +
L∑
l=1
amldl
(a)
=
L∑
l=1
(aml (xl + dl) + θmlxl) + αmzm
(b)
=
L∑
l=1
(
aml
(
tl −QΛs,l (tl − dl)
)
+ θmlxl
)
+ αmzm
= δm +
L∑
l=1
θmlxl + αmzm (14)
where step (a) follows by (12) and the definition of θml , αmhml − aml; step (b) follows from (3) and
(10). Then the relay decodes δm by quantizing sm over a quantization lattice Λf,m, yielding
δˆm = QΛf,m (sm) . (15)
Following [1], we choose Λf,m as the finest lattice in {Λc,l, for l with aml 6= 0}, i.e.
Λf,m , fine {Λc,l, for l with aml 6= 0} (16)
Note that δm in (13) is an integer linear combination of t1, · · · , tL, together with some residual dithering
signals. This implies that not only the relays but also the destination is required to have the knowledge
of dl for dither cancellation.
We now determine the rate constraint to ensure the success of computation at relay m. In (14), z˜m ,∑L
l=1 θmlxl + αmzm is the equivalent noise. An error in computing δˆm occurs when the equivalent noise
z˜m lies outside the fundamental Voronoi region of Λd,m. This error probability goes to zero, i.e.
lim
n→∞
Pr
{
δˆm 6= δm
}
= 0 (17)
provided
Vc,l = Vol (Vc,l) >
(
2pie max
m:aml 6=0
τm
)n/2
(18)
where τm = α2m +
∑L
l=1 (αmhml − aml)2 pl is the power of z˜m, and am = [am1, · · · , amL]T .
Let P = diag (p1, p2, · · · , pL), and P 12 = diag
(√
p1,
√
p2, · · · ,√pL
)
. By (7), (11), and (18), the rate
of the l-th source is given by
rl =
1
n
log
Vol (Vs,l)
Vol (Vc,l)
<
1
2
log

 pl
max
m:aml 6=0
[
α2m+
∑L
ρ=1 (αmhmρ−amρ)2 pj
]


=
1
2
log

 pl
max
m:aml 6=0
[
α2m+
∥∥∥P 12 (αmhm−am)∥∥∥2]

 . (19)
Note that the rate expression in (19) reduces to the rate in Theorem 5 of [1] by letting p1 = p2 = · · · = pL.
We will show that, instead of fixing pl = Pl, allowing pl < Pl leads to a considerable performance gain.
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We now optimize {αm} to obtain better computation rates. Denote
ϕm (αm) = α
2
m +
∥∥∥P 12 (αmhm − am)∥∥∥2 . (20)
By letting ∂
∂αm
ϕm (αm) = 0, we obtain an MMSE coefficient as
αoptm =
hTmPam
1 +
∥∥∥P 12hm∥∥∥2 . (21)
Substituting αoptm in (19), we obtain
rl <
1
2
log+

 pl
max
m:aml 6=0
ϕm
(
αoptm
)

 (22a)
=
1
2
log+

 minm:aml 6=0 pl∥∥∥P 12am∥∥∥2 − (hTmPam)2
1+
∥
∥
∥P
1
2 hm
∥
∥
∥
2

 , r˜l (22b)
where (x)+ , max (x, 0). To summarize, a computation rate tuple (r1, r2, · · · , rL) is achievable, i.e., (17)
is met, in the first hop if rl < r˜l, for l = 1, · · ·L. Note that (22) reduces to the rate expression in [1,
Theorem 2] by letting P1 = · · · = PL = P .
IV. SECOND HOP: FORWARDING TO DESTINATION
The preceding section is focused on the decoding operation at relays. In what follows, we focus on
how to forward the decoded combinations δˆm to the destination.
A. Compressing at Relays
As illustrated in Fig. 2, after computing, each relay m compresses δˆm and forwards x′m ∈ Rn to the
destination.
{
δˆm
}
at different relays are correlated, as they are combinations of the same set of source
messages. Thus, the relay’s re-encoding problem is a distributed source coding problem. Forwarding
{
δˆm
}
directly at the relays in general leads to information redundancy at the destination.
We propose the following two operations for the relays to compress
{
δˆm
}
. First quantize each δˆm with
lattice Λd,m, i.e.
ωˆm = QΛd,m
(
δˆm
)
. (23)
Then, take modulo of each ωˆm over a lattice Λe,m, i.e.
vˆm = ωˆm mod Λe,m. (24)
The vˆm obtained in (24) is a lattice codeword in the m-th relay’s equivalent codebook C′m generated by
the lattice pair (Λd,m,Λe,m). Thus, with the above quantization and modulo operations, the forwarding
rate of each relay m is reduced to
Rm ,
(
1
n
log
Vol (Ve,m)
Vol (Vd,m)
)+
, (25)
where the forwarding rate Rm is the rate of x′m. As illustrated in Fig. 2, vˆm is then encoded as x′m =
Em (vˆm) and forwarded to the destination, where Em (·) is the re-encoding function of relay m.
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B. Decoding at the Destination
The decoding at the destination consists of two steps: (i) to compute vˆm, m = 1, · · · , L, from y′, and
(ii) to recover {wl} from {vˆm}. Without loss of generality, let R be the capacity region of the second-hop
channel specified by p (y′|x′1, · · · ,x′L). Then, in step (i), the destination can compute vˆm with a vanishing
error probability, provided that the forwarding rate tuple (R1, · · · , RL) satisfies
(R1, · · · , RL) ∈ R. (26)
The remaining issue is to recover {wl} from {vˆm} in step (ii). We will discuss the design of the
modulo lattices {Λe,m} and the quantization lattices {Λd,m} to guarantee the recoverability of {wl} in the
subsequent sections.
C. Further Discussions
The rest of this paper is mainly focused on the design of {Λd,m} and {Λe,m}. On one hand, it is desirable
to choose {Λd,m} as coarse as possible and {Λe,m} as fine as possible, so as to reduce the forwarding
rates at relays. On the other hand, {Λd,m} cannot be too coarse and {Λe,m} cannot be too fine, so as to
ensure the recovery of the source messages at destination. We will elaborate the design of {Λd,m} and
{Λe,m} that ensures the recoverability of {wl} from y′.
For ease of discussion, we henceforth assume no error in relay computation (i.e., δˆm = δm, ∀m) and
destination computation (i.e. the destination can perfectly recover {vˆm} with y′). Then, recovering {wl}
from {y′} is equivalent to recovering {wl} from {vm}, where
vm = QΛd,m (δm) mod Λe,m (27)
is the error-free version of vˆm. Since tl = φl (wl) is an isomorphic mapping, recovering {wl} from {vm}
is further equivalent to recovering {tl} from {vm}.
V. QUANTIZATION AT RELAYS
In this section, we focus on the design of the quantization lattices {Λd,m} to ensure the recoverability
of {tl} from {vm}. For convenience of discussion, we assume symmetric CF (SCF), i.e., all sources have
the same power pl = p and thus the same shaping lattice Λs,l = Λs, ∀l. Then, the modulo lattices at relays
can be trivially chosen as Λe,m = Λs, ∀m. Then, vm in (27) becomes
vm = QΛd,m (δm) mod Λs
= QΛd,m
(
L∑
l=1
aml (tl−QΛs(tl−dl))
)
modΛs. (28)
A. Asymmetric Quantization Approach
We now consider the design of the quantization lattices {Λd,m}. We choose Λd,m, m = 1, · · · , L, to be
a permutation of the coding lattices Λc,l, l = 1, · · · , L, i.e.
Λd,m = ΛA,pid(m), m = 1, · · · , L (29)
where pid (·) is a permutation function of {1, · · · , L}.
The reason for the above choice of quantization lattices is explained as follows. From (7), (25), and
(29), the forwarding rate of the m-th relay is
Rm = rpi−1c (pid(m)). (30)
As pi−1c (pid (·)) is a permutation, we obtain
∑L
m=1Rm =
∑L
l=1 rl. To ensure that the destination is able
to recover all the source messages, the total forwarding rate can not be less than
∑L
l=1 rl. This implies
that we can not choose {Λd,m} finer than (29).
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We say that pid (·) is feasible if the destination can fully recover {tl} from {vm}. In general, the
quantization QΛd,m (δm) introduces information loss at relay m, and therefore pid (·) in (29) may be
infeasible. We will show that, in a multi-relay system, such information loss at a relay does not necessarily
translate to information loss at the destination.
B. Heuristic Discussions
We first introduce the following factorization of tl:
tl = tl mod Λs
=
[
QΛA,2 (tl) + tl mod ΛA,2︸ ︷︷ ︸
tl,1
]
modΛs
=
[
QΛA,3
(
QΛA,2 (tl)
)
+QΛA,2 (tl) mod ΛA,3︸ ︷︷ ︸
,tl,2
+tl,1
]
modΛs
=
[
L∑
µ=1
tl,µ
]
mod Λs (31)
where tl,µ ∈ ΛA,µ ∩ VA,µ+1, for µ = 1, · · · , L, (with VA,L+1 = Vs). Each tl,µ is a representation of tl in
the lattice codebook ΛA,µ ∩ VA,µ+1. Therefore, tl,µ = 0 if the shaping lattice ΛA,µ+1 is not coarser than
the coding lattice of tl, i.e.
tl =

 L∑
µ=pic(l)
tl,µ

 mod Λs. (32)
Consider {tl,1, l = 1, · · · , L}, i.e., all the representations of {tl} in ΛA,1 ∩ VA,2. Only one of them, i.e.,
tpi−1c (1),1, is non-zero, since the finest coding lattice ΛA,1 appears in {Λc,l} only once.
We now consider recovering tpi−1c (1),1 from {vm}. From (29), the only vm that contains tpi−1c (1),1 is
vpi−1d (1)
. Compute
vpi−1d (1)
mod ΛA,2
=QΛ
d,pi−1
d
(1)
(
L∑
l=1
api−1d (1)l
(tl−QΛs(tl−dl))
)
modΛsmodΛA,2
=
[
L∑
l=1
api−1d (1)l
tl
]
mod ΛA,2
=
[
L∑
l=1
api−1d (1)l
tl,1
]
mod ΛA,2
=
[
api−1d (1)pi
−1
c (1)
tpi−1c (1),1
]
mod ΛA,2. (33)
From [1], tpi−1c (1),1 is recoverable from (33) provided that κ−1
(
api−1d (1)pi
−1
c (1)
)
6= 0. Then, the contribution
of tpi−1c (1),1 can be subtracted away from {vm}.
We next consider recovering tpi−1c (1),2 and tpi−1c (2),2 which only appears in vpi−1d (1) and vpi−1d (2). Byfollowing similar steps in (33), we obtain two linear equations of tpi−1c (1),2 and tpi−1c (2),2. Provided that
this linear system has a unique solution, we can recover tpi−1c (1),2 and tpi−1c (2),2. Continue this process until
all {tl,µ} are recovered. Finally, {tl} are reconstructed using (32).
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C. Successive Recovering Algorithm
We now present a successive recovering algorithm by formalizing the heuristic discussions in the pre-
ceding subsection. We first introduce some definitions. Denote the coefficient matrix A = [a1, · · · , aL]T ∈
Z
L×L
γ . We map matrix A to the corresponding matrix Q over Fγ using κ (·). Specifically, define Q =
κ−1 (A mod γ) ∈ FL×Lγ , where the (i, j)-th element of Q, denoted by qij , is given by qij = κ−1 (aij mod γ).
Define the residual source set at the j-th iteration as
S〈j〉 , {l|pic (l) ≤ j, l ∈ {1, · · · , L}} . (34)
Define the residual relay set at the j-th iteration as
T 〈j〉 , {l|pid (l) ≤ j, l ∈ {1, · · · , L}} . (35)
Define the residual coefficient matrix Q〈j〉 ∈ Fj×jγ as the submatrix of Q with the rows indexed by S〈j〉
and the columns indexed by T 〈j〉. In the above, the superscript “〈j〉” represents the j-th iteration. Define
the effective lattice codebook for the j-th iteration as C〈j〉e generated by the lattice pair (ΛA,j,ΛA,j+1).
Define a mapping from Fkγ to C〈j〉e as
ψ〈j〉 (b) ,
[
Bγ−1κ (Gb)
]
mod ΛA,j+1 (36)
where
b = [0, · · · , 0︸ ︷︷ ︸
kA,j+1
, b˜T︸︷︷︸
kA,j−kA,j+1
, 0, · · · , 0︸ ︷︷ ︸
k−kA,j
]T ∈ Fkγ . (37)
Denote by ψ−〈j〉 (·) the inverse mapping of ψ〈j〉 (·).
We are now ready to present the Successive Recovering algorithm for asymmetric Quantization operation
(referred to as the SRQ algorithm), as presented in Algorithm 1 below.
Algorithm 1 (SRQ algorithm)
Input: {vm}Lm=1 , {Λc,l}Ll=1 , {Λd,m}Lm=1 ,Λs
Output: tˆl, l = 1, · · · , L
1: Initialization: v〈1〉m ← vm for m = 1, · · · , L.
2: for j = 1 to L:
3: Form a matrix U〈j〉 by stacking
(
ψ−〈j〉
(
v
〈j〉
m mod ΛA,j+1
))T
, m ∈ T 〈j〉, row by row.
4: Recovering: Compute Wˆ〈j〉 ← (Q〈j〉)−1U〈j〉; construct {wˆl,j} by de-stacking Wˆ〈j〉 row by row,
and compute tˆl,j ← ψ〈j〉 (wˆl,j), for l ∈ S〈j〉.
5: Cancellation: If j < L, compute
v〈j+1〉m ←

vm −QΛd,m

∑
l∈S〈j〉
aml
j∑
µ=pic(l)
tˆl,µ



mod Λs (38)
for m ∈ T 〈j+1〉.
6: end for
7: tˆl ←
[∑L
µ=pic(j)
tˆl,µ
]
mod Λs, for l = 1, · · · , L.
We briefly explain Algorithm 1 as follows. In Line 3, ψ−〈j〉 maps a lattice point in C〈j〉e to an integer
vector in Fkγ; {ΛA,j} and {Λd,m} are related by (29); ΛA,L+1 = Λs. In Line 4,
(
Q〈j〉
)−1 is the inverse of
Q〈j〉 in Fj×jγ . In Line 5, the contributions of
{
tˆl,µ, ∀l ∈ S〈j〉, µ ≤ j
}
are cancelled from {vm}.
A sufficient condition to ensure the success of Algorithm 1 (i.e., tˆl = tl, l = 1, · · · , L) is presented
below.
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Lemma 1: Assume that Q〈j〉, j = 1, · · · , L, are of full rank over Fγ . Then the output of Algorithm 1
satisfies tˆl = tl, l = 1, · · · , L.
Proof: The proof is given in Appendix A.
The following lemma states the existence of at least one feasible pid (·), i.e., all Q〈j〉 are of full rank
such that we can recover source messages correctly by Lemma 1.
Lemma 2: For given pic (·), if Q is of full rank over Fγ , then there exists a mapping pid (·) satisfying
(29) such that every residual coefficient matrix Q〈j〉 is of full rank over Fγ , ∀j.
Proof: The proof is given in Appendix B.
Note that feasible pid (·) is in general not unique. Thus, we need to search over all feasible pid (·) in
performance optimization, as elaborated later in Section VIII.
VI. MODULO OPERATION AT RELAYS
The previous section is devoted to the design of relay’s quantization operations when the sources use
asymmetric coding lattices. In this section, we focus on the design of the modulo lattices {Λe,m} to
reduce the forwarding rates. As analogous to the treatment in the preceding section, we trivially choose
the quantization lattices as Λd,m = Λf,m, ∀m. Then, vm in (27) becomes
vm = δm mod Λe,m
=
[
L∑
l=1
aml
(
tl −QΛs,l (tl − dl)
)]
modΛe,m. (39)
A. Asymmetric Modulo Operation
Symmetric modulo operations have been previously used in CF [1], [4] to reduce the forwarding rates.
In the symmetric modulo approach, each relay m takes modulo of δˆm over the coarsest shaping lattice
ΛB,L, i.e., Λe,m = ΛB,L, for m = 1, · · · , L. Then the forwarding rate at relay m is given by
Rm =
(
1
n
log
Vol (VB,L)
Vol (Vf,m)
)+
, (40)
where Vf,m is the Voronoi region of Λf,m defined in (16). Such a rate of Rm may easily exceed the
maximum of the source rates, which implies information redundancy. Therefore, the symmetric modulo
approach is generally far from optimal.
To further reduce the forwarding rates, we propose an asymmetric modulo approach to take modulo
over different lattices at different relays. Specifically, we assume that each relay m takes modulo of δˆm
over Λe,m, with Λe,m, m = 1, · · · , L, being a permutation of the shaping lattices Λs,l, l = 1, · · · , L, i.e.,
Λe,m = ΛB,pie(m), m = 1, · · · , L (41)
where pie (·) is a permutation function of {1, · · · , L}. Then we reduce the forwarding rate to
Rm =
(
1
n
log
Vol
(VB,pie(m))
Vol (Vf,m)
)+
. (42)
For a random choice of pie (·) in (41), the destination may be unable to recover {tl} from {vm}. We
say that pie (·) is feasible if the destination can correctly recover {tl} upon receiving {vm}.
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B. Heuristic Discussions
To recover {tl} from {vm}, the main idea is to convert the asymmetric system (with {vm} in (24)
defined using different shaping lattices) into a series of symmetric ones (each with a common shaping
lattice). We start with the following observation on vpi−1e (1):
vpi−1e (1) mod ΛB,1 (43a)
=
[
L∑
l=1
aml
(
tl −QΛs,l(tl − dl)
)]
modΛe,mmodΛB,1 (43b)
=
[
L∑
l=1
aml
(
tl −QΛs,l (tl − dl)
)]
mod ΛB,1 (43c)
=
[
L∑
l=1
amltl
]
mod ΛB,1 (43d)
=
[
L∑
l
aml (tl mod ΛB,1)
]
mod ΛB,1 (43e)
where ΛB,1 is the finest shaping lattice used in the system, (43b) follows from (39), and (43c) follows
from (5). Note that (tl mod ΛB,1) in (43e) is a lattice codeword in the fundamental Voronoi region of
ΛB,1. Thus, (43e) represents an effective symmetric system where {tl mod ΛB,1} are treated as source
messages defined over a common shaping lattice ΛB,1, and every relay m takes modulo of its received
combination
∑
l aml (tl mod ΛB,1) over ΛB,1. Considering all the relays, this is a system of L equations
with L unknowns. It can be shown that the system has a unique solution provided that the coefficient matrix
A = [a1, · · · , aL]T is of full rank over FL×Lγ [1]. However, the recovered (tl mod ΛB,1) , l = 1, · · · , L,
are in general not equal to tl, except tl mod ΛB,1 = tl for l = pi−1s (1). This exception is because tpi−1s (1)
is a lattice codeword in the Voronoi region of ΛB,1, and thus tpi−1s (1) mod ΛB,1 = tpi−1s (1). To recover other
codewords, we cancel the contribution of the correctly recovered tpi−1s (1) from the combinations {vˆm},
and discard vˆpi−1e (1) (as it is not useful in recovering other lattice codewords). In this way, we obtain a
residual asymmetric system, where the pi−1s (1)-th source and the pi−1e (1)-th relay are deleted. Then, we
can recover tpi−1s (2) in a similar way, and so forth. Finally, we can recover all {tl}.
C. Successive Recovering Algorithm
To make the above heuristic idea concrete, we introduce the following definitions. In the i-th iteration,
the residual source set is defined as
S(i) , {l|pis (l) ≥ i, l ∈ {1, · · · , L}} ; (44)
the residual relay set is defined as
T (i) , {l|pie (m) ≥ i,m ∈ {1, · · · , L}} ; (45)
the residual coefficient matrix Q(i) ∈ F(L−i+1)×(L−i+1)γ is the submatrix of Q with the rows indexed by S(i)
and the columns indexed by T (i). In the above, the superscript “(i)” represents the i-th iteration. Define
the effective lattice codebook for the i-th iteration as C(i)e , generated by the lattice pair (ΛA,1,ΛB,i). Define
a mapping from Fkγ to C(i)e as
ψ(i) (b) ,
[
Bγ−1κ (Gb)
]
mod ΛB,i (46)
where b ∈ Fkγ , and the first kB,i bits of b are all zero. Denote by ψ−(i) (·) the inverse mapping of ψ(i) (·).
We are now ready to present the Successive Recovering algorithm for asymmetric Modulo operation
(referred to as the SRM algorithm), as detailed below.
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Algorithm 2 (SRM algorithm)
Input: {vm}Lm=1, {dl}Ll=1, {Λc,l}Ll=1, {Λd,m}Lm=1, {Λs,l}Ll=1, {Λe,m}Lm=1
Output: tˆl, l = 1, · · · , L
1: Initialization: v(1)m ← vm for all m = 1, · · · , L.
2: for i = 1 to L:
3: Form U(i) by stacking
(
ψ−(i)
(
v
(i)
m mod ΛB,i
))T
, m ∈ T (i), in a row-by-row manner.
4: Recovering: Compute Wˆ(i) ← (Q(i))−1U(i); set wˆT
pi−1s (i)
as the corresponding row of Wˆ(i), and
compute tˆpi−1s (i) ← ψ(i)
(
wˆpi−1s (i)
)
, for l ∈ S〈j〉.
5: Cancellation: If j < L, then for m ∈ T (i+1), denote t˜pi−1s (i) = tˆpi−1s (i)−QΛs,pi−1s (i)
(
tˆpi−1s (i) − dpi−1s (i)
)
;
calculate
v(i+1)m ←
[
v(i)m − ampi−1s (i)
(
t˜pi−1s (i)
)]
mod Λe,m. (47)
6: end for
Algorithm 2 is briefly explained as follows. In Line 3, we construct a symmetric system based on the
mod-ΛB,i operation. In Line 4, we recover source codeword tˆpi−1s (i) from the pi
−1
s (i)-th source. In Line
5, we cancel the contribution of tˆpi−1s (i) from
{
v
(i)
m , m ∈ T (i+1)
}
to obtain v(i+1)m .
Lemma 3: Assume that Q(i), i = 1, · · · , L, are of full rank over Fγ . Then the output of Algorithm 2
satisfies tˆl = tl, l = 1, · · · , L.
The proof of Lemma 3 is given in Appendix C. Note that in Lemma 3, for given Q and {pl},
{
Q(i)
}
is a function of T (i), and thus a function of pie (·). Therefore, Lemma 3 gives a sufficient condition for
the feasibility of pie (·). The following lemma ensures the existence of a feasible pie (·) that makes all Q(i)
full-rank. Similarly to pid (·), feasible pie (·) is in general not unique.
Lemma 4: For given pis (·), if Q is of full rank over Fγ , then there exists a mapping pie (·) such that
every residual coefficient matrix Q(i) is of full rank over Fγ .
Proof: The proof is given in Appendix D.
VII. ASYMMETRIC QUANTIZATION & MODULO OPERATION
We are now ready to consider the joint design of quantization lattices {Λd,m} and modulo lattices
{Λe,m} by combining the results obtained in the preceding two sections.
A. Heuristic Discussions
To start with, we now assume a general setting: the sources generally have different coding and shaping
lattices; the relays perform both asymmetric quantization and modulo operation respectively defined by
(29) and (41). Then, vm in (27) becomes
vm = QΛd,m (δm) mod Λe,m
= QΛd,m
(
L∑
l=1
aml
(
tl−QΛs,l(tl−dl)
))
modΛe,m. (48)
With permutations pid (·) and pie (·) for optimization, the forwarding rate of the m-th relay is given by
Rm =
(
1
n
log
Vol
(VB,pie(m))
Vol
(VA,pid(m))
)+
. (49)
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As a chain of shaping lattices are involved, we generalize (31) as
tl =
[
L+1∑
µ=1
tl,µ
]
mod Λs,l (50)
where tl,µ ∈ ΛA,µ ∩ VA,µ+1, for µ = 1, · · · , L, (with VA,L+1 = VB,1), and tl,L+1 ∈ ΛB,1 ∩ Vs,l.
Our goal is still to recover {tl} from {vm}. To this end, we first take modulo of vm on ΛB,1, yielding
vm mod ΛB,1 (51a)
= QΛd,m
(
L∑
l=1
aml
(
tl −QΛs,l (tl − dl)
))
mod ΛB,1 (51b)
= QΛd,m
(
L∑
l=1
amltl
)
mod ΛB,1 (51c)
= QΛd,m
(
L∑
l=1
aml (tl mod ΛB,1)
)
mod ΛB,1, (51d)
where (51c) follows by noting ΛB,1 ⊇ Λs,l. It is not difficult to see that (51d) is a special case of (28) by
letting Λs = ΛB,1 and dl = 0 in (28). Thus, we use the SRQ algorithm to obtain tl mod ΛB,1, l = 1, · · · , L.
Afterwards, we cancel the contributions of {tl mod ΛB,1} from vm. Then, the resulting system is defined
based on a common coding lattice ΛB,1, different shaping lattices {Λs,l}, together with the codewords{
QΛB,1 (tl)
}
. Thus, we use the SRM algorithm to further recover
{
QΛB,1 (tl)
}
. Finally, we reconstruct
{tl} as
tl = tl mod ΛB,1 +QΛB,1 (tl) , l = 1, · · · , L.
Note that the details of the above cancellation and recovery process can be found in Appendix E.
B. Successive Recovering Algorithm
We now formally present the Successive Recovering algorithm for asymmetric Modulo and Quantization
(referred to as the SRMQ algorithm), as shown in Algorithm 3. In Line 2 of Algorithm 3, vquanm is a lattice
codeword in the m-th relay’s equivalent codebook Cquanm generated by the lattice pair (ΛB,1,Λe,m).
Algorithm 3 (SRMQ algorithm)
Input: {vm}Lm=1, {dl}Ll=1, {Λc,l}Ll=1, {Λd,m}Lm=1, {Λs,l}Ll=1, {Λe,m}Lm=1
Output: tˆl, l = 1, · · · , L
1:
(
tˆ
quan
1 , · · · , tˆquanL
)← SRQ({vm mod ΛB,1}Lm=1 , {Λc,l}Ll=1 , {Λd,m}Lm=1 ,ΛB,1).
2: vquanm ←
[
vm −QΛd,m
(∑L
l=1 amltˆ
quan
l
)]
mod Λe,m, for m = 1, · · · , L.
3: dquanl ← dl − tˆquanl , for l = 1, · · · , L.
4:
(
tˆmod1 , · · · , tˆmodL
) ← SRM({vquanm }Lm=1, {dquanl }Ll=1, {ΛB,1, · · · ,ΛB,1}, {ΛB,1, · · · ,ΛB,1}, {Λs,l}Ll=1,
{Λe,m}Lm=1.
5: tˆl ← tˆquanl + tˆmodl , for l = 1, · · · , L.
Lemma 5: Assume that Q(i) and Q〈j〉, j = 1, · · · , L, are of full rank over Fγ . Then the output of
Algorithm 3 satisfies tˆl = tl, l = 1, · · · , L.
Proof: The proof is given in Appendix E.
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C. Achievable Rates of the Overall Scheme
We are now ready to present the achievable rates of the proposed scheme. We have the following
theorem.
Theorem 1: For given H, A, and R, a transmission rate tuple (r1, r2, · · · , rL) is achievable if there
exist pid (·) and pie (·), such that the following conditions are met:
1) power constraints in (11): pl ≤ Pl, ∀l,
2) computation constraints in (22b): rl < r˜l, ∀l,
3) forwarding rate constraints in (26): (R1, · · · , RL) ∈ R, where Rm, m = 1, · · · , L, are given by
Rm =
(
rpi−1c (pid(m))+
1
2
log
(
ppi−1s (pie(m))
ppi−1c (pid(m))
))+
. (52)
4) recovery constraints: all Q(i) and Q〈j〉 are of full rank over Fγ .
Proof: Condition 1 is the power constraint in (11). Condition 2 ensures a vanishing computing error
at every relay; see (22). Also, Rm in (52) is obtained by noting (4), (7), (11), (41), (29), and (49). Finally,
Condition 4 ensures the recoverability of the source messages using the SRMQ algorithm as specified in
Lemma 5. Therefore, (r1, r2, · · · , rL) is achievable under Conditions 1 to 4.
The following theorem ensures the existence of feasible pid (·) and pie (·) that make all Q〈j〉 and Q(i)
full-rank.
Theorem 2: For given pic (·) and pis (·), if Q is of full rank over Fγ , then there exists mappings pid (·)
and pie (·) such that all residual coefficient matrices Q〈j〉 and Q(i) are of full rank over Fγ .
Proof: Lemma 2 and Lemma 4 ensure the existence of feasible pid (·) and pie (·) such that Q〈j〉 and
Q(i), ∀i, j, are of full rank.
VIII. SUM-RATE MAXIMIZATION
In this section, we consider optimizing the achievable sum rate for the proposed CCF scheme. A
centralized node is assumed to acquire all the knowledge of H, R, and {Pl}. This centralized node
informs each source l of lattice pair (Λc,l,Λs,l), and each relay m of quantization lattice Λd,m and modulo
lattice Λe,m.
A. Problem Formulation
Based on Theorem 1, we formulate the sum-rate maximization problem for the SRMQ algorithm as
follows:
max
A,{pl},{rl}
pid(·),pie(·)
L∑
l=1
rl (53a)
s.t. pl ≤ Pl, ∀l, (53b)
rl<
1
2
log+

 min
m:aml 6=0
pl∥∥P 12am∥∥2 − (hTmPam)2
1+
∥
∥
∥P
1
2hm
∥
∥
∥2

,∀l, (53c)
(R1, · · · , RL) ∈ R, (53d)
Rm = rpi−1c (pid(m))+
1
2
log
(
ppi−1s (pie(m))
ppi−1c (pid(m))
)
, (53e)
rank
(
Q(i)
)
= L− i+ 1, i = 1, · · · , L, (53f)
rank
(
Q〈j〉
)
= j, j = 1, · · · , L. (53g)
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Note that if the SRM algorithm is used for message recovery, then Rm in (53e) should be replaced by
Rm = max
l:aml 6=0
(
rl +
1
2
log
(
ppi−1s (pie(m))
pl
))
. (54)
Similarly, if the SRQ algorithm is used for recovery, then (53e) should be replaced by (30).
B. Approximate Solution
The problem in (53) is an NP-hard mixed integer program. Here we present a suboptimal solution as
follows. For given {pl}, we apply the LLL algorithm [3], [24] to determine the integer matrix A. For
given A and {pl}, we search over all permutations pid (·) and all permutations pie (·) to maximize (53a).
This can be done by noting that, given A, {pl}, pid (·), and pie (·), the problem in (53) is convex (as the
capacity region R is always a convex set). Also not that the feasible set of pid (·) and pie (·) is not empty,
as ensured by Theorem 2. The above discussions are based on fixed {pl}. Finally, we need to maximize
(53a) by exhaustively searching over the quantized values of {pl}.
We now give more details on determining A using the LLL algorithm. We determine A in a column-
by-column manner from a1 to aL. For any step m, we first note that maximizing the right hand side of
(53c) is equivalent to minimizing ϕm (αoptm ) in (22a). We rewrite ϕm (αoptm ) as
ϕm(α
opt
m )=a
T
mP
(
IL−P
Thmh
T
mP
1+‖Phm‖2
)
Pam,a
T
mDmam (55)
where
Dm , P
(
IL − P
Thmh
T
mP
1 + ‖Phm‖2
)
P (56)
is symmetric and positive definite. Cholesky decomposition of Dm gives Dm = LmLTm, and then Dm
is the Gram matrix for a lattice with generator matrix Lm. Apply the LLL algorithm to Lm to find the
reduced matrix L′m. Compute Am = L′mL−1m . Then we choose am as the row of Am with the smallest
norm that is linearly independent of al, l = 1, · · · , m−1. This ensures that the constructed integer matrix
A is of full rank over Fγ .
The above algorithm involves an exhaustive search over {pl}, pie (·) and pid (·). Thus, it is still com-
putationally intensive, especially when the network size is relatively large. The study of more efficient
algorithms for solving (53) is out of the scope of this paper.
C. Numerical Results
To keep the computation complexity tractable, we set the second-hop channel be parallel channels as
y′m = gmx
′
m + z
′
m
where gm ∈ R is the channel coefficient from relay m to the destination, gm ∼ N (0, 1), x′m ∈ Rn×1
is the forwarded signal at the m-th relay, 1
n
‖x′m‖2 = PR,m, and z′m ∈ Rn×1 is i.i.d. Gaussian noise,
z′m ∼ N (0, In). So the rate region R is a hypercube in RL.
In simulation, the following settings are employed: L = 2; Pl = P, ∀l; Nbrute = 100; PR,m = 0.25P, ∀m.
Note that Nbrute represent the number of discretized power levels in exhaustively searching each pl.
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Fig. 3. Performance comparison in a two-hop system.
1) Comparison of Different Approaches in a Two-Hop System: We now compare the following schemes:
• SCF: the original CF in [1];
• SCF-Q: SCF with asymmetric quantization (using the SRQ algorithm for recovering);
• ACF: ACF with symmetric modulo and conventional quantization;
• ACF-M: ACF with asymmetric modulo and conventional quantization (using the SRM algorithm);
• ACF-MQ: ACF with asymmetric modulo and asymmetric quantization (using the SRMQ algorithm).
The simulated sum-rate performances are compared in Fig. 3. We see that ACF outperforms SCF by
about 2 dB. Also, SCF-Q outperforms SCF by about 2 dB, due to the use of asymmetric quantization;
ACF-M outperforms ACF by about 2 dB, due to the use of asymmetric modulo operation; ACF-MQ
outperforms ACF by about 3 dB, due to the use of both asymmetric modulo operation and asymmetric
quantization; ACF-MQ outperforms SCF by about 5 dB, thanks to the use of asymmetric shaping lat-
tices, asymmetric modulo operation, and asymmetric quantization. Fig. 3 demonstrates clearly the the
performance advantage of the proposed CCF scheme over the conventional CF scheme.
2) Performance Comparison With Different Network Sizes: We now provide the performance com-
parison with different network sizes. Because of high computation complexity, we only simulate the
performance of SCF and SCF-Q schemes. In Fig. 4, we see that, for a 2× 2 network (with two sources
and two relays), the power gain of SCF-Q over SCF is about 2 dB at high SNR; for a 4 × 4 network,
the corresponding power gain is about 6 dB. We see that the performance gain of SCF-Q increases
significantly with the network size.
It is highly desirable to understand how the performance of CCF improves with the network size. This
requires the development of more efficient algorithms to solve (53), which is nevertheless an interesting
topic for future research.
IX. CONCLUSIONS
In this paper, we proposed a novel relay strategy, named CCF, to exploit the asymmetry naturally
inherent in wireless networks. Compared with conventional CF, CCF includes an extra compressing stage
in between the computing and forwarding stages. We proposed to use quantization and modulo operation
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Fig. 4. Performance comparison with different network sizes.
for compressing the message combinations computed at relays, which reduces the information redundancy
in the messages forwarded by the relays and thereby improve the spectral efficiency of the network.
Particularly, we studied CCF design in a two-hop wireless relaying network involving multiple sources,
multiple relays, and a single destination. We derived achievable rates of the scheme and formulate a sum-
rate maximization problem for performance optimization. Numerical results were presented to demonstrate
the significant performance advantage of CCF over CF.
APPENDIX A
PROOF OF LEMMA 1
We follow Algorithm 1 step by step to prove that the output of Algorithm 1 satisfies tˆl = tl, l = 1, · · · , L.
Recall that Algorithm 1 involves L iterations. In the j-th iteration,
{
tˆl,j, l ∈ S〈j〉
}
is computed using{
v
〈j〉
m , m ∈ T 〈j〉
}
, where v〈j〉m is set as vm for j = 1, and given in (38) for j > 1.
We first prove that, in the j-th iteration,
v〈j〉m =
[
L∑
l=1
aml
L∑
µ=j
tl,µ
]
mod Λs (57)
for m ∈ T 〈j〉. We prove this statement by induction. In initialization, we have v〈1〉m = vm, m ∈ T 〈1〉. For
j = 1, the residual relay set only contains one element, i.e., T 〈1〉 = {pi−1d (1)}, and Λd,pi−1d (1) = ΛA,1 is
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the finest lattice in {Λc,l}. Then
v
〈1〉
pi−1d (1)
= vpi−1d (1)
(58a)
=
[
L∑
l=1
api−1d (1)l
(tl −QΛs (tl − dl))
]
mod Λs (58b)
=
[
L∑
l=1
api−1d (1)l
L∑
µ=1
tl,µ
]
mod Λs (58c)
where (58b) follows from (28) and ∑Ll=1 api−1d (1)l (tl −QΛs (tl − dl)) ∈ ΛA,1; (58c) follows from (31).
Thus (57) holds for j = 1.
Now suppose that (57) holds for the j-th iteration. We show that tˆl,j = tl,j, l ∈ S〈j〉 in the j-th iteration,
and that (57) still holds for the (j + 1)-th iteration.
In Line 3, with
{
vˆ
〈j〉
m
}
, we obtain
vˆ〈j〉m modΛA,j+1 =
[
L∑
l=1
aml
L∑
µ=j
tl,µ
]
modΛA,j+1 (59a)
=
[
L∑
l=1
amltl,j
]
mod ΛA,j+1 (59b)
=

∑
l∈S〈j〉
amltl,j

mod ΛA,j+1 (59c)
for all m ∈ T 〈j〉, where (59a) holds since (57) is true for the j-th iteration; (59b) follows from tl,µ mod
ΛA,j+1 = 0, for µ > j, since tl,µ ∈ ΛA,µ∩VA,µ+1; (59c) follows from tl,j = 0 for l /∈ S〈j〉 by the definition
of tl,j and S〈j〉. Also by the definition of tl,j , we have tl,j ∈ C〈j〉e = ΛA,j ∩VA,j+1. In Line 3 of Algorithm
1, ψ−〈j〉 maps tl,j from C〈j〉e to the finite field Fkγ . Denote wl,j = ψ−〈j〉 (tl,j), for l = 1, · · · , L. From (36)
and Lemma 6 in [1], we obtain the following isomorphism:
∑
l∈S(i)
qmlwl,j = ψ
−〈j〉



∑
l∈S〈j〉
amltl,j

 mod ΛA,j+1

 . (60)
Then by (59) we have ∑
l∈S(i)
qmlwl,j = ψ
−〈j〉
(
vˆ〈j〉m mod ΛA,j+1
)
. (61)
Stacking the two sides of (61) for m ∈ T 〈j〉 in a row-by-row manner gives a matrix equation over Fγ :
Q〈j〉W〈j〉 = U〈j〉 (62)
where the rows in W〈j〉 are specified by wTl,j, l ∈ S〈j〉 and U〈j〉 is the matrix obtained in (38) of Algorithm
1. Recall that Q〈j〉 is of full rank by assumption. We obtain from (62) that
W〈j〉 =
(
Q〈j〉
)−1
U〈j〉 = Wˆ〈j〉. (63)
Thus, we can obtain wl,j, l ∈ S〈j〉 from (63). Then
ψ〈j〉 (wl,j) = tl,j = tˆl,j, l ∈ S〈j〉. (64)
Note that wTl,j is in general not the l-th row of W〈j〉.
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v〈j+1〉m (66a)
=

QΛd,m
(
L∑
l=1
aml
(
L∑
µ=1
tl,µ−QΛs (tl − dl)
))
−QΛd,m

∑
l∈S〈j〉
aml
j∑
µ=pic(l)
tl,µ



mod Λs (66b)
=

QΛd,m
(
L∑
l=1
aml
L∑
µ=1
tl,µ
)
−
L∑
l=1
amlQΛs(tl − dl)−QΛd,m

∑
l∈S〈j〉
aml
j∑
µ=pic(l)
tl,µ



mod Λs (66c)
=

QΛd,m
(
L∑
l=1
aml
L∑
µ=1
tl,µ
)
−QΛd,m

∑
l∈S〈j〉
aml
j∑
µ=pic(l)
tl,µ



 mod Λs (66d)
=

QΛd,m
(
L∑
l=1
aml
j∑
µ=1
tl,µ
)
+
L∑
l=1
aml
L∑
µ=j+1
tl,µ−QΛd,m

∑
l∈S〈j〉
aml
j∑
µ=pic(l)
tl,µ



mod Λs (66e)
=
[
L∑
l=1
aml
L∑
µ=j+1
tl,µ
]
mod Λs (66f)
Then we cancel the contribution of
{∑j
µ=pic(l)
tl,µ, l ∈ S〈j〉
}
from
{
vm, m ∈ T 〈j+1〉
}
, yielding (66) for
m ∈ T 〈j+1〉, where (66b) is from (38) and (28); (66c) and (66e) utilizes the fact that, for x1 ∈ Rn,x2 ∈ Λ,
QΛ (x1 + x2) = x1 + x2 − (x1 + x2) mod Λ (65a)
= QΛ (x1) + x2 (65b)
and (66f) follows by noting
QΛd,m
(
L∑
l=1
aml
j∑
µ=1
tl,µ
)
= QΛd,m

∑
l∈S〈j〉
aml
j∑
µ=pic(l)
tl,µ


by the definition of S〈j〉 in (34) and tl,µ = 0 for µ < pic (l). Eq. (66) shows that (57) holds for the
(j + 1)-th iteration as well. Thus, (57) holds by induction.
Since Algorithm 1 recovers
{
tl,j, l ∈ S〈j〉
}
by (64) for j = 1, · · · , L, and tl,j = 0 for l /∈ S〈j〉, we see
that all {tl,j} are recovered. Finally, Algorithm 1 recovers {tl} by (32), which concludes the proof.
Furthermore, from (64) and tl,j = 0 for l /∈ S〈j〉, we see that
tˆl =

 L∑
µ=pic(j)
tˆl,µ

 mod Λs =

 L∑
µ=pic(l)
tl,µ

 mod Λs = tl
which concludes the proof.
APPENDIX B
PROOF OF LEMMA 2
By assumption, Q〈L〉 = Q is of full rank. From (34) and (35), we see that Q〈j−1〉 can be obtained by
deleting one row (corresponding to the pi−1d (j)-th relay) and one column (corresponding to the pi−1c (j)-th
source) from Q〈j〉.
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Suppose Q〈j〉 ∈ Fj×jγ , j > 1, is of full rank, and we want to find a Q〈j−1〉 ∈ F(j−1)×(j−1)γ of full rank.
Since pic (·) is given, we delete the corresponding column of Q〈j〉, yielding a matrix Q˜〈j〉 of rank (j − 1).
From linear algebra, there always exists at least one full-rank Q〈j−1〉 obtained by deleting one row of
Q˜〈j〉. Choose such a Q〈j−1〉 (with rank (j − 1)) and set the corresponding value of pid (·) according to the
index of the deleted row. By induction, we obtain full-rank Q〈L〉, · · · , and Q〈1〉.
APPENDIX C
PROOF OF LEMMA 3
We follow Algorithm 2 step by step to prove that the output of Algorithm 2 satisfies tˆl = tl, l = 1, · · · , L.
Algorithm 2 involves L iterations. In the i-th iteration, tpi−1s (i) is recovered with
{
v
(i)
m , m ∈ T (i)
}
, where
v
(i)
m is the lattice equation from the m-th relay at the i-th iteration.
We first prove that, in the i-th iteration,
v(i)m =

∑
l∈S(i)
aml
(
tl −QΛs,l (tl − dl)
) mod Λe,m (67)
for m ∈ T (i), and that exactly one of {tl} is restored in each iteration. We prove this statement by
induction. The algorithm sets v(1)m = vm, m ∈ T (1), at the initialization stage. We immediately see that
(67) holds for i = 1. Now suppose that (67) holds for the i-th iteration. We will show that tpi−1s (i) is
recovered in the i-th iteration, and that (67) also holds for the (i+ 1)-th iteration.
By the definition of S(i) and T (i), ΛB,i = Λs,pi−1s (i) is the finest in
{
Λs,l|l ∈ S(i)
}
, and also the finest in{
Λe,m|m ∈ T (i)
}
. Then, with
{
v
(i)
m
}
, we obtain
v(i)m mod ΛB,i
=

∑
l∈S(i)
aml
(
tl −QΛs,l (tl − dl)
) mod ΛB,i
=

∑
l∈S(i)
aml (tl mod ΛB,i)

 mod ΛB,i (68)
where tl mod ΛB,i is a codeword in the effective lattice codebook C(i)e defined in Subsection VI-C. That
is, tl mod ΛB,i can be seen as from a common codebook C(i)e . Note that
tpi−1s (i) mod ΛB,i = tpi−1s (i) (69)
since ΛB,i = Λs,pi−1s (i).
Define w(i)l = ψ−(i) (tl mod ΛB,i), for l = 1, · · · , L. By (68), (46), and Lemma 6 in [1], we have∑
l∈S(i)
qmlw
(i)
l = ψ
−(i)
(
v(i)m mod ΛB,i
)
. (70)
Form the matrix W(i) by stacking w(i)Tl , l ∈ S(i), row by row. Similarly, form the matrix U(i) by stacking(
ψ−(i)
(
v
(i)
m mod ΛB,i
))T
, m ∈ T (i). We can write (70) as
Q(i)W(i) = U(i), (71)
which is a matrix equation over Fkγ . Then
W(i) =
(
Q(i)
)−1
U(i) = Wˆ(i) (72)
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where Q(i) is of full rank by assumption. From (69), we have wpi−1s (i) = w
(i)
pi−1s (i)
. By setting wˆT
pi−1s (i)
as
the corresponding row of Wˆ(i) in Line 4, we recover the message as wˆpi−1s (i) = wpi−1s (i), and the lattice
codeword as
tˆpi−1s (i) = tpi−1s (i).
That is, the lattice codeword of the pi−1s (i)-th source is correctly recovered.
Then the destination cancels the contribution of tpi−1s (i) and dpi−1s (i) from v
(i)
m in Line 5 of Algorithm 2
to obtain v(i+1)m . By noting S(i+1) = S(i) \ {pi−1s (i)} and T (i+1) = T (i) \ {pi−1e (i)}, we have
v(i+1)m =

 ∑
l∈S(i+1)
aml
(
tl −QΛs,l (tl − dl)
)modΛe,m (73)
for m ∈ T (i+1), which establishes (67) by induction. This concludes the proof of Theorem 3.
APPENDIX D
PROOF OF LEMMA 4
By assumption, Q(1) = Q is of full rank. From (44) and (45), we see that Q(i+1) can be obtained by
deleting one row (corresponding to the pi−1e (j)-th relay) and one column (corresponding to the pi−1s (j)-th
source) from Q(i).
Suppose Q(i) ∈ F(L−i+1)×(L−i+1)γ , i > 1, is of full rank, and we want to find a Q(i+1) ∈ F(L−i)×(L−i)γ of
full rank. Since pis (·) is given, we delete the corresponding column of Q(i), yielding a matrix Q˜(i) of rank
(L− i). From linear algebra, there always exists at least one full-rank Q(i+1) obtained by deleting one
row of Q˜(i). Choose such a Q(i+1) (with rank (L− i)) and set the corresponding value of pie (·) according
to the index of the deleted row. By induction, we can obtain Q(1), · · · ,Q(L) that are all of full rank.
APPENDIX E
PROOF OF LEMMA 5
In Section VII, we have shown that the SRQ algorithm can be applied on {vm mod ΛB,1} to recover
{tl mod ΛB,1}. We next show that the SRM algorithm can be used to recover
{
QΛB,1 (tl)
}
. From Line 1
of the SRMQ algorithm, we have
tˆ
quan
l =
[
L∑
µ=1
tl,µ
]
mod ΛB,1 (74a)
=
[
L∑
µ=1
tl,µ + tl,L+1
]
mod ΛB,1 (74b)
= tl mod ΛB,1 (74c)
where step (74b) follows from tl,L+1 ∈ ΛB,1, step (74c) from (50). In Line 2, we cancel
{
tˆ
quan
l
}
from
{vm}, yielding
vquanm (75a)
=
[
vm −QΛd,m
(
L∑
l=1
amltˆ
quan
l
)]
mod Λe,m (75b)
=
[
L∑
l=1
aml
(
tl − tˆquanl −QΛs,l (tl − dl)
)]
mod Λe,m (75c)
=
[
L∑
l=1
aml
(
QΛB,1(tl)−QΛs,l
(
QΛB,1(tl)−
(
dl−tˆquanl
)))]
modΛe,m (75d)
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where (75c) follows from (48) and (65), (75d) from the fact of tˆquanl = tl mod ΛB,1. Note that vquanm in (75d)
is actually a special case of (39) with tl replaced by QΛB,1 (tl), and dl replaced by dquanl = dl− tˆquanl , for
l = 1, · · · , L. Therefore, we can apply the SRM algorithm to {vquanm }, yielding outputs
{
tˆmodl = QΛB,1 (tl)
}
.
Finally, we obtain
tˆl = tˆ
quan
l + tˆ
mod
l = tl mod ΛB,1 +QΛB,1 (tl) = tl
for l = 1, · · · , L, which follows from (3) and (74).
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