Policy evaluation is central to economic data analysis, but economists mostly work with observational data in view of limited opportunities to carry out controlled experiments. In the potential outcome framework, the panel data approach (Hsiao, Ching and Wan, 2012) constructs the counterfactual by exploiting the correlation between cross-sectional units in panel data. The choice of cross-sectional control units, a key step in their implementation, is nevertheless unresolved in data-rich environment when many possible controls are at the researcher's disposal. We propose the forward selection method to choose control units, and establish validity of post-selection inference. Our asymptotic framework allows the number of possible controls to grow much faster than the time dimension. The easy-toimplement algorithms and their theoretical guarantee extend the panel data approach to big data settings. Monte Carlo simulations are conducted to demonstrate the finite sample performance of the proposed method. Two empirical examples illustrate the usefulness of our procedure when many controls are available in real-world applications.
Introduction
A controlled experiment compares outcomes of a treatment group with those from a control group. It is the golden standard for scientific research. While the randomized controlled trials are useful in understanding economic mechanisms (Duflo, Glennerster, and Kremer, 2007; Banerjee and Duflo, 2009) , for large-scale questions economists mostly have access only to observational datasets. For example, we rarely enjoy the luxury to implement a controlled experiment in economic research at a national level-such an exercise can be prohibitively expensive or ethically unacceptable. Instead, a counterfactual, the potential outcome that never happens in the real world, is constructed from observational data for policy evaluation.
In view of the lack of genuine control groups in many important economic empirical questions, Hsiao, Ching, and Wan (2012) (HCW, henceforth) propose the panel data approach (PDA) to exploit the correlation between cross-sectional units in estimating the counterfactual. PDA is simply a linear regression on the cross-sectional units in the pre-event data, and then these estimated coefficients are used to extrapolate the counterfactual of no policy intervention in the post-event period. Its convenience attracts many applications and extensions, for example Bai, Li, and Ouyang (2014) ; Ouyang and Peng (2015) ; Ke, Chen, Hong, and Hsiao (2017) , to name a few. Compared with the popular difference-in-difference, the combination of control units allows time-varying treatment effect. Alternatively, Abadie and Gardeazabal (2003) and Abadie, Diamond, and Hainmueller (2010) advocate the synthetic control method (SCM). Hsiao and Zhou (2019) and Gardeazabal and Vega-Bayo (2017) compare PDA and SCM in simulations and empirical applications.
Choice of the control units directly affects PDA's estimation and inference results, and thus a systematic variable selection scheme is of vital importance. HCW experiment with the Akaike information criterion (AIC) and the corrected AIC (AICC), and Du and Zhang (2015) recommend the latter for consistent variable selection. These conventional variable selection methods compute an information criterion for each candidate model, and pick the "best subset". However, in PDA the total number of candidate models is 2 N , where N is the number of available potential control units. In spite of the state-of-the-art computing technology, exhaustive search quickly becomes prohibitive for a moderate N . The exhaustive enumeration is inapplicable in the era of big data when the rich-data environment offers information at an unprecedented scale. Furthermore, besides the computational difficulty, a large cross-sectional dimension also challenges PDA's theoretical justification. As PDA is often applied to aggregate data with low-frequency temporal observations at the time dimension, HCW's "fixed N , large T " asymptotic framework is unlikely to deliver satisfactory approximation in empirical studies where N is comparable to T , or even exceeds N . To overcome the high dimensionality in practice, Li and Bell (2017) suggest using Lasso but provide no theoretical foundation, and Carvalho, Masini, and Medeiros (2018) develop the Lasso theory under the general framework of Artificial Counterfactual (ArCo).
Within the PDA framework, this paper studies the estimation and inference of the average treatment effect (ATE) when a large number of candidate cross-sectional control units are present. We contribute to PDA by formally tackling the control unit selection problem in the N > T context, which is often encountered in real-world applications. In particular, we propose the forward selection method to pick the control units one by one until the iteration is stopped by an information criterion. Forward selection is computationally much more efficient than exhaustive search. For hypothesis testing decisions about the ATE, we suggest calculating the conventional t-statistic conditioning on the selected units and then comparing it with the critical value based on the standard normal distribution. This algorithm is very easy to implement and accessible to applied researchers.
Most statistical research on high-dimensional problems is under the environment of independently and identically distributed (i.i.d.) data, which is too restrictive for economic investigation involving temporal observations. Accommodating heterogeneous weakly dependent time series, we establish the statistical theory in the asymptotic framework allowing N/T → ∞ as N, T → ∞. Forward selection achieves dimension reduction by singling out R control units out of the total N candidates, providing R → ∞ and R/T → 0. We show that forward selection is able to attain "nearly-optimal" model fitting relative to the best subset. For the testing of ATE, our theory validates the seemingly naive practice of standard normal inference as if the randomness in the selection step can be ignored. To assess the accuracy of the asymptotic approximation, extensive Monte Carlo simulations are conducted to check the finite sample behavior of the ATE estimator and the t-statistic.
Forward selection has been studied in ultrahigh-dimensional regressions by Wang (2009) and Zhong, Duan, and Zhu (2017) as a device for model determination. Kozbur (2017) , Kozbur (2018) and Hansen, Kozbur, and Misra (2018) investigate the test-based stopping criterion and post-selection inference. Our paper differs from these studies in that we assume neither the "β-min condition" nor sparsity for the underlying true coefficients, because our focus lies in the properties of the post-selection ATE, which is an easier statistical object than slope coefficients estimation from training data. The greedy nature of the algorithm is closely related to the component-wise boosting (Bühlmann, 2006; Luo and Spindler, 2016a) that is familiar to econometricians (Bai and Ng, 2009; Shi, 2016; Luo and Spindler, 2016b; Fonseca, Medeiros, Vasconcelos, and Veiga, 2018) . Alternatively, Carvalho, Masini, and Medeiros (2018)'s ArCo imposes the restricted eigenvalue condition (their Assumption 2), which is crucial for the asymptotic validity of Lasso-type methods in sparse models.
PDA is motivated from a factor model, as to be discussed in Section 2.1. In general, the linear regression induced by the factor model is dense in regression coefficients. A noticeable difference of this paper from the statistical literature of sparse estimation is that we do not impose sparsity in the regression coefficients in the data generating process (DGP). As a consequence, we carry out variable selection in search for a sparse model to approximate the possibly dense model, and the criterion for model evaluation is not about recovery of the true active variables but the goodness of fit. This theoretical extension makes it possible to apply PDA to investigate the impact of the China's anti-corruption campaign on the luxury watch import. Anecdotal evidence indicates that luxury watches were popular in China either for bribery or conspicuous consumption. The raw data witness a slump of luxury watch importation since China's sweeping anti-corruption campaign launched in the end of 2012. Using the comprehensive United Nations dataset with 88 categories of imported commodities, we assess the effectiveness of the anti-corruption campaign to the watch import.
Plan. The rest of the paper is organized as follows. Section 2 introduces PDA, describes our new algorithm for variable selection and ATE inference, and presents asymptotic analysis of this procedure. Section 3 reports the simulation results, and Section 4 carries out two real data empirical applications for comparison and demonstration. All proofs and extra simulations are relegated to the appendix.
Notation. We use standard econometric notations. For a real number, · is the ceiling function and · is the floor function. For a square matrix, (·)
− is the Moore-Penrose generalized inverse, and φ min (·) and φ max (·) are the minimal eigenvalue and maximum eigenvalue, respectively. For a discrete set U , we denote |U | as its cardinality. For a panel data of N + 1 cross sectional units, their index set is denoted as N 0 := {0, 1, . . . , N }, in which j = 0 indexes the sole treated unit whereas N := {1, . . . , N } is the index set of the N control units. In the potential outcome framework, let y 1 jt and y 0 jt be the outcome of the unit j at time t with and without a policy intervention, respectively. We cannot witness y 1 jt and y 0 jt simultaneously; instead we observe y jt = y 0
where d jt is a dummy variable equal to 1 if the j-th unit is under intervention at time t and 0 otherwise. The time dimension t ∈ T = {1, . . . , T } consists of a pre-treatment period T 1 = {1, . . . , T 1 } and a post-treatment period T 2 = {T 1 + 1, . . . , T }, with length T 1 = |T 1 | and T 2 = |T 2 |. As we work with heterogeneous time series, we defineĒ [
as the average of the population means in the pre-treatment period, in which E [x t ] may vary across t. Similarly,
as the average of population means of the post-treatment period data. For simplicity of presentation, we assumeĒ y 0 jt = 0 for all j ∈ N 0 and the linear regressions in Section 2 does not include an intercept. While incorporating the intercept incurs extra notation, this single additional constant regressor does not affect the asymptotic theory (Bühlmann and van de Geer, 2011, p.104) . In real applications we can always accommodatē E y 0 jt = 0 by adding the intercept in the regressions in Algorithm 1 below, and this is what we do in Section 4. In asymptotic theory, a universal constant is a strictly positive real number independent of sample sizes.
Panel Data Approach: Algorithms and Theory

Model and Procedure
PDA is motivated from a factor model. For the completeness of the paper, we briefly summarize HCW's proposal. Consider a standard pure factor model in which all cross-sectional units share at most K common factors:
where f t is a mean zero K × 1 vector of latent factors, λ j is a K × 1 factor loading, and η jt is a mean zero idiosyncratic component. Stacking
= (y 0 0t , ..., y 0 N t ) , we write the
where Λ (N +1)×K = (λ 0 , λ 1 , ..., λ N ) is the factor loading matrix and η t (N +1)×1
= (η 0t , . . . , η N t ) is the collection of zero mean idiosyncratic errors. HCW assume only one unit is exposed to a policy intervention, so the intervention does not affect the outcomes of all other units j ∈ N . The treatment effect is
As we only observe y 1 0t after the intervention, to evaluate the treatment effect we have to estimate the counterfactual y 0 0t for t ∈ T 2 from the observed data. Li and Bell (2017) show that, based on the factor model, there exists an N × 1 vector β such that we can rewrite (1) as y
where
The linear factor model (1) generates the regression equation (3), which is PDA's workhorse for estimation and inference. In this sense, the factor model in HCW merely serves as a motivation but is irrelevant for PDA's implementation. In view of (2) and (3), it is straightforward to construct the counterfactual. With the pre-treatment sub-sample T 1 , HCW estimate β by OLS or GLS. Then they predict the counterfactual as y 0 0t = Y N t β for t ∈ T 2 and thereby the treatment effect ∆ t = y 1 0t − y 0 0t . To conduct statistical inference, HCW are interested in the null hypothesis
that is, the ATE is zero. If we reject the test at a certain significance level, the data provide supportive evidence that the intervention, on average, shifts the mean of the treated unit.
Algorithm of Variable Selection and Inference
The estimate of PDA depends on the choice of the control units. When the number of potential controls is large, the information criterion approach encounters computational difficulty in exhaustive search. To solve this problem, we propose an iterative selection method. Let y j T 1 ×1 = (y j1 , . . . , y jT 1 ) be the j-th time series, and let Y U T 1 ×|U | = (y j ) j∈U stack the T 1 temporal observations of a |U |-dimensional multivariate random vector, where U is a generic subset of N . In the first iteration, we regress y 0 on each y j , j ∈ N , and choose the one that minimizes the sum of squared residuals. We denote the index of the minimizer as j 1 and let U 1 = { j 1 } be a single-element set. In the r-th iteration, where r = 2, .., R, we run the least square regression of y 0 against Y U r−1 together with one more y j , j ∈ N \ U r−1 , choose the one-denoted as j-that minimizes the sum of squared residuals, and incorporate it into the selection set U r = U r−1 ∪ { j}. The total number of iterations, R, is a tuning parameter specified by the user.
The algorithm is described formally as follows.
matrix for the linear space spanned by Y U , and P ⊥ U = I T 1 − P U .
Algorithm 1 (Forward selection).
Step1 Set the initial iteration index as r = 0 and the selection set as U 0 = ∅.
Step2: 2.1 Update the iteration index r ← r + 1.
2.2
Get j r where j r = arg min
2.3 Update the selected set U r = U r−1 ∪ { j r }.
Step3 Repeat Step 2.1-2.3 until r > R.
Remark 1. This is a greedy algorithm that takes the most aggressive direction in each step to reduce the sum of squared residuals conditional on the variables that are already included. Moreover, once a variable is selected, there is no mechanism to drop it. Greedy algorithms are common in modern machine learning. For example, Breiman (2001) grows regression trees by splitting a single variable each time at the deepest descent, and Bühlmann (2006)'s componentwise boosting also seeks the most greedy variable without adjusting other coefficients.
After selecting U R , we run OLS of y 0 on Y U R to obtain the coefficient β U R and the prediction
The treatment effect is estimated as
as an estimate of the long-run variance, where the tuning parameters τ is the number of lags included in the estimation, and ε tU = y t0 − Y tU β U , t ∈ T 2 , is the least-squares regression residual of y 0 on Y U . We use the t-statistic
We will show that under mild assumptions Z T 2 , U R converges, under the null hypothesis H 0 , in distribution to the standard normal. Therefore, we would reject the null at size
, where Φ(·) is the cumulative distribution function of the standard normal distribution.
There are two tuning parameters in the procedure, R for the total number of variables and τ for long-run variance estimation. We suggest using Wang, Li, and Leng (2009)'s modified BIC criterion to choose R, while the choice of τ has been well studied in the econometrics literature (Newey and West, 1987; Andrews, 1991) .
Before we conclude this section, we emphasize that we do not attempt to directly estimate the factor model due to the following reasons. (i) In the PDA framework the factor model is an abstraction independent of the algorithm based on linear regression, and this is also followed by Li and Bell (2017) and Carvalho, Masini, and Medeiros (2018) . (ii) To conduct inference in the factor model, we will need to estimate the (N + 1) × (N + 1) covariance matrix, which involves (N + 2) (N + 1) /2 entries so other sparse matrix estimation techniques have to be implemented for dimension reduction.
Asymptotic Analysis
In this section, we analyze the asymptotic guarantee of the proposed algorithms in Section 2.2. In the pre-treatment period, we take T 1 → ∞, and the cross-sectional dimension N is understood as a deterministic function of T 1 with N → ∞, lim sup
In other words, asymptotically N is allowed to grow at a faster speed than T 1 to accommodate high-dimensional settings, but log N must be dominated by T 1 .
Next, we impose two high-level assumptions. The first one regularizes the eigenvalues of the Gram matrix. Let η r = min |U |≤r φ min Ē [Y U t Y U t ] for some r ∈ N. Assumption 1. For any small universal constant δ 1 > 0, there exists a sequence (R = R T 1 ) such that
1/3 → 0, and lim inf T 1 →∞ η (1+δ 1 )R ≥ c for some universal constant c > 0.
In the literature of large-dimensional factor models, it is common to assume η (N +1) bounded away from 0, for example Bai (2003, p.141) . Such a minimal eigenvalue condition on the (N + 1) × (N + 1) population Gram matrix is relaxed here to any u × u sub-Gram-matrix with u = |U | ≤ (1 + δ 1 ) R. It echoes the restricted eigenvalue condition or the compatibility condition that are routinely imposed in most of the high-dimensional regression papers (Bickel, Ritov, and Tsybakov, 2009; Bühlmann and van de Geer, 2011, Section 6.13 ). More precisely, our version is the sparse Riesz condition as in Zhang and Huang (2008) and Chen and Chen (2008) ; while these papers set δ 1 = 1, we relax it to any fixed δ 1 > 0. As R diverges to infinity at a rate slower than (T 1 / log N ) 1/3 , the sample version of the u × u Gram matrix
Y U Y U involving the cross product of the T 1 × u matrix Y U is likely to be of full rank when u T 1 , with the help of the second assumption below about the population second-moment as well as their sample counterpart.
Assumption 2(a) postulates a uniform convergence rate of the second moments, and (b) is a common assumption of finite population second moments. With independent observations, Belloni, Chen, Chernozhukov, and Hansen (2012) use the self-normalized Cramér-type moderate-deviation theory (Jing, Shao, and Wang, 2003) to establish the uniform probability bound. In time series context, similar conditions are used in Medeiros and Mendes (2016) , Kock and Callot (2015) , and Koo, Anderson, Seo, and Yao (2019) under various assumptions of the tail bounds and the serial dependence.
Given the above assumptions, we state the first theoretical result about the uniform estimation error of the variance. Let σ 2 U be the variance of the projection residual in the population model using Y U t as regressors, 1 and σ 2 U be the sample variance of ( ε U t ) t∈T 1 .
Lemma 1. Under Assumptions 1 and 2, we have
1 In the population model, let PU y0 be the projection of y0 onto the closed linear span of YU , and denote εU = P ⊥ U y0 = y0 − PU y0 as the projection residual. Then σ 2 U =Ē ε 2 U t is the projection residual's population average second moment.
Remark 2. Lemma 1 indicates that uniformly on any set U with fewer or equal to (1 + δ 1 ) R elements, if R diverges slowly such that
1/3 → 0, then the difference between the sample variance of residuals σ 2 U and its population counterpart σ U is negligible in probability. Now we define our objective for variable selection. Let U * = arg min |U |≤u σ 2 U be the best subset of u elements, and let σ * 2 u = σ 2 U * be the corresponding noise level under this best subset. If U * is not unique, we simply refer to any of them as the best subset and our analysis is not affected no matter U * is unique or not. It is computationally expensive to locate the best subset U * . Were the population quantity σ 2 U known for each U , we would have to exhaustively compare the noise level for N u models, which is of exponential order of N . Instead of searching for U * , we seek to identify a subset U R on which σ 2 U R approximates the optimal variance σ * 2 u . Theorem 1 below states that the greedy Algorithm 1 selects a set U R with a regression variance asymptotically as small as the desired u-element set if R dominates u as T 1 →∞. The greedy algorithm only searches among
models, which is of linear order of N . The latter is often computationally much more efficient than the exhaustive search.
Theorem 1. Suppose Assumptions 1 and 2 hold. For any sequence u such that u/R → 0, we have Pr σ
for any small universal constant δ 2 > 0.
Theorem 1 is a nearly optimal result. It implies with high probability that the computationally feasible sample variance σ 2 U R is asymptotically no worse, up to an arbitrarily small tolerance δ 2 , than the computationally heavy but theoretically optimal σ * 2 u , the lower bound of the variance associated with the best subset. Such approximation can be achieved by incorporating R units. Though R is of bigger order than u in the asymptotic sense, if we specify R = u log log N , then obviously the number of OLS regressions according to our Algorithm 1 is fewer than N u log log N , and N u log log N N u for a non-trivial u and large N . Remark 3. If the best subset U * is sparse, for example in a sparse linear regression with only a few non-zero coefficients satisfying the β-min condition, Theorem 1 may not be surprising as these non-zero coefficients will all be selected easily. The novelty of this result lies in that it imposes no sparsity assumption on the DGP model's regression coefficients.
Example 1. Consider a regression equation y 0t = N j=1 β j y jt + t where the regressor y jt ∼ iid N (0, 1), the coefficient β j = c j / √ n for some non-zero finite constant c j ∈ (0, ∞), and t is independent of the regressors. Since β j n −1/2 = 0 for all j here, this is an extremely dense regression. When N/T 1 → ∞, it is impossible to accurately estimate all the coefficients. Nevertheless, in this setting Assumptions 1 and 2 are satisfied if (log N ) /T 1 → 0. Thus according to Theorem 1, our Algorithm 1 picks an R-regressor model that dominates the optimal set U * in terms of the associated population variance as long as
Remark 4. The key technical innovation is Lemma A.1 in the Appendix, an inequality concerning the increment of the greedy algorithm. The result relies on Assumption 1, which is a natural implication of standard factor models in a high-dimensional setting (Bai, 2003) .
After variable selection via forward selection, we use Y U R t to predict the counterfactual y 0 0t after the policy intervention. We obtain the time-varying treatment effect ∆ t, U R Let F t 1 ,t 2 N be the smallest σ-field generated by the Borel sets of the collection {(f t , η t )
and let we define an α-coefficient
The following are additional assumptions for valid post-selection inference.
Assumption 3. (a) There exist two universal constants a 1 and a 2 such that α (m) ≤ a 1 exp (−a 2 m) for all m.
(e) lim inf R→∞ min U :|u|≤R
Assumption 3(a) restricts the dependence of the heterogeneous time series, similar to Carvalho, Masini, and Medeiros (2018)'s Assumption 3. In particular, the α-coefficient in (5) is the upper bound over all index T 1 , T and N , so the time series is geometrically strong mixing for all sample sizes. We use it for an extra technical purpose: It allows us to invoke the BerryEssen bound for heterogeneous time series (Bentkus, Götze, and Tikhomoirov, 1997) . Under the null hypothesis, (b) is about the convergence rate of the sample mean to the population mean 0, although y 0 0t is unobservable. In the post-treatment period, Assumption 3 (c) is analogous to Assumption 2(b) in the pre-treatment period, and (d) is commonly imposed in high dimensional factor models (Bai, 2003) . The last two items in Assumption 3 are concerning the long-run variance, where (e) bounds the long-run variance from degeneracy and (f) guarantees the absolute summability of the autocorrelations. (d), (e) and (f) make sure that the self-normalized test statistic behaves well, so that the Berry-Essen bound can be applied to establish the asymptotic normality of the test statistic.
Similar to N , again we view T 2 as a deterministic non-decreasing function of T 1 . In the statement of the following Theorem 2 we only explicitly send T 1 → ∞, while (N, T 2 , R) are understood to diverge to infinity as well. The relative rates of the sample sizes (T 1 , T 2 , N ) and the tuning parameter R in Theorem 2 is more restrictive than that in Theorem 1. This is because the post-selection inference has to tolerate the estimation error from the pre-treatment period as well as to regularize the asymptotic distribution uniformly for the selected set U R .
Theorem 2. Suppose Assumptions 1, 2, and 3 hold. If T −1
Remark 5. If a single dataset is used for model selection and parameter estimation, postselection inference on the model coefficients is in general a very difficult statistical problem that often leads to non-standard asymptotic distribution (Leeb and Pötscher, 2005, 2006) , and this is the direction of intensive recent research (Berk, Brown, Buja, Zhang, and Zhao, 2013; Belloni, Chernozhukov, and Kato, 2014; Belloni, Chernozhukov, Fernández-Val, and Hansen, 2017; Hansen, Kozbur, and Misra, 2018) . However, in conditional (on the selected model from a training sample) predictive inference, post-selection asymptotic normality is achievable (Leeb, 2009 ) and the inference can be carried out following standard asymptotically normal procedure. In our context, the estimated ATE is the average of the predicted outcomes over the post-event period T 2 . The pre-treatment sample, in which the model is selected, and the post-event sample, in which the counterfactual is predicted, are asymptotic independent under the α-mixing condition Assumption 3(a).
Theorem 2 is a uniform result over the selected set U R . In other words, the asymptotic normality holds for any U R , which is a random set determined by the pre-treatment data. Consider an alternative non-random way of choosing a sequence of sets. Given an arbitrary ordering of the control units, we may naively choose the first R terms U naive R = {1, . . . , R} for R satisfying the order in Theorem 2. By the Berry-Esseen bound for strong mixing time series (Bentkus, Götze, and Tikhomoirov, 1997; Sunklodas, 2000) , we would also have
Nevertheless, Z T, U R is more powerful than the naive Z T,U naive R because U R is aggressively chosen to reduce the variance remaining in the regression error.
The asymptotically normality in Theorem 2 holds regardless of the algorithm that selects a subset of no more than R elements. It is also applicable to the t-statistic based on HCW's best subset method via AIC or AICC. When they developed the asymptotic inference, HCW heuristically took the selected variables, which we denote here as U AICC R , as if they were fixed. 
Our result implies Z T, U AICC
Simulations
In this section, we evaluate the finite-sample performance of our proposed algorithm by Monte Carlo simulations. We conduct extensive experiments with sparse and non-sparse coefficients, and with various degrees of cross-sectional correlation and time dependence. 2 For comparison, we also estimate the model using Lasso (Tibshirani, 1996) . For each DGP, we generate one treated unit j = 0 along with 100 control units j = 1, . . . , 100. We run 1000 replications and check the out-of-sample root mean predicted squared error (RMPSE) as well as the test size or power for the ATE. For simplicity, we set equal the length of the pre-treatment and post-treatment time series, with T 1 = T 2 = 40, 80, 100 and 200. Both forward selection and Lasso need turning parameters: the stopping time R in forward selection and the penalty level λ in Lasso. We adopt the modified BIC (Wang, Li, and Leng, 2009) in choosing the tuning parameters. For forward selection, the stopping time R is determined by
where σ 2 r is the mean squared residual of selected model in the r-th step. For the Lasso estimator,
where λ is the penalty level, and in finite sample it is determined by
In the second term of the modified BIC, we have the admittedly ad hoc constant 1 for forward selection and 2 for the Lasso, respectively. The difference arises because in our simulations Lasso would select many more variables than forward selection were the same constant shared in the two estimation methods, resulting in even less satisfactory performance.
Data Generating Processes
We first generate the data via a factor model with four common factors.
• (iid factor) All factors f kt ∼ i.i.d. N 0, k 2 across t = 1, . . . , T and k = 1, . . . , 4. This DGP serves as a benchmark.
• (time-dependent factor) The dynamic factors are
ARMA(1, 1) : f 4t = 0.5f 4,t−1 + u 4t + 0.5u 4t−1 for t = 1, . . . , T, where u kt ∼ N (0, 1) independently across t and k.
The factor loading λ jk , k = 1, . . . , 4, is independently drawn from Uniform (1, 2) if j = 0, . . . , 4, whereas λ jk ∼ Uniform (−0.1, 0.1) if j = 5, . . . , 100. The idiosyncratic shocks η jt ∼ N 0, 0.5 2 in the factor model (1) is independent across j and t. For t ∈ T 2 , the treated unit y 0t is subject to an exogenous shock ∆ t . We generate ∆ t by seven DGPs, denoted by D1 to D7:
D6 : ∆ t = 0.25 + 0.5∆ t−1 + w t , w t ∼ N (0, 1); D7 : ∆ t = 0.5 + 0.5∆ t−1 + w t , w t ∼ N (0, 1). The null hypothesis is true under D1-D3, and false under D4-D7. The treatment is timeinvariant under D1, time-varying under D2, and serially correlated under D3. D4 and D5 introduce time-invariant shifts to post-treatment outcomes, whereas D6 and D7 add timevarying treatment effects of nonzero means.
Implementation
We use the pre-treatment data to estimate the regression coefficients, and then use the posttreatment data to evaluate the out-of-sample performance. Table 1 gives the number of nonzero coefficients, the empirical bias and RMSPE, defined as
where y 0t is the predicted value for y 0t : forward selection gives y 0t = Y U R ,t β U R and Lasso gives
In the simulation we observe that the number of selected variables of Lasso is more sensitive to sample size (T 1 ) than forward selection. In both factor structures the bias and RMSPE of Lasso are larger than those of forward selection in all cases, and Lasso chooses more variables than forward selection except the case of T 1 = T 2 = 40 under the dynamic factors.
In the post-treatment period t ∈ T 2 , the realized value of the treated unit is y 1 0t = y 0 0t + ∆ t for various designs of ∆ t . The estimated treatment effect is
We then estimate the long-run variance of ∆ t (Newey and West, 1987) , and construct the test statistic as in (4). The rejection probability-the proportion of instances when the test statistic's absolute value exceeds the critical value-is displayed in Table 2 . The nominal test size is 5%. As the null hypothesis is true in D1-D3, the rejection probability is associated with test size; the closer it approaches to 5%, the better is the performance. For D4-D7, on the contrary, the larger is the rejection probability, the more powerful is the test. We observe in Table 2 that as the sample size increases, the test size based on forward selection falls down toward 5% under both the static and dynamic factor structures, though it is less accurate in D3 when dynamics is present in the factors. This is caused by the relatively imprecise long-run variance estimation. The test is powerful in general under D4--D7 when the null is violated. In contrast, the test size of the model selected by Lasso is subject to more severe size distortion when the latent factors have dynamics, and is less powerful. The unsatisfactory performance of the Lasso-based inference is largely due to the estimation bias intrinsic to shrinkage methods. For example, under D 1 and T 1 = T 2 = N = 100 the test sizes for forward selection and Lasso are 5.5% and 7.7% for iid factors, and they hike to 8.5% and 12% when the latent factors involve dynamics. Even with this size inflation, under all D4-D7 the test power based on Lasso are smaller than those of forward selection.
We plot in Figure 1 the estimated ATE to facilitate visualization under various DGPs, sample sizes, and latent factors structures. In each panel, the null hypothesis is true for the first column of subgraphs, whereas the null is violated with E [∆ t ] = 0.5 for all t ∈ T 2 in the second column and E [∆ t ] = 1 in the last column. We witness in both factor structures that forward selection estimates the counterfactual with little bias and the variance is reduced as the sample size grows. Finally, the kernel density of test statistic in (4) is shown in Figure 2 . The test statistic is robust under the latent factor structures. Normality is approximated very well in D1 and D2, though slightly heavier tails are observed in D3. Overall, the t-statistic graph is supportive for the theoretical result of asymptotic normality. The blue bell-shape curve is the density of the standard normal distribution N (0, 1), which is the limiting distribution of the t-statistic.
Empirical Applications
We apply our algorithm to two real data applications in this section. We first revisit HCW's empirical example, which is well documented and amenable for replication and comparison. Next, we investigate a high-dimensional problem where the number of potential control units overpasses the sample size. Such situation is often encountered in practice.
Revisiting Hsiao, Ching and Wan (2012)
The original application of PDA in HCW assesses the effect of Closer Economic Partnership Arrangement (CEPA) on Hong Kong's GDP growth rate. The dataset contains 44 pre-treatment periods and 17 post-treatment periods. Hong Kong's GDP growth rate is the dependent variable, and those of 24 other countries are control units. As N = 24 is of similar magnitude to T 1 = 44, variable selection is relevant despite N < T 1 . We compare the R-squared of the models picked by forward selection and exhaustive search for R. For a given R, exhaustive search compares N R models and select the one with the largest R-square, namely the (in sample) best subset. In the original paper, the criteria AIC (R) = T 1 ln σ 2 R + 2 (R + 2) and AICC (R) = AIC (R) +
2(R+2)(R+3)
T 1 −(R+1)−2 choose R = 6 and R = 9, respectively. The included countries at each step are listed in Table 3 . The turnover is high over R =1-4, with no overlap in the selected units.
The modified BIC stops the forward selection with 7 countries, ranked by the order of inclusion: (i) Malaysia, (ii) New Zealand, (iii) Norway, (iv) Austria, (v) Canada, (vi) Thailand, and (vii) Australia. Since the DGPs of the pre-treatment and the post-event period may differ, we can only evaluate the in-sample goodness-of-fit, instead of the out-of-sample prediction accuracy for modern machine learning methods when the training-validation data and the testing data are assumed to share the same DGP. Compared with the countries picked by the Figure 3 displays the R-squared against the paths of R. The models selected by forward selection track the best in-sample subset closely. Notice that the exhaustive search runs OLS more than 1.3 million times to pin down the 9 variables, whereas forward selection performs merely 180 OLS regressions for R = 9. Forward selection is computationally much more efficient. We further add Lasso for comparison. When Lasso's tuning parameter λ is selected by the modified BIC, it yields a model with 9 non-zero coefficients corresponding to Finland, Korea, Mexico, Norway, Singapore, Philippines, Indonesia, Malaysia and Thailand; there are 5 overlapped members amongst those by AICC. In Figure 3 , the Lasso's R-squared is much weaker, due to the shrinkage bias when the coefficients are pushed toward zero. To improve Lasso, we try the post-Lasso estimation, a simple OLS on the variables with the aforementioned Lasso-selected variables, to reduce the shrinkage bias. Post Lasso enhances the R-squared, but there remains a non-trivial gap relative to that of forward selection.
China's Anti-corruption Campaign
Background and Data
China launched an anti-corruption campaign of unprecedented scale in November 2012 shortly after Xi Jinping took office. The campaign aimed at cracking down graft and power abuse in all party apparatus, government bureaucracies and military departments. The influence of the anti-corruption campaign motivates academic research assessing its impact from various perspectives, for example, stock return (Lin, Morck, Yeung, and Zhao, 2016; Ding, Fang, Lin, and Shi, 2017) and corporate behavior (Xu and Yano, 2016; Pan and Tian, 2017) . In this paper, we investigate luxury goods importation.
We use the import data from UN Comtrade Database. 3 The UN Comtrade Database provides detailed statistics for international commodity trade, and the monthly data for China are available since 2010. We focus on the category named "watches with case of, or clad with, precious metal", following Lan and Li (2018) who find that Chinese luxury watches import comoves with leadership transitions and government turnover. To ensure that the control units are insusceptible to the anti-corruption policy, 7 categories commonly consumed as bribe goods or conspicuous consumption are excluded. 4 As a result, N = 88 out of the total 95 categories are left to serve as control units.
The raw time series of Chinese luxury watch import, plotted as the red curve in the lower subgraph in Figure 4 , dropped sharply around the start of the anti-corruption campaign. However, a seemingly structural break can be the upshot of many factors that influenced the macroeconomic environment, for example, terms of international trade, exchange rate volatility, domestic political attitude. During the period from 2013 to 2015, Chinese economy slowed down and it stirred a turmoil over the global commodity market. Besides the watches, other commodity importation shrank as well. While the flagging economy would have weakened the imports of a myriad of commodities, we employ PDA to control such overall effect in the hope to better isolate the impact of the anti-corruption campaign.
Results
We apply the PDA to construct counterfactuals. The dependent variable is set as the monthly growth rate of luxury watch import in US dollars, and the independent variables are chosen by the greedy algorithm out of the import growth rates of the 88 commodities. We use the growth rate instead of the level data to avoid time series non-stationarity. January, 2013 is regarded as the time of the treatment, which is the month after the Eight-Point Policy announcement. There are 35 pre-treatment observations ranging from February 2010 to December 2012, and 36 post-treatment observations spanning from January 2013 to December 2015. The algorithm selects 3 control units 5 . With the estimated model, we predict the counterfactuals y 0 0t and estimate treatment effect for t = 36, · · · , 71. Figure 4 displays the actual luxury watches import growth (solid line) and its estimated counterparts without anti-corruption campaign (dashed line). January 2013, the time of the treatment, is highlighted by the vertical line in the middle. The upper subgraph shows the growth rate; the lower one shows the value in US dollars, where the counterfactual in monetary value is constructed according to the predicted growth rate. Before the intervention, the model fits the real data quite well and the R-squared of the selected model is 77.85%. After January 2013, were the anti-corruption policy not implemented, the import growth rate would follow the track indicated by the dashed line, which is visibly higher than the realizations. In particular, in January 2013, the import value slumped by 42%. In contrast, our counterfactual prediction suggests it would have increased by 1.7%. The average treatment effect over the post-treatment period is 1 36
which means that on average the anti-corruption campaign slowed down the luxury watch import by 3.09% per month. The t-statistic is −2.457, with p-value 1.40%. It rejects the null hypothesis of zero average treatment effect at 5% size. Accumulating such a monthly ATE over 36 months leads to roughly two thirds of reduction in importation ((1 − 0.0309) 36 = 0.323), which is manifested in the lower subgraph. In December 2015, while the realized import was 29.35 million US dollars, the counterfactual predicts 89.27 million had China not waged the campaign. Our empirical evidence suggests that China's anti-corruption has been effective in slashing the luxury watch import.
Conclusion
In this paper, we propose an algorithm to select the control units in PDA. We show that the forward selection method is computationally much more efficient than the exhaustive search for the best subset. We establish asymptotic theory for the nearly optimality of forward selection, and show validity of conducting post-selection inference for the ATE by the t-statistic conditional on the selected set. These extensions widen the applicability of PDA to real world high dimensional-problems in big data. We demonstrate the usefulness of our methodology in simulations and real data examples. 
A Proofs
A.1 Proof of Lemma 1
For any U ⊂ N , whose cardinality is u = |U |, define
where the stochastic order again follows by Assumption 2(a). Furthermore, (A2) implies
As
by Assumption 1, when T 1 is sufficiently large we have
Substitute (A3) into (A1),
where the last line follows by (A4). Notice that
The third term on the right-hand side of the above equation is bounded by
and the second term is bounded by
where the first inequality follows from the Cauchy-Schwarz inequality, and · 2 and · ∞ are the usual L 2 -norm and the sup-norm of a vector, respectively. Substitute (A6), (A7) and (A8) into (A5),
Since the above equality holds uniformly for all U and Assumption 1 is stated for R, we have
Finally, when |U | = 0 let σ 2 y be the sample variance of {y 0t } t∈T 1 and σ 2 y =Ē y 2 0t . Obviously,
The claim in the statement follows.
A.2 Proof of Theorem 1
The following Lemma A.1 shows that we can make progress with the greedy algorithm. Let v = |V | and u = |U | for two generic index sets V, U ⊂ N , and σ 2
Lemma A.1. Under Assumption 2, for any set U, V ⊂ N such that U ⊃ V and u > v, we have the inequality
Remark 6. The left-hand side is the magnitude of the descent of the greedy algorithm. The right-hand side is the proportion of the total gap L V and L U . It means that each greedy pursuit can close the gap σ 2 U |V by a nontrivial proportion.
Proof of Lemma A.1. We first prove the case when V = ∅. Define β
We can write
and similarly σ 2 {j}|∅ =Ē y jt β 0
On the other hand
where the last inequality follows by (A10). The above inequality is the special case of (A9) when V = ∅ and v = 0. Parallel argument applies when V = ∅ and u > v. Let the scalar random variable ε j V t := y jt − y V t β j V any j ∈ N 0 \V , and the random vector ε U V t := ε j V t j∈U \V ; they are the projection residuals of y jt , for j ∈ (U \V ) ∪ {0}, after the effect of (y jt ) t∈V being partialled out. The gap σ 2 U |V can be bounded by
Similarly, for any j ∈ N 0 \V it implies
Combining (A11), (A12) and (A13):
The statement in the lemma follows when we rearrange the above inequality.
With the key inequality (A9), we proceed our analysis of the greedy iteration. Define a collection of sequences of index sets
for some fixed α ∈ (0, 1). Any increasing sequence in U R (α) satisfies the inequality σ 2 Ur|U r−1
. The constant α can be viewed as a tolerance. We do not have to be utterly greedy in the sense of griping the best choice given U r−1 . As long as we make progress in each iteration by reducing the gap to at least a constant proportion of what the most greedy choice can achieve, we can still approach, or even surpass, our target. This is the message of the following lemma.
Lemma A.2. For any sequence (U 1 , . . . , U R ) ∈ U R (α) and any W ⊂ N , we have
Remark 7. Lemma A.2 states what happens when the forward selection algorithm being applied to the population model. In each iteration, the index set includes one more element; however the variance updates less greedily. Even with this less greedy algorithm, given the optimal set W = U * , after R-times iteration as with R → ∞ the difference between σ 2 U R and the optimal σ 2 U * will converge in probability to zero. The tolerance will be needed when we bring the population greedy algorithm to the data.
Proof of Lemma A.2. We first derive an inequality for generic sets W, V ⊂ N and W = V . Define U = W ∪ V so that U ⊃ V and u − v ≥ 1, Lemma A.1 gives
Since η u = η |W ∪V | ≥ η w+v and u − v = |W ∪ V | − v ≤ w, we continue the above inequality
where the last inequality follows as σ 2 U ≤ σ 2 W . Multiply − (1 − α) and add σ 2 V − σ 2 W on both sides,
Now consider
where the first inequality holds by the definition of U R (α), and the second inequality follows by (A14). We iterate the above inequality to obtain
The calculation in Lemma A.1 and A.2 is carried out in the population. Now we link the population with the sample to prove Theorem 1.
Proof of Theorem 1. By adding and subtracting,
Since | U R | = R, we invoke Lemma 1 so that σ 2
Let j = arg max j∈N σ 2 {j,V }|V , which is the index selected by the greedy algorithm from the sample given the set V . Denote U 1 , . . . , U R as the selected sequence by the greedy algorithm. We discuss two cases.
Thus we have U 1 , . . . , U R ∈ U R (α). By Lemma A.2 setting W = U * ,
when the event U 1 , . . . , U R ∈ U R (α) occurs.
(ii) Suppose the selected sequence U 1 , . . . , U R has some elements U r not satisfying A r (α). Let r = min r ∈ {1, . . . , R} | U r / ∈ A r (α) be the first occurrence of violation when sequence progresses, and we have
If U * ⊂ U r , which is the ideal case when the selected includes the population optimal set, then σ 2
On the other hand, even if U * is not a subset of U r , we have
where the third inequality follows by (A9), the fifth inequality by the condition (A18) and Assumption 1 since w + R ≤ (1 + δ 1 ) R holds asymptotically for any δ 1 > 0 as w/R → 0, and the stochastic order by Lemma 1. Collecting (A17) and (A19) and in view of σ 2
, we have the statement of the theorem.
A.3 Proof of Theorem 2
We first establish the first-stage estimation error bound of the OLS coefficients.
Lemma A.3. Under Assumptions 1 and 2, the estimation of the coefficient
Therefore under Assumptions 1 and 2(b) when T 1 is sufficiently large,
Using the notations defined in the proof of Lemma 1, the OLS estimator
. Subtract β 0 U on both sides and take · 2 ,
where the fourth inequality follows by (A4), and the last inequality by (A20), Assumptions 1 and 2(a) as u ≤ R.
where Z * T 2 ,U is an infeasible version of Z T 2 ,U as if the true coefficient β 0 U is known, and similarly
is the (infeasible) counterpart of ρ τ,U with known β 0 U . Under the null hypothesis H 0 , the self-normalized statistics Z T 2 ,U = ρ
t∈T 2 U t . The next result shows that the feasible Z T 2 ,U converges in probability to Z * T 2 ,U uniformly for all U such that |U | ≤ R.
Lemma A.4. Under the Assumptions 1, 2, and 3 hold and the null hypothesis H 0 , if
Remark 8. Lemma A.4 is the asymptotic equivalence of Z T 2 ,U and Z * T 2 ,U , which means that the former will have the same asymptotic distribution as the latter. As the latter is a statistic involving no estimated parameters, it is much easier to pin down its asymptotic distribution by borrowing convergence in distribution results from probability theory literature.
Proof of Lemma A.4. For any |U | = u ≤ R, the difference between the nominators in Z * T 2 ,U and Z T 2 ,U is bounded by
where the first inequality follows by the Cauchy-Schwarz inequality, and the stochastic order by Assumption 3(a). This bound holds uniformly of all U such that |U | ≤ R.
Next, we deal with the long-run variance. Denote ρ * 2 τ,U = |s|≤τĒ (2) U t U (t+s) 1/2 be the τ -term truncated estimator of the long-run variance. Let T 2,s := {T 1 + 1, . . . , T − s}. The difference between the denominators-the long-run variances in Z * T 2 ,U and Z T 2 ,U -is bounded by
For any s ∈ {0, . . . , τ } and U , in the above inequality (A22)
where the first inequality holds by the Cauchy-Schwarz inequality, and the stochastic order by Assumption 3(b). This bound also holds uniformly for all U such that |U | ≤ R. Similarly, the other term in the right-hand side of (A22) is bounded by
where the second and the fourth inequalities follow by the Cauchy-Schwarz inequality, and the stochastic rate by Assumption 3(b). This bound also holds uniformly for all U such that |U | ≤ R. Substitute the bounds in (A23), (A24) and Lemma A.3 into (A22), and notice τ is chosen as o (T 2 ), we have
The above inequality, along with the boundedness of the population long-run variance as in Assumption 3 (e) and (f), ensures the estimation error in the denominator is asymptotically negligible under the rate condition the rate T −1
In other words, the order of the difference between Z * T 2 ,U and Z T 2 ,U is governed by the numerator as in (A21):
In view of Lemma A.3 and Lemma A.4, the proof of Theorem 2 is an application of a Berry-Esseen bound for time series. Many results in the probability theory literature are about strictly stationary time series (Bentkus, Götze, and Tikhomoirov, 1997; Jirak, 2016) , but much fewer for heterogeneous time series. We use the result by Sunklodas (1984) , which was originally in Russian and later was re-interpreted in English in Sunklodas (2000, p.133, Theorem 10) and Hörmann (2009, p.380) . Let S n = n t=1 x t for some generic zero-mean time series (x t ) n t=1 , and let
is α-mixing with geometric rate, max t≤n |x k | 3 ≤ C < ∞ and B 2 n ≥ nc for some c > 0 for all n sufficiently large, then
where C BE is a constant only depends on the geometric rate of strong mixing, max t≤n |x k | 3 and B 2 n /n; C BE is independent of the sample size.
Proof of Theorem 2. The nominator of the t-statistic Z * U,τ is
Uniformly for any U , by the Cauchy-Schwarz inequality and Lemma A.3,
and by Assumption 3(d)
We thus have max
where ρ * 2
2 . Thus by Assumption 3(f), the Berry-Essen bound (A25) indicates that there exists a constant C BE2 such that
for sufficiently large T 2 , and the last inequality follows by Assumption 3(e). The constant C BE2 is independent of U . It implies that
Since ρ * 2 U is bounded above for all U such that |U | ≤ R by Assumption 3(e), we have
Lastly, under the strong α-mixing condition the selected set from the pre-treatment period U R is asymptotically independence of the statistic Z T 2 ,U from the post-event period. In other words, the selected variables are asymptotic independent of the prediction. We conclude that
B Additional Simulations
We run additional simulations to check the variable selection performance when the regression parameter is sparse. Such sparsity can also be generated from the factor model when many control units are linked by some factors that do not affect the treated unit. To construct a sparse linear model, we consider three data generation processes for Y N t :
(a) (independent) Each y jt ∼ iid N (0, 1).
(b) (time series) Four categories of dependence structures: for t = 1, . . . , T y jt = 0.9y j,t−1 + u jt , j ∈ 1, . . . , 1 4 N y jt = 0.5y j,t−1 + u jt , j ∈ 1 4 N + 1, . . . , N 2
The number of variables is equal in each category.
(c) (cross-sectional correlated time series) All covariates in Y N t are generated by the same four dynamic factors as in Section 3, with factor loading λ jk independently generated by N (1, 1) for all j and k. In the factor model the error η jt is also independently distributed as N (0, 0.5 2 ) over j and t.
Once the regressors are simulated, they are used to further generate the dependent variable. The potential outcome with no treatment is y 0 0t = Y N t β 0 + ε t , where the true parameter
) with s being the number of active variables, and ε t is independent over t with distribution N (0, 0.5 2 ). Since (N − s) true coefficients are all zeros, this is a sparse linear model.
The stopping criterion for forward selection and the tuning parameter for Lasso are exactly the same as used in Section 3. We carry out 1000 replications. To evaluate the performance in variable selection, we compute (i) the empirical probability of all the relevant variables being selected P a = 1 1000 1000 i=1 1 β j = 0, ∀j ∈ {1, . . . , s} , (ii) the empirical probability of average proportion of individual relevant variables being selected P b = 1 1000s 1000 i=1 s j=1 1 β j = 0 , and (iii) the empirical probability of average proportion of individual irrelevant variables being excluded P c = 1 1000(N −s) 1000 i=1 N j=s+1 1 β j = 0 . As shown in Table B1 --B3, the probability of including all the s variables approaches 100% in all three DGPs. The probability of excluding the irrelevant variables also converges to 100%, which holds true for all factor structures. For example, in Table B1 in the case s = 8 and N = 100 where the numbers in the tables are highlighted with bold font, when T 1 increases from 40 to 80, P a hikes from 75.5% and 100%, P b changes from 86.12% to 100%, and P c also reaches 99.44% when the sample size increases to 200 although, as expected, the exclusion of irrelevant variables is imperfect, since forward selection has no mechanism to drop variables. It is worth mentioning that, when time dependency and cross-sectional correlation are both present in Table B3 , forward selection is able to select all the relevant variables with probability rising from 9.4% to 97.9% when T 1 increases from 40 to 200, while P b reaches 98.46% and P c reaches 97%. For comparison, Lasso's P a , P b and P c are lower, at 86.4%, 93.13% and 81.56%.
Besides variable selection, we compute the average bias and RMSE of the estimated parameters by forward selection and Lasso in Table B4 -B6, in comparison with the the oracle OLS estimator. The average bias and RMSE are defined as
Thanks to consistent model selection, the bias and variance of forward selection parameter estimation can be controlled at a low level. The larger the sample size is, the more precise parameter estimation is. The estimation error of forward selection estimator approaches to the oracle one, and is in general smaller than Lasso. In terms of prediction (Table B7 -B9), we compare the oracle, forward selection and Lasso's out-of-sample bias and root mean prediction squared error (RMPSE) defined in (6). It is well known that overfitting undermines out-of-sample prediction, which is also shown here. The bias of the prediction of both forward selection and Lasso is not distant from the oracle one. RMPSE decreases as sample size is large and the ratio of s/N is small. Forward selection delivers less noisy prediction for all cases, and is closer to the oracle.
Lastly, we show the result of ATE test in the sparse case (see Table B10 ), where the same procedure is carried out as before. To save space, only the case of N = 100 and s = 8 is tabulated. The test performance is influenced by relationships across cross-sectional units and time, even for the oracle model. Forward selection can achieve nearly oracle performance when the sample size is large, while Lasso is less satisfactory due to more severe size distortion and power insufficiency. -42.27 -34.99 -22.86 -25.48 -14.07 -8.92 -22.28 -12.19 -7.38 -15.08 -7.82 -4.55 s = 16 -90.43 -98.07 -59.09 -38.83 -32.95 -31.89 -35.47 -24.33 -18.74 -24.91 -14.95 -9 -50.64 -25.81 -12.79 -22.27 -25.36 -14.02 -15.63 -23.58 -13.97 -11.14 -9.45 -9.72 s = 16 -114.96 -47.68 -23.38 -63.63 -50.24 -25.39 -46.07 -49.74 -25.96 -33.31 -32.19 -26 
