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CAUSAL HOLOGRAPHY OF TRAVERSING FLOWS
GABRIEL KATZ
Abstract. We study the non-vanishing gradient-like vector fields v on smooth compact
manifolds X with boundary. We call such fields traversing. The traversally generic vector
fields form an open and dense subset in the space of all traversing vector fields on X.
In Theorem 2.2, we show that the trajectory spaces T (v) of such traversally generic v-
flows are Whitney stratified spaces and therefore admit triangulations, amenable to their
natural stratifications. Despite being spaces with singularities, T (v) retain some residual
smooth structure of X.
Let F(v) denote the oriented 1-dimensional foliation on X, produced by a traversing
v-flow. With the help of a generic field v, we divide the boundary ∂X of X into two
complementary compact manifolds, ∂+X(v) and ∂−X(v).
Then we introduce the causality map Cv : ∂
+X(v) → ∂−X(v), a distant relative
of the Poincare´ return map. Our main result, Theorem 3.1, claims that, for boundary
generic traversing vector fields v, the knowledge of the causality map Cv is allows for a
reconstruction of the pair (X,F(v)), up to a homeomorphism Φ : X → X which is the
identity on the boundary ∂X. In other words, for a massive class of ODE’s, we show that
the topology of their solutions, satisfing a given boundary value problem, is rigid. We call
these results “holographic” since the (n + 1)-dimensional X and the un-parameterized
dynamics of the flow on it are captured by a single correspondece Cv between two n-
dimensional screens ∂+X(v) and ∂−X(v).
This holography of traversing flows has numerous applications to the dynamics of
general flows. Some of them are described in the paper. Others, like geodesic flows on
manifolds with boundary, are just outlined.
1. Introduction
This paper belongs to a sequence which studies the Morse theory and gradient-like flows
on manifolds with boundary (see [K], [K1] - [K4], and [K6]).
Let X be a compact connected smooth (n+ 1)-dimensional manifold with boundary. A
smooth vector field v on X is called traversing if each v-trajectory is homeomorphic either
to a closed interval, or to a singleton.
In Section 2, we employ the semi-local models for, so called, traversally generic fields v
on X (see [K2] - [K3] for their definitions and properties) to get a better understanding
of the trajectory space T (v) of the v-flow, in particular, of the surrogate smooth structure
(see Definition 2.3) the singular space T (v) inherits from X. The reader, interested only
in the main result of the paper, may proceed directly to Section 3.
In Theorem 2.2, we show that, for a traversally generic vector field v, the trajectory
space T (v) can be given the structure of Whitney stratified space (see Definition 2.4). The
1
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stratification of T (v) is labeled by the elements of the universal poset Ω•, introduced in [K3].
As a result, for a traversally generic v, the trajectory space T (v) admits a triangulation,
amenable to its v-flow-induced Ω•-stratification (Corollary 2.4). Therefore, for such v, the
trajectory space T (v) is a n-dimensional compact CW -complex, homotopy equivalent to
X (Corollary 2.4). Moreover, T (v) also shares with X all the stable characteristic classes
of its surrogate “tangent bundle” τ(T (v)).
In Section 3, we are preoccupied with the following general and central to our program
question:
“For a traversing field v on a compact connected manifold X, what kind of residual
structure on its boundary ∂X allows for a reconstruction of the pair (X, v), say, up to a
homeomorphism or a diffeomorphism?”
If such a structure on the boundary is available, it deserves to be called holographic, since
the information about the (n + 1)-dimensional dynamics is recorded on a n-dimensional
record (or rather on the appropriately linked pair of such records).
For a traversing field v, with the dream of holography in mind, we introduce the Causality
Map
Cv : ∂
+
1 X(v)→ ∂
−
1 X(v)
that takes any point x ∈ ∂X, where the field is directed inward of X, to the “next” along
the trajectory γx point Cv(x) ∈ ∂X (at Cv(x) the vector field v is directed outwards).
In general, Cv is a discontinuous map, with a very particular types of discontinuity.
The causality map Cv plays a role somewhat similar to the one played by the classical
Poincare´ return map: continuous flow dynamics is reduced to a single map of a lower-
dimensional slice ([Te]).
Let v1 be a traversing and boundary generic (see Definition 2.1) field on a manifold X1,
and let v2 be a traversing and boundary generic field on a manifold X2, where dim(X1) =
dim(X2). We denote by F(vi) the oriented 1-dimensional foliation of the manifold Xi
produced by the vector field vi (i = 1, 2).
Theorem 3.1—the main result of this paper—claims that any smooth diffeomorphism
Φ∂ : ∂1X1 → ∂1X2 which commutes with the causality maps Cv1 and Cv2 , extends to a
homeomorphism (often a smooth diffeomorphism) Φ : X1 → X2. Moreover, Φ takes each
v1-trajectory to a v2-trajectory, thus mapping the v1-oriented 1-dimensional foliation F(v1)
to the v2-oriented foliation F(v1).
In other words, the causality map Cv allows for a reconstruction of the pair (X,F(v)),
up to a homeomorphism (Corollary 3.3). So the topology of X and the unparametrized
v-flow dynamics are topologically rigid for the given “boundary conditions” Cv : ∂
+
1 X(v)→
∂−1 X(v).
This topological rigidity has a number of implication for general dynamical systems1
(see Theorem 3.1, Corollary 3.5, and Corollary 3.6). We summarize them in Theorem 3.2,
the The Causal Holography Principle. Vaguely, it states that the causality relation on a
generic event horizon H in the space-time space of a given dynamical system determines
1which are not necessarily of the gradient type
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the compact portion X of the event space, bounded by H, and the evolution of the system
in X, up to a homeomorphism of X which is the identity on H.
Finally, in Section 4, we sketch some applications of the Holographic Causality Theorem
3.1 to geodesic flows on compact Riemannian manifolds with boundary. They revolve
around the classical inverse scattering problems.
2. On the Trajectory Spaces for Traversally Generic Flows
Let X be a compact connected smooth (n + 1)-dimensional manifold with boundary.
Reacall that a vector field v on X is called traversing if each v-trajectory is ether a closed
interval, or a singleton. In particular, a traversing field does not vanish and is of the
gradient type [K1]; moreover, the converse is true: any non-vanishing gradient-type vector
field is traversing. We denote by Vtrav(X) the space of all traversing fields on X.
For traversing fields v, the trajectory space T (v) is homology equivalent to X (Theorem
5.1, [K3]). Moreover, as we will explain soon, for traversing fields v, the trajectory space
T (v) has an interesting feature: it comes equipped with a vector n-bundle τ(T (v)) which
plays the role of “surrogate tangent bundle”.
Any smooth vector field v on X, which does not vanish along the boundary ∂X, gives
rise to a partition ∂+1 X(v)∪∂
−
1 X(v) of the boundary ∂X into two sets: the locus ∂
+
1 X(v),
where the field is directed inward ofX or is tangent to ∂X, and ∂−1 X(v), where it is directed
outwards or is tangent to ∂X. We assume that v|∂X , viewed as a section of the quotient
line bundle T (X)/T (∂X) over ∂X, is transversal to its zero section. This assumption
implies that both sets ∂±1 X(v) are compact manifolds which share a common boundary
∂2X(v) =def ∂(∂
+
1 X(v)) = ∂(∂
−
1 X(v)). Evidently, ∂2X(v) is the locus where v is tangent
to the boundary ∂X.
Morse has noticed (see [Mo]) that, for a generic vector field v, the tangent locus ∂2X(v)
inherits a similar structure in connection to ∂+1 X(v), as ∂X has in connection to X. That
is, v gives rise to a partition ∂+2 X(v)∪∂
−
2 X(v) of ∂2X(v) into two sets: the locus ∂
+
2 X(v),
where the field is directed inward of ∂+1 X(v) or is tangent to ∂2X(v), and ∂
−
2 X(v), where
it is directed outward of ∂+1 X(v) or is tangent to ∂2X(v). Again, we assume that v|∂2X(v),
viewed as a section of the quotient line bundle T (∂X)/T (∂2X(v)) over ∂2X(v), is transver-
sal to its zero section.
For generic fields, this structure replicates itself: the cuspidal locus ∂3X(v) is defined as
the locus where v is tangent to ∂2X(v); ∂3X(v) is divided into two manifolds, ∂
+
3 X(v) and
∂−3 X(v). In ∂
+
3 X(v), the field is directed inward of ∂
+
2 X(v) or is tangent to its boundary, in
∂−3 X(v), outward of ∂
+
2 X(v) or is tangent to its boundary. We can repeat this construction
until we reach the zero-dimensional stratum ∂n+1X(v) = ∂
+
n+1X(v) ∪ ∂
−
n+1X(v).
To achieve some uniformity in the notations, put ∂+0 X =def X and ∂1X =def ∂X.
Thus a generic vector field v on X gives rise to two stratifications:
∂X =def ∂1X ⊃ ∂2X(v) ⊃ · · · ⊃ ∂n+1X(v),
X =def ∂
+
0 X ⊃ ∂
+
1 X(v) ⊃ ∂
+
2 X(v) ⊃ · · · ⊃ ∂
+
n+1X(v),(2.1)
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the first one by closed submanifolds, the second one—by compact ones. Here dim(∂jX(v)) =
dim(∂+j X(v)) = n+ 1− j.
We will use often the notation “∂±j X” instead of “∂
±
j X(v)” when the vector field v is
fixed and its choice is obvious.
These considerations motivate a more formal
Definition 2.1. Let X be a compact smooth (n+ 1)-dimensional manifold with boundary
∂X 6= ∅, and v a smooth vector field on X.
We say that v is boundary generic if the vector field v|∂X does not vanish and produces
a filtrations of X as in (2.1). Its strata {∂+j X ⊂ ∂jX}1≤j≤n+1 are defined inductively in j
as follows:
• ∂0X =def ∂X, ∂1X =def ∂X
2,
• v, viewed as a section of the tangent bundle T (X), is transversal to its zero section,
• for each k ∈ [1, j], the v-generated stratum ∂kX is a closed smooth submanifold of
∂k−1X,
• the field v, viewed as section of the quotient 1-bundle
T νk =def T (∂k−1X)/T (∂kX)→ ∂kX,
is transversal to the zero section of T νk for all k ≤ j.
• the stratum ∂j+1X is the zero set of the section v ∈ T
ν
j .
• the stratum ∂+j+1X ⊂ ∂j+1X is the locus where v points inside of ∂
+
j X.
We denote the space of boundary generic vector fields on X by the symbol V†(X). ♦
We say that a boundary generic vector field v is convex if ∂+2 X(v) = ∅. When ∂
−
2 X(v) =
∅, we say that the vector field v concave. Note that convexity or concavity of v implies
that the locus ∂3X(v) = ∅.
The trajectories γ of a boundary generic vector field v on X interact with the boundary
∂X so that each point a ∈ γ ∩ ∂X acquires a multiplicity m(a) ∈ N, the order of tangency
of γ to ∂X at a. We associate a divisor Dγ =
∑
a∈γ∩∂X m(a) ·a with each trajectory γ. In
fact, for any boundary generic v, m(a) ≤ dim(X) and the support of Dγ is finite ([K2]).
So we associate also a finite ordered sequence ω(γ) = (ω1, ω2, . . . , ωq) of multiplicities
with each v-trajectory γ. The linear order is determined by v. The first and the last terms
of this sequence are odd positive integers, the rest are even positive integers. Each of them
does not exceed dim(X). When q = 1, ω = ωq must be even.
Such sequences form a poset (Ω•,≻), the partial order “≻” in Ω• is defined in terms of
two types of elementary operations: merges and inserts (see [K3] for the details). Merges
merge a pair of adjacent components ω = (. . . , ωi, ωi+1, . . . ) into a single component ω˜i =
ωi+ωi+1, thus forming a new shorter sequence ω˜ = (. . . , ω˜i, . . . ). Inserts insert 2 in-between
ωi and ωi+1, thus forming a new longer sequence (. . . , ωi, 2, ωi+1, . . . ). Very loosely, ω ≻ ω
′
if one can produce ω′ from ω by applying a sequence of these elementary operations (see
[K3] for the accurate definition of the partial order ≻ in Ω•).
2So ∂0X and ∂1X—the base of induction—do not depend on v.
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For boundary generic traversing vector fields v, the trajectory space T (v) is stratified
by subspaces, labeled by the elements ω of the universal poset Ω•.
In this paper, we consider also an important subclass of traversing and boundary generic
fields which we call traversally generic (see Definition 3.2 from [K2]). Such fields admit
special flow-adjusted coordinate systems, in which the boundary is given by a quite special
polynomial equations (see formula (2.5)) and the trajectories are parallel to the preferred
coordinate axis (see [K2], Lemma 3.4).
We denote by V‡(X) the space of such fields on X. It turns out that V‡(X) is an open
and dense subspace of Vtrav(X) (see [K2], Theorem 3.5).
For traversally generic vector fields v, the trajectory space T (v) is stratified by subspaces,
labeled by the elements ω of another universal poset Ω•′〈n] ⊂ Ω
•. It depends only on
dim(X) = n+ 1 (see [K3] for the definition and properties of Ω•′〈n]).
Let
m(γ) =def
∑
a∈γ∩∂1X
m(a) and m′(γ) =def
∑
a∈γ∩∂1X
(m(a) − 1).(2.2)
Similarly, for ω = (ω1, ω2, . . . , ωq) we introduce the norm and the reduced norm of ω by
the formulas:
|ω| =def
∑
i
ωi and |ω|
′ =def
∑
i
(ωi − 1).(2.3)
Note that q, the cardinality of the support of ω, is equal to |ω| − |ω|′.
For the rest of the paper, we assume that the field v on X extends to a non-vanishing
field vˆ on some open manifold Xˆ which properly contains X. We treat the extension (Xˆ, vˆ)
as a germ. One may think of Xˆ as being obtained from X by attaching an external collar
to X along ∂1X. In fact, the treatment of (X, v) will not depend on the germ of extension
(Xˆ, vˆ), but many constructions are simplified by introducing an extension.
Let ∂jX =def ∂jX(v) denote the locus of points a ∈ ∂1X such that the multiplicity of the
v-trajectory γa through a at a is greater than or equal to j. This locus has an alternative
description in terms of an auxiliary smooth function z : Xˆ → R that satisfies the following
three properties:
(2.4)
• 0 is a regular value of z,
• z−1(0) = ∂X,
• z−1((−∞, 0]) = X.
In terms of z, the locus ∂jX is defined by the equations:
{z = 0, Lvz = 0, . . . , L
(j−1)
v z = 0},
where L
(k)
v stands for the k-th iteration of the Lie derivative operator Lv in the direction
of v (see [K2]).
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The pure stratum ∂jX
◦ ⊂ ∂jX is defined by the additional constraint L
(j)
v z 6= 0. The
locus ∂jX is the union of two loci: (1) ∂
+
j X, defined by the constraint L
(j)
v z ≥ 0, and (2)
∂−j X, defined by the constraint L
(j)
v z ≤ 0. The two loci, ∂
+
j X and ∂
−
j X, share a common
boundary ∂j+1X.
We denote by X(v, ω) the union of v-trajectories whose patterns of tangency to ∂X
are of a given combinatorial type ω ∈ Ω•. We use the notation X(v, ω) for its closure
∪ω′ω X(v, ω
′).
For a traversally generic v, each pure stratum T (v, ω) ⊂ T (v) is an open smooth man-
ifold, and as such has a “conventional” tangent bundle. In particular, the pure strata of
maximal dimension n have tangent bundles. It turns out that these “honest” tangent n-
bundles extend across the singularities of the space T (v) to form a n-bundle τ(T (v)) over
T (v)! However, at the singularities, no exponential map that takes a vector from τ(T (v))
to a point in T (v) is available—the bundle τ(T (v)) does not reflect faithfully the local
geometry of the trajectory space T (v).
In order to define the dual of the bundle τ(T (v)) intrinsically, we need to consider a
surrogate of smooth structure on the singular space T (v).
Definition 2.2. Let v be a smooth traversing vector field on a smooth compact and con-
nected manifold X. Let Γ : X → T (v) be the projection that takes each point x ∈ X to the
trajectory γx ∈ T (v) that contains x.
We say that a function h : T (v) → R is smooth, if the composition h ◦ Γ is smooth on
X.
We denote by C∞(T (v)) the algebra of all smooth functions on the space T (v). ♦
Definition 2.3. Let v1, v2 be two traversing vector fields on manifolds X1,X2, respectively.
• A map Φ : T (v1)→ T (v2) is called smooth, if for any function h from C
∞(T (v2)),
its pull-back Φ∗(h) ∈ C∞(T (v1)).
• A bijective map Φ : T (v1)→ T (v2) is called a diffeomorphism, is both Φ and Φ
−1
are smooth. ♦
For any traversing field v, the algebra C∞(T (v)) of smooth functions on the trajectory
space T (v) can be identified with the subalgebra of C∞(X), formed by functions f : X → R
with the property {Lv(f) = df(v) = 0}, where Lv stands for the v-directional derivative
3.
Such functions are constant along each trajectory γ ⊂ X.
We denote by C∞γ (T (v)) the algebra of germs of smooth functions from C
∞(T (v)) at a
given point γ ∈ T (v). Let mγ(T (v))⊳C
∞
γ (T (v)) be the maximal ideal, formed by the the
germs that vanish at γ, and let m2γ(T (v)) be the square of the ideal mγ(T (v)).
Then the quotients mγ(T (v))/m
2
γ(T (v)) are real n-dimensional vector spaces. Indeed,
since the pull-back of smooth functions on T (v) are the smooth functions on X that
are constants along each trajectory γ, the quotient mγ(T (v))/m
2
γ (T (v)) can be canonically
identified with the quotient mx(S)/m
2
x(S). Here S is a germ of a smooth transversal section
3This property does not depend on an extension (Xˆ, vˆ) of (X, v).
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of the vˆ-flow at x = γ ∩ S, and mx(S) denotes the maximal ideal in the algebra C
∞(S),
an ideal comprised of functions that vanish at x. It is well-known that mx(S)/m
2
x(S) can
be canonically identified with the cotangent space T ∗x (S) via the correspondence f ⇒ df ,
where the germ of f : S → R at x belongs to the ideal mx(S). Therefore the spaces
τ∗γ (T (v)) =def mγ(T (v))/m
2
γ (T (v))
form a vector n-bundle τ∗(T (v)) over T (v)4. Its pull-back Γ∗
(
τ∗(T (v))
)
can be identified
with the subbundle τ∗(v) of the cotangent bundle T ∗(X), formed by the “horizontal” 1-
forms α such that α(v) = 0 and Lv(α) = 0. The identification is via the correspondence
Γ∗(f)⇒ d(Γ∗(f)), where f ∈ mγ(T (v)).
Now we define τ(T (v)) as the dual bundle of τ∗(T (v)).
Let (11) ∈ Ω•′〈n] denote the unique maximal element of the poset; it labels the trajectories
that intersect the boundary ∂X only at a pair of distinct points, where they are transversal
to the boundary.
Lemma 2.1. For any traversing field v, the tangent bundles to the components of the maxi-
mal stratum T (v, (11)) extend to a n-dimensional vector bundle τ(T (v)) over the trajectory
space T (v).
Moreover, for a traversally generic field v and each element ω ∈ Ω•′〈n], the tangent bun-
dle of the pure stratum T (v, ω) embeds in τ(T (v))|T (v,ω) as a subbundle with a canonically
trivialized complement.
Proof. We already have observed that the pull-back Γ∗(τ∗(T (v))) of the cotangent bundle
τ∗(T (v)) can be identified with the bundle τ∗(v) of the flow-invariant 1-forms on X that
vanish on v.
The map Γ : X(v, (11)) → T (v, (11)) is a fibration with a closed segment for the fiber.
Therefore Γ admits a smooth section S(11) ⊂ X(v, (11)) which is transversal to the v-
trajectories. Consider a decomposition of the (n + 1)-bundle T (X)|S(11) into the tangent
n-bundle T (S(11)) and a line bundle L tangent to the v-trajectories. With the help of
this decomposition, the cotangent bundle T ∗(S(11)) can be identified with the restriction
τ∗(v)|S(11) of τ
∗(v) to S(11). Using the isomorphism τ
∗(v)|S(11) ≈ Γ
∗(τ∗(T (v)))|S(11) , we
identify the cotangent bundle T ∗(S(11)) with the bundle τ
∗(T (v))|S(11) , a bundle that evi-
dently is defined on the whole space T (v).
A similar conclusion holds for any traversally generic field v5 and each ω ∈ Ω•′〈n]: by
Lemma 3.4 from [K2], the map Γ : X(v, ω) → T (v, ω) is a fibration with its base being
an open smooth (n − |ω|′)-manifold and with a closed segment for the fiber, the fiber
being consistently oriented by v. Therefore Γ admits a smooth section Sω. The cotangent
bundle τ∗(Sω) can be identified with the cotangent bundle τ
∗(T (v, ω))|T (v,ω), a bundle that
embeds into the bundle τ∗(T (v)).
The only non-trivial statement of the lemma is the existence of a preferred trivialization
in the quotient bundle τ(T (v))|T (v,ω) /τ(T (v, ω)). It follows from the last claim of Theorem
4It is dual to τ (T (v)) under the construction.
5Here perhaps a much weaker assumption about v will do.
8 GABRIEL KATZ
2.1 below. Thus Ψ : τ(T (v, ω)) ⊕ R|ω|
′
≈ τ(T (v))|T (v,ω), where the bundle isomorphism
Ψ is canonically defined by v. 
Corollary 2.1. For a traversing vector field v on X, the stable characteristic classes of
the tangent bundles τ(T (v)) and τ(X) coincide via the cohomological isomorphism induced
by the projection Γ : X → T (v).
Proof. Note that T (X) ≈ Γ∗(τ(T (v))) ⊕ R. Therefore, the cohomological isomorphism
induced by Γ (see Theorem 5.1, [K3]) helps to identify the stable characteristic classes of
τ(T (v)) and T (X). 
For a traversally generic v, the space T (v) comes equipped with two distinct intrinsically-
defined orientations of its pure strata {T (v, ω)}ω . These orientations depend only on v
and the preferred orientation of X.
Theorem 2.1. Let X be a smooth oriented compact (n+ 1)-manifold, and v a traversally
generic field. Then
• each component of any pure stratum T (v, ω), where ω ∈ Ω•′〈n] and |ω|
′ > 0, acquires
two distinct orientations, called preferred and versal. Switching the orientation of
X affects both orientations of T (v, ω) by the same factor (−1)|sup(ω)|.
• With the help of these two orientations, each component of T (v, ω) acquires one of
the two polarities “ ⊕” and “ ⊖”. They do not depend on the orientation of X.
• Each manifold X(v, ω) comes equipped with a v-induced normal framing in X.
Similarly, the normal |ω|′-dimensional bundle
ν(T (v, ω)) =def τ(T (v))|T (v,ω)/τ(T (v, ω))
acquires a v-induced preferred framing.
Proof. We extend the field v on X to a non-vanishing field vˆ on Xˆ ⊃ X. Local transversal
sections S of the vˆ-flow have a well-defined orientation due to the global orientation of X
and the preferred orientation of the v-trajectories.
For a traversally generic v on a (n+1)-dimensionalX, each v-trajectory γ of the combina-
torial type ω has a flow adjusted neighborhood U ⊂ Xˆ , equipped with a special coordinate
system
(u, x, y) : U → R× R|ω|
′
× Rn−|ω|
′
.
By Lemma 3.4 and formula (3.17) from [K2], the boundary ∂X is given in these coordinates
by the polynomial equation:
P (u, x) =def
∏
i
[
(u− αi)
ωi +
ωi−2∑
l=0
xi,l(u− αi)
l
]
= 0(2.5)
in u of an even degree |ω|. Here x =def {xi,l}i,l, and the numbers {αi}i are the distinct real
roots of the polynomial P (u, 0), ordered so that αi < αi+1 for all i.
At the same time, X is given by the polynomial inequality {P (u, x) ≤ 0}. Each v-
trajectory in U is produced by freezing all the coordinates x, y, while letting u to be free.
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We order the coordinates {xi,l}i,l lexicographically: first we order them by the increasing
i’s; then, for a fixed i, the ordering among {xi,l}l is defined by the increasing powers l of
the binomial (u − αi) in the formula (2.5). This ordering of {xi,l}i,l, together with the
orientation in the flow section S (induced with the help of v by the orientation of X) gives
rise to an orientation of the y-coordinates. They correspond to the space, tangent to the
pure stratum T (v, ω) at γ.
We still have to check that this ordering of {xi,l}l is determined by the geometry of
tangency and does not depend on a particular choice of the special coordinates {xi,l}l.
Consider a v-trajectory γ. Let γ ∩ ∂1X =
∐
i ai, a finite set of points. In the vicinity of
ai ∈ ∂jiX
◦, we write down the auxiliary function z from (2.4) in two ways:
as uj +
j−2∑
l=0
φl(x)u
l, and as
(
uj +
j−2∑
l=0
xlu
l
)
Q(u, x).
Here, j =def ji = ωi, x =def {xl =def {xi,l}i}l, φl(0) = 0, and q =def Q(0, 0) 6= 0.
Consider the smooth map Φ : Rj−1 → Rj−1, given by the functions φ0, . . . , φj−2.
We aim to show that, at the origin (u, x) = (0, 0), the following two exterior (j−1)-forms
are equal:
dφ0 ∧ dφ1 ∧ · · · ∧ dφj−2|(0,0) = dx0 ∧ dx1 ∧ · · · ∧ dxj−2|(0,0).(2.6)
Hence the Jacobian det(DΦ) > 0—the two orientations, induced by two coordinate systems
{φl}l and {xl}l in the vicinity of ai, do agree.
The argument validating (2.6) is similar to the one we have used in [K2], Lemma 3.3.
First note that q =def Q(0, 0) 6= 0 must be 1: just plug x = 0 in the identity
uj +
j−2∑
l=0
φl(x)u
l =
(
uj +
j−2∑
l=0
xlu
l
)
Q(u, x).(2.7)
Let a(u) be the row-vector (uj−2, . . . , u, 1) and dφ be the column-vector
(dφj−2, . . . , dφ1, dφ0)
of 1-forms. Then the differential of the identity (2.6), modulo the ideal 〈uj−1, x〉, generated
by the functions uj−1 and x0, . . . , xj−2, can be written as
a ∗ dφ = Qa ∗ dx mod 〈uj−1, x〉,
where “∗” stands for the matrix multiplication.
We apply partial derivatives ∂∂u , . . . ,
∂j−2
∂uj−2
to the identity above to get a new system of
identities:
∂k
∂uk
(a) ∗ dφ =
∂k
∂uk
(Qa) ∗ dx mod 〈uj−1−k, x〉,
10 GABRIEL KATZ
where k = 0, 1, . . . , j− 2. Now put u = 0 and use that q = 1 to get the following triangular
system of identities, modulo the ideal 〈x〉 generated by {xl}l:
dφ0 = dx0 mod 〈x〉
dφ1 = dx1 + b1,0 dx0 mod 〈x〉
dφ2 = dx2 + b2,0 dx0 + b2,1 dx1 mod 〈x〉
. . .
dφj−2 = dxj−2 + bj−2,0 dx0 + bj−2,1 dx1 + · · ·+ bj−2,j−3 dxj−3 mod 〈x〉
Here bs,t denote some functional coefficients whose computation we leave to the reader.
Now (2.6) follows by taking exterior products of the 1-forms on the RHS and LHS of the
system above and letting x = 0.
Let θi =def dxi,0∧· · ·∧dxi,ji−2 and let θ =def ∧i θi. Then du∧θ, together with the volume
form in X, define the volume form in the y-coordinates. Therefore the orientation of the
space τγ(T (v, ω)), tangent to the pure stratum T (v, ω) at its typical point γ (this space
can be identified with the space spanned by the vectors ∂y1 , . . . , ∂yn−|ω|′ ), is determined
intrinsically by the local geometry of the v-flow in the vicinity of γ ⊂ Xˆ. Let us call this
orientation of τγ(T (v, ω)) versal.
On the other hand, each manifold ∂jX, j > 0, comes equipped with its own preferred
orientation, which depends only on the stratification {∂+k X(v)}k and on the preferred
orientation of X. Here is the recipe for its construction: the orientation of X, with the
help of the inward normals, induces a preferred orientation of ∂X, and thus of ∂±1 X. In
turn, the inward normals to ∂2X = ∂(∂
+
1 X) in ∂
+
1 X produce a preferred orientation of
∂2X, and thus of ∂
±
2 X. And the process goes on: the preferred orientation of ∂j−1X, with
the help of the inward normal to ∂jX in ∂
+
j−1X, determines a preferred orientation of ∂jX,
and hence of ∂±j X.
So, along each trajectory γ, every space Ti, tangent to ∂jiX
◦ and transversal to γ at
the point ai ∈ γ ∩ ∂1X, is preferably oriented. For a traversally generic v, the vˆ-flow
propagates these spaces Ti’s along γ in such a way that they form complementary vector
bundles over γ. We order them by the increasing values of i. This ordering, together
with the preferred orientations of the Ti’s (based on the orientations of ∂
+
ji
X), generates a
new preferred orientation of the tangent space τγ(T (v, ω)). This preferred orientation may
agree or disagree with the versal orientation of the same space, produced with the help of
special coordinates in the vicinity of γ6. In the first case, we attach the polarity “⊕” to γ,
in the second case, the polarity of γ is defined to be “⊖”.
Therefore not only the components of pure strata T (v, ω) are canonically oriented open
manifolds, but they also come in two flavors: “⊕” and “⊖”!
The ordered collection of |ω|′ linearly independent and globally defined 1-forms as in
[K2], formula (3.30), produces a framing of the quotient bundle
ν∗(T (v, ω)) := τ∗(T (v))|T (v,ω)/τ
∗(T (v, ω)),
6The versal orientation is based on the increasing powers of (z−αi)’s, a feature of the special coordinates.
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the “normal cotangent bundle” of T (v, ω) in T (v). Let us explain this observation.
For any γ ∈ T (v, ω) and any two points a, x ∈ γ, denote by φa,x the germ (taken in the
vicinity of γ ⊂ Xˆ) of the unique v-flow-generated diffeomorphism that maps x to a.
Fix an auxiliary function z : Xˆ → R as in (2.4). For each point ai ∈ γ ∩ ∂1X of
multiplicity ji > 1, let us consider the 1-forms
{dz,Lv(dz),L
2
v(dz), . . . ,L
ji−2
v (dz)},
taken at the point ai (that is, view them as elements of T
∗
ai(X)). Then, with the help of
one-parameter family of diffeomorphisms {φai,x}x∈γ , we spread the forms
{dz|ai ,Lv(dz)|ai ,L
2
v(dz)|ai , . . . ,L
ji−2
v (dz)|ai}
along γ to get ji − 1 independent sections ηi,0, ηi,1, . . . ηji−2 of T
∗(X)|γ . By their very
construction, these sections are flow-invariant. Moreover, since at points of ∂2X the field
v is tangent to ∂X = {z = 0}, we get dz(v)|∂2X = Lv(z) = 0. Thus ηi,0(v)|γ = 0 for all i.
Similarly, for each ai ∈ ∂3X (i.e., ji > 2), the field v is tangent to
∂2X = {z = 0, Lv(z) = 0}.
Therefore, using the identity
Lv(dz) = v ⌋ d(dz) + d(v ⌋ dz) = d(v ⌋ dz),
we get Lv(dz)(v)|∂3X = 0. As a result, ηi,1(v)|γ = 0 for all i with ji > 2. Similar consider-
ations show that for each i, all the sections {ηi,k}k<ji−1, have the property ηi,k(v)|γ = 0—
they are horizontal 1-forms. Therefore they can be viewed as independent sections of the
subbundle τ∗(v) ⊂ T ∗(X). With the help of (Γ∗)−1, these sections produce independent
sections of the quotient bundle ν∗(T (v, ω)).
Now take all |ω|′ sections {ηi,0, ηi,1, . . . ηji−2}i of T
∗(X)|γ , ordered in groups by the
increasing values of i. For a traversally generic v, by Theorem 3.3 from [K2], these sections
of τ∗(v) ⊂ T ∗(X)|γ are linearly independent.
As long as the combinatorial type ω of γ is fixed, these sections depend smoothly on γ.
Since their construction relies only on ω, z, and v, they are globally well-defined indepen-
dent sections of the conormal bundle ν∗(T (v, ω)), an intrinsically defined trivialization of
this bundle. Their duals define independent sections of the normal bundle ν(T (v, ω)).
The preferred orientation of each ∂jX, j ≥ 1, depends only on v|∂1X and the orientation
of X. In particular, the preferred orientation of ∂X depends on the orientation of X
only. As we flip the orientation of X, the preferred orientation of each ∂jX flips as well.
Therefore the preferred orientation of the tangent bundle τ(T (v, ω)) changes, as a result
of flipping the orientation of X, only when the cardinality of the intersection γ ∩ ∂X—the
interger | sup(ω)|—is odd.
The versal orientation of T (v, ω) behaves similarly under the change of an orientation
of X. As a result, the polarity “⊕” or “⊖” of each component of T (v, ω) is independent
of the orientation of X. 
Corollary 2.2. For a traversally generic field v, the points of minimal 0-dimensional strata
T (v, ω) come equipped with two sets of polarities: “+,−” and “⊕,⊖”.
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Proof. When ω has the maximal possible reduced multiplicity |ω|′ = n, we can compare
the versal and preferred orientations at each point γ of the zero-dimensional set T (v, ω).
When the two agree, we attach the polarity “⊕” to γ; otherwise, its polarity is defined to
be “⊖”. Of course, the preferred orientation of ν(γ,X) can be compared with the preferred
orientation of ∂X at the “lowest” point in γ ∩ ∂X. This comparison allows for another
pair (+,−) of polarities to be attached to γ. 
Our next goal is to prove that the trajectory space T (v) of a traversally generic field v is a
Whitney stratified space (see Definition 2.4). Unfortunately, the proof of this claim is rather
technical, so some readers may choose to proceed to Section 3. Prior to establishing, in
Theorem 2.2 below, that T (v) is a Whitney stratified space, we need to prove few lemmas.
Recall that a function f on a closed subset Y of a smooth manifold X is called smooth
if it is the restriction of a smooth function, defined in an open neighborhood of Y .
Lemma 2.2. Let v be a traversing vector field on a compact smooth manifold X, and
Γ : X → T (v) the obvious map. Let F ⊂ T (v) be a closed subset and ψ : F → R a function
such that its pull-back Γ∗(ψ) is smooth on Γ−1(F ) ⊂ X and satisfies there the property
Lv(Γ
∗(ψ)) = 0.
Then ψ : F → R admits an extension Ψ : T (v) → R such that Γ∗(Ψ) is a smooth
function on X with the property Lv(Γ
∗(Ψ)) = 0.
Proof. Let h : X → R be a smooth function with the property dh(v) > 0. By Corollary 4.1
from [K1], such h exists for any traversing v. Using h, we can find a finite set S of closed
smooth transversal sections {Sα ⊂ h
−1(cα)}α of the v-flow, such that each trajectory hits
some section from the collection S. Moreover, we can assume that all the heights {cα} are
distinct and separated by some ǫ > 0. The set S can be given a poset structure: β ≻ α if
there exists an ascending v-trajectory γ that first pierces Sα and then Sβ. Evidently, this
implies that cα < cβ.
For a given α, consider the set S≻α =def {β ≻ α} and put c
⇑
α =def minβ≻α{cβ}.
Now the proof is an induction by the heights {cα}, guided by the partial order in S.
Assume that the desired extension
Ψ˜≻α : h
−1([c⇑α, +∞))→ R
of the function Γ|Γ−1(F ) ◦ ψ, subject to the property Lv(Ψ˜≻α) = 0, already has been con-
structed. The inductive step calls for an extension of Ψ˜≻α to a function on h
−1([cα, +∞)),
while keeping it constant on the v-trajectories.
Denote by X(v,A) the union of v trajectories through a closed subset A ⊂ X.
Consider two sets: Fα =def Γ
−1(F ) ∩ Sα and Qα =def X(v,
∐
β≻α Sβ) ∩ Sα.
Since Ψ˜≻α is constant along each trajectory and Sα is smooth and transversal to the
flow, Ψ˜≻α produces a well-defined smooth function Ψˆ≻α : Qα → R. On the other hand, the
function ψ˜ =def ψ◦Γ : Γ
−1(F )→ R is smooth and constant along trajectories by the lemma
hypothesis. In particular, it is a smooth function on the closed set Fα. Moreover, since Ψ˜≻α
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is an extension of ψ˜ to h−1([c⇑α, +∞)) ⊂ X, both functions Ψˆ≻α and ψ˜ agree on Fα ∩Qα.
Therefore we have produced a function Ψ♯α : Fα ∪ Qα → R which extends to a smooth
function Ψ˜α on Sα. In turn, Ψ˜α : Sα → R defines a smooth function Ψˆα : X(v, Sα) → R
which is constant on each trajectory through Sα. By their construction, Ψˆα and Ψ˜≻α
agree on the set X(v, Sα) ∩ h
−1([c⇑α, +∞)). Together, they produce a smooth function on
h−1([cα,+∞)) which is constant along the trajectories through
∐
βα Sβ and extends ψ˜.
This completes the induction step. 
S1
S3
S4
S2
S1
S3
S4
S2
S1
S3
S4
S2
S1
S3
S4
S2
S1
S3
S4
S2
S1
S3
S4
S2
S1
S3
S4
S2
S1
S3
S4
S2
X(v, S4 )  X(v, S3 )  
X(v, S2 )  X(v, S1 )  
Figure 1. The upper four diagrams show the flow sections Si and the sets
X(v, Si) for i = 1, 2, 3, 4. The lower four diagrams show the growth of the do-
mains of ψ-extensions, as they appear in the proof (to simplify the picture, the
original set Γ−1(F ) is not shown).
Definition 2.4. (Whitney [W]) Let Z be a closed subset of a smooth manifold M . Con-
sider its partition Z =
∐
α∈S Zα, where S a finite poset.
We say that Z is a Whitney space if the following properties hold:
(1) each Zα locally is a smooth submanifold of M ,
14 GABRIEL KATZ
(2) take any pair Zα ⊂ Z¯β and a pair of sequences {xi ∈ Zβ}i, {yi ∈ Zα}i, both
converging to the same point y ∈ Zα. In a local coordinate system on M , centered
on y, form the secant lines {li =def [xi, yi]}i so that that {li}i converge to a limiting
line l ⊂ TyM . Also consider a sequence of tangent spaces {Txi(Zβ)}i that converge
to a limiting space τ ⊂ TyM .
Then we require that l ⊂ τ . ♦
If Z ⊂M is a Whitney space, then one can prove that Ty(Zα) ⊂ τ (see [GM2]).
Now we are going to verify that the standard models of traversally generic flows lead to
spaces of trajectories which are Whitney spaces.
Lemma 2.3. Let ω ∈ Ω•′〈n]. Consider the semi-algebraic set
Zω := {Pω(u, x) ≤ 0, ‖x‖ ≤ ǫ},
where the polynomial Pω of an even degree |ω| is as in (2.5)
7, and ǫ > 0 is sufficiently
small. Let Tω denote the (ω)-stratified trajectory space of the field v =def ∂u in Zω.
Then there exists an embedding Kω : Tω → R
2|ω|′, given by some smooth functions on
Zω which are constant along the ∂u-trajectories residing in Zω.
Proof. Evidently, the x-coordinates x : Zω → R
|ω|′ provide us with a map χ : Tω →
R
|ω|′ , given by the algebraic functions which are constant on the ∂u-trajectories in Zω.
Unfortunately, χ does not separate some trajectories; that is, χ is not an embedding (just
a finitely ramified map). We will complement x with another smooth map x˜ : Zω → R
|ω|′ ,
also constant on the trajectories in Zω and such that the pair of maps (x, x˜) will separate
the points of Tω.
To construct x˜, we will use some facts from [K3], Section 4. Recall that the ball Bǫ :=
{‖x‖ ≤ ǫ} has a special cone structure. With the help of the Viete´ map, the cone structure
is given by the the local linear contractions in C of each “near-by” divisor DC(P (∼, x⋆))
on the “core” divisor DC(P (∼, 0)). This contraction produces a smooth algebraic curve
Ax⋆ : [0, 1] → Bǫ in the coefficient x-space (a generator of the “cone”), which connects
the given point x⋆ to the origin 0. In particular, the combinatorial type of the divisor
DR(P (∼, Ax⋆(t))) is constant for all t ∈ (0, 1].
Let Sx⋆ =def R × Ax⋆ be the ruled (u, t)-parametric surface that projects along the u-
direction onto the curve Ax⋆ . Consider the intersection Σx⋆ of Sx⋆ with the set Zω. As
x⋆ ∈ ∂Bǫ varies, the surfaces {Σx⋆} span Zω (the trajectory {x = 0} serves as a binder of
an open book whose pages are the Σx⋆ ’s).
We will define a new projection x˜ : Σx⋆ → Ax⋆ as follows (see Fig. 2, the left diagram).
Consider the u-directed line Lx through x. For a typical point x ∈ Ax⋆ let Πx =def Lx∩Σx⋆ .
The set Πx is a disjointed union of closed intervals {Ii(x) = [αi(x), α¯i(x)]}i (where αi(x) <
α¯i(x)) residing in the line Lx. We order them so that I1(x) < I2(x) < · · · < Is(x) as sets.
Put
Π∨x =def (Lx \Πx) ∩ [αmin(x), αmax(x)].
7with its real divisor having the combinatorial type ω
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Here αmin(x), αmax(x) denote the minimal and the maximal real roots of the u-polynomial
Pω(u, x). Thus Π
∨
x is a finite disjoint union of closed intervals
{I∨i (x) =def [α¯i(x), αi+1(x)]}i
residing in the line Lx. We also order them so that I
∨
1 (x) < I
∨
2 (x) < · · · < I
∨
s−1(x).
Let φ : [0, 1]→ R+ be a smooth monotonically decreasing function such that 0 < φ(t) < t
for all t ∈ (0, 1] and whose infinite order jet at 0 coincides with the jet of the function t.
For each i, we map the point
(
α¯i(Ax⋆(t)), t
)
∈ ∂+1 Σx⋆(∂u)
to the point (
αi(Ax⋆(φ(t))), φ(t)
)
∈ ∂−1 Σx⋆(∂u).
We denote by θx⋆,i this correspondence. As a function in (u, t), it is smooth.
Now we define x˜ : Σx⋆ → Ax⋆ by the following formulas (see Fig. 2):
Figure 2. The map x˜ : Σx⋆ → Ax⋆ over some arc Ax⋆ (on the left) and the map
x˜ : Zω → R|ω|
′
(the deformed projection of the cylinder with indentations on its
base).
=def x for all points in I1(x),
=def θx⋆,1 for all points in I2(x),
=def θx⋆,2 ◦ θx⋆,1 for all points in I3(x),
=def θx⋆,3 ◦ θx⋆,2 ◦ θx⋆,1 for all points in I4(x),
=def . . .(2.8)
Since 0 < φ(t) < 1 for all t ∈ (0, 1], x˜ separates the trajectories that are not distinguished
by x. Therefore the smooth map Jω =def (x, x˜) : Zω → R
2|ω|′ , being constant on each
trajectory, gives rise to a a smooth (in the sense of Definition 2.3) embedding Kω : Tω →
R
2|ω|′ . 
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Remark 2.1. It seems that the desired embedding Kω : Tω → R
2|ω|′ cannot be delivered
by analytic functions. ♦
Κω (Τω) Zω
Eω(Ζω)
u
x
x
R
lm
z∗
ym
pi
Q
2| ω |’
Figure 3. The space Eω(Zω) ⊂ R × R2|ω|
′
and its projections π and Q on
Kω(Tω) ⊂ R2|ω|
′
and Zω ⊂ R× R|ω|
′
.
Corollary 2.3. The image Kω(Tω) ⊂ R
2|ω|′ is a Whitney (ω)-stratified space.
Proof. It is useful to consult with Fig. 3 that illustrates some key elements of the proof.
Let π : R×R2|ω|
′
→ R2|ω|
′
denote the obvious projection. Put K =def Kω. Consider the
map
E =def Eω : Zω → R×R
2|ω|′ ,
given by the formula E(u, x) =def (u, J(u, x)). Since J =def Jω = (x, x˜), the map E is a
regular embedding, given by smooth functions on Zω. Consider the projection
Q : R× R2|ω|
′
→ R× R|ω|
′
,
given by the formula Q(u, x, x˜) =def (u, x). By the definition, Q(E(Zω)) = Zω.
Let µ ≺ ν be two elements in the poset ω ⊂ Ω
•, and Kµ,Kν the two pure strata of
K(Tω) ⊂ R
2|ω|′, indexed by µ, ν (thus Kµ ⊂ K¯ν). Consider a sequence of points {ym ∈ Kν}m
and a sequence of points {zm ∈ Kµ}m, both converging to a point z⋆ ∈ Kµ. We need
to verify that, if the tangent spaces {TymKν}m converge in R
2|ω|′ to an affine space T⋆
containing z⋆, and the sequence of lines {lm ⊃ [zm, ym]}m converges to a line l⋆ ⊂ R
2|ω|′ ,
then l⋆ ⊂ T⋆.
Equivalently, we need to verify that if the spaces {Tm =def π
−1(TymKν)}m converge in
R × R2|ω|
′
to an affine space T⋆ =def π
−1(T⋆) ⊃ π
−1(z⋆), and the sequence of 2-planes
{Lm =def π
−1(lm)}m converges to a plane L⋆ =def π
−1(l⋆) ⊂ R× R
2|ω|′ , then L⋆ ⊂ T⋆. Let
us call this conjectured property “B˜”.
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Note that all the affine spaces Tm,T⋆, Lm, and L⋆, are fibrations with the line fibers
which are parallel to the direction of R in R× R2|ω|
′
.
We can think of E(Zω) as a graph of a smooth map x˜ from Zω to R
|ω|′ . Since Q :
E(Zω) → Zω is a (ω)-stratification-preserving diffeomorphism which respects the ∂u-
induced 1-foliations F on E(Zω) and G on Zω, the tangent spaces to the ν-indexed pure
stratum in E(Zω) are mapped by Q isomorphically onto the tangent space to the ν-indexed
pure stratum in Zω. So, with the help of the graph-manifold E(Zω), any tangent space
to the ν-indexed pure stratum in Zω determines the corresponding tangent space to the
ν-indexed pure stratum in E(Zω).
Let τ˜⋆ denote the tangent space to E(Zω) at a generic point z˜⋆ ∈ π
−1(z⋆), and let τ⋆
denote the tangent space to Zω at the point Q(z⋆). By the very definitions of T⋆ and L⋆
as limit objects and using that E(Zω) is a smooth manifold, carrying the foliation F
8, we
get that T⋆ ⊂ τ˜⋆ and L⋆ ⊂ τ˜⋆.
Since Q : E(Zω) → Zω is a diffeomorphism, Q : τ˜⋆ → τ⋆ is an isomorphism of vector
spaces. Therefore there exist unique subspaces of τ˜⋆ that are mapped by Q onto Q(T⋆) or
onto Q(L⋆); these are exactly the spaces T⋆ and L⋆, respectively. Thus, Q(L⋆) ⊂ Q(T⋆) if
and only if L⋆ ⊂ T⋆.
Therefore the property B˜ is equivalent to the following property B:
“if the spaces {Q(Tm)}m converge in R×R
|ω|′ to the affine space Q(T⋆), and the sequence
of planes {Q(Lm)}m converges to a plane Q(L⋆) ⊂ R×R
|ω|′, then Q(L⋆) ⊂ Q(T⋆)”.
Note that the composition Q ◦K : Tω → R
|ω|′ is delivered by employing the algebraic
map x : Zω → R
|ω|′ . The image Q(K(Tω)) ⊂ R
|ω|′ is stratified by the collection of real
discriminant varieties, their complements, and their multiple self-intersections, indexed
by various µ ∈ ω ([K3]). In particular, these strata are semi-algebraic sets. By the
fundamental results of [Har1], [Har2], and [Hi], the semi-analitic sets are Whitney stratified
spaces. As a result, the (ω)-stratified space Q(K(Tω)) is a Whiney space. Thus property
B is valid, since all the affine spaces, relevant to B, are fibrations with the line π-fibers over
the corresponding spaces in R|ω|
′
⊃ Q(K(Tω)). Therefore, the (ω)-stratified space K(Tω)
is a Whitney (ω)-stratified space in R
2|ω|′ . 
Theorem 2.2. For a traversally generic field v on X, the Ω•-stratified trajectory space
T (v) can be given the structure of Whitney space (residing in an Euclidean space).
Proof. Let U =def {Ur}r be a finite v-adjusted closed cover of X, such that each Ur ⊂
Xˆ admits special coordinates (u, x, y) =def (u
(r), x(r), y(r)) in which ∂X is given by the
polynomial equation {Pr(u, x) = 0} as in (2.5). Recall that the equation is determined by
the combinatorial type ωr of the core trajectory γr ⊂ Ur.
Let us denote by Tr the space of trajectories of the ∂u-flow in the domain
Ur =def {Pr(u, x) ≤ 0, ‖x‖ ≤ ǫ, ‖y‖ ≤ ǫ
′}.
It is a compact subset of T (v).
8whose leaves are parallel lines in R× R2|ω|
′
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Consider the embeddings
Kr : Tr → R
2|ωr|′ × Rn−|ωr|
′
,
Er : Ur → R× R
2|ωr|′ × Rn−|ωr|
′
,
given by the formulas
Kr
(
γ{u(r), x(r), y(r)}
)
=def
(
x(r), x˜(r)(u(r), x(r)), y(r)
)
,
Er
(
u(r), x(r), y(r)
)
=def
(
u(r), x(r), x˜(r)(u(r), x(r)), y(r)
)
.
Here γ{u(r), x(r), y(r)} denotes the ∂u-trajectory in Ur, passing through the point (u
(r), x(r), y(r)),
and x˜(r)(u(r), x(r)) is a function as in Corollary 2.3 (see Figures 2 and 3).
Smooth functions on ψ : Tr → R are exactly the smooth functions on Ur ∩X that are
constant along the trajectories. By Lemma 2.2, each ψ extends to a smooth function on
X which is constant on each trajectory. We denote this extension ψˆ.
Therefore, employing the local embeddings {Kr : Tr → R
2|ωr|′ × Rn−|ωr|
′
}r, we extend
them to some smooth maps {Kˆr : T (v) → R
2|ωr|′ × Rn−|ωr|
′
}r. Together they produce
a smooth embedding K : T (v) → RN , where K =def
∏
r Kˆr and R
N =def
∏
r
(
R
2|ωr|′ ×
R
n−|ωr|′
)
.
Let G : X → RN be the composition Γ ◦K, where Γ : X → T (v) is the obvious map.
We choose a function h : Xˆ → R such that dh(v) > 0 in Xˆ (see Lemma 4.1 in [K1]). With
the help of h, we get a map E : X → R × RN given by the formula E(z) := (h(z), G(z)).
Since dh(v) > 0 and the Jacobian of each map Jωr =def (x
(r), x˜(r), y(r)) is of the maximal
rank in Ur, the map E is a regular smooth embedding.
Composing E with the obvious projection π : R × RN → RN , we get the smooth (see
Definition 2.3) embedding K : T (v)→ RN .
Our next goal is to show that K(T (v)) is a Whitney stratified space in RN . Since
Definition 2.4 of Whitney space is local, it suffices to check its validity in each local chart
Tr ⊂ T (v), that is, to verify that K(Tr) ⊂ R
N is a Whitney space. The arguments below
are very similar to the ones used in proving Corollary 2.3.
Consider the projection pr : R
N → R2|ωr|
′
×Rn−|ωr|
′
, produced by omitting the product∏
s 6=r(R
2|ωs|′ × Rn−|ωs|
′
) from the product
∏
q(R
2|ωq|′ ×Rn−|ωq|
′
). Let
Qr : R× R
N → R× R2|ωr|
′
× Rn−|ωr|
′
denote the projection idR × pr.
Note that the projection Qr generates a diffeomorphism between the manifold E(Ur) ⊂
R×RN and the manifold Er(Ur) ⊂ R× R
2|ωr|′ × Rn−|ωr|
′
, a diffeomorphism that respects
the oriented 1-foliations, induced by the v-flow on X, as well as the (ωr)-stratifications
of E(Ur) and Er(Ur) by combinatorial types of v-trajectories (or rather of the π-fibers).
We denote these foliations by Fr and Gr, respectively.
Let µ ≺ ν be two elements in the poset (ωr), and let Kµ,Kν be the two pure strata of
K(Tr) ⊂ R
N , indexed by µ, ν. Consider a sequence of points {ym ∈ Kν}m and a sequence
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of points {zm ∈ Kµ}m, both converging to a point z⋆ ∈ Kµ. We need to verify that, if
the tangent spaces {TymKν}m converge in R
N to an affine space T⋆ containing z⋆, and the
sequence of lines {lm ⊃ [zm, ym]}m converges to a line l⋆ ⊂ R
N , then l⋆ ⊂ T⋆.
Equivalently, we need to verify that, if the spaces {Tm =def π
−1(TymKν)}m converge
in R × RN to an affine space T⋆ =def π
−1(T⋆) ⊃ π
−1(z⋆), and the sequence of 2-planes
{Lm =def π
−1(lm)}m converges to a plane L⋆ =def π
−1(l⋆) ⊂ R×R
N , then L⋆ ⊂ T⋆. Let us
call this conjectured property “A˜”. Note that all the affine spaces Tm,T⋆, Lm, and L⋆, are
fibrations with the line fibers parallel to the direction of R in R× RN .
We can think of E(Ur) as a graph of a smooth map from Er(Ur) to
∏
s 6=r R
2|ωs|′×Rn−|ωs|
′
.
Since Qr : E(Ur) → Er(Ur) is a stratification-preserving diffeomorphism which respects
the v-induced 1-foliations Fr and Gr, the tangent spaces to the ν-indexed pure stratum
in E(Ur) are mapped isomorphically by Qr onto the tangent space to the ν-indexed pure
stratum in Er(Ur). So, with the help of the graph-manifold E(Ur), any tangent space to
the ν-indexed pure stratum in Er(Ur) determines the corresponding tangent space to the
ν-indexed pure stratum in E(Ur).
Let τ˜⋆ denote the tangent space to E(Ur) at a generic point z˜⋆ ∈ π
−1(z⋆), and let τ⋆
denote the tangent space to Er(Ur) at the point Pr(z⋆). By the very definitions of T⋆ and
L⋆ as limit objects and using that E(Ur) is a smooth manifold, carrying the foliation Fr
(whose leaves are parallel lines in R× RN ), we get that T⋆ ⊂ τ˜⋆ and L⋆ ⊂ τ˜⋆.
SinceQr : E(Ur)→ Er(Ur) is a diffeomorphism, Qr : τ˜⋆ → τ⋆ is an isomorphism of vector
spaces. Therefore there exist unique subspaces of τ˜⋆ that are mapped by Qr onto Qr(T⋆) or
onto Qr(L⋆); these are exactly the spaces T⋆ and L⋆, respectively. Thus, Qr(L⋆) ⊂ Qr(T⋆)
if and only if L⋆ ⊂ T⋆.
Hence the property A˜ is equivalent to the following property A: if the spaces {Qr(Tm)}m
converge in R × R2|ωr|
′
× Rn−|ωr|
′
to the affine space Qr(T⋆), and the sequence of planes
{Qr(Lm)}m converges to a plane Qr(L⋆) ⊂ R× R
2|ωr|′ , then Qr(L⋆) ⊂ Qr(T⋆).
By Corollary 2.3, Kr(Tr) ⊂ R
2|ωr|′ × Rn−|ωr|
′
is a Whitney space. Therefore, property
A is valid. So the property A˜ has been validated as well: K(T (v)) is a Whitney stratified
space in RN . 
Remark 2.2. It is desirable to find a more direct proof of Theorem 2.2, the proof that
will validate Whitney’s property B˜ geometrically, without relying on the heavy general
theorems that claim: “semi-analytic sets are Whitney spaces”. In fact, the discriminant
varieties in Rd
coef
that correspond to various combinatorial patterns ω for real divisors of
real d-polynomials, do have remarkable intersection patterns for their tangent spaces and
cones (see [K5]). Perhaps, these properties of discriminant varieties should be in the basis
of a “more geometrical” proof. ♦
Corollary 2.4. Let X be an (n + 1)-dimensional compact smooth manifold, carrying a
traversally generic field v. Then the following claims are valid:
• The space of trajectories T (v) admits the structure of finite cell/simplicial complex.
• For each ω ∈ Ω•′〈n], the stratum T (v, ω•) is a codimension |ω|
′ subcomplex of
T (v).
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• With respect to an appropriate cellular/simplicial structure in X, the obvious map
Γ : X → T (v) is cellular/simplicial.
• Moreover, Γ : X → T (v) is a homotopy equivalence.
Proof. By Theorem 2.2, the trajectory space T (v) of a traversally generic flow admits a
structure of a Whitney space, being embedded in some ambient Euclidean space.
The fundamental results of [Gor], [Jo], and [Ve] claim that the Whiney spaces Y ad-
mit smooth triangulations τ : T → Y , amenable to their stratifications. The adjective
“smooth” here refers to the homeomorphism τ being smooth on the interior of each sim-
plex ∆ (remember, the pure strata T (v, ω) are smooth manifolds!). With respect to such
triangulations, the strata are subcomplexes.
Therefore T (v) admits a finite triangulation so that each stratum T (v, ω•) is a sub-
complex.
For traversing fields v, over each open simplex ∆◦ ⊂ T (v), the map Γ : X → T (v) is
a trivial fibration whose fibers are either closed segments, or singletons. Thus each set
Γ−1(∆◦) is homeomorphic either to the cylinder ∆◦ × [0, 1], or to ∆◦. This introduces a
cellular structure on X so that Γ becomes a cellular map. With a bit more work, one can
refine the cellular structures in X and T (v), so that Γ becomes a simplicial map.
Since, by Theorem 5.1 from [K1], Γ : X → T (v) is a weak homotopy equivalence and
both spaces are CW -complexes, we conclude that Γ is a homotopy equivalence [Wh1]. 
Remark 2.3. Most probably, T (v) is a compact CW -complex for any traversing and
boundary generic (see Definition 2.1) (and not necessary traversally generic!) field v.
However, for such fields, we do not have “open book” algebraic models (as in Figure 2) for
their interactions with boundary in the vicinity of a typical trajectory. So we do not know
how to extend the previous arguments to a larger class of fields. ♦
Next, we introduce one construction which will turn to be very useful throughout our
investigations.
(v)
(v)   R X
Γ
Figure 4. The embedding α(f, v) of X into the product T (v)× R.
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Lemma 2.4. For any non-vanishing gradient-like9 field v on X, there is an embedding
α : X ⊂ T (v) × R. In fact, any pair (f, v) such that df(v) > 0 in a canonical fashion
generates such an embedding α = α(f, v).
For any smooth map β : T (v)→ RN , the composite map
A(v, f) : X
α
−→ T (v) × R
β×id
−→ RN × R
is smooth.
Two embeddings α(f1, v) and α(f2, v) are isotopic through homeomorphisms, provided
that df1(v) > 0, df2(v) > 0.
Proof. Since f is strictly increasing along the v-trajectories, any point x ∈ X is determined
by the v-trajectory γx through x and the value f(x). Therefore, x is determined by the
point γx × f(x) ∈ T (v) × R. By the definition of topology in T (v), the correspondence
α(f, v) : x→ γx × f(x) is a continuous map.
In fact, α(f, v) is a smooth map in the spirit of Definition 2.2: more accurately, for
any map β : T (v) → RN , given by N smooth functions on T (v), the composite map
A(v, f) : X → RN ×R is smooth. The verification of this fact is on the level of definitions.
For a fixed v, the condition df(v) > 0 defines an open convex cone C(v) in the space
C∞(X). Thus, f1 and f2 can be linked by a path within the space of nonsingular functions
onX, which results in α(f1, v) and α(f2, v) being homotopic through homeomorphisms. 
Remark 2.4. By examining Figure 4, we observe an interesting phenomenon: the em-
bedding α : X ⊂ T (v)× R does not extend to an embedding of a larger manifold Xˆ ⊃ X,
where Xˆ \X ≈ ∂1X × [0, ǫ). In other words, α(∂1X) has no outward “normal field” in the
ambient T (v)× R; in that sense, α(∂1X) is rigid in T (v)× R! ♦
Corollary 2.5. Let X◦ denote the interior of X. For any traversing field v on X, the
embedding
α(f, v) : ∂X → (T (v)× [0, 1]) \ α(f, v)(X◦)
is a homology equivalence. As a result, the space (T (v)× [0, 1]) \α(f, v)(X◦) is a Poincare´
complex of the formal dimension dim(X) − 1.
Proof. Put α =def α(f, v). Let us compare the homology long exact sequences of two pairs:
X ⊃ ∂X and T (v) × [0, 1] ⊃ (T (v) × [0, 1]) \ α(X◦). They are connected by the vertical
homomorphisms that are induced by α. Using the excision property,
α∗ : H∗(X, ∂1X)→ H∗
(
T (v)× [0, 1], (T (v)× [0, 1]) \ α(X◦)
)
are isomorphisms. On the other hand, since by Corollary 2.4, Γ : X → T (v) is a homology
equivalence, α∗ : H∗(X) → H∗(T (v) × [0, 1]) are isomorphisms. Therefore by the Five
Lemma,
α∗ : H∗(∂1X)→ H∗((T (v)× [0, 1]) \ α(X
◦))
must be isomorphisms as well. Since ∂X is a closed n-manifold, it is a Poincare´ complex
of formal dimension n, and thus so is the space (T (v) × [0, 1]) \ α(f, v)(X◦). 
9equivalently, traversing
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3. The Causality-based Holography Theorems
Now we are in position to formulate the question in the center of this paper:
“Is it is possible to reconstruct a manifold X and a nonsingular gradient v-flow on X
from some v-generated data, available on the boundary ∂X?”
When such a reconstruction is possible (see Theorem 3.1), the corresponding proposition
deserves the adjective “holographic” in its name10.
Given a traversing field v on X, consider the map
Cv : ∂
+
1 X(v)→ ∂
−
1 X(v)
that takes any point x ∈ ∂+1 X to the next point y from the set γx ∩ ∂1X, the order on the
trajectory γx being defined by v. We call Cv the causality map of v (see Theorem 3.2 for
a justification of the name).
Of course the gradient fields have no closed trajectories. Nevertheless, in the world of
such fields on manifolds X with boundary, the causality map can be thought as a weak
substitute for the Poincare´ return map (see [Te] for the definition of the Poincare´ return
map). The dynamics of Cv under (finitely many) iterations reflects the concavity of X
with respect to the v-flow (see [K1]). The “iterations” of Cv are only partially-defined
maps. However, for geodesic flows on Riemmanian manifolds with boundary, Cv can be
transformed into, so called, billiard map Bv (see [K4]). For Bv, arbitrary iterations are
available, and the dynamics of Bv-iterations is the subject of a flourishing research.
We are painfully familiar with the discontinuous nature of Cv (implicitly, it animates the
investigations in [K], [K1], [K2], and [K3]). The bright spot is that Cv is semi-continuous
relative to any nonsingular function f : X → R with the property df(v) > 0. This
semi-continuity has the following manifistation: for any x ∈ ∂+1 X and ǫ > 0, there is a
neighborhood Uǫ(x) ⊂ ∂1X such that
f(Cv(y)) − f(y) ≥ 0, and(3.1)
f(Cv(y)) − f(y) > f(Cv(x))− f(x)− ǫ for all y ∈ Uǫ(x).
Note that Cv(x) = x exactly when x ∈ ∂
−
2 X
◦ ∪ ∂−3 X
◦ ∪ · · · ∪ ∂−n+1X.
We can take alternative and more formal views of the map Cv.
Note that the traversing v-flow on X defines a structure of a partially ordered set on ∂X:
we write x ≺ x′, where x, x′ ∈ ∂X, if there is an ascending v-trajectory (not a singleton)
that connects x to x′. Let us denote by C∂(v) this poset (∂X,≺). Evidently, x  x′ if and
only if x′ is an image of x under a number of iterations of the causality map Cv, provided
v being boundary generic. Therefore, the poset C∂(v) allows for a reconstruction of the
causality map Cv.
Remark 3.1. Note that Lemma 3.4 and formula (3.19) from [K2] provide, among other
things, for local models of the causality maps Cv, generated by traversally generic fields v.
In the special coordinates (u, x, y), Cv amounts to taking each root of the u-polynomial
10We own an apology to the fellow physisits: the name does not suggest a connection to the holography
principles in the quantum field theory and the dual theories of gravitation.
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P (u, x), residing in a maximal interval I(x) where P (u, x) ≤ 0, either to the next root
residing in I(x), or to itself (when I(x) happens to be a singleton). By Theorem 2.2 from
[K2], this is a map from the semi-algebraic set {P (u, x) = 0, ∂P∂u (u, x) ≥ 0, ‖x‖ ≤ ǫ} to the
the semi-algebraic set {P (u, x) = 0, ∂P∂u (u, x) ≤ 0, ‖x‖ ≤ ǫ}. These observations form a
foundation of the notion of holographic structure on ∂X which we promote in [K4]). ♦
For a traversing field v, the smooth functions on X that are constant along each v-
trajectory γ give rise to smooth functions on ∂1X. Such functions are constant along each
Cv-trajectory γ
∂ = γ ∩ ∂1X. Furthermore, any smooth function on ∂X which is constant
on each finite set γ∂ gives rise to a unique continuous function on X, which is constant
along each trajectory γ. However, such functions may not be automatically smooth on X!
For a traversing v, consider the algebra Ker(Lv) ≈ C
∞(T (v)) of smooth functions on X
that are constants along each v-trajectory.
Question 3.1. For a boundary generic traversing field v on X, how to characterize the
image (trace) of the algebra Ker(Lv) in the algebra C
∞(∂X) in terms of the causality map
Cv? ♦
Let L
(k)
v be the k-th iteration of the Lie derivative in the direction of the field v. For a
boundary generic field v, We denote by mj(v) be the algebra of smooth functions ψ on ∂X
such that (L
(k)
v ψ)
∣∣
∂k+1X
= 0 for all k ∈ [1, j].
Let us denote by mj(v)
Cv the subalgebra of functions from mj(v) that are constants on
each Cv-trajectory γ
∂ = γ ∩ ∂X.
It is easy to check that Ker(Lv)|∂X ⊂ mn(v)
Cv .
Now we move away from the category smooth maps towards the category of piecewise
differentiable (“PD” for short) maps.
Definition 3.1. We say that a triangulation T∂ of ∂X is invariant under the causality map
Cv : ∂
+
1 X → ∂
−
1 X, if the interior of each simplex from T
∂ is mapped homeomorphically by
Cv onto the interior of a simplex
11. ♦
Lemma 3.1. If v is a traversally generic field on X, then the boundary ∂X admits a
Cv-invariant smooth triangulation.
Proof. For boundary generic fields v, the map Γ : ∂X → T (v) is finitely ramified surjection.
For a traversally generic v, the lemma follows from Corollary 2.4: any triangulation of the
trajectory space T (v), consistent with its Ω•-stratification, with the help of Γ−1, lifts to a
triangulation T∂ of ∂X. Indeed, for each ω, by Corollary 5.1 from [K3], the map
Γ : Γ−1(T (v, ω)) ∩ ∂X → T (v, ω)
is a trivial covering. By its very construction, the triangulation T∂ is Cv-invariant. 
Remark 3.2. The existence of a triangulation on ∂X by itself does not imply the existence
of a triangulation on T (v): there are smooth manifolds that can serve as finite covering
11Remember, Cv is typically a discontinuous map!
24 GABRIEL KATZ
spaces over topological manifold bases that do not admit any triangulation! For example,
the standard sphere may cover a non-triangulable fake real projective space (see [CS]). ♦
BA
Figure 5. The PL and smooth canonical interpolating homeomorphisms φ~x,~y :
R → R that map a given sequence of 4 distinct numbers ~x to a given sequence ~y
of 4 distinct numbers.
Remark 3.3. Recall that, by Whitehead’s Theorem [Wh], any smooth manifold admits
a unique PD-structure (consistent with its differentiable structure). Therefore, different
Cv-invariant smooth triangulations {T
∂} of ∂X all are PD-equivalent, but perhaps not as
Cv-invariant triangulations! In other words, a common refinement of two Cv-invariant
differentiable triangulations of ∂1X may be not Cv-invariant.
We conjecture that, in fact, any two smooth Cv-invariant triangulations have a Cv-
invariant smooth refinement. That is, the trajectory space T (v) admits a unique PD-
structure that is consistent with the preferred PD-structure on the smooth manifold ∂X.
♦
Remark 3.4. For traversally generic fields, not any homeomorphism ΦT : T (v1)→ T (v2),
which preserves the Ω•-stratification of the trajectory spaces, lifts to a homeomorphism
Φ : X1 → X2 that maps the v1-trajectories to the v2-trajectories so that their field-induced
orientations are preserved. Therefore, using the homeomorphisms Φ∂ : ∂X1 → ∂X2 which
commute with the causality maps is essential for the reconstruction of Φ : X1 → X2!
For example, consider a surface X with boundary which admits generic Morse data (f, v)
with a single v-trajectory γ of the combinatorial type ω = (121). Then in the vicinity of
γ, the space T (v) is a graph shaped as the letter Y. The function f breaks the six-fold
symmetry of the graph T (v). With the help of f , the three edges of the graph can be
labeled by the three distinct morphisms ρ1, ρ2, ρ3 ∈ Mor((11), (121)). By definition, ρ1
sends the first 1 in (11) to the first 1 in (121), and the second 1 to 2; ρ2 sends the first 1
in (11) to 2, and the second 1 to the third 1 in (121); finally, ρ3 sends the first 1 in (11) to
the first 1 in (121), and the second 1 to the third 1 in (121).
Consider the automorphism ΦT : T (v) → T (v) which switches the two edges that are
labeled by ρ1 and ρ2 and keeps the edge labeled by ρ3 fixed. Evidently, Φ
T preserves the
Ω•-stratification of T (v). We leave to the reader to verify that ΦT cannot be lifted to a
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homeomorphism Φ : X → X which preserves the v-induced orientations of the trajectories
(glance at Fig. 4). ♦
Recall again that a function f on a closed subset Y of a smooth manifold X is called
smooth if it is the restriction of a smooth function, defined in an open neighborhood of Y .
Let v be a traversing field on a compact manifold X, and A ⊃ B two closed subsets
of ∂1X. We denote by X(v,A) and X(v,B) the sets of v-trajectories through A and B,
respectively.
To prove Theorem 3.1 below, we need the following lemma.
Lemma 3.2. Let v be a traversing and boundary generic field on a compact manifold X
and A ⊂ B ⊂ ∂X closed subsets. Consider a smooth function
f : B ∪X(v,A) → R
such that f(x) < f(x′) for any two points x 6= x′ on the same trajectory, such that x′ can
be reached from x by moving along the trajectory in the direction of v.
Then f extends to a smooth function F : X(v,B)→ R such that Lv(F ) > 0 on X(v,B).
Proof. The argument is an induction by the increasing combinatorial types (from the uni-
versal poset Ω•) of the v-trajectories that pass trough the points of the set B \ A. With
B being fixed, by an inductive argument, we intend to increase “the size” of A ⊂ B, until
eventually it will coincide with B.
Let Θ ⊂ Ω• be a poset, formed by the combinatorial types of trajectories from X(v,B).
Since B is closed in ∂X, the set X(v,B) is compact. So we may assume that, for some
even d, all the elements ω ∈ Θ have the property |ω| ≤ d. As a result, Θ is a finite set,
and the poset Θ is closed in Ω• ∩ Ω〈d]. Here Ω〈d] denotes the set of all finite sequences
ω = (ω1, ω2, . . . ), where ωi ∈ N, |ω| ≤ d, and |ω| ≡ d mod 2.
Consider all the trajectories through the points of B \ A and their combinatorial types
(which automatically reside in Θ). Among these types, we pick a minimal element ω.
Evidently, if no such ω exists, then A = B and we are done.
Denote by Zω the subset of X(v,B) that is formed by the trajectories of the combina-
torial type ω. Let Z∂ω =def Zω ∩ ∂X.
By the choice of a minimal ω, the trajectories that are the limits of trajectories from
Zω, but are not contained in Zω, have combinatorial types residing in the subset ω≻ ⊂ Θ
(formed by elements ω′ with the property ω′ ≺ ω) and thus are contained in X(v,A).
We are going to show that the given smooth function
f : Z∂ω ∪X(v,A)→ R,
with the properties as in the lemma, extends to smooth function
F : Zω ∪X(v,A)→ R
so that Lv(F ) > 0. Indeed, for each trajectory γ ⊂ Zω, there is a smooth strictly monotone
function Fγ : γ → R that takes the given increasing values of the discrete function f |γ :
γ ∩ Z∂ω → R (see Figure 5, diagram B). This interpolating construction is based on a
standard block-function ϕa,b : [0, a]→ [0, b] that smoothly depends on the two non-negative
26 GABRIEL KATZ
parameters a, b. The infinite jet of ϕa,b at 0 coincides with the jet of the function x, the
infinite jet of ϕa,b at a coincides with the jet of the function x + b, and
d
dxϕa,b(x) > 0 in
the interval [0, a] 12
The family Fω(γ, f) of such functions Fγ : γ → R forms a convex set in the space C
∞(γ)
of all smooth functions on the trajectory γ. In particular, Fω(γ, f) is a contractible space.
In fact, we get a fibration
Fω(f) =def
⋃
γ⊂Zω
Fω(γ, f) −→ Tω,
where Tω =def T (v, ω) denotes the Γ-image of Zω in the trajectory space T (v).
The following argument validates the local triviality of the fibration Fω(f) → Tω. We
use flow-adjusted coordinates (u, x) in the vicinity of a given trajectory γ0 = {x = 0} of
the combinatorial type ω. In the vicinity of γ0, the manifold X is given by an inequality
{P (u, x) ≤ 0}, where P is a smooth function in x and a polynomial in u of degree |ω|. Any
other trajectory γ in the vicinity of γ0 is given by the equation {x = ~const} together with
a choice of a marker τ ∈ R such that P (τ, ~const) ≤ 0.
If the combinatorial type of γ is ω as well, then there is a canonical diffeomorphism
φf : γ → γ0 (see Figure 5, diagram B) such that
φf (γ ∩ Z
∂
ω) = γ0 ∩ Z
∂
ω .
It depends continuously on the set γ ∩ Z∂ω and thus on γ ∈ Tω. So φf induces a fiber
homeomorphism (φf )
∗ : Fω(γ0, f)→ Fω(γ, f), which delivers a local product structure to
the fibration Fω(f)→ Tω.
We denote by Tω(A) the Γ-image of Zω ∩ X(v,A) in the trajectory space T (v). It is
important to notice that Tω(A) is a closed subset in Tω. This follows from the fact that
X(v,B) is a closed subset of X and ω is a minimal combinatorial type of trajectories from
X(v,B \ A).
For the trajectories γ ⊂ Zω ∩X(v,A), the given function f : B ∪X(v,A) → R delivers
a continuous section σA : Tω(A)→ Fω(f) of the fibration Fω(f). Since the fibers Fω(γ, f)
of Fω(f) → Tω are contractible and Tω(A) is closed in Tω, the section σA extends to
a continuous section σB of the fibration Fω(f) → Tω. This claim can be validated by
the following standard partition-of-unity argument. The section σA extends in an open
neighborhood UA of Tω(A) in Tω so that Lv(σA(γ)) > 0 for all γ ∈ UA. We denote this
extension by σ˜A. Consider a partition of unity {φA, φB}, subordinate to the open cover
{UA,Tω \ Tω(A)} of Tω.
Let σ◦B : Tω \ Tω(A) → Fω(f) be a continuous section, produced by the construction of
the interpolating diffeomorphism as in Figure 5, diagram B.
Now put σB =def φA · σ˜A+φB ·σ
◦
B . The section σB admits an approximation σ˜B : Tω →
Fω(f) which depends smoothly on γx ⊂ Zω (or rather on x) and still has the property
12In Figure 5, diagram B, we show the four-points interpolation φ~x,~y that uses three block-functions of
the type ϕa,b.
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Lv(Fγx) > 0 on Zω. With the help of σ˜B, we managed to produce a smooth function
F : Zω ∪X(v,A) → R, subject to the condition Lv(Fγ) > 0 on Zω ∪X(v,A).
Finally we form the closed set A′ := A ∪ Z∂ω ⊂ ∂1X and apply the previous arguments
to the new pair B ⊃ A′. This completes the inductive step.
Eventually, via a sequence of the steps “(A,B) ⇒ (A′, B)”, we will arrive to the pair
(B,B). For such a pair, f = F , so Lv(F ) > 0 on X(v,B) by the hypotheses of the
lemma. 
By letting A := ∅ and B := ∂1X in Lemma 3.2, we get an instant implication:
Corollary 3.1. Let v be a traversing and boundary generic field on a compact manifold X.
Consider a smooth function f : ∂X → R such that f(x) < f(x′) for any two points x 6= x′
on the same trajectory, such that x′ can be reached from x by moving in the direction of v.
Then f extends to a smooth function F : X → R such that Lv(F ) > 0 on X. ♦
Now, we are in position to prove the main result of this paper, dealing with topological
rigidity of boundary value problems for a rather general class of ODE’s.
Theorem 3.1. (The Holography Theorem)
Let X1,X2 be two smooth compact connected (n + 1)-manifolds with boundary, equipped
with traversing boundary generic fields v1, v2, respectively.
• Then any smooth diffeomorphism Φ∂ : ∂X1 → ∂X2, such that
Φ∂ ◦ Cv1 = Cv2 ◦ Φ
∂ ,
extends to a homeomorphism Φ : X1 → X2 which maps v1-trajectories to v2-
trajectories so that the field-induced orientations of trajectories are preserved. The
restriction of Φ to each trajectory is a smooth diffeomorphism.
• If each v1-trajectory is transversal to ∂X1 at some point, then the homeomorphism
Φ is a smooth diffeomorphism. In particular, this is the case for any concave vector
field v1.
• In general, the conjugating homeomorphism Φ : X1 → X2 is a smooth diffeomor-
phism outside the closed subsets X1
(
v1, (33) ∪ (4)
)
⊂ X1 and X2
(
v2, (33) ∪
(4)
)
⊂ X2. If the fields are traversally generic, then the set Xi(vi, (33)) is of
codimension 4. The set Xi(vi, (4)) is of codimension 3.
Proof. Using that Φ∂ : ∂X1 → ∂X2 is a homeomorphism that commutes with the causality
maps Cvi , we see that Φ
∂ gives rise to a well-defined homeomorphism ΦT : T (v1)→ T (v2)
of the trajectory spaces.
When the arguments apply to both v1 and v2, in order to simplify the notations, we put
v =def vi and X =def Xi, where i = 1, 2.
Let Γ : X → T (v) be the obvious onto map. Since v is a non-vanishing gradient-like
field, any trajectory reaches the boundary; so the obvious map Γ∂ : ∂X → T (v) is onto as
well.
28 GABRIEL KATZ
Evidently, the fiber of Γ∂ consists of the maximal chain of points x1  x2  · · ·  xq
from ∂X such that Cv(xj) = xj+1 for all j ∈ [1, q − 1]. By the definition of Cv, such chain
is exactly the ordered finite locus γx1 ∩ ∂X.
We claim that the combinatorial type ω = ω(γ) ∈ Ω• of each v-trajectory γ ⊂ X can be
recovered from the causality map Cv : ∂
+
1 X → ∂
−
1 X in the vicinity of γ ∩ ∂X.
For each point y ∈ ∂X, its multiplicity m(y) with respect to a boundary generic flow
v can be detected by the unique pure stratum ∂jX
◦ := ∂jX
◦(v), j = m(y), to which y
belongs. On the other hand, it can be also detected in terms of the causality map Cv and
its iterations, restricted to the vicinity of y. Let us justify this observation. Recall that, for
boundary generic fields, Lemma 3.1 [K2] provides us with a model for the divisors {Dγˆ}γˆ ,
localized to a sufficiently small neighborhood Uy of y (the set γˆ ∩ ∂X ∩ Uy is the support
of Dγˆ |Uy). We choose the neighborhood Uy with some care: first we chose a small smooth
transversal section S ⊂ Xˆ of the vˆ-flow, which contains y, then we consider the union Vy
of vˆ-trajectories through the points of S, and finally we let Uy = Vy ∩X.
In the vˆ-flow adjusted coordinates (u, x), ∂X is given by an equation {F (u, x) = 0},
where a smooth function F has 0 for its regular value. Then the vˆ-trajectory γˆ is given by
the equation {x = 0} and the v-trajectory γ by {F (u, x) ≤ 0, x = 0}.
Since v is boundary generic, each point y = (u⋆, 0) ∈ γ ∩ ∂X has multiplicity m(y) ≤
dim(X). So F (u, 0) has a zero at u⋆ of multiplicity m(y) ≤ dim(X). By the Taylor formula,
this implies that any smooth function g(u) that is C∞-close to F (u, 0) has finitely many
zeros of finite multiplicities, which are localized to the vicinity of the zero set {F (u, 0) = 0}.
Moreover, in the vicinity of u⋆, g(u) = P (u) · Q(u), where P (u) is a real polynomial of
degree m(y) and Q(u) > 0. Therefore any such function g(u) is of the form P˜ (u) · Q˜(u),
where P˜ (u) is a real polynomial of the degree |ω| =
∑
y∈γ∩∂X m(y) and Q˜ > 0. Thus,
for any trajectory γ′ = {x = x′} in the vicinity of γ (for any x′ sufficiently close to 0),
the intersection γ′ ∩ ∂X is given by the equation, {γx′(u) =def F (u, x
′) = 0}, and the zero
divisor Dγ′ , associated with γ
′, coincides with the zero divisor DR(P˜ ) of a real polynomial
P˜ of degree |ω| (note that deg(DR(P˜ )) ≡ |ω| mod 2).
Using these models, the maximal length of a chain
z1  z2 =def Cv(z1) z3 =def Cv(z2) . . .
in any sufficiently small v-adjusted neighborhood Uy ⊂ ∂X of y is ⌈m(y)/2⌉, where ⌈∼⌉
denotes the integral part of a positive number. Indeed, if m(y) is even, then the maximal
number of roots of even multiplicity for a polynomial of degree m(y) is m(y)/2, and by
Lemma 3.1 [K2], such u-polynomials gx′(u) of the form
∏m(y)/2
i=1 (u−u⋆−ǫi)
2, where all {ǫi}i
are distinct, are present in an arbitrary small neighborhood of the polynomial (u−u⋆)
m(y)
in the coefficient space.
When m(y) is odd, then the maximal length of a chain z1  z2  . . . in the vicinity
of y in ∂X is (m(y) − 1)/2 = ⌈m(y)/2⌉. It corresponds either to the m(y)-polynomials
with one simple root, followed by the maximal number of multiplicity 2 roots, or to the
m(y)-polynomials with the maximal number of multiplicity 2 roots, followed by a simple
root.
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Evidently, the order in which the points γ ∩ ∂X appear along each trajectory γ is also
determined by Cv. So the combinatorial type ω(γ) ∈ Ω
• of each v-trajectory γ ⊂ X can be
recovered from the causality map Cv : ∂
+
1 X → ∂
−
1 X and its partially-defined iterations. As
a result, the information encoded in Cv is sufficient for a reconstruction of the Ω
•-stratified
space T (v), the image of a finitely ramified map Γ∂ : ∂X → T (v).
Recall that, for traversally generic vector fields v, the combinatorial type ω of any
trajectory γ determines the Ω•-stratified topology of the germ of T (v) at γ [K3]; in contrast,
for just traversing and boundary generic v, this determination by ω alone fails miserably.
So the diffeomorphism Φ∂ : ∂X1 → ∂X2, which commutes with the causality maps Cv1
and Cv2 , must take any chain of points
z1  z2 = Cv1(z1) z3 = Cv1(z2) . . .
in ∂X1 to a similar chain in ∂X2 with the same multiplicity pattern. Therefore, any smooth
diffeomorphism Φ∂, which commutes with the causality maps, gives rise to a homeomor-
phism ΦT : T (v1) → T (v2) which preserves the Ω
•-stratifications of the two spaces. In
particular, since the stratifications {∂jXi(vi)}j can be recovered from the causality maps
Cvi , we get Φ
∂(∂jX1(v1)) = ∂jX2(v2) for all j > 0.
Our next task is to lift ΦT to the desired homemorphism Φ : X1 → X2.
Since v2 is a gradient-like field, there exists a smooth function f2 : X2 → R such that
Lv2(f2) > 0 everywhere in X2. We use f2 to form the auxiliary function
f∂1 =def (Φ
∂)∗(f2) : ∂X1 → R.
Consider a finite open and v1-adjusted cover {Uβ}β of X1, where each Uβ, with the help
of special flow-adjusted coordinates Xβ = (uβ, xβ), is diffeomorphic to the set
Zβ =def {Pβ(uβ, xβ) ≤ 0, ‖xβ‖ ≤ ǫ}.
Here Pβ is a smooth function in the variables xβ and a polynomial of degree deg(Pβ(uβ, 0))
in uβ. This v1-adjusted cover {Uβ} gives rise to a finite open cover {Vβ} of the space T (v1).
Let {ψβ} be a partition of unity associated with {Vβ}, such that each function φβ =def
(Γ1)
∗(ψb) ∈ C
∞(X1). Such partition of unity can be constructed by employing smooth
nonnegative functions χβ(xβ) on the disk Πβ =def {‖xβ‖ ≤ ǫ} with the support in its
interior: just consider the restriction of χβ to Zβ and pull it back to Uβ.
With the help of the coordinates Xβ, we transfer the smooth function f
∂
1 : ∂X ∩Uβ → R
to a smooth function qβ : Zβ → R with the following property:
qβ(u
′, x′) < qβ(u
′′, x′)
for all x′ and u′′ > u′ so that (u′, x′) and (u′′, x′) belong to the same connected component
of the set Zβ ∩ {x = x
′}.
By Lemma 3.2, there exists a smooth function Qβ : Zβ → R that extends qβ and has
the property Lu(Qβ) > 0 in Zβ. Its pull-back fβ : Uβ → R under the coordinate map Xβ
has the property Lv1(fβ) > 0 in Uβ. Moreover, by the construction, (fβ)|∂X1 = f
∂
1 .
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Since Lv1(φβ) = 0 and φβ ≥ 0, by the construction of φβ , we get that Lv1(φβ · fβ) > 0
in int(Uβ). Now we form the function
f1 =def
∑
β
φβ · fβ.
Since
∑
β φβ = 1 and (fβ)|∂X1 = f
∂
1 , the function f1 : X1 → R extends the function
f∂1 : ∂X1 → R and has the property Lv1(f1) > 0 in X1.
With the v1-gradient-like function f1 : X1 → R in place, we are ready to define the
homeomorphism Φ : X1 → X2. It takes a typical v1-trajectory γ ⊂ X1 to the v2-trajectory
γ′ ⊂ X2 that projects, with the help of Γ2, to the point Φ
T (γ) ∈ T (v2). The restriction of
Φ to each trajectory γ is given by the formula
φ12γ (x) =def (f2|Γ−12 (ΦT (γ))
)−1 ◦ (f1|γ),
which makes sense since the ranges of f1 : γ → R and f2 : Γ
−1
2
(
ΦT (γ)
)
→ R coincide
and the two functions deliver diffeomorphisms between their domains and ranges. In this
formula, as usual, we abuse notations: “γ” stands for both a v-trajectory in X and for the
corresponding point in the trajectory space T (v).
Now the desired 1-to-1 map Φ : X1 → X2 is introduced by the formula Φ(x) =def x
′,
where x′ belongs to the trajectory over the point ΦT (γx) ∈ T (v2) such that φ
12
γ (x) = x
′.
By the very construction of the function f1 : X1 → R, we get Φ|∂X1 = Φ
∂.
Evidently, Φ is a homeomorphism since it is a continuous map of compact spaces, distinct
v1-trajectories are mapped to distinct v2-trajectories, and the restriction of Φ to each
trajectory is 1-to-1. So Φ is 1-to-1 and continuous. Moreover, the restriction of Φ to each
v1-trajectory is a smooth diffeomorphism. Similarly, Φ
−1 has these properties as well.
In fact, in many cases, described in the last two bullets of the theorem (perhaps, always),
Φ is a diffeomorphism, thanks to the smooth dependence of solutions of a non-singular ODE
on their initial values.
To validate this claim, we embed Xi properly in a larger open manifold Xˆi and extend vi
to vector field vˆi on Xˆi so that dfˆi(vˆi) > 0 for an appropriate smooth function fˆi : Xˆi → R
which extends fi. We denote by F(vˆi) the corresponding smooth oriented 1-dimensional
foliation in Xˆi. It is transversal to the smooth n-dimensional foliation G(fˆi), defined by
the constant level hypersurfaces {fˆ−1i (c)}c∈R. Let Lˆ
c
i =def fˆ
−1
i (c) ⊂ Xˆi denote a typical
leaf of G(fˆi).
Evidently, the open sets {Mˆ ci =def
⋃
x∈Lˆc γˆx}c∈R cover Xi and thus {∂Mˆ
c =def Mˆ
c
i ∩
∂Xi}c∈R is an open cover of ∂Xi. Put M
c
i =def
⋃
x∈Lc γˆx.
Each set M ci is closed in Xˆi. Finally, we introduce the set X
†
i =def
⋃
c∈RM
c
i . It is a
closed subset of Xˆi and contains Xi.
By a construction, similar to the one of Φ, the diffeomorphism Φ∂ extends to a home-
omorphism Φ† : X†1 → X
†
2 . Indeed, each leaf-trajectory γˆ ⊂ X
†
i is determined by a point
z ∈ γ ∩ ∂Xi. Each leaf Lˆ
c
i , if it hits γˆ, then the intersection is a singleton. So we may
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define Φ† by the formula Φ†(x) = γˆΦ∂(z) ∩ Lˆ
c
2, where c = fˆ1(x) and z ∈ γˆx ∩ ∂X1. Since
Φ∂ conjugates the two causality map, this definition does not depend on the choice of
z ∈ γˆx ∩ ∂X1.
If x ∈ Xˆ1 is such that there exists z ∈ γˆx ∩ ∂X1 with the multiplicity m(z) of tangency
between γˆz and ∂X1 being odd, then, using the local models of boundary generic fields from
Lemma 6.1 [K2], we see that any vˆ1-trajectory in the vicinity of z hits ∂X1. Therefore,
in the vicinity of such x, the homeomorphism Φ† extends further to a homeomorhism
Φˆ : Xˆ1 → Xˆ2. Since each v1-trajectory, but a singleton, is bounded by two points of
odd multiplicity, the only exceptions are the cases when γˆx ∩ ∂X1 is a singleton of an
even multiplicity m(x); in their vicinity of such x, Xˆ1 and X
†
1 differ. For these x’s we
need an additional reasoning for the existence of an extension of Φ† to a homeomorphism
Φˆ : Xˆ1 → Xˆ2 that maps vˆ1-trajectories to vˆ2-trajectories. It is also based on the local
models of boundary generic fields from Lemma 6.1 [K2]. We will provide it later for points
z ∈ ∂−2 X1(v1) \ ∂3X1(v1), where the field v1 is strictly convex.
By the construction of Φˆ, Φˆ∗(fˆ2) = fˆ1 and Φˆ(γˆ) is a leaf of F(vˆ2) for any vˆ1-trajectory
γˆ. Thus we get that Φˆ(Lˆc1) = Lˆ
c
2 and Φˆ(Mˆ
c
1) = Mˆ
c
2 for any c ∈ R.
Note that, in smooth local coordinates on two given manifolds Y1 and Y2, a map Ψ :
Y1 → Y2 is smooth if and only if its composition with each local coordinate in Y2 is a
smooth function in the local coordinates on Y1.
The leaves of the foliations F(vˆi) and G(fˆi) can be locally defined by freezing comple-
mentary groups of the appropriate smooth local coordinates in Xˆi. Recall that Φˆ maps
the smooth foliation F(vˆ1) to the smooth foliation F(vˆ2), the restriction of Φˆ to the the
leaves-trajectories being a smooth diffeomorphism. Since Φˆ also maps the smooth foliation
G(vˆ1) to the smooth foliation G(vˆ2), if the restrictions of Φˆ to the leaves of G(vˆ1) are smooth
maps, we may conclude that the homeomorphism Φ : X1 → X2 is a smooth map.
Since Φ∂ is a smooth diffeomorphism, the image Φ∂(z) ∈ ∂X2 depends smoothly on z.
Therefore, the image point Φ(x) ∈ X2 depends smoothly on a point z ∈ γx ∩ ∂M
c
1 , where
c = f1(x). A priori, this does not imply that Φ(x) depends smoothly on x! However, if
the vˆ2-directed projection of the point Φ(x) on any leaf L
c˜
2, where c˜ is sufficiently close to
c = f1(x) = f2(Φ(x)), depends smoothly on x, then Φ is a smooth map.
When the vˆ1-trajectory γ through a point x ∈ X1 is transversal to ∂X1 at some point
z ∈ ∂X1, then, in the vicinity of x, the vˆ1-induced map p
∂
1 : ∂Mˆ
c
1 → Lˆ
c
1, c = f1(x), admits a
smooth local section σ1 : Lˆ
c
1 → ∂Mˆ
c
1 which is transversal to the fibers of p1 : Mˆ
c
1 → fˆ
−1
1 (c).
That section is delivered by the boundary ∂X1 in the vicinity of z. In such a case, Φ is
smooth in the vicinity of x, since the composition p∂2 ◦ Φ
∂ ◦ σ1 : Lˆ
c
1 → Lˆ
c
2 is a smooth
map. This conclusion applies to all v1-trajectories γ that are bounded by at least one
point of multiplicity 1. The exceptions are the trajectories bounded by two points of odd
multiplicities that exceed 1, that is, by the trajectories whose combinatorial type belongs
to the poset (33) ⊂ Ω
•.
In the special case of trajectories of the combinatorial type (2) ∈ Ω•, the local dif-
ferentiability of Φ can be verified “by hand”. This case deals with Φ in the vicinity of
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each point z ∈ ∂−2 X1(v1) \ ∂3X1(v1). In the special smooth coordinates (u, x0, ~y), where
~y = (y1, . . . , yn−1), in the vicinity of such point z, the boundary ∂X1 is given by an equation
{u2 + x0 = 0}, while X1 by the inequality {u
2 + x0 ≥ 0}. Each vˆ1-trajectory is specified
by freezing the coordinates (x0, ~y). The smooth hypersurfaces {Lˆ
c
1} are transversal to the
vˆ1-trajectories. Since Φˆ
∂ maps ∂2X1(v1)\∂3X1(v1) to ∂2X2(v2)\∂3X2(v2), a similar system
of smooth coordinates is available in the vicinity of Φ∂(z). We use the symbol “ ’ ” to
denote them.
By the previous transversality argument, the homeomorphism Φ may fail to be a local
diffeomorphism only at the points of the locus ∂2X1(v1); so we need to investigate whether
Φ is differentiable in the vicinity of ∂−2 X1(v1).
Let Q denote the hypersurface {u2 + x0 = 0} and Q
′ the hypersurface {(u′)2 + x′0 = 0}.
The functions u : Q→ R and ~y : Q→ Rn−1 are smooth coordinates on Q.
The causality map α =def Cv1 takes each point q = (u, x0, ~y) ∈ Q to the point α(q) =
(−u, x0, ~y).
We denote by K ⊂ Q the locus {u = 0} and by π : R × Rn → Rn the projection
(u, x0, ~y)→ (x0, ~y). Let R
n
+ be the half-space defined by {x0 ≤ 0}.
Lemma 3.3. Let a function f : Q→ R be of the class C2k(Q,R) and invariant under the
involution α : Q → Q. Then there exists a function g : Rn+ → R in the variables (x0, ~y)
such that:
• the restriction of π∗(g) to Q coincides with f ,
• g ∈ Ck(Rn+,R).
Proof. Put x = x0. We denote by |~w| the l1-norm of the vector ~w.
Consider the Taylor expansion of f at a point a = (0, 0, ~y) ∈ K. By the Taylor formula,
there exists a polynomial T 2kf,a(∆u,∆~y) of degree ≤ 2k, an open neighborhood U(f, a) ⊂ Q
of point a ∈ Q, and a positive constant C = C(U(f, a)) (depending on the estimates of the
order 2k + 1 partial derivatives of f in U(f, a)) such that
|f(∆u, ~y +∆~y)− T 2kf,a(∆u,∆~y)| < C(|∆u|+ |∆~y|)
2k+1(3.2)
for all (∆u, ~y +∆~y) ∈ U(f, a).
Since f(α(u, ~y)) = f((u, ~y)), there exists a function g : Rn+ → R such that π
∗(g)|Q
coincides with f : just put g((π(u, ~y)) =def f(u, ~y).
Using that f(α(u, ~y)) = f((u, ~y)) identically, T 2kf,a(∆u,∆~y) has terms of even degrees in
∆u only. We introduce the polynomial T˜ 2kf,a((∆u)
2,∆~y) in the variables (∆u)2, ~y by the
formula T˜ 2kf,a((∆u)
2,∆~y) =def T
2k
f,a(∆u,∆~y). Then we represent T˜
2k
f,a(∆x,∆~y) as a sum of a
polynomial T˜ kf,a(∆x,∆~y) of degree ≤ k in the variables x, ~y and a polynomial R˜
>k
f,a(∆x,∆~y),
comprised of monomials whose degrees exceed k.
Then there exists a positive constant C ′ such that |R˜>kf,a(∆x,∆~y)| < C
′(|∆x|+ |∆~y|)k+1
for all (∆x, ~y +∆~y) in a sufficiently small open neighborhood V (f, a) ⊂ Rn of π(a).
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Therefore, in some open neighborhood W (f, a) ⊂ Rn of π(a), the inequality (3.2) can
be rewritten as
∣∣g(∆x, ~y +∆~y)− T˜ kf,a(∆x)− T˜>kf,a (∆x)
∣∣
≤
∣∣g(∆x, ~y +∆~y)− T˜ kf,a(∆x)
∣∣+
∣∣T˜>kf,a (∆x)
∣∣
< C(
√
|∆x|+ |∆~y|)2k+1 + C ′(|∆x|+ |∆~y|)k+1.(3.3)
Note that the positive function
ψ(|∆x|, |∆~y|) =def (
√
|∆x|+ |∆~y|)2k+1/(|∆x|+ |∆~y|)k+1
is bounded from above in an open neighborhood U = U(k) of (0, 0) in the plane.
Hence, in the vicinity of π(a) = (0, ~y), the inequality (3.3) transforms into the desired
Taylor inequality
∣∣g(∆x, ~y +∆~y)− T˜ kf,a(∆x)
∣∣ < C˜(|∆x|+ |∆~y|)k+1,
where the constant C˜ =def C · supU ψ(|∆x|, |∆~y|)+C
′ > 0. Therefore g ∈ Ck(Rn+,R). 
The smooth diffeomorphism Φ∂ : Q → Q′ maps K to K ′ and commutes with the two
causality maps α : Q → Q and α′ : Q′ → Q′ (the fixed point set of the involution α is K,
and the fixed point set of the involution α′ is K ′).
The local coordinate function x′0 : X2 → R pulls back to a smooth α
′-invariant func-
tion p∗2(x
′
0) : Q
′ → R. Since Φ∂ is a smooth diffeomorphism, the further pull-back
φ = (Φ∂)∗(p∗2(x
′
0)) : Q → R is a smooth function on Q. Since Φ
∂ commutes with α and
α′, φ is α-invariant; moreover it vanishes on K. Therefore, by Lemma 3.3, we conclude
that the function χ(x0, ~y) = φ(
√
|x0|, ~y) is smooth at the points of K, and its pull-back
p∗1(χ) = φ. Therefore, by the definition of Φ, we get that Φ
∗(x′0) is differentiable along K.
Similarly, using that Φ∂ commutes with α and α′, we conclude that ψ = (Φ∂ ◦ p2)
∗(~y′) :
Q → Rn−1 is a smooth and α-invariant map. Therefore ψ is a restriction to Q of a
differentiable map θ : X1 → R
n−1 that depends only on the coordinates (x0, ~y).
At the same time, Φˆ∗(fˆ2) = fˆ1. The functions (fˆ2, x
′
0, ~y
′) form a smooth local system
of coordinates. By the arguments above, the pull-back under Φˆ of these coordinates are
smooth on Xˆ1. Therefore, Φ is a smooth homeomorphism in the vicinity of K. By the
same token, exchanging the roles of X1 and X2, Φ
−1 is smooth as well.
This leaves unsettled only the vicinities of trajectories-singletons whose combinatorial
types belong to the poset (4) and concludes the proof of Theorem 3.1. 
Along the lines of the proof of the last two bullets of Theorem 3.1, the following conjec-
ture would imply that Φ : X1 → X2 (that extends Φ
∂) is always a smooth diffeomorphism.
Conjecture 3.1. Let a smooth hypersurface S ⊂ R × Rm−1 × Rn−m+1 be given by the
polynomial equation
P (u, ~x) =def u
m +
m−2∑
i=0
xiu
i = 0,
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where ~x =def (x0, . . . , xm−2) ∈ R
m−1. Let X be the domain, given by the polynomial
inequality {P (u, ~x) ≤ 0}. We denote by C∂u the causality map for the pair (X, ∂u).
Then any smooth and C∂u-invariant function φ : S → R is the restriction to S of a
smooth function χ : X → R, such that L∂u = 0 in X. ♦
Remark 3.5. Let v be a traversing boundary generic vector field on X. Among other
things, Theorem 3.1 claims that any diffeomorphism of the boundary ∂X, which commutes
with the (partially defined) causality map Cv, extends to a homeomorphism (when v1 is
concave, to a smooth diffeomorphism) of X! ♦
Corollary 3.2. Let X1,X2 be two smooth compact and connected (n + 1)-manifolds with
boundary, equipped with traversing and boundary generic fields v1, v2, respectively. Then
any smooth diffeomorphism Φ∂ : ∂X1 → ∂X2 such that
Φ∂ ◦ Cv1 = Cv2 ◦ Φ
∂
generates a stratification-preserving homeomorphism ΦT : T (v1) → T (v2) of the corre-
sponding Ω•-stratified trajectory spaces. If X1(v1, (33) ∪ (4)) = ∅
13, ΦT induces an
isomorphism
(ΦT )∗ : C∞(T (v2))→ C
∞(T (v2))
of the algebras of smooth functions on the two trajectory spaces—so the two spaces are
“diffeomorphic”.
Proof. By the proof of Theorem 3.1, there exists an extended homeomorphism Φ : X1 → X2
which takes v1-trajectories to v2-trajectories, while preserving their combinatorial tangency
patterns. Therefore, Φ maps every smooth function f : X2 → R that is constant on each
v2-trajectory to a continuous function f ◦Φ : X1 → R that is constant on each v1-trajectory.
When X1(v1, (33) ∪ (4)) = ∅, Φ is a smooth diffeomorphism; so Φ
∗(f) is a smooth
function.
Similar argument applies to the inverse homeomorphism/diffeomorphism (Φ)−1 : X2 →
X1. 
Theorem 3.1 has another “holographic” implication:
Corollary 3.3. For a boundary generic traversing vector field v, the pair (X,F(v)), up to
a homeomorphism of X which is the identity map on the boundary ∂X, can be recovered
from each of the following structures on the boundary ∂X:
• the causality map Cv : ∂
+
1 X(v)→ ∂
−
1 X(v),
• the poset (C∂(v), ) (whose elements are the points of ∂X).
When X1(v1, (33) ∪ (4)) = ∅, the above homeomorphism may be assumed to be a
smooth diffeomorphism.
In particular, all the topological invariants (when X1(v1, (33) ∪ (4)) = ∅, all the in-
variants of the smooth structure on X14) can be recovered from each of the two previous
structures on ∂X.
13In particular, if the field v1 is concave
14such as the characteristic classes of the tangent bundle τ (X)
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Proof. Consider two manifolds, X1 and X2, which share a common boundary and carry
traversing and boundary generic fields v1 and v2. Let Φ
∂ : ∂X1 → ∂X2 be a given dif-
feomorphism that identifies the two boundaries. If Φ∂ : ∂X1 → ∂X2 conjugates the two
causality maps Cv1 and Cv2 , then according to Theorem 3.1, the diffeomorphism Φ
∂ ex-
tends to a homeomorphism Φ : X1 → X2 so that the oriented foliation F(v1) is mapped to
the oriented foliation F(v2), the homeomorphism Φ being a diffeomorphism on each leaf.
If we assume that Φ∂ = id∂X1 , then Cv1 = Cv2 . Therefore Φ extends the identity map
id∂X .
The equivalence of the two structures, Cv and (C
∂(v), ), on the boundary has been
established in the discussion that followed formula (3.1).
When X1(v1, (33) ∪ (4)) = ∅, by Theorem 3.1, the homeomorphism Φ may be chosen
to be a smooth diffeomorphism. 
Example 3.1. The statement of Corollary 3.3 is not obvious even for the nonsingular
gradient flows on 2-dimensional manifolds. Consider a compact surface X with a connected
boundary ∂X ≈ S1 and a traversally generic field v on X. Then ∂+1 X is a disjoint union
of q arcs in S1. The set ∂−1 X is a disjoint union of equal number of arcs.
The causality map Cv : ∂
+
1 X → ∂
−
1 X can be represented by a graph Gv ⊂ ∂
+
1 X × ∂
−
1 X,
drawn in a set of q × q of black unitary squares of the 2q × 2q checker board, the sums of
indexes of each square in the 2q×2q table being odd. The graph Gv has a finite number of
discontinuity points with well-defined left and right limits for each arc of Gv . The interior
of each arc of Gv is smooth. (It looks that the total variation of the function Cv in this
model is q.)
According to Corollary 3.3, this graph Gv “knows” everything about the topology of
X and the dynamics of the un-parametrized v-flow on it, up to a diffeomorphism of X!
Even the claim about the topological type of X has some subtlety: according to the Morse
formula for vector fields [Mo], to calculate χ(X), and thus to determine the topological
type of X, we need to know not only χ(∂+1 X) = q (which we obviously do), but also the
integer χ(∂+2 X), which can be extracted by iterating the map Cv. This presumes that the
polarity of each of the 2q points from ∂2X can be recovered from Cv or Gv . We leave to
the reader to discover the recipe. ♦
Example 3.2. For a transversally generic v on a 4-dimensional X, the locus X(v, (33)) =
∅ for dimensional reasons. Since X(v, (4)) is a finite set residing in ∂X, we conclude that
all the Gauge invariants of compact smooth 4-manifolds X with boundary can be recovered
from the causality map Cv : ∂
+
1 X → ∂
−
1 X. As a practical matter, this recovery must be
very challenging... ♦
The next corollary suggests that traversing vector fields and their causality maps give
rise to a new representation of smooth manifolds.
Corollary 3.4. Any compact connected smooth (n + 1)-dimensional manifold X with the
spherical boundary can be represented, up to a homeomorphism, by a semi-continuous map
of n-balls. For n ≤ 3, this representation captures the smooth topological type of X.
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Proof. Take any compact smooth manifold X with a spherical boundary ∂1X = S
n. By
Theorem 3.1 from [K1] and Theorem 3.5 from [K2], there is an open set D(X) of traversally
generic fields v, such that ∂+1 X is a ball D
n
+ ⊂ S
n. Then ∂−1 X is the complimentary ball
Dn−. According to Corollary 3.3, for any v ∈ D(X), the topological type of the manifold X
is determined by the semi-continuous causality map Cv : D
n
+ → D
n
− (equivalently, by its
graph Γ(Cv) ⊂ D
n
+ ×D
n
−).
For n ≤ 3, the locus X(v, (33)) = ∅ and X(v, (4)) is a finite set, residing in ∂X. So,
by Corollary 3.3, this representation captures the smooth topological type of X. 
Now consider any time-dependent vector field u(t), t ∈ R, on a n-dimensional manifold
Y without boundary. Then u(t) gives rise to a non-vanishing vector field v =def (u(t), 1)
on the manifold Y × R. Note that v is a gradient-like field with respect to the function
T (y, t) = t on Y × R.
Let X ⊂ Y ×R be a 0-dimensional compact submanifold with a smooth boundary. Since
the field v is of gradient type with respect to the function T , any v-trajectory γ(t) that
passes through a point of X is contained in X for a compact set of instances t ∈ R.
Assume that X ⊂ Y ×R is such that v is boundary generic with respect to ∂X. In view
of Theorem 3.5 from [K2], this assumption can be satisfied by a small perturbation v˜ of v.
In fact, such perturbation v˜ can be of the form (uˆ(t, y), 1) since the property of a field to
be boundary generic depends only on its direction, and not on its magnitude.
Let us call X the “event manifold” and its boundary ∂X the “event horizon”. Note
that the event manifold is chosen as independent set of data, not directly related to the
time-dependent dynamic system u(t) on the manifold Y .
Thus u(t) defines the causality map Cv : ∂
+
1 X(v)→ ∂
−
1 X(v) which takes each “entrance”
point x0 = (y0, t0) on the event horizon ∂X to the closest along the v-trajectory trough x0
“exit” point x1 = (y1, t1) on ∂X.
We can think of the event x0 as the cause of the event x1, so that Cv indeed becomes
the causality map or the causality relation on the horizon ∂X.
The Holography Theorem 3.1 and Corollary 3.3 have the following pivotal interpretation:
Theorem 3.2. (The Causal Holography Principle)
Let u(t), t ∈ R, be a time-dependent smooth vector field on a n-dimensional manifold Y
without boundary.
For any compact (n + 1)-dimensional smooth event manifold X ⊂ Y × R, such that the
field v = (u, 1) is boundary generic on X, the causality relation on the event horizon ∂X
determines the pair (X,F(v)), up to a homeomorphism of X which is the identity on the
event horizon.
When X(v, (33) ∪ (4)) = ∅, (in particular, when the field v is concave), this causality
relation determines (X,F(v)), up to a diffeomorphism which is the identity on the event
horizon. ♦
Remark 3.6. We do not claim that the reconstruction of the event manifold X from the
causality map also allows for the reconstruction of its slicing by the fixed-time frames! ♦
In turn, Theorem 3.2 has has the following interpretation:
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Corollary 3.5. (The topological rigidity of continuations for ODE’s)
Let Y be a smooth n-manifold without boundary and X ⊂ Y × R a compact smooth sub-
manifold of dimension n+ 1. Let u1(t), u2(t), t ∈ R, be two time-dependent smooth vector
fields on Y such that u1(y, t) = u2(y, t) for all “external” events (y, t) ∈ (Y × R) \ X.
Assume that v1 = (u1, 1) and v2 = (u2, 1) are boundary generic fields on X. Suppose that
the two causality maps, Cv1 : ∂
+
1 X → ∂
−
1 X and Cv2 : ∂
+
1 X → ∂
−
1 X are identical.
Then the two dynamical systems, generated by v1 and v2 on Y × R, are topologically
equivalent via a homeomorphism which is the identity on the event horizon.
When X1(v1, (33)∪ (4)) = ∅, (in particular, when the field v is concave), then the two
systems are equivalent via a diffomorphism which is the identity on the event horizon. ♦
In search for further applications of the Holography Theorem 3.1, let us let us pay a
brief visit to the Classical Hamiltonian/Lagrangian Mechanics.
We start with the Poincare´-Cartan 1-form α, globally-defined on the manifold TM ×R.
Its differential ω =def dα is a nonsingular 2-form on TM ×R of the rank 2 · dim(M). The
kernel of dα is generated by a vector field v. The fundamental relation between all these
objects is described by the formula
v ⌋ dα = −dH,(3.4)
where the function H : TM × R → R is called the (time-dependent) Hamiltonian. In the
local coordinates (q, p, t) on TM × R, the form α = p dq −H dt.
In these coordinates, the dynamics of the H-generated mechanical system is described
by the system of ODE’s:
q˙ =
∂L
∂p
=
∂H
∂p
,
p˙ =
∂L
∂q
= −
∂H
∂q
.(3.5)
The function L : TM × R→ R is called the Lagrangian of the system.
Applying Theorem 3.1 to the Hamiltonian system (3.5), we get the following
Corollary 3.6. Consider the Hamiltonian dynamical system (3.5). Assume that, for some
c ∈ R,
• c is a regular value of a smooth function L : TM × R→ R,
• the set
X =def {x ∈ TM ×R| L(x) ≤ c}
is compact in TM × R,
• the field v from (3.4)15 is boundary generic with respect to the event horizon
∂X =def {x ∈ TM ×R| L(x) = c}.
15In the coordinates (q, p, t), v = (q˙, p˙, 1) = ( ∂L
∂p
, ∂L
∂q
, 1).
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Then the causality map/relation Cv on the event horizon ∂X allows for a reconstruction
of the pair (X,F(v)), up to a homeomorphism of X which is the identity on ∂X. ♦
Question 3.2. The main unresolved issue here is: “How abundant are the Hamiltonian
systems that are traversing and boundary generic (alternatively, traversally generic) with
respect to a given event horizon?” ♦
We know that any non-vanishing gradient-like field v can be approximated by a traver-
sally generic field on X (Theorem 3.5 from [K2]). So the open question is whether the
approximation is possible within the universe of Hamiltonian fields.
4. On Future Applications of the Causal Holography
In the future work, we will apply the Holographic Causality Principle to the geodesic
flows on the spaces of unit tangent vectors of compact Riemannian manifolds with bound-
ary. Such applications include the inverse geodesic scattering problems and the geodesic
billiards. Let us describe briefly the flavor of these applications.
LetM be a compact connected n-dimensional smooth Riemannian manifold with bound-
ary, and g a smooth Riemannian metric on M . Let SM →M denote the tangent spherical
bundle of M . Then the metric g induces a geodesic vector field vg, a non-vanishing section
in the tangent bundle T (SM) (for example, see [Be] for the definition and basic properties
of geodesic flows).
Definition 4.1. We say that a metric g on M is of the gradient type if the vector field
vg ∈ T (SM) is a gradient-like: that is, there exists a continuously differentiable function
F : SM → R such that dF (vg) > 0. ♦
For any metric g of the gradient type, and only for such metrics, the causality map
Cvg : ∂
+
1 (SM)(v
g)→ ∂−1 (SM)(v
g)
is well-defined. In fact, its domain and range are diffeomorphic via the reflection map.
We call Cvg the scattering map since it takes any pair (m, v), where m ∈ ∂M and a
unitary tangent vector v ∈ Tm(M) points inside M or is tangent to its boundary ∂M , to
the pair (m′, v′), where m′ ∈ ∂M and v′ ∈ Tm′(M) points outside M or is tangent to ∂M .
Here m′ 6= m is the first point of ∂M that lies on the unique geodesic curve γ ⊂ M that
passes trough m in the direction of v, and v′ is the velocity vector of γ at m′. If, in the
vicinity of m, γ ∩M = m, then we put Cvg (m, v) =def (m, v).
Definition 4.2. We say that a metric g on M is boundary generic if the vector field
vg ∈ T (SM) is is boundary generic with respect ∂(SM) in the sense of Definition 2.1. ♦
In the space of all Riemannian metrics onM , the gradient type metrics and the boundary
generic metrics form open sets.
Definition 4.3. Given two compact Riemannian n-manifolds, (M1, g1) and (M2, g2), con-
sider the geodesic fields vg1 on SX1 and v
g2 on SX2, respectively. They generate the
oriented 1-dimensional geodesic foliations F(vg1) and F(vg2).
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• We say that the metrics g1 and g2 are geodesic flow smoothly conjugated if there
is a smooth diffeomorphism Φ : SM1 → SM2 that it maps each leaf of F(v
g1) to a
leaf of F(vg2), the orientations of the leaves being preserved
• We say that the metrics g1 and g2 are geodesic flow topologically conjugated if there
is a homeomorphism Φ : SM1 → SM2 such that it maps each leaf of F(v
g1) to a leaf
of F(vg2), the map Φ on every leaf being an orientation-preserving diffeomorphism.
♦
Applying Theorem 3.1, we get instantly the following theorem.
Theorem 4.1. (the topological rigidity of the geodesic flow for the inverse scat-
tering problem)
Let (M1, g1) and (M2, g2) be two smooth compact connected Riemannian n-manifolds
with boundaries, and let the metrics g1, g2 be of the gradient type and geodesically boundary
generic.
Assume that the scattering maps
Cvg1 : ∂
+
1 (SM1)→ ∂
−
1 (SM1) and Cvg2 : ∂
+
1 (SM2)→ ∂
−
1 (SM2)
are conjugated by a diffeomorphism Φ∂ : ∂1(SM1)→ ∂1(SM2).
Then the metrics g1 and g2 are geodesic flow topologically conjugated.
If the boundary ∂M1 is concave with respect to g1, then the two metrics are geodesic flow
smoothly conjugated. ♦
Corollary 4.1. Assume thatM admits a geodesically boundary generic Riemannian metric
g of the gradient type. Then the scattering map Cvg : ∂
+
1 (SM) → ∂
−
1 (SM) allows for a
reconstruction of the Ω•-stratified topological type of the space T (vg) of un-parametrized
geodesics on M . ♦
Theorem 4.1 leads to
Theorem 4.2. Assume that a compact connected n-manifold M with boundary admits a
boundary generic Riemannian metric g of the gradient type.
Then the geodesic scattering map Cvg : ∂
+
1 (SM)→ ∂
−
1 (SM) allows for a reconstruction
of the cohomology rings H∗(M ;Z) and H∗(M,∂M ;Z), as well as for a reconstruction of
the homotopy groups {πi(M)}i<n.
Moreover, the Gromov simplicial semi-norms ‖ ∼ ‖∆ on H
∗(M ;R) and on H∗(M,∂M ;R)
can be reconstructed form Cvg . In particular, the simplicial volume ‖[M,∂M ]‖∆ of the fun-
damental cycle [M,∂M ] can be recovered form Cvg .
If, in addition, M has a trivial tangent bundle, then the stable topological type of M 16
is also reconstructable from the geodesic scattering map. ♦
In the spirit of Theorem 1.3 from [BCG], by combining the Mostov Rigidity Theorem
[Most] with Theorems 4.1 and 4.2, we get the following result.
16Here we say that M and M ′ share the same stable (smooth) topological type, if M × Sn−1 and
M ′ × Sn−1 are homeomorphic (smoothly diffeomorphic).
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Theorem 4.3. Let n ≥ 3. Consider two closed locally symmetric Riemannian n-manifolds,
(N1, g1) and (N2, g2), with negative sectional curvatures. Let a connected manifold Mi (i =
1, 2) be obtained from Ni by removing the interior of a smooth codimension zero submanifold
Ui ⊂ Ni, such that the induced homomorphism π1(Mi)→ π1(Ni) of the fundamental groups
is an isomorphism17.
Assume that the restriction of the metric gi toMi is boundary generic and of the gradient
type. Assume also that the two geodesic scattering maps
Cvg1 : ∂
+
1 (SM1)→ ∂
−
1 (SM1), Cvg2 : ∂
+
1 (SM2)→ ∂
−
1 (SM2)
are conjugated via a smooth diffeomorphism Φ∂ : ∂(SM1)→ ∂(SM2)
18.
Then Φ∂ determines a unique diffeomorphism φ : N1 → N2 such that φ
∗(g2) = c · g1 for
a constant c > 0.
♦
This result is inspired by the image of geodesic motion of a bouncing particle in the
complement M to a number of disjoint balls, placed in a closed hyperbolic manifold N of a
dimension greater than two. The balls are placed so “dense” in N that every geodesic curve
hits some ball. Under these assumptions, the probe particle collisions with the boundary
∂M “feel the shape of N”.
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