Abstract. In this paper, we are concerned with mortar edge element methods for solving three-dimensional Maxwell's equations. A new type of Lagrange multiplier space is introduced to impose the weak continuity of the tangential components of the edge element solutions across the interfaces between neighboring subdomains. The mortar edge element method is shown to have nearly optimal convergence under some natural regularity assumptions when nested triangulations are assumed on the interfaces. A generalized edge element interpolation is introduced which plays a crucial role in establishing the nearly optimal convergence. The theoretically predicted convergence is confirmed by numerical experiments.
Introduction
The main interest of this work is to explore some new mortar edge element methods for solving the following three-dimensional system:
where Ω is an open polyhedral domain in R 3 , not necessarily convex, and the coefficients α(x) and β(x) are two positive bounded functions in Ω. The system (1.1) has to be solved repeatedly in numerical solutions of the Maxwell's equations [12] , [15] , [16] , [19] . The equation (1.1) will be complemented with the following perfect conductor condition: (1.2) u × n = 0 on ∂Ω where n is the unit outward normal vector on ∂Ω. Both nodal and edge finite element methods have been used for solving the system (1.1)-(1.2); see, for example, [6] , [13] , [14] , [15] , [30] . It is well-known that the algebraic systems resulting from the discretization of the system (1.1)-(1.2) by the standard nodal and edge element methods differ greatly in nature. This difference leads to the construction of essentially different solvers based on different principles for the resulting discrete systems; see [11, 19, 20] and the references therein.
During the past decade, edge element methods have become increasingly more and more popular in solving the Maxwell equations (1.1)-(1.2). Many effective numerical solvers have been investigated for the discrete systems arising from the edge element discretizations; see [19] , [11] for multigrid methods and [3] , [18] , [26] , [27] , [33] , [34] , [35] for domain decomposition methods. But all these multigrid and domain decomposition methods are built on a globally quasi-uniform grid on the whole domain Ω. This certainly restricts the applications of these methods for the Maxwell system in nonhomogeneous media, where one may use independent grids in each medium region, which are nonmatching across the interface between any two neighboring medium regions, to achieve better performance of the numerical methods. The resulting methods of this type are often called mortar element methods. Clearly, the treatment of the nonmatching grids across interfaces is a central issue for a mortar element method to be accurate and effective. The DDMs based on nonmatching grids were widely studied for second order elliptic problems; see [8] , [9] , [22] , [23] , [28] , [29] and [36] . Some DDMs with nonmatching grids were also investigated for two-dimensional Maxwell's equations in [1] , [35] , and for threedimensional Maxwell's equations like (1.1)-(1.2) in [7] , [21] . As it is well-known, the nonoverlapping domain decomposition theory for the nodal element systems, which has been well developed for second order elliptic problems in the past two decades (see the review article [37] and the references therein), do not work for the edge element systems in general, especially in three dimensions. Very little has been done with the convergence analysis of the mortar element methods for three-dimensional Maxwell's equations. The first important advance in this direction was made by Belgacem, Buffa and Maday in [7] , and it is still the most significant work in the literature. But the results in [7] are a bit unsatisfactory as they used much higher regularity than expected to establish an energy-norm error estimate of their mortar element method for three-dimensional Maxwell's equations: in order to achieve a nearly first order accuracy O(h(log(h)) 1/2 ) when the second family of Nedelec edge elements were used, it requires at least the regularity u ∈ H 2 (curl; Ω k ) in each subdomain Ω k ; and no convergence is possible under the usual regularity assumption u ∈ H 1 (curl; Ω k ). If the first family of Nedelec edge elements was used, the convergence of the mortar edge element method of [7] would lose a further half order compared to the aforementioned convergence order of the second family. Another restriction of work [7] is that the ratio between the largest mesh size of all subdomains and the smallest one of all subdomains goes into the bound of the final error estimate.
To the best of our knowledge, there is still no convincing result in the literature on the construction and analysis of a mortar edge element method which possesses an optimal convergence in the energy-norm. In fact, it is still unknown whether it is possible to construct such an optimal mortar edge element method over general nonmatching finite element grids. The main difficulty for the approach used in the earlier effort [7] is that the L 2 -norm of the jump of the tangential trace on a face cannot achieve any convergence order (see page 897 of [7] ). Also, we think that the estimate of [7] cannot be improved unless an essentially different approach is taken.
In this paper, we will make a further attempt to investigate the problem, and demonstrate that the construction of such optimal mortar edge element methods is indeed possible, at least for some nonmatching grids which are of certain nested structures on the interfaces between neighboring subdomains. We shall propose a mortar edge element method, and show that the method can achieve the nearly optimal error estimate of order h δ k (log(d/h)) 1/2 in the energy-norm under the natural regularity conditions u ∈ H δ k (curl; Ω k ) in each subdomain Ω k (δ k > 1/2), when grids from two neighboring medium subdomains are assumed to be nested on their common interface. This assumption seems practical, since there are no efficient methods to calculate the integrations on the interface for general nonmatching grids (see [22] for such discussions on second order elliptic problems). Our mortar element method is based on the discretization of the Maxwell system (1.1)-(1.2) by the first family of edge elements (but it can be naturally extended to the easier case of the second family of edge elements). To overcome the difficulty that the standard saddle-point theory is not applicable for the error estimate of the proposed mortar edge element method, we shall develop a new approach, which relies heavily on an important generalized edge element interpolation.
The rest of this paper is arranged as follows. Some basic edge element spaces and definitions are described in Section 2. In Section 3, a mortar edge element method is proposed for the system (1.1)-(1.2) based on a new matching condition, and the unique solvability of the discrete problem is proved. Section 4 introduces and studies a generalized edge element interpolation operator. The main result of this paper about the optimal error estimates is analyzed in Section 5. Numerical experiments are presented in Section 6 to confirm the nearly optimal convergence of the mortar edge element method predicted by the convergence theory.
Domain decompositions and discretizations
This section is devoted to the introduction of a nonoverlapping domain decomposition, a weak variational form and some basic edge element spaces. Domain decomposition. We decompose the physical domain Ω into N nonoverlapping tetrahedral subdomains {Ω k } N k=1 , with each Ω k of size d (see [37] ). The faces and vertices of the subdomains are always denoted by f and v, while the common (open) face of the subdomains Ω i and Ω j are denoted by Γ ij , and the union of all such common faces by Γ, i.e., Γ = Γ ij . Γ will be called the interface. By Γ k we denote the intersection of Γ with the boundary of the subdomain Ω k . So we have Γ k = ∂Ω k if Ω k is a subdomain lying strictly inside Ω.
Finite element triangulation. Further, we divide each subdomain Ω k into smaller tetrahedral elements of size h k . The resulting triangulation of the domain Ω k is denoted by T h k , which is assumed to be quasi-uniform (cf. [37] ), while the set of edges and the set of nodes in T h k are denoted by E h k and N h k , respectively. The triangulations in the subdomains generally do not match on the interfaces between subdomains. Hence, each interface Γ ij inherits two triangulations T ij and T ji , which are naturally induced from T h i and T h j , respectively. We shall use h to denote the fine mesh size over Ω, i.e. h = min 1≤k≤N h k .
Weak formulation. The primary goal of this paper is to construct an efficient mortar edge element method for solving the equation (1.1). For this, we first introduce its weak form and then the edge element discretization of the weak form. Let H(curl; Ω) be the Sobolev space consisting of all square integrable functions whose curl's are also square integrable in Ω, and H 0 (curl; Ω) be a subspace of H(curl; Ω) with all functions whose tangential components vanish on ∂Ω, i.e., v × n = 0 on ∂Ω for all v ∈ H 0 (curl; Ω). Then by integration by parts, one derives immediately the variational problem associated with the system (1.1)-(1.2): Find u ∈ H 0 (curl; Ω) such that
where A(·, ·) is a bilinear form given by
Here and in what follows, (·, ·) denotes the scalar product in
. Edge element discretization. For each subdomain Ω k , we introduce the Nédélec edge element space, of the lowest order, which is a subspace of piecewise linear polynomials defined on T h k (cf. [31] ):
where R(K) is a subset of all linear polynomials on the element K of the form:
It is known from [31] that the tangential components of any function v in V h k (Ω k ) are continuous on all edges of every element in the triangulation T h k , and v is uniquely determined by its moments on the edges of T h k : 
Edge element interpolation. For any number δ > 0, we define the space
equipped with the norm
It is known that for any element K in T h k and an edge e of K, the integrals in (2.4) are well-defined (cf. [4] ) for any v ∈ X p (K) (p > 2) given by
Thus if v ∈ X p (K) for any K ∈ T h k and v ∈ H(curl; Ω k ), we can define its edge element interpolant r h k v which is an edge element function in V h k (Ω k ) and has the same moments as v on all edges e ∈ E h k . Also, we can write
and, we can directly verify from above and the Sobolev embedding theorem that r h k v is well-defined for any v ∈ H δ (curl; Ω k ) with δ > 
We shall need the following tangential restrictions of the local subspaces V h i (Ω i ) and V h j (Ω j ) on the common face Γ ij of Ω i and Ω j :
Actually, one can check that V h i (Γ ij ) and V h j (Γ ij ) are linear Raviart-Thomas element spaces on Γ ij . Now we come to define a local multiplier space W (Γ ij ) on each face Γ ij . We first consider a face Γ ij in Group 1. Without loss of generality, we assume that
Then we define W (Γ ij ) as the following two-dimensional Nedelec element space:
We remark that this multiplier space W (Γ ij ) can be viewed as a rotation of the Raviart-Thomas space V coar (Γ ij ) by π/2. We then consider a face Γ ij in Group 2. Let τ be the unit normal vector of ∂Γ ij such that it is parallel to the face Γ ij . As we have h i = h j in this case,
Then we define W (Γ ij ) as the following Raviart-Thomas space:
We point out that the definitions of the multiplier spaces W (Γ ij ) above are very different from that in the existing literature (cf. [7] [21]).
Mortar edge element method
In this section, we introduce our mortar edge element method and discuss its well-posedness.
From now on, we shall often write
Let t ij be the unit tangential vector along the boundary ∂Γ ij ; then we definẽ
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The mortar edge element space on the global domain Ω is then defined by
We emphasize that the space V h (Ω) is not a subspace of H(curl; Ω). Now we can formulate our edge element approximation to the variational problem (2.3) as follows:
Remark 3.1. For two subdomains Ω i and Ω j sharing a common face Γ ij , let E ij be the set of all the fine edges of T h i and T h j lying on ∂Γ ij . The condition that
This requirement is reasonable since T h i and T h j are nested on Γ ij . But as we shall see, the condition that λ e (v i ) = λ e (v j ) for e ∈ E ij is needed only for those faces in Group 2. Such a definition of V h (Ω) is necessary when designing an efficient solution method for (3.1).
Remark 3.2. If we choose
for all the faces in Group 1, the same as we did for Group 2, then we have V h (Ω) ⊂ H(curl; Ω), see Section 5. But the multiplier space is much larger with such a choice if one of the grids T h i and T h j is much finer than the other, and the solution of (3.1) is then much more expensive.
Next, we discuss the unique existence of the mortar edge element system (3.1). It is easy to see that V h (Ω) contains some nonzero vector, for example, all the vectors vanishing on the interface Γ. Moreover, the bilinear form associated with (3.1) is coercive. Thus, we obtain Theorem 3.1. The mortar edge element problem (3.1) has a unique solution u h ∈ V h (Ω).
It seems difficult to verify the standard inf-sup condition for the system (3.1). Because of this, we will derive in the next section an optimal error estimate of u h by a novel approach which does not use the standard saddle-point framework (see [7] , [8] and [9] for comparison).
We conclude this section with some discussions about the realization of the mortar edge element method (3.1). This can be done basically in two steps.
In the first step, we can establish the algebraic saddle-point system associated with the mortar problem (3.1). For this, we define a product space W (Γ) on Γ by
Then the discrete system (3.1) may be written as the following saddle-point problem:
Now we discuss how to ensure the solution u h to meet the edge conditions required inṼ h (Ω). Consider a coarse edge E from any one of the subdomains, and let Ω e 1 , · · · , Ω e k denote the subdomains which share E as one of their edges. The triangulation of each subdomain Ω e i induces a natural partition of E, denoted as T
Without loss of generality, we assume that the partition T E h 1 is the coarsest among all the partitions T
on E. Using (2.6), the restriction of u h in Ω E 1 can be expressed in terms of Nedelec's basis functions associated with the triangulation of Ω e 1 . Now, considering an arbitrary fine edge e ⊂ E from T 
In the second step, we should work out some effective method to solve the saddlepoint system (3.4)-(3.5). This system can be solved by many existing iterative methods, for example, the inexact Uzawa-type methods developed in [24] , [25] . But in order for an iterative method to be efficient, one should construct an effective preconditionerÂ for the operator A and another effective preconditioner for the Schur complement BÂ −1 B t associated with the system (3.4)-(3.5). A mortar edge element method will be of no practical meaning if no effective preconditioners can be found for A and BÂ −1 B t . With this aim in mind, the mortar edge element method (3.1) was constructed in a way that effective preconditioners can be found for both A and BÂ −1 B t . This will be discussed in detail in a separate work.
Generalized edge element interpolation
We use this section to introduce a generalized interpolation operator which maps any function in H(curl; Ω) and
and analyze its interpolation errors. This interpolation operator will play a key role in establishing the error estimates of the mortar element method proposed in Section 3. As we will see, the new interpolation operator is indeed a generalization of the standard one in the edge element space V h (Ω) when all the subdomain triangulations {T h k } match with each other on all interfaces, but its definition is rather tricky.
4.1. Helmholtz decomposition and extension operators. We start with the Helmholtz decomposition for edge element functions. Let
By the Helmholtz decomposition [17] , for any
But as Ω k is a convex polyhedron, we know w ∈ H(curl;
, which with the fact that curl w = curl v h k ensures that the interpolant r h k w is well-defined; see Section 2. Taking the interpolation on both sides of (4.1), we see
Now we introduce a subspace
, which is the continuous piecewise linear nodal finite element space associated with the triangulation T h k . Then one can find (cf. Lemma 5.10, [17] 
With this, we can write
From (4.1) and (4.2) we see the following relation:
Next, we introduce some additional extension operators. For any closed subset G of Γ k , we define
Then we introduce a discrete operator R
One can easily see that the degree of freedom of R 0 G,h k Φ associated with any edge e outside of G vanishes.
Similarly for the nodal element space Z h k (Ω k ), we define its restriction on G by
For any function ϕ in L 2 (G), let γ G (ϕ) be the average value of ϕ on G. Consider a closed common edge e of two subdomains Ω r and Ω k and any ϕ ∈ Z h r (Γ r ), we define its extension onto Γ k by
Finally, we mention that we shall also used the standard discrete harmonic ex- [37] for more detail.
Generalized edge element interpolation operator.
With the preparations in the last subsection, we can now introduce a new generalized edge element interpolation operator.
For any v ∈ H(curl; Ω) and
2 ), we will define a new interpolation r h v in an appropriate manner so that r h v ∈ H(curl; Ω) and r h v has some ideal approximation properties. For the sake of exposition, we assume that the grid in each subdomain is uniform. Thus, the subdomains Ω 1 , Ω 2 , · · · , Ω N can be arranged in such an order that h 1 ≥ h 2 ≥ · · · ≥ h N . For the general case with quasi-uniform grids, some obvious modifications of the subsequent definition of the generalized interpolation r h v are needed. We shall first define r h v on all interfaces (common edges and faces), and then extend the definition into all subdomains as it is done in the following.
In the sequel we shall write
Step 1. The definition of v h 1 is as the standard:
Step 2. v h 2 is defined by means of v h 1 .
In the case that Γ 1 ∩ Γ 2 = ∅ or the triangulations T h 1 and T h 2 are matching on Γ 12 , we define v h 2 also as the standard:
Otherwise we have to define v h 2 very carefully. There are two different situations: (i) Γ 1 ∩ Γ 2 = Γ 12 is a face; (ii) Γ 1 ∩ Γ 2 = e 12 is an edge. For case (i), the treatment is simple; but case (ii) is more tricky.
For the case (i), we define 
is a piecewise linear function associated with the extended triangulationT 21 of Ω 1 . Then we define
is a discrete harmonic function in Ω 2 given by
In the case that Γ r ∩ Γ k = ∅ for r = 1, · · · , k − 1 or triangulations T h k and T h r matches on Γ rk for some 1 ≤ r ≤ k − 1, then we define v h k as the standard interpolation:
Without loss of generality, we assume that Γ k l ∩ Γ k = Γ k l k is a face (l = 1, · · · , n − 1), and Γ k n ∩ Γ k = e k n k is an edge. The face case can be treated in the same manner as in (4.5). To deal with the edge e k n k , we have to consider two cases: (a) there exists one subdomain among all Ω k l 's (l < n) such that e k n k is also one of its edges; (b) e k n k is not an edge of any subdomain from Ω k l (l < n). For case (a), we can define v h k directly:
The case (b) is more complicated. As we did in case (ii) of Step 2, we define two auxiliary interpolation operatorsr h k n andr h k in Ω k n , and letw h k andp h k be obtained by Helmholtz decomposition ofr h k n v k n −r h k v k as in (4.7). Then we define
where p h k is discrete harmonic in Ω k and given by
With the previously defined v h i , i = 1, 2, · · · , N, we can now define the generalized interpolation operator r h v simply by r h v = v h i in each subdomain Ω i .
Interpolation error estimates.
In this subsection we shall establish the error estimates for the generalized interpolation operator r h defined earlier. We start with the justification that r h is indeed a generalized edge element interpolation operator.
Lemma 4.1. If the subdomain triangulations {T h k } are matching on all faces Γ ij of each subdomain, then the generalized operator r h reduces to the standard edge element interpolation in the whole domain Ω.

Proof. For any v ∈ H(curl; Ω) and H
, by the definition of the generalized interpolation operator r h it suffices to verify that for each fixed k,
If the grids {T h k } are matching on all faces Γ ij , we have r h k l = r h k on Γ k l k . Thus we need only to check
As v ∈ H(curl; Ω) ∩ N k=1 H δ k (curl; Ω k ) with 1/2 < δ k ≤ 1, the moments λ e (v) are well-defined for all edges e on Γ k l k ; see [2] , [15] . In particular, we have λ e (v k l ) = λ e (v k ) for all e on Γ k l k (note that Γ k l k = ∅). Now by the definition of r h k , we see
which gives (4.8).
Lemma 4.2. For any v ∈ H(curl; Ω) ∩
N k=1 H δ k (curl; Ω k ) with 1/2 < δ k ≤ 1, we have r h v ∈ H(curl; Ω) ∩ V h (Ω) and (r h v × n)| Γ ij ∈ V coar (Γ ij ) ∀ Γ ij .
Proof. It is clear that (r
To see r h v ∈ H(curl; Ω), we have to verify the tangential continuity condition: (r h v)| Ω i × n = (r h v)| Ω j × n on Γ ij . By the definition of r h , this is equivalent to the condition v h i ×n = v h j ×n on Γ ij for each face Γ ij . Without loss of generality, we assume that i < j and h i > h j . Since T h i and T h j are nested on Γ ij , we have
In the remaining part of this section, we will derive the interpolation error estimates for the generalized interpolation operator r h .
For simplicity, we will frequently use the notations < ∼ and = ∼ . For any two nonnegative quantities x and y, x < ∼ y means that x ≤ Cy for some constant C independent of mesh size h, subdomain size d and the related parameters. x = ∼ y means x < ∼ y and y < ∼ x. We start with the introduction of a few auxiliary results. First, we recall that in each subdomain Ω k , r h k is the standard edge element interpolation associated with the space V h k (Ω k ), so the interpolation error estimates in the next lemma are well-known (cf. [2] [15]):
The following Lemma 4.4 can be shown basically in the same manner as the proof of Lemma 4.5 in [26] , while Lemma 4.5 can be found in [26] .
Lemma 4.4. Let e k be an edge of
Ω k . For any w ∈ H(curl; Ω k ) ∩ H 0 (div 0 ; Ω k ), if its interpolant r h k w is well-defined in V h k (Ω k ), then we have (4.10) r h k w 0,e k < ∼ [1 + log(d/h k )] 1 2 curlw 0,Ω k . Lemma 4.5. Let v h k ∈ V h k (Ω k ), and p h k ∈ Z h k (Ω k ) be defined by the Helmholtz decomposition as in (4.2). Then (4.11) |p h k | 1,Ω k < ∼ v h k curl,Ω k .
Lemma 4.6.
Let Ω r and Ω k be two subdomains sharing a common edge e. Then for any ϕ ∈ Z h r (Γ r ) we have
Proof. Using the inverse inequality,
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By the definition of π 0 e,h k , we know π
and can be viewed as the zero extension of (ϕ − γ Γ r (ϕ))| e on to the entire boundary Γ k . Then it is easy to see that
Plugging this in (4.13), and using Lemma 4.9 in [37] , leads to
Then the desired estimate (4.12) follows from Friedrich's inequality.
Finally we are ready to establish the interpolation error estimates for the generalized interpolation operator r h .
Theorem 4.1. Let r h be the generalized interpolation operator defined in Section 4.2. Then for any
Proof. It follows from Lemma 4.3 that
2 curlv δ 2 ,Ω 2 . This follows immediately from Lemma 4.3 for the case that ∂Ω 1 ∩ ∂Ω 2 = ∅. Below, we will consider the case that ∂Ω 1 ∩ ∂Ω 2 = ∅. This proof is divided into three steps.
Step 
One can see from the proof of Lemma 4.1 that
So we deduce (4.18)
But by direct computations, one obtains
0,e . Substituting these into (4.18) gives
Now let K e be a fine element in Ω 1 which has e as one of its edges. As in the proof of Lemma 4.5 in [26] , one can verify that
Using this and Lemma 4.3, we obtain
This, together with (4.19), gives
Step 2. Estimate curl(
By the definition of v h 2 and (4.17), we can write
Recalling that T 21 is the restriction of the fine triangulation T h 2 on Γ 12 , we have
As shown in the proof of Lemma 5.4 in [3] , we know
where C K is a constant vector independent h 2 . Using this relation and the CauchySchwarz inequality, we derive from (4.22) that
Now we extend T 21 into Ω 1 to generate an auxiliary quasi-uniform triangulatioñ T 21 of Ω 1 with mesh size h 2 , and let τ K be an element inT 21 with K as one of its faces. One can verify that
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This, along with (4.21) and Lemma 4.1, leads to
Step 3. Estimate r h v − v curl,Ω 2 when ∂Ω 1 ∩ ∂Ω 2 = e 12 is an edge. By the definition of v h 2 , we know
We next estimate each term in (4.25). The first term can be estimated using Lemma 4.3
To bound the second term in (4.25), as in Step 1 one can verify that L e 2 0,Ω 2
Then using Lemma 4.4, (4.6) and the fact thatw h 2 =r h 2 w, we derive
It remains to estimate the last term ∇p h 2 in (4.25). Noting that p h 2 is discrete harmonic in Ω 2 , it follows from Lemma 4.6 that
which, along with (4.11) and Lemma 4.3, yields (4.28)
Using (4.26)-(4.28), we derive the estimate for v h 2 − v 2 :
Now we can conclude (4.16) by combining (4.20) , (4.24) and (4.29) . For the general k > 2, we can show similarly as we did for k = 2 above that (4.30)
Clearly, the error estimate (4.14) is now a direct consequence of (4.15), (4.16) and (4.30).
Nearly optimal error estimates of the mortar element method
This section is devoted to the establishment of a nearly optimal error estimate for the mortar edge element method proposed in Section 3. For this purpose, we first present three auxiliary results. 
Proof. By the standard Helmholtz decomposition (4.1), we can find w ∈ (H 1 (Ω k ))
Using the Sobolev embedding theorem, the fact that
Thus the following relations hold:
be the faces of Γ k , and curl Γ kr and curl Γ kr the two-dimensional scalar and vector-valued curl-operators on Γ kr (cf. [17] ). Then we have
Thus by Stokes' formula (cf. [17] ), we have
As ϕ ∈ H δ (curl; Ω k ) with δ > 1/2, we know that ϕ has continuous tangential components across each edge of the polyhedron Ω k . So we derive from (5.5) that
This, together with (5.3), leads to 
Then the weak continuity conditions in the definition of V h (Ω) implies
The next result about the tangential divergence can be found in [2] . Lemma 5.3. For any v ∈ H(curl; Ω k ), the following estimate holds:
Now we are ready to establish our nearly optimal error estimate. We shall use the notation 
Proof. As in the second Strang lemma, one can verify that
Next we shall estimate (I) 1 and (I) 2 . Note that (I) 1 represents the approximation error and can be easily estimated using the generalized interpolation operator r h defined in Section 4. In fact, It follows from Lemma 4.2 and Theorem 4.1 that r h u ∈ V h (Ω) and
which shows
Now, we estimate the consistency error (I) 2 . Noting (1.1) and the assumptions on u k = u| Ω k and f k = f | Ω k , we know αcurlu ∈ H δ k (curl; Ω k ). Then using Lemma 5.1
Again noting (1.1), we know αcurlu ∈ H(curl; Ω), so αcurlu × n is continuous across Γ ij , and it follows then from (5.10) that 
On the other hand, we know w h i × n = w h j × n on Γ ij for all the faces Γ ij in Group 2 by Lemma 5.2, so (5.12) holds. Using this we derive from (5.11) that
Since r hū × n is also continuous across each Γ ij , we can rewrite (5.13) as follows:
Using the Helmholtz decomposition for w h k , w h k = w + ∇p, we easily see
Then we obtain by the Cauchy-Schwarz inequality and Lemma 5.3 that
Using this and Lemma 4.5 we derive from (5.14) that
Now by the Cauchy-Schwarz inequality and Theorem 4.1, we deduce
This gives an estimate of (I) 2 , which, along with (5.9) and (1.1), leads to the desired result.
Remark 5.1. Theorem 5.1 indicates a nearly optimal convergence of order h δ k (log(d/h)) 1/2 , for the newly proposed mortar edge element method under the natural regularity assumption on the exact solution u ∈ H(curl; Ω) and u|
. This is much improved compared to the requirement of the least regularity u| Ω k ∈ H 2 (curl; Ω k ) in order to achieve a nearly first order accuracy h(log(h)) 1/2 in [7] when the second family of Nedelec edge elements were used, and no convergence is possible under the regularity u| Ω k ∈ H 1 (curl; Ω k ). If the first family of Nedelec edge elements were used like we did in the current work, the convergence of the mortar edge element method of [7] will lose a further half order compared to the aforementioned convergence order of the second family. Also, unlike in [7] , the ratio between the largest mesh size of all subdomains and the smallest one of all subdomains does not go into the bound of our final error estimate.
Numerical experiments
In this section we shall conduct some numerical experiments to check the convergence of the newly proposed mortar edge element method, and find out whether they are consistent with the prediction of the convergence theory developed in the previous sections.
For the convenience of computing the exact errors, we construct an example which has an exact solution. The coefficients and the domain in the system (1.1) will be taken as and the right-hand side f is computed using the above given data through equation (1.1). Then we need to triangulate the domain Ω into subdomains {Ω k }. For this, we first partition the three edges of Ω on x-, y-and z-axes into equally distributed m subintervals, using which one can naturally generate m 3 equal smaller cubes of size H = 1/m. This yields the desired subdomain decomposition in our experiments.
Next, we further triangulate each subdomain Ω k to get two different fine triangulations of size h over the domain Ω , T 1, 1, 1) . For the last subdomain, we divide it into (2n) 3 equal smaller cubes of size h = 1/(2mn), then triangulate each small cube into 6 tetrahedra.
We will measure the convergence accuracy of the proposed mortar edge element method using the following relative energy-norm: where u is the exact solution to the system (1.1) and u h is the approximation of u generated by the mortar edge element method. The following two tables present the convergence of the mortar edge element method with the matching and nonmatching grids T Table 6 .1, we can clearly see the optimal first order convergence when the matching grid T 1 h is used. The data given in the 4th to 6th columns of Table 6 .1 (also the data in the 7th to 9th columns) indicates that the optimal first order convergence is affected by the change of the ratio d/h between the subdomain size d and the fine mesh size h = d/n, as predicted by the convergence theory stated in Theorem 5.1.
When the subdomain size d reduces while the parameter n = d/h is fixed, the factor log(d/h) = log n appearing in the bound of the error estimate of Theorem 5.1 is also fixed, hence the convergence will not deteriorate as predicted by the convergence theory in Theorem 5.1. Table 6 .2 clearly shows the optimal first order convergence in this case when the nonmatching grid T 2 h is used. We remark that the scales of the mortar edge element systems tested in our experiments are very large, for example, the degrees of freedom for two cases with m 3 (n 3 ) = 12 3 (3 3 ) and m 3 (n 3 ) = 3 3 (12 3 ) in Tables 6.1 and 6 .2 are 416142 and 421704, respectively. 
