Classical capacity of Gaussian thermal memory channels by De Palma, Giacomo et al.
Classical capacity of Gaussian thermal memory channels
G. De Palma,1, 2 A. Mari,1 and V. Giovannetti1
1NEST, Scuola Normale Superiore and Istituto Nanoscienze-CNR, I-56127 Pisa, Italy.
2INFN, Pisa, Italy
The classical capacity of phase-invariant Gaussian channels has been recently determined under
the assumption that such channels are memoryless. In this work we generalize this result by deriving
the classical capacity of a model of quantum memory channel, in which the output states depend
on the previous input states. In particular we extend the analysis of [C. Lupo, et al., PRL and
PRA (2010)] from quantum limited channels to thermal attenuators and thermal amplifiers. Our
result applies in many situations in which the physical communication channel is affected by nonzero
memory and by thermal noise.
I. INTRODUCTION
Given a physical device acting as a quantum communi-
cation channel [1, 2], an important problem in quantum
information theory is to determine the optimal rate of
classical information that can be sent through the chan-
nel assuming that one is allowed to use arbitrary quan-
tum encoding and decoding strategies possibly involving
multiple uses of the transmission line (channel uses). The
maximum achievable rate is the classical capacity asso-
ciated to the quantum channel [2–4]. A simple closed
formula for this quantity does not exist, since typically it
is not easy to see whether entangled input states will im-
prove the communication rate. Still it is possible to prove
[2] that if no memory effects are tampering the communi-
cation line (i.e. if the noise affecting the communication
acts identically and independently on subsequent channel
uses) the classical capacity of the setup can be expressed
as the following limit
C(Φ) = lim
n→∞
1
n
χ
(
Φ⊗n
)
, (1)
where Φ is the (completely positive, trace preserving)
mapping characterizing the input-output relations of a
single channel use, and where χ (Φ⊗n) is the Holevo in-
formation of n channel uses, which is defined through the
identity
χ(Φ) = sup
µ
[
S
(∫
Φ(ρ)dµ(ρ)
)
−
∫
S (Φ(ρ)) dµ(ρ)
]
,
(2)
the supremum being taken over all probability measures
µ on the space of the density matrices ρ of the system,
and S being the von Neumann entropy, i.e. S(ρ) =
−Tr [ρ ln ρ].
Most real communication media are based on electro-
magnetic signals and are well described within the frame-
work of quantum Gaussian channels [5–7]. The most rel-
evant class is constituted by phase-invariant channels like
attenuators and amplifiers. Such channels reduce or in-
crease the amplitude of the signal and, at the same time,
they add a certain amount of Gaussian noise which de-
pends on the vacuum or thermal fluctuations of the en-
vironment. Recently the proof of the minimum output
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FIG. 1. (Color online): Schematic description of a Gaussian
memory channel Φn which is iterated n times. The applica-
tion of a the memory channel to n successive input modes
a1, . . . , an is described by n phase-insensitive channels Eκ
(thermal attenuators or amplifiers) where each of them is
coupled to a Gaussian thermal environment and to a mem-
ory mode. The initial memory mode aM1 travels horizontally
and correlates the output signals with the previous input sig-
nals. A beam-splitter of transmissivity µ is used to tune the
memory effect of the channel. For µ = 1 the memory mode
is perfectly preserved while for µ = 0 the channel becomes
memoryless. A reasonable choice for the initial state of the
memory mode is a Gaussian thermal state in equilibrium with
the environment, i.e. we make the identification aM1 = a
E
0 .
The final state of the memory is assumed to be inaccessible
and is traced out.
entropy conjecture [8, 9] has allowed the determination
of the exact classical capacities of these channels [10] and
the respective strong converse theorems [11], under the
crucial assumption of their memoryless behavior. One of
the key points of the proof is the additivity of the χ ca-
pacity of a memoryless phase-invariant gaussian channel:
χ
(
Φ⊗n
)
= nχ(Φ) , (3)
which trivializes the limit in (1). Realistic communica-
tion lines however, if used at high rates (larger than the
relaxation time of the environment), may exhibit mem-
ory effects in which the output states are influenced by
the previous input signals [12–15]. In other words, the
noise introduced by the channel instead of being indepen-
dent and identically distributed can be correlated with
the previous input states preventing one from express-
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2ing the input-output mapping of n successive channel
uses as a simple tensor product Φ⊗n and hence from
using Eq. (1). As a matter of fact since the capacity
is defined asymptotically in the limit of many repeated
channel uses, memory effects will affect the optimal infor-
mation rate and the optimal coding strategies. A char-
acterization of quantum memory channels can be found
in Ref.s [16–18], while generalizations to infinite dimen-
sional bosonic systems are considered in [19–25].
Here we elaborate on the model of (zero temperature)
attenuators and amplifiers with memory effects that was
introduced in Ref.s [21, 22] where, in the case of a quan-
tum limited attenuator, the capacity was explicitly deter-
mined. In this work we generalize this model to thermal
attenuators and thermal amplifiers and we derive the cor-
responding classical capacities, extending the previous re-
sults obtained in the memoryless scenario [10]. We have
also considered the case of the additive noise channel,
viewed as a particular limit of an attenuator with large
transmissivity and large thermal noise. This limit is es-
sentially equivalent to the model considered in [24, 26],
and we have shown that the only effect of the memory is
a redistribution of the added noise. An interesting fact
which emerges from our analysis is the presence of a criti-
cal environmental temperature which strongly affects the
distribution of the input energy among the various modes
of the model. In particular for temperatures larger than
the critical one, only the modes which have a sufficiently
high effective transmissivity are allowed to contribute to
the signaling process, the remaining one being forced to
carry no energy nor information.
Given a quantum channel the associated unitary dila-
tion is not unique and one can imagine different mod-
els for memory effects. Nonetheless our paradigm is
expected to cover many real devices like optical fibers
[27, 28], microwave systems [29], THz lasers [30], free
space communication [31], etc.. All physical implemen-
tations are known to exhibit time delay and memory ef-
fects whenever used at sufficiently high repetition rates.
Moreover, especially in microwave and electrical chan-
nels, thermal noise is not negligible and will affect the
classical capacity. In general, our analysis applies to any
physical realization of quantum channels in which mem-
ory effects and thermal noise are simultaneously present.
We begin in Sec. II by recalling some basic facts about
the memory channel model of Ref.s [6, 7]. In particular
we describe its normal mode decomposition which allows
one to express the associated mapping as a tensor prod-
uct of not necessarily identical single mode transforma-
tions. In Sec. III instead we compute the classical capac-
ity of the setup and discuss some special cases, while in
Sec. IV we analyze how the distribution of the input en-
ergy among the various modes is affected by the presence
of a thermal environment. Conclusions and perspectives
are provided in Sec. V.
II. GAUSSIAN MEMORY CHANNELS
In this section we review the model of Gaussian mem-
ory channels introduced in Ref.s [21, 22]. We closely
follow their analysis showing that this memory channel
can be reduced to a collection of memoryless channels by
some appropriate encoding and decoding unitary opera-
tions.
A. Quantum attenuators and amplifiers
The building blocks of our analysis are single mode
quantum attenuators and amplifiers [6, 7]. Let us con-
sider a continuous variable bosonic system [5] described
by the creation and annihilation operators a and a† and
another mode described by aE and aE† associated to the
environment. We focus on two important Gaussian uni-
taries,
Uκ = e
arctan
√
1−κ
κ (a a
E†−a†aE) , for κ ∈ [0, 1], (4a)
Uκ = e
arctanh
√
κ−1
κ (a
†aE†−a aE) , for κ > 1, (4b)
corresponding to the beam-splitter and two-mode squeez-
ing operations, respectively. Their action on the annihi-
lation operator is
U†κaUκ =
√
κ a−√1− κ aE , for κ ∈ [0, 1], (5a)
U†κaUκ =
√
κ a+
√
κ− 1 aE† , for κ > 1. (5b)
If the environment is in a Gaussian thermal state ρE =
e−β~ωa
E†aE
/
Tr
[
e−βω~a
E†aE
]
with mean photon num-
ber N = Tr
[
aE†aEρ
]
=
(
eβ~ω − 1)−1, applying the uni-
taries (5a) and (5b) and tracing out the environment, we
get
Eκ(ρ) = TrE
[
Uκ(ρ⊗ ρE)U†κ
]
. (6)
This generates two different phase-insensitive channels
depending on whether κ is less or larger than 1. For
κ ∈ [0, 1] the channel corresponds to a thermal attenua-
tor, while for κ > 1 the channel is a thermal amplifier.
In both cases the classical capacity has been recently
determined in [10]. Under the input energy constraint
Tr
[
a†aρ
]
6 E, the capacities of the attenuator and of
the amplifier are obtainable via a Gaussian encoding and
are given by [10] (in nats for channel use):
Cκ∈[0,1] = g[κE + (1− κ)N ]− g[(1− κ)N ], (7a)
Cκ>1 = g[κE + (κ− 1)(N + 1)]− g[(κ− 1)(N + 1)] ,
(7b)
where g(x) = (x+ 1) ln(x+ 1)− x ln(x).
3B. Gaussian memory channels
In order to include memory effects we follow the model
introduced in [21, 22] and schematically shown in Fig. 1.
In addition to the degrees of freedom of the system and
of the thermal environment we introduce a “memory”
described by the bosonic operators aM and aM†. The
channel acts in the following way: as a first step the mem-
ory is mixed with the environment via a beam-splitter of
transmissivity µ,
a˜M =
√
µ aM +
√
1− µ aE . (8)
The outcome state is used as an effective environment
for the quantum attenuator or alternatively the quan-
tum amplifier. More precisely, the second step consists
in applying the unitary (5a) or (5b) to the product state
of the system and of the effective environment,
a′ =
√
κ a−√1− κ a˜M , κ ∈ [0, 1], (9a)
a′ =
√
κ a+
√
κ− 1 a˜M†, κ > 1. (9b)
The second port of the attenuator or amplifier is given
by the corresponding complementary channel,
aM
′
=
√
κ a˜M +
√
1− κ a, κ ∈ [0, 1], (10a)
aM
′
=
√
κ a˜M +
√
κ− 1 a˜†, κ > 1. (10b)
The complementary mode described by the annihilation
operator aM
′
contains a fraction of the amplitudes of
the input state, and represents the updated state of the
memory, i.e. in the next use of the channel, the mode
aM
′
will play the role of the previous memory operator
aM . Once the initial states of the memory and of the
environment are specified, the action of the channel after
j uses is completely determined and can be computed
recursively. The explicit formula for the jth output mode
can be found in [22] and is not repeated here. What is
important is just the structure of the equations
a′j =
j−1∑
h=1
Ajh ah −
j∑
h=0
Ejh a
E
h , κ ∈ [0, 1] , (11a)
a′j =
j−1∑
h=1
Ajh ah +
j∑
h=0
Ejh a
E†
h , κ > 1 , (11b)
where A, E, are real matrices and the initial state of
the memory has been identified with an additional mode
of the environment aM = aE0 . Moreover the following
identities hold
n∑
k=1
(AikAjk + EikEjk) = δij , κ ∈ [0, 1], (12a)
n∑
k=1
(AikAjk − EikEjk) = δij , κ > 1. (12b)
This implies that there exist some orthogonal matrices
O,O′, O′′ realizing the following singular value decompo-
sitions [22]:
Ajh =
n∑
j′=1
Ojj′
√
η
(n)
j′ O
′
j′h , (13a)
Ejh =
n∑
j′=1
Ojj′
√∣∣∣η(n)j′ − 1∣∣∣O′′j′h , (13b)
where η
(n)
j are positive real numbers and the matrix O
is the same in both decompositions. In terms of the fol-
lowing set of collective modes:
a′j :=
n∑
j′=1
Oj′j a
′
j′ , (14a)
aj :=
∑
j′
O′jj′ aj′ , (14b)
aEj :=
∑
j′
O′′jj′ a
E
j′ , (14c)
the memory channel is diagonalized into n independent
channels,
a′j =
√
η
(n)
j aj −
√
1− η(n)j aEj , κ ∈ [0, 1] , (15a)
a′j =
√
η
(n)
j aj +
√
η
(n)
j − 1 aE †j , κ > 1 . (15b)
In particular, if we focus on the physically relevant case
in which all the modes of the environment (and the ini-
tial memory mode) are in the same thermal state with a
given mean photon numberN , the modes
{
aEj
}
remain in
factorized thermal states and one can conclude that the
memory channel applied n times is unitarily equivalent
to n independent memoryless attenuators or amplifiers,
Φn = ENη(n)1 ⊗ E
N
η
(n)
2
· · · ⊗ EN
η
(n)
n
. (16)
An important feature of the canonical transformation
(14b) is that annihilation operators aj are not mixed with
creation operators a†j′ . This means that the operation is
passive, i.e. it does not change the total energy of the
input modes and so the capacity with constrained input
energy is the same for the diagonalized channel and the
original one.
C. Limit of infinite iterations
In order to compute the capacity we need to take the
limit infinite iterations of the memory channel. In virtue
of the previous factorization into independent channels,
the capacity will depend only on the asymptotic distri-
bution of the gain parameters η
(n)
j appearing in (16), in
the limit of n→∞. The set of gain parameters η(n)j can
be computed as the eigenvalues of the matrix
M (n) := AA† . (17)
4The entries of the matrix M can be computed from the
explicit values of A [22], obtaining
M
(n)
jj′ = δjj′ + (κjj′ − 1)
√
µκ
|j−j′|
, (18)
where
κjj′ := κ+ µ(κ− 1)2
min {j,j′}−2∑
h=0
(µκ)h . (19)
The asymptotic Behavior of the eigenvalues is different
according to whether the combination µκ is greater or
lower than one. Below threshold, i.e. for µκ < 1 the
sequence of matrices M (n) is asymptotically equivalent
[32] to the (infinite) Toeplitz matrix M (∞), given by
M
(∞)
jj′ := M
(∞)
j−j′ = δjj′ −
(1− µ)(1− κ)
1− κµ
√
µκ
|j−j′|
. (20)
We can now exploit the full power of the Toeplitz ma-
trices theory (see Ref. [32] for more details): the Szego¨
theorem [32] states that, for any smooth function F , we
have
lim
n→∞
1
n
n∑
j=1
F
[
η
(n)
j
]
=
∫ 2pi
0
dz
2pi
F [η(z)] , (21)
where the function η(z) is the Fourier transform of the
elements of the matrix M (∞), i.e.
η(z) =
∞∑
j=−∞
M
(∞)
j e
izj/2 =
κ+ µ− 2√κµ cos z2
1 + κµ− 2√κµ cos z2
, (22)
with z ∈ [0, 2pi] (see Fig.s 2, 3).
Above threshold, i.e. for µκ > 1, the sequence of ma-
trices does not converge. Nonetheless, the divergence can
be ascribed to a single diverging eigenvalue, and it is pos-
sible to rewrite Eq. (18) as the sum of two terms:
M (n) = c(n)P (n) + ∆M (n) , (23)
where the P (n) are rank one projectors, c(n) is a diverg-
ing sequence of positive real numbers, and ∆M (n) is a
sequence of matrices which asymptotically converges to-
wards the (infinite) Toeplitz matrix ∆M (∞), given by
∆M
(∞)
jj′ = δjj′ +
(1− µ)(κ− 1)
µκ− 1
1
√
µκ|j−j
′| . (24)
(See the appendix of [22] for the expressions of P (n) and
∆M (n)). It is possible to prove that for n → ∞, the
matrices P (n) and ∆M (n) commute, and we can conclude
that, as promised, the spectrum of the matrix (18) is
asymptotically composed of only one diverging eigenvalue
[corresponding to the diverging sequence c(n)] and of the
asymptotic spectrum of the infinite Toeplitz matrix (24).
As for the below threshold case, the latter is given by
the Fourier transform of the matrix elements, where the
Fourier transform η(z) is given by Eq. (22) analytically
continued to the region µκ > 1.
Finally it remains to consider the case µκ = 1. At this
threshold, the matrix M (n) can be expressed as
M
(n)
jj′ = δjj′ + (1− µ) +
(1− µ)2
µ
min{j, j′} . (25)
In this case it appears not feasible to extract the asymp-
totic spectrum. From a practical point of view however
this is not a real problem since any real physical channel
will always fall into one of the two classes characterized
by µκ > 1 or µκ < 1, respectively.
It is important to stress that for any µ ∈ [0, 1], in the
thermal attenuator case (κ ∈ [0, 1]) all the channels in the
asymptotic diagonal decomposition (16) are also thermal
attenuators, i.e. η(z) ∈ [0, 1] for any z ∈ [0, 2pi]. The
same happens in the amplifier case, i.e. if κ > 1 also
η(z) > 1 for any z ∈ [0, 2pi].
III. CAPACITIES
In this section we will compute the capacity of the
memory channel model of the previous section, with the
environment in a thermal multi-mode state with fixed
temperature and associated mean photon number per
mode N .
Let ΦP be the mapping describing the input-output re-
lations of the first P -channel uses of the model depicted
in Fig. 1. Since any input influences all the following
outputs, its classical capacity cannot be directly com-
puted as in Eq. (1). Still, thanks to the fact that ΦP can
be expressed as a tensor product of P  1 independent
maps of effective transmissivities η
(P )
j (see Eq. (16)), a
close formula for C can be derived. The fundamental
observation here is that, even though in general the η
(P )
j
will differ from each other, for large enough P one can
organize them into subgroups each containing a number
of elements of order P , and characterized by an almost
identical value of the transmissivity distributed accord-
ing to the continuous function η(z) of Eq. (22). Consider
next the channel Φ2P . Its effective transmissivities are
different, but they are taken from almost the same dis-
tribution, therefore we can write
Φ2P ' ΦP ⊗ ΦP . (26)
Iterating, we get
Φ`P ' Φ⊗`P , (27)
and we have managed to express Φn for n → ∞ as the
limit of infinite uses of a fixed memoryless channel.
Let’s formalize this procedure: we fix P  1, and take
n = `P . We label the eigenvalues η
(n)
j in increasing order
(η
(n)
j 6 η
(n)
j′ if j < j
′), and divide them into P groups, the
pth one being made by
{
η
(n)
j
∣∣∣ (p− 1)` < j 6 p`}. Let
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FIG. 2. (Color online): Asymptotic spectrum η(z) of Eq. (22) for the case where Eκ of Fig. 1 represents an attenuator channel
(i.e. κ ∈ [0, 1]). In this case the system is operated below the threshold limit µκ ≤ 1 (no divergency in the spectrum occurs)
and the values of η(z) are always bounded below 1 (i.e. the channels EN
η
(n)
j
entering the decomposition (16) are attenuators). In
each plot the plane represents the value of µ. Notice that for κ = 0 one has η(z) = µ, while for κ = 1, η(z) = 1 independently
from η.
η(P )
p
and η
(P )
p be respectively the infimum and the supre-
mum of the pth group over all `:
η(P )
p
= inf
`
inf
(p−1)`<j6p`
η
(`P )
j , (28a)
η(P )p = sup
`
sup
(p−1)`<j6p`
η
(`P )
j . (28b)
Now, the two collections of transmissivities η(P )
p
and
η
(P )
p identify two memoryless P -mode gaussian channels.
Let φ(η,N) be the Gaussian attenuator / amplifier with
transmissivity η > 0, mixing the input with a thermal
state with mean photon number N . Remembering that
φ(η,N)φ(η′, N) = φ(ηη′, N) and that the capacity de-
creases under composition of channels, if we replace each
transmissivity with the supremum or the infimum of its
group, the capacity will increase or decrease, respectively.
Each group has exactly ` eigenvalues, so the n uses of the
single mode memory channel can be compared to ` uses
of these two P -mode channels, and letting `→∞ we can
bound the capacity with
C(P ) 6 C 6 C(P ) , (29)
where C(P ) and C
(P )
are precisely the capacities of these
P -mode channels with transmissivities
{
η(P )
p
}
,
{
η
(P )
p
}
.
As customary, to keep them finite we impose a constraint
on the input mean energy:
1
n
n∑
j=1
Tr
[
ρ(n)a†jaj
]
6 E , (30)
where n is the number of uses of the channel and ρ(n)
is the joint input density matrix. As already stressed,
this constraint looks identically if expressed in terms of
the collective modes (14b), since they are related to the
original ones by an orthogonal matrix.
6z
z
z
z


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µ = 0.3 µ = 0.4
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FIG. 3. (Color online): Logarithm of the asymptotic spectrum η(z) of Eq. (22) for the case where Eκ of Fig. 1 represents an
amplifier channel (i.e. κ ≥ 1). In this case the values of η(z) are always larger than 1 meaning that the channels EN
η
(n)
j
entering
the decomposition (16) describe amplifiers. Above threshold (i.e. µκ ≥ 1) the system acquires also a divergent, singular
eigenvalue represented in the picture by the cyan vertical region.
A. Thermal attenuator
Let’s first consider the case of the attenuating ther-
mal memory channel, i.e. κ ≤ 1. It has recently been
proven [8] that the χ capacity of successive uses of Gaus-
sian phase-insensitive channels is additive also if they are
different:
χ(Φ1 ⊗ . . .⊗ Φn) = χ(Φ1) + . . .+ χ(Φn) . (31)
Then the capacity of our two P -mode channels can be
simply obtained by summing (7a) over all modes, yielding
the bounds
C(P ) =
1
P
P∑
p=1
(
g
[
η(P )
p
Np +
(
1− η(P )
p
)
NT
]
+
−g
[(
1− η(P )
p
)
NT
])
, (32a)
C
(P )
=
1
P
P∑
p=1
(
g
[
η(P )p Np +
(
1− η(P )p
)
NT
]
+
−g
[(
1− η(P )p
)
NT
])
, (32b)
where
g(x) = (x+ 1) ln(x+ 1)− x lnx , (33)
and the parameters Np, Np describe the optimal distri-
bution of the mean photon number of the modes and
7must satisfy the constraints
Np, Np > 0 (34a)
1
P
P∑
p=1
Np =
1
P
P∑
p=1
Np = E . (34b)
If the positivity constraint (34a) were not there, these op-
timal values could be computed with the Lagrange mul-
tiplier method, yielding
Np =
1
η(P )
p
(
1
e
λ/η(P )
p − 1
−
(
1− η(P )
p
)
N
)
, (35)
and the analogue for Np. Taking the limit P → ∞
and applying (21), the two bounds converge to the same
quantity and we get
C =
∫ 2pi
0
dz
2pi
(g [η(z)N(z) + (1− η(z))N ] +
−g [(1− η(z))N ]) κ ∈ [0, 1] . (36)
In the zero temperature case N = 0 the expression (35)
is positive definite. As N grows, (35) is no more guar-
anteed to be positive, and we have to impose this con-
straint by hand. Then, above a certain critical temper-
ature the optimal energy distribution N(z) will vanish
for 0 6 z 6 z0. Physically, this means that it is conve-
nient to concentrate all the energy on a fraction 2pi−z02pi of
all the beam-splitters. We will show in section IV that
to determine the optimal energy distribution we can still
use the Lagrange multipliers, with the only caveat that
N(z) is given now by the positive part of what we would
have got without the energy constraint:
N(z) =
1
η(z)
(
1
e
λ
η(z) − 1
− (1− η(z))N
)+
, (37)
where f+(z) = [f(z) + |f(z)|]/2 is the positive part of f .
The energy constraint reads as expected∫ 2pi
0
dz
2pi
N(z) = E . (38)
We notice that the function η is symmetric in µ and κ,
i.e.
η(µ, κ, z) = η(µ′ = κ, κ′ = µ, z) . (39)
Since µ and κ appear in the computation of the capacity
only through η, the channel with parameters (µ′, κ′) has
the same capacity of the original one, i.e. we can ex-
change the memory with the transmissivity. Then, vary-
ing the memory with fixed transmissivity has the same
effect on the capacity as varying the transmissivity for
fixed memory. In Fig. 4 we report the capacity of the
channel as a function of the temperature.
B. Thermal amplifier
The minimum output entropy conjecture lets us com-
pute the capacity also in the amplifier case κ > 1. Now,
all the transmissivities are greater than 1, so the capacity
decreases as they increase and the two bounds (32) are
inverted:
C
(P )
=
1
P
P∑
p=1
(
g
[
η(P )
p
Np +
(
η(P )
p
− 1
)
(N + 1)
]
+
−g
[(
η(P )
p
− 1
)
(N + 1)
])
,
(40a)
C(P ) =
1
P
P∑
p=1
(
g
[
η(P )p Np +
(
η(P )p − 1
)
(N + 1)
]
+
−g
[(
η(P )p − 1
)
(N + 1)
])
.
(40b)
As in the thermal attenuator case, we take the limit P →
∞. Above the threshold (µκ > 1) one of the eigenvalues
is diverging but, being only one, it does not contribute
in the limit, so the capacity is still fully determined by
the infinite Toeplitz matrix ∆M (∞) yielding
C =
∫ 2pi
0
dz
2pi
(g [η(z)N(z) + (η(z)− 1) (N + 1)] +
−g [(η(z)− 1) (N + 1)]) , (41)
where as before N(z) is determined by the Lagrange mul-
tiplier method, with the caveat of taking the positive part
of the resulting function
N(z) =
1
η(z)
(
1
e
λ
η(z) − 1
− (η(z)− 1)(N + 1)
)+
, (42)
and with the same constraint on the mean energy∫ 2pi
0
dz
2pi
N(z) = E . (43)
We notice that in (42) the positive part is at least in
principle necessary also in the case of zero temperature.
Also the amplifier enjoys a sort of duality between κ
and µ: the function η(µ, κ, z) satisfies
η(µ, κ, z) = η
(
µ′ =
1
κ
, κ′ =
1
µ
, z
)
. (44)
Noticing that κ′µ′ = 1κµ , this relation associates to any
channel identified by (µ, κ) above threshold (µκ > 1) the
new one identified by (µ′, κ′), which is below threshold.
Then, to investigate the capacity regions as function of
the parameters, it is sufficient to consider only the chan-
nels below threshold.
In Fig. 4 we report the capacity of the thermal memory
channel as a function of the thermal photon number N .
As for the thermal attenuator, the capacity is degraded
by the temperature and enhanced by the memory.
8FIG. 4. (Color online): Capacity (in nats / channel use) as
a function of the thermal photon number N for µ = 0.8 and
mean input energy E = 8 for various values of the transmis-
sivity κ. In particular the upper panel refers to the case where
the map Eκ of Fig. 1 is an attenuator (i.e. κ ∈ [0, 1]), while
the lower panel to the case where Eκ is an amplifier (κ ≥ 1).
As expected, the capacity is degraded by the temperature and
enhanced if the transmissivity is close to unity.
C. Optimal encoding and decoding
We have seen how the optimal encoding is a coherent-
state one with Gaussian weights in the normal mode de-
composition {aj} introduced in Eq. (14b) in which the
channel is diagonal. They are related to the input modes
{aj} by a passive orthogonal transformation, and since
such transformations send coherent states to coherent
states, the latter are also not entangled. However, since
the optimal coding requires a non-uniform energy distri-
bution among the {aj}, the modes {aj} will be classically
correlated. Then this optimal coding can be achieved by
independent uses of the channel, but the probabilities of
choosing a particular coherent state will be correlated
among the various inputs.
Since also in the case of multiple uses of a fixed mem-
oryless channel the optimal decoding requires measures
entangled among the various outputs [2], in our case the
preprocessing with an orthogonal passive transformation
to convert the physical basis into the diagonal one does
not add further complications to the procedure.
Above threshold (µκ > 1), the diverging eigenvalue
signals the presence of an input mode that gets amplified
by a factor which increases indefinitely with the num-
ber of channel uses. Then, even if such mode is left in
the vacuum, the corresponding output mode will have a
very high energy, and could in principle lead the beam-
splitter used in the decoding procedure to a nonlinear
regime. The experimentally achievable capacity could
then be lower than the theoretical bound, depending on
the stability of the decoding device when dealing with
high energy inputs.
D. Trivial cases
There are some particular values of the parameters for
which the capacity can be computed analytically.
• κ = 1 or µ = 1
This case corresponds to the identity channel (κ =
1) or to the perfect memory channel (µ = 1). In
both cases, η(z) = 1 and the capacity is the one of
the identity channel with mean energy E:
C = g(E) . (45)
An intuitive explanation of the result for the perfect
memory channel can be given: since µ = 1, the first
n output modes {a′i} are a linear combination only
of the first n input modes {ai} and the first memory
mode aM1 , and the environment modes
{
aEi
}
do not
play any role. Now we can imagine that in the large
n limit the mode aM1 is no more relevant, and the
channel behaves almost as if the output modes were
an invertible linear combination of the input ones.
This combination can be inverted in the decoding,
recovering (almost) the identity channel.
• κ→∞
This is the case of infinite amplification. Here
η(z) = 1µ , and the capacity is the one of the ampli-
fier with amplification factor 1µ
C = g
(
E
µ
+
1− µ
µ
(N + 1)
)
− g
(
1− µ
µ
(N + 1)
)
.
(46)
• κ = 0
This is the case of infinite attenuation, in which all
the signal is provided by the memory. Here the n-
th input mode an does not influence at all the n-th
output a′n, but it directly mixes with the n+1-th en-
vironmental mode aEn+1 through the beam-splitter
with transmissivity µ to give the n + 1-th output
a′n+1. Then the only memory effect is a translation
of the inputs, and the channel behaves as a thermal
9attenuator with transmissivity µ. Indeed, as shown
in Fig. 2, here η(z) = µ, and the capacity matches
the attenuator one [10]:
C = g (µE + (1− µ)N)− g ((1− µ)N) . (47)
• µ = 0
This is the memoryless case, and the capacity is
the one of the thermal attenuator / amplifier with
transmissivity κ:
C = g (κE + (1− κ)N)− g ((1− κ)N) , (48a)
C = g (κE + (κ− 1) (N + 1))− g ((κ− 1) (N + 1)) .
(48b)
E. Additive noise channel
The one–mode additive noise channel adds to the co-
variance matrix σ of the input state a multiple of the
identity:
σ 7→ σ +NC1 . (49)
A beam-splitter of transmissivity η, mixing the input
with a thermal state with mean photon number N , per-
forms instead a convex combination of the corresponding
covariance matrices:
σ 7→ ησ + (1− η)
(
N +
1
2
)
1 . (50)
The additive noise channel can now be recovered in the
limit η → 1− with the second addend of (50) kept fixed,
i.e. with
(1− η)
(
N +
1
2
)
= NC , η → 1− , N →∞ .
(51)
It is then natural to consider what happens to our model
for the memory channel in the limit N → ∞, κ → 1−
with fixed (1− κ) (N + 12) = NC . We start from the ex-
pression (11a) which expresses the output modes in terms
of the input and the (thermal) environment. From the
expressions for the matrices A and E in [22] it is easy to
show that, since they do not depend on N , their limit for
κ → 1 are A → 1 and E → 0, respectively. Physically,
this happens because for κ = 1 the channel is the identity
and the output is equal to the input. We will now com-
pute the expectation values of all the operators quadratic
in the output modes, i.e. the output covariance matrix.
We remember that, since the input and the environment
are in a completely factorized state,〈
aia
E
j
〉
=
〈
a†ia
E
j
〉
=
〈
aEi a
E
j
〉
= 0 , (52a)〈
aEi
†
aEj
〉
= Nδij . (52b)
We have then〈
a′ia
′
j
〉
= 〈aiaj〉 , (53a)〈
a′i
†
a′j
〉
=
〈
ai
†aj
〉
+ lim
N→∞
N
∑
k
EikEjk , (53b)
where the limit is nontrivial since the matrix E depends
on κ, which changes with N . Recalling (12a)
AAT + EET = 1 , (54)
and from the expression for AAT = AA† in [22] it is easy
to prove that
lim
N→∞
N
∑
k
EikEjk = NCµ
|i−j|
2 , (55)
so 〈
a′i
†
a′j
〉
=
〈
ai
†aj
〉
+NCµ
|i−j|
2 . (56)
If we look only at a single output mode a′i, throwing away
all the others, (56) becomes〈
a′i
†
a′i
〉
=
〈
ai
†ai
〉
+NC , (57)
i.e. the reduced channel exactly adds classical noise
NC . However, for nonzero memory (µ > 0), NCµ
|i−j|
2
is nonzero also for i 6= j: the added noise is correlated
among the various outputs, and the resulting channel is
not simply the product of n independent additive noise
ones. We expect this correlation to enhance the capac-
ity: looking at the limit of our formula (36), we will see
that it is effectively so. Let’s look at this limit in the
normal modes variables. Remembering that the environ-
ment associated to the operators aEj is still in a factorized
thermal state with temperature N , we have〈
a′ia
′
j
〉
= 〈aiaj〉 , (58a)〈
a′i
†
a′j
〉
=
〈
ai
†aj
〉
+ δij lim
N→∞
N
(
1− η(n)i
)
, (58b)
and since
lim
N→∞
(1− η(z))N = NC(1− µ)
1 + µ− 2√µ cos z2
, (59)
in the limit of infinite channel uses we get a factorized
additive noise channel, but with the added noise depend-
ing on the mode and distributed according to (59). This
model for an additive noise channel with memory coin-
cides with the one considered in [24, 26], derived starting
from correlated translations with Gaussian weights.
First, notice that η(z) does not depend on N , and
limκ→1 η(z) = 1. Let’s compute the limit of the expres-
sion for N(z) (37):
N(z) =
(
1
eλ − 1 − limN→∞(1− η(z))N
)+
. (60)
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From the expression for η(z) (22) we can compute the
limit
so that
N(z) =
(
1
eλ − 1 −
NC(1− µ)
1 + µ− 2√µ cos z2
)+
. (61)
For simplicity, we consider only the case in which the
positive part in (61) is not needed. The mean energy
constraint (38) becomes
1
eλ − 1 = NC + E , (62)
where we have used that∫ 2pi
0
1− µ
1 + µ− 2√µ cos z2
dz
2pi
= 1 , (63)
and we have for the positivity constraint on N(z)
E ≥ 2NC
√
µ
1−√µ . (64)
Finally, we can compute the capacity taking the limit of
(36):
C = g(E +NC)−
∫ 2pi
0
g
(
NC(1− µ)
1 + µ− 2√µ cos z2
)
. (65)
Since g(x) is concave, the LHS of (65) decreases if we
take the integral inside g, so
C ≥ g(E +NC)− g(NC) . (66)
The right-hand-side of (66) is exactly the capacity of the
single mode additive noise channel, i.e. the correlation
of the added noise enhances the capacity as expected.
IV. OPTIMAL ENERGY DISTRIBUTION
In this section we will prove that the Lagrange multi-
pliers method with the caveat of taking the positive part
in (37) and (42) works also with the positivity constraint
(34a), and we will analyze the resulting optimal energy
distribution N(z).
A. The proof
The function η(z) is increasing for the thermal attenu-
ator (κ < 1) and decreasing for the amplifier (κ > 1), i.e.
the channel with transmissivity η(z) always improves as
z increases. For simplicity here we consider only the ther-
mal attenuator case, the amplifier one being completely
analogous.
Let N˜(z, w) be the Lagrange multipliers solution in the
interval w 6 z 6 2pi which maximizes the capacity
C =
∫ 2pi
w
dz
2pi
(
g
[
η(z)N˜(z, w) + (η(z)− 1) (N + 1)
]
+
−g [(η(z)− 1) (N + 1)]) (67)
with the mean energy constraint∫ 2pi
w
dz
2pi
N˜(z, w)dz = E , (68)
where the integrals are restricted to w 6 z 6 2pi and
we do not care about the positivity of N(z, w). Such
solution is given by
N˜(z, w) =
1
η(z)
(
1
e
λ
η(z) − 1
− (1− η(z))N
)
, (69)
where the multiplier λ is determined by the constraint
(68) (strictly speaking, with N˜(z, w) we mean the func-
tion analytically continued to the whole interval 0 6 z 6
2pi).
Let N(z) be the optimal positive distribution of the
photons. Since it is better to use more energy in the bet-
ter channels, N(z) must be increasing: if not, we could
move a bit of energy from a bad channel to a better one
with less energy, and this would increase the capacity.
Let N(z) be zero for 0 6 z < z0, and strictly positive for
z0 < z 6 2pi. In particular N(z) is the optimal solution
among all the functions equal to zero for 0 6 z < z0 and
strictly positive for z0 < z 6 2pi. We consider all the in-
finitesimal variations N(z) + δN(z) satisfying the mean
energy constraint and such that δN(z) is nonzero only
in the interval z0 < z 6 2pi. Since N(z) is strictly posi-
tive there, N(z) + δN(z) is still positive for infinitesimal
δN , so it is a legal positive photon distribution. For its
optimality N(z) must be a stationary point of the capac-
ity for all such variations, but this means exactly that
N(z) is the solution of the Lagrange multipliers method
N˜(z, z0):
N(z) = N˜(z, z0)θ(z − z0) , (70)
where θ(z) is the step function.
We now claim that N˜(z0, z0) must be zero. Let’s sup-
pose N˜(z0, z0) > 0. Since N˜(z, w) is continuous in w,
we can choose a w0 < z0 such that N˜(z, w0) is strictly
positive in the whole interval w0 < z 6 2pi. Then,
N˜(z, w0)θ(z − w0) is an admissible solution. Since also
N(z) has been considered in the maximization problem
(67) defining N˜(z, w0), the latter must achieve a greater
capacity than the former, impossible.
For the same argument used with N(z), N˜(z, z0) must
be increasing within each interval where it is positive,
and since it is continuous in z it must be negative for
0 6 z < z0 and positive for z0 < z 6 2pi. Then we can
finally write as promised N(z) as
N(z) =
1
η(z)
(
1
e
λ
η(z) − 1
− (1− η(z))N
)+
, z ∈ [0, 2pi],
(71)
where f+(z) is the positive part of f .
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B. Analysis of the optimal distribution
The typical behavior of N(z) in the attenuator case is
shown in Fig. 5. It is increasing, as it has to be. We can
identify a critical temperature Ncrit, that for our choice
of the parameters (κ = 0.9, µ = 0.8, E = 8) is nearly
Ncrit ∼ 0.8. Below this critical value, N(z) approaches
a constant positive value for z → 0, i.e. the optimal
configuration exploits all the beam-splitters. Above the
critical value, N(z) is zero on a finite interval [0, z0], i.e.
the optimal configuration does not use at all a finite frac-
tion z02pi of the beam-splitters, being more convenient to
concentrate all the energy on the other ones.
The behavior of N(z) in the amplifier case is shown
in Fig. 6. It is completely analogous to the thermal
attenuator, but for our choice of the parameters (κ = 1.1,
µ = 0.8, E = 8) the critical temperature is much greater,
Ncrit ∼ 9.8.
An analysis of the fraction z02pi (remember that z0
ranges from 0 to 2pi) of the unused beam-splitters is pre-
sented in Fig. 7. For fixed κ and µ, for zero temperature
(N = 0) all the beam-splitters are exploited and z0 = 0;
then z0 remains zero up to the critical temperature Ncrit,
and grows for N > Ncrit. We can notice that for typical
parameters, the critical value Ncrit for the beam-splitter
is much lower than for the amplifier.
We will now show that in the infinite temperature limit
(N →∞), z0 tends to 2pi, and the optimal configuration
concentrates all the energy on an infinitesimal fraction
of the beam-splitters. First, notice that for N → ∞
the multiplier λ in (71) must tend to zero, and we can
approximate eλ/η − 1 ∼ λ/η, getting
N(z) =
(
1
λ
−
(
1
η(z)
− 1
)
N
)
θ(z − z0) +O(1) , (72)
where z0 is the point where N(z) vanishes, given by
1
λ
=
(
1
η(z0)
− 1
)
N . (73)
The energy constraint (38) can be now written as
E = N
∫ 2pi
z0
(
1
η(z0)
− 1
η(z)
)
dz
2pi
+O(1) , (74)
and since η(z) is strictly increasing, the only way to keep
E finite for N → ∞ is to let z0 → 2pi, i.e. in the high
temperature limit all the energy is concentrated on an
infinitesimal fraction of the beam-splitters.
The minimum energy Ecrit for which all the beam-
splitters are exploited is shown in Fig. 8 for various val-
ues of the temperature N . We know that for κ = 0, 1
and κ → ∞ no beam-splitter is left unused, and indeed
Ecrit = 0 at these points. As expected, Ecrit always
grows with the temperature. In the attenuator case, we
notice a divergence of Ecrit for κ = µ (µ = 0.8 in the
plot). Actually, if κ = µ we have η(0) = 0 (while in
any other case η(z) is always positive), and some normal
modes have infinitesimal transmissivity. It is then natu-
ral that for any nonzero temperature it is not convenient
to send energy into these low-capacity modes. More for-
mally, the argument of the positive part in (71) in the
case κ = µ in z = 0 is −N < 0, so for any N > 0 the
positive part must be taken into account.
V. CONCLUSIONS
In this work we study a model of Gaussian thermal
memory channels extending a previous proposal by Lupo
et al. [21, 22] in order to incorporate the disturbance of
thermal noise. The memory effects imply that successive
uses of a channel cannot be considered independently but
they are potentially correlated [15, 16]. In our model
this correlation is generated by an internal memory mode
which is assumed to be unaccessible by the users of the
channel.
Exploiting the factorization into independent normal
modes [22] and a recent break-through in the theory of
memoryless channels [10], we explicitly determine the
classical capacity of our memory channel model. We find
that, as in the memoryless case, coherent states are suf-
ficient for an optimal coding. However, the associated
probability distribution is factorized only in the normal
mode decomposition that diagonalizes the channel, so in
order to fully exploit its intrinsic memory, the input sig-
nals {aj} (and consequently their outputs counterparts)
must be correlated. Then the optimal transmission rate
of information can still be achieved by independent uses
of the channel, but the probability distribution of the
physical inputs will not be factorized.
Our results can find applications in bosonic commu-
nication channels with memory effects and affected by a
non-negligible amount of thermal noise. In particular low
frequency communication devices, e.g. GHz communica-
tion systems [29], THz lasers [30], etc., are intrinsically
subject to black-body thermal noise and thus they fall in
the theoretical framework presented in this work.
VI. ACKNOWLEDGEMENTS
The authors are grateful to C. Lupo and S. Mancini
for useful comments. G.d.P. thanks A. Tomadin for com-
ments and discussions. This work is partially supported
by the EU Collaborative Project TherMiQ (grant agree-
ment 618074).
12
1 2 3 4 5 6 z
2
4
6
8
NHzL
0.05 0.10 0.15 0.20z
1
2
3
4
5
6
NHzL
FIG. 5. (Color online): Behavior of the energy density
N(z) for κ = 0.9, µ = 0.8, E = 8 and N ranging in steps
of 0.1 from top to bottom from 0.5 to 1.2, near to the
critical temperature Ncrit ∼ 0.8. As expected, N(z) is
always increasing. If we exclude the region near z = 0,
the functions are almost identical and approach nearly the
same constant value for z & 1. Inset: Zoom on the region
z → 0. We can see that above the critical temperatureN(z)
is zero on a finite interval, while below it N(z) approaches a
positive value which strongly depends on the temperature.
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FIG. 6. (Color online): Behavior of the energy density N(z)
for κ = 1.1, µ = 0.8, E = 8 and N ranging in steps of 0.1
from top to bottom from 9.4 to 10.1, near to the critical tem-
perature Ncrit ∼ 9.8. As expected, N(z) is always increasing.
If we exclude the region near z = 0, the functions are al-
most identical and approach nearly the same constant value
for z & 1. Inset: Zoom on the region z → 0. We can see that
above the critical temperature N(z) is zero on a finite inter-
val, while below it N(z) approaches a positive value which
strongly depends on the temperature.
FIG. 7. (Color online): Behavior of the fraction z0
2pi
(z0 ranges
from 0 to 2pi) of unused beam-splitters as a function of the
temperature N for E = 8, µ = 0.8 and various values of
κ. At zero temperature (N = 0) all the beam-splitters are
exploited and z0 = 0; then z0 remains zero up to the critical
temperature Ncrit, and grows for N > Ncrit. We notice that
for typical values of the parameters Ncrit is much greater for
κ > 1 than for 0 < κ < 1. In the infinite temperature limit
N →∞ only an infinitesimal fraction of the beam-splitters is
used and z0 tends to 2pi, even if this is not evident from the
plots due to the limited range of N .
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FIG. 8. (Color online): Behavior of the minimal energy for
which all the beam-splitters are exploited as a function of κ
for µ = 0.8 and various values of the temperature N . As ex-
pected, E grows with the temperature, and E = 0 for κ = 0, 1
and κ→∞. In the attenuator case we notice the divergence
of E for κ = µ (= 0.8), due to the fact that η(0) = 0 and for
any positive temperature the optimal N(z) must vanish on a
finite interval.
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