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La información mutua (MI) es una medida general de asociación entre variables que 
detecta tanto relaciones lineales como no lineales, por lo que se muestra como una 
mejor opción frente a los coeficientes de correlación de Pearson o Spearman, los 
cuales sólo encuentran dependencias lineales. 
 
Este enfoque puede ser muy útil a la hora de estudiar los mecanismos genéticos 
subyacentes en enfermedades complejas como el cáncer, donde los genes pueden 
interactuar entre ellos de una manera no lineal. 
 
Mientras que la estimación de la información mutua en el caso discreto es sencilla, 
ésta se complica en el caso continuo por la existencia de una integral doble en la 
fórmula. En este trabajo se utiliza una estimación kernel de las funciones de 
densidad en lugar de un estimador histograma, ya que los métodos kernel ofrecen 
mejores propiedades (Moon et el. 1995). Este proceso de estimación es muy 
costoso computacionalmente por lo que se ha implementado el algoritmo rápido 
presentado por Qiu et al. (2009), el cual reduce de forma considerable el tiempo de 
ejecución. Este algoritmo evita cálculos repetidos de las densidades kernel cuando 
se quiere estimar la información mutua entre un gran número de variables, como 
ocurre en análisis genéticos. 
 
La estimación de la información mutua depende de las funciones de densidad 
marginal de las variables, por lo que, con la finalidad de obtener resultados 
comparables, se lleva a cabo una transformación en rangos de las variables (Steuer 
et al, 2002) de modo que todas ellas tienen la misma distribución marginal. 
 
 v
Para evaluar la significación estadística de las estimaciones se lleva a cabo un test 
de permutaciones. Sin embargo, para p-valores por debajo de 10-2 se utiliza una 
aproximación propuesta por Margolin et al, 2006. Para ello se lleva a cabo una 
simulación para distintos tamaños de muestra, con la idea de ajustar un modelo 
lineal para los p-valores que sólo dependa de la estimación de información mutua y 
del tamaño de muestra. 
 
Se ha implementado un paquete en R con esta metodología para estimar la 
información mutua entre variables continuas. Además, podrán estimarse también 
los errores estándar de las estimaciones mediante bootstrap. Los resultados se 
muestran de forma que el usuario puede ver fácilmente qué variables están más 
asociadas entre ellas. 
 
Se ha estimado la información mutua entre los probesets (genes) de un 
experimento de microarrays de expresión génica y se han comparado los resultados 
con los obtenidos utilizando el coeficiente de correlación de Spearman, buscando 
asociaciones no lineales en estos datos. Aunque no se ha encontrado un elevado 
número de asociaciones no lineales, estas relaciones podrían ser cruciales en 
algunos mecanismos genéticos, por lo que se recomienda el uso de medidas 
generales que puedan detectarlas. 
 
Una vez se tienen las estimaciones de información mutua entre niveles de 
expresión génica, los genes pueden ser analizados en redes de asociación génica 
reconstruidas a partir de los valores significativos de información mutua. Estas 
redes pueden ser interpretadas como pathways funcionales ya que existe co-
expresión entre sus genes. 
 
Otra aplicación de las estimaciones de información mutua es su uso como 
distancias en un análisis de MultiDimensional Scaling (MDS). Esta técnica obtiene 
una visualización de las variables en un espacio de baja dimensión, agrupando 
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Mutual information (MI) is a general measure of association between variables that 
detects both linear and non-linear relationships, so it might be a preferable option 
to Pearson or Spearman correlation coefficients which only can find linear 
dependences. 
 
This approach can be very useful to understand the underlying genetic mechanisms 
in complex diseases (e.g. cancer), where genes can interact among them in a non-
linear way. 
 
While estimating the mutual information between discrete variables is quite 
straightforward, the continuous case is, however, much more complicated since it 
requires the resolution of a double-integral equation. We use kernel density 
estimation to estimate the probability density functions of continuous variables 
instead of histogram estimation because of the good properties of kernel methods 
(Moon et al. 1995). The problem of this approach is that it is quite time-consuming, 
so we have implemented the fast algorithm proposed by Qiu et al. (2009) that 
significantly reduces the computation time. This algorithm avoids repeated 
calculations of the kernel densities when we want to estimate the mutual 
information among a large number of variables, which is the case of genetic 
analyses. 
 
Mutual information estimation depends on the marginal density functions of 
variables so, in order to obtain comparable results among different kind of variables 
and datasets, we perform a standardization by means of a rank transformation 
(Steuer et al. 2002), so every variable has the same marginal distribution.  
 
 vii
A permutation test is performed to assess the significance of the estimates, but for 
small p-values (< 10-2) an approximation is used (Margolin et al, 2006) derived 
from a simulation using different sample sizes. The idea is to fit a linear model for 
the p-values depending on the mutual information estimate and the sample size.  
 
An R package has been built with this methodology in order to estimate the mutual 
information between continuous variables. Furthermore, standard errors can be 
estimated by means of bootstrap. The results are shown in a way that users can 
easily see which variables are more associated among them.  
 
We have estimated the mutual information among all probesets (genes) from a 
microarray expression data experiment and compared the results with those 
obtained using the Spearman correlation coefficient, looking for non-linear 
associations in this dataset. Although we have not found a high number of non-
linear associations, these relationships might be crucial in some genetic 
mechanisms so we recommend the use of general measures that could detect 
them.  
 
Once we have these mutual information estimates among gene expression levels, 
genes can be analyzed in gene association networks reconstructed from the most 
significant mutual information values. These networks can be interpreted as 
functional pathways since their genes share co-expression.  
 
Other application of mutual information estimates is using them as distances in a 
MultiDimensional Scaling (MDS) analysis. This technique obtains a visualization of 
variables in a small dimensional space, grouping variables with high association 
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1.1.  Motivación 
 
El cáncer es un conjunto heterogéneo de enfermedades donde un grupo de células 
(células cancerígenas) muestra un crecimiento descontrolado formando tumores 
malignos, los cuales invaden los tejidos adyacentes destruyéndolos y a menudo se 
propagan a otras partes más lejanas del cuerpo provocando metástasis. Según el 
informe mundial GLOBOCAN del año 2008, cerca de 12,7 millones de nuevos casos 
de cáncer fueron diagnosticados y 7,6 millones de muertes causadas por cáncer se 
dieron en todo el mundo (Ferlay et al, 2010). 
 
El crecimiento sin control de las células cancerígenas es debido a alteraciones en su 
material genético, los cuales pueden ser causados por agentes externos (consumo 
de tabaco o alcohol, exposición a ciertos tipos de radiación o productos químicos, 
contaminación, infecciones, obesidad, etc.) o pueden ser hereditarios (American 
Cancer Society, 2011). Estas alteraciones hacen que los genes de dichas células se 
comporten de manera irregular, estimulando o inhibiendo la actividad de otros 
genes en la célula de forma distinta a como ocurriría en las células sanas. 
 
Para poder entender los procesos mediante los cuales algunos genes regulan a 
otros es fundamental la recogida de diversas variables genéticas (datos de 
expresión génica, metilación, micro RNA, etc.) y la evaluación de la asociación 
existente entre ellas.  
 
La medida de asociación más comúnmente utilizada en este tipo de análisis 
genéticos es el coeficiente de correlación de Pearson, el cual captura 
preferentemente relaciones lineales entre variables. Esta medida podría no ser 
óptima en sistemas biológicos complejos, donde sus elementos (funcionalmente 
diversos y a menudo multifuncionales) son susceptibles de interactuar de manera 
no lineal (Kitano, 2002).  
 
Este tipo de asociaciones no lineales, de hecho, ya han sido encontradas en datos 
de expresión génica (Chen et al, 2010). La figura 1 muestra un ejemplo de 
asociación no lineal entre niveles de expresión de dos genes (Pla2g7 y Pcp2) 
observado a partir de un estudio de microarrays. La asociación entre ambos genes 
es clara a pesar de que el coeficiente de correlación de Pearson da un valor de    
r=-0.08 con un p-valor no significavo de 0.88. Como se puede observar, cuando los 
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niveles de ambos genes están por debajo de 5, éstos están correlacionados de 




Figura 1. Ejemplo de asociación no lineal entre los niveles de expresión de dos 
genes (Fuente: A Nonparametric Approach to Detect Nonlinear Correlation in Gene 




Por todo ello, se hace necesaria la exploración de otras medidas de asociación que 
puedan captar tanto relaciones lineales como no lineales. En este trabajo se 
presenta la información mutua como medida general de asociación (Shannon, 
1948; Fraser and Swinney, 1986), la cual podría ser muy útil en análisis genéticos 
o en estudios de cualquier otro campo donde pudieran aparecer este tipo de 
relaciones complejas entre variables. 
 
 
1.2.  Medidas de asociación: Coeficientes de correlación de Pearson 
y Spearman 
 
A menudo se plantea el problema de evaluar si existe asociación o dependencia 
entre dos variables aleatorias X e Y continuas, queriéndose determinar el grado de 
asociación entre ambas variables. 
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El coeficiente de correlación de Pearson es la medida de asociación más utilizada, a 
pesar de que sólo capta asociaciones lineales. Para dos variables aleatorias X e Y 
continuas, el coeficiente de correlación de Pearson se define como sigue: 
 
 ,
cov( , ) ,X Y
X Y
X Yρ σ σ=  (1) 
 
donde cov(X,Y) es la covarianza de X e Y, y σX y σY son las desviaciones estándar 
de X e Y respectivamente.  
 
Si nos basamos en una muestra aleatoria simple (x1,y1), …, (xn,yn) de las variables 
X e Y, se define el estadístico muestral del coeficiente de correlación de Pearson rX,Y 
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que puede tomar valores entre -1 y 1. La interpretación de este coeficiente es el 
siguiente: 
 
• Si rX,Y = 0, no existe relación lineal entre las variables X e Y. Esto no implica 
que ambas variables sean independientes, pudiendo haber relaciones no 
lineales entre ellas. 
• Si 0 < rX,Y < 1, hay una relación lineal positiva entre X e Y, siendo esta 
relación máxima cuando rX,Y = 1 (existe una dependencia lineal positiva 
perfecta entre ambas variables). 
• Si -1 < rX,Y < 0, hay una relación lineal negativa entre X e Y, siendo esta 
relación máxima cuando rX,Y = -1 (existe una dependencia lineal negativa 
perfecta entre ambas variables). 
 
Por otro lado, el coeficiente de correlación de Spearman se define como el 
coeficiente de correlación de Pearson pero en cuyo cálculo se utilizan los rangos de 
las variables en lugar de sus valores originales. Para ello dichos valores se ordenan 
y a cada uno de ellos se les asigna un rango dentro de la variable. Si llamamos Ri y 
Si a los rangos asignados a los valores xi e yi respectivamente, se define el 
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estando también acotado en el intervalo [-1,1]. 
 
El coeficiente de correlación de Spearman tiene algunas ventajas con respecto al 
coeficiente de correlación de Pearson: 
• No depende de las distribuciones marginales de las variables X e Y, a 
menudo desconocidas. 
• Sólo depende de los rangos de las observaciones y no de sus magnitudes, 
por lo que se eliminan los posibles efectos de outliers. 
• Bajo la hipótesis nula de independencia, se conoce su distribución exacta. 
 
Sin embargo, como ocurre con el coeficiente de correlación de Pearson, el 
coeficiente de correlación de Spearman tampoco detecta asociaciones no lineales 
entre variables. 
 
1.3. La información mutua 
 
La información mutua (Shannon, 1948; Fraser and Swinney, 1986) es una medida 
general de asociación o dependencia entre variables procedente del ámbito de la 
teoría de la información que es capaz no sólo de captar asociaciones lineales, como 
lo hacen los coeficientes de correlación de Pearson o Spearman, sino que también 
es sensible a dependencias no lineales entre variables. Este enfoque es muy 
interesante a la hora de evaluar asociación en análisis de datos genéticos, donde 
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donde p(x) es la probabilidad de X=x, p(y) es la probabilidad de Y=y y p(x,y) es la 
probabilidad conjunta de que X=x e Y=y. 
 
Por otro lado, en el caso continuo la información mutua entre dos variables X e Y se 
define como sigue: 
 
 
( , )( , ) ( , ) log ,




f x yI X Y f x y dxdy
f x f y
= ∫ ∫  (5) 
 
siendo fXY(x,y) la función de densidad conjunta de X e Y, y fX(x) y fY(y) las funciones 
de densidad marginales de X e Y respectivamente. 
 
Intuitivamente, la información mutua entre X e Y mide la cantidad de información 
que comparten ambas variables, cumpliéndose siempre I(X,Y) ≥ 0. La 
interpretación es la siguiente: 
 
• Si I(X,Y) = 0 entonces X e Y son independientes: ambas variables no 
comparten información o, dicho de otro modo, el conocimiento de una de 
las variables no nos da ninguna información sobre la otra. 
 
• Si I(X,Y) > 0, existe asociación entre X e Y, esto es, el conocimiento de una 
de las variables nos aporta información sobre la otra.  
 
1.3.2.  Relación con otras medidas: Entropía de Shannon y distancia de 
Kullback-Leibler 
 
En primer lugar la información mutua apareció íntimamente relacionada con el 
concepto de entropía (Shannon, 1948) para el caso de variables discretas.  
 
Sea X una variable aleatoria discreta con M posibles estados y sean x1, …, xM los 
posibles valores que puede tomar dicha variable. Entonces, la entropía de X, H(X), 








iH X p x p
=
= −∑ x  (6) 
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donde p(xi) es la probabilidad de X=xi. Se adoptará la convención de que 0*log0=0 
por consideraciones de continuidad. 
 
La entropía de X se interpreta como la cantidad de información que posee dicha 
variable, o también como la incertidumbre asociada a esa variable. La entropía de X 
será máxima cuando sus estados son equiprobables y por lo tanto la incertidumbre 
es máxima. En cambio, para casos deterministas en los que p=1 para un estado de 
la variable y 0 para los demás, la entropía será 0 ya que no existe incertidumbre 
con respecto al valor que tomará X.  
 
La entropía conjunta de dos variables X e Y se define análogamente como: 
 
  (7) 
1 1
( , ) ( , ) log ( , )
X YM M
i j i j
i j




donde p(xi,yj) es la probabilidad conjunta de que X=xi e Y=yj. Además, se tiene la 
siguiente relación: 
 
 ( , ) ( ) ( ),H X Y H X H Y≤ +  (8) 
 
cumpliéndose la igualdad sólo en el caso de que X e Y sean variables 
independientes. 
 
A partir de (6) y (7) se puede obtener la fórmula de la información mutua de la 
siguiente manera: 
 
 ( , ) ( ) ( ) ( , ).I X Y H X H Y H X Y= + −  (9) 
 




( | ) ( , ) log ( | ),
X YM M
i j i j
i j
H X Y p x y p x y
= =
= −∑∑  (10) 
 
pudiendo relacionar esta cantidad con la información mutua como sigue: 
 
 ( , ) ( ) ( | ).I X Y H X H X Y= −  (11) 
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A partir de (11) se puede interpretar la información mutua entre dos variables X e Y 
como la reducción de incertidumbre en la variable X una vez conocida la variable Y. 
Además, como se cumple que H(X) ≥ H(X|Y), entonces I(X,Y) es siempre no 
negativa. 
 
Las relaciones establecidas en (8), (9) y (11) se pueden visualizar mediante un 
diagrama de Venn (figura 2). 
 
 
Figura 2. Diagrama de Venn que muestra las relaciones entre la entropía y la 
información mutua de dos variables X e Y. (Fuente: Wikipedia) 
 
 
En la figura 2 se puede apreciar fácilmente la propiedad de simetría de la 
información mutua, esto es, I(X,Y) = I(Y,X). Por último, la información mutua de 
una variable consigo misma es igual a su entropía: I(X,X) = H(X). 
 
La información mutua también se puede ver como una entropía relativa o distancia 
de Kullback-Leibler (Kullback 1959; Cover and Thomas, 1991), la cual, dadas dos 
funciones de probabilidad p(x) y q(x), se define como: 
 
 
( )( || ) ( ) log ,
( )x X
p xD p q p x
q x∈
= ∑  (12) 
 




La distancia de Kullback-Leibler es siempre no negativa, siendo 0 si y sólo si p=q. 
No se trata de una distancia real ya que no es simétrica, pero se suele ver como 
una distancia entre distribuciones. 
 
Pues bien, la información mutua entre dos variables discretas X e Y puede verse 
como una entropía relativa donde p es la probabilidad conjunta p(x,y) y q es el 
producto de las distribuciones de ambas variables, esto es, p(x)p(y): 
 
 
( , )( ( , ) || ( ) ( )) ( , ) log ( , ).
( ) ( )x X y Y
p x yD p x y p x p y p x y I X Y
p x p y∈ ∈
= =∑∑  (13) 
 
Así, esta entropía relativa será 0 si y sólo si las variables X e Y son independientes 
y, por lo tanto, se cumple que p(x,y)=p(x)p(y)  para todos los posibles valores de X 
e Y. 
 
La distancia de Kullback-Leibler también está definida para el caso de variables 
continuas, por lo que para dos variables continuas X e Y tenemos: 
 
 ( ( , ) || ( ) ( ))XY X YD f x y f x f y =   
  
( , )( , ) log ( , ).




f x yf x y dxdy I X Y
f x f y
= =∫ ∫  (14) 
 






Los objetivos planteados para este trabajo fin de máster han sido los siguientes: 
 
• Explorar las propiedades de la información mutua como medida general de 
asociación y estudiar métodos eficientes para su estimación entre un gran 
número de variables (lo habitual en análisis genéticos), aplicando dichos 
métodos en un paquete de R que permita llevar a cabo dicha estimación. 
 
• Aplicar la estimación de la información mutua a datos reales de expresión 
génica y comparar los resultados obtenidos con los que se obtendrían de 
aplicar alguna medida de asociación lineal. De esta forma se valorará no 
solamente la validez del método aplicado, sino también la utilidad de la 
información mutua en este tipo de datos. 
 
• Explorar algunas posibles aplicaciones de la información mutua, como podría 
ser su uso como distancia en técnicas como el MultiDimensional Scaling 






En este apartado se desarrollan los métodos tanto estadísticos como 
computacionales para llevar a cabo nuestro objetivo. 
 
3.1. Transformación de variables 
 
Tal y como comentan Steuer et al. (2002), la estimación de la información mutua 
depende de las distribuciones marginales de las variables; es más, la información 
mutua entre dos variables aleatorias X e Y está acotada por las entropías 
marginales de dichas variables: 
 
 { }( , ) min ( ), ( ) .I X Y H X H Y≤  (15) 
 
Con el fin de que nuestras estimaciones de información mutua sean comparables 
entre pares de variables con distribuciones marginales diversas, dichas variables 
serán estandarizadas antes del proceso de estimación mediante una transformación 
en rangos, de un modo similar al empleado para calcular el coeficiente de 
correlación de Spearman. 
 
Así, para cada variable, se ordenan sus valores y se asigna a cada uno de ellos un 
rango dentro de la variable, consiguiendo de esta forma que todas las variables 
tengan una misma distribución. Además, estos rangos calculados se trasladarán al 
intervalo [0,1]. La información mutua es invariante a reparametrizaciones (Margolin 
et al. 2006), por lo que la transformación en rangos no afectará a la validez de 
nuestros análisis. La figura 3 muestra cómo las asociaciones entre las variables se 
mantienen después de dicha transformación.  
 
 
Figura 3. La transformación en rangos de las variables preserva la asociación entre ellas. 
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Esta transformación en rangos ofrece varias ventajas: 
 
• Por un lado elimina los posibles efectos de outliers en los datos a la hora de 
estimar la información mutua, de igual modo que ocurre con el coeficiente 
de correlación de Spearman frente al coeficiente de correlación de Pearson. 
 
• El hecho de que todas las variables tengan la misma distribución marginal 
facilitará el proceso de estimación de la información mutua al poder utilizar 
un único bandwidth en la estimación kernel de las funciones de densidad 
(apartado 3.2). 
 
• Además, la distribución de la información mutua bajo la hipótesis nula de 
independencia sólo dependerá del tamaño de muestra, lo cual permitirá dar 




3.2. Estimación de la información mutua por métodos de kernel 
 
Se quiere resolver la ecuación para la información mutua en el caso continuo (5), 
pero nos encontramos ante el problema de que en general no se conocerán las 
funciones de densidad de X e Y. Si bien las funciones marginales las conocemos 
tras la transformación en rangos llevada a cabo, la función de densidad continua 
sigue siendo desconocida. 
 
Una forma sencilla de estimar dichas funciones de densidad sería utilizar un 
estimador histograma (equivalente a discretizar las variables) de modo que se 
pudiera utilizar la fórmula (4) para la estimación de la información mutua. Este 
enfoque es fácil de entender y no es computacionalmente costoso, pero tiene sus 
inconvenientes: el estimador histograma es discontinuo y cambia según la elección 
del inicio de las categorías o bins (Moon et al. 1995).  
 
Por ello, en este trabajo se ha optado por una estimación de la información mutua a 
partir de la estimación no paramétrica de las funciones de densidad mediante 
métodos de kernel o núcleo, cuyos estimadores tienen mejores propiedades que el 
estimador histograma (Moon et al., 1995). La idea es poder resolver la ecuación (5) 
sustituyendo las funciones de densidad por sus estimaciones kernel, que son 
funciones suaves basadas en nuestros datos. 
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3.2.1. Estimación kernel univariante 
 
En el caso de las funciones de densidad marginales, el estimador kernel se expresa 









x xf x K
n h h=
−⎛ ⎞= ⎜ ⎟⎝ ⎠∑   (16) 
 
donde K es la función kernel, que en general es una función de densidad continua, 
unimodal y simétrica alrededor de 0. Por otro lado, n es el tamaño de la muestra y 
h se conoce como parámetro de suavizado (kernel width o bandwidth en inglés). 
 








)if x K xn == ∑ x−  (17) 
 
esto es, el estimador kernel es una mixtura de n densidades (con pesos 1/n) con la 
misma forma que la función kernel K, reescaladas según el parámetro de suavizado 
h y centradas en cada una de las observaciones xi. De aquí se deduce que el 
estimador kernel es una función de densidad siempre y cuando K también lo sea. 
En la figura 4 se muestra un ejemplo de estimador kernel a partir de cinco 
observaciones empleando un kernel gaussiano. Este kernel será el empleado en lo 
sucesivo por sus buenas propiedades de continuidad y su simplicidad. 
 
 
Figura 4. Estimación de la función de densidad a partir de 5 observaciones utilizando un kernel 
gaussiano. (Fuente: Curso de Modelos no Paramétricos; Pedro Delicado, 2008)  
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Por otro lado, el parámetro de suavizado h controla la concentración del peso 1/n 
alrededor de cada x: si h es pequeño únicamente las observaciones xi más cercanas 
a x serán relevantes en la estimación de f(x), mientras que valores grandes de h 
permiten que observaciones más alejadas de x también intervengan en la 
estimación.  
 
En la figura 5 se puede apreciar el efecto de h en la estimación de una mixtura de 
normales (la primera de media -1 y desviación típica 1 y la segunda de media 2 y 
desviación típica 0.5) utilizando un kernel gaussiano. La función dibujada en negro 
corresponde a la función de densidad teórica, mientras que las funciones dibujadas 
en rojo, verde y azul son las estimaciones de densidad kernel con parámetro h = 
0.05, 0.3 y 1 respectivamente. Estas estimaciones se han realizado a partir de una 
muestra aleatoria de la distribución teórica con 400 observaciones. 
 
 
Figura 5. Efecto del parámetro de suavizado h en el estimador kernel de una mixtura 
de normales. 
 
Tal y como se observa en la figura 5, la elección de h es crucial en la estimación no 
paramétrica de la densidad. Mientras que para valores de h pequeños la función 
estimada es muy picuda, para valores grandes se pierde la noción de la estructura 
subyacente ya que la función estimada aparece sobresuavizada. 
 
Este valor h se elegirá de modo que se minimice el AMISE (Assymptotic Mean 
Integrand Square Error, o Error Cuadrático Integrado Medio Asintótico), 
encontrando un compromiso entre sesgo y varianza del estimador de f. Este valor 
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La fórmula (18) plantea un problema ya que la ventana óptima hopt aparece 
dependiente de la segunda derivada de la función que queremos estimar y por lo 
tanto desconocida. Una forma sencilla y natural para asignar un valor al término 
R(f’’) es asumir que f pertenece a un modelo paramétrico. En particular, si f ~ 
N(µ,σ2) y se utiliza un núcleo gaussiano KG, entonces la fórmula para la ventana 
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R Kh nπ σ σσ
− −⎛ ⎞= =⎜ ⎟⎜ ⎟⎝ ⎠
ˆn  (19) 
 
con 
  { }ˆ min , /1.35 ,S IQRσ =
 
donde S2 es la varianza muestral de los datos e IQR es su rango intercuartílico. 
 
Sin embargo, en nuestros datos no se podrá asumir normalidad, y más después de 
la transformación en rangos de las variables llevada a cabo, por lo que se utilizará 
un método de selección de h automático conocido como método de plug-in directo 
(DPI – Direct Plug-In), el cual es el método que en la actualidad da mejores 
resultados prácticos (Delicado, 2008). 
 
El método de plug-in directo se basa en sustituir en la fórmula (18) el término 
desconocido R(f’’) por una estimación hecha a partir de los datos observados. Se 
puede probar que R(f’’) = ψ4(f), donde ψi(f)=E[f (j)(X)], X ~ f y f (j) es la derivada   

















Ψ = ∑  (20) 
 
donde ,Lˆ gf  es un estimador de la función de densidad f construido con núcleo L y 
ventana g. 
 
De (20) se extrae otro problema, ya que ahora hay que elegir un valor para g de 
modo que ψ4(f) sea estimado de manera óptima. Si empleamos el mismo núcleo K 













−⎛ ⎞−= ⎜ ⎟Ψ⎝ ⎠
n  (21) 
 
quedando ahora g en función de ψ6(f) la cual también se tiene que estimar. Si se 
continúa y se trata de estimar ψ6(f), se llega a que la ventana óptima para la 
estimación depende de ψ8, y así sucesivamente. Esto es, la ventana óptima para 
estimar ψr depende de ψr+2. 
 
La estrategia habitual es estimar una de las ψ4+2l mediante la regla de referencia a 
la normal (19) y después ir estimando con las ventanas g los valores ψ4+2j, j = l - 1, 







( ) .ˆ( )DPI l K
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−⎛ ⎞= ⎜ ⎟Ψ⎝ ⎠
n  (22) 
 
Obsérvese que la regla de referencia a la normal (19) es también la regla de    
plug-in directo con l = 0 pasos, esto es, hN = hDPI,0. 
 
La recomendación es tomar l = 2 pasos (método de Sheather and Jones (1991)) 
por lo que se utilizará hDPI,2 para la estimación de las funciones de densidad a la 




3.2.2. Estimación kernel bivariante 
 









)if x K H xn H −== ∑% % x− %  (23) 
 
donde Kd es un kernel multivariante de dimensión d, H es la matriz ventana (matriz 
dxd no singular) y |H| es el valor absoluto del determinante de H. La matriz H 
representa una rotación de los datos y cambios de escala en cada variable. 
 
A la hora de estimar la función de densidad bivariante fXY se utilizará un kernel 
producto K2, esto es, será producto de dos kernel univariantes (con coordenadas 
independientes). Además, debido a la previa estandarización de las variables, no es 
necesario un cambio de escala particular para cada variable y por tanto H se 
expresa de la siguiente forma: 
 
  (24) 2 ,H hI=
 
donde I2 es la matriz identidad 2x2 y h es el parámetro de suavizado común que se 
estimará mediante el método de plug-in de Sheather and Jones como se indicó 
anteriormente para el caso univariante. 
 
3.2.3. Estimador final para la información mutua 
 
Por último, a partir de de las ecuaciones (16) y (23), y tomando como kernel un 
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Seguidamente, se sustituirían las funciones de densidad de la ecuación (5) por sus 
estimadores kernel (25) correspondientes:  
 
 




f x yI X Y f x y dxdy
f x f y
= ∫ ∫  (26) 
 
La evaluación de esta nueva ecuación (26) podría ser llevada a cabo mediante 
técnicas de integración numérica, pero dicho proceso sería computacionalmente 
muy costoso. Una buena alternativa es tratar esta doble integral como una 
esperanza o media de la expresión logarítmica sobre el plano xy (Steuer et al, 
2002). Dado que nuestros datos son una muestra fiel de la distribución subyacente, 
es posible estimar la ecuación (5) de la siguiente manera: 
 
1
ˆ ( , )( , ) 1 ˆ( , ) log log : ( , ).ˆ ˆ( ) ( ) ( ) ( )
n
XY i iXY
iX Y X i Y i
f x yf x yI X Y E I X Y
f x f y n f x f y=
⎡ ⎤= ≈ =⎢ ⎥⎣ ⎦ ∑  (27) 
 
 
Si se sustituyen las expresiones de (25) en (27) se obtiene la ecuación definitiva 
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3.3. Algoritmo para la estimación de la información mutua 
 
Dado que la estimación de la información mutua entre variables continuas por 
métodos de kernel es computacionalmente costosa y que, en el caso de análisis 
genéticos, es posible disponer de datos sobre más de 50.000 genes, es 
fundamental encontrar un algoritmo mediante el cual se pueda estimar la 
información mutua para todos los pares de genes de manera eficiente. Por ello se 
ha implementado el algoritmo presentado por Qiu et al. (2009) el cual consigue 
reducir considerablemente el tiempo de ejecución. 
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Para el caso de P variables, la ecuación (28) puede ser implementada mediante dos 
bucles anidados donde cada uno de ellos recorre todas las variables de forma que 
se puede calcular la información mutua entre cada uno de los pares. Este método 
es el utilizado por el software ARACNE (Margolin et al. 2006), el cual resulta ser 
ineficiente debido a los cálculos repetidos de las densidades de kernel.  
 
Sean X1, X2, …, XP las variables entre las que se quiere calcular la información 
mutua. En primer lugar, para X1 y X2 se evaluarán las densidades de kernel entre 
todos los pares de muestras (individuos) para cada una de las dos variables, esto 




















⎟⎟  para todo i, j = 1, 2, …, N 
siendo N el número de muestras. Cuando se estime la información mutua entre X1 y 
X3, las densidades de kernel para la variable X1 serán evaluadas de nuevo y así 
sucesivamente para todos los pares de variables en los que intervenga X1. Lo 
mismo ocurre con las demás variables, por lo que para cada variable estas 
densidades de kernel son evaluadas P-1 veces, lo cual hace al proceso muy 
ineficiente para un número grande de variables. 
 
El pseudocódigo de este primer enfoque se muestra a continuación, pudiéndose 


















 1: MI = matrix(0,nrow=P,ncol=P);  
 2: for k = 1 : P-1 do  
 3:   for l = k+1 : P do 
 4:     for i = 1 : N do 
 5:    sumMargin1 = 0;  
 6:    sumMargin2 = 0;  
 7:    sumJoint = 0; 
 8:    for j = 1 : N do 
 9:     kDens1 = kernelDensity(data[k,i], data[k,j]); 
10:     kDens2 = kernelDensity(data[l,i], data[l,j]); 
11:     sumMargin1 = sumMargin1 + kDens1; 
12:     sumMargin2 = sumMargin2 + kDens2; 
13:     sumJoint = sumJoint + kDens1*kDens2; 
14:    end for 
15:    MI[k,l] = MI[k,l] +  
16:       + log((N*sumJoint)/(sumMargin1*sumMargin2))/N; 
17:     end for  
18:   end for 
19: end for 
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La función kernelDensity (líneas 9 y 10) es la que se encarga del cálculo de la 









⎟⎟  para una variable X y un par de muestras (i,j) 
en concreto y, como se puede observar, es llamada 2*(P-1) veces con los mismos 
argumentos. El 2 es debido a que al llegar al par (j,i) se vuelve a calcular la 
densidad de kernel obteniendo el mismo resultado. El software de ARACNE, sin 
embargo, evita que se repita el cálculo esa segunda vez ya que almacena el 
resultado en una tabla. De todas formas, el cálculo se sigue repitiendo P-1 veces. 
 
Por otro lado, las variables sumMargin1 y sumMargin2 (líneas 11 y 12) permiten 
























⎛ ⎞−−⎜⎜⎝ ⎠∑ ⎟⎟  (dada una muestra i), cálculo que se 
vuelve a repetir para todos los pares de variables y por lo tanto es también 
ineficiente. La variable sumJoint (línea 13), por su lado,  es la que almacena la 
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Finalmente, la tabla MI (P x P) es la que almacena el resultado de la información 
mutua para todos los pares de variables, sumando la expresión del logaritmo 
obtenida (línea 16) para cada muestra i.  
 
Un método sencillo para evitar dichas operaciones repetidas sería calcular 
previamente todas las densidades de kernel para cada una de las variables, 
conjuntamente con las sumas de las densidades de kernel marginales. Sin 
embargo, este método no es factible ya que se necesitaría una gran cantidad de 
memoria para almacenar todas las P x N2 densidades de kernel más las P sumas de 
densidades marginales. El algoritmo propuesto por Qiu et al. (2009), en cambio, 
consigue reducir los cálculos repetidos sin un uso excesivo de memoria. Lo que 
plantean estos autores es mantener en memoria una matriz de P x N densidades de 
kernel y un vector de longitud P con las sumas de las densidades marginales, los 
cuales se precalculan para cada una de las muestras i. De esta manera cada 
distancia de kernel entre dos muestras para cada variable sólo se repite 2 veces en 
lugar de P-1 veces (aquí no se evita que se repita el cálculo al cambiar el orden de 
las muestras), lo cual se traduce en un aumento de eficiencia considerable. 


























 1: MI = matrix(0,nrow=P,ncol=P); 
 2: kDens = matrix(0,nrow=P,ncol=N); 
 3: for i = 1 : N do 
 4:   sumMargin = rep(0,P); 
 5:   for j = 1 : N do 
 6:     for k = 1 : P do 
 7:       kDens[k, j] = kernelDensity(data[k,i], data[k,j]); 
 8:       sumMargin[k] = sumMargin[k] + kDens[k,j]; 
 9:     end for 
10:   end for 
11:   for k = 1 : P-1 do 
12:     for l = k+1 : P do 
13:    sumJoint = 0; 
14:    for j = 1 : N do 
15:     sumJoint = sumJoint + kDens[k,j]* kDens[l,j]; 
16:    end for 
17:    MI[k,l] = MI[k,l] +  
18:      + log((N*sumJoint)/(sumMargin[k]*sumMargin[l]))/N; 
19:     end for 
20:   end for 
21: end for 
 
Se puede ver que el cambio más significativo con respecto al primer enfoque es la 
reordenación de los bucles for. El bucle que recorre las muestras i se ha colocado 
como el bucle más externo del código (línea 3), anidando dentro de éste los bucles 
que recorren los pares de variables (líneas 11 y 12). Lo más importante de esta 
reordenación es la posibilidad de precalcular las cantidades asociadas a una 
muestra i, como las densidades de kernel mediante la tabla kDens (líneas 2 y 7) de 
tamaño P x N y el vector sumMargin (líneas 4 y 8) de tamaño P. Una vez 
precalculadas todas estas cantidades asociadas a la muestra i, sólo falta recorrer 
todos los pares de variables calculando las sumas de densidades conjuntas de 
kernel mediante la variable sumJoint (línea 15) y sumando a la matriz de 
información mutua MI (líneas 17 y 18) la contribución de esa muestra i, tal y como 




3.4. Contraste de hipótesis de la información mutua 
 
Dadas dos variables continuas X e Y, se quiere evaluar si su información mutua 
estimada es significativamente mayor que 0 y por lo tanto concluir si existe 
asociación entre ambas variables. 
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donde H0 es la hipótesis nula, en la que existiría independencia entre X e Y, y H1 es 
la hipótesis alternativa, donde habría asociación entre X e Y. 
 
Se tiene una muestra aleatoria simple (x1,y1), …, (xn,yn) de la variable aleatoria 
bivariante (X,Y), y se debe decidir si esta muestra presenta o no evidencia para 
rechazar la hipótesis nula H0 de independencia entre X e Y,  es decir, si  es 
significativamente mayor que cero y por lo tanto se puede aceptar la hipótesis 
alternativa de asociación H
ˆ( , )I X Y
1. Para ello se quiere calcular un p-valor asociado al test, 
el cual se interpreta como la probabilidad de observar una muestra al menos tan 
poco favorable a la hipótesis nula como la que se ha observado. Si el p-valor 
obtenido es menor que el nivel de significación α del test entonces habrá suficiente 
evidencia estadística para rechazar la hipótesis de independencia de X e Y. Este 
nivel α se tomará lo suficientemente pequeño (por ejemplo: α = 0.01 ó 0.05) para 
controlar la tasa de falsos positivos. 
 
Puesto que no es conocida la distribución de la información mutua de dos variables 
continuas bajo la hipótesis nula H0 (variables independientes), se ha decidido llevar 
a cabo un test de permutaciones para lo cual se siguen los siguientes pasos: 
 
i. Se construye la muestra permutada (x1,y1*), …, (xn,yn*), siendo (y1*, …, 
yn*) una permutación aleatoria de (y1, …, yn), de tal manera que la posible 
asociación entre X e Y desaparezca. 
 




iii. Se repiten los pasos i y ii K veces (se aconseja K = 1000) con lo que 
finalmente se tienen I1*, …, IK*. 
 
iv. El p-valor asociado al test se calcula entonces de la siguiente forma: 
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Este enfoque es sencillo y válido cuando se quiere calcular la significación entre un 
par de variables, pero deja de ser útil cuando disponemos de una gran cantidad de 
variables, como es el caso de los estudios genéticos, donde tenemos que estimar la 
matriz de informaciones mutuas entre alrededor de 50.000 variables (genes). Así, 
si normalmente se trabaja a un nivel de significación del 0.05, siendo suficiente un 
p-valor < 0.05 para rechazar H0, en este caso es fundamental corregir este p-valor 
por comparaciones múltiples obteniendo un p-valor mucho más restrictivo, 
pudiendo ser éste del orden de 10-8 o menor.  
 
Sin embargo, con un test de permutaciones con 1000 iteraciones es imposible dar 
una significación a un nivel de 10-8, ya que serían necesarias al menos 109 
iteraciones, lo cual no es computacionalmente viable. Por lo tanto, para poder dar 
p-valores adecuados por debajo de 10-2  se han seguido los pasos de Margolin et al. 
(2006) quienes sugieren la posibilidad de modelar la cola de la función entre los 
valores de informaciones mutuas bajo la hipótesis nula de independencia y sus     
p-valores asociados. La idea surge de la teoría de las grandes desviaciones (Cover 
and Thomas, 1991), donde para variables discretas se extrae que  
 
 ˆ( ( , ) | ( , ) 0) exp( ),p I X Y I I X Y nI≥ = ∝ −  (31) 
 
siendo I el valor de información mutua asociado a dicha probabilidad o p-valor.  
 
Si bien nosotros trabajamos con variables continuas, como la información mutua 
puede ser estimada mediante la fina discretización de las variables, es de esperar 
que se consiga un resultado similar (Margolin et al, 2006). Para evitar posibles 
sesgos del estimador dado un valor de ventana h, se introducirá una constante c en 
la ecuación que dependerá de los datos, quedando de la siguiente forma: 
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  ˆ( ( , ) | ( , ) 0) exp( ).p I X Y I I X Y cnI≥ = ∝ −  (32) 
 
Tomando el logaritmo de (32) tenemos que 
 
 log ,p Iα β= +  (33) 
 
es decir, el logaritmo del p-valor se puede ajustar como una función lineal de la 
información mutua, siendo la pendiente β proporcional al tamaño de muestra n. 
 
Con el fin de dar valor a los términos α y β de la ecuación (33) se ha llevado a cabo 
una simulación en la que se ha estimado la distribución empírica de la información 
mutua bajo la hipótesis nula de independencia. Para ello se ha estimado la 
información mutua entre 106 pares de variables aleatorias no asociadas entre sí, 
repitiéndose dicho proceso para distintos valores de tamaño de muestra n. Además, 
para cada tamaño de muestra, el proceso se ha repetido tres veces.  
 
 
Figura 6. Distribuciones nulas empíricas para cada tamaño de muestra n. 
 
La figura 6 muestra las distribuciones nulas calculadas. Como era de esperar, las 
distribuciones de las repeticiones para un mismo número de muestra n son 
prácticamente idénticas. Las distribuciones obtenidas son asimétricas con una larga 
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cola hacia la derecha y presentan algo de sesgo con respecto a 0, que es el valor 
que teóricamente deberían tomar las informaciones mutuas entre variables 
independientes. Esto es debido a que el 0 es un valor frontera para la información 
mutua. Sin embargo, ese sesgo disminuye a medida que el tamaño de muestra 
aumenta, así como también ocurre con la varianza. 
 
Para cada una de las distribuciones nulas empíricas, se han ordenado sus valores 
para poder asignar a cada uno de ellos un p-valor asociado. La figura 7 muestra 
estas funciones entre informaciones mutuas bajo la hipótesis nula de independencia 
y p-valores (en escala logarítmica) para distintos tamaños de muestra n. Como se 
puede apreciar, y tal y como sugieren los autores, las colas de estas funciones se 
podrían ajustar mediante una recta.  
 
 
Figura 7. Funciones de los p-valores con respecto a sus valores de MI asociados para cada tamaño de 
muestra n. 
 
Así pues, para las funciones obtenidas se tomarán los valores comprendidos entre 
10-2 y 10-5 (el rango entre 10-5 y 10-6 no se toma por presentar demasiada 
variabilidad entre las tres repeticiones) ajustando el siguiente modelo lineal: 
 
  log ~ .p Iα β+  (34) 
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La tabla 1 muestra los valores estimados para α y β, para cada tamaño de muestra 
n y repetición (α1, α2, α3, β1, β2 y β3). Los valores α y β de la tabla son los valores 
medios de α1, α2 y α3, y β1, β2 y β3 respectivamente y son los que se mantendrán en 
lo sucesivo. 
 
n α1 α2 α3 α β1 β2 β3 β
25 4.01 3.96 4.14 4.04 -39.14 -38.94 -39.63 -39.24
50 5.38 5.22 5.57 5.39 -59.68 -58.79 -60.79 -59.75
75 6.46 6.70 6.47 6.55 -78.25 -79.74 -78.25 -78.75
100 7.78 7.86 7.66 7.77 -98.32 -98.74 -97.27 -98.11
125 8.47 8.49 8.77 8.58 -113.95 -114.08 -116.39 -114.81
150 9.42 9.47 9.37 9.42 -131.09 -131.41 -130.66 -131.05
175 10.50 10.39 10.05 10.31 -150.21 -149.26 -145.93 -148.47
200 10.73 10.60 10.72 10.68 -160.70 -159.58 -160.68 -160.32
250 11.90 12.39 12.45 12.25 -189.45 -195.19 -195.87 -193.50
300 13.07 13.24 13.03 13.11 -217.90 -220.03 -217.41 -218.45
350 14.39 13.79 13.91 14.03 -248.44 -241.00 -242.65 -244.03
400 14.58 14.68 14.89 14.72 -264.74 -266.24 -269.34 -266.77
450 15.42 15.61 15.53 15.52 -289.26 -292.30 -291.28 -290.95
500 15.96 15.77 16.70 16.14 -310.57 -307.51 -321.60 -313.23
550 16.89 17.10 16.68 16.89 -335.98 -339.27 -333.00 -336.08
600 17.86 17.62 18.20 17.89 -362.75 -359.26 -368.76 -363.59
700 18.33 18.82 19.00 18.72 -393.48 -401.95 -405.09 -400.17
800 19.97 20.21 19.56 19.92 -443.92 -447.91 -436.45 -442.76
900 21.55 20.95 21.07 21.19 -493.65 -482.63 -485.09 -487.12
1000 21.62 22.04 21.44 21.70 -514.52 -522.53 -511.15 -516.07
 
Tabla 1. Coeficientes α y β estimados para el modelo lineal ajustado entre log(p-valor) y su valor de 
información mutua asociado para cada tamaño de muestra n y repetición. 
 
 
Los valores del coeficiente de determinación R2 ajustado para los modelos 
anteriores varían entre 0.995 y 1, por lo que el ajuste de los modelos es bueno.  
 
Una vez se tienen los coeficientes α y β estimados para cada tamaño de muestra n, 
se ajustan dos modelos lineales (uno para α y otro para β), ambos dependientes del 
tamaño muestral n.  
 
Como se puede apreciar en la figura 8, la dependencia entre los coeficientes y el 
tamaño muestral n no es perfectamente lineal, por lo que en los modelos se incluirá 






Figura 8. Scatterplots para los valores de α y β con respecto al tamaño de muestra n. 
 











α γ γ γ
β γ γ γ
+ +
+ +  (35) 
 
La tabla 2 muestra los coeficientes estimados de dichos modelos. Los p-valores 
correspondientes al t-test para cada uno de los coeficientes son todos significativos, 
por lo que todos los coeficientes son significativos en los modelos. 
  
Parámetro Estimación P-valor
γ1 -6.4056 < 10-6
γ2 0.0081 < 10-10
γ3 2.9612 < 10-11
γ4 85.7818 < 10-5
γ5 -0.388 < 10-15
γ6 -32.5938 < 10-8
 




Además, los valores para el coeficiente de determinación R2 ajustado en los 
modelos con el término log(n) son superiores a los de los modelos sin incluir el 
término. Mientras que R2 toma valores de 0.935 y 0.989 para los modelo de α y β 
respectivamente sin incluir el término log(n), éstos aumentan a 0.996 y 0.999 en el 
caso de incluir el término en los modelos. 
 
Con los coeficientes de la tabla 2 se obtiene la ecuación final para los p-valores 
menores de 10-2, los cuales sólo dependerán del valor estimado de información 
mutua I y del tamaño muestral n: 
 
 { }1 2 3 4 5 6exp log ( log ) .p n n n nγ γ γ γ γ γ= + + + + + I  (36) 
 
La figura 9 muestra las rectas correspondientes a aplicar la ecuación (36) para todo 
valor de información mutua I y para cada tamaño de muestra n, las cuales se 
representan mediante líneas discontinuas. Como se puede observar, las 
predicciones son bastante aceptables para p-valores entre 10-2 y 10-5 y para 
tamaños de muestra n ≥ 50. 
 
 
Figura 9. Predicciones de los p-valores (líneas discontinuas) para cada tamaño de muestra n. 
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3.5. Estimación del error estándar mediante bootstrap. 
 
Bootstrap es un método basado en remuestreo (Efron and Tibshirani, 1993) que 
permite estimar de manera no paramétrica errores estándar, intervalos de 
confianza y sesgos para cualquier estadístico. 
 
Nosotros en particular estamos interesados en estimar el error estándar de las 
estimaciones de información mutua, para lo cual se procede de la siguiente forma: 
 
i. A partir de la muestra (x1,y1), …, (xn,yn) se genera la muestra bootstrap 
(x1,y1)*, …, (xn,yn)* haciendo remuestreo con reemplazamiento entre toda la 
muestra. 
 
ii. Se estima la información mutua con la muestra bootstrap, obteniendo un 
valor I*. 
 
iii. Se repiten los pasos i y ii B veces con lo que finalmente se tiene una 
distribución bootstrap para la estimación de la información mutua con 
valores I1*, …, IB*. 
 
iv. Se calcula la desviación estándar entre todos los valores I*, la cual será el 
estimador bootstrap del error estándar de la información mutua estimada. 
 







Los resultados de este trabajo son, por un lado, el paquete creado en R para la 
estimación de la información mutua y, por otro, los resultados obtenidos al aplicar 
dicho paquete a datos reales de expresión génica. También se comentarán algunas 
aplicaciones de la información mutua. 
 
4.1. mutual: Paquete en R para evaluar asociación entre variables 
continuas mediante información mutua. 
 
El algoritmo para la estimación de la información mutua presentado en el apartado 
3.3 ha sido implementado en un paquete de R (R Development Core Team, 2009) 
llamado mutual utilizando toda la metodología estadística descrita. 
 
El objetivo de este paquete es poder estimar la matriz de informaciones mutuas 
entre varios pares de variables continuas, dando un p-valor asociado a cada una de 
las estimaciones. Además, será posible estimar el error estándar de las 
estimaciones mediante bootstrap. 
 
Se trata de un paquete de propósito general que puede ser utilizado en cualquier 
campo, no solamente en el ámbito genético o biológico. 
 
Si bien la mayor parte de las funciones están escritas en lenguaje R, la parte del 
código referente al algoritmo de estimación de la matriz de informaciones mutuas 
se ha implementado en lenguaje C para ganar eficiencia, ya que C demuestra 
tiempos de ejecución más bajos en cuanto a cálculo intensivo se refiere por tratarse 
de un lenguaje compilado. 
 
A continuación se describe el paquete, pudiendo encontrar la documentación 
completa de las funciones en el anexo 1 de este trabajo. 
 
4.1.1. Descripción del paquete mutual. 
 
El paquete contiene una función principal mutual, la cual recibe por parámetros una 
matriz n x p, donde n es el número de muestras y p el número de variables. En 
primer lugar, la función se encarga de preparar los datos para la estimación 
(transformación en rangos de las variables, cálculo del parámetro h de 
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suavizado…). Seguidamente llama a la función mutual_c, que es la función 
implementada en C que se encarga de la estimación de la matriz de informaciones 
mutuas. Por último, calcula la matriz con los p-valores asociados y la matriz de 
errores estándar. La función devuelve un objeto mutual con los datos originales, las 
tres matrices estimadas y un listado de los pares de variables ordenados de mayor 
a menor según su estimación de información mutua, es decir, se ordenarán de 
mayor a menor asociación. 
 
Es posible que no nos interese estimar la información mutua entre todos los pares 
de variables. Sea X = (X1, …, Xi,Xi+1, …, Xn) la matriz de datos y sólo nos interesa 
hacer la estimación entre las variables X1, …,  Xi (variables “principales”) y entre 
ellas y todas las demás (variables “secundarias”). En ese caso habría que dividir la 
matriz de datos en dos submatrices separando las variables principales de las 
secundarias y pasárselas a la función de ese modo. 
 
Otras opciones que tiene la función mutual son: 
 
• Posibilidad de paralelizar los cálculos mediante la librería snow de R si se 
dispone de un clúster con múltiples procesadores. La paralelización sólo está 
implementada para el test de permutaciones y la estimación bootstrap del 
error estándar, donde las distintas iteraciones se pueden repartir entre los 
distintos procesadores y así reducir el tiempo computacional. Sin embargo, 
el proceso de estimación de la matriz de informaciones mutuas no es 
paralelizable tal como se ha diseñado, teniéndose que realizar en un único 
procesador. 
 
• Tanto el cálculo de los p-valores como el de los errores estándar son 
opcionales. En caso de querer calcularlos, se puede elegir tanto el número 
de permutaciones como el número de iteraciones bootstrap, siendo 1000 y 
200 los valores por defecto respectivamente. 
 
Una vez se ha obtenido el objeto mutual con las estimaciones, mediante el método 
summary es posible extraer un listado para cada una de las variables con las 
variables asociadas de forma significativa con ella. El usuario podrá elegir el nivel 
de significación, siendo 0.05 el nivel por defecto. 
 
El método pairs permite visualizar de forma simultánea los scatterplots entre todas 
las variables además de los valores de información mutua, p-valores y errores 
 32
estándar estimados. Además, utiliza un código de colores para el p-valor que va del 
rojo (más significativo) al amarillo (menos significativo), pudiendo el usuario elegir 
los puntos de corte de los p-valores para colorear las distintas estimaciones. 
 
Por último, se ofrece una última función llamada mi.threshold que devuelve un 
vector de valores de información mutua asociados a un vector de p-valores pasado 
por parámetro para un tamaño de muestra n específico. En primer lugar, la función 
calcula la distribución empírica de los valores de información mutua bajo la 
hipótesis nula de independencia mediante un test de permutaciones (1000 
permutaciones). Por último asigna un valor de información mutua a cada p-valor 
(p) de la siguiente forma: 
 
• Si p > 0.01 entonces se toma el cuantil correspondiente a la probabilidad  
1–p de la distribución empírica calculada. 
• Si p ≤ 0.01, se utiliza la ecuación (36) despejando el término I. 
 
4.1.2. Ejemplo de aplicación del paquete mutual a datos simulados. 
 
Se han generado mediante R seis variables aleatorias con diferentes tipos de 














 x1 <- rnorm(200) 
x2 <- rnorm(200) 
x3 <- x1 + rnorm(200) 
x4 <- x1 - x2 + rnorm(200) 
x5 <- x2^2 + rnorm(200,0,0.5) 
x6 <- sin(x1*2+pi/2) + rnorm(200,0,0.2)
 
x <- cbind(x1,x2,x3,x4,x5,x6) 33
Ahora se llama a la función mutual con la matriz x que contiene las seis variables. 








MI values sorted from more to less significant 
============================================== 
 
      var1    var2         MI         pval         se 
1       x1      x6    0.65737    5.872e-43    0.02752 
2       x2      x5    0.53711    2.295e-34    0.03834 
3       x1      x3    0.34730    8.358e-21    0.04340 
4       x1      x4    0.26406    7.409e-15    0.03837 
5       x2      x4    0.26109    1.207e-14    0.04254 
6       x3      x4    0.18502    3.286e-09    0.03671 
7       x3      x6    0.10162    2.986e-03    0.02709 
8       x4      x5    0.09563    8.000e-03    0.02426 
9       x5      x6    0.08237    5.300e-02    0.02084 
10      x4      x6    0.06886    2.540e-01    0.02306 
11      x2      x3    0.06468    3.660e-01    0.01833 
12      x1      x5    0.06151    4.620e-01    0.01885 
13      x2      x6    0.05615    6.550e-01    0.01807 
14      x3      x5    0.05611    6.560e-01    0.01926 
















La función ha devuelto en mm todas las matrices estimadas además de la lista con 
los valores de información mutua ordenados. Sin embargo, por simplicidad, cuando 
el usuario escriba en la consola el nombre del objeto mm sólo se imprimirá la lista 
con los pares de variables ordenados de más a menos asociados.  
 
Para acceder a las matrices estimadas habrá que llamarlas de la siguiente forma: 
 
 
 # Matriz de informaciones mutuas 
mm$MI 
 
# Matriz de p-valores 
mm$pval 
 











Ahora, si se llama al método summary con el objeto mm, se obtiene la siguiente 











     var        MI         pval         se 
1     x6    0.6574    5.872e-43    0.02752 
2     x3    0.3473    8.358e-21    0.04340 





     var        MI         pval         se 
1     x5    0.5371    2.295e-34    0.03834 





     var        MI         pval         se 
1     x1    0.3473    8.358e-21    0.04340 





     var        MI         pval         se 
1     x1    0.2641    7.409e-15    0.03837 
2     x2    0.2611    1.207e-14    0.04254 





     var        MI         pval         se 





     var        MI         pval         se 












Para visualizar toda la información de forma simultánea se utiliza el método pairs, 
tomando como puntos de corte para los colores los que tiene el método por defecto 

































El método pairs, además de dibujar los scatterplots entre todas las variables, 
añade curvas lowess a los gráficos, las cuales son curvas suaves que surgen de 
aplicar el método de regresión local a los datos. De esta manera se puede apreciar 
a simple vista si existe asociación entre las variables y si estas asociaciones podrían 
ser no lineales. 
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Como se puede observar, mutual ha detectado tanto asociaciones lineales como no 
lineales entre las variables. No sólo ha captado las relaciones lineales que podrían 
haber encontrado los coeficientes de correlación de Pearson o Spearman (como por 
ejemplo la relación lineal positiva entre x1 y x3 (MI=0.347; p=8.36e-21) o la 
relación lineal negativa existente entre x2 y x4 (MI=0.261; p=1.21e-14)), sino que 
también ha detectado las relaciones no lineales entre x2 y x5 (MI=0.537;    
p=2.3e-34) o entre x1 y x6 (MI=0.657; p=5.87e-43). Estas últimas asociaciones 
no las habría captado el coeficiente de correlación de Pearson, dando valores de 
r=0.018 y r=0.069, ambas estimaciones no significativas. 
 
Si por ejemplo se quisiera solamente evaluar la asociación entre x1 y x2 con todas 
las demás variables, pasaríamos a la función mutual las matrices x[,1:2] y 
x[,3:6] por separado como se muestra a continuación. En este caso no se pedirá 
que se estimen los errores estándar: 
 




MI values sorted from more to less significant 
============================================== 
 
     var1    var2         MI         pval 
1      x1      x6    0.65737    5.872e-43 
2      x2      x5    0.53711    2.295e-34 
3      x1      x3    0.34730    8.358e-21 
4      x1      x4    0.26406    7.409e-15 
5      x2      x4    0.26109    1.207e-14 
6      x2      x3    0.06468    3.660e-01 
7      x1      x5    0.06151    4.620e-01 
8      x2      x6    0.05615    6.550e-01 














Ahora, si se ejecuta el método summary para el objeto mm2 se puede ver el listado 
de variables significativas pero solamente para las variables “principales” que en 
este caso serían las variables x1 y x2. Además, se hace distinción dentro del listado 
entre variables “principales” y el resto de variables. Como nivel de significación se 













 No significant associations. 
 
Rest of variables: 
 
     var        MI         pval 
1     x6    0.6574    5.872e-43 
2     x3    0.3473    8.358e-21 







 No significant associations. 
 
Rest of variables: 
 
     var        MI         pval 
1     x5    0.5371    2.295e-34 





















Dado que entre las variables principales (x1 y x2) no existe asociación, aparece el 





Por último, llamando al método pairs con el objeto mm2 se obtiene el siguiente 
gráfico, en el cual la parte destinada a presentar la estimación de la información 
mutua entre las variables “secundarias” aparece en gris ya que no se han realizado 
dichas estimaciones. En este caso se utilizarán otros puntos de corte distintos para 













4.2.  Aplicación en datos de expresión génica. 
 
Tal y como se comentó en la motivación, la evaluación de la asociación entre 
variables genéticas es interesante para poder conocer mejor los mecanismos 
subyacentes en el desarrollo de enfermedades complejas como es el cáncer.  
 
Dentro de las variables genéticas se cuenta, por ejemplo, con los datos de 
expresión génica, que cuantifican el grado (o nivel) en el que un gen determinado 
se expresa en un tejido concreto con la finalidad de producir proteínas u otros 
productos génicos funcionales. En el caso de las células tumorales, conocer dichos 
niveles de expresión génica y poder evaluar el grado de asociación entre ellos da 
pistas sobre su comportamiento irregular. 
 
Una forma de cuantificar la expresión de un gen en las células de un tejido de 
interés es midiendo la cantidad de mRNA (RNA mensajero) que se transcribe de 
dicho gen. De este proceso de cuantificación se encargan los microarrays de 
oligonucleótidos (Lockhart et al, 1996), los cuales son unos dispositivos (chips) que 
en la actualidad son capaces de medir de forma simultánea la cantidad de mRNA 
correspondiente a miles de genes presentes en la muestra analizada utilizando la 
técnica de hibridación específica  RNA-DNA. Para ello, estos microarrays incluyen 
unos 60.000 conjuntos de sondas de oligonucleótidos (llamados probesets) con 
secuencias de todo el transcriptoma de la especie estudiada, representando para el 
humano unos 25.000  genes. La figura 10 muestra un GeneChip® de Affymetrix, 





Figura 10. GeneChip® de Affymetrix (Fuente: www.affymetrix.com) 
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Una vez obtenidos los datos de expresión del experimento de microarrays y 
después de pasar el control de calidad y la normalización pertinentes, obtenemos 
una matriz con los datos de expresión como la que se muestra en la tabla 3. En las 
columnas se disponen las n muestras (samples) y en las filas los p probesets, que 
serían las variables. Esta disposición se debe a que normalmente en análisis 
genéticos se tiene que  n <<< p, por lo que se muestra la matriz traspuesta. 
 
Sample 1 Sample 2 Sample 3 … Sample n
Probeset 1 3.25 6.78 5.64 … 12.34
Probeset 2 10.23 9.32 7.55 … 8.93
Probeset 3 6.74 4.67 11.94 … 2.56
… … … … … …
Probeset p 8.43 5.33 10.72 … 6.53
 
Tabla 3. Ejemplo de matriz con datos de expresión génica. 
 
 
4.2.1.  Estimación de la información mutua y comparación con el coeficiente 
de correlación de Spearman. 
 
En nuestro caso particular disponemos de datos de expresión génica para n=98 
muestras de tejido cancerígeno (cáncer de colon) y p=49.386 probesets 
provenientes de un experimento de microarrays de Affymetrix (Human Genome 
U219). 
 
El objetivo es encontrar asociaciones no lineales en nuestros datos de expresión, 
para lo cual estimaremos la matriz de informaciones mutuas entre todos los pares 
de probesets mediante el paquete mutual y compararemos los resultados con los 
obtenidos aplicando una medida de asociación lineal. Utilizaremos el coeficiente de 
correlación de Spearman ya que utiliza también una transformación en rangos de 
las variables, lo cual nos dará resultados comparables sin tener el efecto no 
deseado de posibles outliers en los datos. 
 
Así, buscamos parejas de probesets para las cuales el valor de información mutua 
estimada es elevado pero el coeficiente de correlación de Spearman es cercano a 0, 
existiendo una asociación no lineal entre los probesets. La figura 11 muestra un 
scatterplot suavizado de todas las parejas de probesets, las cuales se pintan según 
su estimación de información mutua (MI) y su estimación del coeficiente de 
correlación de Spearman (R).  
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Para generar este scatterplot se ha utilizado la función smoothScatter de R, la 
cual representa el scatterplot como una densidad suavizada utilizando un código de 
colores para mostrar qué partes tienen más o menos densidad de puntos. En este 
caso se ha utilizado una escala del color azul, donde el azul oscuro representa 
mayor densidad de puntos. Los puntos que aparecen sueltos representan puntos 
donde la densidad es muy baja (outliers) y se comentarán más adelante. 
 
 
Figura 11. Scatterplot suavizado que muestra la relación entre valores de información mutua (MI) y 
valores del coeficiente de correlación de Spearman (R). 
 
 
El scatterplot muestra una figura en forma de parábola, lo cual nos indica que hay 
una alta correlación entre los valores de información mutua (MI) y los obtenidos 
con el coeficiente de correlación de Spearman (R). Por un lado, cuando el valor de 
MI es bajo, también lo es el valor de R. Por otro lado, cuando MI es alto los valores 
para R también son altos en valor absoluto.  
 
Además, en la figura aparecen líneas discontinuas que representan los valores de 
MI y R asociados a p-valores de 0.05 hasta 10-6. Como se puede observar, la mayor 
parte de los puntos se concentra cerca del punto (0,0) y dentro de la región no 
significativa (p<0.05) lo cual nos indica que no existe ningún tipo de asociación 
entre la mayor parte de las parejas de probesets en nuestros datos de expresión. 
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Es interesante comprobar que no existen puntos con valor para MI bajo, pero con R 
alto en valor absoluto. Esto nos indica que todo lo que detecta el coeficiente de 
correlación de Spearman también lo detecta la información mutua. 
 
En cuanto a los puntos sueltos del scatterplot, nos centraremos en aquellos que 
aparecen en la zona con valores de R bajo pero con MI alto, los cuales 
representarían relaciones no lineales entre parejas de probesets. Si bien no 
aparecen muchos puntos con estas características, en la figura 12 se muestran 4 de 
estas parejas, las cuales se han obtenido filtrando por MI ≥ 0.23 y |R| < 0.1. 
 
En dichas parejas de la figura 12 se pueden intuir ciertas asociaciones que 
claramente no son lineales ya que el coeficiente de correlación de Spearman no es 
significativo para ninguna de las parejas con |R| < 0.1. En cambio, la información 
mutua sí ha detectado esas asociaciones, con unos p-valores asociados que están 
entre 10-7 y 10-8. 
 
 
Figura 12. Parejas de probesets para las cuales existe un valor de MI alto pero un valor de R bajo 
(asociaciones no lineales). 
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4.2.2.  Redes de asociación génica. 
 
Los genes pueden ser analizados en redes de asociación génica, las cuales son 
reconstruidas a partir de los valores significativos de la matriz de informaciones 
mutuas estimada, del mismo modo que Butte and Kohane (2000) generan sus 
llamadas relevance networks. Estas redes pueden ser interpretadas como pathways 
funcionales ya que sus genes muestran co-expresión. 
 
La figura 13 muestra un ejemplo ficticio de red de asociación génica para un grupo 
de genes (probesets), la cual ha sido generado gracias a la herramienta Cytoscape 
(Smoot et al, 2010). Mientras que los nodos representan genes, las aristas o arcos 
entre nodos representan los valores de información mutua entre ellos. Cuanto más 
ancho es el arco entre dos nodos, mayor es el valor de información mutua entre sus 
correspondientes genes o, dicho de otro modo, mayor es su asociación. Por otro 




Figura 13. Ejemplo de red de asociación génica. 
 
 
Así pues, vemos que en el ejemplo hay 3 subredes no conectadas entre ellas, una 
compuesta por lo genes A, B, C, D, E, F y G, otra compuesta solamente por los 
genes I y J, y la última donde el único gen integrante es el H. Esto quiere decir que 
el gen H no está asociado de forma significativa con ningún otro gen del ejemplo y 
que el gen I sólo se asocia con el gen J y viceversa. Las asociaciones más fuertes se 
encontrarían entre los genes A y B y entre los genes E y G que son las parejas que 
tienen un arco más ancho. 
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4.2.3.  La información mutua como distancia. MultiDimensional Scaling 
(MDS). 
 
La matriz de información mutua es una matriz que muestra similitudes entre 
variables y se puede convertir fácilmente en una matriz de disimilitudes o 
distancias entre las variables. Para ello basta con asignar a la diagonal de la matriz 
(la cual está a 0 ya que la información mutua no se estima para las variables 
consigo mismas) el valor máximo de la matriz añadiendo un pequeño incremento 
(por ejemplo 0.1). Seguidamente transformaríamos cada celda de la matriz 
tomando el valor máximo (que será el de la diagonal) y restándole el valor en 
concreto de la celda. De esta manera ya tenemos una matriz de distancias entre las 
variables basada en la información mutua. 
 
Una vez calculada esta matriz de distancias podríamos aplicar distintas técnicas 
estadísticas como por ejemplo el análisis de cluster jerárquico para observar si 
existen grupos de variables diferenciados dentro del conjunto de variables. 
 
Otra técnica que se podría emplear sería la de escalado multidimensional o 
MultiDimensional Scaling (MDS), la cual, a partir de la matriz de distancias, permite 
visualizar las variables en un conjunto k pequeño de dimensiones (normalmente    
k = 2 ó 3), agrupando aquellas variables con una distancia pequeña entre ellas  
(valores altos de información mutua) y alejando aquellas con distancias mayores 
(valores bajos de información mutua). 
 
Para ilustrar esta técnica hemos seleccionado entre nuestros datos de expresión 
génica dos grupos de probesets, los cuales representan dos grupos de genes que 
en principio no tienen ninguna relación entre ellos pero dentro de los cuales sí 
existe asociación. Estos grupos de probesets son por un lado los que representan a 
genes del cromosoma Y y por otro lado los que representan a genes que se 
expresan en el complejo molecular del ribosoma. 
 
Este análisis se ha realizado mediante la función cmdscale de R (se ha tomado 
k=2), obteniendo el gráfico que aparece en la figura 14. Como se puede observar 
en la figura, la técnica de MDS basada en la matriz estimada de informaciones 





Figura 14. Aplicación de la técnica de MultiDimensional Scaling basada en información 




5. Discusión y conclusiones. 
 
Los resultados obtenidos muestran que la evaluación de la asociación entre 
variables mediante la información mutua puede ser muy útil en campos complejos 
donde pueden surgir asociaciones no lineales entre las variables, presentándose 
como mejor opción frente a las medidas de asociación lineales como el coeficiente 
de correlación de Spearman (R). La información mutua no sólo ha encontrado 
asociaciones no lineales no detectadas por R, sino que además todas las 
asociaciones captadas por R son también detectadas por la información mutua, lo 
cual da validez al método presentado. 
 
Si bien han aparecido pocos casos de asociaciones no lineales en nuestros datos de 
expresión génica, no se puede asegurar que en otro conjunto de datos o en datos 
genéticos de otra naturaleza no existan en mayor proporción debido a la 
complejidad de los sistemas biológicos. Además, al hecho de que no se detecten 
estas relaciones no lineales contribuye el pequeño tamaño de muestra del que se 
dispone, que en nuestro caso es de 98 individuos. 
 
Por su lado, Steuer et al. (2002) también llegan a un resultado similar, 
considerando esa pequeña fracción de asociaciones no lineales como fluctuaciones 
estadísticas y concluyendo que en sus datos no existen asociaciones genuinamente 
no lineales. De todas maneras, aunque sólo aparezca un número reducido de 
asociaciones no lineales, creemos recomendable utilizar alguna medida que pueda 
captarlas ya que estas asociaciones podrían ser fundamentales en ciertos 
mecanismos de enfermedades complejas. 
 
Además, las estimaciones de información mutua pueden tener varias aplicaciones 
que ayudan a explorar y entender mejor los datos originales. En el caso de los 
análisis genéticos, los genes se pueden visualizar en una red de asociación génica 
reconstruida a partir de los valores de información mutua estimados, ayudando a 
ver los mecanismos por los cuales unos genes regulan a otros. Por otro lado, se ha 
mostrado que la aplicación de la técnica del MultiDimensional Scaling basada en 
información mutua consigue una visualización de las variables que permite apreciar 
si existen grupos entre ellas. 
 
Actualmente existen varios paquetes de R que estiman la información mutua entre 
variables, basados todos ellos en la estimación de la entropía. Por un lado están los 
paquetes infotheo, minet (Meyer et al, 2008) y entropy (Hausser and Strimmer, 
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2009) los cuales están diseñados para variables discretas, siendo necesario un 
proceso de discretización en el caso de variables continuas. Estos paquetes ofrecen 
un coste computacional muy bajo pero no resultan adecuados para el caso 
continuo. Otro enfoque distinto es el planteado en el paquete parmigene, el cual 
utiliza una estimación de la entropía a partir de distancias basadas en el método de 
los k vecinos más cercanos (Kraskov et al, 2004). A pesar de que el tiempo 
computacional aumenta, este enfoque da mejores resultados. Sin embargo, 
consideramos que una estimación de la información mutua basada en métodos de 
kernel es mucho más adecuada ante variables continuas, por lo que el paquete 
mutual se presenta como una buena alternativa frente a los demás paquetes. 
Además, mutual calcula la significación estadística para cada una de las 
estimaciones de información mutua, lo cual no ofrece ninguno de los paquetes 
mencionados.  
 
Tal y como se comenta en el apartado 3.2.1, la selección del parámetro de 
suavizado h es crucial para una correcta estimación de la información mutua. La 
decisión de elegir el método de Sheather and Jones (1991) para la selección 
automática de este parámetro es debida a que, según la bibliografía consultada, es 
el método que mejor se comporta de manera general. Sin embargo, no se puede 
asegurar que sea el método idóneo para nuestro problema en particular. De todas 
formas, como ya exponen Margolin et al. (2006), aunque un cambio en el 
parámetro h afectaría a las estimaciones de información mutua, el orden de las 
éstas no se vería afectado. Además, tomando un valor de h ligeramente mayor al 
obtenido por el método de Sheather and Jones se obtendrían estimaciones de la 
información mutua más pequeñas en general, por lo que posiblemente se 
disminuiría el sesgo que aparece en las estimaciones y que se comentó en el 
apartado 3.4. 
  
En cuanto a la transformación en rangos de las variables, es posible que lo más 
adecuado fuera no realizar dicha transformación cuando el número de variables 
entre las que se quiere estimar la información mutua es pequeño, utilizando 
únicamente un test de permutaciones para obtener la significación estadística. Sin 
embargo, para obtener resultados homogéneos, se ha decidido utilizar siempre 
dicha transformación. 
 
La paralelización de los cálculos para la estimación de la información mutua sólo se 
ha llevado a cabo para el test de permutaciones y la estimación del error estándar 
mediante bootstrap. Esto es debido a que cada una de las iteraciones llama de 
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forma separada a la rutina en C que estima la matriz de informaciones mutuas, 
pudiendo repartir dichas ejecuciones de forma sencilla entre distintos procesadores. 
En cambio, no se ha encontrado una manera sencilla de dividir la matriz de datos 
originales antes de llamar a la rutina de estimación para poder repartir el trabajo 
entre varios procesadores. Poder realizar esta paralelización sería, sin lugar a 
dudas, una mejora en el paquete de R implementado, lo cual queda como trabajo 
pendiente. 
 
En el apartado 3.4, donde se presenta la aproximación de los p-valores basada en 
las ideas de Margolin et al. (2006), se ajusta un modelo lineal para los intercepts 
(α) de las rectas mientras que los autores simplemente utilizan la media aritmética 
de todos los valores α obtenidos. El motivo de tomar esta alternativa es debido a 
que, a pesar de que la diferencia entre los distintos intercepts es pequeña, hay una 
clara relación lineal entre ellos y los distintos tamaños de muestra. Por otro lado, se 
ha incluido el término log(n) para los modelos tanto del intercept como de la 
pendiente (β) de las rectas cuando los autores tampoco lo incluyen. La finalidad ha 
sido obtener un mejor ajuste ya que, según la figura 8, la relación de α y β con 
respecto al tamaño de muestra n no es perfectamente lineal. En efecto, se ha 
conseguido un valor para el coeficiente de determinación R2 ajustado mayor al 
incluir el término log(n) en ambos modelos. Además del término log(n) se probó el 
término cuadrático n2 obteniendo un valor para R2 prácticamente idéntico en el 
modelo de la pendiente pero un peor ajuste en el modelo del intercept. 
 
Como limitación de la metodología presentada, es importante remarcar que          
p-valores por debajo de 10-5 podrían no ser adecuados. Por otro lado, fuera del 
ámbito de la genética difícilmente aparecerá un problema con tal cantidad de 
variables de forma que se tuviera que establecer un nivel de significación por 
debajo de 10-5. Además, en análisis genéticos, donde se analiza un gran número de 
variables de forma simultánea, a menudo será más interesante el orden de las 
informaciones mutuas estableciendo algún punto de corte para determinar la 
significación, que no tanto sus p-valores individuales. Por último, y tal y como se 
comentó en la metodología, esta aproximación de los p-valores podría no ser 








mutual Estimation of the mutual information matrix 
 
Description 
This function estimates the p x p mutual information matrix from a n x p 
numeric matrix (x) where n is the number of samples and p is the number 
of variables. A permutation test is performed to estimate p-values for the 
mutual information estimates, but for small p-values (< 10-2), an 
approximation is used following the ideas of Margolin et al. (2006). 
Moreover, standard errors can be estimated by means of bootstrap. Mutual 
information values are also returned in decreasing order to easily see which 
of the variables are more associated. 
 
If y is not NULL, then mutual information values between the columns of x 
(main variables) and the columns of y are also estimated.  
 
A cluster identifier cl can be supplied in order to parallelize calculations in 
the permutation test and bootstrap process. 
 
Usage 
mutual <- function(x,y=NULL,cl,perm=TRUE,nPerm=1000, 
                   se=FALSE,nBoot=200) 
 
Arguments 
x a numeric vector, matrix or data frame (main variables). 
y a numeric vector, matrix or data frame, compatible with the 
dimensions of x (optional). 
cl a cluster identifier returned from the getMPIcluster 
function of package snow (optional). 
perm if TRUE, p-values estimation is carried out. 
nPerm number of iterations to perform in the permutation test. 
se if TRUE, standard errors are estimated by means of bootstrap. 




 A mutual object, which is a list with the following items: 
• data Matrix with the original values in x and y. 
• MI Matrix with the mutual information estimates. 
• pval Matrix with the p-values estimates. 
• se Matrix with the standard errors estimates. 
• MIlist Data frame with all the pairs of variables sorted 
according to their mutual information estimates (in 
decreasing order). 










This method returns a list that shows the significantly associated variables 
with each of the main variables in the mutual object. 
 
Usage 
summary.mutual <- function(object, level=0.05, ...) 
 
Arguments 
object a mutual object.  
level signification level. 
... not currently used. 
 
Value 
 A summary.mutual object, which is a list with the significant associated 









This method produces a matrix of scatterplots from a mutual object x, 
showing the mutual information, the p-values and the standard error 
estimates. 
 
The lower triangle of the matrix contains the plots for every pair of variables 
(including lowess lines) and the upper triangle shows all the estimates. 
Moreover, a ‘heatcolor’ scale is used for the p-values estimates (red 
represents high association and yellow stands for low association). 
 
Usage 
pairs.mutual <- function(x, cutpoints=c(0.01,0.05),  
                         gap=1, ...) 
 
Arguments 
x a mutual object.  
cutpoints cutpoints for the p-values where color changes.  
gap expansion factor for the gap between scatterplots. 
... not currently used. 
 
 
mi.threshold Mutual information thresholds 
 
Description 
This function returns a vector of mutual information thresholds 
corresponding to a given vector of p-values and a sample size n. A 
permutation test is performed for p-values < 0.01. For the rest of p-values, 
an approximation for the tail of the distribution is used following the ideas of 
Margolin et al. (2006). 
 
Usage 
mi.threshold <- function(n,pval=c(0.05,0.01)) 
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Arguments 
n sample size. 
pval a numeric vector with p-values. 
 
Value 
 A numeric vector with the mutual information thresholds. 
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Anexo 2.  Comunicación póster en la XIII Conferencia 
Española y II Encuentro Iberoamericano de 




mutual: An R Package for evaluating association 
between variables using mutual information
INTRODUCTION SIMULATION
METHODOLOGY
Jorge Cortés, B.Sc.1, Xavier Solé, M.Sc.1, David Cordero, M.Sc.1, Antoni Berenguer, B.Sc.1, Rebeca Sanz-Pamplona, Ph.D.1, Víctor Moreno, M.D. Ph.D.1,2
1.Unit of Biomarkers and Susceptibility, Catalan Institute of Oncology, IDIBELL and CIBERESP. L’Hospitalet de Llobregat, Barcelona, Spain. 
2.Dep. of Clinical Sciences, Faculty of Medicine, University of Barcelona, Barcelona, Spain. 
Mutual information (MI) is an association measure defined initially for categorical variables, but can 
also be extended to numerical variables. It is a general measure that detects both linear and non-
linear associations, so it might be a preferable option to Pearson or Spearman coefficients which 
only can find linear dependences.  
While calculating the mutual information between discrete variables is quite straightforward, the 
continuous case is, however, much more complicated since it requires the resolution of a double-
integral equation. We use kernel density estimation (KDE) to estimate the probability density 
functions of continuous variables instead of categorizing them because of the good properties of 
kernel methods (Moon et al. 1995). The problem of this approach is that it is quite time-consuming, 
so we have implemented the fast algorithm proposed by Qiu et al. (2009) that significantly 
reduces the computation time.
Mutual information and kernel density estimation
In the continuous case the mutual information between two variables X and Y is defined by:
where fXY(x,y) is the joint density function of X and Y, and fX(x) and fY(y) are the marginal density 
functions of X and Y respectively. This calculation is quite difficult because we have to evaluate a 
double-integral equation, but we can rewrite the equation as an expectation of the logarithm with 
respect to X and Y, so it can be approximated as the sample average. 
We use kernel density estimation (KDE) to estimate the density functions. For simplicity we use a 
Gaussian kernel, so the estimated mutual information is expressed as follows:
where h is the smoothing parameter or bandwidth that controls the width of the kernels. This 
bandwidth is chosen by applying the direct plug-in method presented by Sheather and Jones (1991) 
which is a quite reliable method.
Standardization of variables
Mutual information estimation depends on the marginal density functions of variables so, in order 
to obtain comparable results among different variables and datasets, we perform a 
standardization by means of a rank transformation (Steuer et al. 2002). In such transformation, 
variables are translated to the range [0,1], and all have the same marginal distribution. Below, the 
figure shows how the association between variables is preserved after such transformation.
This process of standardization also helps to remove the possible effects of outliers.
Fast algorithm
The fast calculation presented by Qiu et al. (2009) reduces the computation time avoiding 
repeated calculation of the kernel densities when we want to estimate mutual information 
among a large number of variables. This is possible because we use the same bandwidth for all the 
variables thanks to the rank transformation performed.
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Mutual information can be calculated for a selection of genes from a microarray expression data
experiment in order to assess the association among them. These genes can then be analyzed in 
gene association networks reconstructed from the most significant mutual information values. 
These networks can be interpreted as functional pathways since their genes share co-expression 
(see figure below).
Mutual information values can also be used as distances in a hierarchical clustering or 
MultiDimensional Scaling (MDS) analysis.
The main function of this R package receives a matrix (n x p) where n is the number of samples and 
p is the number of variables, and returns a matrix (p x p) with the estimates of mutual information 
for each pair of variables. Another p x p matrix is also returned with the p-values indicating the 
significance of the mutual information estimates. Furthermore, mutual information estimates can 
be shown in decreasing order to easily see which of the variables are more associated. 
This R package will be submitted to CRAN repository.
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