Abstract-Multivariate Granger causality is a well-established approach for inferring information flow in complex systems, and it is being increasingly applied to map brain connectivity. Traditional Granger causality is based on vector autoregressive (AR) or mixed autoregressive moving average (ARMA) model, which are potentially affected by errors in parameter estimation and may be contaminated by zero-lag correlation, notably when modeling neuroimaging data. To overcome this issue, we present here an extended canonical correlation approach to measure multivariate Granger causal interactions among time series. The procedure includes a reduced rank step for calculating canonical correlation analysis (CCA), and extends the definition of causality including instantaneous effects, thus avoiding the potential estimation problems of AR (or ARMA) models. We tested this approach on simulated data and confirmed its practical utility by exploring local network connectivity at different scales in the epileptic brain analyzing scalp and depth-EEG data during an interictal period.
sures of statistical dependencies such as correlation or partial correlation or mutual information. These measures are in general nondirectional. Effective connectivity measures on the other hand rely on model estimation, are in general directed, and have become increasingly relevant in neuroimaging [1] [2] [3] . In recent years, many methodological advances have been applied to this type of connectivity analysis, including structural equation modeling [4] , dynamic causal models [5] , and Granger causality (GC) [6] [7] [8] [9] [10] . The first two methods rely on anatomically and physiologically based models, and their successful application depends on the exact obeissance to these constraints [11] . On the other hand, Granger causality is a data-driven method, first proposed and formalized by Granger [12] [13] [14] . GC relies on temporal precedence (the cause occurs before the effect) and is based on the notion of the improved predictability of one signal when information about another one is added to the model [12] , [13] . GC is broadly used in neuroscience [7] , [15] . In spite of the successes of Granger's method, some key theoretical problems remain unsolved. Previous approaches to detect Granger causality, e.g., dynamic vector autoregressive (VAR), sparse VAR, and nonlinear VAR have been suggested to extend the standard framework of VAR model based Granger causality [16] . More recently, multivariate Granger causality has been proved to be an effective and powerful tool to detect information flow among different components in complex systems [17] [18] [19] [20] [21] , such as multivariate VAR, kernel Granger causality [18] , [22] , canonical correlation [19] , [20] , and kernel canonical correlation [23] . As the choice of an appropriate order of VAR model is not trivial nor univocal, and may affect the outcomes of the test [24] , the aforementioned VAR-based Granger causality tests could not be able to balance variance accounted for against model complexity. Furthermore, it has been proposed that the traditional multivariate Granger causality may suffer the "leakage" of zero-lag correlation into the causal domain [25] , [26] . It has been suggested that cross-correlation and canonical correlation could overcome this potential estimation problem [20] , [27] . However, the cross-correlation method is a univariate approach [27] , whereas the approach based on canonical correlation may be limited to Gaussian processes [20] . Partial canonical correlation [17] , [21] could also be unsuccessful in excluding instantaneous effects in traditional Granger causality analysis. In order to overcome these issues, here we present an extended canonical correlation approach for multivariate Granger causality analysis. The approach is first tested on simulated data. Then we apply the proposed method in scalp-EEG and depth-EEG data from an epileptic patient, and explore the pattern of effective connectivity at different scales during interictal period.
II. METHOD

A. CCA Bivariate Granger Causality Analysis
Let {Ω t } be a set of information from an entire ensemble of concurrent stochastic processes, and { t } be a subset of {Ω t } including at least the stochastic processes {X t , Y t }. The subscript indicates the time. If the model which uses information from both X t and Y t yields a better prediction of the future values of X than the model which uses only information about X t , then this means that the series Y contains some information about X which is not available elsewhere, and thus Y is said to cause X [28] . In practice, we cannot deal with the complete set Ω t , so t is used in substitution. In the application, regression techniques and cross-correlation are the main tool to identify Granger causality flow, and the standard test of GC is based on VAR model [13] , [29] .
Let us assume that the variables X and Y are wide-sense stationary multivariate stochastic processes. Consider the pair of multivariate autoregressive models [2] , [13] [14] [15] 
(1)
Then Y t Granger causes X t , if |Σ(ε t )| |Σ(ε t )|, that is, if the generalized variance of the error from model (2) is statistically smaller than the generalized variance of the error from model (1) [30] . The standard test of GC is defined by the logarithm of residual ratio between the regression models (1) and (2) [13] , [30] . Theoretical autoregressive processes have infinite model order, but we should estimate a number of lagged observations from empirical time series data. Akaike information criterion [31] , Bayesian information criterion [32] , Hannan-Quinn criterion [33] , cross validation [34] , [35] , and other order selection criteria have been developed for the selection of order. Standard Granger causality only considers the lagged effects among the time series, and neglects the instantaneous (not lagged) effects, which implies that any zero-lag correlation among the time series is translated into a correlation among the model residuals [13] , [25] , [26] , [29] . Geweke introduced a transformation to the noise covariance to account for the instantaneous correlation, which leads to a decomposition where the total interdependence between x and y can be decomposed into "x drives y", "y drives x", and instantaneous causality [36] , [37] . To address this distinction in the current framework, here we consider the model including the instantaneous effects, and reformulate (2) as follows [25] :
In the generalized multiple linear regression equation (3) [38] , [39] . In a sense, multiple linear regression is a special case of canonical correlation analysis [40] . The relationship between canonical correlation and Granger causality in the case of Gaussian processes has been established in the framework of information theory [19] , [20] . Canonical correlation based Granger causality has also been used to study gene expression and functional magnetic resonance imaging (fMRI) signals [17] , [21] . Due to the small sample size and high dimensionality of the dataset, those studies were limited to the information of one time point lag distribution [21] . Lagged values of the corresponding variables are taken into account in order to diminish the risk caused by spurious regressions [41] . Information computed with an embedding dimension of only one may be insufficient to avoid spurious correlations in applications where the instantaneous effect is strongly present. To overcome these issues in the following, we present an extended canonical correlation approach for multivariate Granger causality analysis.
Consider the random vector C = (X t ,Ŷ t−past ) on H ⊆ q , with the covariance matrix Σ = (Σ ij ) (where Σ ij (i, j = 1, 2) denotes the partitioned matrix). We can assume without loss of generality that each column contains values with zero-mean and unit variance. Linear CCA seeks a pair of basis vectors α ∈ q 1 and β ∈ q 2 for theX t andŶ t−past , such that the correlations betweenX t α andŶ t−past β are mutually maximized, namely, it solves the following optimization problem:
which could be simply solved by linear algebra techniques [38] . The canonical correlation coefficient is given by ρ = (β
To test the significance of the correlation Bartlett's criterion, Roy's criterion [42] , bootstrap method [43] can be employed. In most of the applications the covariance matrices are singular, as the effective ranks of matrix are much lower than their sizes due to the small sample size and high-dimensional case. A common approach to deal with singular covariance matrices and to control complexity is ridge-type regularization. Here, we use an approach which maps the high-dimensional feature space onto a subspace with lower dimension, under the premise of not losing any valid information from the original samples. We assume that Σ 11 is singular and Σ 22 is nonsingular, and υ 1 , υ 2 , . . . , υ m (where m = rank(Σ 11 )) are its standard orthogonal eigenvectors corresponding to the nonvanishing eigenvalue of Σ 11 , let P = (υ 1 , υ 2 , . . . , υ m ), and replace Σ 11 and Σ 12 bỹ Σ 11 = P T Σ 11 P andΣ 12 = P T Σ 12 , respectively [44] . A similar approach is employed when both Σ 11 and Σ 22 are singular. It has been proven that the value of canonical correlation does not change when this dimension-reduction algorithm is applied [44] .
In summary, the vector Y is said to cause X in linear Granger if, for some t, canoncorr(X t , Y t−past |X t−past ) = 0, that is, if the canonical correlation betweenX t and Y t−past , partialing out the effect of X t−past is different from zero. HereX t denotes X t once that the instantaneous effect of Y t has been partialed out. We consider CCA(Y → X) as the strength of causal influence from Y to X, and we define causality from X to Y in a symmetric fashion.
We now address instantaneous causality by CCA. According to the previous definition of instantaneous causality [2] , [11] , the vector X is said to instantaneously cause Y in Granger sense if, for some t, canoncorr (X t 
B. CCA Multivariate Granger Causality Analysis
When applied to multivariate systems, bivariate Granger causality may detect spurious causalities due to the influence of the remaining time series [7] , [12] . Multivariate Granger causality (MGC) was originally introduced by Geweke to solve the problem of indirect causal interaction [7] , [45] , [46] , that is, causal interaction between two time series possibly influenced by other time series. Several other algorithms to detect multivariate causality in frequency domain have been developed, as (generalized) partial directed coherence and directed transfer function; both of them have been extended to exclude instantaneous effects [25] , [26] . In the following, an extension of CCA bivariate Granger causality to the multivariate case in time domain is proposed. Let Z(t) = [z 1 (t), z 2 (t), . . . , z k (t)] be k simultaneously recorded multiple time series, which can be modeled by a traditional multivariate VAR process as following:
Similarly, we consider the model which includes the instantaneous effects:
Similarly to what we have demonstrated above, the vector z i is said to cause z j in linear Granger sense on information set Z if, for some t, canoncorr In short, we give the pseudocode for calculating CCA multivariate Granger causality from multiple time series
T in matrix form): 1) Preprocess the data and get multiple time series
2) Select the lag order m for Z by some criterion. 
, which is CCA(z i → z j ). If the covariance matrix is singular, we add a dimension reduction step following the strategy proposed in Section II (A). For step 4.ii), calculate the canonical correlation betweenẑ j −c andẑ i−p (i.e., CCA(z i → z j )) and the corresponding statistical significant level (for example using MATLAB function canoncorr).
III. MATERIALS AND METHODS
A. Simulation Model 1
First, here we considered a AR(2) model:
where ε(t), ξ(t) are zero-mean uncorrelated Gaussian white noise processes with unit variances. We used various values of noise amplitude c and various lengths N of the time series to show how the two parameters affect the causality index. 
B. Simulation Model 2
As a further test for the proposed approach, we considered a random vector model as following:
where ε's are unit variance Gaussian noise as above. Using the model simulation we generated a dataset of 500 time points. Then we evaluated the element-wise conditional causality for all pairs of maps. The lag order (= 3) was determined by leave-one-out cross-validation (LOO-CV). We define block sets as following combination: X = {x 1 , x 2 }, Y = {y 1 , y 2 }, xz = {x 1 , x 2 , z}, yz = {y 1 , y 2 , z}. From the many ways in which x 1 , x 2 , y 1 , y 2 , and z can be combined, we have chosen some typical blockwise architectures. In (8), the block-to-block causal relationships:
and yz → X, and the block to individual or individual to block causal interaction:
were evaluated by CCA bivariate and multivariate Granger causality test. We repeated the simulation 200 times with a random ε to generate a null distribution.
C. Application to Scalp-EEG and Depth-EEG in Epilepsy
Mesial temporal lobe epilepsy (mTLE) is the most common type of human medically intractable epilepsy. Surgical removal of brain tissue involved in seizure generation (epileptogenic zone, EZ) is at the moment the most effective treatment [47] . Correct identification of the epileptic focus that will be removed represents a crucial step for a successful outcome. To this purpose, both scalp-EEG and depth-EEG are recorded in the presurgical phase to investigate spatiotemporal dynamics of ictal and interictal states. Alongside the individuation of the focus and the study of how seizures initiate, propagate, and terminate, studying the dynamic relationships between different brain regions plays an important role. Several studies have analyzed EEG during seizures with different methods in order to localize the focus [48] [49] [50] . In this study, we concentrate on the interictal phase [51] [52] [53] , looking for signs of seizure susceptibility and increased unilateral influence between hemispheres. Indeed, findings from brain-imaging studies in epilepsy have shown fea- tures which are not related to specific focal region dysfunction but to wider network dysfunctions [54] . Furthermore, the study of network dynamics can help to evaluate possible consequences of the surgery on subsequent brain functionality, once that the patient will be hopefully seizure-free.
We applied the proposed approach to test connectivity in simultaneously recorded scalp-EEG and depth-EEG data from one patient (female, 20 years) with medically refractory mesial temporal lobe epilepsy. Written Informed Consent was obtained from the participant. This study was approved by the local medical ethics committee at the First Affiliated Hospital, Fujian Medical University. The patient subsequently underwent surgical resection of the putative epileptogenic zone, is now seizure free, one year after surgery. The epileptogenic foci had been localized and evaluated by: 1) Structural MRI evidence of reduced volume of the right hippocampus relatively to the average normal Chinese hippocampus volume measured in coronal T1 images. 2) Increase in T2 fluid-attenuated inverted recovery signal in bilateral hippocampus, indicating that here was no other MRI abnormality than the hippocampal sclerosis. 3) EEG evidence: The patient showed spike discharges on right frontal lobe and bilateral sphenoidal electrodes during interictal period. The slow waves originated from the left sphenoidal electrode and propagated to the right sphenoidal electrode; frontal and temporal lobes showed spike discharges during ictal period. Intracortical depth electrodes (interelectrode distance: 10 mm) were placed on left and right hippocampal head, body, and posterior. For this patient, an anterior temporal lobectomy was performed. The left anterior temporal lobe, 4.5 cm from the temporal pole, the left amygdala, the hippocampal body and head, and the parahhippocampal gyrus were resected. Scalp EEG and depth-EEG were obtained at a sampling rate of 128 Hz. Here we chose an interictal scalp-EEG and depth-EEG data for further analysis; the data are displayed in Fig. 1 .For the scalp-EEG data, we only considered the Gamma rhythm wave (30 HZ high-pass filter) [47] , which is stationary. First, we performed a CCA multivariate Granger causality analysis between each possible pairs of Gamma rhythm scalp-EEG signals [the lag is 8 determined by LOO-CV (Fig. 2)] . Finally, we analyzed the time-invariant and dynamic (we use moving windows with 1.25 s length) CCA bivariate Granger causality between two modules of the depth-EEG data [first-order differences were performed, in order to get a stationary data, the lag is 4 for time-invariant (Fig. 2) and 2 for dynamic case, which were determined by LOO-CV]. The LOO-CV plots for EEG data with time-invariant case are presented in Fig. 2 , and the analysis results are presented in Fig. 3 .
IV. RESULTS AND DISCUSSION
A. Simulation Model 1
For simulation model 1, the causal interactions between x and y are displayed in Fig. 4 shows that traditional GC suffers from instantaneous causality, and even the improved Geweke's GC sometimes is unable to avoid it, while the proposed approach eliminates this problem. it is evident from Fig. 5 that Granger causal influence y → x significantly increases when we change the model order from 1 to 2, and then it stays more stable for bigger model orders, which indicates the risk caused by spurious regressions. It shows that the analysis results of Granger causality are stable when there are sufficient amount of realizations.
B. Simulation Model 2
For simulation model 2, the schematic connectivity plot for the simulation is displayed in Fig. 6 . The results of bivariate and multivariate Granger causality analysis are displayed in the Figs. 7 and 8 , respectively. Comparing the network diagrams for the two cases we can see that bivariate analysis yields connections that are the result of direct causal influences (e.g., X → z) and indirect causal influences (e.g., X → Y ) . We further performed a CCA multivariate Granger causality analysis. The results demonstrate that CCA multivariate Granger causality better matches the original structural connectivity. It is also worth noting that causal influence x 1 → x 2 is nonlinear, but it still can be detected by a linear test. When we group the variables, we observe that the group effect is different from the individual effect: for instance, the causal influence X → yz is stronger than the causal effect of x 1 and x 2 on yz taken separately. This is in line with the redundancy effect described in [56] .
C. Scalp-EEG and Depth-EEG Data
For the scalp-EEG (Fig. 3) , it is shown that there is information flow transfer between two hemispheres, notably a higher information transfer from left to right hemisphere in the causality connectivity map [in particular, there is a significant causal influence from left sphenoidal electrode (SPh1) to the right one (SPh2)]. The time-invariant and dynamic causal analysis result of simultaneously recorded depth-EEG confirms the analysis result of scalp EEG (Fig. 9) . We find that the causal influence from the left module of four electrodes to the right module of four electrodes is more elevated than the one in the opposite direction, in particular electrodes 2 and 3 act as sources of information to right block electrodes, and electrodes 7 and 8 act as sinks of information coming from left block electrodes. This evidence of a preferred coupling direction, both from scalp and depth EEG, could add useful information on the epileptogenic zone, even in absence of seizures, as pointed out in [53] . Furthermore, this methodology provides a map of the brain connectivity in the interictal phase, which could possibly be useful to make predictions on the network disruption and reorganization after surgery [57] , [58] .
D. Statistical Inference
Several approaches are used to test the significance of VARbased Granger causality: F-test, χ 2 -test [2] , [45] , and the bootstrap method [6] , [43] . In the present study, as the algorithm for Granger causality analysis is based on the canonical correlation, many validated methods to test the statistical significance of canonical correlation could also be employed. To test for statistical significance of canonical correlation coefficients, several asymptotic tests could be used, such as Fapproximations of Wilks' Lambda, the Hotelling-Lawley Trace, the Pillai-Bartlett Trace, or of Roy's Largest Root [59] , and a Monte Carlo method [43] . Here, we use the Lawley's modification to Bartlett's chi-squared statistic.
E. Influence of Order, Length and Dimension of Time Series on Granger Causality
VAR-based Granger causality analysis must balance model order and complexity, and the corresponding estimation of AR model coefficients [2] . The lag order of the model is the main issue in the proposed approach, but we avoid potential parameter estimation problems that often arise multicollinearity [19] , [20] . Furthermore, small sample size and high dimensionality are a common problem in real data (e.g., fMRI), which adds to the problem of lag order. To deal with this problem, we map the high-dimensional feature space onto a reduced dimensional subspace, without losing any valid information on the original samples. Nonetheless, the lag order and the number of multivariate time series (when combining the element for blockwise analysis) should always be chosen with caution. In this paper, we used cross validation based on Leave-One-Out error [34] , [35] , which uses all but a single data point of the original sample for training the model, and is defined as the averaged error:
where D = {(x 1 , y 1 ), . . . , (x n , y n )} represents the original sample set of n labeled, 
F. Blockwise Causal Interaction
Detection of elementwise causal interaction is a popular method in the study of complex systems. Recently, more and more attention has been devoted to explore multidimensional signals using blockwise causal interactions [21] , [45] , [60] , [61] , [62] . In the interaction between several elements of a system we could have synergy, redundancy, and independence [56] . There are various ways to combine series into communities, using for example information from the geometric location, or some artificial designation. On the other hand, blockwise causal analysis may be used first to identify important system interactions, and then elementwise causal analysis can be used to further assess the contributions of specific subsystem within and between those systems [62] . The analysis of interactions at different scales brings a new insight on the interaction among complex subsystems.
G. Limitations
Linear Granger causality tests are useful to uncover linear and, in some particular case, even nonlinear causal relationships. However, their power in revealing nonlinear causal relationships can be low in many cases. Indeed, even if the dynamics of each individual element is nonlinear, it is still difficult to determine whether the corresponding collective dynamic could result in nonlinear relationships. Granger causality analysis can be performed in the time-domain as well as in the frequency-domain. The proposed approach is purely a time domain test; if one is interested to frequency domain results in this framework, a possible solution is to preprocess the data, for example filtering them (although this might bring to some other issues [63] ). The framework of Granger causality assumes stationarity of signals, thus Granger causality estimates are prone to lose validity when signals violate stationarity assumptions. Furthermore, the pitfalls of this approach considering the inevitable occurrence of trial-to-trial variability of event-related potentials in both amplitudes and latencies have been pointed out [64] .
V. CONCLUSION
CCA is a popular multivariate statistical method which is extensively used to analyze time series data. In this work, we proposed a novel canonical correlation algorithm for multivariate Granger causality analysis, which greatly decreases computation complexity compared to parametric estimators. In order to overcome common problems of singular in the covariance matrix, reducing the dimension of covariance matrix is added to the algorithm which makes the test more robust. We believe that the proposed approach is a simple and yet powerful statistical method able to assess causal relationships in multivariate systems and to provide a deeper understanding of the underlying information flow at several scales in complex networks in general and brain networks in particular. Importantly, its application could shed light on clinically relevant phenomena such as epilepsy, as shown here.
