section during a cycle. In that case there is a need to simultaneously consider the multiple requests for priority in a way that is not disruptive, or inefficient, to other traffic. Other factors, such as occupancy and schedule adherence, are important considerations that can be used to manage which priority requests should be served, but it is still likely that multiple transit vehicles will desire priority service.
The approach presented in this paper is an integrated framework in which priority requests represent the different control considerations, including preemption, priority, and coordination. The first formal treatment of serving multiple priority requests was by Head et al. (10) . They formulated a mixed-integer nonlinear programming problem based on a precedence model of the dual-ring controller (11) . This formulation is intuitive, but difficult to be implemented especially in an embedded environment, such as an embedded Linux system. He modified this formulation to be mixed-integer linear, which improved the solvability, but it still depends on using commercial optimization solvers such as CPLEX (12) .
This research has been motivated by the recent advances in vehicle positioning, vehicle-to-vehicle communications, and vehicleto-infrastructure communications. This paper presents a heuristic algorithm for integrated consideration of priority requests at any one time from multiple vehicles of different classes in the environment of IntelliDrive. For example, two or three transit buses may arrive at a coordinated intersection from different directions and request service by different signal phases, or several emergency vehicles may approach an intersection from different directions. Integration of the multiple requests for priority and the desire to operate the signal as part of a coordinated, actuated system require new signal control logic.
PRIORITY IN VEHICLE-TO-INFRASTRUCTURE ENVIRONMENT
The vehicle-to-infrastructure communications environment provides a significantly improved opportunity for priority control. In the United States the concept of connected vehicles aims to provide wireless communications between vehicles and the infrastructure to support applications to improve safety and mobility (13) . Vehicles from different modes will have sufficient intelligence to position themselves on the roadway network and know when they are approaching intersections and other critical infrastructure components. For priority traffic signal control, the key system components are the traffic controller; the roadside communications and processing equipment (RSE), which includes a high-fidelity digital map of the roadway geometry or intersection (MAP); the vehicle's onboard equipment (OBE) including a global positioning receiver [OBE with Global Positioning System (GPS)]; and the vehicle itself (14) . The RSE and OBE support secure and reliable wireless communications, most likely 5.9 GHz digital short-range communications.
Heuristic Algorithm for Priority Traffic Signal Control
Qing He, K. Larry Head, and Jun Ding 1 A heuristic algorithm is presented for traffic signal control with simultaneous multiple priority requests at isolated intersections in the context of vehicle-to-infrastructure communications being available on priority vehicles, such as emergency vehicles and transit buses. This heuristic algorithm can achieve near-optimal signal timing when all simultaneous requests are considered and can be visualized in a phase-time diagram. First, the problem with the control of multiple priority traffic signals is transformed into a network cut problem that is polynomial solvable under some reasonable assumptions. Second, a phase-time diagram is presented to visualize and evaluate priority delay given a signal plan and a collection of priority request arrival times. Microscopic traffic simulation is used to compare the heuristic with the state-of-the-practice algorithms for transit signal priority. The proposed heuristic algorithm could reduce average bus delay in congested conditions by about 50%, especially with a high frequency of conflicting priority requests.
Traditional traffic signal control logic has provided priority for different classes of users (vehicles, pedestrians, emergency vehicles, transit, etc.) and control strategies (actuated phases and coordination) through essentially independent mechanisms when the special or desired service is requested. Generally, behaviors such as coordination are not thought of as priority control behaviors, but considering them as such allows an integrated approach to control. Clearly, behaviors such as preemption require higher priority consideration than transit priority might, but considering preemption requests within an integrated priority control framework allows multiple simultaneous preemption requests to be considered. Traditionally, preemption requests are served in a first-come, first-served (i.e., the first received request is the only request served) manner with a possible override for one approach over another and complete override of coordination. Although emergency vehicle operators are trained to be observant and vigilant, there have been cases in which two emergency vehicles have collided in an intersection (1) . Roadway safety has been noted as a significant emergency responder issue recently (2) . In regard to lower-level priority, transit signal priority is a popular tool for improving transit performance and reliability (3) . Typically a priority strategy includes extending a phase to allow a transit vehicle to pass or terminating conflicting phases allowing early service to reduce delay (3-9). However, it is possible, and maybe likely, that more than one bus may arrive on conflicting approaches at an inter- Figure 1a shows a simple intersection layout with the key connected vehicle components. Each lane is defined by a collection of GPS waypoints that form the basis for the intersection MAP. There are four OBE-equipped emergency vehicles approaching the intersection. Vehicles 1, 2, and 3 have sent requests for priority to the RSE. Vehicle 4 has not. Figure 1b shows the phasing for the intersection. Figure 1c shows the current status of the RSE priority request table, which contains the requests from Vehicles 1, 2, and 3. In this example, vehicle class is set to 1, meaning that the vehicles approaching the intersection are emergency vehicles; other vehicles, such as transit vehicles, would be assigned a larger class number so that the priority control logic can select the requests to serve on the basis of the number of active requests and the class of the active requests. It is reasonable to assume that emergency vehicles would be a higher priority than transit.
In a connected vehicle operation, the RSE will broadcast a basic safety message and the intersection MAP message once per second (14) . As vehicles receive these messages they will know that the intersection is equipped and they can execute vehicle-specific applications. As each vehicle receives the MAP, it can compute its expected time of arrival (desired service time) and send a signal request message (priority request) to the RSE. In addition, the RSE will broadcast a signal phase and timing message and a signal status message. Emergency vehicles can also broadcast an emergency vehicle alert message to allow other vehicles to be aware of their presence. It might be desirable to have the RSE broadcast a message that contains the information in the priority request table as a redundant source of potential safety information because vehicle-to-vehicle communications could be limited by line-of-sight issues such as the presence of buildings.
Given the status of the intersection and the information in the priority request table, the priority control logic must determine the best phase timing to safely and efficiently serve the active requests.
PRIORITY CONTROL HEURISTIC
In the original priority control formulations, the binary decision variables were the primary source of computational complexity (10, 12) . These decision variables accounted for the assignment of a priority request to a future cycle and phase. However, under reasonable assumptions (below) this complexity can be substantially reduced such that the priority control problem can be efficiently solved in a real-time embedded environment.
The basic concept of the heuristic is to separate the assignment of priority requests to a cycle and phase from the optimization of signal durations, or green times. First, a candidate assignment of priority requests to a cycle and phase is made by using a simple network s-t (source node to sink node) cut algorithm. Next, given the cycle and phase assignments, the phase durations are optimized to find the best signal timing plan. Several candidate cycle and phase assignments can be evaluated to ensure that the best solution is found. The search is stopped on the basis of finding a candidate assignment and optimized phase timings that cannot be improved by reassigning priority requests or changing phase timings.
The assumptions include the following:
1. The sequence of phases in a ring is fixed; 2. A temporally based first-come, first-served rule holds for all requests for the same phase; and 3. All requests can be served in two cycles.
Assumption 1 is a reasonable assumption; phase rotation can cause confusion to the motorist, loss of coordination, and long delay to the traffic stream (8) . It is understood that phase rotation, such as lead-lag and lag-lead, can produce useful behavior in some circumstances. But the solution space for signal plans is significantly reduced by the fixed phase sequence assumption. If lead-lag or lag-lead phasing is the current phasing strategy, it can easily be considered as the fixed phase sequence.
Assumption 2 follows a widely accepted rule-first-come, firstserved in queuing theory (15) . Assumption 2 is based on temporally ordered service requests and only applicable for the requests for the same phase, meaning that if ( j, p) denotes the jth request for phase p, then the preceding priority request ( j − 1, p) will always be served before priority request ( j, p). In addition, it is assumed that the order is not based on when the requests are received, but when each request desires to be served-time of desired service. Assumption 2 establishes a precedence relationship between priority vehicles that are ordered in time and requesting the same phase. If request ( j, p) is assigned to be served in cycle k, the preceding priority request ( j − 1, p) cannot be assigned to cycle k + 1, k + 2. . . . Assumption 3 assumes that priority requests will be assigned to either the current cycle or the next cycle and that requests are not received that would require three or more cycles to serve. This assumption is based on several practical considerations, including the communication range limit of digital short-range communications radios. Digital short-range communications has a communication range of about 500∼1,000 m, which dictates that a priority vehicle is likely to desire service 37.5∼75 s from the current time, assuming a vehicle speed is 48 km/h (16). Typically, cycle lengths are greater than 50 s; hence, two cycles are sufficient to serve all priority requests. Also, it is reasonable to assume that a rolling horizon approach will be used so that signal timing decisions will be updated periodically, such as during each cycle or each phase, to accommodate new requests or request updates. Hence, if a vehicle requests service well in advance, for example, 100 s, this request will be considered to be served in the second cycle, but might actually be served in a third cycle that is considered after the first cycle is completed as the decision horizon rolls forward.
Given the earlier assumptions, the first step in the heuristic algorithm is to form a virtual network based on the temporally ordered priority requests for each phase, shown in Figure 2a . Except for an artificial source and sink node, each node ( j, p) represents a jth priority request on phase p. On the basis of Assumption 2, all requests on phase p should be served in a path from source to sink:
, where J p denotes the set of all requests ( j, p) for phase p ∈ P. Given Assumption 1, paths are arranged from top to bottom, corresponding to a predefined phase sequence in the ring structure. Therefore, the priority request assignment problem is transformed to be a network cut problem. Given Assumption 3, an s-t cut defines which portion (left side of the virtual network) of requests is assigned to be served in Cycle 1 and which portion served in Cycle 2 (right side of the virtual network). Therefore, any s-t cut is actually a feasible solution to the priority request assignment problem. It is easy to determine that the total number of s-t cuts is
. Because the number of phase Η PΗ is predefined, the size of the feasible region is polynomial.
It is desired to find near-optimal solutions via a fast algorithm rather than enumerate all possible solutions in the feasible region, even though the size of the feasible region of the cut problem is polynomial and could be exhaustively searched. Let each request be represented by a time interval denoted as R jp ∈ [R jp , R -jp ] denoting the earliest and latest estimated arrival time of the jth priority vehicle at the intersection. Assuming that the priority requests are ordered such that R jp ≤ R j+1,p and given Assumptions 1, 2, and 3, only one link needs to be selected as a cut for each list of requests, J p .
Define link length τ jp as follows:
The larger the value of τ jp , the more likely that the delay will be smaller if a cut is made between request ( j, p) and request ( j − 1, p). Because the network in Figure 2a is an essentially parallel network, cutting one link on each list of requests generates an s-t cut. Denote one s-t cut as a set of link cuts {c pΗ p ∈ P}. Each cut c p represents a link in each list of requests, J p . If c p = j (j > 0), a cut is put before request ( j, p) in request list J p , as illustrated in Figure 2b . The number of possible cuts on phase p is equal to ΗJ p Η + 1. If J p = Ø, the path of linked requests on phase p does not exist. So let c p = 0. Then γ represents the artificial link length from the last request to sink t.
The heuristic algorithm aims to find a near-optimal assignment with acceptable priority delay through enumerating different s-t cuts from maximal cut (maximal sum of cut link length τ jp ) to minimal cut (minimal sum of cut link length τ jp ) and stopping when the delay is sufficiently small, as shown below:
1. Order temporally the priority requests and treat each priority request for each phase p as one node. Connect adjacent nodes by links. 2. Set up an artificial source node, labeled "s," connected to all the first nodes in linked list. Connect all last nodes to an artificial sink node, labeled "t." Calculate link length τ jp by Equation 1. Define S as the set of all s-t cuts, D* as the minimal priority delay. Initialize D* to be a large number.
3. Do until D* ≤ ⑀ or S = Ø. Find an s-t cut {c p Η p ∈ P} = ( Σp τ cp,p ).
Constant γ determines how soon the scenario that all the requests are served in Cycle 1 should be examined. If every interval τ jp is less than γ, the scenario of serving the entire request list in Cycle 1 will be evaluated in the first loop. γ can be set within a range from a few seconds up to one cycle length. After the cuts are made to each request list J p , the entire cut combination corresponds to a request serving sequence, which can be evaluated easily in the third step of the heuristic algorithm by using a phase-time diagram described below.
The phase-time diagram illustrated in Figure 3 provides an intuitive method for visualizing and evaluating the phase timing given the priority requests. Given the previous assumption of a fixed-phase sequence, a phase-time coordinate system is constructed with one horizontal axis representing time and two vertical axes representing the phases in each of two rings (the left axis is Ring 1 and the right axis is Ring 2), as shown in Figure 3 . The origin denotes the current time and current phase, which is shown as the start of Phases 1 and 5, but could be any feasible phase combination. Phases in Ring 1 are evenly distributed on the left vertical axis in a sequence starting from the current phase; the phases in Ring 2 are shown on the right vertical axis. On the basis of the initial settings, the properties of the phase-time diagram are listed as below:
• Physical meaning of arc slope. Nodes represent phase transition events, and horizontal arc lengths represent phase duration. Because the phases are evenly distributed, the slope of the arcs determines the phase duration. If a phase times for the minimum time, the arc will be short with a high slope (1/g pk min ), where g pk min is minimum green time for phase p in cycle k. If a phase times for the maximal time, the arc will be long with a low valued slope (1/g pk max ).
• Feasible region. Any piecewise line starting from the origin represents a signal plan in the phase-time diagram. However, the feasible region of the signal plan is bounded in a fan-shaped area by the shortest path (fastest timing as determined by each phase's minimal green times) and the longest path (slowest time as determined by each phase's maximal green times). Any piecewise linear path through each phase between the shortest and longest path is feasible.
• Request representation. A priority request is associated with a desired service time, and service phase (p) is denoted as R jp , which represents the desired time of service of the jth request for phase p. Any request R jp will be served in one of the future cycles during phase p depending on the realization of the signal plan. R jp can be depicted as cyclic serving bars (CSBs) on the phase-time diagram.
• Delay visualization. Two cases occur in which a request R jp is served by a signal plan: without delay or with delay. If the piecewise path of a signal plan intersects a CSB at any point, R jp is served at that point in time without delay. If the piecewise path of a signal plan does not intersect any of the CSBs, R jp gets served at the moment when the piecewise path crosses the right-hand side of a CSB for the first time.
The corresponding delay for R jp is the horizontal distance from the piecewise line to the served CSB, depicted as dashed lines in Figure 3 .
Two priority requests, R 18 and R 13 , are shown as CSBs in Figure 3 . R 18 is served in Cycle 1 by Phase 8 as shown by the piecewise path. R 13 is served in Cycle 2 by Phase 3 in Ring 1. However, both requests are delayed in this illustration for the sample signal plan. Thus the delay for R 18 occurs during the first cycle and the delay for R 13 during the second cycle. The delay is calculated as d 181 = t 81 − R 18 = 21 s;
The diagram presented here is completely extensible to controllers with more or fewer rings and phases and can accommodate any ring, barrier, and phase configuration. In fact, the phase-time diagram can be considered as a projection from the precedence graph with predetermined vertical positions for each node.
The phase-time diagram also provides an intuitive visualization for the problem of determining the best signal timing plan given a set of priority requests. Any piecewise linear path in the feasible region can be selected as the timing plan. The path that minimizes the total delay would be the optimal plan. Similarly, the phase-time diagram can allow consideration of other controller behaviors-such as coordination and phase actuation.
A simple example demonstrating the use of the time-phase diagram for delay evaluation of candidate cuts is illustrated in Figure 4 . In this example only one ring is considered. There are two priority request lists: J 2 = {1, 2} for Phase 2, and J 4 = {1} for Phase 4. All He, Head, and Ding 5 the cyclic serving rectangles are plotted on Figure 4a and represent the desired service time interval denoted [R jp , R -jp ] and the cycle in which they can possibly be served. The cyclic serving rectangles differ from the CSBs in that they represent an interval. Suppose a cut group {c 1 = 0, c 2 = 2, c 3 = 0, c 4 = 2} is evaluated by using the phase-time diagram, meaning that the cut is made after the first request in J 2 and the only request in J 4 . Figure 4b plots the assigned serving rectangles that determine in which cycle the priority request will be served.
Bounded by the slopes of minimal green and maximal green, a signal plan is generated to travel through each serving rectangle with minimal delay starting from the origin. In Figure 4b , the cut is evaluated by a feasible signal plan with no delay, meaning that the feasible plan is also an optimal plan. Therefore, the phase-time diagram also provides the optimal signal timing plan when evaluating the cut group {c 1 = 0, c 2 = 2, c 3 = 0, c 4 = 2}.
When the optimal plan is implemented, the phases can be actuated under the assumption that the phase required to serve the serving rectangle will be held at least until the upper bound on the request interval if no delay was estimated. This would effectively be seen as part of the path being steeper than required during the phase that is allowed to gap out and a less steep path to the upper right corner of the serving rectangle to meet the no-delay solution. If phase skipping is allowed for a minor movement, which is considered as a normal operation in a modern traffic controller, the optimized plan is generated without phase skipping, because passenger vehicles may queue in each phase. However, the next planned phase can be skipped whenever there is no active priority request or vehicle actuation.
In summary, the heuristic algorithm first solves the assignment of priority requests to one of two cycles and then evaluates this assignment by computing the optimal signal timing and priority delay. The heuristic iterates over several candidate cycle assignments until a minimal delay value is found. This eliminates the need to evaluate all candidate assignments, even though this number is finite and could be exhaustively evaluated.
SIMULATION EVALUATION
To evaluate the heuristic algorithm a set of simulation experiments were conducted. In these experiments transit vehicles were allowed to request priority as they approached the intersections. Emergency vehicles were not simulated because the vehicle type and driver behavior are not modeled in most microscopic traffic simulations. A simple two-intersection arterial was modeled in VISSIM on a short section of Speedway Boulevard in Tucson, Arizona, from Campbell Avenue to Cherry Avenue. Four conflicting bus routes were added in the model as shown in Figure 5 . The experiments are configured as follows:
• There were three traffic volumes: low, medium, and heavy.
• Performance comparisons of four noncoordinated control methods were done: ASC free is a fully actuated signal control (ASC); determ free and robust free represent the deterministic formulation (10) and robust formulation (12) for noncoordinated priority control, respectively; ASC-TSP free is fully actuated control with transit signal priority (TSP) enabled (17 ) . Heuristic denotes the algorithm presented in this paper. The robust free formulation is the exact solution to the mixed integer-linear programming problem, with interval requests representing uncertainty in the actual vehicle arrive time, and represents the best possible solution.
• Ten replications per volume per method were done with different random seeds.
• Each run included 15 min of warm-up and a 1-h data collection period; 150 simulation runs were conducted.
Average vehicle delay and average bus delay are measured at each of the three volume levels. The performance of the five methods is shown in Figure 6 . Some observations are as follows:
1. Every method performs very well under low volume. It is expected that ASC free would have the largest average bus delay because bus priority is not considered in the ASC free method.
2. The determ method has large variations. This method can generate a significant delay especially under heavy-volume conditions as a result of the assumption that the request for priority is exact and might not be served because of random effects (e.g., queuing) and hence can result in very poor performance.
3. The ASC-TSP free method does not perform very well under heavy traffic volume with multiple bus priority requests. This is most 6 Transportation Research Record 2259 likely a result of the impact of providing priority for one bus per cycle, but not the others. 4. The robust free method outperforms other methods with very stable solutions under all traffic volumes. This is expected because it is the exact solution to the robust optimization problem.
5. The performance of the heuristic method is similar to that of the robust method. The heuristic algorithm generates 5% more bus delay than the robust method, and it has 1% less total average vehicle delay. Compared with ASC-TSP free, the heuristic method is able to reduce average bus delay by about 50% with about equal average vehicle delay in congested conditions.
Results of the microscopic simulation study show that the proposed heuristic algorithm can successfully perform at nearly the same performance level as the optimal solution. Therefore, the proposed algorithm was coded in C++ and implemented in an embedded Linux system on an RSE as a solver to produce near-optimal signal plans for a table of requests as received from OBEs as priority requesting vehicles approach an intersection. This implementation was field tested in Maricopa County, Arizona.
CONCLUSIONS
A solver-free heuristic algorithm was developed for field application of priority control at isolated intersections. The priority control problem was simplified to a polynomial solvable cut problem by adding a few reasonable assumptions. Each cut combination corresponds to a unique serving sequence of priority requests. A greedy search algorithm is developed to search for the best solutions within a defined tolerance range. The total priority delay of each cut combination is assessed by using the phase-time diagram. The microscopic simulation software VISSIM is used to evaluate the performance of the proposed heuristic method, exact mathematical programming method, and several state-of-the-practice traffic control and transit signal priority methods. Compared with the exact mixed-integer programming method, the proposed heuristic is able to generate 1% less average vehicle delay and only 5% more bus delay. Compared with the stateof-the-practice TSP method, the heuristic reduces average bus delay by about 50% with almost equal average vehicle delay in congested conditions. Finally, field tests on a real intersection confirm the effectiveness of the proposed algorithm.
In addition to the material presented in this paper, the priority control problem (exact and heuristic) can be used in a coordinated system by defining priority requests on the basis of fixed cycle and fixed offset parameters with a simple weighting factor to trade off coordination priority with transit priority. It would be reasonable to assume that emergency vehicle priority would be significantly more important than coordination and the coordination requests would be deleted from the priority request table. Experiments have demonstrated priority in a coordinated system and shown that under medium and heavy volume conditions, coordination adds additional benefit (12) . He extended the formulation to a network in which all vehicles are equipped and request priority (12) . Requests from passenger vehicles are aggregated into platoon requests to keep the number of requests to a manageable number. One integrated exact mixed integer-linear program is solved for the entire network. The results are extremely promising, but the computational requirements are significant. Future work will attempt to extend the heuristic algorithm to the network problem.
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