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Motivated by the recent surge of transverse-field experiments on quasi-one-dimensional antiferro-
magnets Sr(Ba)Co2V2O8, we investigate the quantum phase transition in a Heisenberg-Ising chain
under a combination of two in-plane inter-perpendicular transverse fields and a four-period longi-
tudinal field, where the in-plane transverse field is either uniform or staggered. We show that the
model can be unitary mapped to the one-dimensional transverse-field Ising model (1DTFIM) when
the x and y components of the spin interaction and the four-period field are absent. When these
two terms are present, following both analytical and numerical efforts, we demonstrate that the
system undergoes a second-order quantum phase transition with increasing transverse fields, where
the critical exponents as well as the central charge fall into the universality of 1DTFIM. Our results
naturally identify the 1DTFIM universality of 1D quantum phase transitions observed in the existed
experiments in Sr(Ba)Co2V2O8 with transverse field applied along either [100] or [110] direction.
Upon varying the tuning parameters a critical surface with 1DTFIM universality is determined and
silhouetted to exhibit the general presence of the universality in a much wider scope of models than
conventional understanding. Thus our results provide a broad guiding framework to facilitate the
experimental realization of 1DTFIM universality in real materials.
I. INTRODUCTION
Quantum phase transition arises when the ground
state energy of a many-body system encounters non-
analyticity upon non-thermal parameter tuning1,2. A
quantum critical point (QCP) pops up when the transi-
tion is continuous. Near a QCP, exotic behaviors which
have no counterparts in classical phase transitions emerge
due to the intrinsic driven power of quantum fluctuations.
These include the non-Fermi-liquid behavior and uncon-
ventional superconductivity in a variety of strongly cor-
related electron systems1,3–8, as well as the peculiar spin
dynamics in one-dimensional quantum magnets9,10.
The one-dimensional transverse-field Ising model
(1DTFIM) serves as a paradigmatic quantum spin model
that exhibits a continuous quantum phase transition
with rich quantum critical behaviors11–19, where the cele-
brated conformal invariance emerges near its QCP20. Al-
though the quantum criticality of the 1DTFIM has been
theoretically studied in great detail during past decades,
it remains rare and tough to experimentally detect this
1D quantum criticality: On one hand, spin interactions
beyond the standard 1DTFIM are usually non-negligible
in real materials; on the other hand, the 3D ordering at
finite temperatures may mask the 1D quantum critical
point and the associated critical behavior21.
Among the potential materials, the widely inves-
tigated quasi-one-dimensional effective spin-1/2 anti-
ferromagnetic Heisenberg-Ising screw chain compounds
SrCo2V2O8 (SCVO)
22–26 and BaCo2V2O8 (BCVO)
27–31
are encouraging candidates to access the 1D QCP. Re-
cent series transverse-field experiments on these two ma-
terials confirm the existence of a novel 1D QCP residing
outside the dome of the 3D Ne´el ordered phase, which fur-
ther reveals promising features of quantum criticality of
1DTFIM universality around the 1D QCP19,32. However,
the underlying effective model for understanding this 1D
QPT is complicated. Owing to the screw chain structure,
the applied transverse field induces an in-plane staggered
field perpendicular to it and a four-period field along the
crystalline c axis. This gives rise to a Heisenberg-Ising
model under various external fields [cf. Eq. (1)].
This superficially complicated model looks completely
different from the original 1DTFIM. It raises a question
about the nature of the QCP, if there exists one, in the
model [cf. Eq. (1)]. To clarify this issue, we systemati-
cally carry out theoretical investigation on the quantum
phase transition and the possible universality class near
the QCP of the effective model via determining various
critical exponents as well as the central charge associated
with the conformal invariance.
Application of a transverse magnetic field suppresses
the long-range antiferromagnetic (AF) order and induces
an order-disorder phase transition. As a consequence
of the anisotropy of the crystal structure, the value of
the critical transverse field varies with the field direction.
For example, when the transverse field is applied along
the [100] direction, a staggered transverse field along the
[010] direction and a four-period-staggered field along the
[001] direction (c axis) are induced31. The induced fields
shift the quantum critical point Hc to ∼10 T for BCVO33
and ∼7 T for SCVO34, significantly lower than the Hc
values when the field is applied along the [110] direc-
tion19. Given that the interchain exchange coupling is
much weaker than the intrachain coupling along the easy-
axis (c-axis) in these compounds, these order-disorder
phase transitions exhibit sharp features and can be de-
scribed by an effective 1D spin-1/2 XXZ model with ex-
ternal fields.
In this paper, we study this effective 1D model [cf.
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2Eq. (1)] with corresponding parameters following the ex-
isted materials of SCVO and BCVO. By using infinite
time-evolving block decimation (iTEBD) method35,36,
we calculate the staggered magnetization, the entangle-
ment entropy, and the spin-spin correlation function with
fields to locate the QCP. Meanwhile, the scaling analysis
on these quantities allows us to extract various critical
exponents and the central charge to characterize the na-
ture of the quantum phase transition. The phase transi-
tion is found to fall into the 1DTFIM universality for the
transverse field applied along the [100] (or equivalently
[010]) direction in real experiments32. We further demon-
strate that the induced c-axis four-period-staggered field
is irrelevant for the universality of the transition. After
pinning down the nature of the 1D QCP in the existed
transverse-field experiments on SCVO and BCVO, more
general situations of the model are further analyzed in
detail by relaxing the allowed tuning fields in the effec-
tive model. With varying the spin anisotropy factor 
and the transverse components of the g factor gx and
gy, a critical surface falling into 1DTFIM universality is
determined and silhouetted in the parameter space. The
numerical calculation is subsequently followed by a mean
field analysis, which qualitatively confirms the iTEBD
results for small . The well-established critical surface
immediately leads to promising prediction that a line of
1DTFIM critical point should be directly observed when
the transverse field is gradually rotated from [100] to [110]
direction in either SCVO or BCVO.
The rest of this paper is organized as follows. Sec. II
presents the effective model for SCVO and BCVO, and
shows that the quantum phase transition induced by tun-
ing the applied transverse field belongs to the 1DTFIM
universality class. Sec. III studies the model in more
general situations. We obtain the ground-state phase di-
agram of this generalized model by iTEBD calculations.
These numerical results are further confirmed by a mean-
field analysis. Sec. IV provides a guideline for experi-
ments based on the general theoretical results. We draw
conclusion in Sec. V.
II. THE EFFECTIVE MODEL
For the material of SCVO or BCVO when the trans-
verse field is applied along the [100] direction, the corre-
sponding effective spin-1/2 Heisenberg-Ising XXZ Hamil-
tonian reads as
H =
∑
i
J [(Sxi S
x
i+1 + S
y
i S
y
i+1) + S
z
i S
z
i+1]−
g
∑
i
[Sxi + hy(−1)iSyi + hz cos(pi
2i− 1
4
)Szi ], (1)
where ~S = ~σ/2, and ~σ refer to the three Pauli ma-
trices. Take the SCVO system for example, J = 1.67
meV, and the anisotropic factor  ∼ 0.5 are estimated37.
g = µBGxh with Bohr magneton µB , the gyromagnetic
ratio Gx = 2.79,
37 and h is the applied a-axis magnetic
field. The ratio of the induced staggered fields to g are
set as hy(z) = 0.4(0.14)
31. In our calculation, we set the
energy unit J = 1 in the model, and take the anisotropic
factor  = 0.47. In this way, g is the only tuning param-
eter in the model.
At small magnetic fields the ground state of the model
is an antiferromagnetic (AF) ordered state. The applied
magnetic field in [100] direction plays the role of sup-
pressing this order, and gives rise to a quantum phase
transition at a QCP, gc. The induced staggered hy field
enhances this effect, while the hz field has negligible con-
tribution. To see this, we calculate the average magneti-
zation in z direction, Mz, using the iTEBD method for
the Hamiltonian in Eq. (1) for two cases: with and with-
out the hz term. We find that the hz term indeed only
slightly changes the location of the QCP: As shown in
Fig. 1(a), the critical field gc1 = 0.1454(1) in the former
case, and gc2 = 0.1456(1) for the latter. The critical
exponent β can be obtained by fitting Mz ∼ |gci − g|β
(i = 1, 2) for both cases. In Fig. 1(a) the fitting gives
β = 0.126(5) and 0.128(5) for the two cases, both agree
with β ∼ 1/8 of the 1DTFIM universality within er-
ror bars. We also calculate the entanglement entropy
S(l) = −TrρA ln ρA for a subsystem A with l spins in
an infinite chain, where the reduced density matrix of
A is defined as ρA = TrB|ΨA ⊗ ΨB〉〈ΨA ⊗ ΨB|. (The
ground state wavefunction can be decoupled to the ten-
sor product of wavefunctions of subsystems, ΨA and ΨB).
From conformal field theory analysis38, the entanglement
entropy scales as S(l) = c3 ln l + const, where c is the
central charge associated with the conformal invariance.
Figure 1(b) shows the scaling of S(l) with subsystem size
l, which gives c = 0.502(5) and c = 0.503(5), for both
cases with and without the hz term, respectively. Note
that either agrees with c = 1/2 of the 1DTFIM. The crit-
ical exponent β and central charge c are consistent with
Ref.39 where only the staggered field (hy term) is con-
sidered. We further calculate the spin-spin correlation,
denoted as C(i − j) = 〈Szi Szj 〉 − 〈Szi 〉〈Szj 〉, for Hamilto-
nian Eq. (1) with and without the hz term (see Fig. 1(c)).
Using the relation C(i − j) = e−|i−j|/ξ, with correlation
length ξ and 1/ξ ∼ |gc − g|ν , the critical exponent ν can
be obtained. We find ν = 0.986 (0.990)∼ 1 for the cases
with (without) hz term (Fig. 1d).
Based on these evidences, we conclude: (1) The quan-
tum phase transition falls in the 1DTFIM university
class; (2) the four-period z field is an irrelevant term for
this transition, which only slightly shifts the location of
the QCP. For the case when the transverse field is applied
along the [110] direction in some experimental setup, af-
ter some slight modifications, the model in Eq. (1) can
still describe the phase transition. In this case, we need
to set hy = 0, and take the hz term to be cos(
pi(i−1)
2 )S
z
i
for spin on site i, with a four-period ↑ 0 ↓ 0 pattern31.
Compare with the four-period ↑↓↓↑ pattern for the [100]
cases, the effects of the ↑ 0 ↓ 0 pattern of the hz term is
even weaker. In particular, the quantum phase transition
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FIG. 1. Results from iTEBD calculation: (a) The average of staggered magnetization Mz vs. g for cases with (blue) and
without (red) the hz term. The curves are fits to Mz = 0.524(gc1 − g)0.126 and Mz = 0.530(gc2 − g)0.128 for the two cases,
respectively, where the critical points gc1 = 0.1454 and gc2 = 0.1456. In either case β ∼ 1/8 is obtained within error bar. The
inset shows the scaling plot of Mz in the log-log scale. (b) Entanglement entropy SEE(l) vs. chain segment length l in the
semi-log scale. In either case the slope value agrees with a central charge of c ∼ 1/2. (c) Spin-spin correlation function C(i− j)
vs. distance i− j at g = 0.1448 (near the QCP). The inset indicates that lnC(i− j) is proportional to i− j at large distance.
(d) The inverse of correlation length 1/ξ vs. g, where both cases give ν ∼ 1.
still keeps the 1DTFIM university.
III. THE GENERALIZED MODEL
Since the small hz term in Eq. (1) is irrelevant to the
quantum phase transition induced by the transverse field,
we drop the hz term and focus on the effects of the two
inter-perpendicular transverse fields via studying a gen-
eralized model from the Hamiltonian in Eq. (1).
Hg =
∑
i
J [(Sxi S
x
i+1 + S
y
i S
y
i+1) + S
z
i S
z
i+1]
−
∑
i
[gxS
x
i + gy(−1)iSyi ] (2)
with  < 1. We consider arbitrary ratio gy/gx. It extends
the parameter region of the realistic model Eq. (1) in
Sec. II, where the ratio hy = gy/gx is fixed as 0.4. For
small gx and gy, the Hamiltonian Eq. (2) has an AF
ordered ground state.
A. iTEBD calculation
We first use the iTEBD method to study the model
Eq. (2) extensively. The average magnetization Mz for
various gx and gy values is calculated, and the quantum
critical point is reached when the AF ordering is com-
pletely suppressed.
We scan the parameters gx and gy with  =0,0.1,...,1,
and obtain the QCPs of the generalized model in a 3D gx-
gy- parameter space. As shown in Fig. 2, the obtained
QCPs form a smooth critical surface. At  =0, i.e. with-
out the XY spin interaction terms, the critical points in
the gx-gy plane are located on a circle with |gc| = 0.5
since in this case the model can be unitary transformed
to the 1DTFIM. At a small , the critical points approxi-
mately form an ellipse with gcx > gcy, where gc(x,y) is the
critical point on the x(y) axis. For  ≥ 0.4, a nonmono-
tonic behavior of the critical curve appears due to the
nontrivial competition among the XY spin interactions,
gx, and gy terms. The critical curve forms a dumbbell
shape with gcx  gcy. gcy continuously shrinks with in-
creasing  and vanishes at  = 1 and gcx = 2. When
 = 1, the XXZ Heisenberg-Ising Hamiltonian becomes
the Heisenberg XXX model. Without the external fields,
the XXX model naturally contains an SU(2) symmetry
4FIG. 2. The critical surface of the generalized model in Eq. (2)
in the 3D parameter space from iTEBD calculation.
with no long-range magnetic order at zero temperature.
Therefore, at  = 1 the external fields just simply lead
to paramagnetic response. We notice that the 1DTFIM-
type QCP obtained from Sec. II falls into this critical
surface. By checking the linearity between the magne-
tization M8z and gx,y across the QCPs on the critical
surface, we can conclude that the transition across any
point on the critical surface belongs to the 1DTFIM uni-
versality class. The critical surface is symmetric along
the x (or y) axis as the Hamiltonian is invariant by send-
ing Sx(y) → −Sx(y) when gx(y) → −gx(y). For  > 1,
the XXZ model will become Heisenberg-XY type with
physics dominated by the XY term. The influence of
various external fields at this situation will be deferred
to future study.
B. Mean field calculation
To further understand the properties of the phase tran-
sition obtained from iTEBD calculation, a pi rotation of
spins on even sites (U = exp[−ipi∑j Sx2j ]) are carried out
to transform the Hamiltonian [Eq. (2)] into
H ′g =
∑
i
J [(Sxi S
x
i+1 − Syi Syi+1)− Szi Szi+1]
−
∑
i
[gxS
x
i + gyS
y
i ]. (3)
Correspondingly, the AF ground state at small gx and
gy values for Eq. (2) is transferred to a Ferromagnetic
(FM) state. Due to the asymmetric  terms in Eq. (3),
the perturbation of gx and gy is nonequivalent. Both the
 and gx,y terms suppress the FM state, but the gxS
x
i
term competes with Sxi S
x
i+1. It can induce a reentrant
behavior of the staggered magnetization in the transverse
XXZ model with gy = 0, which is discussed in Ref
40 for
 ≥ 0.4. However, the gySyi and −Syi Syi+1 terms have
similar effects. Thus, adding a gy term can efficiently
suppress the FM phase. This also means the staggered
y-field can greatly assist to destroy the AF ordering in
the original model [Eq. (2)].
We then carry out a mean field treatment41,42 to the
generalized model [Eq. (3)]. Here, another unitary trans-
formation, rotating the spins around the z axis by θ, is
performed, before rotating all the spins around the x axis
by pi/2. Through these two transformation, magnetic
field is directed along a new z axis contributed from both
gx and gy terms. After a Jordan-Wigner transformation,
a spinless fermion Hamiltonian is obtained,
H ′′ =
∑
i
J+
2
(a†iai+1 + h.c.) +
J−
2
(a†ia
†
i+1 + h.c.)
− γ(ni − 1/2)(ni+1 − 1/2) + g0(ni − 1/2) (4)
with J± = (γ ± 1)/2, γ =  cos(2θ), g0 = gx sin θ +
gy cos θ, and ni = a
†
iai is the density operator. The four-
fermion interaction term is decoupled in three possible
ways, with the expectation values for the magnetization,
kinetic hopping, and pairing terms denoted as
M = 〈ni〉 − 1/2,K = 〈a†i+1ai〉, P = 〈ai+1ai〉. (5)
The mean-field Hamiltonian then becomes
HMF =
∑
i
[
J˜+
2
a†iai+1 +
J˜−
2
a†ia
†
i+1 + h.c.+ g˜(ni − 1/2)],
(6)
where
J˜+ = J+ + 2γK, J˜− = J− − 2γP, g˜ = g0 − 2γM. (7)
Fourier transform the Hamiltonian to the momentum
space and diagonalize it using a Bogoliubov transforma-
tion,
ak = ukαk + vkα
†
−k
a†−k = −v∗kαk + ukα†−k (8)
with
uk =
√
(1 +
J˜+ cos k + g˜
ω(k)
)/2,
vk = i sgn(k)
√
(1− J˜+ cos k + g˜
ω(k)
)/2.
The mean field Hamiltonian density becomes
HMF/N =
∫ pi
0
dk
2pi
[
1
2
J˜+ cos k + ω(k)(α
†
kαk −
1
2
)]
+ γM2 − γK2 + γP 2, (9)
50 0.2 0.4 0.6 0.8 1 1.2
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
FIG. 3. Critical line in the gx-gy plane at  =0.1,0.2 and 0.5
from mean-field calculation (lines) and iTEBD (points).
where ω(k) is the single particle excitation spectrum,
ω(k) =
√
(J˜+ cos k + g˜)2 + (J˜−)2. (10)
The quantities M ,K,P can be determined by the self-
consistency conditions:
M = −
∫ pi
0
dk
2pi
J˜+ cos k + g˜
ω(k)
,
K = −
∫ pi
0
dk
2pi
(J˜+ cos k + g˜) cos k
ω(k)
,
P = −
∫ pi
0
dk
2pi
J˜− sin2 k
ω(k)
,
and the optimized θ can be fixed by minimizing the
ground state energy.
The phase diagram in gx-gy plane for a few different
 values is shown in Fig. 3. For small , the critical
line is consistent with that determined from the iTEBD
method. For  = 0.5, the nonmonotonic behavior of the
transition line is also observed at mean-field level, al-
though the critical line determined is quantitatively de-
viated from the iTEBD results.
We can understand the different critical line shapes at
small and large  values within the mean-field approach.
For small  ≤ 0.2, there is only one optimized θ value
from 0 to pi/2, while the parameter gx and gy are tuned
from (gx = 0, gy > 0) to (gx > 0, gy = 0). The single
particle spectrum function ω(k) is gapless at k = 0 at
the order-disorder transition point (Fig. 4(a)). For inter-
mediate  ≥ 0.5, however, a double well structure of the
energy as a function of θ appears (Fig. 4(b)), which in-
dicates competing quantum fluctuations between the gx
and gy terms. By fixing gx, at gy < gc where gc is the crit-
ical point, the minimal energy point is closer to θ ∼ pi/2,
and thus g0 ∼ gx. In this case, the gx term dominates the
critical quantum fluctuations. However, after gy crosses
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FIG. 4. (a) ω(k) as a function of k at  = 0.1 and gx = 0.1
for gy = 0,0.2, and 0.351(transition point). (b) Double well
structure of the energy as a function of θ at  = 0.5 and
gx = 0.3 for varied gy < gc, gy = gc, and gy > gc, where gc is
the transition point
the critical point gc, the minimal energy point jumps to
θ ∼ 0 and thus g0 ∼ gy, which indicates that the gy term
begins to play the major role. We fix the phase tran-
sition boundary at the point gc where the ground-state
degenerate appears. The above analysis based on the in-
troduced optimized θ gives a qualitative explanation of
the novel behavior of the critical curve in the gx-gy plane
for large . At large , the quantum fluctuations due to
the XY spin interaction term is highly relevant, while the
interplay between the intrinsic fluctuations and the gx,y
term makes the phase transition further nontrivial. In
the mean-field treatment, the odd-order terms a†iaiai+1
via Jordan-Wigner transformation are neglected. The in-
creasing discrepancy between the mean field analysis and
the iTEBD results with increasing  indicates these ne-
glected non-linear terms play a non-negligible role, and
eventually lead to the breakdown of the mean-field theory
when → 1.
IV. GUIDANCE TO EXPERIMENTS
Because of the induced four-period z field is irrelevant,
our extensive study of the phase transition on the gener-
alized model with broad parameter region gx and gy pro-
vides a concrete guidance to the experiments on real ma-
terials of quasi-1D Ising anisotropic quantum magnets,
such as SCVO and BCVO. In SCVO and BCVO, differ-
ent gy/gx ratio can be realized by applying a transverse
field which gradually rotates in the x− y plane. The ro-
tation of the applied transverse field shifts the position
of the QCP. At the [100] direction, strongest in-plane
staggered field gy perpendicular to the external trans-
verse one is induced. Deviation of the applied transverse
field from the [100] direction weakens gy. Consequently
it requires stronger applied transverse field to reach the
1DTFIM QCP. And when the applied field reaches the
direction of [110], the required external transverse field
reaches maximum. This is clearly observed in BCVO19
and the recent NMR experiments on SCVO32 with the
external transverse field applied along [110] and [100], re-
spectively. For SCVO, when the field is applied to the
[100] direction the 1D QCP of SCVO is slightly outside
6the 3D ordered phase32. As the QCP(1D) will be pushed
further by rotating the in-plane applied field, it can be
used to distinguish unambiguously the 3D QCP and 1D
QCP at [100] direction and provide a clean platform to
examine the novel quantum critical behavior near the 1D
QCP.
V. CONCLUSION
To conclude, following the corresponding effec-
tive one-dimensional Heisenberg-Ising model with axial
anisotropy tuned by , we demonstrate that the ob-
served transverse-field (hx)-tuned quantum phase transi-
tion outside the three-dimensional Ne´el order in the ma-
terials of BCVO and SCVO falls into the 1DTFIM uni-
versality, despite of the presence of the induced in-plane
staggered field (hy) and the four-period fields along the
c axis (hz). Small hz is further shown to make negligible
effects on the phase transition. A generalized model is
immediately constructed by neglecting hz and relaxing
the , hx, and hy to a broad parameter region. With the
generalized model, the nature of quantum phase transi-
tions is then extensively and carefully scrutinized by the
iTEBD method, and it has been shown that the quan-
tum phase transition falls into the 1DTFIM universality,
rendering out a nice 1DTFIM quantum critical surface
until  = 1 (XXX limit). The well-established 1DTFIM
critical surface obtained from the generalized model is ex-
pected to guide the in-plane-field-rotation measurements
on real materials such as SCVO, BCVO, and CoNb2O6
etc.. Our study concretely demonstrates that the 1DT-
FIM universality is robust against additional spin inter-
action terms as well as various external fields. This opens
rich opportunities to access to the 1DTFIM QCP and
realize the celebrated Zamolodchikov quantum E8 inte-
grable model43 near this QCP in real materials.
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Appendix: iTEBD results
In this appendix, we list the values of the quantum
critical points, used to generate the critical surface in
Fig. 2 of the main text. In tables I-III, [gx, gy] are the
critical points in the gx-gy plane for different . All the
critical points are obtained by scanning the parameter
space along gx or gy with one of them held at fixed value.
The width of error bars is the step size of the iTEBD
calculation.
 = 0.1  = 0.2  = 0.3
[0, 0.371(1)] [0, 0.259(1)] [0, 0.166(1)]
[0.1, 0.367(1)] [0.1, 0.257(1)] [0.1, 0.166(1)]
[0.2, 0.354(1)] [0.2, 0.252(1)] [0.2, 0.164(1)]
[0.3, 0.330(1)] [0.3, 0.243(1)] [0.3, 0.161(1)]
[0.4, 0.293(1)] [0.4, 0.229(1)] [0.4, 0.157(1)]
[0.5, 0.235(1)] [0.5, 0.209(1)] [0.5, 0.151(1)]
[0.6, 0.132(1)] [0.6, 0.178(1)] [0.6, 0.141(1)]
[0.617(1), 0.1] [0.7, 0.129(1)] [0.7, 0.127(1)]
[0.625(1), 0.08] [0.736(1), 0.1] [0.8, 0.104(1)]
[0.631(1), 0.06] [0.755(1), 0.08] [0.9, 0.058(1)]
[0.636(1), 0.04] [0.769(1), 0.06] [0.932(1), 0.02]
[0.639(1), 0.02] [0.778(1), 0.04] [0.936(1), 0]
[0.639(1), 0] [0.784(1), 0.02] −−−−
−−−− [0.786(1), 0] −−−−
TABLE I. Phase transition points in gx-gy plane from iTEBD
calculation.
 = 0.4  = 0.5  = 0.6
[0, 0.095(1)] [0, 0.0475(5)] [0, 0.0190(5)]
[0.1, 0.095(1)] [0.1, 0.0475(5)] [0.1, 0.0190(5)]
[0.2, 0.095(1)] [0.2, 0.0480(5)] [0.2, 0.0195(5)]
[0.3, 0.095(1)] [0.3, 0.0485(5)] [0.3, 0.0200(5)]
[0.4, 0.095(1)] [0.4, 0.0495(5)] [0.4, 0.0210(5)]
[0.5, 0.094(1)] [0.5, 0.0500(5)] [0.5, 0.0220(5)]
[0.6, 0.092(1)] [0.6, 0.0510(5)] [0.6, 0.0230(5)]
[0.7, 0.089(1)] [0.7, 0.0510(5)] [0.7, 0.0240(5)]
[0.8, 0.083(1)] [0.8, 0.0510(5)] [0.8, 0.0250(5)]
[0.9, 0.074(1)] [0.9, 0.0495(5)] [0.9, 0.0255(5)]
[1.0, 0.057(1)] [1.0, 0.0470(5)] [1.0, 0.0260(5)]
[1.050(1), 0.04] [1.1, 0.0410(5)] [1.1, 0.0260(5)]
[1.080(1), 0.02] [1.2, 0.0265(5)] [1.2, 0.0245(5)]
[1.089(1), 0] [1.220(1), 0.02] [1.3, 0.0205(5)]
−−−− [1.242(1), 0] [1.380(1), 0.01]
−−−− −−−− [1.394(1), 0]
TABLE II. Phase transition points in gx-gy plane from
iTEBD calculation (continue).
Technically, convergent iTEBD results upto particular
7 = 0.7  = 0.8  = 0.9
[0, 0.0056(2)] [0, 0.0016(2)] [0, 0.0004(2)]
[0.1, 0.0058(2)] [0.1, 0.0016(2)] [0.1, 0.0004(2)]
[0.2, 0.0060(2)] [0.2, 0.0018(2)] [0.2, 0.0004(2)]
[0.3, 0.0064(2)] [0.3, 0.0020(2)] [0.3, 0.0004(2)]
[0.4, 0.0070(2)] [0.4, 0.0020(2)] [0.4, 0.0004(2)]
[0.5, 0.0074(2)] [0.5, 0.0022(2)] [0.5, 0.0004(2)]
[0.6, 0.0080(2)] [0.6, 0.0022(2)] [0.6, 0.0004(2)]
[0.7, 0.0086(2)] [0.7, 0.0024(2)] [0.7, 0.0004(2)]
[0.8, 0.0094(2)] [0.8, 0.0026(2)] [0.8, 0.0006(2)]
[0.9, 0.0100(2)] [0.9, 0.0030(2)] [0.9, 0.0006(2)]
[1.0, 0.0108(2)] [1.0, 0.0032(2)] [1.0, 0.0006(2)]
[1.1, 0.0114(2)] [1.1, 0.0036(2)] [1.1, 0.0006(2)]
[1.2, 0.0120(2)] [1.2, 0.0038(2)] [1.2, 0.0008(2)]
[1.3, 0.0120(2)] [1.3, 0.0042(2)] [1.3, 0.0008(2)]
[1.4, 0.0116(2)] [1.4, 0.0044(2)] [1.4, 0.0008(2)]
[1.5, 0.0086(2)] [1.5, 0.0046(2)] [1.5, 0.0010(2)]
[1.536(1), 0.005] [1.6, 0.0042(2)] [1.6, 0.0010(2)]
[1.547(1), 0] [1.690(1), 0.002] [1.7, 0.0010(2)]
−−−− [1.698(1), 0] [1.8, 0.0008(2)]
−−−− −−−− [1.849(1), 0]
TABLE III. Phase transition points in gx-gy plane from
iTEBD calculation.
significant digit can be reached as the Schmidt rank χ
which characterizes the entanglement of the system is in-
creased. In Sec. II, we carry the iTEBD calculation with
χ = 10, 20, ..., 70 to obtain convergent four significant
digit results for QCP locations. However, To obtain con-
vergent three significant digit results, χ = 20 is enough.
Thus, the numerious QCP results in Sec. III is calculated
from χ = 20.
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