Abstract-In this paper, we propose a novel approach for both 3-D object detection and six-degree-of-freedom (6-DoF) pose estimation based on smooth 3-D surface segments and their visual signatures in cluttered scenes with objects partially occluded. It is an appearance-based approach that does not require precise geometric models of the objects. We introduce a robust and flexible strategy to build object models based on segmented smooth surfaces of RGB-D images. We next introduce a strategy to detect objects and estimate their 6-DoF poses from a single image by taking full advantage of the surface-based object models. Our approach can reconstruct objects in cluttered scenes from a single view, where different objects or multiple instances of the same object can be stacked together or physically attached and occlude one another. It detects objects and estimates their 6-DoF poses even if the objects have transparent regions. Experimental results and comparison with related work demonstrate the effectiveness of our approach.
I. INTRODUCTION

F
OR autonomous robotic manipulation of a target object based on visual perception, it is necessary to estimate the six-degree-of-freedom (6-DoF) pose of the identified target object, in terms of both position and orientation with respect to the world coordinate system, rather than just the rough 2-D or 3-D region of the object. Moreover, it is necessary to estimate the 6-DoF poses of all the objects in a cluttered 3-D scene to enable the robot to manipulate (around) some objects surrounding the target object in order to reach the target. However, general object recognition in a cluttered 3-D environment is still an unsolved and challenging problem in computer/robot vision, due to occlusion, complicated background, and great variation in object appearance caused by different illumination conditions or viewpoints. It is even more difficult to further estimate the 6-DoF pose of an object.
In this paper, we introduce a new appearance-based approach to general 3-D object detection and 6-DoF pose estimation based on surface features, taking full advantage of RGB-D information. We establish a dataset of objects using a robust and convenient strategy, where each object is captured by RGB-D images from different viewpoints. From such images, each object is represented in terms of automatically segmented 3-D smooth surfaces with feature descriptions and an automatically constructed 3-D model through registration of these surfaces across the images of different viewpoints. The object frame (i.e., coordinate system) is described via the constructed 3-D model. It does not matter if surfaces of an object cannot be captured completely by RGB-D sensing, such as in the case of objects with transparent regions, i.e., the constructed 3-D model does not have to be completed in geometrical appearance.
From 3-D surface segments of a scene through automatic segmentation, our approach identifies known object surfaces and subsequently identifies both the corresponding objects and their homogeneous transformation matrices with respect to the camera coordinate system in the 3-D scene, even if the objects are partially occluded and may be partially transparent. Our approach can also effectively solve the problem of detection and pose estimation of multiple instances of the same object in a scene, which can be in occlusion of one another. The key characteristic of our approach is that we build object detection and 6-DoF pose estimation on the basis of smooth 3-D surface segments and their visual signatures.
Note that we use both geometric and visual features to characterize an object surface in order to take advantage of the fact that many daily objects, such as bottles, milk containers, and boxes, are usually made of smooth surfaces with significant visual information, including brands, graphics, and product descriptions. The use of surface-based visual features enable recognition of different objects even if they share similar geometric shapes and even if object surfaces are only partially visible due to occlusion or transparency.
This paper is organized as follows. We discuss related work in Section II, present the contribution and overview of our approach in Section III, which compare to related existing approaches, describe our approach in detail in Sections IV and V, and provide experimental results, analyses, and comparative study in Section VI. We conclude this paper in Section VII.
II. RELATED WORK
Given an RGB-D image of a scene, existing approaches use different strategies to identify known objects and estimate their poses (which are either 3 DoF or 6 DoF). Object detection and pose estimation are processed either simultaneously or sequentially.
A. Keypoint-Based Object Detection and Pose Estimation
With characteristics such as keypoints [1] , [2] or keypoint pairs to describe known object models, some recent work [3] - [6] proposes to extract, describe, and match keypoints or keypoint pairs directly between the point cloud of an entire test image and each trained 3-D object model to find correspondences. In those approaches, objects are detected with their poses estimated simultaneously by either Hough voting [3] , [7] or pose clustering in the pose parameter space [4] , [6] based on recognized keypoints or keypoint pairs.
However, those approaches process the whole image as a single entity, which has several related drawbacks if the scene is cluttered and objects are partially occluded. One drawback is unnecessary and even incorrect processing of background or regions other than the target object, such as incorrect matches between some background regions and object models. Another drawback is likely insufficient treatment of the object regions, e.g., if the target object is heavily occluded and there are only small visible parts, there may not be sufficient number of keypoints or keypoint pairs for the correct object model to obtain enough votes to ensure correct pose estimation. Moreover, there are many parameters used in Hough voting or pose clustering, and the parameter values are empirically and manually decided, which depend on the objects and scenes considered. Hence, such approaches are not automatically adaptive to different kinds of objects and scenes and can have difficulties in dealing with the problems of noise and multiple instances of the same object.
Using the sliding window methods [8] - [12] as preprocessing can help reduce the candidate region of each target object so that the keypoints or keypoint pairs can be extracted and matched subsequently to establish the correspondence between the candidate region and the target object model for more accurate pose estimation. Nevertheless, as the candidate region is usually represented as a bounding box, it often contains some parts of the background or other objects that occlude the target one in a cluttered scene. There can still be significant inaccuracy for keypoints at the boundaries of objects, especially in cluttered environments where objects are stacked together or physically attached. The sliding window methods are also not well suited for dealing with partially visible objects and multiple instances of the same object appearing side by side or occluding one another.
Approaches that solely rely on matching keypoints or keypoint pairs also suffer from several problems. First, the number of keypoints (pairs) increases considerably as the number of objects in the dataset increases. In a large object dataset, it can be very expensive to find one-to-one correspondences between the extracted keypoints (pairs) in each test image (averaged over 10 000 in [4] , as an example) and all the keypoints (pairs) in the dataset based on keypoint (pair) descriptors. How to balance accuracy and speed properly is an unsolved problem. Second, by using only keypoint (pair) matching for object detection, such approaches cannot utilize many other useful object features and associated machine learning algorithms. Third, the more objects need detection and pose estimation, the more robust is required of the keypoint (pair) descriptors for distinctiveness and repeatability. However, it is shown in [13] that finding robust 3-D keypoints itself is also an unsolved and difficult problem. Therefore, approaches relying only on matching keypoints (pairs) are not effective enough to deal with complicated object recognition tasks, especially with a large dataset.
B. Segment-Based Object Detection
The emergence of powerful and affordable RGB-D sensors inspire new approaches focusing on object detection from segmentation of RGB-D data [14] - [18] . With the exact region of each object instance completely separated from the test image point cloud, object pose estimation can be achieved based on matching between a separated object region and the target object model.
Recently, Richtsfeld et al. [19] introduced object segmentation following a hierarchical framework of four levels: signal level, primitive level, structural level, and assembly level. Through learning the relations of both neighboring and nonneighboring surfaces of the same object from Gestalt principles, they propose a graph-cut approach based on the probabilities returned by support vector machines (SVMs) to group the test surface segments as belonging to the same object instance. A major limitation of their approach is the inability to split correctly presegmented surface patches if surface parts of different objects are aligned to the same plane. Stein et al. [20] used oversegmentation of a 3-D image point cloud to obtain all the supervoxels first and then introduced a novel strictly local criterion to classify all the edges between the supervoxels as convex or concave. Object regions are obtained by region growing of locally convex and connected supervoxels. However, if an object instance consists of more than one convex region or some concave regions, how to find the exact region of the object instance is still a problem. Schiebener et al. [21] integrated robotic manipulation and sensing capabilities to segment objects in an unknown and cluttered environment. The above approaches [19] - [21] only address object detection but not 6-DoF pose estimation.
Some existing work for semantic scene labeling [15] - [18] , [22] also relies on 3-D surface segmentation, which, however, does not require 6-DoF pose estimation. On the other hand, 6-DoF pose estimation is necessary for object grasping and manipulation tasks.
Using the sliding window methods for preprocessing, Zhu et al. [23] presented an approach based on known silhouette shapes of each object for pose estimation. The approach oversegments the hypothesis bounding box obtained from an shapeaware deformable parts model (S-DPM) classifier into superpixels at first and then selects a set of superpixels that best match a known silhouette of the object model for detection. The object pose is recovered by aligning the object model projection with the foreground silhouette. However, this approach is only focused on 3-D objects without complex textures and also requires high distinctiveness of silhouette shapes of different objects from different views.
The approaches in [24] , [25] are focused on recognizing object point clouds but cannot be applied to cluttered scenes directly for object detection, because they assume that from the segmentation of the test image with some simple clues, the point cloud of each target object can be isolated, separate from those of the other objects.
C. Appearance-Based Three-Dimensional Object Modeling
In order to build 3-D models of objects, existing work [6] , [26] , [27] has achieved impressive results but with very controlled environment setups. Object models are usually built from plenty of RGB-D images captured continuously. In [26] , researchers move a Microsoft Kinect sensor around the target objects and utilize large overlaps between neighboring views to register different views. In [6] - [27] , objects are placed on a turntable with cameras around them, and a chessboard is used to register different views. In those approaches, objects are usually fixed, and the bottom surfaces are never observed. It is difficult to obtain complete object models even if an RGB-D sensor can capture all the surface points. If an object surface contains transparent regions, the current RGB-D sensors cannot capture them.
III. CONTRIBUTIONS OF THIS PAPER
In this section, we first summarize the main contributions of our approach, and then, we discuss the differences between our approach and related existing approaches.
A. Our Approach
In this paper, we propose a systematic surface-based approach for the detection and 6-DoF pose estimation of 3-D objects in cluttered scenes. Our approach can be characterized by the following:
1) A robust and convenient strategy to establish object models based on segmented smooth surfaces of RGB-D images from different sensor views of different object poses. Such an object model consists of automatically segmented and registered 3-D smooth surfaces from the RGB-D images, their visual features, and relative pose information to form a 3-D reconstruction of the object. Our strategy works even for objects with disconnected surface patches and missing surface information in object images, such as due to transparent regions that cannot be captured by an RGB-D camera. It does not require precise information of the locations of the object and the camera where images were taken and thus facilitates autonomous object model building. As the object models are based on noisy appearance from RGB-D images, they are inherently robust to noise in object detection and pose estimation. 2) A robust surface-based strategy for automatic appearancebased object detection and 6-DoF pose estimation from a single image. Our strategy takes full advantage of our appearance-based object models composed of smooth 3-D surfaces and powerful visual signatures of each surface to detect an object based on only its visible surface region and to estimate its pose. Thus, our strategy effectively detects partially visible objects due to either occlusion or surface transparency and estimates the 6-DoF poses of each entire object in a cluttered 3-D scene. Our strategy also detects multiple instances of the same object in a cluttered scene with ease. 3) An algorithm based on graph cut to remove redundant and incorrect object recognition results.
Our algorithm integrates the recognition and pose estimation results of all surfaces from the single test image in a graph, groups surface segments detected as belonging to the same object instance, and then selects the best-fit 6-DoF pose estimate. As the result, even if certain surface segments of other objects are incorrectly recognized as belonging to an object instance A, as long as one surface segment of A is correctly recognized as belonging to A, A can be reconstructed with correct pose estimate from that single surface segment. That is, the combined accuracy of recognition and pose estimation of object instances by our overall system is much higher than that of object recognition alone based on surface segments. This paper significantly extends the preliminary work reported in [28] , where the strategy of building object models cannot handle missing surface information in training images of objects. With the new strategy for object model building, this paper expands the object dataset by including objects with transparent or semitransparent regions. The paper also adds the algorithm based on graph cut to remove redundant or incorrect detection results. It further reports new object detection and pose estimation results that were not reported in [28] . Moreover, the paper provides a comparative study of the introduced approach versus related existing approaches. Table I compares several representative existing approaches to our approach. As shown in the table, existing approaches of [19] , [24] , [25] either do not consider cluttered scenes or do not perform 6-DoF pose estimation for the objects in a scene.
B. Comparison to Related Work
Compared with existing approaches that solely rely on matching keypoints (pairs) for both object detection and 6-DoF pose estimation [3] , [4] , [6] , our surface-based approach avoids some significant disadvantages as discussed in Section II-A and can still perform robustly in cluttered scenes. As outlined in Table I , our approach has several advantages. 1) Our approach for recognition of surface segments is flexible to use various kinds of existing mature object features and learning algorithms. The performance of object detection in [3] , [4] , and [6] only relies on the distinctiveness and repeatability of the descriptors of keypoints or keypoint pairs, which can be weakened as the number of objects in the dataset increases.
2) The time complexity of our approach is constant with respect to the number of objects in the dataset. Let N be the number of objects in the dataset, n be the average number of training keypoints (pairs) of each object, and m be the average number of keypoints (pairs) in each test image. If brute-force search is considered, then the time complexities of the approaches [3] , [4] , [6] are O(nmN ), while the time complexity of our approach is O(nm ), where m < m is the number of the keypoints (pairs) from the recognized object regions, rather than from the whole test image. 3) Our approach does not need manually setting many threshold values. Bo et al. [25] Learn features from full RGB-D data: gray, RGB, depth, and surface normal channels; most existing features and learning algorithms can be utilized; as the number of objects in the dataset increases, the performance remains robust.
× × × Hierarchical contour based segmentation; unable to deal with cluttered scenes with different objects or multiple instances of the same object stacked together or physically attached and occlude one another.
×
Richtsfeld et al. [19] Use color, texture, depth and geometrical features; most existing features and learning algorithms can be utilized; as the number of objects in the dataset increases, the performance remains robust.
× × × Graph-cut algorithm based on probabilities from SVMs, which learn the relations of both neighboring and non-neighboring object surfaces.
√
Tang et al. [24] Use local scale-invariant feature transform (SIFT) features and hue histograms; most existing features and learning algorithms can be utilized; as the number of objects in the dataset increases, the performance remains robust.
Segmentation with the assumption that objects are on a table or ground plane separately; unable to deal with cluttered scenes, where different objects or multiple instances of the same object are stacked together or physically attached and occlude one another.
Choi et al. [6] Rely on keypoint pairs matching solely; require strong distinctiveness and repeatability for keypoint pair descriptors; the performance can be weakened sharply as the number of objects in the dataset increases.
√ Geometrical keypoint pairs [3] (with RGB [6] )
to the number of objects in the dataset N Voting and pose clustering; more manually decided thresholds to distinguish multiple instances from noise in pose clustering.
MOPED [4]
Rely on SIFT keypoints matching solely; require strong distinctiveness and repeatability for keypoint descriptors; the performance can be weakened sharply as the number of objects in the dataset increases.
to the number of objects in the dataset N Pose clustering; (a) a strong assumption: keypoints which are close enough belong to the same object instance, however, a threshold for closeness has to be chosen in clustering; (b) more manually decided thresholds to distinguish multiple instances from noise in pose clustering.
√
Our approach Use HSV color histograms and affine scale-invariant feature transform (ASIFT) keypoint histograms; most existing features and learning algorithms can be utilized; as the number of objects in the dataset increases, the performance remains robust.
√ ASIFT keypoints O (nm ), m < m Model-fitting-based graph cut; no extra manually decided thresholds to distinguish multiple instances from noise in solving pose ambiguities.
The approaches of [3] , [4] , [6] are algorithms based on voting or clustering. For those approaches, many thresholds have to be decided to distinguish multiple object instances from noise, which are usually object related or scene related. However, our approach does not require such additional thresholds to distinguish multiple object instances from the noise; as the result, our approach is more adaptive to different scenes.
Moreover, the approach of [4] assumes that keypoints that are close enough belong to the same object instance; however, a threshold for closeness has to be chosen and can affect the performance of the algorithm. Our approach does not have such an assumption.
IV. OBJECT MODEL BUILDING AND SURFACE-BASED REPRESENTATION AND CLASSIFICATION
In this section, we describe the procedures for establishing object models and classification in detail in our surface-based approach to 3-D object detection and pose estimation.
A. Robust and Convenient Strategy for Three-Dimensional Model Building
We now introduce a robust and convenient way to build 3-D object models using keypoints from both object surfaces and the environment to register different object views. RGB-D images used for building object models are captured from different camera views of different object poses.
Although a chessboard is widely used to register different views of the same object, it still requires manual annotation to obtain the orientation of the chessboard when the camera view changes dramatically.
Instead, we use two images with rich visual information, called landmarks, as shown in Fig. 1 , and put them by the side of target object as the reliable and main source of required keypoints in the environment to help registering different views of the same object. For each object, we choose six different stable object poses for training, and each pose corresponds to having one of the six sides (see Fig. 2 ) roughly on top, as shown in Fig. 3 .
For each object pose, we capture five RGB-D images from different views, as shown in Fig. 4 . An RGB-D sensor is always placed on the side of the object where the landmarks are placed so that most of the landmark surfaces can be observed all the time. The whole space is roughly divided into five equal regions, and for each of them, the sensor is moved above the object and captures an RGB-D image for training. No accurate measurement or setup is required. Fig. 5 shows five images captured for modeling a cereal box from different views of a particular pose of the box.
We register different object views as follows for each object: 1) For each set of RGB-D images from different camera views of the same object pose, we match keypoints from the landmarks in the environment to register different camera views. 2) From the set of RGB-D images of different object poses, we choose a pair of images of different poses that have the most matched keypoint pairs on common object surfaces to register different object poses. We use ASIFT [29] keypoints to register different RGB-D images of the same object. For each object O, a coarse point cloud model of the object M is next established based on the registration results, and an object frame (i.e., coordinate system) is specified for M . This is done by applying singular value decomposition (SVD) [30] and random sample consensus (RANSAC) [2] , [31] algorithms.
We also take images of the background without registering them.
Consider N objects plus the background in our training dataset, denoted as corresponding object frame so that each training RGB-D image can be characterized as
Since the background does not have a point cloud model, T (I) is assigned NULL if I is an RGB-D image of the background. Fig. 6 shows all the reconstructed object models in our current dataset. As object models are built under the most common indoor lighting conditions and based on noisy appearance from RGB-D images, our approach is more robust in detecting objects under similar noisy conditions.
Our approach does not require any precise information of object poses and camera poses, and a complete coarse object model can be achieved easily (from the point clouds that an RGB-D camera can capture). It, thus, facilitates autonomous object model building.
B. Surface-Based Object Representation and Classification
On the basis of all RGB-D images captured from different views of different poses for each object, we next establish an appearance-based representation of the object. First, the target training object is segmented out from the background in each object RGB-D image. Next, the target object is further segmented based on smooth surfaces, where a smooth surface is defined by the continuity of depth and surface normal values, and its boundary is characterized by depth and surface normal discontinuity [32] . Each RGB-D image of the background is directly segmented into smooth surface patches.
Then, each object (or background) is described in terms of surface segments from different views of different poses and the visual signatures of the surface segments. We use both HSV color histogram and ASIFT keypoint histogram [29] as the visual signatures because of their robustness to viewpoint and illumination changes.
Let N S be the total number of surface segments from all images in the training set, where each surface segment S, S ∈ {S 1 , S 2 , . . . , S N S }, belongs to a unique training RGB-D image I(S), I(S) ∈ {I 1 , I 2 , . . . , I N I }. Then, each training surface segment can be characterized by
{S, L(I(S)), T (I(S)), h(S), a(S)}
where h(S) is the visual feature in terms of the extracted HSV color histogram of S, and a(S) is the visual feature in terms of the extracted ASIFT keypoint histogram of S.
As an example, Fig. 7 shows a common cereal box and its smooth 3-D geometric surfaces in terms of the corresponding image segments from different views of different poses.
Note that our object representation only uses a segmentation of geometric surfaces obtained automatically, which makes it flexible to model daily objects with irregular shapes other than those of special shapes, such as cuboid or cylinder, and to tolerate small bulges on a surface.
Using all surface segments S 1 , . . . , S N S and all the corresponding features, we train a multiclass classifier based on SVMs [33] , which can be used to classify the surface segments of each test scene to different objects.
V. OBJECT DETECTION AND POSE ESTIMATION
In this section, we explain our surface-based approach for 3-D object detection and pose estimation in detail.
A. Initial Detection and Estimation
To detect objects from an RGB-D test image, smooth geometric surfaces in the test image are first segmented [34] , and their corresponding visual signatures are described. Next, surface segments in the test image are recognized by the trained classifiers based on their visual signatures and labeled by the corresponding objects, respectively.
Suppose s is one of the segmented smooth surfaces from the test image I , with its visual signature described as h(s) and a(s), the normalized recognition probability for each object (or background) O, O ∈ Ω + , returned by the trained multiclass SVMs classifier is denoted as P (O|h(s), a(s) ), and then, the surface segment s is labeled as belonging to the object (or background) label O(s) corresponding to the greatest probability
Once the surface segments of a test image are assigned object labels, the 6-DoF poses of the corresponding predicted objects can be estimated in terms of homogeneous transformation matrices with respect to the camera coordinate system in the following steps.
First, suppose that the surface segment s is recognized as belonging to one of the training objects, O(s) ∈ {O 1 , O 2 , . . . , O N }; then, the most similar surface segment S(s) with the same object label in our training dataset in terms of ASIFT keypoint histogram can be obtained by
where Dist(a(s), a(S)) is the Euclidean distance between the ASIFT keypoint histograms fs(s) and fs(S). It then matches the ASIFT keypoints between the surface segments s and S(s). If a sufficient number of matched keypoint pairs are found, our algorithm predicts a candidate object model M (s) with the object label as O(s), and its pose H(M (s)) is estimated by combining two 4 × 4 transformation matrices: 1) T (I(S(s))), which indicates the transformation from the camera frame of the surface segment S(s) to the basic frame of the object model M (s); and (2) a transformation matrix Θ(s, S(s)), obtained based on the matched keypoint pairs by using SVD [30] and RANSAC [2] , [31] algorithms, which indicates the transformation from the camera frame of the surface segment s to the camera frame of the surface segment S(s) so that If necessary, the ICP algorithm [34] can be further utilized to fit the point cloud object model under the estimated pose H(M (s)) to the corresponding actual point cloud in the test image I to achieve a more accurate pose estimation H(M (s)) . As the result, a candidate object model M (s) from the surface segment s in the test image I can be finally described as
B. Discussion
It is important to emphasize the major difference between our method for pose estimation and existing literature: We match keypoints between each pair of corresponding surface segments of two images, respectively, rather than between the two entire images directly. By providing corresponding surface segments as inputs to the matching algorithm, our method provides more accurate results of matching and subsequent object pose estimation.
First, for a partially occluded object, by focusing on its visible surfaces, we can provide a substantially greater number of valid matches of keypoints as input to the SVD algorithm to estimate the object. It is, thus, less likely to result in wrong registration or insufficient matched keypoint pairs for registration. Fig. 8 shows an example: (a) shows two images used to model the cereal box, (b) shows the keypoints matched based on the two whole images and the estimated object model, which suffers the singular problem, and (c) shows the keypoints matched based on the side surface detected in both the images and the estimated object model. Note that since only three surfaces of the cereal box can be seen in the two images, the result of estimation consists of just the three surfaces. Clearly, through focusing on surfaces, our algorithm obtained more cor- rectly matched keypoints pairs and, subsequently, a much better estimation result. This is because both images are resized to the same size initially for keypoints extraction and matching. As the result, small surface segments obtain better resolutions after being resized when matching is done between only the surface segments. However, this does not work for matching based on the whole images.
Second, by extracting keypoints on the target object surfaces instead of an entire image, our method avoids the extraction of invalid keypoints, such as those on the boundaries between the target object and other objects or on the background in the image of a cluttered scene. For objects of regular and symmetric shapes with fewer discriminative visual features on the boundaries, matching errors caused by invalid keypoints are very likely if an entire image is used for matching. Even if some sliding window is used to localize the target object, with objects occlude one another in a complex scene, matching errors can still occur. Our approach effectively avoids such errors by focusing on each surface segment itself so that both the extraction and description of keypoints are not affected by anything outside the surface segments. Fig. 9 shows an example: (a) shows two images used to model the yogurt cup, (b) shows the keypoints matched based on the two whole images and the estimated object model displayed in both front and top views, and (c) shows the keypoints matched based on the top surface detected in both original images and the estimated object model displayed in both front and top views. From Fig. 9(b) , we can see that the reconstructed model of the yogurt cup is quite distorted (from the front view image), and the blue spindle shape on the top surface is also clearly distorted (from the bottom view image), whereas the results in Fig. 9(c) are more accurate. By focusing on surfaces, our approach avoided a great number of incorrectly matched keypoint pairs and, subsequently, achieved a much better estimation result.
C. Scene Reconstruction
For all surface segments in a test image, which are identified as belonging to some trained objects and successfully assigned corresponding candidate object models as described in Section V-A, we next reconstruct the scene of the test image to validate all the recognized objects and their estimated poses as follows.
To reconstruct the scene, we project all the predicted object models back to the original test image. This can be done very easily, since the pose of each predicted object model is with respect to the camera coordinate system of the test image. To evaluate how well a predicted object model fits the surface segment in the test image, we introduce a fitness cost measure as a distance function between the point cloud of the surface segment s and the corresponding point cloud of the projected object model M (s). For each point q v in the point cloud of the surface segment s (v = 1, . . . , N q ), we can find a matched nearest point p(q v ) in the point cloud of the projected object model M (s), and the fitness cost is computed as
where N q is the total number of the points in the surface segment s. Then, we check if each predicted object model fits its own surface segment well. We introduce a rough threshold value δ = 10 mm for the fitness cost. If the fitness cost of a predicted object model is greater than δ, then it is ruled out as incorrect estimation and is abandoned. Our experimental results show that the threshold value δ is mainly related to the accuracy of the sensor (e.g., Microsoft Kinect) and the SVD algorithm. Fig. 10 (a) -(c) illustrates the step-by-step procedures of the initial scene reconstruction described above: (a) shows the original test image; (b) shows the coarse segmentation result based on smooth surfaces; as shown in the figure, surface segments A-F successfully predict various object models, and the fitness costs of those object models to their corresponding surface segments are within the threshold value δ according to their initial pose estimates; and (c) shows the scene reconstruction result after the initial object detection and pose estimation.
Note that an object instance usually has multiple surface segments visible in a test image so that some redundant object models of the same object instance are in the result. For example, in Fig. 10(b) and (c), both surface segments C and F predict the same object model of the blue milk box with very similar pose estimates so that their projections back to the original test image coincide and look like just one object. However, although both surface segments D and E also predict the same object model of a red milk box, the pose estimates for the model based on D and E are not very consistent, and there are obvious distortions on the top side from two predicted red milk boxes after we project both of them back to the original test image.
Hence, we propose a general graph-cut-based algorithm to remove redundant object models, no matter if they provide similar or inconsistent pose estimates.
First, our method builds a graph based on all the predicted object models and their corresponding surface segments after the fitness cost of each predicted object model is validated. As shown in the example in Fig. 10(d) , each surface segment represents a node in the graph; every node is connected to every other node to form a complete graph. The complete graph enables our algorithm to apply also to disconnected and partial surface segments, which are usually caused by either occlusion (so that only disconnected surface patches are visible) or transparency (so that the transparent region of a surface is not visible).
The weight of each edge that connects two nodes is assigned as follows. Suppose there are two nodes A and B, which represent their corresponding surface segment s a and s b , respectively, and their corresponding predicted object models are denoted as M (s a ) and M (s b ). Now, the weight w(A, B) of the edge that connects nodes A and B is defined as indicates the best fitness (minimal fitness cost) if both surface segments s a and s b share the same predicted object model. Once the graph is built, we use the graph-cut algorithm [35] to group the surface segments that belong to the same object instance. The only required threshold function τ in [35] is set as
where δ is the threshold for fitness cost introduced above, and |Φ| denotes the number of the nodes in the group Φ. Fig. 10(e) shows the grouping results of surface segments using the graph built in Fig. 10(d) . Based on the grouping results, for all surface segments that are grouped to indicate the same object instance, only the object model predicted from one surface segment that has the minimum fitness cost of fitting into all these surface segments in the group is kept, and the predicted models from the rest of the surface segments are discarded.
To summarize, for all predicted object models of the same object instance, only the one with the best fitness cost is chosen and the rest are discarded. Fig. 10(f) shows the final refined result of object detection and pose estimation from Fig. 10(c) . After applying the graph-cut algorithm, we can see that the pose inconsistency of the previous red milk box is resolved with the incorrect pose eliminated.
D. Detection of Multiple Instances of the Same Object
One important advantage of our approach is that it can directly detect multiple instances of the same object conveniently even if the object instances are occluded in different ways. In contrast, most existing approaches use the Hough voting or pose clustering schemes to determine object instances based on votes, which require setting some threshold values and can be subject to noise, especially for heavily occluded objects.
VI. EXPERIMENTS
In this section, we first provide more detailed description of the training process for establishing our object models. Then, we briefly introduce our test scenes and test images. We next compare the recognition results of all test surface segments from all test images with the combined detection and pose estimation results of all the object instances and discuss why the latter has much higher accuracy. We further show example results of scene reconstruction and discuss time efficiency of our approach. Finally, we compare the performance of our approach to the MOPED approach [4] using two different clustering algorithms, one is Mean Shift clustering, and the other is Projection clustering with Q-Score ranking, which is the overall best performer in [4] , and discuss the advantages and disadvantages of each approach.
A. Training
As described in Section IV, we capture 5 × 6 RGB-D images for each object and 12 RGB-D images for the background for training. Coarse point cloud object models and surface-based object representations are generated subsequently.
We use a k-dimensional bag-of-words ASIFT histogram as one of the visual signatures for each object surface segment. First, we cluster all training ASIFT descriptors using the kmeans algorithm, where k is the number of clustering centroids (or codewords). In order to select a proper value of k for good recognition performance, we tested five different values of k: 128, 256, 512, 1024, and 2048.
We use the SVMs and apply the kernel based on the radial basis function to them as the classification model for the recognition of the object instance from a surface segment. We also use K-fold nested cross validation in the training of the SVMs. Fig. 11(a) shows optimal accuracies achieved by the trained SVMs classifiers using only HSV or ASIFT visual signature as the number of folds K changes in cross validation, while Fig. 11(b) shows optimal accuracies achieved by the trained SVMs classifiers as K changes using the combination of HSV and ASIFT visual signatures for classification. Based on the performances, k = 512 is chosen as the dimension of the ASIFT histogram; C = 6.73 and γ = 0.04 are chosen as the SVMs training parameters.
B. Test Scenes and Images
We have created 17 test sets [36] including a total of 92 RGB-D images, which were captured by Microsoft Kinect from different views of different cluttered scenes. Each test image includes 6-14 occluded objects or object instances of the same object. Fig. 12 shows examples of test images of different scenes, and Fig. 13 shows examples of test images from different views of the same scene. As the view changes, we can observe the obvious changes of both the illumination and occlusion for each object.
C. Comparison of the Test Results: Surface Segments Versus Object Instances
For all test images, we always use the same set of fixed parameters and values for smooth surface segmentation. Fig. 14 shows the precision-recall curves based on classifying all test surface segments to object labels in all test images and for all objects in our dataset. As described in Section V-A, for a surface segment from a test image, we always use the object label that corresponds the greatest probability returned by the trained SVMs classifiers as the recognized object label of the test surface segment. This strategy is equivalent to choosing a very small recognition confidence threshold, and the recognition results usually achieve the highest recalls for all objects but with low precisions. Table II shows the combined detection and pose estimation results for all the objects in the test images. The first column shows all the objects in our dataset; for each object, the second column shows the ground truth of the total number of instances of each object in all the test images, the third column "CRCP" shows the number of correctly detected object instances with correct pose estimation, the fourth column "WR" shows the number of wrongly recognized object instances, the fifth column "CRWP" shows the number of detected object instances that are correctly recognized but either redundant or with incorrect pose estimation, and the sixth column shows the average fitness cost values of all the detected instances with correct pose estimation. In the total 572 detected object instances in our final test results, only three of them are wrongly recognized, even though the precisions of classifying test surface segments to object labels alone in Fig. 14 are relatively low when the highest recalls for most objects are achieved. This result shows the unique strength of our approach: If multiple surface segments match an object, even if some of the matches may be wrong, as long as there is one correct match, the wrong results can be eliminated because of the following reason. If a wrong object is recognized from a test surface segment, there can be two cases: 1) there will not be sufficient number of matched keypoint pairs for correct pose estimation when the test surface segment is next matched to a training surface segment of the wrong object so that the wrong object is not predicted, or 2) a high fitness cost will likely result when the wrong object model is predicted and projected to the test surface; in this case, our graph-cutbased algorithm can effectively remove such incorrect detection results.
Table II also shows that, for the 569 correctly recognized object instances, most of them are detected with pose estimation correctly. Note that the fitness cost shown under each object is the average of fitness cost values associated with all tested instances of the same object, where for each object instance, the fitness cost value is the average of fitness cost values associated with all the surface segments that belongs to the object. The accuracies of each average fitness cost is quite consistent with the accuracy of the raw data captured by a Microsoft Kinect, which is about ±3 mm for objects within 1 m from the camera.
However, Table II shows that a large number of object instances of plate 1 are not detected (i.e., missing). This happened sometimes when the flat and shallow plate 1 was directly put on the background table and the surface segmentation could not separate the plate well from the table. Introducing more clues for better surface segmentation could resolve this problem. Possible reasons for the other few cases of missing and wrong results include the following: wrong surface segments were detected based on visual features, or the detected surface segments were too small to provide sufficient information for generating reasonable poses. Fig. 15 shows the results of our approach to object detection and pose estimation for some example test images. The first column shows five test images captured by an RGB-D camera. The second to fourth columns display the corresponding object detection and pose estimation results in four different views: front, left, right, and top views. By localizing all the known objects in the current scene and estimating their poses correctly, our algorithm reconstructed the whole scene based on a single test image (i.e., from a single viewpoint), as shown in the images of the reconstruction results from multiple views.
D. Example Results of Scene Reconstruction and Discussion of Performance
Note that in Fig. 15 , the red milk box in the third row (in a green circle) is occluded much less than the one in the fourth row (also in a green circle); however, our approach obtained better pose estimation results for the red milk box in the fourth row than the one in the third row. For another example, the cereal box in the second row (in a blue circle) is obviously occluded more than the one in the third row (also in a blue circle); however, our approach successfully detects the cereal box in the second row with pose estimation correctly but fails to detect the one in the third row. Thus, the extent of occlusion to an object does not seem to affect the results of object detection as much as how distinctive the unoccluded regions of the object are.
From our test results, it is interesting to see the effects of different kinds of surfaces: some surfaces are indistinctive and cannot be used effectively for object recognition, but some distinctive surfaces for object recognition are ill suited for object pose estimation, such as object surfaces with constant colors; surfaces with rich graphics or text information are effective for both object recognition and pose estimation with our approach.
All our algorithms are currently implemented in single threads. It takes about 20-30 s to process each surface segment for the recognition and pose estimation in a test image. The program spends most of the time in computing and matching ASIFT keypoints. However, most procedures in our program, such as normal estimation, feature extraction, and keypoints matching of each surface segment, can be readily implemented in parallel. We may also explore other effective and efficient keypoints to improve our approach.
More data and results from our experiments can be found in [36] .
E. Comparison to the MOPED Approach
In order to compare our approach to the MOPED approach [4] more quantitatively, we implemented the MOPED approach and applied it to our testing dataset. Table III compares the detection and pose estimation results for all the objects in all the test images of our approach versus those of the MOPED approach using Mean Shift clustering and the MOPED approach using Projection clustering with Q-Score ranking. Table IV compares the precisions and recalls of our approach versus those of the MOPED approach using Mean Shift clustering and the MOPED approach using Projection clustering with Q-Score ranking. To compute the precisions, we consider a detected object instance to be false positive if it is redundant or wrongly recognized or if its pose is wrongly estimated. In the test results of the MOPED approaches, all the false positive results come from the redundant object instances or object instances with incorrect pose estimation.
In the MOPED approach, the pose clustering results using Mean Shift clustering are used to initialize the input of Projection clustering with Q-Score ranking to remove noisy pose hypotheses. In essence, Projection clustering with Q-Score ranking is a voting procedure, which assigns each matched keypoint pair to the best fit pose hypothesis and only keep those pose hypotheses that are voted by matched keypoint pairs exceeding a threshold number as the final results.
As shown in Table IV , the MOPED approach using Mean Shift clustering achieves high recalls but pretty low precisions for all objects. This is because the MOPED approach uses loose thresholds with a large number of RANSAC iterations to generate as many object pose hypotheses as possible at the beginning. However, the pose hypotheses that are false positive are often too distant from any correct hypothesis; as the result, they cannot be merged into the clusters of correct pose hypotheses and are considered as independent clusters by regular clustering algorithms, such as Mean Shift.
By further introducing the Projection clustering with Q-Score ranking, the MOPED approach does greatly improve the precisions and can achieve comparable precisions as our approach does. However, our approach has advantages in several aspects as explained below.
The MOPED approach using Projection clustering with QScore ranking requires far more manually decided thresholds than our approach. Besides the thresholds used in clustering keypoints, pose hypothesis generation with RANSAC, and pose hypothesis validation, this approach also introduces many thresholds in clustering and voting to remove redundant pose hypotheses and eliminate wrong pose hypotheses. For example, there are a radius threshold for similarity searching in clustering pose hypotheses with Mean Shift, a minimum size threshold of the cluster after clustering to remove noisy pose hypothesis clusters, a minimum number threshold of votes to remove the noisy or wrong pose hypotheses, and a pose similarity threshold to merge the final similar pose hypotheses. The values of those thresholds were empirically and manually determined in our implementation in order to achieve good performance. There is no strategy for automatically adjusting those threshold values [4] . In contrast, our approach does not introduce manually decided thresholds to solve pose ambiguities. As the result, our approach is more adaptive and robust to different objects and scenes.
As pointed out in Section II-A and Table I , the performance of object detection of the MOPED approach strongly relies on the distinctiveness and repeatability of the descriptors of the SIFT keypoints. However, the SIFT keypoint descriptors, while robust for image registration, can be ill suited for object recognition due to keypoint mismatches, especially for a dataset with a large number of objects. As shown in Table IV , keypoint mismatching has caused both the low precision and the extremely low recall in the test results of coffee can 2. From the experimental results, we can find two different kinds of keypoint mismatching here: 1) global keypoint mismatching between coffee can 2 and other objects; and 2) local keypoint mismatching between different parts of coffee can 2. Fig. 16 shows the global keypoint mismatching between coffee can 2 (in a green circle) and other objects, where the test keypoints matched to the same object are displayed in the same color. Hence, many different colors of the test keypoints on coffee can 2 indicate that many of them are wrongly matched to other objects. Global keypoint mismatching usually leads to failed detection of the target object instance or incorrect detection of other object instances with similar shapes. Also note that there are many mismatched keypoints on the boundaries between objects or between objects and the background, as discussed in Section V-B. Local keypoint mismatching usually causes incorrect pose estimation, as shown in Fig. 17 , and even the failure to detect the target object instance, as shown in Fig. 18 . In Figs. 17 and 18 , there are a lot of test keypoints matched to the correct object coffee can 2, as indicated by that many keypoints on coffee can 2 share the same color, but they are not matched to the correct training keypoints on coffee can 2.
In contrast with the MOPED approach, the performance of object detection in our approach depends on combining different kinds of useful features and also the learning algorithm. Keypoint matching in our approach is only used between two similar images for pose estimation in its classic way and not for object detection. Compared with using keypoint matching for object detection, our approach is more robust for detection involving a large number of objects. The correct detection results by our approach in Figs. 17 and 18 show the advantage of using visual features of surface segments to detect objects in our approach.
VII. CONCLUSION
In this paper, we have introduced a new appearance-based approach to general 3-D object detection and 6-DoF pose estimation based on segmented 3-D surfaces and their features, taking full advantage of RGB-D information. Our approach can detect and estimate the poses of occluded objects effectively, including occluded multiple instances of the same object, in cluttered environments. It is shown to have advantageous over related existing approaches. The results of the detected objects and their poses with respect to the current RGB-D camera frame can be used directly for robotic assistive manipulation of daily objects, with the pose of the camera frame to the robot base frame known, and the reconstructed 3-D scene can also be used directly for robot motion planning to avoid obstacles.
