Introduction

17
Temporal logics are currently the most widely used specification formalism for reactive systems. They were first 18 suggested to be used for specifying properties of programs in the late 1970s (cf. Pnueli [25] ). The temporal framework 19 most used currently is linear-time propositional temporal logic (called LT L ), which has been studied from various 20 viewpoints of its application (cf. e.g. Manna and Pnueli [22, 23] , Clark E. et al., [4] ). It is relevant to note that before 21 that mathematicians and philosophers had used similar logics to reason about knowledge and time (cf. e.g. Goldblatt
22
[11], van Benthem [39, 39] ). In most applications LT L is based on infinite (potentially infinite) runs (which can be Q2 23 viewed as states in linear discrete time). LT L has been quite successful in dealing with applications related to systems Temporal logics are, in essence, modal logics geared towards the description of the temporal ordering of events.
5
Linear temporal logics differ from typical modal logics by the presence of specific temporal operations which cannot 6 be expressed in standard modal language. The language of Linear Temporal Logic (LT L, for short, in the following) 7 extends the language of Boolean logic by operations N (next) and U (until). The formulas of LT L are built up from a 8 set Pr op of atomic propositions (synonymously, propositional letters) and are closed under applications of Boolean 9 operations, the unary operation N (next) and the binary operation U (until). The formula Nϕ has meaning: ϕ holds in 10 the next time point (state); ϕUψ can be read: ϕ holds until ψ is true. In our paper we consider standard semantics for
11
LT L based on infinite transition systems (runs, computations), which we describe in terms of linear Kripke structures 12 based on natural numbers.
13
Infinite linear Kripke structures that we use to model LT L can be represented as quadruples M := N , ≤
14
, Next, V , where N is the set of all natural numbers, ≤ is the standard order on N , Next is the binary relation,
15
where a Next b means b is the number next to a, and V is a valuation of a subset S of Pr op, which assigns truth 16 values to elements of S. So, for any p ∈ S, V ( p) ⊆ N , V ( p) is the set of all n from N where p is true (w.r.t. V ). The 17 elements of N are states (worlds), ≤ is the transition relation (which is linear in our case), and V can be interpreted 18 as labeling of the states with atomic propositions. The triple N , ≤, Next is a Kripke frame which we will denote for 19 short by N . We will use the convenient notation Next(n) = m to represent n Next m, and write Next t (n) for t ∈ N 20 to abbreviate Next(. . . (Next(n)) . . .) where Next is used t times. For any Kripke structure M, the truth values can be 21 extended from propositions of S to arbitrary formulas constructed from these propositions as follows: 
28
To recall some necessary notation concerning Kripke structures, for any given Kripke structure M := N , ≤
29
, Next, V , |M| := N . We will mean (for short of notations), a ∈ M as a ∈ |M|. Dom(V ) is the set of all 30 propositional letters (labels) which are valuated by V in M, i.e. which belong to the domain of V . For any formula ϕ 31 constructed out of some propositional letters from Dom(V ), V (ϕ) := {a | a ∈ N , (M, a) V ϕ}. For any a ∈ M,
In the following we will also use such notation for Kripke structures 33 which are not necessarily based on N . For a formula ϕ and t ∈ N , N t ϕ is to abbreviate t-times application of the 34 operation N to the formula ϕ.
35
Using operations U and N we can define all standard temporal and modal operations. For instance, Fϕ (ϕ holds 36 eventually, which, in terms of modal logic, means ϕ is possible (denotation ♦ϕ)), can be described as true Uϕ.
37
Therefore, we can also define the modal operation (as ϕ := ¬♦¬ϕ) in this language. The temporal operation 38 G, where Gϕ means ϕ holds henceforth, can be defined as ¬F¬ϕ. We can describe within this language various 39 properties of transition systems and Kripke structures. For instance, the formula G(¬request ∨ (request U grant)) 40 says that whenever a request is made it holds continuously until it is eventually granted.
41
Definition 1. For a Kripke structure M := N , ≤, Next, V and a formula ϕ in the language of LT L, we say that 
Definition 2. For a Kripke frame F := N , ≤, Next and a formula ϕ in the language of LT L, we say that
Definition 3. The linear temporal logic LT L is the set of all formulas which are valid in all infinite temporal linear 7
Kripke structures M based on N with standard ≤ and Next.
8
A formula ϕ in the language of LT L is satisfiable iff there is a valuation V in the Kripke frame N which makes 9 ϕ satisfiable: N , V Sat ϕ. The satisfiability problem for LT L may be not too hard mathematically, but it is 10 not immediately obvious either, though computationally (well known) the problem is hard indeed. This is because 11 satisfiability in LT L refers to infinite frames of special structure. 
22
A consecution, (or synonymously -a rule, inference rule) c is an expression
where ϕ 1 (x 1 , . . . , , x n ), . . . , ϕ m (x 1 , . . . , x n ) and ψ(x 1 , . . . , x n ) are arbitrary formulas constructed from variable 25 letters, as explained above. The formula ψ(x 1 , . . . , x n ) is the conclusion of c, formulas ϕ j (x 1 , . . . , x n ) are the 26 premises of c, letters x i are variables of c. Consecutions are supposed to describe the logical consequences, an 27 informal meaning of a consecution is that the conclusion logically follows from the premises. The questions what 28 logically follows means is crucial and has no evident and unique answer. We consider and compare below some 29 approaches.
30
First, we define valid consecutions. Let F be a frame, e.g. our linear temporal frame N , with a valuation V of 31 all variables from a consecution c := ϕ 1 , . . . ϕ n /ψ. The consecution c is said to be valid in the Kripke structure Some examples of consecutions valid in LT L, i.e. valid in the frame N defining the logic LT L, are given below:
First two consecutions are trivially valid, validity of the third one can be seen by simple computation. Notice that, consecutions must be valid (it is well known and can easily be shown by induction on length of the derivations).
13
Because we do not refer in this paper to axiomatic systems of LT L, we cannot provide particular examples of 14 derivable in LT L consecutions. But, in general, valid but not derivable consecutions exist. As a trivial example,
15
take the axiomatic system for LT L consisting of all formulas of LT L as axioms and having no inference rules at all.
16
Then x 1 /Nx 1 is valid in LT L but not derivable in this axiomatic system. So, the class of all valid consecutions is 17 bigger than the class of all derivable ones.
18
Now we introduce the strongest class of possible structural logical consecutions correct for a given logic L which
19
is the main objective of our paper -admissible consecutions. Such consecutions were proposed by Lorenzen (1955) 
20
[21], the definition is as follows. Given an arbitrary propositional logic L, Form L is the set of all formulas in the
Thus, for any admissible consecution, any instance into the premises making all of them theorems of L makes also 25 the conclusion to be a theorem. Any postulated rule of any logic L (being admissible in L by definition), e.g. modus
26
ponens rule: x 1 , x 1 → x 2 /x 2 for the classical propositional logic PC, works for proofs in L as is commented above.
27
As long as for some formulas ϕ 1 and ϕ 2 , ϕ 1 ∈ PC and ϕ 1 → ϕ 2 ∈ PC, we conclude ϕ 2 ∈ PC. Like, for any formulas 28 ϕ 1 , ϕ 2 and ϕ 3 in the language of PC, we have 
37
Here we provide some simple examples of consecutions which are admissible but not valid in the frame N 38 generating the logicLT L (consequently, these rules are not derivable in any axiomatic system for LT L). The rules
are admissible but invalid in N . To show that, say, the third rule is invalid in N take the valuation V (x 1 ) := {1},
43
Invalidity of first two rules in N is trivially the same.
44
To show that the consecution Nx 1 U Nx 2 /x 1 Ux 2 is admissible in LT L, assume that for some formulas ϕ 1 and ϕ 2 proposition gives an infinite set of admissible in LT L consecutions, where some infinite part of this set consists of 11 consecutions invalid in N . Actually these rules allow us to withdraw operation N from formulas of the premises. A 12 more curious example of admissible and invalid in LT L consecution is
14 Actually this is because this rule is passive: the premise of the rule never could be unified in LT L, i.e. in LT L. Firstly we recall necessary definitions and known results which we will use in the following.
28
Definition 6. A Kripke structure M is said to be definable if any state a ∈ M is definable in M, i.e. there is a formula 29 φ a which is true in M only at the element a.
30
Definition 7. Suppose we have a Kripke structure M := F, V based upon a Kripke frame F and a new valuation 31 V 1 in F of a set of propositional letters q i . The valuation V 1 is definable in M if, for any q i , V 1 (q i ) = V (φ i ) for some 32 formula φ i .
33
Definition 8. Let a logic L and a Kripke structure M with a valuation defined for a set of letters p 1 , . . . , p k be given.
34
The structure M is said to be k-characterizing for L if the following holds. For any formula ϕ( p 1 , . . . , p k ) built Based on this lemma, in order to describe consecutions admissible in the logic LT L we need a sequence of k-1 characterizing for LT L structures with appropriate properties. We propose a bit imperfect (because of the existence 2 of some infinite amount of excessive elements inside these structures, which are non-definable within these models) 3 k-characterizing structures for LT L constructed as follows. Take all the Kripke structures N i , i ∈ I , all of which are 4 based on the frame N (described in the section with notations), with all possible valuations V of letters p 1 , . . . , p k .
5
Clearly, the family of all such structures is uncountable. Take the disjoint union i∈I N i of all such non-isomorphic 6 Kripke structures. It is an infinite, uncountable structure, which consists of components based on countable frames.
7
We denote this Kripke structure by Ch k (LT L). The following lemma is evident. 
17
Definition 11. Let cs nf be a consecution in the reduced normal form. cs nf is said to be a normal reduced form for a 18 consecution cs iff, (i) cs is admissible in LT L iff cs nf is so, and (ii) for the LT L-frame N , N cs⇔N cs nf .
19
Using ideas of proofs for Lemma 3. 
23
To describe further the construction of our algorithm we need the following notation and results.
24
Definition 13. Let two Kripke structures K 1 := K 1 , R 1 , Next 1 , V 1 and K 2 := K 2 , R 2 , Next 2 , V 2 with a 25 designated element trm (terminal) in K 1 and a designated element ent (entry) from K 2 be given. Let the domain 26 of V 1 (notation: Dom(V 1 )) coincide with the domain of V 2 (Dom(V 2 )). The sequential concatenation of K 1 and K 2 by 27 trm, ent is the structure K := K , R, Next, V , where
We will denote K by K 1 ⊕ trm,ent K 2 .
32
Similarly we define the sequential concatenation of frames. For n, m ∈ N , [n, m] is the Kripke frame based on all relations Next and R (we denote them below by Next L E (n,m) and R L E (n,m) to specify the frame in the definition) are 38 as follows Kripke structures based on these frames L E (n, m). Assume a valuation V of a set of letters Lt in L E (n, m) is given.
3
The definition of truth values of formulas in the language of LT L constructed out of Lt differs with standard one only 4 in the step concerning U. We define,
This definition looks a bit confusing at first glance, because C[n + 1, m] resembles the time cluster, but actually it is 9 not -to care about U we have to fix the bypass (direction) in this quasi-cluster, so we choose clockwise.
10
For any consecution c nf in normal reduced form, Pr (c n f ) = {ϕ i | i ∈ I } is the set of all disjunctive members of 11 the premise of c nf . Sub(c n f ) is the set of all subformulas of c nf . For any Kripke frame F and any valuation V of the 12 set of propositional letters of a formula ϕ, the expression (F V ϕ) is the abbreviation for ∀a ∈ F((F, a) V ϕ).
13
One more notation we need follows from the evident 14 Lemma 14. For any Kripke frame F with a valuation V , where F V Pr (cs n f ), and ∀a ∈ M, there is a unique
16
In the following we will denote this unique disjunct by D (i) F c nf := L E (n, m) for some n > 2 and m > n;
24
(iv) n and m are square polynomial in the size of c nf .
25
Proof. If c nf is not admissible in LT L then, c nf is refuted by some definable valuation in a k-characterizing structure
26
Ch k (LT L) described above (cf. Lemma 9). In particular, c nf is refuted in some disjoint component N of the structure 
34
Lemma 16. For arbitrary formula β in letters from Dom(V ) with the temporal degree at most t, where t ≤ m,
The proof is a standard verification by induction on the number of occurrences of U and N in β.
37
Take M 1 := N 1 , the valuation V 1 evidently refutes c nf in M 1 , and by Lemma 16, the valuation V 1 has the property Choose an a min ∈ M 1 , where a min > 3 and
Choose the minimal w.r.t. ≤ element c r ∈ M 1 , where c r > a min + 1 and the following holds
(existence of such c r follows from the choice of a min ∈ M 1 ).
6
Now we modify the Kripke structure M 1 by deleting all worlds b > c r and setting new relation R and Next on We choose the valuation on [1, c r ] as the restriction of the valuation V 1 from M 1 . So, the resulting structure M 2 is 10 isomorphic to a structure based on the frame L E (a min , c r ). So, we can consider the truth values of temporal formulas 11 in the language of LT L at this structure as described earlier.
12
Lemma 17.
Proof. For any variable x i of the rule c nf ,
follows immediately from the chosen structure of M 2 (Next(c r ) = a min + 1). 
20
Assume c > c r . Then, in particular, (M 1 , c r ) V 1 x i Ux j , and, respectively by (1)
Using (1) again we conclude that for some d, where
and, in particular,
27
Take minimal t satisfying this property.
and (M 2 , c r ) V 1 x i Ux j , and also (M 2 , a min + 1) V 1 x i Ux j , but as we know (M 2 , c r )
In particular, then we conclude that (M 2 , c r ) V 1 x i and by (1) (M 1 , a min ) V 1 x i , and also
(b) < c r and using the facts proved above we conclude
The lemma is proved. 
Proof. Again, for any variable x i ∈ V ar (c n f ),
follows immediately, and
holds by the structure of M 2 . If (M 1 , b) V 1 x i Ux j and there is c ∈ M 1 where b ≤ c ≤ c r and
8 then it is clear that
12
and by Lemma 17 we conclude
14
The truth of x i Ux j above and ∀d
proved.
16
By this lemma, Lemma 17 and (1) the finite structure M 2 has all the required properties from Lemma 15 except
17
(iv) -effective bound on the size of M 2 . This property can be achieved by the following rarefaction technique.
18
For a couple of worlds a, b ∈ M 2 , b is duplication of a if Next t (a) = b, for some t, and
For any a ∈ M 2 , denote by Pr ev(a) an element b ∈ M 2 such that Next(b) = a if such b exists.
20
For any variable letter x j from c nf , min(x b is said to be the rarefaction of M 2 by (a, b).
28
Lemma 19. If M 2 (a, b) is the rarefaction of M 2 by (a, b) then
The bi-modal frame 1 is the frame whose base set is single element one: |1| = {a 1 } where Next(a 1 ) = a 1 and 
.
19
The size of F c nf , V 1 is now not essential, we will only use here that the structure is finite and that n > 3 and 20 m > n. Let p 1 , . . . , p m be propositional letters valuated by the native valuation V of the m-characterizing structure
21
Ch m (LT L). Consider the following formulas associated with worlds of F c nf , V 1 : 
Lemma 22. The following hold:
Proof. Using the structure of Ch m (LT L), definitions of formulas for the choice of the valuation V 2 and conditions
18
(ii) and (iii) specified in the beginning of the proof Lemma 21, (1)-(5) follow by routine computation.
19
20
To continue the proof of Lemma 21, by direct computation, using the structure of Ch m (LT L), it is not difficult to in the original consecution. Because the satisfiability in LT L is a subproblem of admissibility, the algorithm is at least 1 PSPACE-hard.
2
Recall that we say a consecution c is valid in LT L if c is valid in the frame N .
3
Theorem 24. There is an algorithm recognizing consecutions valid in LT L.
4
Proof. This is a much lightened version of the proof of Theorem 23. We give below only a scheme of the proof.
5
Any consecution cs is valid in LT L if so is cs nf . If cs nf is invalid in LT L then, as in Lemma 15, there exists a finite 6 bi-modal linear Kripke structure L E (n, m) with n > 2 and m > n, which refutes cs nf and has properties (ii) and 7 (iv) from Lemma 15. The proof of this fact follows directly to the proof of Lemma 15, we only cannot derive (iii). If 8 there is a Kripke structure L E (n, m) with n > 2 and m > n, which refutes cs nf and has properties (ii) and (iv) from
9
Lemma 15 then we can show that cs nf is refutable in a Kripke structure based on N using the reasoning as in the 10 proof of Lemma 21, but we do not need to consider the whole model Ch m (LT L) and to care about definability of the 11 refuting valuation. So, cs nf is invalid in LT L iff there is a Kripke structure L E (n, m) with n > 2 and m > n, which 12 refutes cs nf and has properties (ii) and (iv) from Lemma 15.
13
We know, a formula ϕ is satisfiable in LT L iff the consecution p → p/¬ϕ is not valid (or not admissible) in LT L.
14 So, we immediately derive the following known fact.
15
Corollary 25. The logic LT L is decidable, the satisfiability of formulas in LT L is decidable. Conclusion, future work: We investigated the linear temporal logic LT L from the viewpoint of logical consecutions.
24
The prime problem we were dealing with was the problem of admissibility for structural inference rules. A reduction
25
of consecutions and formulas of LT L to uniform inference rules in normal reduced form is proposed. These inference 26 rules have the premises which are disjunctions of formulas of temporal degree 1 and the conclusion to be a variable.
27
Starting from this departure point, based on the analysis of Kripke structures and their formula definable subsets, we 28 find necessary and sufficient conditions for a consecution (rule) to be not admissible in LT L. These conditions lead to 29 an algorithm which recognizes admissible in LT L rules through the verification of validity for rules in normal reduced 30 form in Kripke structures of size square polynomial in these rules.
31
The technique developed in this paper can be applied for other similar linear temporal logics. We studied only one of LT L by other logical operations, which do not yield to the technique developed here. We will study these questions 34 with an attempt to tackle these problems and to find deciding algorithms later. 
