We consider the class of inertial Forward-Backward (iFB) proximal splitting algorithms, to minimize the sum of two proper lower semi-continuous convex functions, one of which having a Lipschitz continuous gradient and the other being partly smooth relative to an active manifold M. Special cases of this class include the FB and, for an appropriate choice of the inertial parameter, FISTA-like schemes. We propose a unified analysis, under which we show that iFB-type splitting, (i) correctly identifies the active manifold M in a finite number of iterations, and then (ii) enters a local (linear) convergence regime, which is characterised precisely. This gives a grounded justification to the typical behaviour that has been observed numerically for many problems encompassed in our framework, including the Lasso, the group Lasso, total variation minimization and the nuclear norm regularization to name a few. These results may have numerous applications including in signal/image processing processing and machine learning.
INTRODUCTION

Problem statement
Convex optimization has become ubiquitous in most quantitative disciplines of science. Our goal is the generic minimization of composite functions of the form
where (A.1) J ∈ Γ 0 (R n ), the set of proper, lower semi-continuous and convex functions on R n ; (A.2) F is a convex and C 1,1 (R n ) function whose gradient is β-Lipschitz continuous; (A.3) Argmin Φ = ∅.
The class (P) covers many popular non-smooth convex optimization problems encountered in various fields throughout science and engineering, including signal/image processing, machine learning and classification. For instance, taking This work has been supported by the ERC project SIGMA-Vision and l'Institut Universitaire de France. and λ > 0, we recover the Lasso problem when J = || · || 1 , the group Lasso for J = || · || 1,2 , total variation minimization when J = ||D * DIF ·|| 1 with D DIF is the finite difference operator, anti-sparsity regularization when J = || · || ∞ , and nuclear norm regularization when J = || · || * .
In this paper, we consider a generalized iFB for solving (P). iFB updates to a new iterate x k+1 based on the following rule, y
where the inertial steps are
, and the sequence of descent stepsize is such that 0 < γ ≤ γ k ≤ γ < 2/β. For γ > 0, the proximity operator is defined as
The iFB scheme (1.1) covers various special cases in the literature, depending on the choice of a k and b k : for a k = b k ≡ 0, (1.1) is the (unrelaxed) FB method whose convergence is studied in [12] ; a k ∈ [0,ā],ā < 1, b k = 0 corresponds to the scheme studied in [14] ; a k ∈ [0,ā], b k = a k is the method in [13] . If moreover in the latter, a k → 1 and γ k ∈ [γ, 1/β], then (1.1) recovers the FISTA method [1] . Though in the original FISTA, only the objective is provably convergent in general at the rate O(1/k 2 ). Convergence of the FISTA iterates has remained an open question until the recent work of [3] who proved it under the inertial parameter choice
for p ≥ 2 a constant.
Contributions
In this paper, we first provide conditions under which iFB (1.1) is provably globally convergent. When J is in addition partly smooth relative to a manifold M (see Definition 3.1 for details), we first show that iFB has the finite identification property, meaning that after a finite number of iterations, say K, all iterates obey x k ∈ M, ∀k ≥ K. Exploiting this property, we then show that after such a large enough number of iterations, x k converges locally linearly. We characterize this regime and the rates precisely depending on the structure of the active manifold M. In general, the convergence is Qlinear, and when M is affine (or linear), the convergence becomes R-linear. Several experimental results on some of the problems discussed above are provided to support our theoretical findings.
Related work
Finite support identification and local R-linear convergence of FB is established in [2, 5] for J the 1 norm (Lasso). [15] proved Q-linear convergence of FB to solve (P) for F satisfying restricted smoothness and strong convexity assumptions, and J being a so-called convex decomposable regularizer. In [7, 8, 6] , the authors have shown finite identification of active manifolds associated to partly smooth functions for various algorithms, including the (sub)gradient projection method, Newton-like methods, the proximal point algorithm. However, the convergence rate remains an open problem in all these works. The authors in [11] were the first to show finite identification and local linear convergence of FB when J is partly smooth function. While finalizing this paper, we became aware of the very recent and independent work of [16, 9] , who respectively studied local convergence behaviour of FISTA and iFB 1 (with a k = b k andā < 1) for the Lasso problem. Our work here goes much beyond the Lasso by covering the large class of partly smooth functions, and it also generalizes our previous results on FB in [11] to iFB.
Notations
For a nonempty convex set C ⊂ R n , par(C) is the subspace parallel to it, and ri(C) is its relative interior, i.e. the interior relative to its affine hull. We denote P C the orthogonal projector onto C. For a linear subspace V ⊂ R n , and a matrix
where ∂J(x) is the subdifferential of J at x. It is easy to see that P Tx ∂J(x) is single-valued. We therefore define the generalized "sign" vector (by analogy to the 1 -norm) e x = P Tx ∂J(x) .
GLOBAL CONVERGENCE OF IFB
Our global convergence result is the following.
1 Strictly speaking, the name FISTA used in [9] is not appropriate.
(2.1) Then the iFB scheme (1.1) converges to a minimizer of (P).
Let τ > 0 such that either of the following holds,
Then (2.1) is in force.
Remark 2.2. (i) Though we focus here on the finite dimensional setting, Theorem 2.1 holds in any real Hilbert space.
(ii) For γ k ∈ [γ, 1/β] and a k = b k chosen according to the FISTA-like rule (1.2), [3] proved that condition (2.1), hence global convergence of iFB, are fulfilled. Observe that a notable difference between FISTA and the general iFB is the upper-bound on the descent step-size sequence γ k .
PARTIAL SMOOTHNESS
Beside (A.1), our central assumption in the sequel is that J is a partly smooth function. Partial smoothness of functions is originally defined in [10] . Our definition hereafter specializes it to functions in Γ 0 (R n ).
, and x ∈ R n such that ∂J(x) = ∅. J is partly smooth at x relative to a set M con-
(3) (Continuity) The set-valued mapping ∂J is continuous at x relative to M.
In the following, the class of partly smooth functions at x relative to M is denoted as PS x (M).
It can be shown that the active manifold M is uniquely defined. Moreover, under mild transversality assumptions, the set of partly smooth functions is closed under addition and pre-composition by a linear operator [10] . Moreover, absolutely permutation invariant convex and partly smooth functions of the singular values of a real matrix, i.e. spectral functions, are convex and partly smooth spectral functions of the matrix [4] . The class of locally polyhedral functions is also partly smooth relative to an affine (or linear) manifold for which the generalized sign vector e x is also locally constant [17] . It then follows that all the examples discussed above, including 1 , 1,2 , ∞ norms, the anisotropic TV seminorm and nuclear norm, are partly smooth. In fact, 1 and ∞ norms, and the anisotropic TV are polyhedral.
IDENTIFICATION AND LOCAL LINEAR CONVERGENCE
In this section, we state our main result on finite identification and local linear convergence of iFB. In the rest of the paper, for the sake of simplicity, we will focus on the case where a k = b k , though we can handle the general case just as well at the price of more technicalities. We will use the shorthand
Theorem 4.1. Let the iFB scheme (1.1) be used under the assumptions of Theorem 2.1 or Remark 2.2(ii) to create a sequence x k which converges to x ∈ Argmin Φ, such that
Then the following holds,
(1) The iFB scheme (1.1) has the finite identification property, i.e. there exists K ≥ 0, such that ∀k ≥ K, x k ∈ M x . In addition, if M x is affine (or linear), then also y k a ∈ M x for k ≥ K.
(2) Suppose moreover there exists α > 0 such that
2)
where T := T x . Then ∀k sufficiently large, the following holds.
, then given any ρ such that 1 > ρ > ρ k , the iterates satisfy
where
(ii) R-linear convergence: if M x is affine (or linear), then
where ρ k ∈ [0, 1[,
and
[ is the largest eigenvalue of that matrix.
Remark 4.2.(i) Theorem 4.1(i) guarantees that x
k arrives at the active manifold in finite time. Thus, problem (P) is locally equivalent to its constrained version on M x , which is a completely smooth problem, hence raising the hope of acceleration using second-order information. For instance, one can think of turning to higher-order geometric methods along the manifold M x (e.g. Newton or non-linear CG), where much faster convergence can be guaranteed. These issues will be deferred to a long forthcoming version of this paper.
(ii) For a k ≡ 0, we recover the results of FB in [11] . In particular, ρ k = η in Theorem 4.1(2)(i), and ρ k = η k in (ii).
(iii) Though iFB can be globally faster than FB, the situation can change locally (see Figure 1 ). For instance, when the manifold is affine, and under the FISTA choice of
When J is locally polyhedral, the restricted convexity assumption (4.2) can be removed in some cases, but at the price of less sharp rates. Theorem 4.3. Let the iFB scheme (1.1) be used under the assumptions of Theorem 2.1 or Remark 2.2(ii) to create a sequence x k which converges to x ∈ Argmin Φ, such that J is locally polyhedral around x , (4.1) is fulfilled, and there exists a subspace V such that Ker P T ∇ 2 F (x)P T = V for any x near x . Then there exists a constant ρ ∈ [0, 1[ such that for all k large enough
A typical example of F where this result applies is F = G • A, with G locally strongly convex, in which case V = Ker(A T ).
NUMERICAL EXPERIMENTS
In this section, we describe some examples to demonstrate the applicability of our results. More precisely, we consider solving min
where y ∈ R m is the observation, A : R n → R m , λ is the regularization parameter, and J is either the 1 -norm, the ∞ -norm, the 1,2 -norm, the TV semi-norm or the nuclear norm. 1 ( 1 -norm) . The 1 -norm is partly smooth relative to M x = T x = u ∈ R n : supp(u) ⊆ supp(x) , where supp(x) = i : x i = 0 . The proximity operator of the 1 -norm is soft thresholding.
Example 5.2 ( 1,2 -norm). 1,2 -norm in general is not polyhedral, yet the manifold is linear M x = T x = u ∈ R n : supp B (u) ⊆ supp B (x) , where supp B (x) = {b : x b = 0}, and b∈B b = {1, . . . , n}. The proximity operator of the 1,2 -norm is given by a simple block soft thresholding.
Example 5.3 (TV semi-norm). The TV semi-norm ||x|| TV = ||D * DIF x|| 1 is partly smooth relative to the subspace
The proximity operator for the 1D TV, though not available in closed form, can be obtained efficiently using either the taut string algorithm or the graph cuts.
Example 5.4 (Nuclear norm). The nuclear norm is partly smooth relative to the manifold of fixed rank matrices, M x = u ∈ R n1×n2 : rank(u) = rank(x) . The proximity operator of the nuclear norm is just soft thresholding applied to the singular values.
Recovery from random measurements In these examples, the forward observation model is
where A ∈ R m×n is generated uniformly at random from the Gaussian ensemble with i.i.d. zero-mean and unit variance entries. The tested experimental settings are • TV: m = 48 and n = 128, (DDIFx0) is 8-sparse;
• ∞: m = 123 and n = 128, x0 has 10 saturating entries;
• 1,2: m = 48 and n = 128, x0 has 2 non-zero blocks of size 4;
• Nuclear norm: m = 1425 and n = 2500, x0 ∈ R 50×50 and rank(x0) = 5.
The number of measurements is chosen sufficiently large, δ small enough and λ of the order of δ so that [18, Theorem 1] applies, yielding that the minimizer of (5.1) is unique and verifies the non-degeneracy and restricted strong convexity assumptions (4.1)-(4.2). For FB, iFB and FISTA, we fixed γ k ≡ 1/β. For iFB, we used a k = b k = √ 5 − 2 − 10 −2 such that Theorem 2.1(i) holds. For FISTA, we used the inertial parameter sequence (1.2) with p = 2.
The convergence profiles of ||x k −x || are depicted in Figure 1(a) -(e). For 1 , TV and ∞ , the predicted local profiles almost perfectly coincides with the observed one. This is because these regularizers are all partly polyhedral and the data fidelity is quadratic, hence making the predictions of Theorem 4.1(2)(ii) very sharp. For the 1,2 -norm, although its active manifold is still a subspace, the generalized sign vector e k is not locally constant, which entails that the the predicted rate of Theorem 4.1(ii) slightly overestimates the observed one, though this is barely visible on the figure. For the nuclear norm, whose active manifold is not linear, Theorem 4.1(2)(i) applies, and the observed and predicted rates are close, but not as sharp as in the linear case as expected.
2D TV deconvolution In this image processing example, y is a degraded image generated according to (5.1), but now A is a circular convolution with a Gaussian kernel. The anisotropic 2D TV regularizer is used, which is polyhedral, hence partly smooth. The convergence profile is shown in Fig. 1(f) . Assumptions (4.1)-(4.2) are checked a posteriori. The predicted rate is again very tight. 
