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Summary
This tliesis describes a face verification system that is smart-card-based. The objectives were 
to identify die key parameters that affect the design of such a system, to investigate the general 
optimisation problem and test its robustness when each key parameter is optimised. Some of 
these parameters have been coarsely investigated in the literature in the context of the general 
face recognition problem. However, tire previous work only par tially fulfilled tire requirements 
of a smart-card-based system, in which the severe engineering constraints and limitations im­
posed by smart cards have to be taken into account m tire overall design process.
To address tliese problems on tire proposed fully localised architecture of the smart card face 
verification system (SCFVS), the work starts with the selection of tire client specific linear 
discriminant analysis (CS-LDA) algorithm, suitable to be ported to the target platform on which 
the biometric process can run. Then tire main functional parts of the system are presented: 
face image geometric alignmeirt, photometric normalisation, feature extraction, and on-card 
verification. Each part consists of a series of basic steps, where tire role of each step is fixed. 
However, the algorithm is systematically varied in some steps to investigate the effect on system 
peiformance, and system complexity in terms of speed and memory management.
Two major problems have been considered. The first problem are the restrictions that both 
face verification and smart card technology impose and the second is the extreme complexity 
of tire system, in terirrs of the number of processing stages and system design parameters. In 
the simplified, search procedure adopted, a number of parameters has been selected out of the 
complete parameter set involved in a geireric SCFVS. This set was recommended by previous 
main-frame based studies, and deemed to provide acceptable performance.
System optimisation in the context of smart card implementation has been conducted start­
ing from those parameters irrvolved in tire pre-processing stage of tire system, and then those 
involved in tire remaining stages. A joirrt optimisation framework of the key parameters carr 
also be adopted, assuming that theh effect is irrdependent. Experirrrental results obtained orr a 
rrumber of publicly available face databases (used to evaluate the system performance) show 
the significant benefits of this design both in terms of performance and system speed. The dif­
ferent results achieved on different databases indicate that optimum parameters of the system 
are, to a certain extent, training database dependent.
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Glossary
A
Attempt
The submission of a biometric sample to a biometric system for identification or 
verification. A biometric system may allow more than one attempt to identify or 
verify.
Authentication 
Alternative term for Verification.
Automatic Identity V erification System  (AIVS)
A specialised biometric system tliat automatically accepts or rejects a claimed iden­
tity of a user. It compares a ’live’ probe image with a biometric template stored in a 
Server/PC or a smar t card.
B
Biometric
A measurable, physical characteristic or personal behavioural trait used to recognise 
the identity, or verify the claimed identity, of an eniolee.
Biometric Data
The information extracted from tlie biometiic sample and used either to build a ref­
erence template (template data) or to compare against a previously created reference 
template (comparison data).
Biom etric Sample
Raw data captured as a discrete unambiguous, unique and linguistically neutral value 
representing a biometric characteristic of an enrolee as captured by a biometric sys­
tem (e.g. biometric samples can include the image of a fingerprint as well as its 
derivative for authentication purposes).
Biometric Face Verification System  (BFVS)
An automatic or semi-automatic identity verification system that uses the facial bio­
metrics.
Biom etric (Identity) Card
A smart card that stores biometric information as well as otlier user information such 
as PIN code, tineshold etc.
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Biometric System
An automated system capable of capturing a biometric sample from an end user; 
extracting biometric data from that sample; comparing the biometric data with that 
contained in one or more reference templates; deciding how well they match; and in­
dicating whether or not an identification or verification of identity has been achieved.
C
Capture
The method of taking a biometric sample from the end user.
Client — Specific Linear Discrim inant Analysis
A novel LDA approach that can be adopted on a small platform. The benefits of 
this method apart from its superior performance are: simplicity of training, speed of 
probe testing and insulation of a client enrolment.
E
End User
A person who interacts with a biometric system to enrol or have his/her identity 
checked.
Enrolee
A person who has a biometric reference template on file.
Enrolment
The process of collecting biometric samples from a person and the subsequent prepa­
ration and storage of biometric reference templates representing that person’s iden­
tity.
Equal Error Rate
The error rate occurring when the decision threshold of a system is set so that the 
proportion of false rejections will be approximately equal to the proportion of false 
acceptances.
Extraction
The process of converting a captured biometric sample into biometric data so that it 
can be compared to a reference template.
Evaluation Protocol
A protocol that states how a biometric identification/verification test is conducted.
F
False Acceptance
When a biometric system incorrectly identifies an individual or incorrectly verifies 
an impostor against a claimed identity.
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False Acceptance Rate/FAR
The probability tliat a biometric system will incorrectly identify an individual or will 
fail to reject an impostor. The rate given normally assumes passive impostor at­
tempts. The False Accept Rate may be estimated as: FAR = NFA / NIIA or FAR 
= NFA / NIVA, where FAR is the false acceptance rate, NFA is the number of false 
acceptances, NIIA is tlie number of impostor identification attempts, and NIVA is the 
number of impostor verification attempts.
False Rejection
When a biometric system fails to identify an emolee or fails to verify the legitimate 
claimed identity of an enrolee.
False Rejection R ate/F R R
The probability that a biometric system will fail to identify an enrolee, or verify the 
legitimate claimed identity of an enrolee. The False Rejection Rate may be esti­
mated as follows: FRR = NFR / NEIA, or FRR = NFR / NEVA, where FRR is the 
false rejection rate, NFR is the number of false rejections, NEIA is the number of 
enrolee identification attempts, and NEVA is the number of enrolee verification at­
tempts. This estimate assumes that the emolee identification/verification attempts are 
representative of tliose for the whole population of end-users.
Fixed — Point Numbers (Representation)
In computing, a fixed-point number representation is a real data type for a number 
that has a fixed number of digits after tlie decimal (binary or radix) point. Fixed-point 
numbers are useful for representing fractional values in native two’s complement 
format if tlie executing processor has no floating point unit (FPU) or if fixed-point 
provides improved performance or accuracy. Most low-cost embedded processors do 
not have an FPU.
Floating Point Co — Processor (Unit)
The co-processor tlie CPU of personal computers have to simplify complex matlie- 
matical operations. No smart card has yet been manufactured which has a floating 
point co-processor.
H
H alf Total Error Rate
Average of False Acceptance and False Rejection Rate.
I
Identification
The one-to-many (1:N) process of comparing a submitted biometric sample against 
all of tlie biometric reference templates on file to determine whetlier it matches any 
of tlie templates and, if so, the identity of the enrolee whose template was matched.
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The biometric system using the one-to-many approach is seeking to find an identity amongst 
a database rather than verify a claimed identity. Contrast with Verification.
M
Match/Matching
The process of comparing a biometric sample against a previously stored template 
and scoring the level of similarity. An accept or reject decision is then based upon 
whether this score exceeds the given threshold.
S
S ysteniDesignTime (SDT)
The amount of time required by the system designer to identify and optimum param­
eter set in terms of system performance.
Sm art Card
A card-shaped portable data carrier that contains one or more integrated circuits for 
data storage and processing. A typical smart card chip includes a microprocessor or 
CPU, ROM (for storing operating instructions), RAM (for storing data during pro­
cessing) and EPROM (or EEPROM) memory for non volatile storage of information.
Sm art Card Face Verification System {SCFVS)
A novel face verification fully localised system architecture that uses a smart card not 
only to store a facial biometric template (and other personal information of a user), 
but also to perform on-card matching. Such architecture increases system security 
and privacy.
T
Tem plate/Re ferenceT emplate
Data, which represents the biometric measurement of an enrolee, used by a biometric 
system for comparison against subsequently submitted biometric samples.
V
Verification
The one-to-one (1:1) process of comparing a submitted biometric sample against the 
biometric reference template of a single enrolee whose identity is being claimed, to 
determine whether it matches the enrolees template. Contrast with Identification.
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Abbreviations
SYMBOL MEANING
2D Two Dimensions
A IV S  Automatic Identity Verification System
B A N C A  Biometric Access Contiol for Networked and e-Commerce Applications
B F V S  Biometric Face Verification System
CSLD A  Client-Specific Linear Discriminant Analysis
E E R  Equal Error Rate
EU  European Union
FAR  False Acceptance Rate
F E R E T  FacE REcognition Teclinology
F PA  Fixed Point Arithmetic
FRGC  Face Recognition Grand Challenge
FRR  False Rejection Rate
FR S  Face Recognition System
F T E  Failure to Emol rate
FT A Failure to Acquire rate
H TE R  Half Total Error Rate
H FC  High Frequency Components
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SYMBOL MEANING
IBG International Biometric Group
International Civil Aviation Organisation
LFC Low Frequency Components
LDA Linear Discriminant Analysis
PC Personal Computer
PCA Principle Component Analysis
PD A Personal Digital Assistant
P IN Personal Identification Number
ROC Receiver Operating Characteristic
SC Smart Card
SC F V S Smart Card Face Verification System
SD T System Design Time
TE R Total Error Rate
UAT User Access Time
X M L extensible Markup Language
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Chapter 1
Introduction
Imagine tliat someone wishes to access tlieii' bank account tlirough an ATM in order to with­
draw some money. They are standing in front of a screen being invited to log on. The message 
reads “Step 1 : Please insert your biometric card”, “Step 2: Place your right-hand index finger 
on the reader and hold for two seconds” and “Step 3: Place your face in frond of the camera 
and stand still for two seconds. NO face expression please!”. The person does so and almost 
immediately the screen reads “Welcome to our bank”.
To enable access to the service by authorised users and prevent non-authorised (impostor) 
access, convenience and security need to be combined. The system has to be user friendly, to 
run in real-time and to be as accurate as possible. A high security must also be achieved. There 
is no need to remember passwords, no need to have a password policy and no risk of password 
loss. The result is a reduction in error and fraud through stronger confidence in the authenticity 
of the biometric card. The approach can be extended to all official documents like passports 
and driving licenses. The process is also a lot more efficient because of its very simplicity. 
This is what biometric and smart card teclinologies are supposed to bring to the processes of 
identification (1-to-many matching) and verification (1-to-l matching) in the future.
1.1 Motivation
In order to improve confidence in verifying tlie identity of individuals seeking access to physi­
cal or virtual locations both government and commercial organisations are implementing more
1
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secure personal identification (ID) systems. The challenge of creating a well-designed personal 
identification system has always been a central goal in security business. This challenge can be 
responded to by the combination of biometrics and smart cards where the security and privacy 
can be further increased.
The design of an efficient and secure authentication system can provide individuals with trusted 
credentials for a wide range of applications, such as enabling access to facilities or secure net­
works, proving an individual’s rights to services and conducting online transactions. Biometric 
technologies, when employed with a well-designed authentication system, can allow for the 
means to ensure that an individual presenting a secure identification credential has the absolute 
right to use that credential. On the other hand, smart cards have the unique ability to store 
large amounts of biometric and other data, carry out their own on-card functions, and interact 
intelligently with a smart card reader. Secure authentication systems have the challenging task 
to achieve the highest degree of security and privacy and therefore increasingly implementing 
both smart card and biometric technology [73, 85, 96].
With increased need for reliable authentication schemes, the use of automatic identity verifi­
cation systems based on biometrics has become widespread. Biometric products are currently 
used in several airports, in log-on devices for networked PCs, in e-commerce, e-banking and 
health monitoring. Face recognition systems are among the top choices, because face recog­
nition is friendly, non-invasive and fairly accurate. However, there are a number of practical 
issues that still need to be solved with such systems. When designing face verification sys­
tems one has to deal with tire problems that arise from each module of the overall system, data 
collection, transmission, data storage, signal processing and decision making. The problem 
becomes more complicated when the target platform, in which a suitable algorithm has to be 
ported, imposes severe engineering constraints. Therefore, dealing with the restrictions of both 
face verification and smart card technology is a very challenging task with many key factors to 
consider.
LI. Motivation
1.1.1 Smart Cards and Biometric Technology: Advantages for Stronger Authen­
tication
A Smart Card is a plastic card resembling a traditional credit or debit card that contains a built- 
in integrated circuit chip used for identification and authentication purposes. There are several 
types of smart cards: Contact, Contact-less, Combi (one embedded chip. Dual Interface), Hy­
brid (two or more embedded chips. Dual Interface) and Proximity (communicate through an 
antenna similar to contact-less smart cards except that they are read-only). Smart cards use a 
serial interface and receive then power from an external source like a card reader. The CPU of 
the card uses a limited instr uction set for applications such as cryptography.
The technology of smart cards is becoming the preferred method for logical access. They pro­
vide increased security, ease of use, broad application coverage, ease of integration witli the 
IT infrastructure, and multi-purpose functionality. They have an upgraded role because they 
support all of tire autlientication technologies, storing password files, public key infrastructure 
certificates, one-time password seed files, and biometric image templates, as well as generating 
asymmetric key pairs. Following tire increased demand, at botli organisational and national 
levels, for stronger multi-factor autlientication, tire security and privacy of the overall authen­
tication process can be improved by providing tire flexibility for including aU authentication 
factors in a single card. Such card would support logical access, physical access, and secure 
data storage, along with other applications. An example case is a multi-modal biometric smart 
card.
The advantages of using smart card and biometric technology are summarised below:
•  Improved security. Smart card teclmology significantly strengthens seciuity, protecting 
both the electronic credential used to autiienticate an individual for logical access and 
tire physical device. Citizens appreciate them as a secure device by combining both 
conventional identity witli digital identity, in a secrue, portable and convenient format. 
Moreover, tire cardholder’s identity can be verified using a secure algorithm by matching 
tire ‘live’ biometric data captured by tire biometric reader with the data stored on the 
card.
•  Enhanced privacy. Since biometric templates are securely stored (in encrypted form) on
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a read-only memory chip, the individual is allowed to control access to that information. 
Further, there is no need for a central database access during identity verification, which 
can be subject to privacy concerns.
• Through local information processing, smart cards offers an improved identification sys­
tem performance.
• Economic advantages. Smart cards deliver a positive business case for implementing 
any authentication technology. Flexibility and upgrade ability (allowing for the support 
of different authentication methods and multiple, evolving applications), improved user 
productivity, reduced password administration costs, decreased exposure to risk, and 
streamlined business processes, all contribute to a significant positive return on invest­
ment.
1.1.2 Smart Cards and Biometric Technology: Typical System
But how does a typical system that combines biometrics aftd smart card technology work [73, 
87, 99]? Such a system is shown in Figure 1.1. In a smart card identity verification system 
(SCIVS), users have to go through an enrolment process where their biometric template is 
created and stored in a database and/or on the smart card. To make a claim, the user presents 
himself/herself to a biometric reader and then a biometric image (e.g., scan of a fingerprint or 
hand geometry) is captured at the point of interaction. This “live” image representation is then 
compared to a stored biometric image that was captured when the individual enrolled in the 
authentication system.
1.1.3 Smart Cards and Biometric Technology: Engineering Concerns
Despite its usefulness, the implementation of SCIVS raises several political and social con­
cerns. These emerge both from the exceptionally large scale of deployment and from the need 
to protect collected data from abuse. One of the major concerns in the existing conventional 
biometric systems is the security-privacy dilemma [17]. However, smart cards are the ideal 
tool to overcome this problem. A SCIVS can offer the necessary technology to keep citizen’s 
rights satisfied providing with a very attractive security application as well [93].
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Despite the above concerns, there are serious engineering concerns as well, where there is 
a need to recognise the limitations of biometrics and to address the constraints imposed by 
smart cards and the verification system. Even though biometric systems are introduced to 
increase overall security, biometric verification is not perfect - it is never 100% certain, it is 
vulnerable to errors and it can be ‘deceived’. Each biometric mode (i.e. face, fingerprint, iris, 
signature etc.) has a different recognition performance and does not involve the same levels 
of complexity. Therefore, the overall design process is primarily dependent on the biometric 
mode of operation.
Using face has several advantages over other biometrics (i.e. user friendly, convenient to em­
ploy). Face recognition has been the centre of extensive research interest especially over the 
past decade and many algorithms have been proposed. Nevertheless, the computational require­
ments that can be adopted in a face recognition system are often considered as a secondary issue 
and ‘Tull quality” image data are supposed to be available. The problem is more serious when
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the target platform is a smart card and the designer has to take into account the available CPU 
computational power, storage space, bandwidth, etc. particularly since the system must be real 
time. Therefore, due to the limited specifications of the smart card, a compromise between 
performance and available resources has to be reached.
Smart Card Limitations
The capacity and computational power of smart cards is growing daily. A typical advanced 
specification smart card (used for the purpose of the experiments of this thesis) boasts a 13.5MHz 
processor, 1 Mbyte of EEPROM, 8Kb of RAM, and can operate with a data transfer rate of up 
to 115.2Kbits per second (contact mode). However, compared to modem computers they still 
offer a very limited computing platform. The specifications of a typical modem PC are, pro­
cessor type Intel(R) Xeon(TM) CPU 3.00GHz, 2GByte RAM, 1024KByte cache size/CPU, 
and with unlimited hard disk size. Comparing the CPU of the smart card and that of a PC, the 
processing power of the latter outperforms the power of the former by more than 220 times. 
Similarly, in terms of memory, the RAM of the PC can be at least 2.5 x 10  ^ times greater that 
that of a smart card’s, and we cannot even compare the 1Mbyte EEPROM with the size of the 
modem hard disks, for data storage.
Primarily smart cards (Figure 1.2) have been designed for the sort of applications, which allow
Figure 1.2; Typical Smart Card (http:/Avww.tiresias.org/guidelines/pats.htm).
storing and retrieving of personal information about an individual, i.e. name, address, and bank 
account details. They have not been designed to perform the large amount of processing that 
is required for biometric authentication. No smart card has yet been manufactured which has a
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floating point co-processor. This makes complex mathematical calculations very cumbersome. 
Also, the transmission rate of data between the server and card is fairly slow. Therefore the 
amount of data being sent to and read from tlie smart card (e.g. a biometric template or a facial 
image) must be kept to a minimum.
Finally, the amount of RAM available on tlie smart card is limited, which means that all tlie 
data cannot be kept in memory for the calculations and tlie EEPROM must be used as a cache. 
Typically reading data from the EEPROM is fairly fast but writing data is slow. Even when the 
teclmology on the smart card gets as powerful as a ciment PC tliere will still be a requirement 
for maldng such algorithms as computationally cheap as possible. Some of tlie applications 
required for sniai’t cards, such as border control and access to government services, require that 
billions of these smart cards be issued, A saving of a few pence per smart card can generate a 
cost saving of millions to the issuing organisation.
1.1.4 Face Verification Systems
The problem of computerised personal identity verification has received considerable attention 
over the past decades. There are a large number of approaches proposed in the literature. The 
early stiategy for face identification was based on geometiical features such as nose width 
and lengtli, mouth position and chin shape, etc. In recent years, nearly all of the applicable 
approaches developed are based on holistic representations known as templates.
The starting point of numerous face recognition studies and lines of investigation were (and 
still aie) algoritluns based on principal components analysis [112]. However, tliere aie otlier 
popular approaches proposed in the literature like linear discriminant analysis (LDA or Fisher- 
faces) [6], local feature analysis (LFA) [71] and support vector machines (SVM) [43]. Suc­
cessful design and implementation of a face recognition algoritlmi can result in robust system 
architecture and can boost its performance.
A typical face-verification system (FVS) consists of tliree basic modules and each module is 
composed of a sequence of steps (see Figure 1.4). The first module (see Figure f.3) normalises 
all input face images. The goal of this module is the transformation of tlie facial image into a 
standard format, where var iations tliat can affect recognition performance are either removed or 
attenuated. In the first step, a low-pass filter or compression is applied to tlie original image so
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as to remove the high-frequency noise. Compression can be used here to save storage space and 
reduce transmission time. Step two, adjusts the face in a standard position by using rotation, 
scaling and translation of the centre of the eyes to fixed locations (therefore removing variations 
in orientation, size, and location of the face in an image). Step three, masks the hair, cloths and 
background pixels to prevent the interference of image variations that are not directly related 
to the face with the verification process. Step four, performs illumination correction that can 
critically affect system performance.
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Figure 1.3; An original cropped 55x51 image and the results of several steps in the normalisa­
tion module. CR=Compression Ratio.
The second module extracts the suitable features for every subject in the training set. When 
a linear feature extraction method is employed such as PCA and LDA, the extracted features 
define a subspace of the original image space. Each subject has its own representation in the 
subspace where a better discrimination is achieved compared to the original image space.
Finally, the third module performs the recognition/verification. A face recognition system de­
termines whether or not the face in a probe (either a new image of an individual in the gallery 
or not in the gallery) is of a person in the gallery (the set of known individuals). Therefore, this 
module compares the features extracted from the probe image with the representations of all 
subjects in the training set. This comparison is performed by using a suitable metric to find the 
nearest subject. The circumstance of verification is a special case of recognition, where only 
the subject identity claimed from the test probe is considered. The claim is either accepted or 
rejected (or more generally, a confidence in the validity of the claim is made) by the classifier. 
The critical parameters in this step are, the subset of eigenvectors used to represent the face (in
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either the PCA or LDA method), and the similarity measure used by the classifier.
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Figure 1.4: Block diagram of a typical face verification system.
1.1.5 Evaluation
System evaluations are conducted by following an evaluation protocol. Such a protocol states 
how the test is conducted. This includes the quality of the images and the number of images in 
the training and testing sets, how the system is tested (the testing configuration employed), and 
how the performance results are computed, formatted, presented and compared. In this work, 
the optimisation problem investigated is evaluated via a set of experiments using the XM2VTS, 
BANCA, FERET and FRGC2 database. In order to model a system that is installed in one 
location or that might be installed at different locations, where possibly different cameras are 
employed, and different background and illumination conditions are used, a number of testing 
configurations are considered from the above datasets. Different sets are used to generate the 
initial statistical model (see Section 3.4), while either the same or a different set is employed 
for testing the system.
In this thesis, the system performance levels of the verification system are measured in terms of 
half-total error rate (HTER) on the test set of each protocol obtained using the Equal Error Rate 
(EER) threshold. This is determined from the Receiver Operation Characteristic (ROC) curve 
[26] computed on an independent evaluation set. Both ROC curves on the evaluation as well 
as on the test set are employed to produce additional information about the system behaviour.
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1.2 Objectives
The methodology followed in this work to design a face verification system that is smart card 
based is a very complex process with many subproblems to consider. The main objectives of 
the research described in this thesis are the following:
• To identify the key parameters that affect the design of a smart card face verification 
system.
• To take into account in such a design, the severe engineering constraints and limitations 
imposed by smart cards.
•  To develop optimisation procedures to define the best parameters that satisfy the con­
straints. In those procedures the optimisation criteria considered are: system perfor­
mance and system complexity in terms of memory, computational time (speed) and over­
all design time.
1.3 Overview
The design of a biometric/ace verification system (FVS) [112] starts with the selection of a 
suitable suite of algorithms, which then have to be ported to a target platform on which the 
biometric process should run. In some cases this may be a relatively simple task, involving 
the adaptation of the parameters of the implemented algorithms to the application envisaged. 
However, if the target platform is a small platform, the computational and performance aspects 
of the biometric process have to be investigated with a view of finding an acceptable trade-off 
between the system complexity and the verification accuracy. In other words, the choice of the 
right methodology depends on the hardware used. A different strategy should be adopted when 
the biometric process runs on a PC/server (off-card processing) or on a small platform (on-card 
processing), since different constraints have to be considered for each case.
One of the most challenging requirements is to implement a face verification system on a smart 
card [93]. This is because the porting of algorithms on such devices, which impose extreme 
restrictions in terms of memory, communication bandwidth and speed of processing, requires 
all implementation issues to be revisited to find an acceptable solution.
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The special considerations raised on smart card face verification systems (SCFVS) can be 
summaiised as follows:
•  The verification algoritlim needs to be computationally simple.
• The size of the biometric template to be stored on the card needs to be small.
• The probe image should be transferred to the smart cai'd very fast.
•  Smart cards do not yet have floating point co-processors so tlie number of matliematical 
operations need to be limited and the number bit representation reduced.
By considering all implementation issues when designing a SCFVS, the overall challenge is to 
identify the trade-off among tlie system performance (as measured by the verification error), 
computational complexity and resource requirements.
The main objective of this thesis is to identify the key parameters that affect the design of 
a SCFVS and overcome the severe engineering constraints and limitations imposed by smart 
cards. The approach is based on tlie client specific linear discriminant analysis technique 
(CSLDA) [50], a computationally simple face verification algorithm that can be effectively 
adopted on smart cards.
The work starts witli tlie presentation of tlie generic modular CSLDA based SCFVS. This sys­
tem consists of three basic modules, normalisation, feature extraction and decision-making. 
The last two modules are implemented on die card achieving privacy and security benefits. 
Each module is composed of a series of basic steps, where the role of each step is fixed. How­
ever, a number of key parameters are systematically vaiied in some steps to investigate the effect 
on system peiformance, and system complexity in terms of speed and memoiy management. For 
example, the image-filtering step involved in the normalisation module is less complex when 
binomial filtering is used, has low memory requirements and performs relatively well. Never- 
tlieless, Gaussian filtering has also been examined. This is because Gaussian distribution can 
be an excellent approximation to binomial distribution. However, tlie advantage is that for a 
given kernel size of tlie filter used (i.e. 1 x 1 1 ), binomial filter has a fixed bandwidth whereas 
in the case of Gaussian tlie bandwidtli factor a can be controlled.
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In order to measure such an effect in a simplified search space, a number of parameters is se­
lected out of the complete parameter set involved in a generic SCFVS. The simplified search 
space is needed because the complexity of the system, in terms of the number of processing 
stages and system design parameters, is too large. Moreover, the parameters are not indepen­
dent and therefore the search space is of exponential complexity. Based on an earlier research 
work, on which a generic SCFVS was proposed [49], a number of parameters were recom­
mended for general studies that resulted in acceptable performance results (as measured by the 
verification error). This baseline parameter set (BPS) includes grey level resolution, spatial 
resolution, geometric and photometric normalisation. However, in this thesis, the effectiveness 
of the BPS is questioned and the system limitations are investigated with reference to an ex­
tended parameter set (EPS) shown to be generally applicable to a wide range of application 
scenarios. The EPS includes the BPS as well as the following parameters, fixed point number 
representation, image compression and size of the development set.
In tliis work, one way to simplify the optimisation task is by setting the parameters of the pre­
processing stage of the system to default values, and optimising over the remaining parameters 
of the EPS, which are the grey level and spatial resolution, the bit precision of the fixed point 
data type used, and the level of JPEG compression. One or two of those parameters are op­
timised at a time and finally jointly. Alternatively, the parameters of the pre-processing stage 
are included in the optimisation process and an optimisation of PCA dimensionality based 
on exhaustive search is performed. However, in this way system complexity is considerably 
increased.
A parameter that is considered critical when evaluating a SCFVS is the development set size 
effect on system performance. This is investigated extensively in order to identify the optimum 
range that the development set can be limited to when different databases are employed.
Since the choice of the optimisation strategy of the SCFVS is determined mostly by the compu­
tational complexity involved, it is important to know the specifications of PC used to perform 
the experiments: processor type Intel(R) Xeon(TM) CPU 3.00GHz, 2GByte RAM, 1024KByte 
cache size/CPU, under Linux 2.6.11.4, SUSE Linux Release 9.3.
In this thesis, it is hoped that all tlie above challenges are addressed by investigating various 
aspects of the SCFVS.
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1.4 Contributions
The contributions made in this tliesis to the investigation of the SCFVS, in the context of the
CSLDA teclmique, can be summarised as follows:
Face Verification Architecture using Sm art Cards A smart card based face verification sys­
tem is proposed in which tlie feature exhaction and decision making is performed on the 
card. Such architecture has many privacy and security benefits. As smart cards are 
limited computational platforms, tlie face verification algoritluns have to be adapted to 
limit the facial image representations. This minimises the information needed to be sent 
to the card and lessens the computational load of tlie template matching. Studies per­
formed on the BANCA, XM2VTS and FERET databases demonstrate that by limiting 
these representations the verification performance of the system is not degraded and tliat 
the proposed architecture is a viable one.
Optimisation of a SCFVS when pre-processing is fixed The effect of an optimisation strat­
egy to be applied to image data in our smart card based face verification system is in­
vestigated. Accordingly, tlie system arcliitecture is tested by keeping the pre-processing 
stage of the S}>sfeni fixed and considering the trade-off between peiformance versus the 
improvement of memory and bandwidth management. Two ways of performing the 
optimisation have been considered: the Independent and the Joint Optimisation Frame- 
M>ork. The studies have been performed on tlie XM2VTS, BANCA and FERET databases 
demonstrating that the judicial choice of spatial and grey level resolution as well as JPEG 
compression settings for face representation can optimise verification error. It has been 
shown that the use of a fixed precision data type does not affect system performance 
very much but can speed up tlie verification process. Since the optimisation fiamework 
of such a system is very complicated, tlie search space is simplified by applying some 
heuristics to tlie problem. In tlie overall adopted suboptimal search strategy one or two 
parameters are optimised at a time and then jointly (assuming that their effect is in­
dependent). The system has been evaluated using half total error rate (HTER) as tlie 
performance criterion. The conclusions reached on different databases indicate that the 
selection of the optimum parameters may call for different optimum operating points.
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Optimisation of a SCFVS when pre-processing is not fixed An alternative system design is 
introduced where the pre-processing stage is included in the optimisation process, by 
studying the effect of PCA dimension optimisation on the performance of the SCFVS. 
The study is performed using the XM2VTS database. The results of the experiments 
show that tlie number of PCA components that correspond to 95% of the total energy 
does not result in the optimum system performance. A design strategy where the number 
of PCA components m is optimised, after the careful choice of the right Gaussian filter­
ing parameters, can improve performance. However, such an effort is computationally 
costly and tlie choice of filtering parameters and m are protocol dependent. An alterna­
tive solution that achieves high performance while avoiding such a complexity can be 
obtained by removing the low-order eigenvectors. This can be done by optimising the 
binomial filtering parameters while keeping the rest of the normalisation stage the same.
Selecting Alternative Optimisation Strategies The optimisation of a smart card face verifi­
cation system (SCFVS) design is a complex task. As the parameters involved are not in­
dependent, the search space is of exponential complexity. Simplified optimisation strate­
gies are investigated and it is demonstrated that both system performance and speed of 
access can be improved by jointly optimised parameter setting and level of probe com­
pression. Experimental results suggest that the choice of one strategy over another is a 
matter of the amount of time available for the system design, system performance and 
response time.
The Effect of Development Set Size on System Performance The effect of development set 
size on system performance (as measured by the verification error) is investigated. The 
study is performed using the FERET and FRGC2 databases to construct development 
training sets of varying size, while XM2VTS was used to test the system. Surprisingly, 
the achievable performance levels off relatively quickly. Increasing the size of the de­
velopment set does not bring any benefit. On the contrary it may result in performance 
degradation. This finding appears to be development set independent. However, the 
choice of the development set size is protocol dependent.
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1.5 Outline of thesis
In tins thesis a SCFVS is proposed and different design strategies were introduced. The thesis 
is organised as follows. Chapter 2 resents a literature survey of research on face verification 
methods and systems closely related to the focus of the thesis and on the Biometric and Smart 
Card Technology.
In Chapter 3 tire conventional and tire proposed SCFVS architecture is described. In such 
architecture, tire featine extraction (which is the core of the system) and decision-making is 
performed on tire card increasing tire overall seciuity and privacy of the system. The drawbacks 
and the suggested solutions of tire novel architecture is presented, proviirg that it is a viable 
one. Then, tire basic optimisation framework of this novel architecture is analysed. It involves 
a description of the SCFVS used in tire experiments conducted, the specifications of the smart 
card employed in this thesis, the limitations of the small platforms, and finally, tire face datasets 
and experimental protocols used to corrduct the experiments.
In Chapter 4 tire first optimisation framework is described, in which the pre-processirrg stage is 
fixed. The adopted suboptimal search strategy is presented where orre pararrreter is optimised 
at a time. Then joint optinrisation strategy is covered, where the optimisation of orre stage in 
tire sequence is carried out for the parameters of tire subsequent stages. The advantages and 
disadvantages of this framework are analysed.
To overcome those problems an alternative system design is irrtroduced in Chapter 5, where the 
pre-processing stage is included in the optinrisation process. Gaussian filtering is considered 
as an alternative of binomial filtering. Moreover, the optimum rrumber of PCA componeirts 
needed by the system is investigated when optimum Gaussian filtering parameters are used. 
The removal of the low-order eigeirvectors after optimising the filtering parameters in the nor­
malisation stage is also examined.
Two furtlrer design issues that can be adopted in any design shategy are also presented in this 
thesis. The first one investigates the two alternative system optimisation approaches and the 
effect of compression on fire resulting design. This is described in Chapter 6. The second is the 
effect of developmeirt set size on system performance described in Chapter 7.
Chapter 8 summarises the achievements of tlris thesis. Possible future work in the SCFVS is
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outlined and finally conclusions are drawn at the end of this chapter.
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Chapter 2
Discussion of Related Work
Typically, tlie problem of designing a smart card face verification system involves tliree major 
aspects:
• Biometric technology, and in particular face biometric technology.
•  Face recognition, and in particular" face verification systems including face detection, 
normalisation, feature extraction and ver ification.
•  Smar t card teclmology and its relation to the problem of biometric personal identity 
verification.
In this chapter an effort is made to restrict the boundaries of the above aspects in the context of 
the SCFVS investigated. A brief review on the related research work in the literature is given.
2.1 Introduction
Automatic verification of personal identity using facial images, where the verification is per­
formed on a SC, is tire central topic of tliis thesis. This problem can be stated as follows. Given 
two face images, it must be automatically determined whether they are two images of the same 
person or of different persons.
A typical biometric system is devoted to verify or recognise tlie identity of a person. Dining 
tlie emolment phase, images of the users face are talcen and used to create a template. During
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the production phase, images of user’s face are recorded again when the user’s identity has 
to be verified, A decision on the person’s identity is taken on the basis of the comparison 
between the template and the new images. In a conventional architecture of a face verification 
system, the biometric template is stored in a database on the server where the verification 
is also carried out. This mode of operation raises many privacy and security issues, which 
compromise user acceptability. To alleviate these problems, a favoured system set-up can be 
used, a localised ar chitecture where the biometric template is stored on a SC together with the 
verification algorithm.
Although this thesis discusses a state-of-the-art SCFVS architecture, the majority of the work 
reported in the literature is dealing with fingerprint verification system architectures. The in­
tegration of a facial biometric in a SC is a very delicate topic since it is a new research field 
and there is a lot of competition between the organisations that are developing or planning to 
develop such a product. Therefore, in most cases extended information is not disclosed on the 
architectures and processes used on SC-based facial biometric verification systems.
Because of the restrictions that smart cards impose, the technology is concentrated on frontal 
view face intensity images. Although colour information is occasionally used for feature ex­
traction in a face verification system, it requires additional memory and process cost. Even 
for a high specification card (fast processor, adequate flash memory) the use of colour images 
is out of consideration. Therefore, the focus of the literature review in the face recognition 
section is on grey-level face images that are exclusively employed in this thesis.
In this work the problem of designing a SCFVS is systematically approached. In order to 
understand and support the novelty of this effort three key topics are visited. Firstly, the topic 
of biometrics is generally discussed to provide with the basic knowledge of the issues involved 
in biometric identification systems. Then the topics discussed in relation to this work are the 
problem of face recognition, the SC technology and its combination with biometric systems. 
The key issues relevant to this work are the existing architectures of biometric systems, the 
privacy and security concerns, the face verification algorithm that can be adopted depending 
on the architecture (server-based, smart-card-based) employed, and finally the complexity and 
limitations of the overall system.
The rest of the Chapter is organised as follows. Section 2.2 presents a literature survey related
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to the technology of biometrics. It includes basic definitions, the features of biometric identi­
fication systems, and otlier biometric issues such as the seven pillars, evaluation of biometric 
systems, security, privacy and biometric standards.
Section 2.3 presents a literature survey related to the face recognition technology. It includes 
basic definitions, a summary of past face recognition approaches, emphasising more on the 
biometric verification systems tliat are using smart cards and employ also the face modality.
Finally, Section 2.4 describes the history of smart cards. Then, after describing the SC basics, 
tlie review is focused on the combination of cards and biometric personal identity verification.
2.2 Biometric Identification Systems
Many people today believe that biometric technology is a new idea. However, there is no 
doubt that biometric identity verification was successfully employed by Khaseken in ancient 
Egypt several thousands of years ago and other achievements in the field followed from the 
early 19th century onwards [3]. The significance of biometrics has been increasing over the 
years [115, 25] with a huge development in the field especially within tlie last ten years, as 
presented in the latest Biometrics Market and Indiistiy Report 2006-2010  ^ % but also in [23].
Basic Biometric Concepts
The identity of a person can be verified or recognised using the following three building 
blocks [57]:
1. Ownership: soriietliing a person processes like a key or a token.
2. Knowledge: something a person knows like user-id or PIN code and
3. Human characteristics by using a biometric template.
These blocks formulate the basic model of the recognition process. Following this model a 
suitable definition of biometrics is “The automated use of physiological or behavioural charac­
teristics to determine or verify a person’s identity”[35]. Examples of physiological biometric
^Link : “/ittp ; //xow w .biom etricgroup.com /reports/pxiblic/m arket-report.h tm r
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features include height, weight, body odour, the shape of the hand, the pattern of veins, retina 
or iris, the face and the patterns on the skin of thumbs or fingers (fingerprints). Examples of be­
havioural biometrics are voice patterns, signature and keystroke sequences and gait (the body 
movement while walking).
Biometric characteristics can be considered as a bridge between an identity record and the in­
dividual this record belongs to. Therefore, a trusted method is established that strongly links 
the stored identity with the physical person it represents. This type of biometric identity verifi­
cation is desirable and needed on many occasions.
Biometric Verification Systems; Technological Issues
The first step of a generic biometric verification system, is the enrolment of individuals, where 
the biometi'ic template is created associating the identifying features with the individual. The 
other basic steps are sample acquisition, where the biometric data are collected using the appro­
priate sensor. Feature extraction, where the distinctive characteristics from a biometric sample 
are located and encoded in order to generate a template (the extracted feature values). Quality 
verification, where a reference image or template is established by repeating the previous two 
operations until it is ensured that the system has captured and recognised the data correctly. 
Storage of reference template, where the reference template is registered. Matching, where the 
real-time input data from an individual are compared against the reference template or image. 
Finally, decision, where the result of the matching step is used to declare a result, in accor­
dance with a decision threshold. For the verification task, the result of the comparison between 
a verification template and an enrolment template establishes the validity of a claimed identity 
[29].
Depending on the design of the verification system, the match can be performed in different 
locations. The options are on the processor that is used to acquire the biometric sample data, 
on a local PC or on a remote server, and finally on a portable medium such as a SC. In the later 
case the SC should be equipped with a strong enough processor.
Two types of verification can be envisaged: with centralised storage or distributed storage. In 
the first case, all biometric data and the associated identities are stored in a central database.
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The matching can be done eitlier locally on the device temporaiily storing the acquired sample, 
or remotely by the hardware that stores tlie sample acquiied during enrolment.
In the second case, tlie biometric data is stored in a memory device that is carried by the 
individual, that is a SC or a chip integrated into an identity document. The matcliing can be 
done either by the verification system (the local host tliat retrieves tlie biometric data from the 
memory device and does the comparison with the live sample) or by the memory device itself 
(if it is sophisticated enough to perform the verification).
Evaluation of Biometrics
The evaluation whether a particular body characteristic is suitable for biometric use can be 
done based on the seven criteria reported in [35]: universality, distinctiveness, permanence, 
collect-ability, performance, acceptability, and resistance to circumvention,
A brief comparison of different biometric tecliniques (face, fingerprints, ills etc.) based on the 
above seven factors is provided in Table 2.1. The apphcability of a specific biometiic technique 
depends heavily on the requirements of tlie application domain. It is not possible to suggest 
a single technique that can out perform all the others in all operational environments. In this 
sense, each biometric technique is admissible and there is no optimal biometric characteristic. 
For example, it is well known that both die iris based techniques are more accurate than the 
face-based technique. However, in a real-time access control environment (i.e. airport), the 
face-based technique may be preferred since it is widely accepted (more user friendly) and the 
face-data can be more easily collected.
Table 2.1: Comparison of various biometric technologies based on the perception of the autiiors 
of [36]. High=H, Medium=M, and Low=L. Courtesy of [36]
Biometric identiBer Face Fingerprint Retina Voice Iris
Universality II M H M H
Distinctivcness L II H L H
Permanence M H M L H
Coilect-ability H M L M M
Performance L H II L II
Acceptability II M L H L
Circumvention II M L H L
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Once a particular body characteristic is selected for biometric use, the biometric system devel­
oped can be evaluated [85] based on the some important parameters:
• Security: the methods and protocols used to protect the application.
•  Privacy: data confidentiality.
•  Usability/Convenience: if the application is easy to use and secure to use.
• Acceptability: if the users can easily accept the developed biometric application.
Comparative studies of Biometric Identification Systems are presented in [2, 83]. In these stud­
ies the accuracy of different verification/identification mode systems is investigated of various 
biometric modalities. Moreover, the necessary effort to spoof these systems was assessed as 
well as the influence of the various system parameters and environmental factors on the identi­
fication reliability of the systems was studied.
An introduction to evaluating biometric systems is given by [78], and more recently in [67] in 
a study performed by the Dutch government. These studies were concerned in particular with 
tlie question of what biometric technologies would be most suitable for combating look-alike 
fraud. From the findings of this study it was concluded that the finger scan would be the best 
biometric technology to combat look-alike fraud.
Relevant work about testing biometric systems is presented in [35, 82, 54]. For example in 
[82] a framework is provided for developing and fully describing test protocols. The authors 
considered also the ways to avoid systematic bias due to incorrect data collection or analytic 
procedures in evaluations. Finally, a lot of effort was done to improve the understanding of the 
limits of applicability of test results and test methods.
Security - Privacy - Standards
From the above parameters employed to evaluate a biometric system the protection of the 
biometric data is maybe of highest priority. Biometric data are just a bit string not different 
than any other key (i.e. passwords, PINs) and when they are stored in a system they must be 
protected.
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Since it is easy for anyone to obtain a biometric characteristic (faces can be photographed, 
voices can be recorded, fingerprints can be taken from doors or glasses), the security level of 
an identification system (the degree to which it is difficult for a third party to circumvent it), 
depends on tlie entire system architecture, not only on the teclmology used.
From a data protection point of view, a number of pertinent questions that need to be answered 
are as follows: what data are stored, how are they stored (centrally in a database or decenhalised 
on smart cards), who has access to the data, for what pmposes can the data be accessed, etc. 
Answering these questions (and whether they are compatible witli existing legislation), depends 
mostly on tlie system architectiue and are only marginally related to the characteristics of 
particular biometric techniques.
The security and privacy concerns hi biometric recognition systems are discussed thoroughly 
in [81]. The problem of enhancmg the privacy and prevent misuse of biometric templates 
is analysed in [51]. The domain of biometric identification and tlie application of privacy 
enhancing technologies is investigated in [9].
Since data protection is of greatest importance, several standards and specifications have been 
developed. This problem along with the general usability of biometrics in relation to electronic 
signatures is discussed in [100]. Finally, the “State of Biometric Teclmology Standards” report 
by the International Biometrics Group [28] provides critical information on standards relevant 
to biometric products, applications, and deployments.
Limitations of Biometric Systems
Even though biometric systems are successfully used in various applications they do not achieve 
100% system performance. Based on the tests performed on tlie tluee most popular biomehic 
traits (see Table 2.2) there is plenty of scope for improvement in biometrics. However, minimis­
ing the error rates of a biometric system is not the only limitation that researchers in the field 
are concerned witli. Biometric systems tliat operate using any single biometric characteristic 
have also the following limitations:
•  Informational Content:
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Table 2.2: State-of-tlie-art error rates associated with fingerprint, face, and voice biometric 
systems. The accuracy estimates of biometric systems are dependent on a number of test 
conditions. FAR = a claim falsely accepted to be a match and FRR = a claim falsely rejected 
to be a non-match. Courtesy of [36].
Test Test Condition FRR FAR
Fingeiprint FVC2002 Users mostly in the age group 20-39 0.2% 0.2%
Face FRVr 2002 [771 Enrolment and test images were collected 
in indoor environment and could be on 
different days
10% 1%
Voice NIST 2000 Text dependent 10-20% 2-5%
-  Noisy data: The biometric data captured by a sensor might be noisy or distorted. 
For example, a scratch on a face, or a fingerprint with a scar are noisy data. How­
ever, noise may be the result of a defective or improper maintenance of a biometric 
sensor (accumulation of dirt on a camera) or unfavourable environmental condi­
tions (poor illumination effect on a user’s face in a face recognition system). The 
problem of noisy biometric data is that they affect the informational content of the 
images in that way that they may result in either an incorrectly match or incorrectly 
mismatch witli a template in the database (increasing the false acceptance error or 
false rejection error respectively).
-  Intra-class variations: There are three typical cases where the captured biometric 
data (i.e. face data) used to generate the template during enrolment, are very differ­
ent from the data captured during authentication. Firstly, a user may be incorrectly 
interacting with the sensor (e.g., in the case of a face, a smile, the distance to sen­
sor or a head rotation). Secondly, the sensor characteristics may be modified (e.g., 
by changing cameras) during authentication. Last but not least, the individual’s 
psychological make-up may vary severely at various time instances (e.g., an illness 
may affect the face trait).
-  Inter-class variations: There are chances that a biometric trait does not vary sig­
nificantly across individuals. For example, different face images of different in­
dividuals may construct the corresponding feature sets that they may suffer from 
large inter-class similarities. This limitation restricts the discrimination capability 
provided by the biometric trait.
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•  Non-Ujiiversality: When some users do not possess a particular' biometric trait (entirely 
or under certain circumstances). A face biometric system, for example, may be unable to 
extract features from tlie face of an individual or capture images of sufficient quality, after 
it is heavily injured on the face or wear ing a hat respectively. In the case tliat a fingerprint 
biometric is employed, the problem may be more serious when dealing witli poor quality 
ridges on the fingerprint. Thus, tliere is a failure to enrol rate (FTE) associated with 
using a single biometric trait.
• Spoof attacks: An impostor may attempt to spoof the biometric trait of a legitimate en­
rolled user in order to circumvent the system [29]. This type of attack is mostly expected 
when behavioural traits are used such as signature and voice. However, physical traits 
are also susceptible to spoof attacks. For example, it has been demonstrated that it is 
possible to present an image (i.e. a photo or upon the notebook’s display) to circumvent 
a face verification system [111].
•  System Complexity: System design and performance is affected by tlie specifications (i.e. 
computational power, storage capacity) of the biometric verification system (server/PC 
or SC) used, the simplicity of tlie verification algorithm, and tlie size of the biometric 
template that has to be stored and used for computation.
2,3 Face Verification
A Face Recognition System is used to identify one or more persons from still images or a video 
image sequence of a scene by comparing input images with faces stored in a database. Face 
recognition systems employ automated metliods to identify a person based on his/her physio­
logical char acteristics. The challenges associated witli such a system can be attributed to factors 
such as pose, presence/absence of structwal components (glasses, hair), facial expression, oc­
clusion, image orientation, imaging conditions (illumination and camera characteristics) and 
some additional factors like race, age and gender.
The face modality is widely used in real world applications because of its advantages over other 
biometr ic modalities. The most important advantage is the fact tliat it is very well accepted by 
the users. Moreover, people use mainly face to identify each other in everyday life, and the face
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modality is non-intrusive and contact-less, in the sense that there is no need to interfere with 
a sensor as for other modalities. When verification is performed the user is not disturbed so 
much, since he/she needs only to be present in front of a camera. Also, an additional advantage 
of using the face modality is that the cost of the sensors is low. Nowadays, even a cheap web­
cam can provide 25 frames per second at a resolution of 640 x 480 (i.e. the Philips SPC 900NC 
web-camera).
Face recognition actually deals with two tasks : identification and identity verification. Based 
on the face image information, the aim of identification is to find out the identity of a given 
individual out of a set people, through the use of pre-recorded faces images. On the other hand, 
face verification has to discriminate between two kinds of events: either the person claiming a 
given identity is the true claimant or that person is an impostor.
Many techniques have been proposed for face recognition. The most popular approaches to 
face recognition are based on either the location and shape of facial attributes (eyes, eyebrows, 
nose, lips, and chin and their spatial relationships), or the overall analysis of the face image that 
represents a face as a weighted combination of a number of canonical faces. Several approaches 
to modelling facial images are Principal Component Analysis, Local Feature Analysis, neural 
networks, elastic graph theory, and multi-resolution analysis.
A considerable amount of research effort is devoted to automatic face recognition. One evi­
dence is the Face Recognition Vendor Test (FRVT) [77] carried out in 2002. It showed interest­
ing and promising results but also provided new research directions. Actually, this test reveals 
improvements in the last few years concerning face recognition applied to indoor images under 
controlled lighting conditions. Surprisingly in this test and contrary to the results presented in 
Table 2.2 the best systems identified are comparable to results obtained with fingerprint anal­
ysis. Among other important conclusions, FRVT was that research had to be made in order to 
cope with recognition across time, meaning the performance of the tested systems decreases as 
the time elapsed between the gallery image and the probe image grows. Moreover, a detailed 
survey for face recognition was presented by W. Zhao et al. in 2003 [121], in which one of 
the major factors identified as affecting the performance of face recognition algorithms was the 
normalisation.
Even though the verification performance of the commercially available face recognition sys-
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Figure 2.1 ; The different sub-tasks of a smart card face verification system leading to the final 
decision.
tems is reasonable [75], a number of restrictions is imposed on how the facial images are 
obtained. This is because capturing a face sometimes requires a fixed and simple background 
or special illumination, pose and expression. Additional restrictions are imposed and the over­
all design becomes more complicated when the design involves the integration of a smart card 
to perform the task of on-card verification [93].
Four major problems have to be solved in the design and implementation of a face verification 
system that is smart-card-based; segmentation (detection) of a face from a given image, nor­
malisation of the face region, feature extraction and on-card verification. From the sequential 
process in Figure 2.1, it appears that the verification sub-task relies on the use of a smart card 
and therefore on the successful adaptation of the verification technique on the smart card. In 
other words, if the verification technique fails to be ported on a smart card, the whole verifi­
cation process fails. After selecting the right verification algorithm, the design of the system 
and its resulting complexity and performance efficiency is influenced by the right parameter 
selection of the normalisation and feature extraction modules.
In the problem of designing a sman card face vérification system (SCFVS), the modules of 
normalisation and feature extraction are more thoroughly covered. Therefore, more emphasis 
in this study will be given on the normalisation and feature extraction module. However, the 
face detection is not neglected as the verification system in its entirety relies on it.
The rest of the section is organised as follows. Although not central to the thesis, some face 
detection methods are very briefly reviewed afterwards in subsection 2.3.1, in order to give 
a context to the reader. In subsection 2.3.2 the module of normalisation is covered, while in 
subsection 2.3.3 the module of feature extraction is discussed. Since verification is performed
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on tlie card, the study of this module will be covered in Section 2.4.
2.3.1 Face Detection
Numerous methods have been proposed to detect faces in a single image or in a video se­
quence. A recent literature review can be found in [118]. Single image detection methods can 
be classified into four categories;
1. Knowledge-based methods (NBM): Rule-based methods, which encode human knowl­
edge of what constitutes a typical face. Usually, the rules capture the relationship be­
tween facial features. The method’s drawback is the difficulty in translating human 
knowledge into well-defined rules.
2. Feature invariant approaches: In these approaches, the aim of the corresponding algo­
rithms is to find structural features (that exist even in the case of variation in pose, view­
point, or lighting conditions) and then use these features for face localisation. In [102] a 
localisation method was proposed to segment a face from a cluttered background. Graf 
et al.[27] developed a method to locate faces in grey scale images. Leung et al.[46] 
developed a probabilistic method to locate a face in cluttered scene. Finally, Yow and 
Cipolla [119] presented a featured based method using evidence from visual images and 
their contextual information.
3. Template matching: Several standard patterns of a face are stored to describe the whole 
face or its features separately. The correlations between these stored patterns and the 
input image are computed for detection. Craw et al. [19] presented a localisation method 
based on frontal-view face. A comparison of geometrical feature-based matching with 
template (statistical feature) matching presented by [15] favours the statistical feature 
based matching approach.
4. Appearance-based methods: In contrast to template-matching, models (or templates) are 
learned from a set of training images which should capture the representative variability 
of facial appearance. These models are then used for detection. Approaches to these 
methods are the eigenfaces approach applied in the FR problem by Sirovich and Kirby 
(1990)[103]. Another approach is the distribution-based method. A system based on
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that method was proposed by Sung and Poggio [107]. Other approaches are Neural 
Networks, Support Vector Machines, Bayes classifiers and Hidden Markov Models.
2.3.2 Normalisation
One requirement on face images, botli for the example set fed to principal components and for 
new images projected onto face space, is tliat they be geometrically normalised so that facial 
features line up across all images, as well as photometrically normalised to achieve illumination 
correction.
For geometric normalisation[74, 49], a grey-level interpolation technique can be employed, 
which deals with the assignment of grey levels to pixels in the spatially tr ansformed face image. 
Nearest neighbour, assigns each grey level value of the non-interpolated face image
to tire closest pixel located at (x, y). The drawback of this metliod is that it produces some 
undesirable artefacts. Cubic interpolation is a more sophisticated interpolation method in two 
dimensions. Witli this metliod, the value f(x, y) of a function f a t a  point (x, y) is computed as a 
weighted average of the nearest sixteen pixels in a rectangular grid (a 4x4 aiTay). Even though 
smoother results are achieved, this method suffers in terms of computationally complexity. A 
reasonable compromise that is employed in this thesis is the use of bilinear interpolation, that 
uses tlie grey levels of the four nearest neighbours to interpolate each grey level value 
of tlie non-interpolated face image.
In practice, in order to perform geometric normalisation many different steps are involved 
before the grey-level interpolation technique selected can be employed. An interesting exam­
ple of the overall process of tlie geometric normalisation followed in our work is thoroughly 
described in tlie Appendix of this thesis.
Dealing with the problem of geometiic normalisation is a challenging task. An even more chal­
lenging task (in the normalisation stage) is to cope with illumination variation and its effect on 
the performance of face recognition systems, since different illumination conditions can pro­
duce very different images of the same object. As described by Adini et al. [1] the recognition 
difference between two face images of the same individual taken under varying lighting con­
ditions (image variation due to lighting changes) is larger than tlie difference between any two 
face images (different personal identities) taken under the same lighting conditions.
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Two main different approaches are being used and generally studied to circumvent the problems 
induced by illumination variations: model-based approaches and pre-processing algorithms.
Model-based approaches
Model-based approaches try to model the object of interest under arbitrary lighting conditions. 
They cannot be dissociated from the classification procedure. Contrary to pre-processing algo- 
ritluns, these approaches require a training set containing several images of the same individual 
under varying illumination conditions. In the training phase, a model for every identity is de­
rived, which will be used for the recognition purposes. The algorithms associated with these 
approaches are called generative, since they generally have the abihty, based on the derived 
model, to synthesise images of an object under a wide variety of lighting conditions.
In [5] Belhumeur and Kriegman illustrated that the set of images of an object seen under arbi­
trary lighting conditions is a convex cone \  which lies in a low-dimensional subspace of the 
image space.
Wang et al. in [114] also showed that the set of images of an object under varying lighting 
conditions is convex. Based on that they showed that the linear combination of two different 
illuminated face images of the same person is still a face image of the same person. Thus, a 
face model is obtained by constructing the subspace from sampled face images under different 
lighting conditions. In the framework of face recognition, interpolation is used to find the 
lighting condition of the probe image. Moreover, according to the lighting conditions of the 
probe image, every image in the gallery set is re-lighted prior to comparison.
Pre-Processing Algorithms
The second approach deals with pre-processing only (no matter which kind of classifier is 
used) trying to modify the input image, and turn it into in a more suitable representation for
'a  subset K of a vector space U is a convex cone if and only if  arr +  bt/ €  K ,  for all positive scalars a, b of 
U, and any x, y in K. The condition can be written in a more concise form as “a K  +  bK  =  K ”, for all positive 
scalars a, b of U. The concept has more meaning for any vector space that can allow the concept of positive scalar. 
For example spaces over the rational, algebraic, or (more commonly) the real numbers.
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recognition purpose. For example, histogram equalisation is a well-known case of such pre­
processing algorithm. This approach can be furtlier divided into operations used to enhance 
the original image, and operations that compensate for illumination conditions, based on the 
properties of tlie human visual system.
Lets briefly describe some simple pre-processing algoritlims for image enhancement, in which 
the operations presented generally act directly on the dynamic range of the image and regard­
less of tlie image content:
•  Histogram Normalisation (HN): It consists in stretching tlie image dynamic range so 
that it fits the dynamic range of die display medium (or any given interval). If the his­
togram of tlie original scene R staits at Vmm and extends up to rmnx brightness levels, 
then the image can be scaled up so that the pixels in the new image I of spatial resolution 
K  X L lie between a minimum output level N,nin and a maximum level N^ nax- This is 
done simply by scaling the input intensity levels according to the following foimula:
4 ,y =  ^  (f'æ.y -  ■ 'w )  +  N m in  V.T €  1, I f  and y G 1,L (2.1)' max ' min
where Ix,y represents tlie new normalised brightness level of the pixel in (x,y) position 
of image /.
• Histogram Equalisation (HEQ): HEQ is a non-linear image enhancement method aim­
ing to highlight image brightness in such a way that is particularly suited to human 
visual analysis. It is very useful in face verification systems since it improves the ver­
ification performance [48]. Specifically, in HEQ the distribution of pixels in the image 
is transformed in order to obtain a uniform-distributed histogram. For this purpose, the 
probability of each grey level g in the image is computed:
P{9) =  I  (2.2)
where Ug is the number of pixels with value g and N is the total number of pixels. 
Following that, the distribution of the grey level value g is transformed with tlie use of 
tlie following formula :
9new =  ~  (^ 3)
i= 0  i= 0
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Figure 2.2 shows the effect of the equalisation [63,84,64] on the face features. There, an 
example of a probe/template image (taken from XM2VTS database) and their histograms 
before and after equalisation can be viewed.
y
Figure 2.2: Row one/two: Example of a probe/template image (taken from XM2VTS database) 
and their histograms before and after equalisation.
•  Homomorphic Filtering (HF): HF is a technique acting on the frequency domain of the 
image. It applies a filter with a transfer function that suppresses low frequency compo­
nents and enhances high frequency components that are necessary for verification. In HF 
images normally consist of light reflected from objects. The basic nature of the image 
F(x,y) may be characterised by two components: the amount of source light incident on 
the scene being viewed, and the amount of light reflected by the objects in the scene. 
These portions of light are called the illumination and reflectance components, and are 
denoted i(x,y) and r(x,y) respectively.
The functions i and r combine multiplicatively to give the image function F: F(x,y) = 
i(x,y)r(x,y), where 0 < i{x, y) < oo and 0 < r(x, y) <  1. We cannot easily use the 
above product to operate separately on the frequency components of illumination and 
reflection because the Fourier transform of the product of two functions is not separable; 
that is:
J^{F{x,y)) /  J^{i{x,y))T{r{x,y))
That is why a logarithmic operation is needed. Suppose, that we define:
z{x,y)  =  lhF{x,y) =  lni{x,y)  +  lnr{x,y)
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Then,
2^{z{x,y)) =  3^{lnF{x,y)) =  J^{lni{x,y)) F J^(lnr{x,y))
or
Z{u), ly) =  I(cj, ly) +  R{u), i/),
where Z, I and R aie tlie Fourier transforms of z^lni and In r  respectively. The function Z 
represents tlie Fourier transforni of the sum of two images: a low frequency illumination 
image and a high frequency reflectance image.
The steps that follow are the following. The Fourier transform Z is then convolved witli 
a filter H in the frequency domain so as to have the low-frequencies reduced and tlie 
high-frequencies amplified. The final image is obtained by taking the inverse Fourier 
transform F~^ of tlie filtered image and by applying an exponential (for the opposite 
reason of using the logaiitlimic operation).
The transfer function for homomorphic filtering [84, 74] can be viewed in Figure 2.3 , 
while the process of homomorphic filtering can be summarised by the diagram presented 
in Figure 2.4,
-0.5 0.0 0.5
Figure 2.3: Transfer function for homomorphic filtering.
f(x,y)-
Figure 2.4: The process of homomorphic filtering
In FIT’ H FFT“ ^ exp g(x,y)
A comparison between photometric normalisation methods and tlie importance of using some 
of the above techniques in face verification can be found in [39,40].
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2.3.3 Feature Extraction
After face detection and localisation facial features are extracted. Sometimes, detection and 
feature extraction are not totally separated. For example, the facial features (eyes, nose, mouth) 
used for face recognition are often used in face detection. In any case, after a face has been 
detected, the task of feature extraction follows aiming to obtain features that are fed into a face 
classification system. Depending on the type of the classification system, features can be local 
features (such as lines or fiducial points), or key facial features (such as nose, mouth, and eyes), 
and when extracted are used to represent the image for identification or verification.
As suggested by studies in psychology, many face recognition systems need facial features in 
addition to the holistic face. Even holistic matching methods, such as eigenfaces (Turk and 
Pentland 1991 [112]) and Fisher faces (Belhumeur et al. 1997 [6]), need accurate locations of 
key facial features to normalise the detected face (Yang et al. 2002 [118]).
In practice, instead of following a guideline suggested by the psychological study, a clear and 
high-level categorisation of the feature extraction methods that exist in the literature can be 
achieved. Specifically, the following categorisation can be identified: structural-based methods 
and statistical-based methods.
Early approaches focused on individual features. For example, a template-based approach 
was described to detect and recognise the human eye in a frontal face (Hallinan 1991 [30]). 
The drawback of these approaches is the case when the appearances of the features change 
significantly (i.e. closed eyes, eyes with glasses, open mouth). In order to achieve a more 
reliable detection of features, recent approaches have used structural matching methods. For 
example, the Active Shape Model (Cootes et al. 1995 [18]). In comparison to earlier methods, 
there are statistical methods that are much more robust in terms of handling variations in image 
intensity and feature shape. Although statistical features are recently more widely used as final 
discriminant features, several main structural features are still used for pre-processing (i.e. 
geometric normalisation).
The review for each category is identified as follows:
• Structural Methods: In such a method, initially the key local features are extracted 
and then their locations and local statistics (geometric and/or appearance) are used as an
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input into a structural classifier.
In 1970, Kelly [42] proposed a structural matching method (top-down image analysis 
approach, known as PLANNING), in which the head and body outlines of an image 
were automatically extracted, as well as the expected locations of the head, eyes, mouth 
and nose. The measurements extracted from tlie face were, the distance between two 
eyes, width of tlie head, distance from top of the head to eyes, distance between eyes and 
nose, and distance from eyes to moutli. In 1973, Kanade [41] proposed another stiuctural 
method using the distances and angles between eye corners, mouth extrema, nostrils, and 
chin top.
One of tlie most successful systems in this category is the Graph Matching System 
(GMS) [68], tliat uses frequency space filtering operations to extract features such as 
die eyes and mouth m facial images. The GMS is based on the Dynamic Link Ar­
chitecture (DLA) reported in 1993 by Lades et al. [45]. In tlie latter work, an object 
recognition method was developed, which was formulated as elastic graph matching and 
is performed by stochastic optimisation of a matching cost function. This implementa­
tion achieves recognition of human faces. The algorithm developed combines alignment 
with identification. The model operates by placing a de formable grid over tlie taiget 
face, sampling tlie face at the grid vertices. The sampling is done witli a series of ori­
ented Gabor wavelets, designed to emulate the orientation specific neurons of visual 
cortex. The connectors between the vertices are allowed to deform elastically, enabling 
a re-sampling of the image until the best fit is obtained. The deformation parameters of 
this fit serve as the face representation, which is matched to the faces in the database to 
identify the best match.
A system based on geometrical features was presented in 1993 by Brunelli and Poggio 
[15]. Frontal view face images were automatically normalised witli respect to rotation 
and scaling. Then 18 different geometrical features such as pupil to nose vertical dis­
tance, nose width, chin radii, and eyebrow thickness were automatically extracted, pro­
viding one 18 dimensional vector per image. In this work, a correct sex identification 
rate of 87.5% was acliieved.
• Statistical Methods: Though the early str ategy for face identification was based on geo­
36 Chapter 2. Discussion o f Related Work
metrical features (such as nose width and length, mouth position and chin shape), nearly 
all of the applicable approaches developed in recent years are based on holistic represen­
tations known as templates. A comparison of geometrical feature based matching with 
template (statistical feature) matching presented by Brunelli and Poggio [15] favours 
the statistical feature based matching approach. Surveys of statistical template matching 
techniques can be found in [121].
The most commonly used statistical representation for face recognition and verification 
is the Karhunen-Loeve (KL) expansion [24] (known also as the PCA). Its application 
to the face recognition problem has been pioneered by Sirovich and Kirby [104, 103]. 
However, the approach has been popularised in 1991 by Turk and Pentland [112], where 
they introduce the PCA applied to face images (the PCA bases are referred to as eigen­
faces). Since then the eigenfaces method has been widely used by many researchers 
[72, 60]. A very good work was reported in 1998 by Moon and Phillips [61], present­
ing a detailed analysis of PCA-based face recognition algorithms, which share the same 
eigenface representation but differ in terms of the classification strategy.
PCA has proved to be very effective for information compression. However, it does not 
guarantee the most efficient compression of discriminatory information. The linear dis­
criminant analysis (LDA) has been employed for face recognition in 1997 by Belhumeur 
et al. [6], where the LDA representation bases (Fisher faces), were demonstrated to out­
perform the PCA representation. However, some experiments noted that worse results 
were obtained with LDA than PCA [53].
In LDA, the eigenanalysis of a product of two matrices has to be solved. Since one of 
those two matrices is inverted, in 1996 Swets and Wend [110] suggested that the face 
data should first be projected into a PCA space. This would ensure that the matrix being 
inverted is not rank deficient. The LDA-based features derived in this lower dimensional 
space were shown to be the most discriminating features.
In 1996 again, Swets and Weng [108] reported the application of the discriminant anal­
ysis of eigenfeatures in an image retrieval system to determine not only class (human 
face vs. non face objects) but also individuals within the face class. Using tree-structure 
learning, the eigenspace and LDA projections are recursively applied to smaller and
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smaller sets of samples. Such recursive partitioning is carried out for every node until 
the samples assigned to the node belong to a single class.
Independent Component Analysis (ICA) is argued to have more representative power 
than PCA, and hence may provide better recognition performance tlran PCA. ICA is a 
generalisation of principal-component analysis, which de-correlates the high-order mo­
ments of tlie input in addition to the second-order moments. ICA has been investigated 
in tire context of face representation in [52]. However, the disadvarrtage of ICA is that 
there is no natural way to identify which and how many of the ICA axis should be used 
to define a dimensionality reducing tr ansformation.
Another statistical approach is tire Local Feature Analysis (LFA) developed by Penev 
et al.[71] for object representation. LFA is actually the PCA description of an object 
which has been isolated and geometr ically registered. Many other approaches have been 
proposed in tlie literature such as probabilistic eigenfaces [59], active appearance models 
[18], robust correlation[38], and support vector machines (SVM) [70,116, 38].
2.4 Smart Cards
As discussed in Chapter 1, a smart card includes an embedded computer chip that can be either 
a microprocessor witli internal memory or a memory chip alone. The card can be connected to a 
reader with direct physical contact or it connects with a remote contact-less electromagnetic in­
terface. They have an embedded microprocessor and the unique ability to store large amounts 
of data, carry out their own on-card functions (e.g. biometric matching and encryption) and 
interact intelligently with a SC reader. They are used worldwide in secure identification, finan­
cial, telecommunications, tiansit, health-care and other applications.
The technology of the cards is upgrading every day, achieving currently properties of up to; 32- 
bit CPU manufactured using leading-edge 0.18 m CMOS process technology, 2MByte EEP- 
ROM, 480KByte ROM, 18KByte RAM, 115 kbit/s in ISO 7816 contact mode, and up to 424 
kbit/s in ISO 14443-B contact-less (RF) mode (see Figure 2.5 for a typical smart caid architec­
ture). Moreover, dual interface (Contact + RF) SC controller solutions and Java Card platforms 
(allowing on-card multi-applications to be written in Java and loaded onto the caid) are now
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Figure 2.5: Typical Smart Card Architecture.
available [31].
General Background of Smart Cards
The roots of the current day smart cards can be tracked in the 1950s when Diners Club pro­
duced the first all-plastic card to be used for payment applications. Later, the magnetic strip 
cards were introduced making possible for further digitised data to be stored on the cards in a 
machine-readable format. This type of embossed card with a magnetic stripe is still the most 
commonly used method of payment. However, magnetic strip card technology suffers from a 
critical weakness. Anyone with access to the appropriate device can read, re-write, or delete 
the data. Thus, this type of card is unsuitable for storing sensitive data and requires an extensive 
on-line, centralised, back-end infrastructure for verification and processing.
Two approaches were considered to deal with the problem of client/server architecture when 
card technology was employed. In the first one more attention was given to the server side, 
where the system can take advantage of the processing power and security a server can support. 
This approach was preferred by the United States. European countries seem to have preferred 
the client side approach, where the client piece is made more powerful, thus relieving some of 
the duties of the back-end. EU countries made huge improvements on magnetic strip cards by 
introducing the Integrated Circuit Card (ICC).
The idea of incorporating an integrated circuit on a plastic card was first introduced by two 
German inventors, Jiirgen Dethloff and Helmut Grotnipp in 1968. Later they filed a German 
patent on their invention. Similar patent application followed in Japan in 1970 by Kunitaka 
Arimura.
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The first real progress in tlie development of smart cards came when Roland Romero registered 
his SC patents in France in 1974 [87], In 1984 a gieat breakthrough was achieved by the French 
Postal and Telecommunications Services. They managed to successfully carried out a field trial 
with telephone cards. Smart cards started becoming more successful in Europe between 1982- 
84 when the French Bank Card Group had the first pilot running. Carte Bancaire (together 
with Bull, Philips and Schlumberger) launched dials in France and Gennany resulting in the 
integration of microchips into all French debit cards, maintain also compatibility with existing 
systems.
Smart-card-based electionic purse systems (in which value is stored on the card chip, not in an 
externally recorded account) were tr ied tluoughout Europe from tlie mid 1990s, most notably in 
Germany (Geldkarte), UK (“Mondex”) and other European countries. The major boom in SC 
use came in tlie 1990s, with the introduction of the smart-card-based SIM (Subscriber Identity 
Module) used in GSM (Global System for Mobile Communications) mobile phone equipment 
in Europe. A SC payment interoperability standard was published by tlie international payment 
brands Europay- MasterCard-Visa (EMV) in 1996, which then was revised in 2000. This EMV 
standard is gradually being introduced world wide, and it is hoped that it will replace existing 
magnetic-stripe-based credit and debit schemes.
Smart Cards as Personal Identity Cards
Over the past decade, one of the most noteworthy advance in SC industry was tlie use of those 
cards for security dealing with personal authentication systems. Smart cards are being intro­
duced in personal identification and entitlement schemes at regional, national, and international 
levels. Among various applications, citizen cards, drivers’ licences, and patient card schemes 
with the use of biometrics are becoming more prevalent. Moreover, the use of contact-less 
smart cards has been enhanced, being integrated into passports ICAO ( The International Civil 
Aviation Organisation) to enhance security for international travel.
Other successful SC applications are Hong Kong’s contact-less transit card, U.S. Marine Corps 
(Fanis Island) allowing monetary transactions, 1996 Olympic Games witli Visa Cash brand 
smart cards and the MARC Project by the U.S. Department of Defence, in which medical and 
demographic information was stored on smart cards. Furtliermore, it is wortli mentioning tlie
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FASME e-govemment project in which multi-purpose JavaCards will play the role of biometric 
ID cards for citizens [89].
In response to the tragic events of Sept. 11,2001, there has been renewed interest in the creation 
of National ID cards, as a means to enhance national security, unmask potential terrorists, 
and guard against illegal immigrants. They are in use in many countries around the world 
including most European countries, Hong Kong, Malaysia, Singapore and Thailand. Currently, 
the United States and the United Kingdom have continued to debate the merits of adopting 
national ID cards.
To prove the extend of the use of these cards in the near future, in the US, for Fiscal Year 
2007, President Bush has requested [16] $399.5 million for the USWISITprogram on top of 
the $1.4 billion that has been spent to date. This program is part of a continuum of security 
measures that begins overseas and continues through visitors arriving in and departing from the 
United States.
Moreover, in U.K., the House of Commons has voted to require that all Britons seeking pass­
ports also obtain a government-issued identity card that would include biometrics such as a 
scanned fingerprint or a digital iris image. However, a report by leading academics [66] from 
the London School of Economics indicates that the ID scheme will be costly, inefficient, and 
easily subverted.
Combining Smart Cards and Biometrics
The latest developments of smart card technology  ^ in the areas of security, authentication 
and multi-application capabilities are reported in [17, 33]. More relevant to this thesis is the 
integration of sophisticated smart card technology and biometric authentication, a topic that is 
currently the hottest in identity management. To appreciate the current importance of the topic, 
new conferences are being set up such as the first European conference devoted to the practical, 
technical and behavioural challenges of combining ID and card technologies, which took place 
in March 2006
‘Linfc : "http : / / www.dhs.gov/dhspublic/interapp/contentTnUltiimage/contentmultiimageoOOô.xml” 
^Link : "http : / / www.eurosmart.com"
^Link : "http : f  fw w w .event — soLutions.inf o/pages/event.asp7ecode — BT1189"
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Smart cards and biometrics are strongly synergistic technologies whose acceptance in tire mar­
ket is being driven by the desire in many applications for token-based as opposed to centralised 
biometric functionality. These cards can be used not only as a data storage device but also as a 
verification device. Smart cards prove to be the best choice for storing any biometric template 
while interacting with a PC and it is far from desirable to keep it tliere at all times and not to 
keep it in a card reader (since the storing of a template in a PC raises more security concerns). 
In any case, it is easier to secure tlie template on a special purpose token/reader than on a 
multi-purpose computational device [34].
The importance of combining biometric efficiency and smart caid (SC) security, by storing the 
user template on a SC, was also reported in 2001 by Sanchez-Reillo [93]. Finally, it is worth 
reporting one of the first attempts to develop a smart card based autlientication system, taking 
place in 2001 by Walczowsld and Deravi [113].
Smart Cards and Face Biometrics
The first serious steps of biometric verification in commercial SC applications appeared after 
die year 2000 [94]. Moreover, up to now there is not any published work where smart cards 
and face biometrics are combined to perform on-card autiientication, except for [13, 12, 14, 
11]. Smart card technology and face recognition is a new research field and only commercial 
applications exist. For example, in Cognitec Systems  ^ the Face VACS face recognition software 
has been developed, in which smart cards are used only for storing the face template, while 
verification is performed on a server or a PC. Anotiier example is the OmniPerception Ltd.
a facial biometrics company that offers a smart card-based ID authentication system where 
the facial template is stored on the card, and the verification is performed locally (on-card 
matching).
The most relevant published work that motivated the work of tiiis thesis relates a face recogni­
tion system with smart cards can be found in Li’s PhD tliesis in September 2000 [49], where tlie 
CS-LDA method was proposed. This work first opened the possibility to use other tlian cen­
tralised architecture for a face verification system, and smar t card processing became a reality.
‘Lmfc ; "http : / Iwww.cognitec — system s.de/index.h tm l"
^Link ; "http ; /fw w w .om niperception .com ”
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The thesis was concentrated on the development of a robust face recognition system based on 
the Linear Discrimmant Analysis (LDA) technique. However, certain issues were recognised 
that can affect a smart-based face verification system, such as the importance of the limited 
system capacity (storage space) that small platforms impose.
SCs allow the template to be securely protected and avoid storing biometric data in a central 
server (central storage is not well accepted by users). However storage space of SCs and 
transmission speed between server and SCs limit the user template size. Therefore, as Czyz 
reported in his PhD (2003) [21], it is important to evaluate performance as a function of the 
template size, and also to propose strategies to decrease the template sizes.
In 2002, J. Czyz and L. Vandendorpe [21] evaluated a face verification system based on PCA 
and LDA on the standard XM2VTS database, where a broad range of image resolutions (down 
to 256 pixel grey-level images) and client model sizes (down to 20 real numbers) were used. 
It was shown that the performance stays constant throughout this resolution range. Even when 
64 (8x8 template) pixel images were used, the error rates were still acceptable for a medium- 
to low-security application or to be combined with other biometric algorithms (Evaluation: 
EER=3.83%, Test: FAR=4.59% and FRR=7.25%)
Later in 2003, an evaluation of a multi-modal identity verification system was conducted by 
J.Czyz et al. [20]. It was based on the fusion of the face image and the text independent speech 
data of a person. Again here, the performance was evaluated at various sizes of the face and 
speech user template (where size is a key parameter when SC’s are used). The experimental 
results showed that the multi-modal fusion allowed to reduce significantly the user template 
size while keeping a satisfactory level of performance.
The problem of obtaining low template sizes and fast verification algorithms was also addressed 
by Reillo and Avila [95], in order to enable human authentication in SC’s. In this case, the per­
formance of the iris recognition system investigated achieved, approximately, a 94.5% success 
rate when the iris template size was reduced to only 256 bits.
On-Card Matching using Fingerprint Templates
In all the above studies, the verification system investigated was not SC-based and the only 
parameter that was considered and coarsely optimised was the template size. The problem
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becomes more serious when otlier parameters involved in the design of such a system are 
also considered for optimisation (i.e. compression, grey-scale resolution etc.). Since most 
of tlie published work is about SC fingerprint verification systems, where the principles and 
constraints imposed are similar to tliat of a SCFVS, the basic background review that follows 
is about SC verification systems that perform on-card matching using fingerprints.
In September 2001, Stiiiif [105] mentioned that tliere was not a report until that date where on- 
card matching could be implemented using other biometric modality apart from fingerprints. 
Indeed, in July 2000, Noore [65] proposed a revolutionary SC design in which the identity 
of tlie smart caid user is verified by usmg a combination of two non-homogeneous biometric 
fingerprint sensors. Sensor A is embedded on the front of tlie card and Sensor B is embedded 
on the back of tlie card. When a user holds the proposed smart card, two fingerprints are simul­
taneously captured. Both sensors A and B are capable of producing images with resolutions 
greater than 500 dpi. Since the system has the ability to capture and process multiple finger­
prints simultaneously, the reliability of identifying the “true” owner of the card dining its use 
is enhanced.
Deravi in [22] reported a similar breaktlirough architecture. The developed smart card (termed 
a “Finger Card”), includes one small fingerprint sensor. The card user needs to be able to match 
the fingerprint record held on the card before it can be used. It has obvious advantages over 
traditional cards, as stealing a card and PIN number would no longer be enough to allow fraud 
to take place.
Reillo [93](2000), used an Open Operating System SC such as tlie JavaCard and three different 
products fiom two different manufacturers to implement either hand geometry or iris authen­
tication inside the SC. Similar work and conclusions of the same autlror can be found in [92]. 
However, in all cases, Reillo does not say how the matching process was implemented and 
which mathematical formulas and data types were used. Moreover, tire timing results were 
obtained using MATLAB, a tool which does not obtain a good performance in terms of com­
putational time (the execution time in elapsed CPU seconds).
In 2002 Sanchez-Reillo and Sanchez-Avila [96] used on-card matching witli JaVaCard for fin­
gerprint verification and obtained timing results in ANSI C using fixed point arithmetic(F’PA). 
Matching could be performed in <1.5 sec, but they do not say how exactly they perform the
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time measurement, what this time represents (e.g. is it the absolute on-card verification time?) 
and what form of FPA tliey use.
Another work involving on-card matching using a JavaCard was reported by Osborne [69], 
where some architectural hints (i.e. fast memory access using RAM) were employed to mitigate 
the problem of poor response time of JavaCards in a fingerprint application system. However, 
in this system the performance issues were addressed based on a fixed parameter set, and the 
design was concentrated only on the optimisation of the JAVA Virtual Machine (VM) code and 
the use of memory.
Seto in 2002 [101], describes an interesting fingerprint verification method that can be em­
bedded in a SC. The fingerprint is considered verified if the number of the chip images (small 
images around the feature points) found on the fingerprint is over a threshold. To embed the 
chip matching function into a SC, SC’s shortage of memory space creates a bottleneck. This 
limitation does not allow the storing of the entire fingerprint image in the memory at one time. 
The developed chip matching scheme uses a partial image of the captured fingerprint that is 
transmitted to the SC then matched to the chip image in turn. Again in this work only the limi­
tation of template size is considered, and there is no effort to optimise the system performance 
considering the normalisation or feature extraction stage.
Recently (2005) Kumar and Ganesh [44] suggested a new idea about integrating into the SC a 
Gabor Filter method based fingerprint matching. In the developed technique, each fingerprint 
image is filtered in six numbers of directions and a feature vector (FingerCode) is extracted in 
the central region of the fingerprint, requiring only 864 bytes to store in the system database. 
The matching stage computes the Euclidean distance between stored FingerCode and the in­
put FingerCode. The paper describes clearly all the steps of the system design, but does not 
discusses the time and performance constraints in terms of the smart card used.
Finally, Bistarelli et al. in 2005 [8], presented a good work on a new fingerprint matching 
algorithm tolerant to typical problems such as rotation, translation and ridge deformation. For 
a maximum minutia occupation of 40 bytes, a very good speed performance (for the Java Card 
platform restrictions) was achieved, ranging (for most of the positive match tests) from 1 to 
8 seconds. As reported, system performance can be further greatly improved using a good 
enrolment image. However, the issues that are not discussed are the effect on performance
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when a different minutia occupation is used, as well as the effect on system performance when 
using a different normalisation process. For example, what would happen when the spatial 
resolution of the minutia is halved, doubled or tripled.
2.5 Summary and Concluding Remarks
In order to systematically approach the problem of designing a SCFVS, as well as to understand 
and support tlie novelty of this effort, three key topics were visited in tliis chapter, providing a 
brief review on the related research work in tlie literature. Firstly, tlie topic of biometrics is gen­
erally discussed, including basic definitions, the features of biometric identification systems, 
and other biometiic issues such as the seven pillars, evaluation of biometric systems, security, 
privacy and biometric standards. Then a literature survey of the face recognition technology 
was presented, including the basic description of tlie teclinology and a summary of past face 
recognition approaches. More emphasis was given on tlie verification aspects of the problem, 
when a smart card is adopted by the system. A brief review of tlie four major problems that 
have to be solved in tlie design and implementation of a smart-card-based face verification sys­
tem was also carried out: face detection, normalisation of the face region, feature extraction 
and on-card verification.
Furthermore, a brief survey was presented about tlie smart card technology, describing the SC 
basics, and giving a review of the combination of cards and biometric personal identity verifi­
cation systems. The survey was more focused on tlie combination of SCs and face biometrics. 
Since most of the published work is about SC fingerprint verification systems, where the prin­
ciples and constraints imposed are similar" to tliat of a SCFVS, this chapter concludes witli tlie 
latest techniques that are used for the on-card matching technology when fingerprint templates 
are employed.
Although several face recognition and smart-card-based systems have been presented in the 
literature, no metliod was developed that can integrate those systems in a fully automatic way, 
within a fully localised framework. While the most commonly used statistical methods for face 
recognition (i.e. the standard PCA and LDA approaches) achieve relatively good performance 
results, their adaptation on small platforms is not possible at this stage (with the current smar t-
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caid technology). Tliis is due to the severe engineering constraints and limitations imposed by 
smart cards.
The CSLDA technique not only achieves a superior performance but also provides additional 
features of practical significance, such as ability to be adapted for smart cards implementation. 
However, the baseline parameter set available in the literature only partially fulfils the require­
ments of a smart-card-based system. This thesis addresses the optimisation problem by sys­
tematically varying the basic steps of the CSLDA algorithm to investigate the effect on system 
performance, and system complexity in terms of speed and memory management. In particular, 
the objectives are to identify the key parameters that affect the design of such a system, to 
investigate the general optimisation problem and test its robustness when each key parameter 
is optimised. This is done independently for each of these parameters and then an optimisation 
methodology is established for combining and selecting all of these system parameters jointly.
The next chapter presents, the basic system architecture, a number of publicly available face 
databases (used to evaluate the system performance), as well as the analysis of the objectives 
of the design and optimisation strategy adopted for the SCFVS.
Chapter 3
Smart Card Face Verification System
3.1 Introduction
The design of a biometric face verification system [112] starts with tiie selection of a suitable 
suite of algoritlims, which then have to be ported to a target platform on which the biometric 
process should run. The most commonly used statistical representation for face recognition 
and verification is the Kaihunen-Loeve (KL) expansion known also as tlie Principal Compo­
nent Analysis (PCA). Sirovich and Kirby have pioneered its application to tlie face recognition 
problem. The approach has been popularised by Turk and Pentland, where the PCA bases 
are referred to as eigenfaces. Since then the eigenface method has been widely used by many 
researchers. More recently, linear discriminant analysis (LDA) has been adapted to face recog­
nition by Belhumeur [6],
Because all tliose metliods are statistical methods for handling and analysing data, a system 
supporthig structure is necessary to be developed requiring a number of critical design deci­
sions. Each of these decisions has the potential to affect the complexity and overall perfor­
mance of the system. A large number of these design decisions have been investigated explic­
itly in the literature. For example the use of different matching schemes in the LDA subspace. 
However, in most cases tlie tar get platform of tlie algorithm was considered to be a PC and only 
in a few examples the target platform was a smart card [69] or a mobile phone [106], where 
severe engineering constraints are imposed, hi tliose examples, the adopted smart car d system 
architecture was de centralised, and the card was used for storing tlie biometric template and
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to accept/reject a claimed identity by comparing the verification result sent from the host to the 
pre-computed threshold stored on the card.
In this thesis a fully localised system architecture is proposed [12], where the client specific 
linear discriminant analysis (CS-LDA) technique is employed and ported on the card. The 
benefits of this smart card face verification system (SCFVS) is that the feature extraction and 
decision making are performed on the smart-card as the best compromise, alleviating as well 
the security and privacy issues raised by the conventional architectures. Furthermore, the use 
of the CS-LDA technique has many advantages. Apart from its superior performance other 
advantages are, simplicity of training, speed of probe testing and straightforward enrolment of 
new clients.
The design methodology of a SCFVS involves initially the selection of the key parameters that 
affect system performance. These parameters include grey level resolution, spatial resolution, 
fixed-point number representation, compression, and geometric and photometric normalisa­
tion. The next step is to consider the constraints imposed by smart cards such as their low 
computational power (13,56 MHz), small storage capacity (EEPROM 1MByte) and poor com­
munication bandwidth (115.2Kbps). Finally the system optimisation is performed based on 
some basic criteria that involve system performance and system complexity in terms of mem- 
oi-y, computational time (speed) and overall design time. In the methodology of designing a 
SCFVS the underlying issue is that the complexity of the system, in terms of the number of 
processing stages and system design parameters is too large. As these parameters are not inde­
pendent, the search space is of exponential complexity and therefore an exhaustive optimisation 
is computationally not feasible. This means that in practice a simplified optimisation strategy 
has to be adopted.
For the above reasons, alternative optimisation approaches are investigated. Using this generic 
CS-LDA model, different implementations of the SCFVS are evaluated and the impact on 
performance of each modification is assessed. System optimisation is conducted by using a 
number of different databases in a total of twenty two testing configurations.
This chapter discusses the implementation of a SCFVS, its optimisation framework, and revisits 
the privacy and security concerns. In the SCFVS architecture proposed in this thesis, the feature 
extraction and decision making is carried out on the smart card itself. This avoids the problem
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of the biometric template and pin-code ever having to leave tlie card, enhancing tlie overall 
system security even furtlier.
By porting a part of the autlientication process onto a smart card, one has to face tlie severe 
constraints and limitations that small computing platforms often impose. These may have 
a serious impact on tlie applicability and performance of the candidate face authentication 
algorithms tliat might be considered for tlie system realisation. This issue is addressed in 
relation to the algoiitlim adopted for smart card implementation.
The rest of the chapter is organised as follows. In Section 3.2 the CS-LDA technique will be 
introduced, along witli some basic tlieory, tlie decision strategy employed and the properties of 
the approach.
In Section 3.3, the conventional (centralised and de-centralised) SCFVS architectures are de­
scribed. Altliough tliese architectures aie perfectly acceptable for some applications, in many 
scenarios they raise privacy issues which may compromise user acceptability. Also, there may 
be a problem of security if the system decision is transmitted over a public communication 
chamiel. For these reasons, a favoured set up is proposed and described: the fully localised 
SCFVS architecture.
In Section 3.4 a more detailed description of the SCFVS is followed. Tliis complex system is 
divided into several smaller modules, which are more tractable. The subtask of each module 
is analysed as well as the sequential manner that the information passes from one module to 
the next. These modules involve firstly the capture of a raw digital image by the camera, then 
the detection and localisation of the face sub-image in the raw image, the normalisation of tlie 
face sub-image, tlie feature extraction and finally tlie verification, which results in the accept 
or reject decision.
The four face databases that are chosen to conduct the experiments aie described in detail in 
Section 3.5. These are die XM2VTS, BANCA, FERET and FRCG2 databases. The associated 
experimental protocols and testing configurations aie also presented, as well as the motivations 
behind die protocols are underlined. The performance metrics used for system evaluation are 
also presented.
In Section 3.6, die objectives of die design and optimisation strategy adopted for the SCFVS 
are presented. The reasons behind each design decision are underlined. Moreover, die pa­
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rameters involved in each optimisation problem are presented and the feasibility of the overall 
optimisation strategy is analysed.
Finally, in Section 3.7 at the end of this chapter some conclusions are made.
3.2 Client Specific Linear Discriminant Analysis
As discussed in the literature review, the approaches to face recognition/verification are usually 
divided into two families: local feature based methods and holistic methods. Although there 
is variety of approaches, it is far from clear at this stage whether these techniques will offer 
a superior solution relative to an LDA-based method in terms of both recognition verification 
performance and computational complexity.
By considering the porting of an appropriate algorithm to a target platform, a method should be 
selected tliat allows for smart card processing to become a reality without the need to restrict 
the representation framework and therefore the representation capacity of the system. Further­
more, tlie method should have additional features of practical significance for the smart card 
based face verification system design, where a lot of restrictions have to be considered (i.e. 
storage and process speed). For example, the training phase should not be computationally too 
complex, the method should allow for a localised (other than a centralised) architecture for the 
face verification system, and the decision making stage should be as fast as possible.
In contrast to the multidimensional representation framework of the standard PCA and LDA 
approaches, a one dimensional client specific Fisher face representation was proposed in [50]. 
This novel LDA approach can be ported on a small platform, achieves an impressive perfor­
mance and meets the above requirements.
In this section, the CS-LDA approach will be introduced. The basic theory, decision strategy, 
as well as the properties of the technique is discussed.
3.2.1 Introduction
Altliough Principal Component Analysis (PCA) [112] is a very effective method for compress­
ing information, it does not guarantee the most efficient compression of discriminatory in­
formation. Linear Discriminant Analysis [24] manages to hold in the LDA subspace more
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discriminant features for classification tlian the PCA subspace. The LDA method reported by 
Balhumeur et al. [6] outperforms the correlation, eigenface and linear subspace approaches. 
However, on some of the reported experiments [53] it was noted tliat worse results were ob­
tained witli LDA rather than PCA.
The LDA approach discussed in the literature review, is based on the global representation of 
both the training samples and tlie probe in a subspace of the training data space, namely die 
feature space. The conventional LDA subspace is spanned jointly by all the client classes. The 
distribution of die training data of die clients in this subspace induces a space tessellation [109], 
which defines die spatial extend of each class. The verification of a claimed identity is then 
tested. This is done by checking whether the probe image projects into an appropriate tessel 
of die representation space. The feature space tessellation is imposed by means of a global 
dueshold, which optimally separates each class from all the other classes.
An alternative way of pai titioning the feature space can be achieved by using a client specific 
threshold, which can significantly improve the classification ability. Client specific direshold 
attempts to achieve a better adaptation to class specific distributions. However, it is realised 
within die framework of a shared multi-class representation of all the face data. Anodier tech­
nique departing from the common feature space approach and deploys client specific represen­
tations has been reported by Jonsson et al. [43]. It is interesting to say that even this approach 
builds the client specific bases in a common PCA feature space spanned by die training face 
image data.
In diis thesis, a one dimensional client specific Fisher face representation [49, 50] is employed, 
in contrast to the common multidimensional representation framework of the conventional PCA 
or LDA approaches. One of the main advantages of the proposed method is that it achieves an 
impressive performance compared to any known method tested on tlie XM2VTS database [56] 
and according to the Lausanne protocol [47]. Other advantages and properties of the CSLDA 
approach will be described below.
3,2,2 Basic Theory
Suppose that we want to design a personal identification system for m clients and diat for each 
client i we have Ni samples of some biometric data (a face image in our case) for trainmg. Let
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us also assume that the data have been registered properly (geometrically and photometrically 
normalised). Moreover, it has to be noted that in principle the number of training samples per 
client may differ. Thus the size of the training set will be #  =  Ya L\
In the conventional approach of a face recognition system based on Fisher faces, the first thing 
to do is to project the training data into the lower dimensional subspace (by means of PCA) 
spanned by the training images. It is required to do that so as the within class scatter matrix 
(that has to be inverted when searching for Fisher faces) is not rank deficient.
If the j-tli training image (in a vector form) is denoted by Zj, the mixture covariance matrix is 
given by:
1 ^S  =  ^  -  p) (z j  -  PŸ (3.1)
where p =  Zj is the global mean.
In the case that the dimensionality of the image vectors is larger than the number of training 
images N, then matrix E will have at most n <  N  non zero eigenvalues. The eigenvectors of S  
associated with the non zero eigenvalues, define the subspace spanned by the training data and 
can be used for projecting the training images into a lower n dimensional space, fully spanned 
by the projected training data. This can be accomplished without any loss of information.
Now, let us assume that the n eigenvectors 17 =  [u i,..., u^] have been found and that the image 
data have been projected into lower dimensional vectors Xj as:
Xj =  -  p) y 3 (3.2)
Then, tlie mixture covariance matrix of the projected vectors is denoted by #  :
1 ^
^  =  (3-^)j= i
The mean of each client class w*, i=l,...,m is defined as:
1m ,x j e  w* (3.4)
'  3= 1
In the CSLDA approach, tlie use of client specific representation spaces is proposed. This is 
achieved by formulating the personal identity verification problem as a two class problem: the
class uji is the i-th client claimed identity and O is the impostor class (claim rejected).
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In this two class case, tlie between class scatter matrix Mi will be given as:
^  N  -
Now, the within-class scatter matrix E* can be obtained by weighted averaging the covariance 
matrices of the classes of clients and impostors, and is finally defined as;
^  — M i  (3.6)
So, we can now determine the linear discriminant of this two class problem by finding the
eigenvectors of matrix associated with non-zero eigenvalues. In fact, in tlie two class
problem tliere is only one such vector v that satisfies:
S r ^ M iV -A v  =  0 (3.7)
with A 0 provided pi is non-zero. Since there is only one solution to tlie eigenvalue problem, 
it can be shown that vector v can be found directly, without any need to perform eigen-analysis, 
as:
V =  (3.8)
The eigenvector v  is used as tlie base for tlie linear discriminant transformation a, for tlie 
client class cu j given by tlie expression:
Hi =  t /v  (3.9)
This transformation defines a one dimensional, class-specific ‘Fisher face’ used to test the 
authenticity of a probe image face.
3.2.3 Decision Strategy
In this section tlie associated decision strategy of tlie client linear discriminant analysis tech­
nique is described. When having a given probe z, the clahned identity w* can be tested in two 
different ways:
• Against the client mean vector /.q, by centralising botli the probe and the claimed identity 
by the global mean vector p  and tlien projecting them on to tlie Fisher face ai. Tins 
approach is defined as “Client Acceptance” approach.
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•  Against the impostor mean vector pn  is the impostor class), by centralising both the 
probe and the impostor model by the global mean vector p  and then projecting them on to 
the client-specific Fisher face ai (equation 3.9). This approach is defined as “Impostor 
Rejection” approach.
In both approaches the degree of dissimilarity between the probe and the client/impostor model 
will be represented by the difference between these one dimensional (ID) projections.
Even though the “Client Acceptance” approach achieves good performance results [49], it is 
outperformed by the “Impostor Rejection” approach, which is therefore used exclusively in 
this thesis. In this approach the projected vector a f  z is tested against the projected means of 
impostors, defined as a^pn — Thus, the metric di (distance from the mean of
impostors) to be used for tlie decision making stage is defined as:
di =  \aJz +  Ci\ (3.10)
where a  =  is a pre-computed scalar stored in the card. The client-specific Fisher
face ai (which is actually the biometric template) is computed during the enrolment process, 
and then sent and stored to the card also, along with the pre-computed threshold ti.
During verification a potential client claims his identity, his/her original image is pre-processed 
and the probe image z is then computed and sent to the card to be checked for authenticity. It 
would be expected that the projected vector a f z  of an impostor is close to the projected mean 
of impostors. Thus if the test statistic di is less equal than a pre-computed threshold ti {di <  ti), 
then autlienticity of the probe face image is rejected (the claimed identity of the client is 
rejected). Otherwise, di > U and the authenticity of the probe face image is accepted (the 
claimed identity is accepted).
From the equation 3.10 it can also be noted that when the number of training face images N is 
sufficiently large, the mean of impostors will be close to the origin and the second term of this 
equation can be neglected. In this case, the test statistic di will simply be equal to the absolute 
value of the projected vector a f  z into the client specific Fisher face space. That is, di =  laTzl.
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3.2.4 Properties of the Client-Specific LDA Approach
The CSLDA approach to personal identity verification has a number of interesting properties. 
It is worth to elaborate on diose properties and draw some important conclusions. As previ­
ously stated, the CSLDA properties include the straightfoiward enrolment of new clients, the 
computational efficiency and tlie simplicity of training.
•  Straightforward Enrolment of New Clients: A consequence of using a class-specific 
‘Fisher face’ ai (as described above), is tliat the computation of each ‘Fisher face’ is in­
dependent of any oüier ‘Fisher face’. This renders the enrolment of new clients relatively 
straightforward in comparison to a conventional LDA approach involving tlie use of mul­
tiple, sliaied ‘Fisher faces’. Therefore, one particular" (though not exclusive) application 
of tliis method is in a scenario where tliere is a constant change of tlie client population 
and the database of the training face images requires be adding or updathig.
Since the client enrolment is insulated from the em olment of other clients, the possibility 
to use other than centralised architecture for the personal identity verification system is 
open. In fact, smart card processing becomes a reality, within the fully localised system 
architecture described in the next chapter.
• Computational Efficiency: In the case of conventional LDA approaches to personal 
authentication, the use of multiple, shared ‘Fisher faces’ is involved. Such an approach 
spans a sub-space having a dimension >  100 [49], requiring complex and computa­
tionally expensive matrix operations. On tlie other hand, a client-specific ‘Fisher face’ 
occupies only a one-dimensional sub-space. Therefore, the autlientication process is 
more computationally efficient. Practically, in the operation phase, and more specifically 
after the generation of the ‘Fisher faces’, tlie computational complexity is linearly pro­
portional to sub-space dimensionality. As a result, the client-specific approach should 
operate more tlian 100 times faster tlian tlie conventional approach.
In addition, a faster processing is achieved because the test statistics dc (metric defining 
tlie distance from the client mean) and di (metric defining tlie distance from the impos­
tor mean as mentioned in equation 3.10) are one-dimensional and there is no need to 
compute a Euclidean distance in ‘Fisher space’. A decision can be reached by simply
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comparing the distance metric dc (di) with the pre-computed threshold tc  (fii) when the 
“Client Acceptance” approach (“Impostor Rejection” approach) is employed. More­
over, the projections of client and impostor means (a f  pi and a^pa respectively) onto 
the client-specific Fisher space can be pre-computed, which can also speed up the pro­
cessing.
• Simplicity of Training As far as the training phase is concerned, the evaluation of the 
client-specific ‘Fisher face’ ai is relatively straightforward, without any need to solve an 
eigenvalue analysis problem. At a first glance, this may not be clear as one still needs 
to find the inverse of the client-specific within-class scatter matrix E% (according to 3.6), 
which is of similar complexity to the eigenvalue analysis problem. However, when the 
number of training face images N is large then, the between-class scatter matrix 
tends to zero (according to 3.5) and the within-class scatter matrix E* simply becomes 
the mixture covariance matrix $  (according to 3.3), which is common to all classes. Note 
that this suggests a further computational gain.
3.3 Smart Card Face Verification System (SCFVS) Architecture
In any face verification system the user must make an identity claim, usually by the use of 
a token. In the experiments described in this thesis, the token was stored on a smart card. 
To make a claim the user presents himself/herself to a camera and places his/her card in the 
card reader. The token is read off the card and the relevant biometric template retrieved. A 
match between the template and the acquhed image is then made. Prior to this the users would 
have had to have gone through an enrolment process where their facial biometric template was 
created and stored in a database and/or on the smart card. The acquired image will typically 
have to pass tlirough several processing steps before the final matching takes place. These are: 
face detection/localisation; geometric and photometric normalisation and feature extraction.
There are two standard architectures to this system, centralised or decentralised, as shown in 
Figure 3.1. In a yet further approach, a fully localised system could be employed. The standard 
and the proposed system architectures are described below.
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Figure 3.1; Centralised (CentrARCH) and Semi Centralised (SemiCentrARCH) Face Verifica­
tion System Architectures.
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3.3.1 Centralised Architecture
In a centralised architecture the probe face image grabbed is transmitted to a remote central 
processing station, which stores the details (biometric templates and other personal informa­
tion) of all the clients in a database. All the processing and template matching is performed 
by the server’s processors. The advantage of this architecture is that the processor capacity is 
high. However, the template has to be transmitted across a network, making the whole system 
vulnerable to attack.
3.3.2 De-Centralised Architecture
In a decentralised system the biometric template is stored on the smart card. When a claim 
is made the template is read olBF the card and all the processing and matching is done by a 
local processor. This has improved security advantages as the template does not have to be 
transmitted, however, the template must still leave the card. There is also a security problem of 
performing the proprietary computation (feature extraction/decision making) on the local host.
By using the notation described in Section 3.2, in this case class-specific data (e.g. the eigen­
vectors r/i, and the mean vectors are pre-computed and stored in a remote
data store (e.g. a small platform such as the smart card), and the data processing is carried out 
in the processor of a local host. The local processor stores the bases u i, U2 ...u% for the PCA 
projection matrix U and accesses data from the smart card, as necessary. This is done via a card 
reader and the associated interface between the reader and the host system. Then the processor 
uses this data to process the vector z, which represents a probe face image received from the 
associated input unit (the local host system, server or PC as shown in Figure 3.1).
3.3.3 Fully Localised System Architecture
An enhanced architecture is proposed that further enhances the security and the privacy of face 
biometric verification systems in which, the processing is performed on the smart card storing 
the template. In this model the template never leaves the card and is thus much more secure. 
However, smart cards are limited computing devices suffering from slow channel communica­
3.3. Smart Card Face Verification System (SCFVS) Architecture 59
tion, small storage and processing capability. For these reasons it is not yet viable to do all the 
processing required on the card.
One could do all processing, including feature extraction, on a local host and just send the 
extracted features to the smart card. The card would just then be used to compare the stored 
template to the sent features and make the verification decision. However, there are still security 
issues in performing the proprietary feature extraction on a local host and the extracted features 
can be larger than the original image resulting in more data having to be transmitted. It also 
makes it impossible to update the system as any new feature extractor will render the current 
templates useless.
In the architecture proposed the feature extraction and decision making are performed on the 
smart card as the best compromise. A schematic diagram of the proposed architecture is shown 
in Figure 3.2.
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Figure 3.2: Distributed Smart Card Face Verification System Architecture
With this approach the CSLDA method (which involves the processing of the client-specific
60 Chapter 3. Smart Card Face Verification System
‘Fisher faces’ a j ,  should be m times (there are m different classes of said training images) more 
efficient compared to the conventional LDA approach (involving the processing of multiple 
‘Fisher faces’), both in terms of data storage and processing speed. Moreover with CSLDA, the 
impractical use of the conventional LDA approach to enrol new clients or to update the smart 
card database can be overcome. This opens the possibility of personal identity authentication 
systems to be based on non-centralised architectures.
3.4 SCFVS: System Description
In the previous section a fully localised SCFVS architecture has been proposed. In this section 
a more detailed description of the system architecture follows, which is based on the structure 
of a typical face-verification system, as described in Section 1.1.4 (see Figure 1.4).
As reported earlier the face verification method adopted for the implementation on a smart card 
is the CS-LDA technique, which combines face representation and decision making into a sin­
gle step requiring a template of the size of the input image (see Figure 3.2). That means that the 
input image (Jive probe image send to the card for verification) has the same spatial resolution 
as the biometric template (the client-specific ‘Fisher face’ a% as reported in the previous sec­
tion) stored on the card to allow for a valid computation of the metric di (see equation 3.10). 
The overall SCFVS involves face registration (pre-processing) that performs geometric and 
photometric normalisation, feature extraction and finally the verification test.
Note that the original resolution of the image data is 720x576 in the cases of BANCA and 
XM2VTS, 256x384 for FERET and 1704x2272 for the FRGC2 database (the full description 
of the databases can be found in Section 3.5.1). Initially the experiments were performed at 
different spatial resolutions to identify the optimum one in terms of performance (a task that 
proved to be protocol dependent). However, a reference parameter set is used with relatively 
low resolution for the face images, namely 55x51, with a grey level resolution of 8bpp are con­
sidered to be the reference resolutions for the experiments of this thesis. Such a selection is not 
random. As already reported in Section 2.4, it is based on the related work on Li’s PhD thesis in 
September 2000 [49], where the CS-LDA method was proposed. The thesis was concentrated 
on tlie development of a robust face recognition system based on the Linear Discriminant Anal­
ysis (LDA) technique. However, certain issues were recognised that can affect a smart-based
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face verification system (storage space of small platforms), and an optimised parameter set was 
proposed that involved a spatial resolution of 55x51, a low resolution face image that can easily 
be stored on even low specification smart cards (in terms of EEPROM). In tliis case, if floats 
are used for each pixel, the size of the face image stored on the card is 11,22KByte.
The steps involved in the SCFVS are described below:
•  Face Registration: The aim of the face registration (pre-processing) stage is to nor­
malise tlie pose and resolution of the face image after face detection. Initially a low-pass 
binomial filter (of kernel size 1 x 11) is applied to the original image so as to remove the 
high-frequency noise.
Then geometric normalisation is performed by an eye position dependent utility. It is a 
fast, flexible, semi-automatic geometric alignment method based on tlie positions of tlie 
two eyes (this geometric method is more thoroughly described in the Appendix of this 
thesis). This utility is used to crop the face part of the original image (all the image vari­
ations that aie not directly related to the face with the verification process are removed) 
and scale it to any desired resolution by using bilinear interpolation. It adjusts the face 
in a standard position by using rotation, scaling and translation of the centre of the eyes 
to fixed locations, therefore removing variations in orientation, size, and location of the 
face in an image.
Photometric normalisation is also employed because the illumination correction can crit­
ically affect system performance. It is achieved by a homomorpliic filter (HF) and his­
togram equalisation (HEQ). Both processes are described in Section 2.3.2.
In Figure 3.3 tlie original size of a XM2VTS sample of unregistered images of the size 
720 X 576 is shown. The same images after registration (resized to 55 pixels, converted to 
grey scale, filtered and finally geometrically and photometrically normalised) are shown 
in Figure 3.4.
• Feature Extraction: The aim of feature extraction is to extract a compact set of inter­
personal discriminating geometrical and/or photometrical features of tlie face. By using 
tlie CS-LDA teclinique the initial statistical model is built. Initially a PCA model is built 
to achieve a dimensionality reduction and then an LDA model is produced to get the
62 Chapter 3. Smart Card Face Verification System
Figure 3.3: Before registration samples from the XM2VTS database.
Figure 3.4: After registration samples from the XM2VTS database. Note that in all cases the 
chin is not relevant. This is because if the chin is included some unnecessary background 
information will also be included that degrades system performance.
overall client i specific linear discriminant transformation a ,^ which defines the client 
specific Fisher face for testing the claimed identity. The overall theory is described in 
Section 3.2.2.
•  Verification: The verification process involves computing the score between the photo­
metrically normalised image transmitted to the smart card and the user biometric tem­
plate stored on the card. The verification score produced defines how close the probe of 
the claimed identity is to the class of impostors. The final decision is taken depending 
on the relationship of the score to the decision threshold. The threshold in this stage is 
determined based on the EER criterion (that is first mentioned in Section 3.5.3) [56, 4], 
By adopting the CS-LDA representation on the SCFVS, the measure for authentication 
used is the distance to the mean of impostors, as discussed in Section 3.2.3.
3.5 SCFVS: Test Design
In order to build, train and reliably test face recognition algorithms sizeable databases of face 
images are needed. Many face databases to be used for non commercial purposes are available
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on the internet, either free of charge or for small fees. These databases are recorded under 
various conditions and witli various applications in mind. When selecting a face database one 
of the major selection factors is the compliance witli application requirements. The designer 
should answer the following pertinent questions:
•  Are we dealing with an application intended to work in controlled or uncontrolled light­
ing?
• Do we have a controlled background or not?
•  Do we have a sufficient number of sessions for simulating temporal effects?
Other important factors that influence tlie designer’s selection for tlie appropriate face database 
are its size, tlie existence of a well defined testing protocol, its availability, and its popularity 
for comparing results.
In tliis section tlie four face databases that were chosen to conduct the experiments are de­
scribed in detail. These are the XM2VTS, BANCA, FERET and FRCG2 databases. The 
associated experimental protocols are also presented and the motivations behind tlie protocols 
are underlined. Finally, in order to evaluate and optimise a SCFVS, it is necessary to calculate 
performance for various testing configurations. This allows evaluating the system under differ­
ent development sets which represent different system models. These configurations, as well 
as die peiformance metrics used in diis thesis are described in the end of this section.
3.5.1 Face Data Sets and Experimental Protocols
3.5.1.1 The Extended M2VTS Database
The extended M2VTS database [56] was recorded at the University of Surrey (UK). It is an ex­
tended version of the M2VTS database [80], recorded at die Université catholique de Louvain. 
Such an extension was required because of the relatively small size of the M2VTS database 
(37 persons).
XM2VTS is a multi-modal database consisting of face images, video sequences and speech 
recordings taken fiom 295 subjects at one month intervals. The database is primarily intended
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for research and development of personal identity verification systems where it is reasonable to 
assume that the client will be cooperative. In this database, the data acquisition was distributed 
over a long period of time that resulted in significant variability of appearance of clients, e.g. 
changes of hair style, facial hair, shape and presence or absence of glasses (see Figure 3.5). The 
subjects were volunteers, mainly employees and PhD students at the University of Surrey of 
both sexes and many ethnic origins. The face section contains still frontal face images extracted 
from the video sequence. The original size of the colour images is 720x576 pixels coded on 
24 bits in RGB. All images are stored in raw format to avoid lossy compression artefacts. Note 
that in these face sets, the lighting is controlled.
%
Figure 3.5: Sample images from XM2VTS database
The XM2VTS database* contains 4 sessions. During each session two head rotation and 
“speaking” shots (subjects are looking just below the camera while reading a phonetically 
balanced sentence) were taken. From the “speaking” shot a single image with a closed mouth
' Link: "http://www.ee.surrey.ac.uk/Research/VSSP/xm2vtsdbr'
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was chosen. Two shots at each session, with and witliout glasses, were acquired for people 
regularly wearing glasses.
The motivation for tlie choice of this database is mainly its quite large size (295 persons and 
2,360 images in total) and also its popularity. Since it was recorded, the extended M2VTS 
database has become a standard in the audio- and video- biomebic identity verification com­
munity. The rigorous protocol allows fair comparison between verification algorithms and two 
face verification contests have been organised [37] and [55]. It can be tlierefore determined 
where the CS-LDA algorithm used stands with respect to the state-of-the-art. Furtliermore, 
tlie database is multi-modal, which allows fusion of speech and face modality experiments. 
However, the major drawbacks of XM2VTS are the limited vaiiations in the lighting and back­
ground conditions. Therefore, the results obtained on this database cannot be extrapolated to 
an unconstrained enviionment.
3.5.1.2 The XM2VTS Protocol (Lausanne Protocol)
For the purpose of personal verification, a standard protocol for performance assessment has 
been defined. This is the Lausamie protocol [47], which splits randomly all subjects into a 
client and impostor groups. The client group contains 200 subjects and the impostor group is 
divided into 25 evaluation and 70 test impostors. Eight images from 4 sessions are used. 200 
subjects were used for training, tliat results in a total of 600/800 face images for configuration 
C1/C2.
The existing two different protocol configurations (Cl and C2) differ by selecting particular 
shots of people into the training, evaluation and test sets (see Figure 3.6). In configuration 1 
(Cl) the client validation set (made up of the second recordings of the first three sessions) and 
the client training set contain very similar data. This is likely to lead to an optimistic tlueshold 
choice. In contrast, the test client images are made up of the last session composed of images 
which are quite different from the training images. In configuration 2 (C2) the amount of 
data available for creating user templates (4 images) is higher. However, only two images per 
system user are available for setting the threshold. Since tlie two validation images per user 
are coming from a different session the threshold is likely to be more accurate in tliis case. It 
is therefore believed tliat there is a better balance between training and validation data (data
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is employed more efficiently in C2). This shows that the splitting of the available data into 
training and validation should be done carefully as it has an impact on the test performance.
Both configurations assume that three sessions are available to train completely the system 
(i.e. to determine the client models and the threshold). This leads to a quite tedious enrolment 
process as users have to give their biometric features on three different occasions. Furthermore, 
it should be noted that it may be expensive to realise since the users would have to get to a 
trusted environment as many times for the enrolment. Therefore it is suggested that a viable 
biometric system must limit the number of enrolment sessions.
liupostorsClients Recording ClientsImpostors
ValidatiOQ Training
Training
ValidatiOQ ValidatKmTraining
Figure 3.6: Database partitioning as defined by the Lausanne protocol in configuration I (a) 
and configuration II (b)
From the sets containing the face images, training, evaluation and test sets are built. The 
training set is used to construct client models. The evaluation set produces client and impostor 
access scores used to compute a client-specific or global threshold that determines acceptance 
or rejection of a person. According to the Lausanne protocol the threshold is set to satisfy 
certain performance levels (error rates) on the evaluation set. Finally the test set is selected to 
simulate realistic authentication tests where an impostor’s identity is unknown to the system. 
The evaluation set is also used in fusion experiments (classifier combination) for training, but 
this is not relevant in the context of this thesis. The XM2VTS protocol is an example of a 
closed-set verification protocol where the population of clients is fixed; system design can be 
tuned to the clients in the set.
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3.5.1.3 The BANCA Face Database
The BANCA database^ is a new realistic and challenging multi-modal database intended for 
training and testing multi-modal verification systems. The BANCA multi database was col­
lected as part of tlie European BANCA project. The major innovation of this database is that 
it has been designed to reproduce, as closely as possible, the acquisition conditions (voice and 
video recordings) in tliree different realistic automatic identity verification scenarios, where 
data acquisition is uncontrolled. Example scenarios are user authentication for a network 
transaction or an ATM (automatic teller machine) simulation where the user is standing in 
a room adjacent to the bank. In contrast to the XM2VTS database, the video recordings of the 
BANCA database contain high variability in illumination, pose, resolution, acquisition camera 
and background.
BANCA [91,4] was captured in two modalities (face and voice). For the recording, both high 
and low quality microphones and cameras were used. Data were recorded in four different 
European languages and in three different scenarios, controlled, degraded and adverse. For 
each language, 52 subjects were recorded (208 subjects in total) over 12 different sessions 
spanning three months. Each session consists of 10 images, resulting in a total of 6240 images. 
All images ar e recorded in colour with a resolution of 720x576 pixels. Figure 3.7(a) shows a 
few examples of the face data from the English part of tlie database.
3.5.1.4 The BANCA Protocol
Associated with tlie database is the BANCA protocol, which defines the sets of data to be 
used for training, evaluation and testing. It has been devised to have a realistic assessment 
of biometric algorithms and to be able to compare fairly different algorithm performances. A 
detailed description can be found in [4] and [7].
In order to form an experimental protocol, it is necessary to define an evaluation set and to spec­
ify, within this set, which data ar e to be used for the enrolment (tr aining phase) and which for 
tlie test phase. Seven distinct experimental configurations have been specified: Matched Con- 
trolled(MC), Matched Degraded(MD), Matched Adverse(MA), Unmatched Degraded(UD),
Link: "htti)://www.ee.siiney.ac.uk/banca/”
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M C M D M A U D UA P G
1 T T T T T T T T T T
2 T T T
3 T T T
4 T T T
5 T T T T
6 T T T T
7 T T T T
8 T T T T
9 T T T T
10 T T T T
11 T T T T
12 T T T T
Figure 3.7: (a) BANCA: Sample images taken from the English part of the database: Top: 
Controlled, Centre: Degraded and Bottom: Adverse scenarios, (b) This table shows the usage 
of the 12 different sessions in the BANCA experimental configurations (“TT”: clients training 
and impostor test, ‘T ”: clients and impostor test.
and Unmatched Adverse(UA), Pooled test (?) and Grand test (G). In “Matched” configura­
tion, the training and testing are performed with the data acquired in the same conditions. In 
the “Unmatched” configuration, the system is trained in controlled conditions and subsequently 
tested in different conditions. Clearly the most demanding configuration is configuration P as it 
contains only one session, thus 5 very similar frames, to create the user template and three dif­
ferent environments. It is the most realistic configuration, better representing the actual system 
performance (client training in one controlled session and client/impostor testing from all con­
dition sessions). Note that one training session means one enrolment session and therefore less 
trouble for users. Figure 3.7(b) gives a table that describes the usage of the different sessions 
in each configuration.
BANCA protocol requires that the user template is built independently from the existing clients. 
It is an example of an open-set verification protocol, in which when a new client is added to 
the list, the verification system does not have to be redesigned; feature spaces do not have to be 
recomputed.
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3.5.1.5 The FERET Face Database
The FERET image database [79] was assembled to support government monitored testing and 
evaluation of face recognition algorithms using standardised tests and procedures. The final 
database consists of 14,051 8-bit grey scale images of human heads with views ranging from 
frontal to left and right profiles.
The images were collected in 15 sessions (between August 1993 and July 1996), acquired in 
a semi-controlled environment but using the same physical setup in each photography session 
to maintain a degree of consistency. However, because the equipment had to be reassembled 
for each session, there was variation from session to session. Images of an individual were
d u p l k B l e  I f c  d u p V c ^ e  II
Figure 3.8: Sample of frontal images from FERET database [79]
acquired in sets of 5 to 11 images. Two frontal views were taken, labelled fa and fb, having 
a different facial expression. For 200 sets of images a third frontal image was taken, labelled 
as fc, using a different camera and different lighting. The rest of the images were collected 
at various aspects between the right and left profiles. Simple variations to the database were 
added by the photographers by taking a second set of images for which the subjects were asked 
to put on their glasses and/or pull back their hair. In some cases a second set of images of a 
person were taken on a later date {duplicate set). Such a set includes variations in pose, scale, 
illumination and expression of a face. The total number of clients that results in a total of 3,570 
face frontal images (used for training) is 1,201 subjects.
By July 1996, 1,564 sets of images were in the database, consisting of 14,126 total images. The 
database contains 1199 individuals and 365 duplicate sets of images. For some people, over 
two years elapsed between their first and most recent sittings, with some subjects being pho­
tographed multiple times (see Figure 3.8). The development portion of the database consisted
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of 503 sets of images, and was released to researchers.
3.5.1.6 The FRGC2 Face Database
The Face Recognition Grand Challenge (FRGC) data corpus is part of an ongoing multi-modal 
biometric data collection (see Figure 3.9). The FRGC ver2.0 distribution contains high resolu-
Single Still
Multiple Stills
Outdoor/
Uncontrolled
3D Single 3D Full Face 
view
Figure 3.9: Modes examined in FRGC2 Database
tion still images taken under controlled lighting conditions and with unstructured illumination, 
3D scans, and still images collected during the same period of time. The data for FRGC ver2.0 
consists of 50,000 recordings divided into training and validation partitions. The training par­
tition is designed for training algorithms and the validation partition is for assessing the per­
formance of the approach in a laboratory setting. The validation partition consists of data from
4,003 subject sessions. A subject session is the set of all images of a person taken each time 
a person’s biometric data is collected and consists of four controlled still images, two uncon­
trolled still images, and one three-dimensional image (see Figure 3.10). The controlled images, 
taken in a studio setting, are full frontal facial images taken under two lighting conditions and 
with two facial expressions (smiling and neutral). The uncontrolled images were taken in vary­
ing illumination conditions. Each set of uncontrolled images contains two expressions, smiling 
and neutral. The complete overview of the FRGC can be found in [76].
3.5. SCFVS: Test Design 71
Figure 3.10; Example Session in FRGC2 Database. From top to bottom: Controlled Still and 
Uncontrolled Still images.
3.5.2 Design Rules
To obtain a robust evaluation of the SCFVS and optimise it, it is necessary to calculate per­
formance on various testing configurations. This allows evaluating the system under different 
development sets, which represent different system models. Hence, in order to model a system 
that might be installed at different locations where possibly different cameras, background and 
illumination conditions were used, different development sets are used to generate the initial 
statistical model (as firstly mentioned in 3.4), by employing the XM2VTS, FERET or FRGC2 
dataset. Then the system is evaluated and tested on the XM2VTS (C1/C2) evaluation and test­
ing sets respectively. In some experiments, BANCA database and the associated protocol was 
also employed.
Based on the above, a set of experiments is performed in order to answer the following main 
questions:
•  How does the system behave when using development sets from different databases? 
This should be answered both in terms of system complexity and performance.
•  How many eigenfaces are needed when using different development sets?
•  How does performance vary when the [number of Faces] / [number of Clients] ratio
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changes when using different development sets of various sizes?
A total of twenty two different testing configurations are used to evaluate and optimise the 
smart card face verification system design:
•  XM2VTS C1/C2: Configuration I/II for the XM2VTS database.
• FERET-XM2VTS C1/C2: Configuration I/II for the XM2VTS database but with FERET 
data set used to generate the initial statistical model.
• BANCA: All protocols for the BANCA database plus the case where all seven protocols 
of BANCA are considered and then the average error rate is computed (average case).
• FERET-BANCA: All protocols for the BANCA database (plus the average case) but 
with FERET data set used to generate the initial statistical model.
•  FRGC2-XM2VTS C1/C2: Configuration I/II for the XM2VTS database but with FRGC2 
data set used to generate the initial statistical model.
3.5.3 Performance Measures
The performance measures of a verification system are the False Acceptance rate (FAR) and 
the False Rejection Rate (FRR). False acceptance is the case where an impostor, claiming the 
identity of a client, is accepted. False rejection is the case where a client, claiming his true
identity, is rejected. FAR and FRR are given by:
FAR  =  lA /I c  * 100% F R R  =  C R /C c  * 100% (3.11)
where lA is the number of impostor acceptances, Ic is the number of impostor claims, CR the 
number of client rejections, and Cc the number of client claims.
Both FAR and an FRR are influenced by an acceptance threshold. There are two methods of
evaluation:
• To plot the FAR on the x-axis and FRR on the y-axis parameterised by the threshold. 
The corresponding curve is the Receiver Operation Characteristic (ROC) curve. Instead
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of using tlie ROC curve for evaluation, tlie system can be assessed globally and coarsely 
tlirough tlie Equal Enor Rate (EER criterion). At tlie threshold t}e e r , tlie EAR(%g;^) 
is equal to the FRR(%g;^), and tliey define the EER.
• To set the threshold so as to reach a satisfying trade-off between the FAR and the FRR. 
Then to re-compute tlie FAR and FRR on an independent dataset. This approach re­
quires more data but it is more realistic as it allows for assessing whether the thieshold 
generalises well.
As aheady explained in the previous section, in order to evaluate and optimise our SCFVS, it 
is necessary to calculate system performance for various testing configurations. This allows 
evaluating the system under different development sets which represent different system mod­
els. Therefore from the testing configurations set up for this tliesis, two sets of experiments are 
conducted. In the first set, independently of the dataset used for training (XM2VTS, FERET, 
FRGC2), either XM2VTS Cl or C2 is used for evaluation and testing (based on the Lausanne 
Protocol). In the second set, BANCA is used exclusively for the experiments (based on the 
BANCA protocol).
In the methodology adopted in the Lausanne protocol, the threshold rjEER corresponding to 
the EER is set on the validation dataset. The same threshold is then used to compute the FAR 
and FRR on the test set (EER). Since r]EER is an estimate, there is no guarantee that the FAR 
and FRR calculated on the test data will be equal. The rates can be summed up in a single 
number, namely the Half Total Error Rate (HTER), which is defined as;
In the methodology adopted in the BANCA protocol, two data sets are distinguished: the de­
velopment set and tire evaluation set. Since, each language- and gender- specific population is 
subdivided into 2 groups of 13 subjects, denoted as gl and g2, these 2 groups are used as de­
velopment set and as evaluation set alternately. In order to visualise tire potential performance 
of the system tire ROC curve is employed. However, because two ROC curves are obtained for 
each group, in some cases tire average FRR against tire average FAR is plotted. Traditionally, 
the EER is used to measure the closeness of the ROC curve to the origin. When BANCA is
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used in the experiments, the system is evaluated for a threshold corresponding to FA=FR (for 
each group).
Let us explain even further the methodology adopted when the BANCA protocol is used in 
this thesis. One test consists of a total of four scores. In the first case, group one (1) is used 
as development set and group two (2) as evaluation set. Then on the corresponding ROC 
curve and at the threshold peer  (corresponding to FA=FR) the FAR and FRR are obtained. 
Alternatively, in the second case group two (2) is used as development set and group one (1) as 
evaluation set. Then on the corresponding ROC curve and at the threshold peer  the FAR and 
FRR are obtained once more. For each case, the Total Error Rate (TER) can be obtained as a 
sum of FAR and FRR.
3.6 SCFVS: Design Objectives
In order to meet the objectives of this thesis, itemised in Section 1.2, a step by step design 
strategy is followed. Further to the discussion in Section 1.3, the SCFVS limitations are inves­
tigated with reference to an Extended Parameter Set (EPS) shown to be generally applicable 
to a wide range of application scenarios. The EPS includes a Baseline Parameter Set (BPS), 
grey level resolution, spatial resolution, geometric and photometric normalisation, as well as 
some other parameters, fixed point number representation, image compression and size of the 
development set.
To simplify the optimisation task, the parameters of the pre-processing stage of the system 
(geometric and photometric normalisation) is set to default values. Optimisation is performed 
over the remaining parameters of the EPS (apart from the size of the development set, which is 
independently studied) that are systematically varied, and system performance is measured in 
terms of accuracy and speed. One or two of those remaining system parameters are optimised 
at a time and finally jointly while keeping the parameters of the subsequent stages fixed. In 
order to establish the system limitations studies are performed on different databases. What is 
determined is the lowest number of bits needed for the template stored on the card as well as 
the effect of spatial and grey scale resolution on the performance. The minimum amount of 
data a probe image can be represented with using JPEG compression is also established.
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Anotlier possibility is to include the parameters of tlie pre-processing stage in tlie optimisation 
process. The filtering and PCA dimension are properly optimised to improve peiformance. 
Optimisation is performed over the image filter types (binomial, Gaussian) and the associated 
image filtering parameters, as well as the number of PCA components m. However, this op­
timisation strategy suffers from high computational complexity. An alternative solution tliat 
avoids such a complexity is also considered by removing tlie low-order eigenvectors.
Alternative system optimisation approaches are also investigated and the effect of image com­
pression on the resulting design. Assuming that grey level resolution, fixed point number 
representation, geometric and photometric normalisation are fixed and provide a baseline for 
reference (REF parameter set), tlie key design issue is the degree of compression that can be 
applied to the probe image before it is transmitted to the smart card. This can be achieved by 
image compression or by reducing image resolution (or both).
In the two design strategies investigated before JPEG compression is applied, the starting point 
is the REF parameter set and tlien optimisation is performed over spatial resolution, and over 
tlie Gaussian filtering parameters and tlie number of PCA components retained by the feature 
extraction stage. It transpired that the choice of one strategy over anotlier is a matter of the 
amount of time available for the system design, system performance and response time.
After meeting all the above objectives, a critical question when evaluating a SCFVS is iden­
tified. How does the performance vary with different development sets? This question is 
investigated by randomly generating 270 development sets by using the FERET and FRGC2 
face datasets. Then the calculation of performance for each of tlie sets against two probe sets 
(XM2VTS Cl and C2) is followed, which represents tlie system performance under different 
conditions. This results in the identification of the optimum size range that the development 
set can be Ihnited to.
3.7 SCFVS: Summary
A smart card based face verification system shown in Figure 3.2 has been proposed. By com­
bining a pin code with on-card storage of the biometric template, tlie privacy requirements 
imposed by tlie smar t card are met. Security is also improved since information and processes
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are protected within the system.
In the system proposed, the face trait is captured by a biometric sensor (camera) and then 
specific data are extracted from the raw data after pre-processing/normalisation, building up a 
database of one-dimensional client specific Fisher face representation of faces. In this way the 
representation capacity of the system can be significantly reduced and smart card processing 
becomes a reality. When enrolling to the system, a face template based on this representation 
is stored effectively in the memory of the card and subsequently used by the system. This 
template is labelled with the user’s ID information and some decisions parameters to facilitate 
authentication. Then a claim is made and a verification template is acquired again and sent 
to the smart card as before. By using the CPU of the smart card, a score is computed that 
represents the distance between the model and the probe images. By doing this it can be 
determine whether a user claiming his ID is the same one as the enrolled user and therefore the 
card itself now decides either to accept or reject the claim. This verification should be done as 
quickly and unobtrusively as possible.
Four face databases with the associated experimental protocols are chosen to conduct the exper­
iments. These are the XM2VTS, BANCA, FERET and FRCG2 databases. In order to evaluate 
and optimise the SCFVS, twenty two different testing configurations are employed.
In order to establish the system limitations a number of studies are going to be performed. Sys­
tem optimisation involves the investigation of the effect the system parameters have on the sys­
tem performance measured in terms of accuracy and speed. The parameters include grey level 
resolution, spatial resolution, fixed-point number representation, compression, development set 
size and geometric and photometric normalisation. Different objectives are identified. Initially, 
in order not to further load the complexity of the system, the pre-processing stage is kept fixed. 
It is planned that the system will also be tested by including the pre-processing stage and a part 
of feature extraction in the optimisation process. Alternative system optimisation approaches 
are also to be investigated by keeping a parameter subset fixed and then applying compression. 
Finally, the SCFVS is to be evaluated by studying the effect on performance when different 
development sets are employed.
Chapter 4
Designing a SCFVS when 
Pre-Processing is fixed
4.1 Introduction
In a typical automatic personal identity verification system, a biometric trait (face image or 
finger print) is acquired and compared with a stored template. The latter has been constructed 
during emolment. In lire conventional architecture of face verification systems tire biometric 
template is stored in a database on the server where the verification is also carried out. To alle­
viate the privacy and security issues raised by this mode of operation, a favoured system setup 
was proposed in Section 3.3.3 where the biometric template is stored on a smart card togetlier 
with the verification algorithm [12]. In this enlianced distributed architecture the decision mak­
ing is carr ied out on the smart card itself. No user data leaves the card for verification making 
tire system more secure and user friendly.
However, small computing platforms suffer from low computational power, small storage ca­
pacity and poor communication bandwidth. Therefore, special requirements on the system 
design are imposed. It is required tliat the verification algorithm is computationally simple, 
the size of the biometric template to be stored on the card small, the volume of probe image 
data transferred to tire smart card for verification limited, the number of matliematical oper­
ations low and the number bit representation reduced (due to the absence of floating point
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co-processors on the smart cards).
In order to identify an optimised trade off between the computational complexity of the system 
(server or smart card) and the system performance (as measured by the verification error), an 
extensive optimisation of the system parameters has been carried out. The key parameters 
that affect system performance measured in terms of accuracy and speed include: grey scale 
and spatial resolution, and the use of compression and fixed point arithmetic. To simplify the 
optimisation task, the parameters of the pre-processing stage of the system, which reduces 
noise and performs photometric normalisation, have been set to default values. The remaining 
parameters can be optimised in two possible ways:
• Each parameter can be optimised independently, one at a time.
• A joint optimisation framework of the key parameters can be adopted.
The first part of the optimisation task is focused on determining the lowest number of bits 
needed for the template stored on the card (the larger the template is, the more EEPROM will 
be used for its storage, and the longer it will take to match the algorithm) and studying the effect 
on performance when using different spatial versus grey scale resolution for the normalised 
face representations! 13]. The minimum amount of data a probe image can be represented with 
by using JPEG compression is also established [10].
In Section 3.3.3 a fully localised SCFVS architecture was presented. In the architecture pro­
posed the feature extraction and decision making are performed on the smart card. Based on 
the PhD work of Li [49], which was the motivation of this thesis (as reported in section 3.4), in 
the experiments performed when the reference parameter set is used, very low verification er­
rors are obtained. However, to enable the technique to run on smaller and cheaper cards, fixed 
point arithmetic is used, proving that the matching algorithm can be speeded up by reducing 
the bit resolution (the number of binary digits used after the decimal point of the float data 
types) of the mathematical operations . In the experiments performed it has been found that 
one can significantly reduce the bit resolution without performance degradation.
This first optimisation is done independently for each of the above key parameters, demon­
strating that in general the computational complexity of the SCFVS could be safely reduced 
without a conesponding increase in the verification error. In addition the trade off between
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spatial and grey scale resolutions is investigated along with the use of tlie baseline JPEG com­
pression scheme (on both template and probe images) and fixed point aritlimetic. Since an 
exhaustive optimisation is not feasible (die global optimisation requires an exhaustive evalu­
ation of 3,424,256 experiments as it will be discussed in subsection 4.3.7 and will be proved 
in subsection 4.3.7.1), die search space is simplified by applying heuristics. In die suboptinial 
search strategy adopted (Joint optimisation framework), the above parameters are optimised 
one at a time or in pairs, while keeping the parameters of die subsequent stages fixed.
In this chapter die SCFVS is evaluated by investigating die performance versus computational 
complexity trade-off concerns when die key parameter are initially optimised independently. 
Then an optimisation methodology is established on a limited search space for combining and 
selecting all of these system parameters jointiy. Preliminary results of this work were reported 
in [13]. A more specific work on JPEG compression was reported in [10] and a more detailed 
work was reported in [14].
The rest of die chapter is organised as follows. In Section 4.2 the system optimisation frame­
work is described. In Section 4.3 the experiments performed will be analysed before some 
conclusions are made. The experiments performed investigate on-card computational costs 
versus different data types (conducted on die Smart Card), grey scale/spatial resolution, spatial 
versus grey scale resolution, fixed point aridunetic, JPEG compression and joint optimisation 
framework (where all die previous parameters are optimised jointly).
4.2 Optimisation Framework
In order to optimise a smart card face verification system, a number of key factors had to be 
investigated tiiat affect system performance measmed in terms of accmacy and speed. The 
parameters include grey scale and spatial resolution, and the use of compression and fixed 
point arithmetic. In order not to further load die complexity of the system, the pre-processing 
stage was fixed. A 1 x 11 binomial kernel was used before applying the geometric normalisa­
tion. After diat, die photometric normalisation included homomorphic filtering and histogram 
equalisation.
Under those conditions there are two ways of performing the optimisation. Firstly, each of
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the parameters can be optimised one at a time (Independent Optimisation Framework). Then 
a Joint Optimisation Framework of the key parameters can be adopted. In order to limit the 
complexity of the optimisation of such a task a suboptimal strategy for the smart card face 
verification system is proposed.
The SCFVS design is evaluated via a set of experiments performed on the XM2VTS, BANCA 
and FERET data sets. Twenty different testing configurations are employed, XM2VTS C1/C2, 
FERET-XM2VTS C1/C2, BANCA and FERET-BANCA (as described in the last section of the 
previous Chapter).
The system performance levels of the verification system is measured in terms of half-total error 
rate (HTER) on the test set of each protocol obtained using the EER threshold determined from 
the ROC curve computed on an independent evaluation set. Both ROC curves on the evaluation 
as well as on the test set are used to produce additional information about the system behaviour. 
Because of the extensive number of cases, only some ROC curve examples will be presented. 
Finally, note that in most cases five decimal point have been used to represent the HTER results. 
This is because in the case of XM2VTS the tests performed are more than 100,000 (in the power 
of five) and in the case of BANCA more than 10,000 (in the power of four).
4.3 Experiments on the Smart Card Face Verification System
A number of experiments are conducted on the smart card and on the Server when the pre­
processing stage is fixed. These include the investigation of:
•  On the Smart Card and On the Server
-  On-card and on-server computational cost versus different data types.
• On the Server only: Simulated Experiments
-  Grey Scale Resolution,
-  Spatial Scale Resolution.
-  Spatial Resolution versus Grey Scale Resolution.
-  Fixed Point Arithmetic.
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-  Compression - Adjusting quality settings on different scenarios.
-  Joint optimisation framework - Suboptimal search strategy investigation.
In tliis section all of these experiments will be analysed and discussed in detail below, before 
finally some conclusions are made.
4.3.1 On-Card and On-Server Computational Cost versus Different Data Types
In tlie SCFVS studied in tliis thesis, one of the most important aspects of tlie overall design 
is the selection of the most appropriate data type (i.e. float, integer or fixed point). Such a 
selection can potentially affect the speed of tlie mathematical operations performed botli on the 
card and on the server and as a result tlie processing efficiency of the overall system design. The 
problem is more serious when the smart card is employed to perform tlie feature extraction and 
tlie decision making (verification performance) in real time while it has a limited computational 
power and does not have a floating point co-processor.
In the first set of experiments die computational efficiency of tlie smart card is examined in 
terms of on-caid processing time when different data types are used. The time required to 
perform certain on-card extended data operations is measured. The case of doing 20,000 on- 
card divisions (the most demanding matliematical operation in terms of microprocessor clocks 
needed is division) is examined by using 2 integers (4 bytes), 2 floats (4 bytes) and 2 fixed-point 
numbers (a simple case when only a bit shift is used to change an integer to a fixed-point). 
These experiments (see Figures 4.1 and 4.2) were performed 10 times and the averages aie 
used to compute;
•  The Total Process Time (TPT): the total time required to perform tlie operations in sec­
onds (communication witli tlie card and on-caid time).
• The Operational Process Time (OPT): the actual on-card processing time.
These experiments demonstrate tliat the use of integers instead of floating point numbers can 
speed up tlie overall verification performance by more than a factor of 5. The reason is the 
non-availability of a floating point co-processor on the cai'd and tlie use of a simulated floating
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Figure 4.1 : Total Process Time on the smart card in the case of using three different data types 
in ten different experiments.
point unit instead. Fixed point numbers (FPN) are also used on the card. Only a simple case of 
a conversion of an integer with one bit shift to the left (multiplied by two) is studied. Practically 
this examines the cost of on-card processing time of such a simple conversion. As shown in 
Figure 4.1, only such a simple a conversion can become computationally expensive for the 
CPU of the card (loaded approximately 25% more). Obviously the choice of double precision 
on the card is absolutely prohibiting in terms of computational costs and the optimum selection 
is to use integers on the card.
In the second set of experiments, the same study as above is conducted but this time on the 
server. For that purpose a specific fixed point library has been built. In this library the dou­
ble/float data types can be adjusted to have a fixed number of fractional binary digits (n-bit 
precision) and converted (saved) in an integer format. Interestingly the use of the generated 
n-bit precision data types instead of integers on the server so as to perform the mathematical 
operations resulted in only 12% loss in the overall computational cost.
Having performed the above experiments both on the smart card and on the server it can be 
concluded that ideally the use of integers in both platforms would be the best solution in terms 
of speed. Also the use of fixed point numbers affects the precision of the calculations and as a
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Figure 4.2: Overall averaging (of 10 different experiments), Total Process Time and Opera­
tional Process Time.
result performance degradation may be expected. Since the new data types built are actually a 
double/float to integer conversion with some loss of precision, the conclusion is that in practice 
the use of fixed n-bit precision data type on the server and on the smart card is expected to 
significantly increase the overall speed when on-card verification is performed. As it will be 
shown in subsection 4.3.5, another advantage of such a selection is that it does not necessarily 
result in degradation of system performance.
4.3.2 Grey Scale Resolution
In this experiment the effect on performance by altering the grey-scale pixel resolution of the 
(55x51) normalised probe images in the training set is investigated. Since an 8 bit camera is 
used, the initial performance of the SCFVS was measured by using 8 bits per pixel for each 
face image. Then the grey-scale resolution was reduced by a factor of Ibpp each time before 
building the PCA and LDA model. Both protocols in XM2VTS database and all protocols in 
BANCA database were tested when these datasets were used exclusively and when FERET 
was used for training and XM2VTS / BANCA for testing. Figure 4.3 shows an example of a 
probe image (from BANCA database) and the resulting normalised bit precision images.
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Figure 4.3: Initial BANCA (first to the left) and normalised bit precision images, 1-bit to 8-bit.
Table 4.1: Results obtained on XM2VTS (Cl /C2 protocols) and BANCA (P and G proto­
cols) when the grey-scale resolution was reduced from 8bpp down to Ibpp. (PRE = precision, 
FE C1/C2/P/G = FERET was used for training and (XM2VTS C1)/(XM2VTS C2)/(BANCA 
P)/(BANCA G) protocols for testing. AvBA = the average HTER of all seven BANCA proto-
PRE Cl C2 FECI FEC2 F G FEP EEC AvBA
8bpp 0.04588 0.02644 0.06816 0.04028 0.184 0.06559 0.2798 0.1232 0.124
7bpp 0.06149 0.03859 0.08804 0.04888 0.2509 0.143 0.3019 0.1898 0.193
6bpp 0.1773 0.14641 0.188 0.1645 0.4014 0.31 0.3603 0.316 0.3652
5bpp 0.3835 0.3438 0.3282 0.3396 0.4976 0.4426 0.4081 0.3907 0.4721
4bpp 0.4718 0.44 0.4203 0.4436 0.5008 0.4757 0.4476 0.4328 0.4947
3bpp 0.5042 0.4868 0.459 0.4826 0.5035 0.4741 0.47605 0.4595 0.4916
2bpp 0.5106 0.5002 0.4808 0.495 0.5134 0.4836 0.4924 0.4752 0.4996
Ibpp 0.5108 0.50735 0.4888 0.4982 0.5164 0.498 0.5001 0.4985 0.5082
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Figure 4.4: Results obtained (a) on BANCA, P and G protocols, on BANCA, P and G proto­
cols when FERET was used for training, (c) on XM2VTS (C1/C2 configurations) and (d) on 
XM2VTS (C1/C2 configurations) again when FERET was used for training.
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From the results obtained (see Table 4.1), it can be concluded that the use of 8-bit grey-scale 
pixel resolution yields the best overall performance. However, system behaviour suggests that 
performance could be further improved if more than Bbpp are used. Figure 4.4 illustrates 
another representation of the results obtained in all cases. An interesting case (BANCA G and 
Average protocol) is where the use of 3-bit grey-scale pixel resolution yields better HTER than 
4bit resolution. This can be explained by the fact that pixel resolution normalisation introduces 
quantisation errors that can affect the computation of the error rates and thresholds. Since it is 
known that in verification systems there is always a trade-off between FA and FR rates, there 
are cases where these rates can change in such a way that, on average, the overall verification 
performance is positively affected (that is, for example, the FA rate degrades while FR improves 
even faster than FA degrades).
4.3.3 Spatial Resolution
In this experiment the optimum spatial resolution for each dataset and configuration is ob­
tained. In order for the image size to be reduced, first image filtering is performed (by using 
binomial filtering) and then the images are down-sampled by using bilinear interpolation. By 
doing so the high frequency components of the face representations are removed and possi­
bly some discriminative information is lost. Clearly, for a human observer, the full resolution 
provides much more discriminative information. However, the possibility of achieving better 
performance results with lower resolution images is investigated.
In practice, the initial raw face images of XM2VTS, BANCA and FERET datasets were ge­
ometrically and photometrically normalised from their original resolution (i.e. 720 x 576 in 
XM2VTS) to a spatial resolution that was varied from 110 x 102 down to 8 x 7 in 16 steps 
(see first column in Table 4.2), These steps were deliberately selected in an exponential form 
in order to emphasise the lower image resolutions, that can be interpreted in a lower memory 
volume, and as a result a faster transfer of the normalised probe face to the smart card. In 
this experiment the grey-scale resolution was kept at 8 bpp. Figure 4.5 shows an example of a 
probe image (from XM2VTS database) and the resulting scaled images.
All the experiment results are presented in Figures 4.6 and 4.7 and in another representation 
form in Table 4.2. Generally speaking it was expected the verification performance results to
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Figure 4.5: Different spatial resolution images taken from XM2VTS. The first resolution on 
the left hand side is 10 x 8 and then there are higher resolutions, the highest of all being the 
last on the right hand side 110 x 102
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Figure 4.6: First row: Average of the evaluation and testing results obtained (a),(b) on BANCA 
and FERET-BANCA (all protocols). Second row: Evaluation and Testing results obtained on 
(c) XM2VTS and (d) FERET-XM2VTS (C1/C2 configurations). (FE-XM2VTS / BANCA = 
FERET was used for training and XM2VTS / BANCA for testing.)
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be worse at low-resolution than using high-resolution images. Although this expectation is 
definitely supported in the case of BANCA and FERET-BANCA testing configurations (see 
the two graphs of the first row of Figure 4.6), it proved not to be true in the other cases (see the 
two graphs of the second row of Figure 4.6).
In the case of XM2VTS, better overall results have been achieved with reduced resolution 
especially for Configuration H. This is because Configuration I produces biased results on the 
evaluation set and therefore poor performance on the test set. On the other hand. Configuration 
II is more realistic since the evaluation client and test client sets are drawn from different 
recording sessions (see subsection 3.5.1.2).
In the case when FERET is used for training and XM2VTS for testing, the performance prob­
ably degrades because the characteristics and the quality of the face images in FERET used to 
develop the PCA and LDA models are different from the use of the other databases. Obviously 
using different people for training and testing and of course not the same capturing conditions 
(different cameras) will affect performance unfavourably.
However, tlie overall trend of the results of the first four testing configurations remained the 
same. In particular, it transpired that for the XM2VTS database the image size can be reduced 
from 110 X 102 to 18 x 16 (Cl) and to 40 x 37 (C2) for each configuration respectively. 
Consequently, over 7 times less data would have to be sent to the smart card to maintain per­
formance in the case of C2, while in Cl this is increased to over 38 times. At the same time the 
computation load for the template matching on the smart card would be significantly reduced. 
Compaiable results are observed when FERET was used for training and XM2VTS (Cl) for 
testing. However, in Configuration C2 an optimum operating point was obtained at almost the 
highest resolution.
In the case of the BANCA database and with a few exceptions, the highest image resolution 
achieves the maximum system performance. Table 4.2 shows that the amount of data sent to 
the caid can be reduced 4 times (11,220 to 2,805) at the cost of reducing the performance by 
5,87% (P protocol) or 18,07% (G protocol).
The major difference between XM2VTS and BANCA database is due to their different protocol 
configurations. Basically, in XM2VTS there are more controlled conditions and fully frontal 
faces, whereas in BANCA different condition scenarios are presented. It seems that, in terms
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Figure 4.7: Average HTER (HTER from the evaluation set + HTER from the testing set)/2 
obtained on XM2VTS and FERET-XM2VTS (C1/C2 configurations), (b) Average HTER ob­
tained on BANCA and FERET-BANCA (P protocol). (FE-XM2VTS / BANCA = FERET was 
used for training and XM2VTS / BANCA for testing.)
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Table 4.2; Results obtained on XM2VTS and BANCA (P and G protocols) for different spatial 
resolutions. (RES = resolution; FE C1/C2/P/G = FERET was used for training and (XM2VTS 
C1)/(XM2VTS C2)/(BANCA P)/(BANCA G) protocols for testing; AvBANCA = the average 
HTER of all seven BANCA protocols). The optimum parameter for each case is highlighted.
RES Pixels Cl C2 FECI FEC2 F G FE P FEG AvBANCA
8x7 56 0.08025 0.08863 0.10091 0.11121 0.2903 0.1634 0.3364 0.2812 0.2315
10x8 80 0.05482 0.06218 0.07652 0.07703 0.2515 0.1346 0.3290 0.2392 0.1976
13x11 143 0.05296 0.04642 0.07053 0.06392 0.2195 0.1068 0.2920 0.2087 0.1625
15x13 195 0.04662 0.03802 0.07319 0.05735 0.2299 0.1023 0.3039 0.1925 0.1669
18x16 288 0.03977 0.03208 0.06524 0.04980 0.2183 0.1014 0.2870 0.1689 0.1588
20x18 360 0.04340 0.03114 0.06811 0.04535 0.2140 0.0879 0.2849 0.1657 0.1501
25x23 575 0.04190 0.02575 0.06014 0.04675 0.2139 0.0794 0.2798 0.14670 0.1495
30x28 840 0.04025 0.02758 0.06248 0.04121 0.2046 0.0705 0.2818 0.1415 0.1380
40x37 1480 0.04225 0.02214 0.06281 0.04304 0.1937 0.0726 0.2770 0.1326 0.1309
55x51 2805 0.04588 0.02644 0.06816 0.04028 0.1840 0.0656 0.2798 0.1239 0.1240
61x57 3477 0.04409 0.02465 0.06828 0.03891 0.1801 0.0613 0.2714 0.1352 0.1220
70x65 4550 0.04494 0.02343 0.06951 0.03805 0.1848 0.0591 0.2769 0.1213 0.1201
80x75 6000 0.04777 0.02535 0.06788 0.03472 0.1788 0.0587 0.2723 0.11860 0.1180
90x85 7650 0.04711 0.02522 0.06994 0.03367 0.1750 0.0574 0.2717 0.1181 0.1167
100x93 9300 0.04680 0.02524 0.07248 0.03177 0.1744 0.0565 0.2678 0.1183 0.1169
110x102 11220 0.04647 0.02350 0.07437 0.03559 0.1738 0.0556 0.2660 0.1182 0.1150
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of performance, closed-set protocols (all tlie enrolled clients are known to the system) perform 
better and better results will follow a redesign of tlie verification system when new clients aie 
added in an open-set protocol. However, when trying to find the trade-off between system per­
formance and spatial resolution, the general trend indicates that when using a different database 
and the number of clients changes (in BANCA 52 clients are used while is XM2VTS 295), the 
system designer should reconsider tlie parameter selection of the pre-processing stage in order 
to adopt a strategy which can minimise data transfer and processor load.
By performing the last two experiments there is a question that certainly needs to be answered. 
What is the relation between performance, spatial and grey scale resolution? The investigation 
performed to answer this question will be presented in the following experiment.
4.3.4 Spatial Resolution versus Grey Scale Resolution
In tliis experiment the relationship between performance, grey-scale pixel resolution and spa­
tial resolution of the normalised probe images is investigated. Optimum operating points were 
identified for each of tlie first two testing configurations (XM2VTS C1/C2). The initial raw 
face images of XM2VTS dataset were geometrically and photometrically normalised to a spa­
tial resolution that was vaiied from 110 x 102 down to 10 x 8 in eight steps, so as to approx­
imately halve the resolution each time. For each spatial resolution, the grey-scale resolution 
was reduced by a factor of Ibpp at a time before building tlie PCA and LDA model. Figure 4.8 
shows a 3D representation of all the results that are also reflected in Tables 4.3 and 4.4. An 
alternative form of presenting tlie system evaluation results is the ROC curve. Four interesting 
cases of the results obtained in this experiment can be viewed in Figure 4.10.
From the results it can be concluded tliat:
•  The use of 8-bit grey-scale pixel resolution yields tlie best overall performance, indepen­
dently of the spatial resolution used.
• The system behaviour suggests that performance could be furtlier improved if more than 
Bbpp are used (by using a 12bit camera to build the database).
• Even going from 8bpp to 7bpp the performance drops considerably in all cases. It ap­
pears tliat this performance difference tends to decrease when moving from smaller to
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Figure 4.8: 3D representation of the results obtained in (a) Cl configuration and in (b) C2 
configuration, when using different spatial and grey scale resolution for the normalised probe 
images.
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Table 4.3: XM2VTS Cl : Grey Scale 
tion across each grey scale resolution
versus Spatial Resolution. The optimum spatial resolu- 
is highlighted. Note that RES stands for Resolution and
RES PixNo Sbpp 7bpp 6bpp 5bpp 4bpp 3bpp 2bpp Ibpp
10x8 80 0.05482 0.11324 0.31453 0.45511 0.50512 0.49878 0.50086 0.49878
13x11 143 0.05296 0.10144 0.31432 0.46163 0.50156 0.50924 0.51205 0.50924
18x16 288 0.03977 0.07497 0.25737 0.43719 0.50377 0.4969 0.50304 0.4969
25x23 575 0.0419 0.07008 0.20017 0.40529 0.50908 0.49962 0.5083 0.49962
40x37 1480 0.04225 0.06217 0.17726 0.38273 0.49058 0.50158 0.49472 0.50158
55x51 2805 0.04588 0.0615 0.17733 0.38351 0.47181 0.50421 0.51061 0.51079
80x75 6000 0.04777 0.05835 0.18159 0.37903 0.48978 0.49826 0.48947 0.49826
110x102 11220 0.04647 0.05658 0.17951 035839 0.49205 0.48732 0.48708 0.48732
Table 4.4: XM2VTS C2 : Grey Scale 
tion across each grey scale resolution 
PixNo for Pixel number.
versus Spatial Resolution. The optimum spatial resolu- 
is highlighted. Note that RES stands for Resolution and
RES PixNo 8bpp 7bpp 6bpp Sbpp 4bpp 3bpp 2bpp Ibpp
10x8 80 0.06218 0.11791 0.3395 0.46522 0.50208 0.50503 0.50155 0.50503
13x11 143 0.04642 0.09571 0.28879 0.42891 0.49924 0.50548 0.50298 0.50548
18x16 288 0.03208 0.06137 0.24265 0.41675 0.51623 0.51083 0.5154 0.51083
25x23 575 0.02575 0.04359 0.18156 0.35971 0.50355 0.50191 0.51072 0.50191
40x37 1480 0.02214 0.03942 0.16507 0.34313 0.48199 0.50316 0.49803 0.50316
55x51 2805 0.02644 0.03859 0.14641 0.3438 0.44004 0.48682 0.50024 0.50737
80x75 6000 0.02535 0.03776 0.13866 0.3194 0.48987 0.49581 0.49874 0.49581
110x102 11220 0.0235 0.03664 0.14458 0J157 0.48163 0.51135 0.51034 0.51145
94 Chapter 4. Designing a SCFVS when Pre-Processing is fixed
higher spatial resolutions (see Figure 4.9). However, the spatial resolution would have 
to increase significantly before the use of 7bpp becomes acceptable, which renders this 
trade-off uninteresting for a smart card face verification system design.
Absolute Percentage DHTerence (APD) between 
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Figure 4.9: Absolute Percentage Difference (APD) between HTER at 8bpp and HTER at 7bpp 
in XM2VTS database (APD=[(HTER8bpp-HTER7bpp)/HTER8bpp)]*100%).
4.3.5 Fixed Point Arithmetic
In the absence of a floating point co-processor on the smart card, the use of the built-in simu­
lated floating point unit will result in an increase of the overall computational cost on the card. 
By using n-bit precision data types on the server instead (as described in subsection 4.3.1), the 
use of integers on the smart card becomes a reality. This can be extremely advantageous in 
terms of computational speed. Therefore in this experiment the trade-off between performance 
and bit precision for the verification function parameters was investigated when using fixed 
point arithmetic for authentication. These parameters are the client specific LDA transforma­
tion aj for the client class as mentioned in Equation 3.9, the client mean vector pi and the 
global mean p =  jj Yl^=i Zi, where N is the size of the training set and Zj represents the 
training image. The basic idea behind that was to change the precision of the linear discrimi­
nant transformation aj that is actually sent on to the smart card for on-card verification based 
on the distance metric di given in Equation 3.10 (Section 3.2.3).
Based on the results given in Figures 4.11 and 4.12, the optimum n-bit precision was identified 
to lie within the range n =  [5 — 14]. Table 4.5 shows that 10-bit (6/14-bit) precision is the
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Figure 4.10: System evaluation using ROC curves in four randomly selected cases of the 
XM2VTS database.
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Table 4.5: Results obtained on XM2VTS and BANCA (P and G protocols) with n-bit Fixed 
Point Numbers. (nFPN = n-bit precision Fixed Point Number; INIT = the precision is not 
altered; RES = Resolution; FE C1/C2/P/G = FERET was used for training and (XM2VTS 
C1)/(XM2VTS C2)/(BANCA P)/(BANCA G) protocols for testing; AvBANCA = the average
nFPN C l C2 FECI FEC2 P G FEP FEG AvBANCA
INIT 0.04588 0.02644 0.06816 0.04028 018396 0.06560 0.27984 0.12318 0.124
I 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5
2 0.49893 0.49552 0.4988 0.50026 0.5 0.5 0.5 0.5 0.49989
3 0.32684 0.32262 0.3397 0.32944 0.46585 0.40721 0.41423 0.34418 0.43441
4 0.09393 0.06792 0.10371 0.06718 0.2597 0.12479 0.29207 0.1945 0.19456
5 0.0515 0.03016 0.07528 0.04161 0.19129 0.07249 0.27478 0.12943 0.12956
6 0.05188 0.02721 0.06593 0.03911 0.19376 0.0672 0.28282 0.1266 0.13135
7 0.0478 0.02702 0.06801 0.04012 0.19084 0.06597 0.27755 0.12345 0.12735
8 0.04685 0.02668 0.0695 0.04079 0.18654 0.06544 0.28003 0.12361 0.12512
9 0.04618 0.02643 0.06877 0.03912 0.18562 0.06576 0.28004 0.12302 0.12497
10 0.04033 0.02639 0.06819 0.0403 0.18463 0.06544 0.27959 0.12399 0.12419
11 0.0459 0.02644 0.06818 0.04034 0.1843 0.06565 0.27997 0.12276 0.12408
12 0.04585 0.02642 0.06817 0.04029 0.18431 0.0656 0.27985 0.12361 0.1242
13 0.04587 0.0264 0.06818 0.04021 0.18413 0.0656 0.27966 0.1234 0.12421
14 0.051 0.02765 0.07157 0.04318 0.18354 0.06245 0.30076 0.14674 0.12397
15 0.13301 0.12445 0.19726 0.17766 0.31587 0.20598 0.43282 0.37415 0.26134
16 0.4614 0.44435 0.47744 0.48782 0.48055 0.46095 0.49197 0.48333 0.47255
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Figure 4.11: Results obtained on the XM2VTS and FERET-XM2VTS datasets when fixed 
point arithmetic was applied (Overall results and ‘Zoom In' cases respectively).
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Figure 4.12: Results obtained on the BANCA and FERET-BANCA datasets when fixed point 
arithmetic was applied (Overall results and ‘Zoom In’ cases respectively).
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optimum one for the reference resolution 55 x 51 on tlie XM2VTS (FERET-XM2VTS C1/C2) 
dataset. From the same table it is obvious that there is a jump in the error rate after the 14-bit 
precision. This is because of the oveiflow ejfect. When a greater tlian 14-bit precision data type 
is used, there are not enough bits left (< 2 bits are left) to store the integer part of the number.
The experimental results in Table 4.5 also identify different optimum operating points for the 
otlier configurations, proving tliat the optimum operating fixed point parameter is dataset de­
pendent. However, it can be agreed that the selection of 10-bit precision for all datasets would 
be a reasonable choice.
4.3.6 Compression
Even though the method adopted in the SCFVS offers a significant processing relief by reduc­
ing tlie complexity of face image representation tluough the use of client-specific LDA-based 
method [50], one way of furtlier decreasing the processing load of tlie system is by applying a 
compression scheme to the probe and template images. This would potentially result in a con­
siderable decrease in tlie representation capacity required/o/* the images to be sent and stored 
on the card each time a client is enrolled as well as to be processed on the card when a poten­
tial client requests verification. The selection of the appropriate compression metliod should 
be based on the complexity of the compression scheme, which can determine whetlier a given 
algorithm is a viable one for tlie application at hand and whetlier it best exploits/fits the system 
specifications.
Compression efficiency is not tlie only complexity measure in image compression [88] that can 
determine such a selection, especially in tlie case where a smart card is being used to perform 
real time enrolment/verification and requhing the minimum computational power for encoding 
and decoding. Other measures are considered to be memoiy capital (tlie amount of memory 
needed to execute an algorithm), memoiy bandwidth (the number of times the data must be 
accessed to perform tlie algorithm), total working memoiy, number of CPU cycles, number of 
arithmetic operations and finally, the difficulty of implementation of the algorithm.
In any case, the choice of a coding standard for a particular application or product will depend 
on its requirements. When lossy compression is of interest and low complexity is of high 
priority, JPEG provides a satisfactory solution. Although JPEG exhibits a considerable worse
100 Chapter 4. Designing a SCFVS when Pre-Processing is Sxed
quality difference at all bit rates when compared to other still image coding standards [97], it 
outperforms them in the encoding and decoding times [86].
4.3.6.1 Adjusting Quality Settings
One way of controlling image compression is to adjust the quality of the images by actually 
scaling the quantisation tables of luminance and chrominance components. Image quality is 
being traded off against file size by adjusting the compressor’s quality parameter Q based on 
the Independent JPEG Groups’ (IJG: www.ijg.org) implementation of JPEG lossy sequential 
coder/decoder. This was achieved by using the quality switch, which trades off compressed 
file size against the quality of the reconstructed image; the higher the quality setting, the larger 
the JPEG file and the closer the output image will be to the original input. Normally, when 
a smart card is employed in a face verification system design, it is required to use the low­
est quality setting resulting m the smallest file, which decompresses into something visually 
indistinguishable from the original image.
For this purpose the quality setting should be between 50 and 95 and the default of 75 is often 
about right^ However, all ranges between the lowest 5 and the highest 100 were investigated. 
Even though quality values above 95 were not recommended for normal use by the JPEG 
library using instructions, a quality factor of Q=100 was still used for experimental purposes. 
In these highest ranges the compressed file size goes up dramatically for hardly any gain in 
output image quality basically due to the overhead of the JPEG file format.
In the other direction, quality values below 50 were investigated since there is more interest 
in tlie highest compression ratio possible and in establishing whether very low qualities can 
result in acceptable verification error rates. Indeed, even though settings below 50 are produc­
ing small files of low image quality, there are cases that have obtained very good performance 
results. In the experiments performed though, the use of JPEG-baseline mode ensures compat­
ibility at low quality values.
Figure 4.13 shows the average Peak-Signal to Noise Ratio (PSNR) calculated using either the 
probes or templates taken from the XM2VTS training set in both configurations. The same 
trends are observed using BANCA or FERET databases. The graph clearly shows that the
‘More information can be found in the JPEG documents file in http://www.ijg.org/files/.
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quality of JPEG images is almost linear until quality becomes 80. After that the image quality 
increases dramatically but at the expense of image size.
ComprttskNi Ratio/Size vs knags OuaSty in Probss Comprsaaion Ratlo/Siza va knags OuaHty In Tsmptatas
IE
!%iSI
Ouldky Factor
Figure 4.13: Example case of the effect of using a scale of different qualities in JPEG settings 
between 5-100 in PSNR/Compression Ratio/Compression Size when both probe and templates 
are used.
The visual effects of different quality on probe and template images can be viewed in Fig­
ure 4.14 and Figure 4.15 respectively. Even at the lowest quality settings where blocking 
effects are obvious and only the lowest frequencies of the images are represented, face images 
of this low reference resolution (55x51) still retain their main structure. The observer can still 
discriminate between face features and identify the different face representations even when 
using the lowest quality (5). The pertinent problem at this stage is to define the relationship 
between probe/template images, JPEG compression and system performance. Different sce­
narios can be considered such the application of JPEG compression on only probe images in 
training, evaluation and testing set. This problem is studied in the following section.
4.3.6.2 Experiments & Results
For this experiment, among many JPEG compression schemes, the baseline mode was used; it 
is very easy to implement and port on a small platform whilst it still achieves high compres­
sion/decompression speed. A spatial resolution of 55 x 51 was used in order to study the effect 
of using JPEG compression in all testing configurations, at four different scenarios (operational 
stages).
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%
0 7 0 Q-80 Q-90 Uncompressed
Figure 4.14: Probe images when using a different quality factor (Q) for the JPEG. Face repre­
sentations are scaled up more than double the original size of 55 x 51 for viewing purposes.
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Figure 4.15: Template face images when using a different quality factor (Q) for the JPEG. 
Face representations are scaled up more than double the original size of 55 x 51 for viewing 
purposes.
1. On probe images of all experimental sets, training, evaluation and testing set;
2. On probe images of only evaluation and testing set. This was deliberately chosen because 
it would be interesting to witness the effect of compression on the overall performance 
only in the case where probe images are sent to the smart card and training remains 
unaffected;
3. On templates;
4. On both probes (training and testing) and templates.
In this set of experiments, to trade-off image quality against file size, different quality settings 
for the compressor were used. In all cases the range of the quality factor was modified from 
5 to 100 (nineteen (19) different quality steps). The system was evaluated across all opera­
tional stages and testing configurations by measuring the performance levels of the verification 
system (FA, FR and Half Total Error Rates) on the test set. However, the consistency of the 
performance results was also considered. In particular the system was evaluated:
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1. Across the quality steps of the same database and for each scenario, when FERET was 
used or not for system training.
2. Across all operational stages, but when using those testing configurations referring to 
the same database. To do so the initial HTER (_HTERinit=tincompiessed case) and the 
HTER averaged across for all quality values (5-100) was compared; A H P  =  H T E R  <  
HTERinit, where i = quality factor and k = number of quality steps used to cover uni­
formly the range between 5 and 100 in increments of 5 (plus 7.5). Even though this is a 
subjective criterion (the smallest or highest qualities may result in a dramatic change of 
performance by over-contributing to this average performance metric), it definitely helps
to understand the system and draw some conclusions.
Based on the results given in Figure 4.16 JPEG operational stage one (probes used for training 
and testing) was identified as the optimum in the case of XM2VTS C1/C2 and BANCA P/G 
protocols. However, stage two (probes used only for testing) was the best one in the case 
where FERET was used for system training and XM2VTS(C1/C2)/BANCA P for testing. In 
tlie FERET-BANCA protocol G case, stage three (templates) was the optimum one. Clearly, 
when both probes (training + testing) and templates are compressed worse results are obtained.
What was initially expected was that by decreasing image quality, system performance would 
drop and the Average HTER Petformance (AHP) across all quality range would definitely be 
less than the initial performance when no JPEG is used. Interestingly that was not the case, 
and for different testing configurations different JPEG compression qualities correspond to the 
best performance as shown in Tables 4.6 and 4.7 and in Figures 4.17 and 4.18.
This is because JPEG actually behaves like a low pass filter. As the compression quality factor 
Q decreases more high frequency components (HFC) are filtered out that degrade system per- 
fonnance. These HFC should have been removed in the pre-processing stage when binomial 
filtering is applied. Therefore, one problem that is going to be investigated later in this thesis is 
the efficiency of the binomial filtering and the informational content of the probe images.
A summary of almost all the cases are given in Figure 4.17 and Figure 4.18.
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Table 4.6: JPEG compression qualities (Q) corresponding to the best performance (HTER).
DATABASES PROT 1 Q; PR/Train/Test Q: PR/Test Q:TE Q: Pr+TE
XM2VTS Cl 7.5 7.5 30 50
C2 10 15 15 55
FERET-XM2VTS Cl 25 15 70 20
C2 30 70 35 55
BANCA MC 45 10 50 55
MD 20 40 10 40
MA 5 20 25 40
UD 30 100 15 75
UA 50 40 70 80
P 25 30 15 40
G 35 50 75 50
FERET-BANCA MC 15 90 70 80
MD 20 50 25 20
MA 55 50 30 90
UD 50 30 40 70
UA 55 100 15 65
P 30 80 25 65
G 65 75 50 80
DATABASES PROT HTER: PR/Tiain/Test HTER: PR/Test HTER: TE HTER: Pr+TE
XM2VTS Cl 0.04171 0.04305 0.04229 0.04145
C2 0.02205 0.02332 0.02229 0.02436
FERET-XM2VTS Cl 0.05875 0.05939 0.05979 0.05776
C2 0.03544 0.03483 0.03422 0.03607
BANCA MC 0.0569 0.0545 0.0479 0.0558
MD 0.0760 0.0772 0.0720 0.0747
MA 0.0694 0.0763 0.0732 0.0729
UD 0.1664 0.1660 0.1663 0.1647
UA 0.2047 0.2072 0.2065 0.2029
P 0.1726 0.1807 0.1808 0.1811
G 0.0612 0.0628 0.0615 0.0624
FERET-BANCA MC 0.1010 0.1051 0.1071 0.1032
MD 0.1748 0.1761 0.1689 0.1619
MA 0.1229 0.1244 0.1187 0.1234
UD 0.2091 0.2111 0.2091 0.2087
UA 0.2215 0.2154 0.2200 0.2178
P 0.2761 0.2621 0.2739 0.2753
G 0.1226 0.1242 0.1180 0.1225
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Figure 4.16: Performance evaluation based on the HTER averaged across for all quality values 
in all datasets.
Table 4.7: Final results: JPEG compression qualities corresponding to the JPEG scenario 
that gives the best performance for all databases (PROT=Protocol, PR=Probes, TE=Templates, 
H T E R i n i t l H T £'Æneu>=uncompressed/compressed case.)
DATABASES PROT Case QUAL COMPR HTERinit HT ERnew
XM2VTS Cl PRTTr/Te 7.5 5.11:1 0.0458 0.0417
XM2VTS C2 PR/Tr/Te 10 4.58:1 0.0264 0.022
FERET-XM2VTS Cl PR/Te 15 4.11:1 0.0602 0.05939
FERET XM2VTS Cl PR/Te 70 2.28:1 0.037 0.03483
BANCA P PR/Tr/Te 25 3.51:1 0.184 0.17261
BANCA G PR/Tr/Te 35 3.13:1 0.0629 0.06122
FERET-BANCA P PR/Te 80 1.94:1 0.277 0.2621
FERETBANCA G TE 50 2.76:1 0.12 0.1179
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Figure 4.17: The effect on XM2VTS and FERET face databases when using probe and tem­
plate images on each database respectively. Figures on the first row are the cases where JPEG 
was used for training and testing of probe images; on the second row where JPEG was used 
only for testing of probe images; on the third row where JPEG was used on templates and on 
the fourth row where JPEG was used on both probes and templates. Note that for each column 
Y axis is scaled based on the same min and max values so as the results to be more easily 
comparable.
108 Chapter 4. Designing a SCFVS when Pre-Processing is fixed
BAMCA P«fffociMnc« Rm u I s gPEG UMd for fraMng and t*«llna)
aAMCAP*#wm#nc# R««uti (JPEG uMdffOf only tor tMthg)
■ * S » » « R I I X 9 S I 8 B 8 S e S 8 8 S
S 8 8 8 n S K 3 8 8 8 8 S e e 8 8 S
JT E e O iu lq rF a m r
8 8 8 8 8 K 8 3 8 8 3 8 e e 8 8
JPEO OiuMy FicMf
2
S 8 8 8 8 8 8 8 8 8 8 8 S S E 8 8 8
S 8 8 8 8 8 S S 8 8 8 8 S e S 8 8 g
JPCO Oualhy F a m r
Figure 4.18: The effect on BANCA and FERET face databases when using probe and template 
images on each database respectively. The graphs in the first row refer to the cases where JPEG 
was used for training and testing of probe images; on the second row where JPEG was used 
only for testing of probe images; on the third row where JPEG was used on templates and on 
the fourth row where JPEG was used on both probes and templates. Note that for each column 
Y axis is scaled based on the same min and max values so as the results to be more easily 
comparable.
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XM2YTS & FERET-XM2VTS
XM2VTS is more consistent in achieving overall slightly better performance results tlian when 
no JPEG was used, especially in the case when all images were compressed in both the tiaining 
and testing sets. Table 4.6 shows the JPEG compression qualities that correspond to the best 
performance in all JPEG operational stages defined in Subsection 4.3.Ô.2. This is apparent as 
well in Figure 4.17 column one. Similar but not better results were obtained when probe images 
are compressed only in tlie test set. In tlie operational stage where templates were compressed, 
again similar results were identified but only in the case of Configuration II. However, it is 
apparent tliat templates affect performance considerably at die lowest qualities and therefore 
compressing the templates should not be considered a good option. The worst case is when 
both probes and templates are compressed. Overall, using compression in both tlie training and 
test sets should be considered favourable as a design choice since it provides more consistent 
results (more cases are identified where tlie results aie lower than the initial performance across 
tlie quality range) and in which the highest compression (lowest quality values) can achieve the 
lowest HTER.
Different conclusions can be drawn when FERET is used for training and XM2VTSfor testing 
(see Figure 4.17 second column). In this case, the overall performance drops 1.4%/6% in 
Configuration I/II respectively (see Table 4.7). An interesting comparison of the results can be 
done when tlie first row of Figure 4,16 is used. There is haidly any case where the average 
HTER across all quality range (AHP) is better than the initial performance. Furthermore, 
the AHP when templates are compressed, is worse than the one when probe images were 
compressed (tliis was not the case when training without FERET). Siuprisingly good results 
were achieved in tlie case where JPEG was used only for the test set in botli configurations. In 
contrast to tlie case where XM2VTS was used exclusively, now using compression only in the 
test set should be considered tlie favourable design choice in terms of consistency and overall 
performance.
BANCA & FERET-BANCA
In the case BANCA, what it was experienced is that the best cases in terms of performance are 
achieved by using compression in both tlie tiaining and test sets. For tlie overall results obtained
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in these testing configurations it is apparent that performance is heavily affected in all the cases 
that compression was used. Indeed, there is hardly any BANCA protocol where the average 
HTER across all quality range is better than the initial performance (see Figure 4.16(c)). Inter­
estingly, in degraded environments, a compression of templates achieves the best performance 
at the lowest qualities (cases of Q=10 and 15 in MD and UD protocols respectively). Note also 
that, as observed in the case of XM2VTS, compression of templates or of both probes/templates 
seem to affect considerably the performance when the lowest qualities are used (Q <  15). The 
best performance was gained in the case of protocol P, which better represents the actual system 
usage (see Figure 4.18 first column).
Different results were obtained when FERET was used for training and BANCA for testing 
(see Figure 4.18 second column). On the whole, the results were overall worse across all cases, 
proving that database size and the use of compression in scenarios where training and test sets 
were acquired under different conditions can significantly affect the system performance.
Even though tliere is a loss of consistency when FERET is used in both BANCA and XM2VTS 
databases for testing, there are still many cases where the optimum operating point is also 
achieved at very low qualities. This observation is very important for the SCFVS design be­
cause it proves that even in degraded conditions, JPEG can stiU produce favourable results at 
very low qualities where maximum compression can be obtained.
4.3.7 Joined Optimisation Framework
The optimisation framework of the SCFVS in terms of performance and computational cost 
is very complicated because it includes a large number of degrees of freedom. It consists of 
22 different testing configurations, 8 grey level resolutions (8bpp down to Ibpp), 16 spatial 
resolutions (110x102 down to 8x7), n-bit precision fixed point numbers (n =  [1 — 16]), and 
finally 4 different operational stages where JPEG compression is applied using 19 different 
quality factors ranging from 5 to 100. Obviously, the global optimisation requires an exhaus­
tive evaluation of 3,424,256 experiments, which renders the effort not feasible (in terms of 
computational time). This is without including the pre-processing parameters that a different 
filtering technique would introduce i.e. mask size and variance, or the number of PCA compo­
nents necessary for achieving an optimum performance. In order to simplify the search space
4.3. Experiments on the Smart Caid Face Verification System 111
and to find a reasonable solution to such a problem some heuristics had to be applied. In the 
adopted suboptimal search strategy one parameter is optimised at a time. The optimisation of 
one stage in the sequence was carried out for the parameters of tlie subsequent stages set out as 
follows:
•  The optimum grey level and spatial resolution for each dataset scenario was identified 
without applying any compression.
•  The determined optimal JPEG compression scenario (as reported in subsection 4.3.6.2) 
was applied and the optimal compression quality factor was identified under tlie con­
dition of using the reference spatial resolution of 55x51 while keeping tlie grey level 
resolution to maximum (8bpp).
•  The determined optimal JPEG compression operational scenaiio was applied and the op­
timal compression quality factor was identified under the condition of using the optimal 
spatial resolution and grey level resolution kept to maximum (8bpp).
• The optimum n-bit precision fixed point number was identified to lie within tlie range 
n =  [5 — 14] (as reported in subsection 4.3.5) independently of tlie other parameters. 
This parameter was applied at die end of die previous stage (avoiding also introducing 
statistical eiTors to all stages).
By adopting such a strategy, interesting results were obtained and in general different oper­
ating points were defined for the different testing configurations. But most importantly, the 
number of the experiments performed can be limited to 3190 (approximately 2630 times less 
computational effort).
The way the number of parameters are measured in this optimisation framework follows. Then, 
die suboptinial search stiategy results will be presented.
4.3.7.1 Measuring the Number of Parameters for the Optimisation Framework
Let K, Egr, Esr, Egsr, Efpn, Ejos and Ejg be the number of:
•  Testing Configurations (i.e. K=20 as above)
112 Chapter 4. Designing a SCFVS when Pre-Processing is fixed
•  Bits per pixel (bpp) used (with fixed spatial resolution) to find the optimum grey scale 
resolution. Egr=% for an 8bit camera.
• Spatial Resolutions used (with fixed grey scale resolution) to find the optimum spatial 
resolution. Esr=i6 for the following resolutions (8  x 7,10 x 8,13x11, 15x13, 18x16, 20 
X 18, 25x23, 30 x 28, 40 x 37, 55x51, 61x57, 70 x 65, 80 x 75, 90x85, 100 x 93, 110 x 
102) [13].
• Bpp * Spatial Resolutions used to find the optimum spatial/grey scale resolution setting. 
Egsr ~  Egr * Esr =  8  * 16 =  128. However, from the results given from the above 
experiments, this can be limited to Egsr =  32 in the case of the suboptimal strategy used 
(which include the Esr=i6 when only 8bpp was used). This is because only going from 
8bpp to 7bpp across all spatial resolutions would reveal important system information.
• n-bit precision fixed point numbers used for the mathematical operations (with fixed spa­
tial and grey scale resolution), in order to find the optimum n-bit (n e  [1,16]) optimum 
setting range. However, for the suboptimal strategy only n  e  [5,14] are needed.
• JPEG operational stages. In total there are 4 stages (JPEG on Probes(Training and Test­
ing set), Probes(Testing set). Templates and Probes(Training and Testing set) plus Tem­
plates.
•  JPEG quality settings. In total there are 19 qualities[10] (5,7.5,10, 15, up to 100).
Thus, lets set NEtotai as the total number of experiments (for the complete parameter setting 
used in this thesis). NEgei as the independent experiments performed to identify the opti­
mum parameters. Finally, based on the NEsei, the experiments needed for the selection of the 
optimum parameters for the suboptimal strategy is set as NEsubStr- Hence:
• NEtotai —A *  E g r  * E s r  * * ^jos * i^jq =  A * 8 * 1 6 * 1 6 * 4 * 1 9  =  155,648 * K
• NEsei =  K^\Egr-\-Esr'\-Egsr'\-Efjjn-\-{Ejo3^Ejf)\ =  A* [84-164-164-10-)-(4* 19)] =  
126 * K
•  N E s u b S t r  — ( E g r )  * l(-Esr) * ^ 0 { E f p n )  * l { E j o s )  * 1 9 { E j g )  =  ÜT* 10* 19 =  190* 
K , where the optimum 8 bpp probe images is needed, one optimum spatial resolution
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per JPEG operational stage, one operational range for tlie n-bit numbers and 19 quality 
settings.
Therefore, if K=20, NEsei-20*126=2520, and NEsubStr='^0H90=3^00 experiments. Now, 
by selecting tlie 10-bit fixed point number representation that would provide optimal setting 
for all testing configurations (speeding up tlie verification process as well), this search can be 
reduced to 20*19=380 experiments. As a conclusion, the suboptimal stiategy would require 
155648-r(126-f 190) =  493 or even better 1556484-(126+19) =  2630 times less experiments.
4.3.7.2 Suboptimal Search Strategy Results
The final results obtained are brought together in Table 4.8. In tiiis table the initial performance 
results acquired after applying the new optimum parameters step by step can be viewed. It 
is demonstrated tliat tlie use of such a combined parameter strategy does not result in perfor­
mance degiadation and can become extremely advantageous when high resolution images are 
acceptable in tlie context of any system engineering constraints.
Interesting results were obtained by applying the proposed combined stiategy, where low res­
olution images were used. In the case of XM2VTS Cl, the initial performance was improved 
by 13.4% only by fine tuning the resolution. It is obvious that a higher-resolution image can 
tolerate more compression and tliat JPEG does not work well with extremely low resolutions 
where the byte file size of a JPEG compressed image increases due to the overhead of the 
JPEG file format^. In such an extreme case, by using fixed point aritlimetic witliout JPEG both 
performance improvement and system acceleration can be achieved.
Better overall results were achieved in XM2VTS C2 (it has a bigger training set than Cl and 
is more representative of a real system), where tlie optimum spatial resolution was identified 
to be a much higher one (40x37). By combining an 11-bit precision and JPEG compression 
on a relatively medium resolution, the performance increases by about 23% with an additional 
increase of system speed, by virtue of fixed point numbers and by decreasing the size of the 
probe images sent to the card by a factor of five (going from 2805 down to 532 bytes). An
 ^A JPEG image has a specific internal suiicture that is common to all JPEG files. Part of this internal structure 
is known as the file “header”, which basically contains information about the image file: its size, dimensions, etc.
114 Chapter 4. Designing a SCFVS when Pre-Processing is fixed
additional advantage is the improved overall memory management within the system via the 
training set image compression.
An expected degradation of performance was obtained when using FERET for training and 
XM2VTS for testing. The results for Configuration I were relatively the same as before. How­
ever, in Configuration II, the optimum resolution (100x93) was almost the highest possible of 
the investigated range and the overall benefit of the JPEG compression efficiency to the system 
was highlighted. In both configurations, the overall trend remained similar to the one observed 
when XM2VTS was exclusively used. Particularly in the case of FERET-XM2VTS and Cl 
the performance increased by 13.2% and in C2 by more than 23%. The overall results are 
summarised in table 4.8 and some particular examples are provided in Figure 4.19.
BANCA and FERET-BANCA (in P/G protocols) were also used for all stages of the opera­
tional strategy, apart from the last, where fixed point arithmetic was applied. This is because 
high resolution spatial images turned out to be the optimum ones in the third experiment. If 
these were used to build the PCA and LDA models in the compression experiment, such an 
effort would take a prohibitive amount of time. However, from the experience gained on the 
XM2VTS dataset, a 10-bit FPNumber can be applied here too, even though a further perfor­
mance improvement is not guaranteed. Table 4.8 shows the advantage of using JPEG with 
relatively high resolution images in terms of compression efficiency. As far as performance is 
concerned, in the case of BANCA P/G protocol it is increased by 6.5%/16.9% and in FERET- 
BANCA P/G protocol it is also increased by 5.6%/6.3% respectively.
Note tliat as reported in subsection 4.3.1, the use affixed point numbers on the server and 
integers on the smart card instead of floats results in system speed acceleration. Furthermore, 
in subsection 4.3.5 it has been shown that without any further parameter optimisation and by 
using the reference spatial resolution of 55x51, a performance improvement (maximum of 
aiound 12% for the case of XM2VTS Cl 10-bit FPNumber) can be also obtained. Therefore, 
when a system designer goes through this final step of the optimisation strategy, he/she should 
expect that:
# For relatively high spatial resolution images (> 110 x 102) the cost of identifying the 
optimum n-bit FPNumber is prohibitive^. However, if time is not an issue, such an effort
‘This is because for each FPNumber used and by using a >  110 x 102) spatial resolution the computation of the
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Table 4.8: Best cases in both databases when the combined strategy was used (PROT = Proto­
col, PR = Probes, TE = Templates, Tr = Train, Te = Test, QUAL = quality, IBFS/CBFS P/T = 
Initial/Compressed Byte File Size for Probes/Templates, RESOL = resolution, FPN(n) = n-bit 
fixed point number)
DATABASES PROT Case QUAL IBFS P/T CBFSP/T RESOL FPN(n) HTER
XM2VTS Cl - - - - 55x51 - 0.04588
XM2VTS Cl - - - - 18x16 - 0.03977
XM2VTS Cl PR/Fr/Te 65 288 429 18x16 - 0.04292
XM2VTS Cl PR/Tr/Te 65 288 429 18x16 10 0.04606
XM2VTS C2 - - - - 55x51 - 0.02644
XM2VTS C2 - - - - 40x37 - 0.02213
XM2VTS C2 PR/Tr/Fe 20 1480 532 40x37 - 0.02128
XM2VTS C2 PR/Tr/Te 20 1480 532 40x37 11 0.02046
FERET-XM2VTS Cl - - - - 55x51 - 0.06816
FERET-XM2VTS Cl - - - - 25x23 - 0.06014
FERET-XM2VTS Cl PR/Fe 35 575 475 25x23 - 0.05964
FERET-XM2VTS Cl PRGe 35 575 475 25x23 10 0.05915
FERET-XM2VTS C2 - - - - 55x51 - 0.04028
FERET-XM2VTS C2 - - - - 100x93 - 0.03177
FERET-XM2VTS C2 PR^-e 45 9300 1579 100x93 - 0.03136
FERET-XM2VTS C2 PRn^e 45 9300 1579 100x93 13 0.03097
BANCA P - - - - 55x51 - 0.18396
BANCA P - - - - 110x102 - 0.17375
BANCA P PR/Tr/Te 15 11220 1018 110x102 - 0.17194
BANCA G - - - - 55x51 - 0.0656
BANCA G - - - - 110x102 - 0.05556
BANCA G PR/Tr/Fe 10 11220 992 110x102 - 0.05449
FERET-BANCA P - - - - 55x51 - 0.27984
FERET-BANCA P - - - - 110x102 - 0.26597
FERET-BANCA P PR/Te 25 11220 1184 110x102 - 0.26412
FERET-BANCA G - - - - 55x51 - 0.12318
FERET-BANCA G - - - - 90x85 - 0.11811
FERET-BANCA G TE 30 7650 1165 90x85 - 0.11538
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is definitely beneficial for system speed.
For a relatively small resolution (i.e. 55x51), such an attempt should be done for the sake 
of both performance and system speed.
The above observations are independent of the testing configuration used.
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Figure 4.19; The effect on XM2VTS [(a),(b) row one], FERET-XM2VTS [(c),(d) row two], 
BANCA P/G [(e),(f) row three] and FERET-BANCA P/G [(g),(h) row four] face databases 
when using the combined strategies.
PCA models may take mwe than 2 days when using a high-specifications setter. One complete experiment may 
take 3 days, and therefore to investigate all n-bit FPNumbers will take approximately 48 days.
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4.4 Conclusions
Optimisation of a smart card face verification system is a veiy complex process with many key 
factors to consider. It involves the investigation of tlie effect the system parameters have on the 
system performance measured in terms of accuracy and speed. The parameters include grey 
scale and spatial resolution, and the use of compression and fixed point arithmetic. In order not 
to further load the complexity of tlie system, tlie pre-processing stage was kept fixed (1  x 11  
binomial kernel with probability p=0.5, geometric normalisation, histogram equalisation and 
homomorphic filtering). As tlie complexity of the optimisation task is exponential with the 
number of parameters, an exhaustive optimisation was not feasible. Consequently, a suboptimal 
strategy for the smart card face verification system design has been proposed.
The system was evaluated on different datasets and configurations hoping to achieve good and 
consistent results across all testing configurations for the same parameter setting. However, 
it transpired that each testing configuration required different parameter setting under the ex­
ception of grey level resolution and fixed point number representation. Since an 8 bit camera 
is used, system behaviour suggests that maximum performance is achieved at 8bpp and could 
possibly be further improved if higher grey resolution was available. Even though system per­
formance seems to be less affected when using 7bpp at the highest spatial resolution when 
compared to the use of 7bpp at lower spatial resolutions, the overall results obtained suggest 
the use of 8bpp to achieve tlie optimum performance.
The selection of the 10-bit fixed point number representation provided tlie optimal setting for 
all testing configurations, while speeding up the verification process. It provides consistent 
results at all experimental conditions because it’s affect on tlie precision of the mathematical 
operations of the verification function parameters (as described in subsection 4.3.5) and as a 
result on system performance is independent whetlier is is applied first or last in the process of 
tlie joint optimisation framework. It is proposed that is should be applied as the last step of the 
optimisation so as not to affect the overall system precision at the beginning of the process.
On the otlier hand, the optimum spatial resolution, JPEG compression quality factor as well 
as JPEG operational scenario differ from one experimental condition to another. Note that a 
quality threshold has been identified, below which, not only the performance can degrade but 
tlie amount of data to be stored can actually increase due to the overhead of tlie JPEG file
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format. Above that, there is a surprisingly wide quality range where compression does not 
seem adversely to affect performance, and for specific scenarios it may even improve system 
performance. This is because (as described in subsection 4.3.6.2) JPEG actually behaves like 
a low pass filter and removes those high frequency components (HFC) that degrade system 
performance and should have been removed in the pre-processing stage of the SCFVS. This 
problem is going to be investigated in the next chapter of this thesis.
Generally speaking, when JPEG is applied and when operating at the limit of the quality set­
tings good performance can be achieved, as well as gain in memory size and transfer speed. 
The benefits of optimisation can be further appreciated when fusion methods are to be incor­
porated onto the smart card and therefore an increased number of biometric templates have to 
be stored on the card.
An interesting example of such a strategy that is suggested by this evaluation effort is when 
XM2VTS (C2) is used (see Table 4.8). In this case, the system speed is doubled and perfor­
mance is improved by more than 16% only by the selection of an optimum resolution. Another 
4% in performance can be gained by using JPEG while increasing system speed about three 
times more. Finally, the use of 10-bit precision, does not degrade performance as well as 
offering a significant relief on its complexity.
Chapter 5
Selecting Filtering Parameters and 
Eigenvectors for a SCFVS
As already discussed, when designing a face verification system and the target platform is a 
small platform, tlie computational and performance aspects of tlie biometric process have to 
be investigated with a view of finding an acceptable trade-off between the system complexity 
and file verification accuracy. In the SCFVS investigated in this thesis, tlie severe engineering 
constraints and limitations imposed by smart cards have to be overcome. By conducting a set of 
experiments in Chapter 4, an optimised trade off between the computational complexity of our 
system and tlie system performance was identified. It was reported tliat tlie computational cost 
of the system could be safely reduced witliout a corresponding increase in tlie verification error. 
In the optimisation study conducted, the number of PCA components used was determined by 
file requirement to retain 95% of the total energy^. Also the filtering stage was fixed.
In this chapter the study is widened to consider the effect of optimising also over the number 
of PCA components and tlie paiameters of the filter stage. The overall process considered in 
this study can be summarised as follows:
•  First, the binomial filtering used in tlie reference parameter set (as first mentioned in 
Section 3.4) is replaced by Gaussian filtering.
‘The total energy em of the eigenvector can be defined as tlie ratio of the snin of the first m eigenvalues 
over the sum of all N eigenvalues (more details can be found in subsection 5.3.3.2).
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•  Then the optimum Gaussian filtering parameters are determined.
•  The optimum number m of PCA components needed by the system to maximise its 
performance is selected across a range of the bandwidth factor a  of the Gaussian filtering 
function g(x,y) = ) for the optimum kernel sizes identified in the previous
stage.
It appears that PCA dimension optimisation further ensures the preservation of the necessary 
face features and frequency components and renders the system robust in terms of informa­
tional content while maximising its performance. However, it should be noted that PCA di­
mension optimisation suffers from high computational complexity and the solution is protocol 
dependent.
In an alternative solution to that of PCA optimisation, the low-order eigenvectors are removed 
after optimising the filtering parameters in the normalisation stage[108,61,117]. There are two 
advantages of adopting this method. It achieves competitive performance results compared to 
those achieved by PCA optimisation, and also it avoids the high computational complexity 
that PCA optimisation requires. However, it should be noted that, some gains can simply be 
achieved by the optimisation of the filtering parameters alone.
In addition to the above studies, an investigation is performed to examine the effect on the 
frequency content of some example probe images of applying different photometric normali­
sation techniques, JPEG compression, and after selecting the optimum parameter set in terms 
of filtering parameters and exhaustive PCA optimisation. The frequency content is represented 
in terms of the power spectrum of the probe images.
The rest of the chapter is organised as follows. In the next section the system evaluation process 
will be covered. Some previous work will be presented in Section 5.2. In Section 5.3 the image 
filtering and PCA dimension optimisation experiments will be presented and its associated 
experiments will be analysed. In Section 5.4 the frequency domain study is carried out. Finally, 
some conclusions are made in Section 5.5.
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5.1 System Evaluation
The SCFVS has been evaluated via a set of experiments using the XM2VTS database in 
two different testing configurations, Configuration I and Configuration II for the XM2VTS 
database.
The performance levels of the verification system were measured in terms of half-total error 
rate (HTER) on the training and test set of each protocol. HTER is obtained using the EER 
tlueshold (see Sections 3.5.1.2 and 3.5.3) determined from the ROC cui ve, which is computed 
on an independent evaluation set.
5.2 Previous Work
In tlie previous chapter the system was evaluated on different datasets and configurations hop­
ing to achieve good and consistent results across all testing configurations for the same parame­
ter setting [14]. It tianspired tliat each testing configiuation required different parameter setting 
with the exception of grey level resolution (8bpp since an 8 bit camera is used) and 1 0 -bit fixed 
point number representation. However, the optimum spatial resolution [13], JPEG compression 
quality factor as well as JPEG operational scenario differed from one experimental condition 
to another [1 0].
There aie two interesting results in the existing system architecture tliat question the robustness 
of tlie system and call for some re-design tactics:
•  111 tlie experiments investigating the effect of spatial resolution, the verification perfor­
mance results were expected to be worse at low-resolution than with high-resolution 
images. Although tliis expectation was supported in tlie case of BANCA database test, it 
was not tlie case in tlie other configurations.
• In the experiments where JPEG was used [10], it was proved that in order to optimise 
tlie smart card design, a JPEG quality factor should be selected, which is scenario and 
database dependent. Below this quality threshold, the performance can degrade. Above 
tliat, there is a surprisingly wide quality range where compression does not seem ad­
versely to affect peiformance, and for the majority of tlie testing configurations it may
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even improve system perfonnance. In particular, when JPEG compression is used in the 
probe images, the system does not behave as expected in terms of performance for large 
images and low JPEG quality factor settings (i.e. highly compressed images). Higher 
image resolutions should yield superior performance and, as the compression ratio in­
creases (i.e. the quality factor in the JPEG compression decreases), performance should 
drop too.
These results indicate that the frequency and informational content of the probe images should 
be further analysed. They suggest that somehow in the pre-processing stage of the verification 
system, image filtering and dimensionality m of the principal components are not properly 
optimised. Such an optimisation would prove its efficiency if the application of JPEG on the 
probe images would have an expected degradation effect on system performance when going 
from low to high compression images.
In the method to be adopted the system designer investigates the selection of the right filter as 
well as filtering parameters in the pre-processing stage, and number of PCA components that 
should be filtered out in order to optimise system performance.
5.3 Image Filtering and PCA dimension optimisation
To analyse the problem and identify a potential solution to the previous work done in the first 
optimisation framework (as described in Chapter 4), a set of experiments is performed using 
a relatively low resolution for the face image, namely 55x51. These experiments are designed 
to:
1. Study the effect on performance when Gaussian filtering is used rather than binomial. 
The pertinent questions that need to be answered are: (1) can the Gaussian smoothing 
parameters (mask size and bandwidth factor a) be optimised in terms of performance?. 
From the results obtained in the previous question, (2) can it be concluded that the choice 
of the filtering parameters is protocol dependent or not?
2. Study effect on performance when first, the optimum Gaussian kernel size is selected 
for both standard protocols of the XM2VTS database (C1/C2 protocols), and then PCA
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dimension optimisation is performed (for a selected range of bandwidth factor a). There­
fore, what is varied here is the number of PCA components m and the bandwidth a.
3. Study the possible performance improvement by removing the low oj'der eigenvectors 
from the representation of the face images (remember high order eigenvectors are re­
moved when the number of PCA components m is selected such that the retained eigen­
values contain 95% of the total energy). This study was done again when the optimum 
Gaussian filtering paiameters were selected for both protocols of tlie XM2VTS database 
(C1/C2 protocols).
Additional information about the system behaviour is given by studying tlie visual effect on 
the frequency content of some example probe images after applying different normalisation 
techniques, JPEG compression and finally the optimum filtering parameters and number of 
PCA components.
5.3.1 Image Filtering - Binomial vs. Gaussian
Binomial distribution can be an excellent approximation to Gaussian distribution. The advan­
tage of using binomial filtering instead of Gaussian is tliat it has only one parameter to play 
with and that is tlie kernel size. The negative point of Gaussian filtering is that it involves 
two parameters, tlie kernel size as well as the bandwidtli of the filter. The advantage of using 
Gaussian filtering is that more filter shapes can be created.
In the SCFVS studied, every step in the design process should be investigated both in terms of 
performance and system speed. Filtering assumptions are needed to test whether tlie binomial 
filtering used in tlie reference paianieter set is tlie optimal one both in terms of performance 
and in terms of speed of implementation. In this chapter it will be shown tliat binomial filtering 
does not achieve maximum system performance whereas Gaussian filtering does.
Before analysing the experiments performed in this chapter, the two filtering techniques used 
are presented.
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Binomial Smoothing Filter
The binomial filter of length N, where N is an integer, can be a good approximation to Gaussian 
filtering. The filter weights are set proportional to the binomial coefficients. The binomial 
filter can be realised simply by repeated convolution of the sequence of weights [0 .5 , 0 .5 ], 
corresponding to equal probabilities of success or failure of a trial with two possible outcomes. 
If bo =  [0.5,0.5], the three-weight binomial filter is given by the convolution of bo with itself:
6 i =  conv{bo, bo) — [0.25 0.5 0.25] (5.1)
The four-weight binomial filter, say 62» is formed by the convolution of 61 with 60 • The five- 
weight binomial is formed by the convolution of 62 with bo , and so forth. The weights of an N 
+ 1 weight binomial filter can be computed conveniently as follows:
Ck
k^;m
k \{N ^  k)\
In general, binomial filters are used for eliminating HF noise. Interestingly, as N becomes 
large, the weights for the binomial filter approximate the ordinates of the Gaussian (normal) 
distribution.
Ck — KtfAT 7.\| ^ — 0, (5.3)
Gaussian Filter
The Gaussian smoothing operator [64] is a convolution operator that removes more detail (and 
noise) at the expense of losing detail by ‘blurring’ the images. The larger the size, the more 
detail is lost. In this sense it is similar to the mean filter, but it uses a different kernel that 
represents tlie famous Gaussian ‘bell-shaped’ (see Figure 5.1).
A 2D isotropic (i.e. circularly symmetric) Gaussian has the form:
g{x,y)  =  e x p {-^ ) (5.4)
This equation gives a way to calculate the coefficients for the Gaussian template T(i,j), which 
is then convolved with the image. Different sizes have different effects on the image function. 
A Gaussian template T(x,y) of size N  x M , can be built by using the following form:
1T[x,y)  =  ^ ----- —JJ----- g{x,y)  (5.5)
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In tlieory, the Gaussian tail is non-zero everywhere, which would require an infinitely large 
convolution kernel, but in practice the Gaussian tail is effectively zero. In tlie aiea under the 
Gaussian curve about 6 8 % of the values are at within 1 standaid deviation away from the 
mean, about 95% of tlie values are within two standard deviations and about 99.7% lie within 
3 standard deviations. Therefore at more than three standard deviations from the mean the 
Gaussian operator essentially removes tlie influence of points greater than 3cr in radial distance 
from tlie centie of the template, and so tlie kernel can be truncated at this point.
After calculating a suitable kernel, the Gaussian smoothing can be performed by using standard 
convolution metliods. In fact, the convolution can be performed fairly quickly. Tliis is because 
the equation for tlie 2-D isotropic Gaussian shown above is separable into x and y components. 
As in tlie case of die binomial filter, tlie 2-D convolution can be performed by first convolving 
witli a 1-D Gaussian in tlie x direction, and then convolving with another 1-D Gaussian in the y 
direction. The Gaussian operator is tlie only completely circularly symmetric operator, which 
can be decomposed in such a way (but only if tlie Gaussian kernel is not truncated).
5,3.2 Gaussian Filtering Parameters Optimisation
As discussed earlier, the results of tlie investigation of the SCFVS design when tlie pre-processing 
stage is fixed indicated that the frequency and informational content of tlie probe images should 
be further analysed. The first step to analyse tlie problem and identify a potential solution is 
by performing a set of experiments to explore the efficiency of Gaussian filtering compared to 
binomial in terms of performance.
The pre-processing stage of the SCFVS, involves localisation, registration, image filtering and 
finally geometric and photometric normalisation (histogram equalisation and homomorphic 
filtering) of the face part in the input image. In tlie case of the filtering, a 1 x 11 binomial 
kernel was used initially {reference parameter set), achieving fairly good performance results. 
However, the system is tested also by using a Gaussian filter. Two different configurations 
XM2VTS (C1/C2) are considered. The search space is limited to four different binomial and 
Gaussian kernel sizes 1 x 13, 1 x 17, 1 x 21 and 1 x 25 (all filter aie truncated based on 
tlieir kernel size). The performance obtained (in terms of HTER) with those kernel sizes is 
compared witli the results obtained when tlie kernel 1 x 11 of tlie reference parameter set was
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used. Moreover, the range of the bandwidth in the Gaussian filtering is modified in twenty 
seven (27) different steps, initially from 0.5 to 7.0 in increments of 0.25. It transpires that 
applying Gaussian filtering is preferable to binomial filtering and by optimising its parameters 
the performance can be maximised. It appears that optimised Gaussian smoothing ensures the 
preservation of the necessary face features and frequency components, whilst removing the 
noise. However, it should be noted that the solution is protocol dependent. Figure 5.1 shows 
the binomial and optimum Gaussian filters (in terms of performance), identified in XM2VTS 
C1/C2 respectively.
Opëmum Q#u*W#m Fitter for XM2VTS Cl -  
Itoak 21x21 -  sigma r  Si) Optimum Gaussian Filter for XM2VTS 02 - Mask 25x25 -  sigma ■ 1.5
Figure 5.1: (a) Binomial filter of size 11x11. (b) Optimum Gaussian Filter (21x21, a=5.0) for 
XM2VTS Cl and (c) Optimum Gaussian Filter (25x25, (7=1.5) for XM2VTS C2.
The effect of using the above filters on two random subjects of the XM2VTS database can be 
viewed in Figure 5.2. Note that when the bandwidth a  becomes relatively small (1.5) for a 
relatively large kernel size (1 x 25), a small amount of filtering is taking place and the images 
do not seem to lose enough high frequency components to be visually notable. However, even 
such a filter can potentially remove those frequency components that seem adversely to affect 
our system performance.
In Figure 5.3 the different effects on performance are shown, when different Gaussian filtering 
masks were used on both protocols of the XM2VTS database. In the case of XM2VTS Cl, 
better performance results are obtained when the Gaussian kernel 1 x 21 is used. The results 
are presented in the bottom left graph of Figure 5.3. In this case, the optimum performance is 
achieved when the bandwidth a drops off to 6.25.
Similar results were obtained in XM2VTS C2. However, in this case, better performance results 
are obtained when the Gaussian kernel 1 x 25 is used. The results presented in the bottom right 
graph of Figure 5.3 show that the optimum performance is achieved when the bandwidth a
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(a) (b) (c)
Figure 5.2: Effect on two different subjects of (a) Binomial filter, 11x11, (b) Optimum Gaussian Filter 
for XM2VTS Cl, 21x21, <7=5.0 and (c) Optimum Gaussian Filter for XM2VTS C2,25x25, <7=1.5. Note 
that the images are enlarged for visual purposes.
drops off to 1.5. Note that only by optimising the Gaussian filtering parameters, an increase of 
performance by 21.37%/31.6% in XM2VTS C1/C2 protocols can be achieved respectively.
Finally, Table 5.1 summarises the overall results. It is shown that different optimum operating 
points were identified for each dataset protocol suggesting that the pre-processing stage of such 
a system should be tuned to the respective training set.
5.3.3 Selecting Eigenvectors
5.3.3.1 Principal Component Analysis in Face Recognition
One of the difficulties of designing a reliable SCFVS is the very high dimensionality of im­
ages and one needs a powerful dimensionality reduction technique. For face images, principal 
component analysis (PCA), or eigenfaces, constitutes a good low-dimensional representation 
of the face. This representation can be used for modelling facial images for the purpose of
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Figure 5.3: The effect on performance when using different Gaussian filtering parameters on XM2VTS 
database (C1/C2).
Table 5.1: Performance results in terms of HTER on the XM2VTS database when binomial filter was 
used and best results when Gaussian filtering was used. Note that when both binomial and Gaussian 
filtering is used and for the kernel size of 1 x 11, the same bandwidth a  =  1.581 is used for comparison 
purposes.
FILTE R LEN G TH SIGM A H T E R C l H T E R C 2
BINOM 11 1.581 0.04588 0.02644
BINOM 13 1.732 0.04311 0.02404
BINOM 17 2.000 0.04281 0.02491
BINOM 21 2.236 0.04180 0.02497
BINOM 25 2.449 0.04182 0.02401
GAUSS 11 L581 0.04041 0.02306
GAUSS 13 1.750 - 0.02125
GAUSS 13 5.000 0.03764 -
GAUSS 17 1.000 - 0.01942
GAUSS 17 5.000 0.03499 -
GAUSS 21 2.250 - 0.02072
GAUSS 21 6.250 0.03286 -
GAUSS 25 1.500 - 0.01809
GAUSS 25 3.250 0.03674 -
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recognition [112]. After applying PCA to face images, the face space lies in a linear siibspace 
of tlie high-dimensional image space.
The basis functions in PCA are obtained by solving tire algebraic eigenvalue problem A =  
U, where E is tlie covaiiance matrix of the data, U is the eigenvector matrix of S, and 
A is tlie corresponding diagonal matrix of eigenvalues. The unitary matrix U defines the trans­
form which de-coiTclates the data. PCA identifies the eigenvectors with tlie largest (principal) 
eigenvalues.
In a PCA-based face recognition algorithm, the input is a training set of N facial images 
{æi,.T2 , taking values in a n-dimensional space. Each image belongs to one of k
classes { X i , X q, A linear transformation can be considered mapping tlie original n-
dimensional image space into a m-dimensional face space, where m <  n. The new feature 
vectors yc 6  3?™ are defined as;
Vc — U'  ^Xc c =  1,2 , . . . ,N  (5.6)
where U € is a matrix with orthonormal vectors.
The total scatter matrix St  is defined as;
N
St  =  -  x) • (xc -  (5.7)
C = 1
where x € is the sample mean of the æ/s. By applying tlie linear’ transformation U' ,^ 
the scatter of the transformed feature vectors {yi,y2 ) ...,yjv} is C/^ S'y C7. PCA chooses the 
projection Uopt that maximises tlie scatter of all projected samples. In practice,
Uopt =  arg maxu \U'^  St  U\ =  [ui % ••• Um] (5.8)
where %,% =  1 , 2 , ..., m  are the n-dimensional eigenvectors of St  tliat correspond to the m
largest eigenvalues.
S.3.3.2 Review on Determining the Dimensionality of the Principal Subspace
When using a face database images may vary because of differences in illumination, view­
point, facial expression etc. However, these variations are not relevant to tlie task of face
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identification/verification. The problem can be approached by selecting those eigenvectors that 
correspond to useful information and rejecting those which are simply meaningless variation. 
Traditionally one selects the eigenvectors with the largest eigenvalues and therefore those di­
mensions along wliich the gallery images vary the most. The last eigenvectors find the smallest 
amounts of variance and often it is assumed that noise is associated with them.
If tlie dimensionality of an original signal x is N, this can be reduced to m by using PCA. The 
choice of the dimensionality m of the PCA is not easy. There are three basic alternative ways 
to decide how many of the last eigenvectors to eliminate. One of these variations is based on 
empirical results suggesting the removal of the last 40% of the total number of eigenvectors 
when dealing with large databases [61].
In another approach [117], the selection of m depends upon the stretching dimension. The 
stretch Si for the eigenvector is defined as the ratio of the corresponding eigenvalue over the 
largest eigenvalue (Ai), Si =  Practically, one retains all eigenvectors with Si >  t, where a 
typical value for t is 0 .0 1 .
In the third variation, an energy criterion is employed [108], where m is selected such that the 
retained eigenvalues contain 90% of the total energy. The energy Cm of the eigenvector can 
be defined as the ratio of the sum of the first m eigenvalues over the sum of all N eigenvalues:
e™ =  (5-9)
This variation but with =  95% was adopted in this thesis.
Other variances on the selection of m have been reported. In [120], authors retained the eigen­
vectors that correspond to the top 300 eigenvalues. Such a selection is based on the observation 
that higher order eigenvectors do not look like a face. They also noticed that a wrong choice 
of the number of eigenvectors used can result in performance degradation. In [58], a Bayesian 
model selection is used to pick the correct dimensionality. Finally, in [62] the authors reported 
that the selection of the right number of the largest eigenvalues should be followed by the 
removal of the low-order PCA eigenvectors in order to achieve a performance improvement.
In general, it has to be noted that in a practical application m should be chosen so as to minimise 
the classification error rate on a data set. Whatever the technique used in order to determine m, 
the intrinsic dimensionality of the face space depends on the pre-processing of the images.
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S.3.3.3 Results on the PCA dimension Optimisation
After optimising the Gaussian filtering par ameters, a set of experiments is performed to identify 
whether the number of PCA components tliat correspond to 95% of the total energy results in 
the optimum system performance. The pre-processing stage of tlie SCFVS involves the same 
steps as indicated in Section 5.2. In the case of the filtering parameter selection and in order 
to limit the search space, tlie Gaussian filter is selected witli kernels 1 x 2 1  and 1 x 25 as tlie 
optimum ones in terms of performance for Cl and C2  protocols respectively. Moreover, the 
range of the bandwidth was modified in nineteen different steps, initially from 0.5 to 5.0 in 
increments of 0.25 (tliis was extended up to 7.0 only for the Cl protocol). This is to investigate 
tlie possibility to achieve an optimum performance by using another bandwidth factor a than 
tlie optimum one identified in the previous experiment.
In the client specific face verification approach, tlie classification was performed in the linear 
discriminant subspace which is only one dimensional subspace of the original face space. As 
far as the training set is concerned, in tlie CSLDA approach each client specific fisher face is 
obtained after the data has been projected into tlie PCA subspace. This subspace was obtained 
using file 600 (800) training images of the XM2VTS database in Configuration I (Configuration 
II). Its dimensionality is therefore at most 599 (799).
In file experiments performed, tlie dimensionality m of the PCA subspace is manually chosen 
from 1 and up to 550/600 number of PCA components m in increments of 10, for the C1/C2 
protocol respectively. The system is evaluated in terms of HTER and for each bandwidfii factor 
a  the minimum HTER is identified (OptM). In order to obtain a potential global minimum and 
to keep the search space to reasonable limits, anofiier 2 0  experiments have been performed (for 
each (T and for each protocol) for all m in increments of 1 between OptM  — 1 0  and Opt M+ 10, 
where OptM is the minimum number of PCA components identified when this search was in 
increments of 10. For example, if the minimum HTER is obtained when 50 PCA components 
are used (OptM=50), then all cases of m  E [40,60] are being searched one by one. Such a 
suboptimal strategy has tlie advantage of performing =  9 times less experiments (from 32752 
down to 3700).
In Table 5.2 the initial and optimum cases for each protocol in terms of performance and num­
ber of PCA components are presented when different filtering methods are used in the pre-
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Figure 5.4: Top two graphs: Bandwidth vs. no of PCA components in XM2VTS C1/C2. Bottom 
two graphs; The effect on performance when using different number of PCA components on XM2VTS 
C1/C2. The initial and optimum cases for each protocol are presented. Auto: stands for Auto Identified 
number of PCA components that correspond to 95% of the total energy. Opt: stands for the optimised 
number of PCA components that is manually identified.
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processing stage of tlie system.
Table 5.2: The initial and optimum cases for each protocol in terms of performance and number of 
PCA components are presented when different filtering is used in the pre-processing stage of tlie system. 
Auto: stands for Auto Identified number of PCA components that correspond to 95% of the total energy.
FILTER LENGTH SIGMA Auto/Opt noPCA PR HTER
BINOM 21 - Auto 172 Cl 0.04180
GAUSS 21 6.25 Auto 96 Cl 0.03286
GAUSS 21 6.75 Opt 106 Cl 0.03114
BINOM 25 - Auto 184 C2 0.02401
GAUSS 25 1.5 Auto 279 C2 0.01809
GAUSS 25 2.25 Opt 330 C2 0.0175
The two top graphs of Figure 5.4 present the selection of tlie PCA components across differ­
ent values of the bandwidth factor a  when configurations C1/C2 of tlie XM2VTS database 
are employed. Tluee cases are presented: (i) horizontal line, that represents the number of 
PCA components used when the binomial filter with mask size 1x11 is employed (reference 
parameter set), (ii) exponential cwife, representing the number of PCA components that is 
fixed, corresponding to 95% of the total energy when the optimum Gaussian filtering par ame­
ters are used for each protocol, and (iii) optimised cwve, representing tlie optimum number of 
PCA components again when the optimum kernel of the Gaussian filter is used (as identified 
in subsection5.3.2).
The two bottom graphs of Figure 5.4 present tlie performance results in terms of HTER for 
the C1/C2 protocols respectively, that correspond to the above three cases. The results of each 
protocol are systematically analysed below:
XM2VTS C l is a more contr olled protocol based on the training/evaluation sets and tlie system 
behaves better when over-smoothed. From tlie results obtained (top graph in Figure 5.4) it is 
clear that the retained information is superfluous (more PCA components than necessary) and 
tliat is why the performance is better for all possible masks and particularly as the bandwidth 
a  increases. After reaching cr =  5 there is still a performance improvement so the point where 
valuable information is lost by over-smoothing has yet not been reached. Three regions of 
operation can be identified:
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1. £7 < 2.25: 1/3 of the PCA components are required to give an optimum solution. So, 
the selection of 95% variance is unacceptable and redundant information degrades the 
system performance.
2 . 2.25 < cr <  5.0: 95% of the total energy suggests the same number of PCA components. 
The exponential and optimised curves (representing the fixed and optimum number of 
PCA components) converge, proving that 95% variance cut off delivers good results in 
this region.
3. a  >  5.0: 95% of the total energy is not sufficient to achieve the optimum operating 
point. All eigenvectors that correspond to all non zero eigenvalues are used to achieve 
optimum performance. By increasing cr further than 7.0, in experiments not reported 
here, the number of PCA components (m=106) and performance {HTER  % 0.0312) 
remain the same.
XM2VTS C2 has a bigger training set and is far more representative of a real system. Two 
sessions are used for training, one for evaluation and one for testing. In this case (second-from- 
top graph in Figure 5.4) the performance-versus-smoothing slope decreases immediately for 
small values of the smoothing parameter cr; however, as cr increases, the performance again 
seems to drop up to a point where it starts increasing again. This means that, while some 
smoothing is required, over-smoothing results in a loss of important system information. Again 
in tliis protocol, there aie three regions of operation:
1. cr <  1.0: About 1/2 of the PCA components are required to give an optimum solution.
2. 1 .0  <  cr <  2.0: 95% of the total energy suggests the same number of PCA components. 
The exponential and optimised curves (representing the fixed and optimum number of 
PCA components) converge at cr =  1.5.
3. cr > 2.0: 95% of the total energy is definitely not sufficient to achieve the optimum 
operating point. Note that, at cr =  4.0, =  3 times the number of the PCA components 
are required to give an optimum solution. After that, any further smoothing becomes 
counter-productive, degrading even more the system performance.
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5.3.4 Rem oving L ow -O rder Eigenvectors
The low-order eigenvectors encode differences among the images in the training set. It is 
known tliat often low order eigenvectors encode lighting information [117]. However, as the 
XM2VTS data has been recorded under controlled illumination and in any case, they are pho­
tometrically normalised, it is more like that in here they capture often low frequency variations 
due to e.g. pose changes. In such a case performance improvement may be achieved by re­
moving tlie low order eigenvectors from tlie representation.
In addition, the intense computational complexity introduced when trying to optimise the Gaus­
sian filtering parameters and number of PCA components to achieve maximum performance 
can be limited. The complexity involved by removing up to the first four eigenvectors^ and op­
timising over binomial filtering parameters is 0(4*k), where k is tlie mask size of the filter. In 
comparison, the complexity involved by removing up to the first four eigenvectors and optimis­
ing tlie Gaussian filtering parameters and the number of PCA components m is 0(4*k*cr*m) 
(k=niask size, cr=sigma, and m=number of PCA components). Since the optimisation of m 
is very expensive, tlie removal of tlie low-order eigenvectors can be significantly less com­
plex. However, the pertinent problem that needs to be tackled is whether the removal of these 
eigenvectors is necessary in all experimental protocols.
This problem is dealt witli by removing the 1st, the first two (1,2), the first three (1,2,3) and 
the first four (1,2,3,4) eigenvectors from the representation is investigated. In the experiments 
performed, the performance results of the system are compared when these eigenvectors are 
removed in the cases of the following parameter sets:
1. The initial (reference) binomial filtering parameter set (mask size 1x11), while the num­
ber of PCA components retained is automatically selected containing the 95% of the total 
energy. This is studied because when this filter is applied lower complexity is introduced 
(in terms of computational time as it will be proved in the next Chapter) compared to the 
use of Gaussian filtering. By selecting binomial filtering and if acceptable performance
'Note that the removal of more than four eigenvectors have been studied. However, only tlie first four are 
selected to be presented in this study since it was proved that (in all testing configurations and by using alternative 
experimental parameter sets) by removing more than tluee eigenvectors system performance always degrade.
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results are obtained when removing the low order eigenvectors, it would be a valid so­
lution for the SCFVS where a smart card is employed to perform feature extraction and 
verification.
2. The optimum binomial filtering parameter set (mask size 1x21 and 1x25 for both Cl and 
C2 protocols), while the number of PCA components retained is automatically selected 
containing the 95% of the total energy.
The performance results from these variations are presented in Tables 6.1 and 6.2. For each 
protocol, these results are compared with the performance results identified when optimising 
the Gaussian filtering parameters and the number of PCA components.
Table 5.3: Protocol Cl: The performance results in the cases where the low-order eigenvalues are 
removed under different pre-processing parameter sets. nPCAR = the number of low-order eigenvectors 
removed. A/M =Automatic and manually selected number of PCA components respectively. Opt = 
Optimum.
FUter Length SIGMA PCA nPCAR HTER EV-Cl HTER TE Cl AvHTER-Cl
BINOM Ref 11 1.5811 211 No 0.04833 0.04344 0.04588
BINOM 1.5811 238 0.0516 0.0433 0.04745
BINOM 11 1.5811 248 -(1.2) 0.05 0.04338 0.04669
BINOM 1.5811 258 -(1.2.3) 0.05 0.04042 0.04521
BINOM 1.5811 266 -d .2,3.4) 0.04833 0.04237 0.04535
BINOM 21 2.236 172 No 0.04333 0.04026 0.04180
BINOM 21 2.236 196 -1 0.04667 0.04053 0.0436
BINOM 21 2.236 206 -(1.2) 0.04834 0.0382 0.04327
BINOM 21 2.236 215 -(1.2.3) 0.04692 0.04304 0.04498
BINOM 21 2.236 223 -d .2.3.4) 0.04701 0.04138 0.04419
BINOM 25 2.449 176 No 0.04338 0.04026 0.04182
BINOM 25 2.449 185 -1 0.04835 0.04217 0.04526
BINOM 25 2.449 194 -d.2) 0.04667 0.03784 0.04226
BINOM 25 2.449 203 -d.2.3) 0.04994 0.04253 0.04623
BINOM 25 2.449 211 -d.2.3.4) 0.04667 0.03914 0.0429
Gauss Opt 21 6.25 96A No 0.03167 0.03406 0.03286
Gauss Opt 21 6.75 106M No 0.03 0.03227 0.03114
5.3. Image Filtering and PCA dimension optimisation 137
Table 5.4: Protocol C2 : The performance results in the cases where tlie low-order eigenvalues are 
removed under different pre-processing parameter sets. EV = Evaluation set, TE= Test set. nPCAR 
= the number of low-order eigenvectors removed. A/M =Automatic and manually selected number of 
PCA components respectively. Opt = Optimum.
Filter Length SIGMA PCA nPCAR HTEREV-C2 HTERTE-C2 AvHTER-C2
BINOM Ref 11 1.5811 247 No 0.03 0.02288 0.02644
BINOM 11 1.5811 277 -1 0.02521 0.02199 0,0236
BINOM 11 1.5811 291 -(1,2) 0.02525 0.02296 ' .0.0241
BINOM 11 1.5811 304 -(1.2,3) 0.02501 0.0232 0.02411
BINOM 11 1.5811 314 -(1.2,3,4) 0.025 0.02274 0.02387
BINOM 21 2.236 197 No 0.0275 0.02245 0.02497
BINOM 21 2.236 224 -1 0.02575 0.02123 0.02349
BINOM 21 2.236 236 -(1.2) 0.0275 0.02489 0.0262
BINOM 21 2.236 247 -(1A3) 0.0275 0.02129 0.0244
BINOM 21 2.236 258 -(1,2,3,4) 0.02739 0.02116 0.02427
BINOM 25 2.4494 184 No 0.02725 0.02078 0.02401
BINOM 25 2.4494 209 -1 0.0275 0.02228 0.02489
BINOM 25 2.4494 221 -(1.2) 0.025 0.02186 0.02343
BINOM 25 2.4494 233 -(1,2,3) 0.0275 0.02252 0.02501
BINOM 25 2.4494 242 -d.2,3,4) 0.0275 0.02273 0.02512
Gauss Opt 25 1.5 279 A No 0.0175 0.01867 0.01809
Gauss Opt 25 2.25 330 M No 0.015 0.02013 0.01757
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Discussion
By removing the low-order eigenfaces, performance improves over the baseline algorithm 
(when optimum binomial filtering was used) in both configurations. The advantage of such 
an investigation can be appreciated in terms of computational complexity when only an extra 
of eight additional experiments in addition to filtering parameter optimisation is needed. In 
this way the system designer avoids an enormous amount of computational time consumed by 
manually optimising the number of PCA components. At the same time very high performance 
results are achieved.
In practice, when going from the reference filtering parameter set to the optimum binomial 
filtering parameter set (for each protocol), system complexity increases. Therefore, the choice 
of the right trade-off between system performance and system complexity is determined by the 
System Design Time (SDT), which is the amount of time available for the system design.
In Table 5.3, the case of using the XM2VTS C l protocol is investigated. In the case of the 
reference parameter set (HTER=4.588%), system performance can be improved by 1.46% 
(HTER=4.521%) only by removing the first three eigenvectors, while the system complex­
ity is minimum. In the case where a binomial kernel of 1 x 21 is selected and the first two 
eigenvectors are removed, system complexity is increased by a factor of n (n=mask size of bi­
nomial filter). The selection of this parameter set can improve system performance up to 7.9% 
(HTER=4.226%), but it may take up to a couple of weeks more SDT in order to be identified. 
Interestingly, (even tliough four additional experiments have to be carried out) performance is 
further increased by 8.9% (HTER=4.18%) when choosing a binomial kernel of 1 x 21 and with 
no eigenvectors having to be removed.
In either of the latter two solutions, the system performance may be insignificant compared 
to the optimum 32.12% gain in performance (HTER=3.114%) obtained when optimising the 
Gaussian parameters and the number of PCA components. However, in the latter case the com­
plexity of optimisation is increased by a factor of k*cr*m (where k=mask size, <j=sigma, and 
m=number of PCA components), taking up to a couple of months more SDT for the designer to 
identify an optimum solution. The best compromise is to devote a few weeks more to select the 
right Gaussian filtering parameters, while the number of PCA components are automatically 
selected containing tlie 95% of the total energy. In this case, system performance is increased
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up to 28.37%, and there is no need to remove any low order eigenvectors.
Different results are identified in the case of using the XM2VTS C2 protocol. From the Ta­
ble 5.4 it can be observed that the fastest and also acceptable solution in terms of performance 
is to remove tlie first eigenvector in tlie reference binomial parameter set. In this case, only with 
foui' additional experiments, system performance is increased 10.75% (from HTER=2.644%, 
to HTER=2.36%). By increasing tlie complexity by a factor of n (n=mask size of binomial fil­
ter), as shown in the case of XM2VTS Cl protocol, performance is further increased by 11.4% 
(HTER=2.343%) when choosing a binomial kernel of 1 x 25 and removing the first two eigen­
vectors. However, if tliere is no limit about the SDT, performance is increased up to 31.5%, by 
select the right Gaussian filtering parameters, while there is no need to remove any low order 
eigenvectors.
5.4 The Frequency Domain
In this subsection, a visual assessment will be followed of tlie effect on the power spectrum 
of example probe images of applying different photometric normalisation techniques, JPEG 
compression, and after selecting tlie optimum pre-processing parameter set (in terms of filtering 
and number of PCA components). The purpose of this study is to evaluate the effect that 
different parameter settings of the pre-processing stage have in the frequency domain of tlie 
images, as well as visually identify the optimum frequency components needed in each protocol 
to achieve maximum performance.
The Fourier hansfoim is applied, which positions Low Frequency Components (LFC) near 
the origin, while High Frequency Components (HFC) are further away. The lowest frequency 
component (for zero frequency) is tlie d.c. component, which represents the average value of 
samples.
In this work, the whole process used to display the Fouiier power spectrum is as follows. 
Firstly, the 2D Fomier transform of the original probe image is obtained. Then the transform 
is shifted to tlie centre of tlie spectrum. To visualise the spectrum, the shifted FT is enlianced 
(by using tlie log(log(fftshift+l)+l)^ of each image point Ix,y.
'The double log is needed for visualisation purposes. In this way tlie power spectrum for all cases is more clear
140 Chapter 5, Selecting Filtering Parameters and Eigenvectors for a SVFVS
Four different ways are used to represent the spectrum of the probe images: colour spectrum, 
3-dimension, contour and a slice cut ofX direction in the centre of the spectrum.
1. In general, the grey scale spectrum is the most common way to display the Fourier Trans­
form. However, since the human vision system is more sensitive to colour change than to 
intensity change, the colour spectrum (column two in Figures 5.5 and 5.6) is displayed. 
By using a colour map function in MATLAB, a very good pseudo colour is obtained that 
enables the interpretation of the spectrum distribution explicitly.
2. Column three in Figures 5.5 and 5.6 demonstrates a 3D representation and therefore a 
more direct way to visualise the Fourier transform. Z axis represents the magnitude of 
the complex-valued function. This facilitates a more direct observation of the magnitude 
change of the power spectrum.
3. The contour is another efficient way to display spectrum (column four in Figures 5.5 
and 5.6). This method is more suitable for the spectrum of simple functions like squares, 
bars, circles and lines. However, in this work the contour of the probe images gives a 
clear view of the boundary of the frequency domain where the spectral content is above 
a given threshold.
4. The fourtli way to view the spectrum is the slice cut of X direction in the centre of the 
spectrum (column five in Figures 5.5 and 5.6)), which displays the spectrum distribution 
along the X-axis in the centre of the spectrum.
The power spectrum is plotted for six different cases. First, images are displayed after be­
ing registered and without any further geometric and photometric normalisation (raw one in 
Figures 5.5 and 5.6). Then five other approaches are discussed and respectively presented in 
the other rows of the Figures 5.5 and 5.6. Each approach represents a different photometric 
normalisation method, the case where JPEG compression is applied, and finally the two cases 
where tlie optimum pre-processing parameter setting is used for each of the XM2VTS protocol 
configurations. These six approaches are labelled and presented below:
•  INIT: Initial face representations - no pre-processing.
making tlie evaluation in the frequency domain more easy.
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• noHOM: Binomial filtering (BF) with kernel size 1 x 11, geometric normalisation 
(GEO), Histogram Equalisation (HistEq) and no Homomorphic Filtering (HomF).
•  REF: BF(1 x 11), GEO , HistEq, HomF and no JPEG.
•  HOMJPEG: GEO, BF, HEQ, Homomorphic Filtering (HomF) and JPEG (Quality=75) 
on tlie probe images (training and testing sets).
•  BEST Cl: Optimum parameter set for XM2VTS Cl - Gaussian Filtering with kernel 
size 1 X 21 and a =  6.75, optimum number of PCA components = 106, GEO, HistEq 
and HomF.
•  BEST C2: Optimum parameter set for XM2VTS C2 - Gaussian Filtering with kernel 
size 1 X 25 and cr =  1.5, optimum number of PCA components = 330, GEO, HistEq and 
HomF.
In these approaches, note that REF represents the reference parameter setting used throughout 
tliis tliesis, before applying any compression and any optimisation.
The spectrum of the faces (presented in Figures 5.5 and 5.6) reveals that much of the infor­
mation is cairied in the lower frequencies since tliis is the domain where most of the spectral 
components concentrate. This is because face image has many regions were the brightness 
does not change a lot, such as the cheeks and forehead. The high frequency components reflect 
change in intensity. Accordingly, high frequency components aiise from tlie hair and from the 
borders of features of the human face, such as eyes and nose.
In the case of noROM where histogram equalisation is used while homomorphic filtering is not, 
the pixels values are transformed non linearly so that tlie histogram of the image grey levels 
is as uniform as possible and all levels are equiprobable (a detailed description of the method 
is given in [84, 64]). From the power spectrum obtained, it is clear that the use of this nor­
malisation emphasises the high frequencies. However, it has been reported [39] that histogram 
equalisation alone is not sufficient to achieve superior performance results. In addition to using 
histogram equalisation, homomorphic filtering should be used, which further enhances those 
HFC that are necessary to obtain improved system performance [39]. Note tliat photometric 
normalisation is performed after applying the image filtering in the raw (original) images to 
remove the high-frequency noise.
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Figure 5.5: The power spectrum of subject 070-1.2 (XM2VTS) under different pre-processing con­
ditions. From row one to six, the methods presented are, the INIT case (no pre-processing), noHOM, 
REF, HOMJPEG, BEST Cl and BEST C2.
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Figure 5.6: The power spectrum of subject 051_1_1 (XM2VTS) under different pre-processing con­
ditions. From row one to six, the methods presented are, the INIT case (no pre-processing), noHOM, 
REF, HOMJPEG, BEST Cl and BEST C2.
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As discussed in the previous chapter, the problem is that the use of the REF parameter setting 
for pre-processing does not guarantee optimum performance results. Interestingly, the use of 
JPEG compression has proved to filter out those HFC previously enhanced by the use of homo­
morphic filtering. As the amount of compression increases (increasing the compression quality 
parameter Q), more HFC are filtered out. However, even when a relatively low compression 
(Q=75) is employed (see Figures 5.5 and 5.6 fourth row), enough HFC are filtered to improve 
the system performance. This condition brings into view the absence of an optimum design of 
the pre-processing stage of the SCFVS, a problem that has been addressed within this chapter.
The work presented in this chapter suggests that to realise a performance optimisation, the right 
selection of the filtering parameters and the number of PCA components is required, and the 
solution is protocol dependent. The spectrum obtained in these optimum cases BEST C1/C2 
can be viewed in the last two rows of Figures 5.5 and 5.6. Any use of JPEG compression 
would result in a loss of important HFC and consequently performance degradation. Note 
that the required HFC for each protocol is different affecting the optimum number of the PCA 
components needed to achieve maximum performance.
5.5 Conclusions
111 this chapter, the effect on the system performance was investigated of the dimensionality 
of tlie PCA subspace. Even though this has been done in such a way that the search space is 
simplified, the overall optimisation effort is considerable in terms of computational cost.
From the experiments performed it is clear that if the investigation is carried out on a different 
database, different opthnum parameters for both filtering and PCA transformation would be 
required. This is because the use of different cameras, different image qualities, as well as 
different number of clients (and images per client) affects system performance.
In this Chapter, the system was tested on two different protocol configurations of the XM2VTS 
database. It transpired that the use of the right Gaussian filtering parameters (kernel size and 
bandwidth factor cr) in combination with the optimum PCA dimensionality maximises system 
performance. In the first step of the design approach, a 28.37/31.5% (C1/C2) performance 
improvement was achieved when selecting and optimising the Gaussian filtering parameters
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(instead of the Binomial). Another i=a 4/2% (Cl/C '2) improvement was added when the PCA 
subspace was optimised.
The experimental results suggest that the retention of 95% PCA variance should be replaced by 
more extreme optimisation of PCA dimensionality to ensure the preservation of the necessary 
informational content, keeping those face featuies and frequency components that optimise 
system performance. However, it should be noted that this is at tlie expense of high computa­
tional complexity.
An alternative solution tliat avoids such a complexity and also achieves better performance has 
been used. This solution is obtained by removing the low-order eigenvectors. This can be done 
by optimising the binomial filtering parameters while keeping the rest of the normalisation 
stage the same. In this case, the system performance is improved by 7.9/11.4% by removing 
the first two PCA components after optimising binomial filtering of kernel size 1 x 21/1 x 25 
for the cases of C1/C2 protocols respectively.
Interestingly, acceptable performance results with the minimum complexity are identified when 
keeping the reference filtering parameter set and optimising only over the low order eigenvec­
tors. Therefore, this case should be firstly investigated when optimising such a system.
In addition to the above studies, the power spectrum of some example probe images was inves­
tigated before and after applying different photometric normalisation techniques, JPEG com­
pression, and after selecting the optimum parameter set in terms of filtering parameters and 
extreme PCA optimisation. It transpired that while the combination of histogram equalisation 
and homomorphic filtering (reference parameter set) enhances the HFC of the probe images, 
it does not necessarily enhance tliose components that are required to improve system perfor­
mance. JPEG compression filters out redundant HFC and decreases system error. However, by 
employing the right pre-processing parameters, the redundant HFC are removed and the most 
important LFC are retained to maxhnise performance.
Note that going from protocol Cl to C2, the training set size increases from 600 to 800 im­
ages (25% increase). PCA dimension optimisation results have proved that almost 3 times 
the number of PCA components are requhed to optimise performance (nPCA=106 in Cl and 
nPCA=330 in C2). This difference in terms of informational content in the two protocols is 
mirrored in tlie power spectrum of tlie example probe images presented in Figures 5.5 and 5.6.
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Chapter 6
Alternative Optimisation Strategies of 
a SVFVS
In the methodology of designing a SCFVS the underlying issue is tliat a full system optimisa­
tion is computationally exhaustive. The complexity of the system, in terms of the number of 
processing stages and system design parameters is too large and as the parameters are not inde­
pendent, the search space is of exponential complexity. This means that in practice a simplified 
optimisation strategy has to be adopted.
In tlie previous chapters it was demonstrated that tliere is a subset of the paiameters generally 
applicable for a wide range of application scenarios. These parameters include grey level reso­
lution, fixed point number representation, geometric and photometric normalisation. Assuming 
tliat these parameters aie fixed and provide a baseline for reference (REF parameter set), the 
key design issue is tlie degree of compression that can be applied to tlie probe image before it is 
transmitted to the smart card. This can be achieved by image compression or by reducing im­
age resolution (or both). Compressed information can significantly influence the transmission 
time from the local host to tlie smart card and as a result the user access time (UAT).
Since image compression usually involves the loss of high frequency content, it interacts with 
image filtering, and in turn, with the feature extraction process, as the amount of variance 
retained by the image data will depend on image smoothing. Therefore, the optimisation of 
even tliis small set of parameters of the system is a serious undertaking.
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This chapter presents the investigation of two alternative system optimisation approaches and 
the effect of image compression on the resulting design:
# A Simple Optimisation Strategy (SOS), where the starting point is the REF parameter set 
and then optimisation is performed over spatial resolution.
• A Comprehensive Optimisation Strategy (COS), where the starting point is the REF pa­
rameter set but Gaussian filtering is applied instead of binomial. Optimisation is per- 
fonned over filtering parameters (mask size, bandwidth a) and number of PCA compo­
nents retained by the feature extraction system.
In practice, the differences of this Chapter compared to the previous two Chapters are the fol­
lowing. In Chapter 4 JPEG compression is applied to the reference parameter set with spatial 
resolution 55 x 51 and then the optimum scenario (apply JPEG in the probe images of train­
ing, evaluation and testing set) was identified in terms of performance. Also in Chapter 5 the 
filtering parameters and number of PCA components was optimised. However, in the optimum 
parameter sets identified no JPEG compression was applied. In this Chapter, some alternative 
optimisation strategies are proposed that can be adopted on our SCFVS. JPEG compression is 
applied after optimising first the spatial resolution (SOS) as well as after optimising the filtering 
parameters and number of PCA components (COS).
The computational complexity of the COS strategy is two orders of magnitude greater than 
that of the simple optimisation strategy. However, the choice of one strategy over another 
is not simply determined by the amount of time available for the system design. It will be 
shown that the simple optimisation strategy leads to a design with a much faster response 
time, and therefore throughput. In general, the performance of the system obtained by the 
comprehensive optimisation is better than that yielded by the simple strategy. However, for 
high compression rates the performance differential diminishes. Interestingly, even for the 
simple strategy the data compression delivers improvement in performance over the default 
system that was optimised without any engineering constraints. These results provide a basis 
for making an informed decision regarding the optimisation approach to be adopted.
The chapter is organised as follows. Section 6.1 presents the results of the design optimisation 
of a SCFVS for a particular face database and experimental protocol, carried out according to
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the two approaches outlined above. Section 6.2 discusses the effect of image compression on 
user access time as well as system performance. Conclusions are drawn in Section 6.3.
6.1 Optimisation Studies
The two alternative (face verification system) optimisation approaches investigated have been 
evaluated via a set of experiments using the XM2VTS database in two different testing con­
figurations (Cl and C2). As already discussed in Subsection 3.5.1.2, they differ by selecting 
pai ticular shots of people into the training, evaluation and test sets. However, there is a bet­
ter balance between training and validation data m C2. Both protocols represent a closed-set 
protocol where all the enrolled clients are known to the system.
The adopted methodology of optimisation of tlie relevant parameters is using the half-total 
error rate (HTER) on the training and test set of XM2VTS as a criterion of optimality. Since 
die choice of one optimisation strategy over another is determined mostly by tlie computational 
complexity involved, it is hnportant to state again (see also Subsection 1.3) the specifications of 
tlie PC used to perform these experiments: processor type Intel(R) Xeon(TM) CPU 3.00GHz, 
2GByte RAM, 1024KByte cache size/CPU, under Linux 2.6.11.4, SUSE Linux Release 9.3.
6.1.1 Simple Optimisation Strategy
In the simple optimisation strategy SOS (based on the study reported in Subsection 4.3.3) 
spatial resolution is optimised. The other paiameters of the system are set to the default values 
of tlie REF parameter set, where grey scale resolution is fixed to 8bpp. The pre-processing 
stage in REF involves binomial filtering with probability equal to 0.5 and mask size 1 x 11, 
followed by geometric normalisation, liistogiam equalisation and homomorphic filtering. In 
SOS, tlie initial raw face images of the XM2VTS database are normalised from their original 
resolution (720x576) to a spatial resolution that is varied from 110 x 102 down to 8 x 7 in 16 
steps (8 x 7, 10 X 8, 13 x 11, 15 x 13, 18 x 16, 20 x 18,25 x 23, 30 x 28,40 x 37, 55x51,61 x 
57, 70 X 65, 80 x 75, 90 x 85, 100 x 93,110 x 102). These steps were deliberately selected in 
an exponential form in order to emphasise the lower image resolutions, that can be interpreted 
in a lower memory volume, and as a result a faster transfer of tlie normalised probe face to the
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smart card. Then the optimum resolution for either protocol is identified. Note that the REF 
system has image resolution of 55x51.
By optimising one parameter only, the amount of time required for finding the optimum system 
design is very low (a matter of days). Moreover, the experimental results (see Figures 6.1 
and Table 6.1) show that the use of lower image resolutions (than the 55 x 51 used in the 
reference parameter set) can improve system performance and reduce the number of bytes 
required to represent the face image. As a result a faster transfer of the normalised probe face 
to the platform is achieved. Interestingly, the two XM2VTS protocols require a different image 
resolution for optimum performance.
Performance versus Spatial Resolution in XM2VTS
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Figure 6.1; Initial and optimum results of the simple optimisation strategy. ES=Evaluation Set 
and TS=Test Set.
Table 6.1 : Results of the simple optimisation strategy. First and third rows represent the performance 
results when the reference parameter set is used in C1/C2 respectively (no optimisation over spatial 
resolution). Second and third rows represent the results when optimising over spatial resolution in 
either Cl or C2 protocol.
Database Protocol Image Resolution HTER
XM2VTS Cl 55x51 0.04588
XM2VTS Cl 18x16 0.03977
XM2VTS C2 55x51 0.02644
XM2VTS C2 40x37 0.02214
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6.1.2 Comprehensive Optimisation Strategy
The idea for a comprehensive optimisation strategy COS is taken from Chapter 5. In this case 
tlie pre-processing stage and a part of feature extraction (when building the PCA model) me 
included in the optimisation process. The optimisation is performed over the image filter types 
(binomial, Gaussian), image filtering pmmneters and the number of PCA components m. The 
remaining pmameters are set to default values with image resolution set to 55x51.
The experimental results are shown in Table 6.2. Maximum performance is achieved when m is 
manually optimised [117] (for each protocol of tlie XM2VTS database [56]). This is achieved 
with the following set of pmameters: Gaussian filtering with 1 x 21 mask size and the filter 
widtli a =  6.75 for protocol Cl mid with 1 x 25 mask size and a  =  2.25 for protocol C2 
respectively. PCA dimensionality is set to m =  106/SS0 for protocol C1/C2 respectively.
The main disadvantage of this approach is the significant computational complexity of the 
system design. The effort to optimise either the filtering pmameters or the PCA dimension was 
enormous. The amount of time required for completing the system design was several weeks 
(on one processor type Intel(R) Xeon(TM) CPU 3.00GHz, 2GByte RAM, 1024KByte cache 
size/CPU).
As already discussed in tlie previous chapter (subsections 5.3.3.3 and 5.3.4), an alternative so­
lution (that achieves high performance while avoiding the complexity introduced by the COS 
strategy) can be obtained by removing a number of low-order eigenvectors (depending on pro­
tocol) [62]. The amount of time required for completing such a system design is from several 
hours to several days (depending of the spatial resolution used; i.e. by using resolution of 
110 X 102, only the PCA models me build in approximately 2-3 days). This was done eitlier 
on the REF parameter set or on the optimum binomial filtering parameter set while keeping the 
rest of the pre-processing stage tlie same.
Table 6.2 presents tlie performance versus filtering types and filtering parameters in XM2VTS 
Cl and C2 protocols. The cases presented before and after removing the optimum number 
of low-order eigenvectors me: the REF pmameter set and the optimum binomial/Gaussian fil­
tering pmameter sets. In the latter case the number of PCA components was automatically se­
lected containing tlie 95% of the total energy. Note also that for informational purposes another
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case presented was that of the optimum Gaussian filtering parameters in terms of performance 
where the number of PCA components was manually identified.
Table 6.2: Performance vs filtering types and filtering parameters in XM2VTS C1/C2. (nPCAr= the 
number of low-order eigenvectors removed, A/M=Automatic/Manual selection of the number of PCA 
components. Opt = Optimum.)
DB/PROT FILTER Length SIGMA PCA A/M nPCAr HTER
XM2VTS Cl Binom 11 1.5811 211 A No 0.04588
XM2VTS Cl Binom 11 1.5811 258 A <1,2,3) 0.04521
XM2VTS Cl Gauss 21 6.25 96 A No 0.03286
XM2VTS Cl Gauss 21 6.25 125 A -(1,2,3) 0.03326
XM2VTS Cl GaussOpt 21 6.75 106 M No 0.03114
XM2VTS CII Binom 11 1.5811 247 A No 0.02644
XM2VTS CII Binom 11 1.5811 277 A -1 0.02360
XM2VTS CII Gauss 25 1.5 279 A No 0.01867
XM2VTS CII Gauss 25 1.5 316 A -0,20 0.01875
XM2VTS CII GaussOpt 25 2.25 330 M No 0.01757
6.2 Image Compression
In the SOS it has been shown that the use of a lower image resolution can improve system 
performance as well as increase the degree of compression applied to the probe image before 
it is transmitted to the smart card. One way of further decreasing the transmission time is by 
compressing the probe image using standard image compression algorithms. The appropriate 
compression method was considered to be JPEG, as discussed in Section 4.3.6. It is not the 
optimum compression method, but it outperforms the other methods in terms of the encoding 
and decoding time [98]. Therefore it is suitable to be adopted on a SCFVS design.
In this set of experiments, the effect of image compression on performance and the transmission 
time is studied. The experiments are conducted on the XM2VTS database. The effect of 
compression is measured for the reference system and the optimal designs obtained using the 
SOS and COS metliods. Note tliat JPEG is applied on probe images of all experimental sets, 
training, evaluation and testing set, a case corresponding to the first scenario as mentioned in 
Section 4.S.6.2.
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6.2.1 Effect of Image Compression on Performance
In all cases (as shown in botli Table 6.3 and Figure 6.2), apart from one, the optimum compres­
sion ratio in terms of performance has been identified. No compression is required for the SOS 
protocol Cl design. In this case, the face representation is already compressed approximately 
10 times (when tlie 18x16 resolution is used instead of the reference one) and JPEG compres­
sion would actually increase tlie number of bits to be transmitted. Furthermore, this particulai* 
design achieves relatively good performance.
Table 6.3: Applying compression on tire alternative parameter sets. (SpResi-Spatial Resolution, 
InBS/FiBS=Inilial/Final Byte Size, CR/CQ=Compression Ratio/Quality.)
Framework SpRes InBS CR CQ FIBS HTER
REF Cl 55x51 2805 - - 2805 0.04588
REF Cl+Jpeg 55x51 2805 5.1:1 7.5 550 0.0417
SOS Cl 18x16 288 - - 288 0.03977
COS Cl 55x51 2805 - - 2805 0.03175
COS Cl+Jpeg 55x51 2805 2.76:1 50 1016 0.03223
REFC2 55x51 2805 - - 2805 0.02644
REF C2+Jpeg 55x51 2805 4.76:1 10 589 0.02203
SOS C2 40x37 1493 - - 1493 0.02044
SOS C2+Jpeg 40x37 1493 3.79:1 20 740 0.02127
COS C2 55x51 2805 - - 2805 0.01774
COS C2+Jpeg 55x51 2805 2.54:1 60 1104 0.01824
In the case of the SOS C2 design, tire use of JPEG slightly decreases the system performance 
(compared to REF and COS methods). Interestiirgly, when JPEG is applied to the REF design 
a viable solution is also obtained, achieving an approximately 5:1 compression efficiency with 
improved system performance as well. Finally, in terms of performance and when time is of 
no importance to set up tire system design, the COS C1/C2 designs are the optimum ones.
6.2.2 Effect of Image Compression on User Access Time
For every compression ratio tire user access time UAT is also measured. It is defined as tire Total 
CPU Time TCPUT in milliseconds that tire process spends in user and kernel mode. TCPUT 
can be measured in face detection, normalisation, JPEG compression/decompression, transfer 
of the probe image to/from the card, decompression and matching. Since face detection and 
matching times are very small (a few msec), they are excluded from the measurements. Note
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Figure 6.2: Performance vs. JPEG compression in XM2VTS C1/C2 on all testing scenarios used.
that, when decompression is performed on the card, TCPUT will be higher. However, assuming 
that the card will use a sophisticated algorithm and with fixed point arithmetic, this time will 
be relatively low and comparable to the simulated time.
In order to measure the TCPUT in the cases of normalisation and compression/decompression a 
number of experiments is performed on the server to simulate the process (only decompression 
will be actually performed on the card). TCPUT is measured 10 times (and the results are 
averaged) for each normalisation parameter set and for different compression qualities (Q) of 
JPEG.
In practice all normalisation time (geometrical and photometrical) is measured in terms of 
TCPUT when binomial/Gaussian filtering is employed for five different mark sizes (1x11,
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1x13, 1x17, 1x21 and 1x25), as well as the TCPUT involved when only binomial/Gaussian 
filteiing is used for the same five maik sizes. This is because when tlie filter used changes from 
binomial to Gaussian and when tlie mark size increases the computational complexity increases 
as well. Also for each optimum quality parameter (Q) of JPEG identified in each system de­
sign (REF/SOS/COS) and for each XM2VTS protocol, the compression/decompression time 
(in terms of TCPUT) is measured. This is because different compression qualities (Q) result in 
different sizes of the compressed probe image and therefore the transfer time of probe image 
to/from the card is affected. For example if Q is low (i.e. 10), the compressed probe image 
size will be low (i.e. for a reference uncompressed probe image size of 2805 to a compressed 
of 586 as shown in Table 6.4) as well and then the transfer of the probe image to/from the card 
will require less time compared to that requiied when the reference uncompressed probe image 
is used.
How to measure tlie transfer time? Under typical conditions, die initial tiansfer rate is 9600bps 
and altliough it can be changed, it cannot be more than 115.2Kbits per second (KBps). Since 
tlie data transfer rate achieved by the smart caid employed for the experiments is tlie maximum 
allowed one (115.2Kbps or 14.4KBytes per sec) in the contact-less mode, the transfer time is 
equal to:
Transfer  Time  =  ^ Z i K B y t e s  / s
where CR=Compression Ratio. Note also that each experiment (when measuring the Nor­
malisation, Compression and De-Compression thne) is performed 10 times and the results are 
averaged.
The experimental results (as shown in Table 6.4) suggest tliat tlie choice of filter, the filtering 
parameters and the amount of compression (tliat can be apphed to achieve maximum perfor­
mance) affect both the normalisation and transfer time, and as a result tlie UAT. Even though 
high compression can decrease the UAT (as obtained in the reference system), tlie optimisation 
of spatial resolution is the most effective solution to consider. The complexity of tlie COS 
strategy is also reflected in UAT.
Figure 6.3 shows an example pie char t displaying the contribution of each part of tlie UAT to 
the total (in terms of TCPUT) in the case of the COS Cl design.
An interesting point to note is tliat tlie compression/decompression times are very low due to
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Figure 6.3: Top: The conuibution of each part of the UAT to the total when Binomial Filtering is 
used. Av Binomial=average time needed for all normalisation time when binomial filtering is used. 
Bottom: The contribution of each part of the UAT to the total when Gaussian Filtering is used. Av 
Gaussian=average time needed for all normalisation time when Gaussian filtering is used. Note that 
in both cases a 55x51 resolution for the probe image is considered, the mask size is 1 x 21 and the 
compression quality for JPEG is 50.
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Table 6.4: User Access Time (TCPUT in ms) Results when JPEG is applied. Note that qualities are tlie 
optimum ones in terms of performance for each case.
FRAMEWORK REF C l SOS Cl(noJpeg) COS C l REF C2 SOSC2 COS 02
Initial Byte Size 2805 288 2805 2805 1493 2805
Compression Ratio 7.5 - 50 10 20 60
Compression Quality 5.1:1 - 2.76:1 4.76:1 3.79:1 2.54:1
Final Byte Size 550 288 1016 586 740 1104
Normalisation (ms) 183.04 80.18 250.45 183.04 115.67 251.9
Compression (ms) 0.68 - 0.71 0.69 0.74 0.68
Transfer (ms) 38.2 20 70.58 40.69 51.38 76.66
De-Compression (ms) 0.64 - 0.68 0.64 0.73 0.65
Total Time (ms) 222.56 100.18 322.42 225.06 167.2 329.89
Hl’ER 0.417 0.03977 0.03223 0.02203 0.02127 0.01824
the extremely optimised low level algoritlim used (developed by the Independent JPEG Group).
6.3 Conclusions
The optimisation of a smart card face verification system is a very complex process with many 
key factors to consider. It involves the investigation of the effect the system parameters have 
on the system performance measured in terms of accuracy and speed. In practice only partial 
optimisation is feasible with many parameters taking default values. The key options are to 
optimise image resolution or/and image pre-processing. In addition the main design issue is 
the degree of compression tliat can be applied to the probe image before it is transmitted to 
tlie smart card. Both image compression and tlie reduction of image resolution have been 
considered and their effect on UAT has been studied when using the designs resulting from the 
two alternative system optimisation approaches investigated, SOS and COS.
The experimental results demonstrate that tlie amount of time required for tlie SOS system 
design is very low, while for the COS design time increases dramatically. No compression is 
required when tlie spatial resolution is very low (SOS Cl). In all other cases compression is 
needed to limit the size of the probe image but it does not necessarily degrade performance. If 
optimum performance is tlie first priority and system complexity is not an issue for the system 
designer, COS is the favourite approach. However, higher specification smart cards would be 
needed to compensate for the additional user access time. Such an option would impose a
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severe additional economic burden.
The selection of the most convenient design in terms of UAT depends on the size of the probe 
image to be sent to the card (affecting the transfer time) and the complexity introduced by the 
filtering parameters (affecting the normalisation time). SOS is the favourable design in the case 
of Cl protocol since no compression is required and UAT decreases considerable. It allows the 
use of low specification, low cost smart cards (i.e. 8KByte and 8 bit processor).
In the case ofC2 protocol SOS is still the favourable design not only in terms of UAT (since the 
normalisation is applied in a smaller spatial resolution 40x37 than the reference one of 55x51) 
but also in terms of HTER since it achieves better performance results.
Finally, the default (REF) parameter set can still offer a viable solution in both protocols. It 
is the least complicated design, user access time is relatively low and it achieves acceptable 
performance as well.
Chapter 7
Database Size Effects on Performance 
on a SCFVS
7.1 Introduction
In this chapter the client specific linear discriminant analysis (CSLDA) technique [50] where 
the decision making is carried out on the smart card itself is revisited. It is used on the en­
hanced distributed architecture proposed in Chapter 3. No user data ever leaves the card for 
verification, making the system more secure and user friendly.
So far different optimisation procedures have been developed to define the best parameters that 
satisfy the severe engineering constraints and limitations imposed by smart cards. Thus, special 
considerations are given to the system design issues to improve performance while increasing 
system speed as reported in Chapter 4. While different key parameters are investigated tliat 
affect the SCFVS design, an important aspect of the approach which was not explored was 
scalability relating the performance to the database size. This investigation is needed to im­
prove tlie SCFVS design both in terms of memory management and system performance. The 
system designer would need to know tlie number of face images requhed to be stored on the 
server that will be used for training and achieve the optimum performance. Nowadays the tech­
nology is cheap enough to allow tlie potential to store in tlie server and use more that 50,000 
high resolution face images tliat can be used for system training. However, the pertinent ques­
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tion is whether all these images are necessary to achieve optimum performance results. Would 
it be possible to improve system performance as well as system complexity in terms of memory 
management when using a development set consisted of a number of images that is even two 
orders of magnitude less than 50,000 (i.e. 500)?
A certain number of experiments were reported in the literature (FERET and FRVT eval­
uations) where performance variation was checked either against multiple galleries of the 
same size [62] or against multiple gallery/probe sets of variable sizes generated by different 
databases. In the experiments reported over this problem, the identification (“who am I?”) task 
gained more attention [90, 79, 77]. The watch list (“Are you looking for me?”) task was also 
investigated as a function of gallery size [77].
In the verification task (“Am who I say I am?”) that this thesis is focused on, performance was 
estimated against the size of the probe set in [90]. The effect of the size of the training set on 
verification performance was studied in [76]. In this experiment the size of the set was varied 
and tlie authors used up to 8,192 face images, whilst the false accept rate was fixed to 0.1%. 
Only the FRGC set was used for training and testing and there in no report on the way the 
training sets were selected, on the number of times the experiment was repeated for a given 
size of training set or on the faces/clients ratio per set.
Interesting results on scalability can be found in [32] and most importantly in the FERET and 
FRVT evaluations. The FERET evaluation methodology [79] was developed to test face recog­
nition algorithms under different scenarios (identification/verification) and categories of images 
(lighting change and the time between the acquisition date of the gallery and probe images). 
Over the course of tlie FERET evaluations from 1994-97, performance steadily increased as 
the size of the database increased.
In FRVT 2002, new statistical methods were developed to estimate the variation in performance 
over the multiple galleries that alter the underlying classification problem. Different commer­
cially available and mature prototype face recognition systems were evaluated. For the system 
achieved the optimum performance results, the top-rank identification rate was 85% when a 
database of 800 people was used, 83% when a database of 1600 people was used, and 73% 
on a database of 37,437 people. For every doubling of the database size, identification per­
formance decreased by two to three overall percentage points. A similar effect was observed
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for tlie watch list task results. For the system achieved the optimum performance results, the 
identification and detection rate was 77% at a FAR of 1% for a watch list of 25 people and 69% 
at a FAR of 1% for a watch list of 300 people. Generally, a watch list of 25 to 50 people will 
perform better tlian a large size watch list.
To identify the tiade-off between the development set size and system performance (as mea­
sured by the verification error) in the SCFVS, a number of experiments are conducted in order 
to answer the following main questions:
•  How does the training set size affect tlie performance of the verification system?
• How does the system behave when going from a small (FERET) to a much larger 
(FRGC2) dataset?
•  How many eigeiifaces are needed as the size of the training set increases?
• How does performance vary when the number of Faces/number of Clients ratio changes 
as tlie size of tlie training set increases?
In order to model a system that might be installed at different locations where possibly different 
cameras, background and illumination conditions are used, a number of development sets are 
randomly generated from the FERET and FRGC2 datasets. These sets are used to generate the 
initial statistical model (as first mentioned in Section 3.4), while tlie XM2VTS (C1/C2) dataset 
is used for testing the SCFVS.
In tlie experiments conducted in this chapter, the size of the development set is increased up 
to 44278 images and it is demonstrated that the use of a relatively low number of face images 
(in the range of 500-3000) to generate tlie development set can achieve maximum system per­
formance. However, the optimum development set size in terms of performance depends on 
the testing configuration used to evaluate tlie system. As the database size increases, the ver­
ification performance decreases monotonically. After the optimum operating point is reached 
(in the range of 500-3000 face images) tlie performance appears to saturate. The experimen­
tal results suggest that the preservation of the necessary informational content to acliieve high 
performance is ensured even when tlie number of different individuals used to create the initial 
statistical model is considerably reduced (see Table 7.3).
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The face verification process, and the databases and protocols used in these experiments have 
been covered in 3.4 and 3.5.1 respectively. The rest of the chapter is organised as follows. In 
the next section the system evaluation process used will be covered, whilst Section 7.3 presents 
the experimental setup. In Section 7.4 the scalability effects on system performance will be 
analysed before finally, some conclusions are made in Section 7.5.
7.2 System Evaluation
The SCFVS has been evaluated via a set of experiments using both the XM2VTS[56], FERET[79] 
and Face Recognition Grand Challenge 2 (FRGC2)[76] data sets in a total of four different test­
ing configurations, as already covered in Section 3.5.2:
•  FERET-XM2VTS CI/CH: Configuration EH for the XM2VTS database but with FERET 
data set used as the development set to generate the initial statistical model.
•  FRGC2-XM2VTS CECII: Configuration I/E for the XM2VTS database but with FRGC2 
data set used as the development set to generate the initial statistical model.
All cases represent an open set protocol where clients are not known to the system prior to 
enrolment. The system performance levels were measured in terms of half-total error rate 
(HTER). This was done on the training and test set of each protocol obtained using the equal 
error rate (EER) threshold determined from the ROC curve (computed on an independent 
evaluation set). The process is explained in Section 3.5.3 when the Lausanne protocol is used.
7.3 Experimental Setup
An aspect of the SCFVS which has not been explored so far is its performance as the face 
database increases in size. With the current system, the FERET and FRGC2 databases were 
used to generate the initial statistical model. Then the system was tested on the two protocols 
of the XM2VTS database. Examples of the (cropped) face images used in the experiments are 
provided in Figure 7.1.
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Figure 7.1: Examples of the cropped face images used in these experiments. The first two are 
taken from the FERET database and the remaining two from the FRGC2.
The experimental setup of the SCFVS consists of the following stages. Initially, n face im­
ages, corresponding to the development set size, are randomly selected from the complete 
gallery set of each database. This random selection is based on a uniform distribution under 
the condition that each sample of ?i random face images does not include duplicate images. 
By doing this the necessary XML (extensible Markup Language) files for the training set are 
constructed, which hold all the information about each face image of the dataset, such as its 
location in the system, face/subject ID, feature set (eyes/mouth/nose coordinates), pose (i.e. 
frontal), wearing glasses or not etc. In the case of FERET database (see Table 7.1) where 
the total number of face images is 3570 (of 1201 clients), n face images were randomly se­
lected , where n € [10,20,50,100,..., 3000], and thus an independent development set for 
each value of Ji was created. In the case of FRGC2 where the total number of face images 
(of 568 clients) of the complete set used was 44278, n was selected from the following list 
n e  [10,20,50,100,...,30000,35000,40000].
The process was repeated 10 times (for each value of n) to generate 10 different XML files, 
which allowed for 10 independent experiments to be performed. This way 110/160 develop­
ment sets were produced from the FERET/FRGC2 databases and a total of 270 experiments 
were performed.
For each experiment the normalisation process discussed in Section 2 was followed. Initially, 
face detection was carried out and then the eye centres were localised and the image geomet­
rically normalised. For the relatively low resolution of 55 x 51, binomial filtering was then 
applied by using an 1 x 11 mask, followed by histogram equalisation and finally homomor­
phic filtering. 95% of variance was used to define the number of principal components to be 
retained from PCA and the 236/292-dimensional subspace (for FERET/FRGC2 respectively) 
was used as the input for the client specific LDA algorithm. Verification results in terms of
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half total error rate (HTER), information about the number of clients used, PCA components 
needed and the ROC curve generated for each trial were recorded for all experiments.
7.4 Development Set Size Effects on System Performance
This set of experiments examines how verification performance varies with the use of different 
development set sizes that are selected from different datasets. This makes the problem more 
difficult since different cameras (and as a result different quality images) are used to generate 
the FERET and FRGC2 databases from which the development sets are created. Such an 
experiment models the performance of a system that might be installed at different locations 
where different cameras, background and illumination conditions may be used. Note also that 
the maximum number of faces/clients ratio is almost 3/1 in the case of FERET and more than 
70/1 when FRGC2 is used.
After performing all of the experiments for all testing configurations, HTER, the number of 
clients (CL), and the number of PCA components used to create the statistical models based 
on the 10 trials per n face images, are averaged. Standard deviation of HTER per n  is also 
measured from the errors across the 10 random samples. The overall results for each protocol of 
the XM2VTS database, when either FERET or FRGC2 is used to generate the initial statistical 
model aie presented in Figures 7.2 and 7.3 (performance versus variance) as well as Figures 7.4 
and 7.5 (ROC curves). More results for each development set size (average results across 10 
random development set size samples) are presented in Tables 7.1,7.2 and 7.3 with information 
about the number of clients, faces per client, number of PCA components, half-total error rates 
and variance of those HTER rates. In all tables, the column labelled as faces represents the 
development set size that is varied.
In all testing configurations it was found that as the number of faces increased, performance 
increased as well up to a point where it starts to saturate. In all cases this point was reached 
when only a relatively small number of faces was used to generate the development set. After 
that no real contribution was observed, just noise. In practice, a development set of 500 face 
images proved to be the operating point from which the performance started to saturate (see 
Tables 7.1, 7.2).
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In tlie case of FERET, die results showed that for C1/C2 the mean HTER (from 10 trials per n) 
becomes maximum when 2000/2500 face images were used as the development set. Table 7.3 
shows the sample cases where tlie best of performance is achieved. Figure 7.2(i)/(ii) demon­
strates tlie performance variation for each experiment in C1/C2 protocols. It is very interesting 
to note that in Cl, a sample of only 500 images proved sufficient to achieve the maximum 
performance.
Similarly, when FRGC2 was used to randomly generate the development sets, tlie performance 
started to saturate already after 500 images and no more than 1000 images were required to 
achieve the minimum mean HTER. Again, Table 7.3 shows the sample cases where the best 
of performance is achieved, and Figure 7.5(i)/(ii) demonstrates the performance variation for 
each experiment in C1/C2 protocols. Even though much larger and different dataset sizes aie 
considered, in C2 one sample of 500 images proved to achieve the maximum performance.
It is important to note that a higher HTER variation tlian expected is obtained in some exper­
iments i.e. in the middle cases of FRGC2 where tliere is a development set consisted of 500, 
1000, and up to 4000 face images (as shown in Figure 7.3). This is because the number of 
images per client for training is not fixed and tliere may be cases of one image/client tliat just 
add up an extra dimension to the problem that contributes negatively in the variance fluctuation 
of HTER. Better models and therefore less variance is acliieved when tlie gallery set consists 
of more tlian 4000 images and enough faces per client are included.
7.5 Conclusions
In this chapter the development set scalability was investigated in the context of a smart card 
face verification system. Development sets of different sizes were created by sampling ran­
domly the complete FERET and FRGC2 databases (that contain only full frontal 2D facial 
images). The system was tested on the XM2VTS database using two different protocol config­
urations. It transpired that tlie use of only 500 face images in the development set can achieve 
tlie best system performance. The number of images needed is variable and depends on the 
testing configuration used to evaluate the system. However, the performance results indicate 
that the development set can be limited to the range of 500-3000 images. The verification
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Table 7.1 ; The overall results for FERET (FE) database. The ’’FACES” column represents the 
development set size. The HTER, number of clients (CL), number of PCA components and 
standard deviation (STD) are calculated from the 10 trials per n face images in both Configura­
tions I and II of the XM2VTS (XM) dataset, and using FERET to generate the initial statistical 
model. The last row represents the results on the full set.
FERET
DB FACES CL PCA STDCl STDC2 HTERCl HTERC2
FE-XM 10 10.0 8.0 0.02126 0.02084 0.24746 0.27049
FE-XM 20 19.9 15.9 0.01961 0.02548 0.16108 0.16970
FE-XM 50 49.3 35.2 0.01457 0.01743 0.11948 0.10999
FE-XM 100 95.3 60.7 0.00908 0.00935 0.09963 0.07665
FE-XM 200 184.0 95.9 0.00742 0.00514 0.08050 0.05731
FE-XM 500 408.7 152.5 0.00687 0.00447 0.06735 0.04506
FE-XM 1000 689.5 192.2 0.00441 0.00250 0.06525 0.04067
FE-XM 1500 897.0 209.4 0.00301 0.00150 0.06495 0.04016
FE-XM 2000 1031.4 220.3 0.00311 0.00158 0.06445 0.03896
FE-XM 2500 1125.9 227.1 0.00216 0.00135 0.06511 0.03853
FE-XM 3000 1181.8 232.3 0.00194 0.00110 0.06657 0.03870
FE-XM 3570 1201.0 236.0 - - 0.06816 0.04028
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Table 7.2: Similarly, the overall results for FRGC2 (FR) database.
FRGC2
DB FACES CL PCA STDCl STDC2 HTERCl HTERC2
FR-XM 10 9.9 8.0 0.01390 0.0096 0.23753 0.23895
FR-XM 20 19.9 15.7 0.01777 0.01539 0.16511 0.14797
FR-XM 50 47.5 34.2 0.00843 0.00789 0.10274 0.08206
FR-XM 100 87.1 59.3 0.00545 0.00222 0.08364 0.06186
FR-XM 200 157.0 96.1 0.00509 0.00221 0.06985 0.05186
FR-XM 500 286.8 157.0 0.00182 0.00323 0.05546 0.04212
FR-XM 1000 391.9 202.8 0.00335 0.00195 0.05315 0.04018
FR-XM 2000 466.3 239.6 0.00325 0.00213 0.05561 0.04060
FR-XM 4000 516.7 262.9 0.00203 0.00257 0.05875 0.04169
FR-XM 7500 546.2 277.8 0.00172 0.00159 0.05977 0.04148
FR-XM 15000 564.7 285.8 0.00093 0.00105 0.05973 0.04112
FR-XM 20000 567.4 288.2 0.00084 0.00101 0.05991 0.04168
FR-XM 30000 567.9 289.9 0.00047 0.00091 0.05934 0.04146
FR-XM 35000 567.8 290.9 0.00101 0.00063 0.05991 0.04089
FR-XM 40000 568.0 291.1 0.00092 0.00079 0.05987 0.04108
FR-XM 44278 568.0 292.0 - - 0.05989 0.04048
Table 7.3: Summary of results obtained with FERET/FRGC2 development sets
DB Case FACES CL PCA HTERCl HTERC2
FE-XM Best Cl 500 415.0 152.0 0.05587 -
FE-XM Aver Cl 2000 1031.4 220.3 0.06445 -
FE-XM Best C2 2500 1142.0 226.0 - 0.03623
FE-XM Aver C2 2500 1125.9 227.1 - 0.03853
FE-XM Full Set 3570 1201.0 236.0 0.06816 0.04028
FR-XM Best Cl 2000 466.0 242.0 0.04864 -
FR-XM Aver Cl 1000 391.9 202.8 0.05315 -
FR-XM Best C2 500 277.0 156.0 - 0.03647
FR-XM Aver C2 1000 391.9 202.8 - 0.04018
FR-XM Full Set 44278 568.0 292.0 0.05989 0.04048
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Figure 7.2: Performance/Variance for each protocol of the XM2VTS database, when FERET 
is used to generate the initial statistical model.
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performance monotonically decreases until the above range is reached. Depending on the test­
ing configuration, when the development set size achieves to a point (2000/2500 face images 
in FERET-XM2VRS CFCII respectively, and 1000 face images in both FRGC2-XM2VTS 
CI/CII), performance saturates whether the development set size increases or not (the slight 
changes of the error rates are not statistically significant).
The experimental results suggest that the necessary information content to achieve high perfor­
mance was ensured even when the number of clients involved in creating that initial statistical 
model was about one half of the set size. For example, as presented in Table 7.2, in the XM2VTS 
Cl protocol 415 out of 1201 clients and 152 out of 236 PCA components were good enough 
to achieve comparable performance results to those when the complete FRGC2 database was 
used. Similarly, in the XM2VTS C2 protocol 277 out of 568 clients and 156 out of 292 PCA 
components were good enough to achieve comparable performance results to those when the 
complete FRGC2 database was used. Note also that the results show that as the database size 
grows, the number of eigenfaces needed to represent the ensemble of faces grows at much 
smaller rate [104,103].
A typical behaviour is illustrated by the results of testing on XM2VTS (CII) shown in Table 7.3. 
In tins case, there was a sample of 2500/500 images randomly selected from FERET/FRGC2 
dataset that achieved a 10% improvement over the system performance obtained when the 
complete FERET/FRGC2 dataset was used. The average gain computed across all 10 trials 
was approximately 4%/l%.
Chapter 8
Conclusions and Future Work
8.1 Summary and Conclusions
This tliesis deals with biometric image recognition for a smart card authentication system. 
Designing such a system is a very complex process with many parameters to consider. The 
work started with the selection of a suitable algorithm (CSLDA) that can be ported to a target 
platform on which the biometric process can run. Then the generic modular CS-LDA based 
SCFVS was presented. The main functional parts of a SCFVS involve: face detection, geo­
metric and photometric normalisation, feature extraction, and on-card verification (matching 
scheme). Each functional part consists of a series of basic steps, where the role of each step is 
fixed. However, tlie algorithm was systematically varied in some steps to investigate the effect 
on system peiformance, and system complexity in terms of speed and memoiy management.
In order to optimise tlie system, two major problems had to be considered. The first one was 
to deal with the restrictions that botli face verification and smart card technology impose when 
designing such a system. The second was that tlie parameter space that can be chosen for 
optimisation is huge. In other words, the complexity of the system, in terms of the number 
of processing stages and system design parameters is too large and as the parameters are not 
independent, the search space is of exponential complexity.
Therefore, a simplified search procedure was adopted, in which a number of par ameters was 
selected out of the complete parameter set involved in a generic SCFVS. The subset of the pa­
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rameters generally applicable for a wide range of application scenarios included grey level res­
olution, spatial resolution, geometric and photometric normalisation, and automatically iden­
tified number of PCA components that correspond to 95% of the total energy in the feature 
extraction stage.
It was assumed that these parameters {reference parameter set) provided a baseline for refer­
ence. The following key issues were considered in the design of a SCFVS;
• To keep the amount of time required for completing the overall system design (SDT) 
within reasonable limits, an extended parameter space was considered for investigation. 
The key parameters identified to affect the design of the SCFVS include: the use of 
different data types, grey scale and spatial resolution, fixed point number representation, 
JPEG compression, binomial and Gaussian filtering parameters (normalisation stage), 
number of PCA components (manually identified in the feature extraction stage), and 
finally the development set size. To study the effect of the use of different data types on 
the SCFVS a number of experiments is performed on the smart card. The effect on the 
design of all the remaining parameters is studied in a number of simulated experiments 
performed on a server.
• The above key parameters (influencing both the quality of the recognition and the com­
putational complexity associated with the authentication) were sequentially evaluated 
using several existing biometric database systems. Since the target platform was a smart 
card, the severe engineering constraints imposed by the card (restrictions in terms of 
memory, communication bandwidth and speed of processing) were considered. The ob­
jective was to find out how the parameters must be chosen so that the system can be 
optimally deployed in smart cards.
• An optimal trade-off between the computational complexity of the SCFVS and the sys­
tem performance (as measured by the verification error) had to be identified. Firstly, the 
parameters of the pre-processing stage of the system, which reduces noise and performs 
photometric normalisation, were set to default values. The remaining parameters were 
optimised either independently (each parameter was optimised one at a time), or jointly 
(assuming that their effect is independent). As an alternative, optimisation is performed 
over the filtering parameters, number of PCA components, and development set size.
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The conclusions of the overall investigation conducted in this thesis can be summarised as fol­
lows:
An Enhanced Smart-Card-Based Face Verification System Architecture
An enhanced SCFVS was proposed in Section 3.4. In this architecture the feature extraction 
and decision making is performed on the card. This architectme offers increased security and 
privacy in comparison with conventional architectures. The solution involves a small footprint 
computing platform with severe resource limitations in terms of memory, computing engine 
and communication chamiel capacity. Consequently the porting of algoritlims on such an ar- 
cliitecture requires a careful optimisation of the system design parameters (i.e. grey-level and 
spatial image resolution). This is to minimise the facial image representation that needs to 
be sent to tlie card and lessens the computational load of the template matching. Studies per­
formed on a number of different databases demonstrate that by limiting this representation, 
the verification performance of the system is not necessarily degraded and that the proposed 
architecture is a viable one.
It is important to note tliat the smart card is used for storing the biometric template. The smart 
card also uses its CPU to perform the decision making by accepting/rejecting a claimed identity 
comparing the verification result (i.e. tlie metric di as mentioned in the equation 3.10) sent 
from the host to the pre-coniputed thieshold (T) stored on the card. The value of T is chosen to 
achieve a specific operating point (a relationship between “false rejection” (FR) of true claims 
and “false acceptance” (FA) of impostor claims). In experimental tests, the operating point will 
be set at the “equal error rate”(EER) where tlie FAR is equal to tlie FRR.
However, the selection of tliat operating point does not mean tliat tliis thesis does not at all 
concern itself with the problem of false positives (access granted when it should not be) tliat can 
jeopardise the whole protection system’s security. The selection of the threshold value entiiely 
depends on the system designer. By manipulating the decision criteria (FA, FR), the relative 
probabilities of these two outcomes can be adjusted in a way that reflects tlieir associated costs 
and benefits. These may be very different in different applications. For example, in a customer 
context tlie cost of a FR error may exceed the cost of a FA error, whereas just the opposite may 
be true in a military context.
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Finally, it is understood that the system is not 100% secure, and therefore it cannot be used as 
an autonomous and exclusive security scheme. However, it does constitute a reasonably secure 
method, and in addition to a 4-digit PIN code, a state-of-the-art encryption method, and in 
combination with other anti-fraud devices (such as a CCTV camera to record the possibility of 
someone trying to tamper with the system) it can be even more reliable. In fact, even though the 
seriousness of using a PIN code was not properly underlined in this thesis, the SC used in this 
work is programmed and designed to accept 4-digit PIN (the same measure used in the credit 
cards today). After three authentication failures of this 4-digit PIN Smart Card OS blocks the 
PIN usage, thereby protecting the valuable Smart Card resources and increasing the level of 
security even further.
SCFVS Optimisation when Pre-Processing is Fixed
In Chapter 4 the effect of an optimisation strategy to be applied to image data in this SCFVS 
was investigated. Accordingly, the system architecture was tested by sequentially evaluating 
a number of key parameters influencing both the quality of the verification and the computa­
tional complexity associated with system authentication. These parameters include grey scale 
and special resolution, and the use of JPEG compression and fixed point arithmetic. To sim­
plify the optimisation task, the parameters of the pre-processing stage of the system were set 
to default values. The remaining parameters can be optimised in two possible ways. Firstly, 
each parameter was optimised independently, one at a time. Secondly, a joint optimisation 
framework of the key parameters was adopted, assuming that their effect is independent. To 
examine the robustness of the system behaviour, several existing biometric database systems 
were employed (XM2VTS, BANC A and FERET).
From the study of all testing configurations it transpired that the maximum grey level resolution 
should be used. Since an 8bpp camera is used, a maximum performance is achieved at 8bpp 
and could possibly be further improved if higher grey resolution was available. The use of 
10-bit precision data types on the server instead of real data types (or even float data types), 
and consequently integers on the smart card, proved to be extremely advantageous in terms of 
computational speed, speeding up the overall verification performance by more than a factor of 
5.
For the rest of the key parameters, each testing configuration required a different parameter
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setting, proving tliat when changing tlie spatial resolution or die amount of compression in 
the probe/template images, their informational content is highly affected. Therefore, different 
operational scenarios call for different optimum operational point settings in terms of perfor­
mance. By choosing a relatively low resolution of 40x37 for the probe images and building up 
a database in the standards of XM2VTS C2 protocol, best results will be achieved. With 25% 
less training data (when Cl is used instead of C2), die required resolution proved to be even 
lower. However, when building a database in the standards of BANCA and P protocol (using 
data created from tluee different environments), die resolution should be increased more diat 5 
times (i.e. 110x102) to achieve maximum performance. In any case, JPEG compression should 
be applied only on probe images (used for training and testing).
By selecting die above optimum key parameters jointly, the advantage of the system design 
would be significant both in terms of speed and overall performance. Depending on die pro­
tocol, the performance can increase by more than 20% with an additional increase of system 
speed by virtue of fixed point numbers. Moreover, the size of die probe images sent to die card 
can be decreased by a factor of as much as five (case of XM2VTS 02).
SCFVS Optimisation when Pre-Processing is not Fixed
In Chapter 5, firstly the optimum filtering parameters for each protocol on the XM2VTS 
database are identified, and then the optimum number m of PCA components needed by the 
system to maximise its performance is manually selected across a range of the bandwidth fac­
tor a. Based on die experimental results, a more than 28% performance improvement was 
achieved when selecting and optimising die Gaussian filtering parameters (instead of the Bino­
mial). Furthermore, die number of PCA components that correspond to 95% of the total energy 
did not result in the optimum system performance. By exliaustively optimising the number of 
PCA components, m, after the careful choice of die right Gaussian filtering parameters, the 
overall performance was improved more than 30% (depending on the protocol).
However, such an effort is computationally costly. Therefore, an alternative solution that 
achieves high performance while avoiding such a complexity can be obtained by removing 
die low-order eigenvectors. This can be done by optimising the binomial filtering parameters 
while keeping the rest of die normalisation stage the same. In this case, the system perfor­
mance is improved up to approximately 8% by removing the first two PCA components after
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optimising binomial filtering of kernel size 1 x 25 (XM2VTS Cl). Again depending on the 
protocol, performance can increase up to approximately 11.5% (XM2VTS C2).
Interestingly, acceptable performance results (from 1.5% up to 10.75% depending on protocol) 
witli the minimum complexity are identified when keeping the reference filtering parameter set 
and optimising only over the low order eigenvectors. It is suggested that this case should be 
firstly investigated when optimising such a system.
Selecting Alternative Optimisation Strategies
In Chapter 6, and considering the experiments conducted in the previous chapters, two alterna­
tive optimisation strategies and the effect of image compression on the resulting design were 
investigated. In both strategies the starting point was the reference parameter set and then either 
optimisation followed over spatial resolution {Simple Optimisation Strategy), or over Gaussian 
filtering parameters and number of PCA components {Comprehensive Optimisation Strategy). 
The main design issue was the degree of compression that can be applied to the probe image 
before it is transmitted to the smart card.
The experimental results (performed on a PC with relatively high specifications) demonstrated 
that System Design Time (SDT) was very low for the SOS strategy (requiring only several 
hours), while for the COS strategy, the SDT was increased dramatically (may take up to a 
couple of months).
However, the choice of one strategy over another does not only depend on the SDT. If optimum 
performance is the first priority and system complexity is not an issue for the system designer, 
COS proved to be the favourite approach. The drawback of this choice is that higher specifi­
cation smar t cards would be needed to compensate for the additional user access time (UAT). 
Hence, a severe additional economic burden can be imposed.
Finally, in terms of UAT (which depends on the size of the probe image to be sent to the card), 
SOS was the favourable design. However, it was suggested that the reference parameter set 
should always be considered first because it can offer a viable solution. Using the REF set in 
this set of experiments resulted in the least complicated design, with a very low UAT and with 
acceptable performance results as well.
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The Effect of Development Set Size on System Performance
In Chapter 7 an important aspect of tlie approach was explored. This was scalability, which 
relates the performance to die development set size. Two different databases, FERET and 
FRGC2, were used to construct development training sets of varying size, while XM2VTS 
was used to test the system. The experimental results proved that the acliievable performance 
levels off relatively quickly. After using a certain number of clients, increasing the size of the 
development set did not result in any significant performance improvement.
More specifically, the use of a relatively low number of face images in tlie development set 
achieved the best system performance. In practice, tlie number of images needed was variable 
and depended on the testing configuration used to evaluate the system. However, it was proved 
that the verification performance monotonically decreases until the development set reaches 
the range of 500-3000 images. The experimental results suggested that high performance can 
be achieved when creating the initial statistical model by using about one half of the set size. 
In this way tlie necessary information content to achieve high performance was ensured.
8,2 Future Work
Face verification adopted on a smart card and using client specific linear- discriminant analysis, 
achieves very good performance results if the basic three stages; normalisation, feature extrac­
tion and on-card decision making, are designed correctly and efficiently. The former two stages 
were studied and explored in detail in tliis thesis. However, experimental results revealed some 
key issues that should be further investigated for future work.
Interesting results are expected if tlie camera specifications change. Based on the findings 
when 8bpp giey scale resolution was employed for the probe images, tlie use of a 12bit camera 
(instead of an 8bit that is used in tliis diesis) would increase the quality of the recognition. 
Furdiermore if the camera allows for high resolution images (i.e. an 11 Mega-pixel digital 
camera has 11 million effective pixels) then more image quality studies can be performed.
This quality can be further improved when JPEG compression is used and n x n (n MOD 
8 = 0) face representations are used instead of ?i x m. This is because the Discrete Cosine 
Transform (DCT) works with 8 x 8  blocks and therefore introduces some artefacts when the
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spatial resolution of the face representations is different than n x n ,  and ”n MOD 8” is not zero.
In order to improve the overall security of the system encryption is required. Therefore, an 
interesting investigation would be to test the speed of SCFVS when encryption is employed. 
This would require an additional computational expense that the smart card would have to 
overcome.
The possibility of using multiple biometrics on the card is another major issue that can increase 
the level of security. It has already been mentioned that the benefits of the optimisation studies 
conducted in this thesis can be further appreciated when fusion methods are to be incorporated 
onto the smart card and therefore an increased number of biometric templates have to be stored 
on the card. One interesting case would be to combine face and fingerprints on the cards.
Finally, the effect of the development database size on a face verification system is an inter­
esting study. However, the conclusions of this work (based on the findings of Chapter 7) were 
drawn in the context of the CSLDA algorithm. For future work a plan would be to conduct the 
same evaluation on other typical face verification algorithms to check the general validity of 
the results.
Appendix: Geometric Normalisation of this Thesis
For geometric transformation a simple rotation and scaling of the eye positions onto two fixed 
points is used. Since eyes are the most important and perhaps tlie most distinctive components 
of tlie face, they have been selected as landmaiks for tlie following geometric normalisation 
method. It is performed after applying the smootliing filter (binomial or Gaussian) in the orig­
inal face image and before applying photometric normalisation. The steps involved are the 
following:
1. Let the vectors Re and Le be tlie eye coordinates (desired positions of the right and left 
eye respectively) of the final cropped geometrically normalised probe image. They can 
be defined as:
R e  =  [Row * RowFrac, Col * ColFrac — 0.5] (1)
Le =  [Row * RowPrac, Col * (1.0 — ColPt'ac)] (2)
were Row and Col are scalars representing the desired spatial resolution of the probe 
image (i.e. if Row=55 and Col=51 then the resolution is 55x51). RowFrac and ColFrac 
are also scalars pre-selected as well (i.e. RowF?-ac=035 and ColFrac=0.25). They are 
used to adjust tlie eye coordinates. Re and Le.
2. In the next step the vectors d© and doe are computed. The former represents the distance 
between tlie two eyes of tlie final cropped face image and tlie latter tlie distance between 
the two eyes of the original unregistered face image (note tliat die original size of a 
XM2VTS sample of unregistered images is 720 x 576). These vectors, dg and doe, can 
be defined as:
de — Le — R e (3)
doe =  oLe — oR e (4)
were oLe and oRe are tlie eye coordinates of tlie original face image.
3. Then tlie arctangent (the angle) of tlie bi-dimensional vectors doe and dg is computed
(i.e. the arctangent for the vector (x=0.0, y=5.0) is 90 degrees). After tliat, the angle
difference between the above arctangents is computed as follows:
ROT =  m’ctoîi(doe[l], doe[Oj) — nrc£a??-(de[l], dg[0]) (5)
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4. In the next step the scale factor SCALE is computed. It can be defined as: 
SCALE =  ^oe[l] * doe[l] (6)
d e [ 0 ]  *  d e [ 0 ]  +  d e [ l ]  *  d g [ l ]
For example if Re=[15,10], Le=[15,40], oRe=[330,235], and oLe=[330,325], then 5'C4.L£'=0,056.
5. Then the rotation/scale matrix ROTM is computed. It is defined as: 
R O T M ^ cos{ROT) * SCALE -sin {R O T )  * SCALE 
sin{ROT) * SCALE cos{ROT) * SCALE
6. Then tlie eye centre of the original image is computed, defined as:
oLe +  oR e o E y eC en tre  = -----------   .
7. Then the rotation/scale of the eye centre in the cropped image is computed as:
T.0 +  R bey eC en treR O T M  =  ROTM  * ---- ^ -----
8. From the equations 8 and 9 the OFF vector is computed as follows:
O F F  =  oE y eC en tre  — ey eC en treR O T M
(7)
(8)
(9)
(10)
9. Finally, the OFF vector is used together with the ROTM matrix and the desired eye 
coordinates (Re and Le) to affine the original image to the desired spatial resolution 
using bilinear interpolation.
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