Abstract We propose an extension of the expectation-maximization (EM) algorithm, called the hyperpenalized EM (HEM) algorithm, that maximizes a penalized log-likelihood, for which some data are missing or unavailable, using a data-adaptive estimate of the penalty parameter. This is potentially useful in applications for which the analyst is unable or unwilling to choose a single value of a penalty parameter but instead can posit a plausible range of values.
Introduction
Since its formal description by Dempster et al. (1977) , the expectation-maximization (EM) algorithm has played a fundamental role in missing-data problems. This is primarily due to its desirable theoretical properties and extensive applicability, established both by Dempster et al. and others, including Wu (1983) , Meng and Rubin (1993) , and Van Dyk (2000), among others. The EM algorithm is effective for fitting a statistical model, the likelihood of which is difficult or even intractable to maximize but would be made feasible given additional missing data or latent variables. Many papers have extended the EM algorithm to further its utility; among these is the penalized EM (PEM) algorithm (Green, 1990) , which allows for the maximization of a difficult-to-calculate penalized likelihood. Although not of primary interest to Green, an important component of the penalized likelihood is the choice of penalty parameter. In this paper, we extend the EM and PEM algorithms to simultaneously allow for the selection of this penalty parameter.
late. The quantity U mis may be genuinely missing, such as the unobserved value of a censored outcome, or latently missing, such as cluster membership in a posited mixture model.
Mechanistically, O (θ) is indirectly maximized through successive iterations of E-and M-steps:
EM algorithm (Dempster et al., 1977) E-step: Q(θ|θ (t) ) = E( C (θ)|θ (t) , U obs )
M-step: θ (t+1) = argmax θ Q(θ|θ (t) )
Here and throughout the paper, θ (t) is the value of θ at iteration t. The crucial result from Dempster et al. (1977) is that each iteration does not decrease the observed log-likelihood: O (θ (t+1) ) ≥ O (θ (t) ). The inequality is strict if Q(θ (t+1) |θ (t) ) > Q(θ (t) |θ (t) ), that is, if the expected complete log-likelihood is increased between iterations. If O (θ) is unimodal with one stationary point, then, under first-order differentiability assumptions on Q(θ|θ (t) ), the sequence {θ (t) } from an EM algorithm converges to argmax θ O (θ), the maximum like-lihood estimate of θ (Dempster et al., 1977; Wu, 1983) . In practice, multiple starting points for the EM algorithm are recommended to check for multimodality.
The PEM algorithm leaves the E-step unchanged and modifies the M-step:
PEM algorithm (Green, 1990) E-step: Q(θ|θ (t) ) = E( C (θ)|θ (t) , U obs ) PM-step:
The function p η (θ) is a convex penalty function indexed by η, which represents the penalty parameter(s). The sequence {θ (t) } now converges to argmax θ {l O (θ)− p η (θ)}. Green considers several applications of the PEM algorithm for which values of η are pre-selected. In many non-missing-data-scenarios, however, a penalty function is introduced to achieve shrinkage (ridge regression, Hoerl and Kennard, 1970) , variable selection (lasso, Tibshirani, 1996) or simultaneous shrinkage and variable selection (elastic net, Zou and Hastie, 2005) . In these cases, η is a tuning parameter, the choice of which is typically data-driven, with cross validation or generalized cross-validation being standard approaches (e.g. Hastie et al., 2009 ). It is not clear however, how such strategies would translate in missing-data scenarios. That is, cross-validation repeatedly partitions the data into independent training and "left-out" subsets, using the latter to choose the tuning parameter without overfitting. An imputation strategy to address any missing data would need to be separately applied to each subset, so as to maintain independence, but this could cause a potentially large loss of efficiency. The objective of this paper is addressing the challenge of choosing η within the EM context.
In the original EM paper, Dempster et al. (1977) indirectly take up the problem of choosing η in a demonstrative application of the algorithm to a hierarchical model. They move the model parameters θ to the E-step, i.e. treat θ as "missing" data, and use the M-step to estimate hyperparameters, η. Thus, the observed likelihood is considered a function of η alone, as in a variance components model, and is maximized with respect to η. To be clear, the only "missing data" in that specific example was θ. If, in addition to θ, there is also actual missing data U mis , the E-step in (1) may become considerably more difficult to calculate, requiring an expectation with respect to the joint density of {U mis , θ} given {U obs , η}. Also, this example does not estimate a posterior mode of θ but instead treats η as the main parameter of interest.
The ability to move θ from the M-to the E-step blurs the distinction between "missing data" and "unknown parameter" and is related to a fully Bayesian data augmentation approach (Tanner and Wong, 1987) or partially Bayesian approaches that incorporate Monte Carlo methods to numerically approximate the E-step (Wei and Tanner, 1990; Casella, 2001) . From a Bayesian perspective, the penalty function p η (θ) corresponds to a prior on θ indexed by hyperparameters η, and a Bayesian treatment of the problem iteratively samples U mis and θ from their respective conditional distributions. Such an algorithm will eventually yield a draw from the posterior, [θ, U mis |U obs , η]. Extending the Bayesian approach when η is unknown, as in our situation, Gelfand and Smith (1990) showed how η may also be sampled from its conditional distribution, i.e. [η|θ] . Boonstra et al. (2014a) provide an in-depth comparison of these Bayesian approaches. In contrast, the PEM algorithm seeks a posterior
It is within this framework of the Bayesian approach (hierarchical modeling)
intersecting with the EM algorithm (point estimation with missing data) that our extension fits. The hyperpenalized EM (HEM) algorithm allows η to be unknown, in contrast with the PEM algorithm, and gives support to a range of values by way of a so-called hyperpenalty (Boonstra et al., 2014b) , h(η), which penalizes the penalty parameter itself. Boonstra et al. introduced the use of a hyperpenalty when fitting a ridge regression with a small sample size, for which cross-validation is susceptible to overfitting, and showed by way of simulation study and a data analysis that the hyperpenalty approach was frequently superior to nine other existing methods, including five-fold crossvalidation and generalized cross-validation, in terms of prediction. Here, we extend the concept to a missing data context within a more general penalized likelihood framework beyond ridge regression. In the HEM algorithm, both θ and η are updated sequentially by maximization steps. One iteration proceeds as follows:
Like the PEM algorithm, the HEM algorithm does not comprise a fully Bayesian analysis, because it gives point estimates, namely posterior modes, rather than an estimate of the entire distribution of θ and η. Put differently, the HEM algorithm is to a fully Bayesian analysis with a hyperprior on η as the PEM algorithm is to a fully Bayesian analysis with a fixed value of η. The hyperpenalty serves the role of the hyperprior in a Bayesian analysis. This presents a tradeoff: the HEM algorithm provides only a single point estimate of θ, but a posterior mode can often be numerically calculated quickly relative to estimating the entire posterior distribution, particularly for a complicated, non-conjugate hyperpenalty and/or when there is a large fraction of missing data.
The remainder of this paper proceeds as follows. First, we establish some basic properties of the HEM algorithm and provide guidance on appropriate choices of the hyperpenalty h(η) when the penalty p η (θ) belongs to the exponential family of distributions, which, as we will see, includes the cases of ridge regression, the lasso, and the elastic net (Section 2). We then consider two applications of the HEM algorithm. The first, in Section 3, is demonstrative in nature, to compare the HEM to the (P)EM algorithms. The second, in Section 4, comes from a recent analysis with a large amount of missing data that also required adaptive shrinkage of regression coefficients (Chen et al., 2011) , for which the (P)EM algorithms are ill-equipped. We will close with a discussion in Section 5.
Hyperpenalty
The EM algorithm is based on the likelihood decomposition Q(θ|θ
) and the dependence on U obs of Q(θ|θ (t) ) and H(θ|θ (t) ) being notationally suppressed.
Jensen's inequality gives that H(θ|θ
) for any θ, and so increasing Q at each iteration also increases O . We can use this relation to establish an analogous result for the HEM algorithm:
Thus, increasing the expected "hyperpenalized log-likelihood" (HLL), namely
The HEM algorithm maintains this desirable feature of the EM and PEM algorithms. We next discuss some minimal conditions required for a hyperpenalty.
It is reasonable to require that any particular choice of h(η) not give rise to an infinite expected HLL. For example, in ridge regression (Hoerl and Kennard, 1970) , the penalty corresponds to a normal distribution, and, up to an additive constant, p η (θ) = λβ β/2−k ln(λ)/2, where η = {λ}, with λ a 1-dimensional tuning parameter, and θ = {β}, with β the k-dimensional vector of regression coefficients (we assume here the error variance is known). In this case, h(η) ≡ h(λ). At iteration t, the HEM algorithm sequentially determines values of θ and η that maximize the expected HLL, which in this case is
The Q(β|β (t) ) expression is left in general terms; the exact nature of the missing data is not relevant to this example, except for assuming it is finite for any finite value of β. In the extreme case of an uninformative hyperpenalty, say
where C is a constant, the expression in (4) can be made arbitrarily large with λ by setting β = 0 k . To prevent this, h(λ) must approach ∞ sufficiently fast with λ. The following result establishes a sufficient condition to ensure a finite expected HLL under a special class of penalty functions; the proof is given in Web Appendix A. We assume here that η = {λ, α}, where λ is the unknown tuning parameter and α is fixed or non-existent. We will show that this class includes several typical choices of p η (θ).
Result Suppose that the penalty function belongs to a special class of the exponential family of distributions:
with θ as the random variable and η = {λ, α} the set of parameters, where α is known and λ ≥ 0 is the unknown canonical parameter. Suppose also that f (θ, α) ≥ 0 for all θ and α, with equality if and only if θ = 0 k . Thus, larger values of λ induce a greater penalty on θ. Let h(λ, α) be a continuous function
for an arbitrary value of θ, max λ {Q(θ|θ
Remark 1 The requirement that lim λ→0 {−h(λ, α)} < ∞ is trivial, because a violation to this assumption implies that λ must be zero.
Remark 2 A consequence of this result is that even a hyperpenalty that corresponds to a proper hyperprior on λ, i.e. λ exp{−h(λ, α)}dλ < ∞, does not guarantee that the HEM algorithm won't diverge. Rather, h(λ, α) must be decreasing with λ at a rate that depends on the specific choice of penalty
Remark 3 When λ and α are both fixed, meaning there is no need for the HEM algorithm, the normalizing value g(λ, α) is constant and may be ignored, reducing Equation (5) to the more familiar exp{−p λ,α (θ)} = exp{−λf (θ, α)}.
When λ is unknown, as in the setting of this paper, g(λ, α) must be included in the expression for exp{−p λ,α (θ)} in order to remain (proportional to) a probability density function.
In the case of penalized linear regression, this result encompasses several common choices of penalty, including ridge regression, which was already discussed:
This result also includes the lasso (Tibshirani, 1996) , for which the penalty coincides with the Laplace distribution: f (θ, α) = ||β|| and g(λ, α) = k ln(λ/2). In Web Appendix B, we derive the normalizing constant for the distribution that conforms to the elastic-net penalty (Zou and Hastie, 2005) , which is a convex combination of the ridge and lasso penalties controlled by a weighting parameter α. The above result applies to this penalty also:
The function Φ(·) is the cumulative distribution function (CDF) of the standard normal distribution. Thus, for the elastic net f (θ, α) = α||β|| + (1 − α)β β/2, and the second row of (6) comprises g(λ, α). A hyperpenalty could be used to simultaneously select both α and λ, but the result above would need to be made more general to ensure a finite HLL.
Using these results, we next apply the HEM algorithm to two examples.
Example 1: Multinomial Distribution
This first example of the HEM algorithm continues the demonstrative application from Dempster et al. (1977) , which was extended in Green (1990) . The unobserved complete data are x = {x 1 , x 2 , x 3 , x 4 , x 5 }, assumed to be generated from a multinomial distribution of 197 independent trials, M {197; 1/2, ζ/4, (1/4)(1− ζ), (1/4)(1 − ζ), ζ/4}, with the unknown parameter ζ ∈ (0, 1). However, we only observe y = {x 1 + x 2 , x 3 , x 4 , x 5 } = {125, 18, 20, 34}, coming from
and the complete data log-likelihood is C (ζ) = (x 2 + x 5 ) ln ζ + (x 3 + x 4 ) ln(1 − ζ). The distribution of x 2 given x 1 + x 2 = 125 is Binomial: B{125; ζ/(2 + ζ)}, and the E-step simplifies to calculating E(x 2 |y, ζ (t) ) = 125 · ζ (t) /(2 + ζ (t) ). Green (1990) penalized the log-likelihood with p λ (ζ) = 10(ζ − 0.5) 2 , the negative log-density of a Normal prior with mean 0.5 and precision λ = 20, truncated to the (0, 1) interval. We compare the resulting analyses from the original EM algorithm, the PEM algorithm, and an implementation of the HEM algorithm that allows for the precision λ to be unknown, described as follows. The M-step from the original EM algorithm solves a linear equation of ζ:
The penalized M-step from Green solves the following for ζ ∈ (0, 1):
In the HEM algorithm implementation, we leave the precision of the prior, 
The expression that contains φ and Φ, which are the density function and CDF of the standard normal distribution, respectively, is due to the truncation of ζ to the interval (0,1). Table 1 gives ζ (t) from each algorithm for iterations 0-4 and 9, at which point all three algorithms had converged. For the HEM algorithm, the precision parameter λ (t) is also given. The HEM algorithm, for which the estimate of λ is approximately 16.3, estimates ζ to be about 0.6214.
This lies between the original EM algorithm (0.6268) and the PEM algorithm Table 1 Parameter estimates for the multinomial example from the EM algorithm and two extensions. In addition to ζ, the HEM algorithm estimates λ, a prior precision on ζ; it is set to λ = 0 and λ = 20 for the EM and PEM algorithms, respectively. In all cases, the sequence {ζ (t) } had converged to 7 decimal places at t = 9. 
Example 2: Gene Expression Analysis
The multinomial example served as a proof of concept, comparing the HEM algorithm to two existing approaches; all three yielded virtually identical results.
The proceeding analysis demonstrates its utility in a situation for which determining an appropriate data-adaptive value of λ is critical, and the machinery of the (P)EM algorithms is inadequate. analyzed these data with a Bayesian ridge regression, using a Gibbs sampler to estimate parameters and Empirical Bayes methods to estimate the ridge parameter λ.
In our study, we use the same data to construct a model for directly pre- The likelihood is constructed based upon three models:
The parameters β 0 , σ 2 , and τ 2 are scalar-valued. β, ψ and µ are length-k. γ and δ are length-m, corresponding to effect of age, tumor stage, and sex on Y and the components of X, respectively. Ω is a diagonal k×k matrix and Σ is an unconstrained k × k covariance matrix. That Ω is diagonal implicitly assumes that the Affymetrix measurement of the ith gene depends only on the qRT-PCR measurement of the ith gene and not that of the jth gene, j = i. The final model above implies that, marginally for gene j, X j |Z ∼ N {µ j + δ Z, Σ jj }.
We also highlight two conditional independence assumptions: (i) Y and W are conditionally independent given X and Z and (ii) W and Z are conditionally independent given X. Finally, we assume that the distribution of the censoring indicator C does not depend on any components of θ.
We consider four EM-type algorithms with increasing amounts of penalization.
The first, called option 1, uses both clinical (Z) and genomic (X) covariates but does not shrink any corresponding regression coefficients (as discussed later, mild penalization of the nuisance parameter Σ −1 is required to make the algorithm proceed). The censored survival times and missing expression measurements are missing data in the E-step. At the other extreme, option 4 uses only clinical covariates (Z). Although this is technically an EM algorithm with no penalization, it represents the limiting case of fitting model (7) with an increasing amount of penalization on β, i.e. β set exactly to 0 k . The only missing data here are the censored outcomes Y , because X is not used.
Between these extremes, we consider an HEM algorithm that includes Z and X but adaptively shrinks β, which is the genomic contribution to the model, by a hyperpenalty. Two choices of hyperpenalty based on the gamma and inverse-gamma distributions are considered. Either of these HEM algorithms can make superior predictions in the validation data. These four options are summarized in Table 2 and discussed as follows.
E-step
Let θ = {β 0 , β, γ, σ 2 , ψ, Ω, τ 2 , µ, δ, Σ} denote all of the model parameters.
Up to an additive constant, the complete-data log-likelihood is given by
The E-step would calculate Q(θ|θ (t) ) = E( C |U obs , θ (t) ), where θ (t) is a current estimate of θ. However, the conditional joint distribution of U mis = {y A , y B , x B } is intractable in closed form. We make use of a nested E-step (Van Dyk, 2000) , which is described in detail in the Web Appendix C. Briefly, the missing data are partitioned into U mis1 = {y B } and U mis2 = {y A , x B }.
pectations of y B and y B y B , which are the sufficient statistics for U mis1 , given U obs and θ (t) . Next, conditioning on these estimated sufficient statistics, that is, treating them as additional "observed data", run several iterations of an inner EM algorithm, now considering only U mis2 as missing data. In other words, iterate between calculating expectations of the sufficient statistics for U mis2 , these being y A , y A y A , x B and x B x B , and updating θ (and η, when necessary), all the while conditioning on the sufficient statistics for U mis1 . By nesting the E-steps, we avoid the need for the joint distribution U mis1 and U mis2 . Moreover, this is computationally fast because the E-step in the inner loop is available in closed form.
Remark 4 The E-step for the algorithm that uses only the clinical data, option 4 in Table 2 , is different and considerably simpler than above, because only the sufficient statistics for y A and y B need to be calculated at each iteration, and no nested E-step is required.
M-Steps
Recalling the components of the general form of the M-and H-steps in (2) and (3), we consider two choices of penalty p η (θ). The first penalty, which is option 1 in Table 2 , fixes η at a given value and therefore does not require a hyperpenalty h(η). The second choice of p η (θ), options 2-3 in Table 2 , allows η to be unknown and results in data-adaptive shrinkage (option 4 does not make Table 2 Summary of four options considered, ordered by increasing amounts of shrinkage of β, the regression coefficients in (7). Option 4 does not use X and therefore is equivalently interpreted as setting β to 0 k ; technically, however, it is an EM algorithm and has no penalization.
Option Algorithm Covariates Description of Penalty Hyperpenalty
1 PEM X,Z mild shrinkage of Σ −1 , none no shrinkage of β, use of a penalty). In this latter case, a hyperpenalty h(η) must be selected, and we consider two choices that both satisfy the result in Section 2.
Option 1: PEM Maximizing Q(θ|θ (t) ) may result in an infinite likelihood when neither subsamples A nor B contains enough information about Σ −1 . From preliminary simulation studies based on this data structure, this will happen when k > n A , so that the sample covariance of x A is singular and, simultaneously, when τ 2 is large relative to the elements of Ω, meaning the surrogate w B is too noisy to provide information about Σ −1 . In this case, the estimate for Σ −1 approaches singularity and the expected log-likelihood diverges. To address this problem, we mildly penalize the estimate of Σ −1 :
The matrix diag ( Options 2 & 3: HEM In both Options 2 and 3, the penalty function is expanded relative to (9) as follows:
This adds a normal log-density term to the penalty function from option 1 in (9) and so corresponds to a ridge regression. Now, p η (θ) contains a tuning parameter λ, that is, η = {λ}, for which a value must be chosen. We adaptively choose λ using a H-step as in (2), with two choices of the hyperpenalty h(λ) based on the gamma and inverse-gamma distributions. Each is indexed by shape and rate parameters, respectively a and b:
Based on discussion in Boonstra et al. (2014b) , for each case we chose a and b to satisfy the moment-matching conditions E(λ) = k(1/R 2 − 1) = 364 and 
Remark 5 The strategy of setting E(λ) = k(1/R 2 − 1) above is based on the result in Hoerl et al. (1975) , who show that, when fitting a linear model with uncorrelated covariates, the optimal λ in terms of mean squared prediction error of β is λ
There is no such closed form when the covariates arise according to an arbitrary correlation structure, but results in Boonstra et al. (2014b) suggest that this strategy can still choose λ close to the optimal value under various correlation structures, even ifR 2 = R 2 .
Remark 6 The gamma hyperpenalty satisfies the finite HLL result from section 2 for any a, b > 0. For the inverse-gamma hyperpenalty, the condition a > k/2 − 1 ensures a finite HLL, which is satisfied here.
The hyperpenalized M-steps are respectively as follows:
,
In summary, we consider a PEM algorithm that uses the genomic data but does not shrink its contribution, two implementations of the HEM algorithm that adaptively shrink the contribution from the genomic data, and an EM algorithm that fits only the clinical covariates.
The results from fitting each model are in Figure 2 and Table 3 . The HEM (GA) and HEM(IG) methods selected λ = 641 and λ = 1539, respectively. In the figure, individuals in the validation data are separated based on whether each predicted survival time is less than 30 months, between 30 and 60 months, or longer than 60 months, and we compare the three Kaplan-Meier (KM) curves.
Visually, option 1 best separates the curves, followed by options 2 and 3, in which the two higher-risk groups are less distinguishable early on. For option 4, the curves cross several times. The estimated median survival times for the "less than 30 month" risk group was 25.5, 28.6, 28.6, and 32.3 months for options 1-4, respectively. For the "30 to 60 month" risk group, these median survival times were 67.9, 67.9, 46.3, and 31.1 months. This indicates that option 4 can not distinguish between the high-and medium-risk groups. The median was not crossed for the "longer than 60 month" group. Visually, this group had worse survival in options 2 and 4.
Included in Table 3 is the range of each β. The HEM algorithms typically shrink β by a factor of 3 to 5, relative to the PEM algorithm. Table 3 contains an estimate of the concordance probability (c, Harrell, 2001) , which is the proportion of all possible pairs of individuals for which the ordering of predicted survival times matches that of the actual survival times; a larger c is better.
We calculated c in both the training (c train ) and validation (c validate ) data. Option 1 has the best c train (0.889), but options 2-4 give better values of c validate (respectively 0.696, 0.698, and 0.681) compared to option 1 (0.671). Also given is each option's scaled integrated brier score (SIBS, Graf et al., 1999; Peters and Hothorn, 2013) for the validation data, which is an overall measure of predictive accuracy that accounts for censoring. The scores are scaled so that a SIBS of 1 indicates a purely equivocal model, i.e. a predicted survivor function of 0.5 at all times for any person; a smaller SIBS is better. Options 2 and 3 have the best SIBS (both 0.359), followed by option 4 (0.374) and then option 1 (0.382). To summarize, the HEM algorithms are overall well-calibrated, provide good discrimination between estimated risk groups, and have the smallest prediction error, relative to either including the genomic information but not shrinking its contribution (option 1) or not including the genomic information at all (option 4).
Discussion
The HEM algorithm is a natural extension to the PEM algorithm for scenarios in which the penalty parameter η is not known. Rather, support for a plausible range of values is provided through a hyperpenalty, h(η), and the HEM algorithm simultaneously chooses both the main inferential parameter, θ, and the penalty parameter, η, that best match the data and the hyperpenalty.
The hyperpenalty corresponds to a hyperprior in a Bayesian analysis, but, as demonstrated in the simple case of ridge regression, not all hyperpenalties, even if they are proper, guarantee that the maximum HLL will be finite. We established a simple sufficient condition on the hyperpenalty to ensure a finite maximum HLL.
The HEM algorithm can be used in hierarchical analyses with no actual missing data but for which some parameters are treated as "missing data" in the Estep, as in Yi and Xu (2008) or Mutshinda and Sillanpää (2012) . In these scenarios, a hyperpenalty would adaptively shrink parameters at the bottom of the hierarchy, for example the degrees of freedom parameter of a studentt prior. Here, we applied the HEM algorithm to two examples with actual Table 3 Numerical results from the analysis of gene expression data. The first rows give the value of the shrinkage parameter λ and the range of the resulting β's. The c's are estimates of the concordance probabilities applied to both the training and validation data (larger is better), and SIBS is the scaled integrated brier score (smaller is better). In contrast to Figure 2 , option 1, which does not shrink the contribution from the genomic information, is least-preferred.
Opt. missing data, the first being a simple demonstrative application. The second was a more complex analysis trying to incorporate gene expression data to better predict survival time in lung cancer patients. Owing to the dimension of the problem, shrinkage of the regression coefficients was desired, but crossvalidation-type methods, the typical approach for selecting such parameters,
are not easily applied in a missing data context such as this. Adaptive shrinkage of β via the HEM algorithm provided good separation of risk curves and better overall measures of discrimination and predictive ability relative to both no shrinkage at all and not using any of the genomic information.
