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Abstract
This note is concerned with the quantitative recurrence properties of beta dynamical system ([0,1], Tβ)
for general β > 1; the size of points with the prescribed recurrence rate is determined. More precisely,
Hausdorff dimensions of the sets
{
x ∈ [0,1]: ∣∣T nβ x − x∣∣< ψ(n) for infinitely many n ∈ N}
and
{
x ∈ [0,1]: ∣∣T nβ x − x∣∣< e−∑n−1j=0 f (T jβ x) for infinitely many n ∈ N}
are obtained completely, where ψ is a positive function defined on N and f is a positive continuous function
on [0,1]. Besides, the pressure function P(f,Tβ) with a continuous potential f is proven to be continuous
with respect to β.
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Poincaré Recurrence Theorem is one of the most fundamental results in the theory of dy-
namical system. Essentially it states that any measure-theoretical dynamical system exhibits a
non-trivial recurrence to a measurable set with positive measure. In the case of metric space,
the theorem can be stated as follows. Let (X,d) be a separable metric space, T : X → X a
transformation and μ a T -invariant Borel measure, then for μ-almost surely,
lim inf
n→∞ d
(
T nx, x
)= 0.
While, this information is only qualitative in nature; it does not address either with which rate the
orbit will return back to the initial point or in which manner the neighborhood of the initial point
can shrink. This, then, evokes a rich subsequent work on the so-called quantitative recurrence
properties, such as dynamical Borel–Cantelli Lemma [3,6], first return time [1], shrinking target
problems [8], etc. Among them, M.D. Boshernitzan presented the following outstanding result
for general systems.
Theorem 1.1. (See Boshernitzan [2].) Let (X,T ,μ,d) be a measure dynamical system with a
metric d . Assume that, for some α > 0, the α-dimensional Hausdorff measure Hα of the space X
is σ -finite. Then for μ-almost all x ∈ X,
lim inf
n→∞ n
1
α d
(
T nx, x
)
< ∞.
If, moreover, Hα(X) = 0, then for μ-almost all x ∈ X,
lim inf
n→∞ n
1
α d
(
T nx, x
)= 0.
Later, L. Barreira and B. Saussol related the shrinking rate to the local pointwise dimension
in the sense that
Theorem 1.2. (See Barreira and Saussol [1].) Let T : X → X be a Borel measurable trans-
formation on a measurable set X ⊂ Rm for some m ∈ N, and μ be a T -invariant probability
measure on X. Then μ-almost surely,
lim inf
n→∞ n
1/αd
(
T nx, x
)
< ∞
for any α > dμ(x), where dμ(x) is the lower pointwise dimension of x with respect to μ, given
as
dμ(x) = lim inf
r→0
logμ(B(x, r))
log r
.
Boshernitzan’s assertion means, surprisingly, that the set of points with fast recurrence rate
cannot support any T -invariant measure. So, one would like to ask how small the set is in size?
From Barreira and Saussol’s result, one knows that the shrinking rate for recurrence may relate
to some indicators of x. So, how large will the set of points be when the shrinking rate for
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to know how well the initial point can be approximated by its orbit. As far as information theory
is concerned, one would like to know whether it is possible to trace back to the initial point from
its orbit. These together motivate the study of fractal dimensional theory on the following sets.
Given a metric space (X,d), let T : X → X be a map and ψ be some positive function, how
about the size of the set
{
x ∈ X: d(T nx, x)< ψ(n,x) for infinitely many n ∈ N}?
R. Hill and S. Velani investigated the size of points with a prescribed shrinking manner in
the system (X,T ) with T an expanding rational map with degree  2 and X the corresponding
Julia set [8,9], as well as in the system (X,T ) with X an n-dimensional torus, T a linear map
given by a matrix with integral coefficients [10]. J.L. Fernández, M.V. Melián and D. Pestana
[7] proceeded to explore metric properties as well as estimations on the Hausdorff dimension of
exceptional sets for general expanding systems. But, beta dynamical systems for general β > 1
fall outside of their scopes. Compared with the systems stated above, a general beta system lacks
the following two properties which are crucial to study the metric theory, especially the fractal
dimensional theory: beta transformation is not a Markov map; there is no so-called Jacobian
method to estimate the length of a cylinder.
In this note, we tackle with the beta dynamical system ([0,1], Tβ) for general β > 1. Let ψ
be a positive function defined on N. Set
Rβ(ψ) =
{
x ∈ [0,1]: ∣∣T nβ x − x∣∣< ψ(n) for infinitely many n ∈ N}.
Theorem 1.3. Let ψ be a positive function defined on N. For any β > 1,
dimH Rβ(ψ) = 11 + b with b = lim infn→∞
− logβ ψ(n)
n
,
where dimH denotes the Hausdorff dimension of a set.
Let f be a positive continuous function defined on [0,1]. Set
Rβ(f ) =
{
x ∈ [0,1]: ∣∣T nβ x − x∣∣< e−∑n−1j=0 f (T jβ x) for infinitely many n ∈ N}.
Theorem 1.4. Let f be a positive continuous function defined on [0,1]. The Hausdorff dimension
of the set Rβ(f ) is the unique solution s to the following pressure equation
P
(−s(f + logβ),Tβ)= 0.
We sketch the main strategy for establishing the two results above: Approximation and Con-
tinuity. As mentioned, a big obstacle in determining metric properties of general β-expansions
lies in the difficulty of estimating the length of a general cylinder. While, as far as the dimen-
sion to be concerned, one need not take all points into consideration; instead, one may choose a
subset of points with regular properties to approximate the set in question. It will in turn require
some continuity of the dimensional number, when the system is approximated by its subsystem.
Such a strategy is by no means designed for our special setting; it can also be applicable to other
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general β > 1.
For more dimensional results related to β-expansions, the readers are referred to the papers of
C.-E. Pfister and W.G. Sullivan [12], J. Schmeling [14], D. Thompson [15], D. Färm, T. Persson
and J. Schmeling [5] and the references therein.
The paper is organized as follows. The next section is devoted to recalling some elementary
properties of β-expansions and pressure functions. The ideas of Approximation and Continuity
are explored in Sections 3 and 4. Although a part of these results is already enough for our
questions, we present them in full generality because of their own interest. Two main theorems
are proven in the last two sections respectively.
2. Beta expansion and pressure function
This section is devoted to providing a brief account on β-expansions and pressure functions.
2.1. β-Expansion
For β > 1, let Tβ be the β-transformation defined on [0,1] by
Tβx = βx − βx, (2.1)
where ξ denotes the greatest integer less than or equal to ξ . Then every x ∈ [0,1] can be
expressed uniquely as a finite or an infinite series
x = 1(x,β)
β
+ · · · + n(x,β)
βn
+ · · · (2.2)
where, for n  1, n(x,β) = βT n−1β x is called the n-th digit of x (with respect to base β).
Formula (2.2) or the digit sequence
(x,β) := (1(x,β), 2(x,β), . . .)
is called the β-expansion of x. Sometimes we rewrite (2.2) as
x = (1(x,β), . . . , n(x,β), . . .).
It is clear that, for n 1, the n-th digit n(x,β) of x (with respect to the base β) belongs to the
alphabet A = {0, . . . , 	β − 1
}, where 	ξ
 denotes the smallest integer greater than or equal to ξ .
While, on the contrary, not all sequences  ∈ AN would be a β-expansion of some x ∈ [0,1].
Definition 2.1. A finite or an infinite sequence (1, . . . , n, . . .) is called β-admissible, if there
exists an x ∈ [0,1] such that the β-expansion of x begins with 1, . . . , n, . . . .
Denote by Σnβ the set of all β-admissible sequences with length n; by Σβ the set of all infinite
admissible sequences:
Σβ =
{
 ∈ AN:  is the β-expansion of some x ∈ [0,1]}.
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In,β(1, . . . , n) :=
{
x ∈ [0,1): j (x,β) = j , 1 j  n
}
is called a cylinder of order n with respect to the base β .
Let β > 1 be given. If the β-expansion of 1 terminates, i.e. there exists m  1 such that
m(1, β) 1 but n(1, β) = 0 for n > m, β is called a simple number. Whence, we put
(
∗1 (β), ∗2 (β), ∗3 (β), . . .
)= (1(1, β), . . . , m−1(1, β), m(1, β) − 1)∞,
where ()∞ denotes the periodic sequence (, , , . . .). If β is not a simple number, we also
denote by (∗1 (β), ∗2 (β), ∗3 (β), . . .) the β-expansion of 1. In both cases, we say that the sequence
(∗1 (β), ∗2 (β), ∗3 (β), . . .) is the β-expansion of unity.
The lexicographical order <lex on AN is defined as follows
(1, 2, . . . , n, . . .) <lex
(
′1, ′2, . . . , ′n, . . .
)
if there exists k  1 such that j = ′j for 1  j < k, while k < ′k . This order can be ex-
tended to finite blocks by identifying a finite block (1, . . . , n) with the sequence (1, . . . , n,0,
0, . . .).
The admissible sequences and the topological entropy are characterized in the following two
theorems.
Theorem 2.2. (See Parry [11].)
(1) Let β > 1 be given. A non-negative integer sequence (1, 2, . . .) is β-admissible if and only
if, for any k  1,
(k, k+1, . . .) <lex
(
∗1 (β), ∗2 (β), . . .
)
,
where (∗1 (β), ∗2 (β), . . .) is the β-expansion of unity.
(2) If 1 < β1 < β2, then Σβ1 ⊂ Σβ2 .
(3) A non-negative integer sequence  = (1, 2, . . .) is the expansion of unity for some β > 1 if
and only if, for any k  1,
(k, k+1, . . .)lex (1, 2, . . .).
If it is the case, the sequence  is called admissible too.
Theorem 2.3. (See Rényi [13].) For any β > 1,
βn  	Σnβ  βn+1/(β − 1), limn→∞
log 	Σnβ
n
= logβ,
where 	 denotes the cardinality of a finite set.
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length of , i.e. the number of letters in . For any positive integer w, write ()w for the word
(, . . . , ) (w times repeated concatenation of the word ). More generally, for any positive num-
ber w, denote by ()w the word ()w′, where ′ is the prefix of  with length 	(w − w)||
.
2.2. Pressure function
We cite the definition of the pressure function for β-dynamical system associated to some
continuous potential g. The readers are referred to P. Walter’s book [16] for more details.
P(g,Tβ) := lim
n→∞
1
n
log
∑
(1,...,n)∈Σnβ
eSng(y), (2.3)
where y ∈ In,β(1, . . . , n), and Sng(y) denotes the ergodic sum ∑n−1j=0 g(T jβ y), which some-
times is written as Sβn g(y) to emphasize the dependence on Tβ .
The existence of the limit in (2.3) follows from the subadditivity:
log
∑
1,...,n,
′
1,...,
′
m
eSn+mg(y)  log
∑
1,...,n
eSng(y) + log
∑
′1,...,′m
eSmg(T
ny),
and the limit does not depend on the choice of y by the continuity of g.
We list some simple facts which will be referred frequently in proving the continuity of the
pressure function.
Lemma 2.4. Let β > 1 be a real number, g be a continuous function defined on [0,1]. Let δ > 0
be given.
(1) There exists N0 ∈ N such that, for any  = (11 , . . . , 1m1︸ ︷︷ ︸, . . . , k1 , . . . , kmk︸ ︷︷ ︸) ∈ Σnβ with
mi N0 (1 i  k), ∣∣∣∣∣Sng(y) −
k∑
i=1
Smi g(yi)
∣∣∣∣∣< nδ, (2.4)
where y ∈ In,β() and yi ∈ Imi,β(i1, . . . , imi ).(2) There exist η > 0 and N0 ∈ N such that, for any β ′ with |β ′ − β| < η, n  N0 and  ∈
Σn
β ′ ∩ Σnβ ,
∣∣Sβn g(y) − Sβ ′n g(y′)∣∣< nδ, (2.5)
where y ∈ In,β(), y′ ∈ In,β ′().
(3) If m‖g‖∞ < nδ, then ∣∣Sng(y) − Sn−mg(T mβ y)∣∣< nδ. (2.6)
B. Tan, B.-W. Wang / Advances in Mathematics 228 (2011) 2071–2097 2077Proof. (1) We only show the case when k = 1.
For δ > 0, by the continuity of g, we choose m0 = m0(δ) ∈ N such that, for y, y′ ∈ [0,1] with
|y − y′| β−m0 , one has
∣∣g(y) − g(y′)∣∣< δ
2
.
Again due to the continuity, g is bounded. Thus we take N0 ∈ N, such that
2m0‖g‖∞  N0δ2 .
Thus, for y, y′ ∈ In() with nN0 and  ∈ Σnβ , we have that
∣∣Sng(y) − Sng(y′)∣∣
(
n−m0−1∑
j=0
+
n−1∑
j=n−m0
)∣∣g(T jy)− g(T jy′)∣∣.
For the first summation on the right, since the β-expansions of T jy and T jy′ coincide at the first
n−j m0 coordinates, |T jy−T jy′| β−m0 for 0 j < n−m0. Thus the first summation can
be dominated by (n−m0) δ2 ; obviously, the second summation is less than 2m0‖g‖∞. The desired
result follows then immediately.
(2) For m 1,  ∈ Σmβ ∩ Σmβ ′ , write
y = 1
β
+ · · · + m
βm
∈ Im,β(), y′ = 1
β ′
+ · · · + m
β ′m
∈ Im,β ′().
If β and β ′ are close enough, so are y and y′. More precisely, by assuming without loss of
generality that β ′ > β , we have
∣∣y − y′∣∣= m∑
k=1
(
k
βk
− k
β ′k
)
= (β ′ − β) m∑
k=1
k(β
′k−1 + β ′k−2β + · · · + β ′βk−2 + βk−1)
βkβ ′k

(
β ′ − β) m∑
k=1
k
βk
(
noticing k  β ′, 1 k m
)
.
Then following the same argument as (1), we arrive at the second assertion.
(3) This is clear. 
3. Approximation
In this section we construct a sequence of simple numbers approximating β . Recall that the
sequence (∗(β), ∗(β), . . .) is the β-expansion of unity.1 2
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For each N with ∗N(β) 1, define βN to be the unique real solution to the algebraic equation
1 = 
∗
1 (β)
β1N
+ 
∗
2 (β)
β2N
+ · · · + 
∗
N(β)
βNN
. (3.1)
Then βN approximates β from below and the βN -expansion of the unity is
(
∗1 (β), . . . , ∗N−1(β), ∗N(β) − 1
)∞
.
More importantly, by the criterion for admissible sequence (Theorem 2.2(3)), we have, for
any (1, . . . , n) ∈ ΣnβN and (′1, . . . , ′m) ∈ ΣmβN , that
(
1, . . . , n,0N, ′1, . . . , ′m
) ∈ Σn+N+mβN , (3.2)
so is in Σn+N+mβ , where 0N means a word of length N composed by 0.
By the assertion (3.2), we have
Proposition 3.1. For any (1, . . . , n) ∈ ΣnβN ,
1
βn+N

∣∣In,β(1, . . . , n)∣∣ 1
βn
, (3.3)
where | · | denotes the length of an interval.
Remark 1. Approximation from below is what we actually need in proving the main theorems.
3.2. Approximation from above
We consider two cases:
(1) If β is a simple number. Write
1 = 
∗
1
β
+ · · · + 
∗
M
βM
with ∗M = 0.
Now, for each N > M , define βN as the unique solution to the equation
1 = 
∗
1
βN
+ · · · + 
∗
M
βMN
+ 1
βM+NN
. (3.4)
Then βN approximates β from above and the βN -expansion of unity is
(
∗1 (β), . . . , ∗M(β),0N
)∞
.
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1 = 
∗
1 (β)
βN
+ · · · + 
∗
N−1(β)
βN−1N
+ 
∗
N(β) + 1
βNN
.
Of course, βN approximates β from above. But the problem is that the sequence (∗1 (β), . . . ,
∗N−1(β), ∗N(β) + 1) may not be admissible any more. So, it remains to show that there are
indeed infinitely many positions N such that (∗1 (β), . . . , ∗N−1(β), ∗N(β) + 1) is admissible.
This will be done in the following combinatorial lemma.
Lemma 3.2. Let  = (1, 2, . . .) be an admissible sequence. If  is not periodic, then there exist
infinitely many N ∈ N such that (1, . . . , N−1, N + 1) is still admissible.
Proof. For any n 1, we define τn to be the smallest period of the block (1, . . . , n), i.e.
τn = min
{
1 k  n: (k+1, . . . , n) = (1, . . . , n−k)
}
.
We split the proof into three parts.
(1) The function τn is increasing, and limn→∞ τn = ∞.
Obviously, τn−1  τn. If τn is bounded, then τn = τ ultimately, which yields that  is periodic
with period τ , a contradiction.
(2) If τN > τN−1, then τN = N .
Writing τN−1 = k, we have (k+1, . . . , N−1) = (1, . . . , N−k−1).
Since τN > τN−1, N = N−k . Now by Theorem 2.2(3), the admissibility of  yields that
(k+1, . . . , N−1, N) <lex (1, . . . , N−k−1, N−k). (3.5)
Let l ∈ (k,N) be given. Removing the common prefix of length l − k from both sides
of (3.5), we get that (l+1, . . . , N ) <lex (l−k+1, . . . , N−k). Again, by the admissibility,
(l−k+1, . . . , N−k) lex (1, . . . , N−l ). Therefore (l+1, . . . , N ) <lex (1, . . . , N−l) and this
implies τN > l.
(3) The block (1, . . . , N−1, N + 1) is admissible if and only if τN = N .
If (k+1, . . . , N) = (1, . . . , N−k), then
(k+1, . . . , N−1, N + 1) >lex (1, . . . , N−k),
and thus (k+1, . . . , N−1, N + 1) >lex (1, 2, . . .). Therefore (1, . . . , N−1, N + 1) is not ad-
missible.
Conversely, if τN = N , then (k+1, . . . , N) = (1, . . . , N−k) for 1  k < N . Together
with the admissibility, this implies that (k+1, . . . , N) <lex (1, . . . , N−k), and thus (k+1, . . . ,
N−1, N + 1) lex (1, . . . , N−k), and thus (k+1, . . . , N−1, N + 1) <lex (1, 2, . . .). So
(1, . . . , N−1, N + 1) is admissible. 
Now we define a sequence of simple numbers approximating β from above. For each N  1
with ∗ (β) = 0, choose N¯ > N such that the block (∗(β), . . . , ∗ (β), ∗ (β) + 1) is admis-N 1 N¯−1 N¯
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1 = 
∗
1 (β)
βN
+ · · · +
∗¯
N−1(β)
βN¯−1N
+ 
∗¯
N
(β) + 1
βN¯N
. (3.6)
Then βN approximates β from above and the βN -expansion of the unity is
(
∗1 (β), . . . , ∗N(β), . . . , ∗¯N(β)
)∞
.
4. Continuity of pressure function
This section is dedicated to proving the following theorem.
Theorem 4.1. Let g be a continuous function on [0,1]. The pressure function P(g,Tβ) is con-
tinuous with respect to β .
The following lemma tells us that it suffices to show that the function P(g,Tβ) is continuous
along a certain sequence βm → β .
Lemma 4.2. The pressure function P(g,Tβ) is almost monotonic in the sense that
P(g,Tβ ′) P(g,Tβ) + Vg
((
β − β ′)∑
k1
k
β ′k
)
for 1 < β ′ < β, (4.1)
where Vg(δ) := max|x−y|δ |g(x) − g(y)| is the δ-oscillation of g.
Proof. For (1, . . . , n) ∈ Σnβ ′ , write y′ =
∑n
k=1
k
β ′ k and y =
∑n
k=1
k
βk
. Then, for 0 k < n,
∣∣T kβ ′y′ − T kβ y∣∣= n−k∑
j=1
∣∣∣∣k+jβ ′ j − k+jβj
∣∣∣∣ (β − β ′) ∞∑
k=1
k
β ′k
:= δ.
So,
∑
(1,...,n)∈Σnβ′
eS
β′
n g(y
′) 
∑
(1,...,n)∈Σnβ′
eS
β
n g(y)enVg(δ)
 enVg(δ)
∑
(1,...,n)∈Σnβ
eS
β
n g(y).  (4.2)
It is observed that the latter inequality in (4.2) is mainly originated from the fact that
Σβ ′ ⊂ Σβ , and this motivates us that if we can define a map π : Σβ → Σβ ′ such that 	π−1(·) is
small enough, we may be able to obtain the converse inequality.
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Parry’s result (Theorem 2.2) states that Σβ ′ ⊂ Σβ when β ′ < β . How about the converse
direction? In this part, we will induce a βN -admissible sequence from each β-admissible se-
quence.
Recall that βN is defined in (3.1) and the βN -expansion of unity is the sequence (∗1 (β), . . . ,
∗N−1(β), ∗N(β) − 1)∞.
Given a β-admissible block  = (1, . . . , n) with length n, we obtain a βN -admissible se-
quence  via the following algorithm.
Step 1. Let k¯1 be the smallest integer such that k = ∗k (β).
(1) If k¯1 N , we put k1 = k¯1 and do nothing else;
(2) If k¯1 > N , we change N = ∗N(β) to ∗N(β) − 1, and put k1 = N .
Step 2. We deal with the remaining part (k1+1, . . . , n) as what we have done with (1, . . . , n)
in Step 1.
Finally, we obtain integers k1, . . . , k and a new sequence  of length n:
 = (11 , . . . , 1k1︸ ︷︷ ︸, 21 , . . . , 2k2︸ ︷︷ ︸, . . . , 1, . . . , k︸ ︷︷ ︸
)
,
here we regroup the blocks according to the sequence k1, . . . , k.
Proposition 4.3.  ∈ ΣnβN .
This can be inferred from the following observation and a simple induction.
Lemma 4.4. For 0 i < k1, we have
(
1i+1, . . . , 1k1
)
lex
(
∗1 (βN), . . . , ∗k1−i (βN)
)
,
and the equality holds only when i = 0, k1 = N and 1N = ∗N(β) − 1.
Proof. Recall that
(
∗1 (βN), . . . , ∗N−1(βN), ∗N(βN)
)= (∗1 (β), . . . , ∗N−1(β), ∗N(β) − 1).
The definition of k1 gives that (11 , . . . , 
1
k1−1) = (∗1 (βN), . . . , ∗k1−1(βN)) and 1k1 < ∗k1(β).
If k1 = N and 1N = ∗N(β) − 1, then (11 , . . . , 1N) = (∗1 (βN), . . . , ∗N(βN)); otherwise,
(11 , . . . , 
1
N) <lex (
∗
1 (βN), . . . , 
∗
N(βN)). Moreover
(
1i+1, . . . , 1k1
)
<lex
(
∗i+1(β), . . . , ∗k1(β)
)
lex
(
∗1 (β), . . . , ∗k1−i (β)
)
,
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∗k1−i (β)) = (∗1 (βN), . . . , ∗k1−i (βN)), and thus
(
1i+1, . . . , 1k1
)
<lex
(
∗1 (βN), . . . , ∗k1−i (βN)
)
. 
Define the map π : Σnβ → ΣnβN as π() = . Note that if  ∈ Σnβ contains  blocks
(∗1 (β), . . . , ∗N(β)) from the left to the right with non-overlaps, then  
n
N
, and the map π
is just changing the corresponding blocks (∗1 (β), . . . , ∗N(β)) to (∗1 (β), . . . , ∗N(β) − 1). So,
when calculating 	π−1(), we only need to count the number of blocks (∗1 (β), . . . , ∗N(β) − 1)
in  with non-overlaps from the left to the right. This observation yields
Proposition 4.5. For any  ∈ ΣnβN ,
	π−1() 2 nN ,
i.e., the number of the inverse images of  ∈ ΣnβN is at most 2
n
N
.
Let  ∈ Σnβ and π() = . By the construction, if  and  differ at some position i, they must
coincide at least at the positions i − N + 1, . . . , i − 1. So the digit sequences of  and  can be
depicted as
©, . . . ,©,∗︸ ︷︷ ︸
N
, . . . ,©, . . . ,©,∗︸ ︷︷ ︸
N
,©, . . . ,©︸ ︷︷ ︸,
where © denotes the common digit, while ∗ denotes the different one. Thus, together with the
continuity of g, βN approximating β and Lemma 2.4(2), we have
Corollary 4.6. For δ > 0, there exists N1 ∈ N such that, for N N1 and n 2N ,
∣∣Sβn g(y) − SβNn g(y)∣∣< 2nδ,
where y ∈ In,β() and y ∈ In,βN (π()) for some  ∈ Σnβ .
Remark 2. In this subsection, all the arguments are carried out under the fact, the only fact,
that βN and β have a common prefix in the expansion of unity. So, the same result is still valid
for other pairs β ′ < β provided the corresponding expansions of unity coincide up to the N -th
position. This can be yielded by defining
π : Σβ → ΣβN ⊂ Σβ ′ .
4.2. Induce a β-admissible sequence from a βN -admissible sequence
Accordingly we consider two cases.
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Recall that βN is defined (3.4). Alternating the roles of β and βN , we obtain the sequence
 ∈ Σnβ from  ∈ ΣnβN via a similar algorithm as in the preceding subsection. With a slight abuse
of notation, we still denote the map as π : ΣβN → Σβ , π() = .
Now we count the cardinality of π−1() for any  ∈ Σβ : Given  ∈ Σn
βN
, the only reason for
which  is modified at position i in the algorithm is that
(i−M+1, . . . , i) =
(
∗1 (βN), . . . , ∗M(βN)
)
.
While in the βN -expansion of unity, after (∗1 (βN), . . . , ∗M(βN)), the block 0N is followed.
Since  is βN -admissible, 0N should be followed after the position i also in . Thus,  and its
image  can be depicted as
©, . . . ,©︸ ︷︷ ︸; ∗,©, . . . ,©︸ ︷︷ ︸
N
; . . . ; ∗,©, . . . ,©︸ ︷︷ ︸
N
,
or
©, . . . ,©︸ ︷︷ ︸; ∗,©, . . . ,©︸ ︷︷ ︸
N
; . . . ; ∗,©, . . . ,©︸ ︷︷ ︸
N
; ∗,©, . . . ,©︸ ︷︷ ︸
<N
.
Thus, instead of counting the number of blocks (∗1 (β), . . . , ∗N(β) − 1) in  in the preceding
subsection, we count the number of blocks
(
∗1 (βN), . . . , ∗M(βN) − 1,0N
)
with non-overlaps in  from the left to the right. Similarly, we still have
Proposition 4.7. For any  ∈ Σnβ ,
	π−1() 2 nN .
Corollary 4.8. For δ > 0, there exists N1 ∈ N, such that for any N N1 and n > 2N ,
∣∣SβNn g(y) − Sβn g(y)∣∣< 2nδ,
where y ∈ In,βN () and y ∈ In,β(π()) for  ∈ ΣnβN .
(2) When β is not a simple number.
Recall βN is defined in (3.6), which has a common prefix with β in the expansion of unity up
to the N -th position and ∗ = 0. So, this is just a case falling in the scope of Remark 2.N
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Proposition 4.9. Let g be a continuous function in [0,1]. For δ > 0, choose N1 corresponding
to δ in Corollary 4.6 or 4.8. Then for N N1,
P(g,Tβ) P(g,TβN ) +
log 2
N
+ 2δ,
P (g,TβN ) P(g,Tβ) +
log 2
N
+ 2δ.
Proof. For n 2N , by Corollary 4.6, we have
∑
∈Σnβ
eS
β
n g(y) =
∑
∈ΣnβN
∑
∈π−1()
eS
β
n g(y) 
∑
∈ΣnβN
∑
∈π−1()
eS
βN
n g(y)e2nδ
=
∑
∈ΣnβN
eS
βN
n g(y)e2nδ	
{
 ∈ Σnβ :  ∈ π−1()
}
 e2nδ2 nN
∑
∈ΣnβN
eS
βN
n g(y).
Hence,
P(g,Tβ) P(g,TβN ) +
log 2
N
+ 2δ.
The other formula can be proven similarly. 
Proof of Theorem 4.1. This is a direct result of Lemma 4.2 and Proposition 4.9. 
To the end, we will apply the continuity of P(g,Tβ) to give the limit of several sequences
which will be related to the dimension of Rβ(f ).
Definition 4.10. Let g = −(f + logβ) be a continuous function on [0,1].
(1) Let 1 < β1  β2 (and thus Σβ1 ⊂ Σβ2 ).
For n 1, define sn(Σβ1 , β2) to be the unique solution of the equation
∑
(1,...,n)∈Σnβ1
(
eS
β2
n g(y)
)s = 1,
where y = y(β2, 1, . . . , n) = 1β2 + · · · + nβn2 .
Taking different combinations of (βN ,β), we obtain sn(Σβ,β), sn(ΣβN ,β) and
sn(ΣβN ,βN).
(2) For n 2N , define sn(ΣβN ,β) to be the solution of the equation
∑ (
eS
β
n g(y)
)s = 1,
(1,...,n)
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with 0N and y = y(β, 1, . . . , n) = 1β + · · · + nβn .
By the continuity of the pressure function and the definition of sn, we have
Corollary 4.11.
(1) Define s(β) and s(βN) to be, respectively, the solution to the pressure equations
P
(−s(f + logβ),Tβ)= 0, P (−s(f + logβ),TβN )= 0.
Then
lim
n→∞ sn(Σβ,β) = s(β), limn→∞ sn(ΣβN ,βN) = s(βN), (4.3)
lim
N→∞ s(βN) = s(β). (4.4)
(2) For δ > 0, there exists N2 ∈ N such that, for N N2 and nN ,
sn(ΣβN ,βN) − δ/3 < sn(ΣβN ,β) < sn(Σβ,β). (4.5)
(3) For δ > 0 and N ∈ N, there exists N3 = N3(δ,N) ∈ N such that, for n,mN3,
max
{∣∣sn(ΣβN ,β) − sn(ΣβN ,β)∣∣, ∣∣sn(ΣβN ,β) − sm(ΣβN ,β)∣∣}< δ/3. (4.6)
Remark 3. This corollary ensures the validity that the dimension of Rβ(f ) can possibly be
achieved by restricting the points in {x: (x,β) ∈ ΣβN }. More precisely, what we shall show in
Section 6 is
• dimH Rβ(f ) s(Σβ,β) := lim
n→∞ sn(Σβ,β);• dimH Rβ(f ) s(ΣβN ,β) := limn→∞ sn(ΣβN ,β), by using the method of Approximation, i.e.,
approximating Rβ(f ) by Rβ(f ) ∩ {x: (x,β) ∈ ΣβN }.
So, to arrive at the desired result, we need that
lim
N→∞ s(ΣβN ,β) = s(Σβ,β),
i.e., the so-called continuity of the dimensional number. It is Corollary 4.11 that guarantees this.
5. Proof of Theorem 1.3
We prove Theorem 1.3 in this section. Naturally, the proof is divided into two parts.
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The upper bound can be obtained by considering the natural covering system. Evidently,
Rβ(ψ) =
∞⋂
N=1
∞⋃
n=N
⋃
(1,...,n)∈Σnβ
J (1, . . . , n),
where
J (1, . . . , n) =
{
x ∈ [0,1]: j (x,β) = j , 1 j  n,
∣∣T nβ x − x∣∣< ψ(n)}.
Now we estimate the length of J (1, . . . , n): for x ∈ J (1, . . . , n),
∣∣x − T nβ x∣∣=
∣∣∣∣1β + · · · + n + T
n
β x
βn
− T nβ x
∣∣∣∣< ψ(n),
and this gives that
(
1 − 1
βn
)
T nβ (x) ∈
(
1
β
+ · · · + n
βn
− ψ(n), 1
β
+ · · · + n
βn
+ ψ(n)
)
.
We infer, for large n, that
∣∣J (1, . . . , n)∣∣ 4ψ(n)
βn
.
As a result,
H
s
(
Rβ(ψ)
)
 lim inf
N→∞
∞∑
n=N
∑
(1,...,n)∈Σnβ
∣∣J (1, . . . , n)∣∣s
 lim inf
N→∞
∞∑
n=N
βn+1
β − 1
(
4ψ(n)
βn
)s
.
Thus, by the definition of b, we have, for any s > 1/(1 + b),
H
s
(
Rβ(ψ)
)
< ∞.
This implies
dimH Rβ(ψ)
1
1 + b .
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The lower bound is yielded by constructing a big Cantor set inside. The following mass distri-
bution principle is a classical tool to give a lower bound estimation on the Hausdorff dimension
of a set.
Proposition 5.1. (See Falconer [4].) Let E be a Borel measurable set in Rd and μ be a Borel
measure with μ(E) > 0. Assume that there exist two positive constants c, η such that, for any set
U with diameter diam(U) less than η, μ(U) c diam(U)s , then
dimH E  s.
5.2.1. Construction of the Cantor set
Fix a positive number δ > 0. Due to Theorem 2.3 and the fact that βN → β , we can choose N
sufficiently large, and then choose M0 = M0(δ,N)  N so large that, for M M0,
log 	ΣM−NβN  (1 − δ)M logβ. (5.1)
Choose a largely sparse subsequence {nk}k1 of N such that
lim
k→∞
− logψ(nk)
nk
= lim inf
n→∞
− logψ(n)
n
,
nk
k
max
{
k−1∑
j=1
nj , logβ
1
ψ(nk−1)
}
.
For k  1, define the integer tk and then the rational number wk as
β−tk < ψ(nk) β−tk+1, nkwk = nk + tk. (5.2)
Put M = M0. And then, for k  1, choose k ∈ N and 0  ik < M such that n1 =
(1 + 1)M + i1, and for k  2,
nk − (nk−1 + tk−1 + N) = (k + 1)M + ik.
We are now in the place to construct a Cantor subset of Rβ(ψ) as follows. First we outline the
idea for the construction of the Cantor set.
Fact 5.2. To guarantee that T nβ x and x are close enough, it will be sure if the digit sequences of
T nβ x and x agree in a long block from the very beginning, which can be realized by those points
with repetitive pattern in the prefix of their expansions.
We will realize the events |T nβ x − x| < ψ(n) for infinitely many times along the subsequence{nk}k1.
Level 1 of the Cantor set. Recall the definition of t1 and w1 in (5.2).
F(1) =
⋃
In1+t1,β
(
(1, . . . , M︸ ︷︷ ︸
M
, . . . , (1−1)M+1, . . . , 1M︸ ︷︷ ︸, 1M+1, . . . , n1︸ ︷︷ ︸)w1),
M M+i1
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0  < 1 and over (1M+1, . . . , n1) ∈ ΣM+i1βN ending with 0N . Here the block 0N is inserted
to guarantee that the concatenation 0N′ is still admissible, for any  ∈ ΣnβN and ′ ∈ Σn
′
βN
(see
assertion (3.2)).
From the construction, we have that, for any cylinder In1+t1,β ∈ F(1) and any x ∈ In1+t1,β ,
the prefix of T n1β x and that of x in their β-expansions coincide at the first t1 digits. Therefore,
they are both in a same cylinder of order t1, and then naturally,∣∣T n1β x − x∣∣ β−t1 < ψ(n1).
Level 2 of the Cantor set. The second level is composed of collections of subintervals of each
cylinder J1 ∈ F(1):
F(2) =
⋃
J1∈F(1)
F(2, J1),
where for a fixed J1 ∈ F(1), writing J1 = In1+t1,β(1, . . . , n1+t1),
F(2, J1) =
⋃
In2+t2,β
((
1, . . . , n1+t1 ,0N, n1+t1+N+1, . . . , n1+t1+N+M︸ ︷︷ ︸
M
, . . . ,
n1+t1+N+(2−1)M+1, . . . , n1+t1+N+2M︸ ︷︷ ︸
M
,n1+t1+N+2M+1, . . . , n2︸ ︷︷ ︸
M+i2
)w2),
where the union is taken over (n1+t1+N+M+1, . . . , n1+t1+N+(+1)M) ∈ ΣMβN ending with 0N
for 0  < 2 and over (n1+t1+N+2M+1, . . . , n2) ∈ ΣM+i2βN ending with 0N .
From level k to level k + 1. Continue this process: provided that F(k) has been defined, we
define F(k + 1) as follows.
F(k + 1) =
⋃
Jk∈F(k)
F(k + 1, Jk),
here for Jk = Ink+tk,β(1, . . . , nk+tk ) ∈ F(k),
F(k + 1, Jk)
=
⋃
Ink+1+tk+1,β
((
1, . . . , nk+tk ,0N, nk+tk+N+1, . . . , nk+tk+N+M︸ ︷︷ ︸
M
,
. . . , nk+tk+N+(k+1−1)M+1, . . . , nk+tk+N+k+1M︸ ︷︷ ︸
M
,nk+tk+N+k+1M+1, . . . , nk+1︸ ︷︷ ︸
M+ik+1
)wk+1)
where the union is taken over (nk+tk+N+M+1, . . . , nk+tk+N+(+1)M) ∈ ΣMβN ending with 0N
for 0  < k+1 and over (n +t +N+ M+1, . . . , n ) ∈ ΣM+ik+1 ending with 0N .k k k+1 k+1 βN
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basic cylinders. And then the desired Cantor set is obtained as
F∞ =
∞⋂
k=1
F(k).
By Fact 5.2 and the definitions of the symbols tk and wk , it is readily to check
F∞ ⊂ Rβ(ψ).
5.2.2. Supporting measure
Now we distribute a probability measure μ on F∞.
For any basic cylinder Jk ∈ Fk , letting Jk−1 ∈ Fk−1 be its mother basic cylinder, i.e., Jk ∈
F(k, Jk−1), the measure of Jk is defined as
μ(Jk) := 1
	F(k, Jk−1)
μ(Jk−1) = 1
(	ΣM−NβN )
k 	Σ
M+ik−N
βN
μ(Jk−1)
=
k∏
j=1
1
(	ΣM−NβN )
j 	Σ
M+ij−N
βN
,
that is, the measure of any mother basic cylinder is evenly distributed among her offsprings.
For any n  1, and an n-th order cylinder In,β(1, . . . , n) with In,β ∩ F∞ = ∅, let k  1 be
the integer such that nk−1 + tk−1 < n nk + tk (by setting n0 = t0 = 0). We just set
μ
(
In,β(1, . . . , n)
)= ∑
Jk⊂In,β
μ(Jk),
where the summation is taken over all basic cylinders Jk ∈ F(k) contained in In,β(1, . . . , n).
Then it is clear that μ satisfies the consistency property and then can be uniquely extended to
a non-atom Borel measure supported on F∞.
In fact, we have the following expression for the measure of a cylinder.
(I) When nk−1 + tk−1 < n nk−1 + tk−1 + N ,
μ
(
In,β(1, . . . , n)
)= μ(Ink−1+tk−1,β(1, . . . , nk−1+tk−1)).
(II) When nk−1 + tk−1 + N < n nk , write n = nk−1 + tk−1 + N + M + i.
For i = 0 and 0  k ,
μ
(
In,β(1, . . . , n)
)= μ(Ink−1+tk−1,β(1, . . . , nk−1)) 1
(	ΣM−NβN )

.
For i = 0,
μ
(
In,β(1, . . . , n)
)
 μ
(
In +t +N+M,β(1, . . . , n +t +N+M)
)
.k−1 k−1 k−1 k−1
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μ
(
In,β(1, . . . , n)
)= μ(Ink+tk,β((1, . . . , nk )wk )),
because, in this case, In,β(1, . . . , n) contains only one basic cylinder in F(k), which is just
Ink+tk,β((1, . . . , nk )wk ).
5.2.3. Hölder exponent of the measure
To make use of the mass distribution principle (Proposition 5.1), we estimate the Hölder
exponent of the measure μ.
• Estimation on the μ-measure of cylinders.
Choose k0 large enough that for k  k0,
nk − nk−1 − tk−1 − N
nk + tk + N 
1 − δ
1 + b . (5.3)
For any k  k0, by formulae (5.1) and (5.3)
− logμ(Jk)
nk + tk =
∑k
j=1(j log 	Σ
M−N
βN
+ log 	ΣM+ij−NβN )
nk + tk
 (nk − nk−1 − tk−1 − N)(1 − δ) logβ
nk + tk 
(1 − δ)2 logβ
1 + b .
Then, by Proposition 3.1, we have
μ(Jk) βN |Jk|s0, with s0 = (1 − δ)
2
1 + b . (5.4)
For n > nk0 + tk0 , let k > k0 be the integer such that
nk−1 + tk−1 < n nk + tk.
(I) When nk−1 + tk−1 < n nk−1 + tk−1 + N ,
− logμ(In,β(1, . . . , n))
n

− logμ(Ink−1+tk−1,β(1, . . . , nk−1+tk−1))
nk−1 + tk−1 + N  s0 logβ.
Thus, by Proposition 3.1, we have
μ(In,β) βN |In,β |s0 . (5.5)
(II) When nk−1 + tk−1 + N < n nk , write n = nk−1 + tk−1 + N + M + i. For i = 0 and
0  k ,
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n

− logμ(Ink−1+tk−1,β) + M(1 − δ) logβ
nk−1 + tk−1 + N + M
min
{− logμ(Ink−1+tk−1,β)
nk−1 + tk−1 + N , (1 − δ) logβ
}
 s0 logβ.
Then, by Proposition 3.1, we have
μ(In,β) βN |In,β |s0 . (5.6)
For i = 0,
μ(In,β) μ(Ink−1+tk−1+N+M,β),
while, again by Proposition 3.1,
|In,β |/|Ink−1+tk−1+N+M,β | β−(2M+N),
so combining these two facts together, we get
μ(In,β) β2M+2N |In|s0 . (5.7)
(III) When nk < n nk + tk ,
− logμ(In,β(1, . . . , n))
n
 − logμ(Ink+tk,β((1, . . . , nk )
wk ))
nk + tk  s0 logβ.
Thus, we have
μ(In,β) βN |In|s0 . (5.8)
• Estimation for general balls.
For any x ∈ F∞, let r small enough to ensure that there exists n > nk0 + tk0 + N such that∣∣In+1,β(x)∣∣ r < ∣∣In,β(x)∣∣.
From the construction of the Cantor set F∞ and the measure μ, only cylinders In,β(1, . . . , n)
with (1, . . . , n) ∈ ΣnβN can have non-zero μ-measure. So by Proposition 3.1, it follows that
cylinders of the same level with non-zero μ-measure are of equivalent length. Thus, it follows
that firstly, B(x, r) can intersect only finite many basic cylinders of order n, and secondly, r is
equivalent to the length of basic cylinders of order n + 1. More precisely, B(x, r) can intersect
at most 4βN many cylinders of order n with non-zero μ-measure and
r 
∣∣In+1,β(x)∣∣ 1
βN+1
∣∣In,β(x)∣∣.
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μ
(
B(x, r)
)
 4β2M+4N+1rs0 . (5.9)
The mass distribution principle Proposition 5.1 then implies that
dimH F∞ 
(1 − δ)2
1 + b .
This completes the proof.
6. Proof of Theorem 1.4
We prove Theorem 1.4 in this section. Hereafter, only the ergodic sum Sβn f is concerned, and
we write it as Snf . For any (1, . . . , n), in need of picking a point y in In,β(1, . . . , n), we
always take, with no extra announcement, y to be the left endpoint of In,β(1, . . . , n), i.e.
y = 1
β
+ · · · + n
βn
.
6.1. Upper bound
Replace the definition of the set J (1, . . . , n) in Section 5 by
J (1, . . . , n) :=
{
x ∈ In,β(1, . . . , n):
∣∣T nβ x − x∣∣< e−Snf (x)},
which is a subset of {x ∈ In,β(1, . . . , n): |T nβ x−x| < e−Snf (y)enδ} for any y ∈ In,β(1, . . . , n),
when n is large (by Lemma 2.4).
The remaining argument is just the same as that in Section 5.
6.2. Lower bound
By the continuity of f , it suffices to show that the result holds for the set{
x ∈ [0,1]: ∣∣T nβ x − x∣∣< e−Snf (y) with y = n∑
j=1
j (x)
βj
for infinitely many n ∈ N
}
.
For a digit block (1, . . . , n) ∈ Σnβ , define t = t (1, . . . , n) to be the integer, and then w =
w(1, . . . , n) to be the rational number such that
β−t < e−Snf (y)  β−t+1, wn = n + t, (6.1)
where y =∑nj=1 jβj .
Fix δ > 0. Take N  max{N0,N2} and 0  max{2N,N3(δ,N)}, where N0 appeared in
Lemma 2.4, and N2, N3 in Corollary 4.11, such that for all n,m 0,∣∣sn(ΣβN ,β) − sm(ΣβN ,β)∣∣< δ, ∣∣sn(ΣβN ,β) − s(β)∣∣< δ. (6.2)
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Choose a largely sparse sequence {mk}k1 with
m1  0,
k
mk
< δ, m1 + · · · + mk−1  mk (k  1). (6.3)
Level 1 of the Cantor set. Take n1 = m1.
F(1) =
⋃
In1+t1,β
((
11 , . . . , 
1
n1
)w1),
where the union is taken over all blocks (11 , . . . , 
1
n1) ∈ Σn1βN ending with 0N and t1,w1 are
defined in (6.1) for each digit block (11 , . . . , 1n1).
Level 2 of the Cantor set. Fix a cylinder J1 = In1+t1,β(11 , . . . , 1n1+t1) ∈ F(1) and write n2 =
n1 + t1 + m2. For any (21 , . . . , 2m2) ∈ Σm2βN , determine t2 and w2 by (6.1) for the digit block(
11 , . . . , 
1
n1+t1, 
2
1 , . . . , 
2
m2
)
.
The second level is composed of subintervals of each cylinder J1 ∈ F(1):
F(2) =
⋃
J1∈F(1)
F(2, J1),
where for a fixed J1 ∈ F(1), writing J1 = In1+t1,β(11 , . . . , 1n1+t1),
F(2, J1) =
⋃
In2+t2,β
((
11 , . . . , 
1
n1+t1, 
2
1 , . . . , 
2
m2
)w2),
where the union is taken over all blocks (21 , . . . , 
2
m2) ∈ Σm2βN beginning with 0N and ending
with 0N .
The Cantor set. Continuing the process, we obtain a nested sequence {Fk}k1 composed of
cylinders, called basic cylinders. And then the desired Cantor set is
F∞ =
∞⋂
k=1
F(k).
6.2.2. Supporting measure
We distribute a probability measure μ on F∞. In the sequel, what we use is just smk (ΣβN ,β),
which, for brevity, will be denoted by sk .
For any basic cylinder Jk ∈ Fk , letting Jk−1 ∈ Fk−1 be its mother cylinder, i.e., Jk ∈
F(k, Jk−1), the measure of Jk is defined as
μ(Jk) = μ(Jk−1)β−mksk e−skSmk f (y′k) =
k∏
j=1
(
1
βmj
e
−Smj f (y′j )
)sj
,
where, for 1 j  k, y′ ∈ Im ,β(n +t +1, . . . , n ).j j j−1 j−1 j
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it determines t1 if n  n1. If tk−1 can be determined, we then compare n with nk = nk−1 +
tk−1 + mk . If n nk , it determines tk ; otherwise, we have nk−1  n < nk−1 + tk−1 + mk = nk ,
and the block (1, . . . , n) determines n1 up to nk−1.
Now we define the measure for a general cylinder In,β(1, . . . , n). Assume that nk−1 
n < nk.
(1) When nk−1  n nk−1 + tk−1, we define
μ
(
In,β(1, . . . , n)
)=∑
Jk−1
μ(Jk−1),
where the summation is taken over all Jk−1 ∈ F(k − 1) contained in In. So, if μ(In,β) = 0, the
cylinder In,β contains indeed only one Jk−1 ∈ F(k−1) which is Ink−1+tk−1,β((1, . . . , nk−1)wk−1).
Thus
μ
(
In,β(1, . . . , n)
)= μ(Ink−1+tk−1,β((1, . . . , nk−1)wk−1)).
(2) When nk−1 + tk−1 < n < nk , set
μ
(
In,β(1, . . . , n)
)= ∑
Jk⊂In,β
μ(Jk)
=
∑
n+1,...,nk
μ
(
Ink+tk,β
(
(1, . . . , n, n+1, . . . , nk )wk
))
,
where the first summation is taken over all basic cylinders Jk ∈ F(k) contained in In,β(1, . . . , n).
6.2.3. Hölder exponent of the measure
We estimate the Hölder exponent.
• Estimation on the μ-measure of cylinders.
Of course, we only consider the cylinders with non-zero μ-measure. Given a basic cylinder
Jk ∈ F(k), write it as
Jk = Ink+tk,β(1, . . . , nk+tk ).
Recall that
μ(Jk)
k∏
j=1
(
1
βmj
e
−Smj f (y′j )
)s(β)−δ
with y′j ∈ Imj ,β(nj−1+tj−1+1, . . . , nj ). By Lemma 2.4, taking yj ∈ Inj ,β(1, . . . , nj ), we know
k∑∣∣Smj f (y′j )− Snj f (yj )∣∣< k∑nj δ  2mkδ,
j=1 j=1
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μ(Jk)
k∏
j=1
(
1
βmj
e
−Snj f (yj )
)s(β)−δ
e2mkδ.
On the other hand, by the definition of tk , we have the following estimation on the length of Jk
1
βnk+tk

k∏
j=1
1
βmj
e
−Snj f (yj )  1
βnk+tk−k
,
1
βnk+tk+N
 |Jk| 1
βnk+tk
.
These facts together yield
μ(Jk) e2mkδβkβ−(nk+tk)(s(β)−δ)  βN |Jk|s(β)−2δ(1+1/ logβ). (6.4)
Given a cylinder In,β(1, . . . , n) with n  n1, let k > 1 be the integer such that nk−1 <
n nk .
(I) When nk−1 < n nk−1 + tk−1,
μ(In,β) = μ(Jk−1) βN |Jk−1|s(β)−2δ(1+1/ logβ)  βN |In,β |s(β)−2δ(1+1/ logβ). (6.5)
(II) When nk−1 + tk−1 < n < nk , writing n = nk−1 + tk−1 + ,
μ(In,β) = μ(Jk−1)
∑
(n+1,...,nk )∈Ξ
(
1
βmk
e−Smk f (y′k)
)sk
,
here Ξ denotes the collections of (n+1, . . . , nk ) such that (nk−1+tk−1+1, . . . , nk ) ∈ ΣmkβN begin-
ning with 0N and ending with 0N .
Now we estimate the last summation in detail. Firstly, by the positiveness of f , it is obvious
that
∑
(n+1,...,nk )∈Ξ
(
1
βmk
e−Smk f (y′k)
)sk

∑
(n+1,...,nk )∈Ξ
(
1
βmk
e
−Smk−f (T β y′k)
)sk
.
Recall the definition of sk .
1 =
∑
(1,...,,+1,...,mk )∈Σ
mk
βN
(
1
βmk
e−Smk f (y′k)
)sk
,
where the summation is taken over all  ∈ ΣmkβN beginning with 0N and ending with 0N and
y′ ∈ Im ,β().k k
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1
∑
(0,+1,...,mk )∈Σ
mk
βN
(
1
βmk
e−Smk f (y′k)
)sk
=
∑
(+1,...,mk )∈Σ
mk−
βN
(
1
β
e−Sf (y′k)
)sk( 1
βmk−
e
−Smk−f (T β y′k)
)sk
 e
−(0+N+N0)‖f ‖
β0+N+N0
∑
(+1,...,mk )∈Σ
mk−
βN
(
1
βmk−
e
−Smk−f (T β y′k)
)sk
.
Hence we have
∑
(+1,...,mk )∈Σ
mk−
βN
(
1
βmk−
e
−Smk−f (T β y′k)
)sk
 β0+N+N0e(0+N+N0)‖f ‖ := C(δ).
So, together with the first inequality in (6.4), we get
μ(In,β) C(δ)
μ(Jk−1)
βsk
 C(δ)e2mk−1δβk−1
(
1
β(nk−1+tk−1+)
)(s(β)−δ)
 C(δ)βN |In,β |s(β)−2δ(1+1/ logβ).
When  > 0 + N + N0, |s−N(ΣβN ,β) − sk| < δ, so,
1
∑
(1,...,−N ,0N ,+1,...,mk )∈Σ
mk
βN
(
1
βmk
e−Smk f (y)
)sk
=
∑
(+1,...,mk )∈Σ
mk−
βN
∑
(1,...,−N)∈Σ−NβN
(
1
β
e−Sf (y)
)sk( 1
βmk−
e
−Smk−f (T β y)
)sk
.
We estimate the inner summation.
∑
(1,...,−N )∈Σ−NβN
(
1
β
e−Sf (y)
)sk
 e
−N‖f ‖
βN
∑
(1,...,−N )∈Σ−NβN
(
1
β−N
e−S−Nf (y)
)sk
 e
−N‖f ‖
βN
∑
(1,...,−N )∈Σ−NβN
(
1
β−N
e−S−Nf (y)
)s−N (ΣβN ,β)+δ
 e
−N‖f ‖
N
e−(−N)δ
(
e−(−N)‖f ‖
−N
)δ
,β β
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need switch y ∈ Imk (1, . . . , mk ) to y ∈ I−N,β(1, . . . , −N). Hence we have,
∑
+1,...,mk
(
1
βmk−
e
−Smk−f (T β y)
)sk

(
βδe(1+‖f ‖)δ
)
βNeN‖f ‖.
As a consequence, we get
μ(In,β)
(
βδe(1+‖f ‖)δ
)
β2NeN‖f ‖ μ(Jk−1)
βsk
 β2NeN‖f ‖|In,β |s(β)−(5+(1+‖f ‖)/ logβ)δ.
• Estimation for general balls.
The argument is the same as that in proving Theorem 1. Then we complete the proof.
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