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Abstract—Network Control Systems (NCSs) have attracted
much interest over the past decade as part of a move towards
more decentralised control applications and the rise of cyber-
physical system applications. Many practical NCSs face the chal-
lenges of limited communication bandwidth resources, reliability
and lack of knowledge of network dynamics, particularly when
wireless networks are involved. Machine learning (ML) combined
with event-triggered control (ETC) has the potential to ease
some of these challenges. For example, ML can be used to
overcome the problem of a lack of network models by learning
system behaviour or adapt to dynamically changing models by
continually learning model dynamics. ETC can help to conserve
bandwidth resources by communicating only when needed or
when resources are available. Here, we present a review of the
literature on work that combines ML and ETC. The literature
on supervised, semi-supervised, unsupervised and reinforcement
learning based approaches such as deep reinforcement learning
and statistical learning in combination with ETC is explored.
Furthermore, the difference between the application of these
learning algorithms on model-based and model-free systems are
discussed. Following the analysis of the literature, we highlight
open research questions and challenges related to ML-based ETC
and propose approaches to possible solutions to these challenges.
Index Terms—Event-triggered Control, Network Control Sys-
tems, Machine Learning, Reinforcement Learning, Deep Rein-
forcement Learning, Statistical Learning.
I. INTRODUCTION
Network Control Systems (NCSs) have attracted much inter-
est recently as they offer solutions to many technical problems
in areas such as advanced automotive systems, process control,
smart manufacturing, smart grids and autonomous driving.
NCSs consists of two networks namely, a cyber network and
a physical network, which are interlinked with each other. The
cyber part consists of intelligent network systems with sensors,
processors and actuators which sense the information from
different agents and interact with physical network system
(including humans) to have real time performance guarantee
[1]–[5]. As shown in Fig. 1, in an NCSs components such
as sensors, controllers and actuators are connected via a net-
work medium, such as an Ethernet based fieldbus, a wireless
network, or even the Internet. Information exchange among
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agents takes place via the network medium. An NCSs is
deployed to control a physical process, and through feedback,
adapts to new conditions in real-time. Traditionally, wired
network technology was used in NCSs due to high reliability
requirements during communication. However, more recently
there has been a shift towards wireless NCSs due to ease of
installation and reduced costs [3], [6].
In general, communication between agents in an NCSs
is time-periodic and they typically communicate at every
periodic time instant. One of the challenges is to choose the
sampling frequency (how frequent agents need to communi-
cate). The sampling frequency is usually set low to avoid the
loss of data during transients in the system. Typically, the
sampling frequency is set around 20% of the total network
bandwidth available [7]. The allocation of a constant sampling
frequency, however, is not always the best approach since
it either negatively affects the performance of the system
during transients by having too low a sampling frequency, or
by wasting limited network bandwidth resources by sending
redundant control signals during steady-state. To overcome
this problem, event-driven control techniques have been pro-
posed in which the communication is not periodic but where
communication frequency increases during transients in the
system and decreases during steady-state [8]. Event-Triggered
Control (ETC) reduces the continuous utilization of network
resources observed in time-periodic communication, and take
actions only when the relevant information is available. These
actions include the transmission of packet from a sensor to a
controller or rescheduling the control tasks when several tasks
are running on the same processor [9], [10]. ETC operates in
an open-loop fashion during the execution intervals until the
next update arrives.
Based on the availability of models, practical NCSs are
often classified into two categories, namely model-free and
model-based NCSs. In many NCSs scenarios, physical system
is too complex or time consuming that, it is not feasible for the
controller to have the information of system dynamics or to
model the system. This NCSs system is referred to as model-
free as the learning agent does not have a-priori information
of system structure and dynamics. In another scenario, the
controller initially has the model of the system but with the
passage of time, the model of the system changes due to
dynamically changing environment. We categorize this system
as model based system
Machine Learning (ML) is a powerful tool to address the
problem of changing dynamics in practical NCSs by using it
to learn models and their parameters. For this, ML approaches
in recent years have been combined with ETC to achieve
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2better output response. Since a plant or system model needs
to be completely known for ETC to work effectively, ML is
widely employed to learn plant models [11] or to learn both
the control and communication law without the need to know
the dynamics of system model a-priori [12]. Although learning
is critical for autonomous systems that are facing uncertainties
and changing environments, the process of learning a new
model or behaviour involves a certain cost. Therefore, the
question of when to learn is considered in [13], [14] to
trade off between a better response and the cost of learning.
Different ML algorithms are under consideration in which the
control system is continuously learning from the dynamics of
the overall system and its environment.
In this paper, we provide a comprehensive review of ML
applied in ETC systems to address changing dynamics, re-
source management, uncertainties and disturbances. The main
contributions of this paper are:
• Overview of the literature on ML for ETC, organised into
model-based and model-free control methods.
• Classification of the state-of-the-art based on control
and communication properties such as control structure,
packet loss and delay.
• Presentation of selected open issues and research trends
on the subject.
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Fig. 1: An example of a networked control system.
The rest of the paper is organized as follows. We provide a
brief background on ETC and ML in Section II. In section III,
we present ML techniques used for ETC where the model of
the system is available. The model-free scenario is discussed
in section IV. Open issues and future research directions for
ML-based ETC are discussed in section V. In section VI, we
conclude our discussion.
II. PRELIMINARIES
A. Event-triggered Control
Event-driven control can sometimes interchangeably be
called ETC or Self-Triggered Control (STC) [15]. ETC usually
reacts when an event is detected, while STC predicts the
occurrence of an event based on the system model and
current measurements. ETC requires extra hardware resources
to continuously monitor the output of the system which will
increase the cost and the complexity of the system [16]. To
overcome this problem, STC was proposed in which the next
sampling time is calculated at the current instant and the output
of the system is only monitored at sampling instances [16]. In
ETC, the output of the system is continuously monitored, and
the system is triggered when the output state deviates above a
certain threshold. This threshold can be determined in various
ways:
• Static ETC: In static ETC, the threshold is a constant δ
and the system is triggered when the difference between
the current and the last broadcasted state exceeds this
value.
||x(t)− x(tk)|| ≤ δ (1)
where x(t) is the state of the system at time t and x(tk) is
state at kth instant and δ defines the pre-defined threshold
[8].
• State-dependent ETC: In this ETC, the error threshold
is state-dependent.
||x(t)− x(tk)|| ≤ σ ||x(t)|| (2)
where σ is a constant.
This ETC is realized by using Lyapunov analysis and it
ensures asymptotic stability of the system with a shorter
inter-event time [17].
• Time-dependent ETC: This ETC has an exponential
time-dependent triggering mechanism of the form
||x(t)− x(tk)|| ≤ c0 + c1e−αt (3)
where c0, c1 and α are the constants. From [18], it is clear
that this approach reduces communication and ensures a
strict positive minimum inter-event time even when c0 =
0.
• Lyapunov-based ETC: In this technique the triggering
condition is obtained using Lyapunov theory. The sys-
tem is triggered when the Lyapunov function of each
subsystem for the most recent broadcast state violates a
stability threshold. This technique ensures the asymptotic
stability of the system and conserves an appropriate
amount of resources without compromising closed-loop
stability [19].
In all the techniques to determine the threshold mentioned
above, it is assumed that the model of the system is available to
the controller, but this may not always be the case in practice.
To overcome the problem of a lack of a dynamic model of
the system, a number of ML algorithms along with ETC have
been proposed [20] and [21], in which the controller learns
both the control and communication law without any need
of a model of the system. In the following subsection, we
provide a general overview of ML techniques that have found
applicability in control systems.
3B. Machine Learning
ML is a subset of artificial intelligence (AI) which programs
computers to make decisions on available data in order to
optimize the performance of a system. A good definition of
what involves learning is as follows: “A computer program is
said to learn from experience E with respect to some class of
tasks T and performance measure P if its performance at tasks
in T, as measured by P, improves with experience E” [22]. ML
approaches include supervised, unsupervised, semi-supervised,
and Reinforcement Learning (RL) as shown in Fig. 2. In
the following, we briefly describe the above-mentioned ML
approaches.
Fig. 2: Machine learning approaches and selected example
algorithms.
1) Supervised Learning: In supervised learning, for a given
data set, the correct relationship between the input and output
data of the system is already known. The learning objective
is to find a function that correctly maps all input data to the
desired output data. The goal is then to apply this function
to new input data and predicting output which results in
minimizing the bias and variance error of the predicted results.
Regression, classification, artificial neural networks (NNs),
and statistical learning (SL) are some well-known examples
of supervised learning. NNs can be grouped into supervised
learning, if the desired output is already known. Supervised
SL also analyzes data and learns the function of the data based
on statistical properties.
2) Unsupervised Learning: In unsupervised learning, input
data is used for training without output values or human labels
(mapping input data to correct output data). The objective
of unsupervised learning is to find clusters of similar inputs
in the data without providing information about data points
belonging to a specific class. Unsupervised learning is a form
of self-organisation and results yield patterns in or probability
densities over inputs.
3) Semi-supervised Learning: Semi-supervised learning
combines elements of the two previous approaches. In this
learning approach, there is a large amount of unlabeled data
and a small amount of labelled data.
4) Reinforcement Learning: RL is a ML method where
agents take actions by trial and error and in return, receive
rewards based on those actions from the environment in which
the agent operates. At each time step, the agent takes an
action which results in a transition into a new state of the
environment. Then, the agent receives a reward based on the
quality of this transition.
Traditional ML approaches exhibit problems when deal-
ing with high-dimensional data, which has recently become
increasingly available. This has lead to the development of
deep-learning (DL) [23]. DL is a specific subset of ML based
on NNs that exploit many layers of non-linear information
processing for supervised or unsupervised feature extraction in
order to help make sense of data in an automated way [24]. DL
can also be combined with RL. While RL has been successful
in a variety of domains, its applicability has generally been
limited to domains with fully observed and low-dimensional
state-space. The combination of RL and DL has been shown
to overcome this limitation. [25].
III. MACHINE LEARNING IN MODEL-BASED EVENT
TRIGGERED CONTROL
In this section, ML methods applied to model-based event
triggers NCSs with the dynamic behaviour of the control plant
are discussed. In model-based control, the controller has a
model of the plant but uses ML to optimise control actions or
assist with learning aspects of the dynamics of the environment
if the model is not complete. Robustness to disturbances, un-
certainty compensation, superior prediction accuracy, and low
communication requirements are some advantages achieved
using this approach. Supervised learning and RL are well-
known methods for learning in model-based ETC.
A. Supervised Learning
SL, as a supervised ML method, provides approximate
solutions to complicated control problems which are costly
to solve exactly [26]. SL focuses on statistical properties to
analyze and learn from data sets. Although learning methods
have the potential to increase system performance, performing
a learning task is costly itself (e.g., including communication
resources and computation cost). Therefore, some articles [11],
[13], [14] consider event-triggering rules for model learning
which decides when a new model should learn based on sta-
tistical properties of inter-communication time. These articles
construct learning trigger based on deriving model-induced
probability distribution and observing inter-communication
times. Moreover, statistical guarantees can be provided using
concentration inequalities such as Hoeffding’s inequality and
Dvoretzky-Kiefer-Wolfowitz (DKW) inequality.
A combination of Event-Triggered State Estimation (ETSE)
and SL is applied to linear Gaussian systems as a novel
concept of Event Triggered Learning (ETL) in [11]. This
combination will result in superior prediction accuracy and
4lower communication cost even in comparison with ETSE
as it improves the model through learning. Effectiveness of
ETSE in reducing communication completely depends on the
accuracy of the prediction, or in other words, the quality of
the model. Learning experiments are triggered to improve
models from data when prediction performance is poor for
the current model. Hoeffding’s inequality is considered here
as the concentration inequality to quantify the confidence level.
The approach showed a reduction in communication effort
in both simulation and hardware implementation of a cart-
pole system. Further work [13] by the same authors enhanced
ETL by adding a Kalman filter and demonstrated the effects
with new illustrative examples. Moreover, they used the DKW
inequality in addition to Hoeffding’s inequality to provide
richer statistical information as it provides bounds on the
empirical Cumulative Distribution Function (CDF).
An event-triggered pulse control strategy is combined with
SL in [14] to learn a dynamic model as shown in Fig. 3.
For example, when the initial model is poor or the dynamics
have changed, learning is triggered. A learning trigger decides
whether the system model is accurate enough or not. If the
accuracy is insufficient, learning of a new model is triggered
(Green part in in Fig. 3). The authors introduced two different
triggers, (i) state trigger (yctrl): trigger for communication of
control commands if necessary with δ a user-defined thresh-
old, and (ii) learning trigger (ylearn): a trigger for learning in
case of poor performance. When an event occurs, the system is
reset to its equilibrium state by applying a pulse whose pulse
length depends on system dynamics. Hoeffding’s inequality is
considered to quantify the confidence level in the estimation.
The authors claim that adapting to changing dynamics and
suitable replacement for the integral control part, which is
utilised in periodic control, are two significant features of
this method. Numerical simulation demonstrates that lowering
the communication effort, handling load disturbances and
changing dynamics are benefits of learning system dynamics.
However, all of the numerical simulations were performed on
first-order system.
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Fig. 3: Event triggered learning diagram [14]
In contrast to [11], [13], and [14], which use the model
of the system for prediction of the next trigger event and
trigger based on communication, the authors in [27] used the
model for control purposes and triggering is based on control
performance. Linear Quadratic Control (LQR) is used in [27]
to minimize the expected value of the cost function while
combining with SL theory. Hoeffding’s inequality and Cher-
noff bound are used as concentration inequalities to obtain an
effective trigger with enough theoretical guarantees. Learning
is triggered when the empirical cost of the Riccati equations
over finite horizon is not contained within the Chernoff Bound.
The proposed method is implemented to control the pole-
balancing performance of a rotary pendulum. By changing
ball joint and magnetic weights in the pendulum to change
the system behaviour, the authors validate whether the trigger
is able to detect this. SIMULINK is used to implementing a
switched controller with a sample rate of 500 Hz and LQR
with an integrator is used to stabilize the upright position.
A one-sided Kolmogorov–Smirnov test is used in [28] as an
ETL method for nonlinear Discrete-Time (DT) systems with
cyclic excitation. This approach can recognize cyclic patterns
in data automatically even while they change repeatedly and
tries to reduce communication load whenever there is no need
to learn and the current data can be predicted accurately
from previous cycles. Moreover, a hierarchical update structure
results in performing full model updates only if updating
a small number of model parameters is not sufficient. The
article claims that this is the first application of ETL to
real-world network data which is applied to a wireless body
sensor network for orientation tracking of a human foot. The
experimental results demonstrate a simultaneous decrease in
communication load (by 70%) and a small bounded estimation
error (by 2◦).
While [11], [13], [14], [27], and [28] applied event trig-
gering to the learning process to build an accurate model,
the authors of [20] presented event triggering applied to
the control process. Event-triggered Model Predictive Control
(MPC) is combined with Empirical Risk Minimization (ERM)
in [20] which makes the control system adaptive and robust
to uncertainties and state error. MPC is a form of optimal
control that can tackle multi-variable systems and handle hard
constraints on input, state and output variables via solving a
finite-horizon open-loop optimization problem. Control system
stability of [20] can be deduced from a bound of the predictive
learning error, which is also obtained via a learning method.
ERM is used as a SL algorithm to predict the system state and
learn an uncertainty compensation model. ERM is a concept
in SL that defines algorithms that yield theoretical bounds
on performance [26]. Generally, a learning algorithm is fed
by a training set as input, which is sampled as an unknown
distribution and labelled by a target function, and the output
is a predictor that finds minimized error with respect to an
unknown distribution and target function. Since the learner
does not have any information about the unknown distribution
and target function, the true error is not accessible directly to
the learner. An error that can be calculated by the learner is the
training error, which is the error that a classifier incurs over
the training sample, which is also known as empirical error or
empirical risk. ERM searches for the solution that minimizes
the empirical error.
5TABLE I: Existing event/self-triggered control systems proposed in the literature - model based learning
Reference System Type Learning
Approach
Comm
policy
Control
policy
Multi-
agent
Distributed Control Mechanism Experimental
Validation
Self-
Triggering
[11] , [13] Linear Gaussian
System
SL 7 3 7 7 State Feedback
Controller
3 7
[14] Linear
time-invariant
SL 7 3 7 7 Simple Gain 7 7
[28] Nonlinear (DT) SL 7 3 7 7 - 3 7
[29] Nonlinear (CT) RL 7 3 7 7 H∞ Control 7 7
[30] Nonlinear (CT) CL 7 3 7 7 H∞ Control 7 7
[31] , [32] Affine Nonlinear
(CT)
ACL 7 3 7 7 H∞ Control 7 7
[33] Nonlinear (CT) ACL 7 3 7 7 HJB 7 7
[34] Nonlinear (CT) IRL 7 3 7 7 H∞ Control 7 7
[35] Nonlinear (CT) IRL 7 3 7 7 HJB 7 7
[20] Nonlinear (DT) SL 7 3 7 7 MPC 7 7
[36] Nonlinear (CT) ACL &
ER
7 3 3 7 HJB 7 7
[37] Affine Nonlinear
(CT)
NNs 7 3 7 7 HJB 7 7
[38] Nonlinear DL 3 7 3 3 – 7 7
[27] Nonlinear SL 7 3 7 7 LQR 3 7
[39] Nonlinear ACL 7 3 7 7 H∞ control 7 7
B. Reinforcement Learning
Model-based RL uses experience to construct a model of the
state transition and outcome structure of the environment and
evaluates actions based on this model. Therefore, a cognitive
map or model of the environment is acquired in model-based
RL to describe differences between states (or situations) of the
world which are connected to each other [40].
RL is mainly categorized into three types in [41]: actor-
only, critic-only, and actor-critic methods, where the words
actor and critics are used instead of policy and value function,
respectively. Although the value function method has been
successful with discrete lookup table parameterization, this
method failed to generalize when applied with continuous
function approximation. Q-learning and deep Q-learning are
some examples of this method. On the other hand, policy
function methods have strong convergence guarantees in com-
parison with the value function method while this method
is quite inefficient even when applied to simple examples
with few states [42]. While the policy function has been
successful with continuous and stochastic environments and
has a faster convergence, value functions are more sample
efficient and steady, therefore, actor-critic methods merge these
two approaches to benefit from both and achieve a better
result. In the actor-critic architecture, the actor performs an
action on the environment, and the critic evaluates the values
of the action and sends feedback information to the actor [21].
Articles are categorized based on these three architectures.
1) Critic Only: NNs learning combined with an event
driven method is also applied to industrial systems such as
power systems as an affine nonlinear system in [37]. Training
NNs based on a learning rule resulted in a near-optimal
discounted event-based control law without depending on
initial condition in the adaptive critic framework. Discounted
optimal control considers stage costs which are weighted by an
exponentially decreasing term [43]. Discount factor in the cost
function can adjust the convergence speed of the regulation
design and reduce the final value of the optimal cost function.
A closed-loop system is considered as an impulsive model and
stability is deduced based on the Lyapunov approach. The pro-
posed method requires the knowledge of the dynamic model
and constrained control inputs are not taken into account.
Event triggered H∞ tracking control is combined with RL
for a Continuous-Time (CT) nonlinear system in [29]. An
event triggered tracking Hamilton-Jacobi-Isaacs (HJI) equation
is developed based on an augmented system with the tracking
error dynamics and a discounted cost function to solve the H∞
problem. Nonlinear partial difference equation of HJI is solved
via a novel RL with a critic network used to approximate the
optimal cost function without dependency to initial admissible
control policy. The stability of closed-loop system is deduced
from the Lyapunov theorem. Uniformly ultimated bounded-
ness of weights in critic NNs and asymptotic convergence
of tracking error to zero are some features of the proposed
method. Simulation results indicate that 55 samples were
required for ETC while 200 samples were required for a
time-triggered controller, which demonstrates the reduction in
computing burden as well as achieving asymptotic tracking.
Event-based H∞ control is combined with an adaptive critic
architecture to achieve the minmax optimization for nonlinear
dynamical systems in [31] and [32]. The nonlinear H∞ control
problem is solved indirectly through a two-player zero-sum
differential game. Training a single critic NNs with new learn-
ing rule results in event-based optimal control law and time-
based worst-case disturbance law. To evaluate the controller,
simulations are performed for linear aircraft dynamics and
nonlinear robot arm dynamics. While the design procedure
of [30] requires initial stabilizing control which weakens its
application, initial stabilizing control is not required during
the implementation process of the new algorithm [31], [32].
An impulsive model is used to formulate the closed-loop
system and Zeno behavior of event-based design is also solved
through lower bound of the minimal inter-sample time based
on analytical theorem.
An event-driven HJI equation associated with the two-
person zero-sum game is proposed in [39]. An H∞ control
problem with asymmetric input constraints has been proposed.
Zeno behaviour is also excluded without the requirement of
properly selecting disturbance attenuation. Then using Adap-
6tive Critic Learning (ACL), event driven HJI equation is solved
and its weight parameters are tuned. Uniform ultimate bound-
edness is guaranteed using the Lyapunov approach. The H∞
control problem is converted into a zero-sum game which can
be solved using ACL. ACL, Adaptive Dynamic Programming
(ADP), and RL are often similar as they have the same
characteristic. ACL uses historical data and instantaneous state
data to update both control and disturbance in the event-driven
mechanism.
ETC combined with adaptive critic design are applied
to nonlinear systems considering mismatched perturbations
and input constraints in [33]. Robust stabilization problem
is converted into a constrained H2 optimal control problem
via defining an infinite-horizon cost function. As a result of
solving event-triggered the Hamilton–Jacobi–Bellman (HJB)
equation, the system states are uniformly ultimately bounded
(UUB). A critic network used in single network adaptive
critic design, which is used for solving HJB, is tuned via the
gradient descent method. All signals in the closed-loop system
are proven to be UUB via the Lyapunov method. Limitation
of the proposed method is when it is applied to nonlinear
complicated systems since calculation of the Moore–Penrose
pseudo-inverse of the control matrix function is difficult.
An event triggered optimal control problem with Integral
Reinforcement Learning (IRL) is proposed to solve the HJB
equation of CT nonlinear systems with partially unknown
dynamics in [35]. A single-critic NN is used to approximate
the optimal value function and the optimal control policy for
implementation. The UUB of critic weights are validated via
the Lyapunov theorem.
Although ACL is applied to various robust control problems
successfully, in ACL implementation, the controlled system
needs to be persistently excited. Concurrent learning (CL) or
Experience Replay (ER), which uses historical and current
state data at the same time, could relax the Persistent Excita-
tion (PE) condition. The core idea of CL is to use recorded
input and output data to apply batch-like to the parameter
estimate dynamics [44]. For instance, [30] and [36] applied
CL to guarantee parameter convergence without requiring PE.
Event-triggered CL is presented in [30] to solve the HJI
equation of a H∞ control problem for a class of CT nonlinear
system. The authors formulated the H∞ control problem as a
two-player zero-sum game in a way that control minimizes
player and the disturbance maximizes player. An adaptive
triggering condition is also obtained with an ETC policy and a
time-triggered disturbance policy for the closed-loop system.
Only one critic NN is utilized for implementation purpose
in the event-triggered CL algorithm. A novel critic tuning
law is also used based on CL technique, which can relax the
traditional PE condition. Note that CL-based ETC needs robust
estimation techniques since knowledge of state derivatives are
required and usually they are not sensed directly.
Decentralized ETC is developed with ACL and ER for a
class of CT nonlinear systems with uncertain interconnections
in [36]. A critic network is used to solve the event triggered
HJB equations related to optimal ETC laws of the subsystems.
Gradient decent and ER are used for updating the critic
network’s weights. ER helps to relax the PE condition. The
estimated weight vectors used in the critic networks are proven
to be UUB through a classic Lyapunov approach. Overall sta-
bility is also achieved based on stability of decentralized ETC
subsystems. However, prior knowledge of the interconnected
system is necessary in the proposed method, which limits the
applicability of this method in many engineering industries.
2) Actor-Critic: Online IRL is applied to nonlinear CT
systems with external disturbances using an event-triggered
mechanism in the form of robust constrained control problems
in [34]. IRL is a class of RL methods developed based on
policy iteration in the continuous domain, which minimizes
the associated integral temporal difference error at each step
with enough stability and convergence proof for solving input-
affine nonlinear optimal control problems [45]. The event
triggered H∞ tracking control problem is formulated in [34]
as a two-player zero-sum game with non-quadratic function
for constrained inputs. H∞ controller provides robust optimal
design for nonlinear systems. An H∞ optimal control prob-
lem could be formulated in the zero-sum game based on
Basar and Bernhard’s theory [46]. Solving zero-sum games,
which is a minmax optimization problem, normally is more
preferable than directly solving the H∞ problem. Zero-sum
games could be solved via adaptive critic learning, which
is a combination of dynamic programming and NNs and is
powerful method for solving optimization problems [39]. The
solution of event-triggered condition is approximated through
an actor-critic structure and a HJI equation. Event-triggered
optimal constraint control is obtained through actor NN and
the optimal cost is evaluated based on ADP through a critic
NN. Stability of the closed-loop system is also validated by
means of Lyapunov stability.
IV. MACHINE LEARNING IN MODEL-FREE EVENT
TRIGGERED CONTROL
In practical NCSs, sometimes the controller does not have
model of dynamics of the system. However, a model of
the system for the controller can be obtained by using ML
algorithms and measurement data. As long as the system
provides updates of its state information, the controller can
use that to build a model for itself. In Model-free ETC, the
learning algorithm decides on communication and/or control
without having an a-priori model of the plant. In this section,
we will review ML approaches that deal with Model-free ETC.
Based on learning algorithms, model-free learning for event-
triggered control is categorized into three sub-domains, i.e.
Supervised Learning, RL and (Deep Reinforcement Learning)
DRL approaches.
A. Supervised Learning Strategies
ETC of a multi-input-multi-output (MIMO) uncertain affine
nonlinear CT system is presented in [47]. In the context
of event-based transmission, the controller is approximated
utilizing a linearly parameterized NN. An event-triggered
condition is presented based on the system state vector and
the event triggered condition is made adaptive to achieve a
trade-off between approximation and resource utilization. A
novel NN weight update law, as shown in Fig. 4, ensures
7the reduction in network resource utilization and relaxes the
required knowledge of the whole dynamic system. Here, the
event-triggered system is modelled as an nonlinear impulsive
dynamical system to validate Lyapunov stability. Based on the
authors simulations, the method archived a computation load
decrease of 45% in comparison with the periodic method.
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Fig. 4: Neural Network based ETC [47].
In [48], adaptive or approximate dynamic programming
(ADP) is used to solve the control problem in a forward-in-
time fashion. A NN is used in the learning-based approxima-
tion design. An event-triggered cost control approach using a
self-learning technique for nonlinear systems is designed. The
controller design is transferred to an optimal control problem
with an event-based strategy. A NN is used to implement
event-based optimal control with stability guarantees.
While [48] uses a NN for learning system dynamics, in [49]
an adaptive ETC is proposed without the assumption of input-
to-state stability (ISS). The proposed method uses sampling
states to update the controller and the adaptive control law.
A dynamic threshold for ETC is used as compared to a
constant state-dependent threshold. NN weights and controller
are only updated when the desired control specification cannot
be guaranteed.
An adaptive NN tracking controller-based event-triggered
technique for pure-feedback systems is proposed in [32]. The
mean value theorem is used to transform the pure-feedback
nonlinear system into a strict feedback nonlinear system. A
NN approximates the tracking error in finite time. ETC is used
to obtain a large threshold and Zeno behaviour is also avoided.
The adaptive NN ensures that all the signals in a close loop
are bounded and verified by Lyapunov stability theory.
B. Reinforcement Learning
A joint learning algorithm using RL and STC has been
proposed in [57]. The authors utilize a Gaussian process (GP)
formulation model which will learn the dynamics of the plant.
A MPC is formulated, and the optimal control problem is
solved for each time step based on knowledge about the
dynamics learned by the GP. A STC using GP regression for
NCSs with unknown system dynamics is introduced in [57]
and extended in [51]. To design the STC, an optimization
problem is formulated to find the optimal control input and
inter-communication time step using GP dynamics of the plant.
In contrast to [57], the authors in [51] formulate a RL-based
value iteration algorithm that jointly learns the dynamics of the
plant using the GP model and the STC, aiming to reduce the
number of communication time steps for the NCSs. The main
assumption in this work is that the communication network
is ideal, which means no packet loss and no delays. The
authors assume that the dynamics of the plant are unavailable
and the agents communicate at each time step so that the
learning agent can efficiently collect the data to learn the
dynamics of the plant. The authors divide this framework into
two parts, execution phase and learning phase. During the first
phase, the STC is implemented in e-greedy fashion, in which
a random control input with one step inter-communication
time is sampled, otherwise, the computed optimal control and
communication policy is executed. In the second phase, the
learning phase, the learning agent utilizes the training data to
update the GP model of the plant and compute the optimal
control and communication policies.
1) Critic Only: Model-free RL is utilized to simultaneously
learn an optimal ETC and the model of the system through
an identifier-critic architecture in [21]. More precisely, the
identifier NN is used for learning the system dynamics and
the critic NN is used for obtaining the event-triggered op-
timal controller. Standard back-propagation algorithm and e-
modification methods are used together to update the identifier
NN. Modified gradient descent method is also used for tuning
of the critic NN. Closed-loop system stability is analyzed
based on the Lyapunov method and a single link robotic
arm system is chosen as a nonlinear example for simulation.
However, this method could not be applied to input-non-affine
nonlinear systems.
H∞ event driven control design based on ACL is devel-
oped to cope with the data-based optimization for a class
of unknown nonlinear systems in [52]. A two-player zero-
sum differential game is used to formulate a nonlinear H∞
control problem. A data driven neural learning identifier is
combined with the event driven design to design the controller.
A unique critic network is considered to solve the event-
driven HJI equation. However, disturbance updating is in the
time-driven mechanism which will necessitate to choose the
prescribed level of disturbance attenuation appropriately to
keep the event-triggering threshold non-negative.
2) Actor-Critic: In [56], an infinite-horizon optimal adap-
tive learning problem is formulated to design the control and
triggering mechanism for a model-free system. Based on Q-
learning, a model-free approach has been derived which will
also guarantee the exclusion of Zeno behaviour. An actor-critic
structure is selected to adaptively tune the ETC and Q-function
for a model free system using RL.
Similar to [56], infinite horizon integral control is used in
[58]. The authors first transform the event-triggered robust
nonlinear control problem into an event-triggered nonlinear
optimal control problem by constructing an infinite horizon
integral cost for the nominal system. Then the robust ETC
of the original system can be derived via solving the event-
triggered nonlinear optimal control problem.
In contrast to [56], [58], an adaptive tracking control based
on dead-zone event-triggered RL is presented in [55] for a CT
8TABLE II: Existing event/self-triggered model free control systems proposed in the literature - model free learning
Reference System
Type
Learning
Approach
Comm
policy
Control
policy
Multi-
agent
Distributed Control
Mechanism
Experimental
Validation
Self-
Triggering
[47] Affine
Nonlinear
(CT)
NNs 7 3 7 7 State
Feedback
7 7
[50] Affine
Nonlinear
IRL 7 3 7 7 Adaptive
Control
7 7
[21] Affine
Nonlinear
RL 7 3 7 7 HJB 7 7
[12] Nonlinear DRL 3 3 7 7 LQR 7 7
[51] Nonlinear RL 3 3 7 3 Optimal
control
7 3
[52] Nonlinear
(CT)
RL 7 3 7 7 H∞ Control 7 7
[53] – DRL 3 3 3 7 LQR 7 7
[54] Nonlinear DHP 7 3 7 7 Optimal
Control
3 7
[55] Nonlinear
(CT)
RL 7 3 7 7 Adaptive
Control
7 7
[49] Nonlinear NNs 7 3 7 7 Backstepping
Control
3 7
[48] Nonlinear NNs 7 3 7 7 HJB 3 7
[32] Nonlinear NNs 7 3 7 7 Backstepping
Control
3 7
[56] Linear RL 3 3 7 7 LQR 7 7
nonlinear system with external disturbances and unmodeled
dynamics without the PE condition and initial stabilizing
control. To approximate an unknown long-term performance
index and controller, critic and action NNs are used. The
weight errors are UUB. To demonstrate the operation of
the developed controller, an autonomous underwater vehicle
model is chosen for their simulation.
A dual heuristic dynamic programming (DHP) strategy
together with self-learning optimal regulation for an event-
driven algorithm has been proposed in [54]. The DHP strategy
is used to formulate an event-based optimal regulation for
DT nonlinear systems to reduce the cost. The ISS analysis
is proposed for a nonlinear plant. DHP is a sub-domain of
ADP and is used to solve the HJB equations. As shown in
Fig. 5, the solid lines represent the flow of state information
and the dashed lines represent the back propagation path for
both action and critic networks.
System
States
Event-triggered
Control
Action Network Zero-order Hold
Network
Model
Critic Network -
Fig. 5: Event-triggered Adaptive Critic Architecture. [54]
C. Deep Reinforcement Learning
Combining RL with a DL algorithm to create an efficient
algorithm is DRL. In [12], DRL has been used to simultane-
ously learn control and communication behaviour of a model-
free system and then utilised this DRL for ETC to reduce
sampling. A RL problem is formulated as a resource-aware
control strategy where the learning agent optimizes its control
input and communication decision to maximize the expected
reward over the time horizon. The reward function comprises
of two terms, one is to capture control performance and the
other gives a reward for time steps without communication.
Two learning ETC approaches are proposed, in the first
learning approach, only communication is considered using
feedback control, but in the second learning ETC approach,
both control and communication are simultaneously consid-
ered and called end-to-end learning. In terms of ETC, end-to-
end learning emphasises on learning both communication and
control simultaneously, rather than separating them. During
the training of the agent, it receives negative rewards for
bad performance and communication. In an episodic RL task,
the agents interaction with the environment is divided into
episodes. An agent receives a constant positive reward to
prevent an undesired early termination of the episode. The
authors use joint learning for control and communication
which uses a parameterized action space Markov decision
process to reduce communication. The limitation of this work
is the use of zero-order hold at the actuator, since in zero-
order hold the actuator holds the previous value and needs to
communicate to update its value.
V. OPEN ISSUES
Following from our review of the literature, we can iden-
tify a number of open issues and challenges for ML based
ETC/STC systems. We outline some of the key issues in the
following and suggest approaches to address them.
A. Communication unreliability
Reliable streaming of data in real-time is particularly de-
sired for wireless automation, where real-time system state
information from remote observers is required to determine
appropriate control actions. Network-induced imperfections
and constraints such as long and variable communication
delays as well as packet errors and loss often occur in wireless
communication networks. This is caused by erroneous wireless
9channels and contention in multi-access wireless communica-
tion [59]. Especially quantization errors, communication delay
and packet loss can cause instability in closed-loop control
systems. To the best of our knowledge, the existing work on
ML-based event driven control have not considered the impact
of network-induced imperfections in their learning algorithms.
In other words, they assume a perfect communication scenario
in the sensor-controller communication link and controller-
actuator communication link.
Ignoring network-induced imperfections makes the current
results on ML based event driven control superficial in real-
world scenarios. Therefore, developing a framework that con-
siders relevant network-induced imperfections is necessary by
extending and integrating current results. To cope with com-
munication delay and packet dropout, several measures need
to be taken into account including: (i) building new data sets
(ii) adapting learning techniques based on the imperfections
(iii) developing strategies to tackle packet loss and delay.
In the following, we present the impact of communication
imperfections on ML-based event driven control in more
detail.
1) Quantization Error: This error occurs during the process
of converting signals from analog to digital as a result of
transmission of a plant’s state information from a plant’s
sensor to the controller/ learning agent. All ML-ETC methods
reviewed in this survey consider perfect quantization (i.e., er-
rorless quantization), which limits their application in sensitive
control system. Moreover, quantization plays a significant role
in event driven control systems. As mentioned in ETC, an
event is triggered by comparing the norm of state or norm
of the state error which is a function of the plant’s real
state information. Both of these comparisons are considered
based on non-quantized measurements that are assumed to be
known with certainty in papers we reviewed. This assumption
might lead to system instability in practical scenarios [60].
Therefore, triggering conditions should be devised based on
the available quantized state values. For example, the problem
of ETC design of CT linear networked systems is considered
with quantizations [61]. Note that various types of quantizers
are available in the literature such as, static, logarithmic, or
dynamic quantizers [62]. The impact of these methods needs
to be considered in future research studying ML-based event
driven control.
2) Packet Loss: In most previous ML-ETC studies, it is
assumed that the information transmitted by a transmitter is
always successfully received at the receiver. However, this
is not the case in practice. If the packet transmitted from
sensor to controller or controller to actuator is lost, then
the ML-ETC will have no information on the current state.
Various approaches can be adopted to tackle the impact of
packet loss in ML-ETC system. One potential approach can
be the prediction of the lost packet and then the predicted
states can be utilized to find the control input. Suitable error
correction code design can be another approach to mitigate the
packet loss issue, which can be achieved by either forward
error correction (FEC) or backward error correction (a.k.a.
Automatic Repeat reQuest, ARQ). For example, authors in
[63] proposed Deep Reed-Solomon (DeepRS) coding, as a
novel FEC algorithm which predicts packet loss with deep
NNs to determine the amount of redundant packets. Although
there is work in the literature that tries to combine event
based control or ML to cope with packet loss, most of
these make assumptions that limit the applicability of the
proposed methods. For instance, [64] extends event based
state-feedback control to cope with communication delays and
packet losses. The maximum tolerable communication delay
bound is found that guarantees the event-based state-feedback
control is stable. The results are shown for a communication
links with additional packet losses. However, the dynamics of
the plant are considered to be accurately known, the states are
measurable and the communication delay is bounded. From
a control perspective, robust controllers [65], [66] and MPC
[67] are well-known to be robust against packet loss and
delay in NCSs, however, performance of these methods usually
depends on accuracy of dynamic model which may not always
be feasible. Even if dynamics model are available, the model
of the system might change because of dynamically changing
environment which can deteriorate the performance of closed-
loop system. This issue can be addressed with help of ML.
3) Network Delay: As mentioned earlier, existing ML-
ETC methods have not considered communication delays in
their problem formulation. In wireless control systems, there
are sensor–controller delays, controller–actuator delays and a
controller’s processing delay. In control theory, these delays
cause phase shifts that limit the control bandwidth and affect
closed-loop stability, [68]. In order to overcome the pernicious
effects of delay on closed-loop systems, ML can be used
in various ways. For example, the average end-to-end delay
in communication networks can be modeled accurately using
NNs leading to better control with sufficient knowledge of
delay uncertainties [69]. ML can be used for learning of
models to cope with various uncertainties such as delay and
packet loss. For example, in [70], an MPC designed for
Unmanned Aerial Vehicles (UAVs) and a GP is applied to
learn an unknown nonlinear model, whereas [71] also applied a
GP based approach to compensate for random communication
delays which is independent of the UAVs dynamic model. In
fact, the pattern of network-induced effects is learned. While
literature presented ML algorithms to learn model of system
and to be robust against delay, delay has not been considered
in ML-ETC methods.
B. Mobility Aware Communication and Control
Mobility has a significant impact on real-time and sensitive
control applications such as autonomous cars, robots, un-
manned aerial vehicles, and vehicle platoons, where the objects
are usually highly dynamic in motion. Event triggered control
can be a potential tool for these applications to ensure the
real-time and reliable control actions while saving on wireless
communication resources.
Current works on ETC either consider static agents or they
use the predefined mobility model where agents can only move
in particular directions which makes the practical implementa-
tion of the system model difficult. ML can be used to learn the
behaviour of a system from experience, therefore ML can be
10
combined with ETC while considering the impact of mobility
on the system model. The consideration of availability of
the mobility model is limiting the scope of application. To
overcome this problem a learning technique can be used, and
a preliminary attempt has been made in [72], where a data
driven mobility model is developed. Event detection analysis
is conducted based on GPS location readings. This mobility
model can be further extended where both the local and mobile
host can learn the location of each other using ML algorithms
and develop the mobility model based on their experience.
C. Internet of Things and Cyber-Physical Systems
Internet of Things (IoT) devices are growing so rapidly
that in the near future the internet connectivity of ‘things’
will outstrip the connectivity of the world’s population. In
[73], the authors discussed that in smart factories, an IoT
based architecture is used, where the architecture consists of
manufacturing applications which are the main application
running for a manufacturing process. Furthermore, the author
shows that the use of IoT in smart factories has led to a new
paradigm, called the Cyber-Physical Systems (CPS) which are
combined with digital twin technology. The CPS platform
which needs to be built based on the IoT platform needs
to cover different aspects such as device management and
collaboration with other devices in the future.
1) Scalability: Scalability is one of the important parameter
that need to be considered for IoT and CPS [74], [75]. As the
number of agents attached to an IoT system increases, it is
challenging to built event triggered control for such a system.
For example, in a centralized structure if the number of agents
is large and one of the agent becomes unstable, then it may
be difficult to execute ETC since it needs to encounter the
worst case transient for every agent. Therefore, scalability of
the system should be given significant attention so that ETC
can be implemented. One way to encounter large scale CPS is
to use learning parameters so that if any of the agent becomes
unstable, the controller can then use the previously learned
dynamics of the unstable agent.
2) Cloud/Edge Computing: In ML-based ETC systems,
agents will often need to execute sophisticated ML and control
algorithms. Specially ML algorithms can be computationally
extensive due to their complex nature. Moreover, for ML-
based ETC system these computations needs to be performed
in real-time. Due to hardware constraints, it may not always
be feasible to perform the ML tasks on an agents hardware
platform. One feasible solution is to offload parts or all of the
computational tasks of an ML-based ETC system to cloud or
edge nodes [76], [77]. Those nodes can perform the compu-
tation and feedback the necessary information to the agents
to assist in the decision making process. In future, extensive
research needs to be carried out on the aspects of cloud/edge
computing in ML-based ETC system. For example, issues
such as assignment of different tasks to different computing
components and locations or communication policy between
the agents and cloud/edge nodes needs to be thoroughly
investigated.
D. Joint Learning of System and Network Models
Managing the wireless network can play a pivotal role when
the control actions are performed over wireless channels. In
a real-world scenario, both the system model and network
model may change rapidly. The significance of learning the
system model has been understood and several attempts of
using different ML techniques to learn the dynamics of the
system model (as discussed earlier) have been presented. Still
the literature assumes that the network model is perfect and is
always available to the controller, which may not be the case
in a practical scenario. The network model also needs to be
learned in real time to achieve the best performance for ETC.
A preliminary attempt has been carried out in [53], in which
DRL is used to learn the communication network dynamics
instead of the model of the plant as shown in Fig. 6.
Controller
Model Learning
Multiple
Channels
Network
Actuator Dynamic States ofSystem
Learning
communication
Channel
Fig. 6: Joint Learning of System and Network Model. [53]
In large scale NCSs, the number of subsystems may be
distributed over a wide area [78]. The impact of controller
awareness on large scale NCSs scheduling decisions is ad-
dressed separately in [53]. This is the first work on transmis-
sion scheduling for control signals over shared communication
channels. The authors use DRL based iterative resource alloca-
tion (DIRA), in which the DIRA uses system state information
and performance feedback (control cost evaluations) to achieve
optimal control and optimize resource allocation. Further,
DIRA can adapt to a given control policy which allows for
such performance feedback. The proposed framework does not
require the network model and it implicitly learns the network
parameters using DRL. This work can be further extended by
using DIRA for state estimation and scheduling of the sensor-
controller link along with a time varying controller-actuator
link.
E. Energy Efficient ML-based ETC
ETC considers a threshold to trigger control actions, re-
sulting in an aperiodic system that is capable of saving
computation and communication resources [79]. ETC can
sometimes benefit from even better performance while using
a smaller sampling frequency, in comparison with time-driven
control [80]. Combining ETC with ML makes it more robust
to disturbances and uncertainties and can make it more energy
efficient.
In [20], event triggered MPC is combined with SL to
become adaptive to uncertainties and robust to state estimation
errors. While standard MPC and event-triggered MPC do
not compensate for uncertainties, which can cause tracking
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errors, learning-based event-triggered MPC can achieve ac-
curate tracking result similar to standard MPC. Simulation
results show that trigger instances can be reduced for learning-
based event-triggered MPC in comparison with event-triggered
MPC, which highlights the important role ML can play for
energy savings. In [14], model learning is used in an ETL
framework when the existing model is not accurate. Benefits
of learning system dynamics are demonstrated through a nu-
merical study. After learning, better tracking performance and
control signals are observed in comparison to before learning.
Learning also led to an increase in intercommunication time
which results in less communication. A study of a wireless
body sensor network for pitch angle measurements of a human
foot in [28] show that ETL can results in significant resource
saving without changing the accuracy of the transferred signal
compared to ETSE.
Therefore, ML-based ETC can be more energy efficient
while maintaining accurate performance. While the literature
suggests that ETC can reduce communication and leads to
energy saving, we believe applying ML to ETC can yield
even further increases in control accuracy and decreases in
communication instances.
F. Security and Privacy
In a multi-agent or NCSs, where different nodes commu-
nicate with each other, security and privacy can be a critical
issue. Specifically, security and privacy will be a fundamental
challenge to the adoption of a large scale NCSs. However,
what are the challenges and what are the potential solutions
in the context of ML-based Event-triggered approach? The
design, implementation and operation of NCSs in IoT envi-
ronments still face many challenges in security and privacy
due to the increasing deployment of distributed and networked
architectures and more sophisticated attacks.
1) Security: By levering shared networks with IT appli-
cations, industrial control system operations can be targeted
by adversaries finding a way into the automation network
using remote access. This can cause serious physical con-
sequences on the components of physical processes and can
have a significant impact on people/infrastructure, if the attack
is successful. Cyber-physical attacks are usually difficult to
detect and during the attack, the failures are densely correlated,
unlike normal physical failures/faults of industrial control
system components. One important topic is thus the design of
resilient control algorithms. Secure control aims at ensuring
accurate system state estimates are acquired and improving
NCSs resilience to drive the system state back to a stable
region during the attack period.
In [81], [82], cyber-physical attacks on control systems have
basically been classified as deception attacks and denial-of-
service (DoS) attacks. Deception attacks are represented by
lack of integrity where the adversary can launch attacks on
the perception execution layer by compromising sensor or
controller signals, [83]. On the other hand, DoS attacks to
communication networks are represented by lack of availabil-
ity where the adversary can jam the communication channels
(or increase latency on communication) between controllers
and the field devices to prevent sensing and/or control devices
from sending data.
In the literature, an event-triggered strategy was applied to
security of NCSs. Research in this area covers attack detection
and mitigation. A common feature of most results in secure
ETC and attack detection is that the communication rules are
designed such that the data transmission rate is determined by
the dependence of the presence/absence of attacks to maintain
system stability under DoS attacks [84]–[90] and deception
attacks [91]–[93].
2) ML in adversarial environments: Applying ML to learn
and update models from the available data is shown to improve
control algorithms. However, the cyber-security of ML models
against attacks is another important challenge to be addressed.
As discussed in [94], deploying trained models in distributed
settings or cloud environments and the dynamic nature of such
models contribute to the vulnerabilities in ML systems which
can be exploited by attackers. In [95], support vector machines
(SVMs) has been shown to be vulnerable to poisoning attacks
in which the attacker can inject new samples or flip labels
during the training phase. In [96], the authors studied the
adversarial attack on a RL system by adding perturbations
to inputs of NN policies which can degrade the performance
of the model. This makes a robust design of ML algorithms
against adversarial attacks [97] an important topic of research
in ML-based ETC applications.
3) Privacy: As mentioned earlier, due to the expensive
computation required for training ML and often required asso-
ciated large data storage, learning-based estimation and control
tasks can be moved into edge or cloud systems [98], [99].
However, the learned models may be deployed in different and
possibly untrusted cloud services. In this context, a general
workflow of cloud-based control approaches is outlined as
follows: (i) sensor measurement and control data are collected
in a distributed fashion from multiple agents locally, (ii) the
collected data are sent to the cloud via the IoT gateway, and
(iii) in the cloud, the data are used by ML algorithms to
learn the system dynamics and train the models that can be
used for future communication demand predictions. Preserving
the privacy of sensitive data that are generated from the
control systems for ML model training poses a key challenge
in which the clients who want to keep local process data
as private as possible. There is ongoing research on ML
and data privacy in cloud-based control including federated
learning (FL) [100], differential privacy (DP) [101], [102], and
information-theoretic approaches, see [99] and the references
therein.
The application of a federated optimisation framework can
use non-cloud-based approaches such as edge computing for
training a global ML model on datasets distributed across mul-
tiple agents to address the challenges outlined above, [100].
In this framework, agents train the received model using their
local training data and return only the learned models for
iterative aggregation at a central server. This enables sensitive
data to remain on premise. Specifically, the trained ML model
that is satisfied for predictions is based not only on the
dynamics of one agent, but also on those of other agents, thus
similar to a cloud-based solution, but without compromising
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data privacy.
To protect the privacy of ML from being traced back, this
can be achieved using randomised algorithms from DP, [102].
Differential privacy is a probabilistic privacy mechanism to
protect private data by adding random noise to sensitive data
while maintaining data attributes or their statistical properties.
As discussed in [101], the differential privacy can be applied
to the inputs transmitted to a dynamical system. Kalman fil-
tering mechanism to preserve the DP of the input data against
adversaries is derived in this work, hence providing the trade-
off between privacy and utility. In [103], a distributed ETC
framework is applied for privacy-aware multi-agent networks.
In this paper, the differentially private consensus problem is
studied in order to improve the privacy and communication
performance of a networked multi-agent system.
It appears that the study on privacy-preserving NCSs is
still immature. Numerous directions of study are open for
end-to-end learning based networked control, e.g. federated
optimisation setting with DP can be also extended to the design
of a distributed ML algorithm for an arbitrarily connected
communication network with multiple servers to further im-
prove the learning system and communication performance.
This allows data privacy protection and collaborative ML to be
combined in data protection-aware NCSs applications subject
to communication constraints.
VI. CONCLUSIONS
This article provided a survey of current ML techniques
combined with ETC. We begin our discussion by pointing
out the challenge of scarce bandwidth resources available to
NCSs and how event-triggered communication can address
this challenge. Further, we reviewed various articles which
point out the limitation of implementing ETC for practical
NCSs and potential solutions to those. Most of the literature
pointed out that availability of the model to the controller is
one of the most significant challenges for the implementation
of ETC for NCSs. ML as a key technique is capable of
addressing problems of changing dynamics in practical NCSs
by learning a whole or parts of a model. Based on the extent to
which part of a model is available to the controller and learning
agent, we classify these systems into two groups, namely
model-based and model free. In model-based, an initial model
of the system is available to the controller but is dynamically
changing and on the other hand, in model free no information
of the model is available to the controller. In both cases ML
is used to either learn the model or update an initial model
to follow changing system dynamics. Different authors uses
different ML techniques to learn the dynamics of the system
based on past experience. While there is a broad range of
ML techniques in the literature, ML based ETC appear to
use mainly supervised and (deep) RL approaches. Although
ML-based ETC approaches have shown promising results to
address the various challenges outlines here, there is still much
scope to enhance existing ML approaches further or develop
new solutions that address existing challenges. Among those
we pointed out in particular how ML can address learning
the network as well as the system model, how the movement
of agents affects the model, security and privacy issue. We
concluded with providing potential solutions to some of these
open issues.
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