Received zzz, revised zzz, accepted zzz Individual patient data (IPD) meta-analyses are increasingly common in the literature. In the context of estimating the diagnostic accuracy of ordinal or semi-continuous scale tests, sensitivity and specificity are often reported for a given threshold or a small set of thresholds, and a meta-analysis is conducted via a bivariate approach to account for their correlation. When IPD are available, sensitivity and specificity can be pooled for every possible threshold. Our objective was to compare the bivariate approach, which can be applied separately at every threshold, to two multivariate methods: the ordinal multivariate random-effects model and the Poisson correlated gamma-frailty model. Our comparison was empirical, using IPD from 13 studies that evaluated the diagnostic accuracy of the 9-item Patient Health Questionnaire depression screening tool, and included simulations. The empirical comparison showed that the implementation of the two multivariate methods is more laborious in terms of computational time and sensitivity to user-supplied values compared to the bivariate approach. Simulations showed that ignoring the within-study correlation of sensitivity and specificity across thresholds did not worsen inferences with the bivariate approach compared to the Poisson model. The ordinal approach was not suitable for simulations because the model was highly sensitive to user-supplied starting values. We tentatively recommend the bivariate approach rather than more complex multivariate methods for IPD diagnostic accuracy meta-analyses of ordinal scale tests, although more research is needed with different scenarios to determine if there is a similarly minimal loss of efficiency with the bivariate models in other types of diagnostic data.
Introduction
Diagnostic and screening tests are used to attempt to distinguish between diseased and healthy patients with the true disease status being determined by a gold standard. Diagnostic accuracy studies evaluate the performance of a test with respect to its classification ability. While other measures are also used (Eusebi, 2013) , the probability of correctly identifying diseased patients (sensitivity) and healthy patients (specificity) are most commonly used to quantify diagnostic accuracy.
Conventional meta-analyses of diagnostic accuracy have traditionally pooled only one pair of sensitivity and specificity estimates across studies. For ordinal-scale diagnostic tests, where test results fall in multiple, ordered categories, different thresholds may be explicitly defined to classify a result as positive or negative. In this situation, conventional meta-analyses have typically focused on one threshold of interest and produced summary results for that threshold.
Two statistically rigorous methods are commonly used in practice for conventional meta-analyses of diagnostic accuracy: the bivariate random-effects model (Chu and Cole, 2006; Reitsma et al., 2005) and its Bayesian counterpart, the hierarchical summary receiver operating characteristic model (HSROC) (Rutter and Gatsonis, 2001 ). Both methods reflect two important characteristics of such meta-analyses. First, the negative correlation between sensitivity and specificity within studies is accounted for by pooling the two measures simultaneously (Riley, 2009; Moses et al., 1993; Rutter and Gatsonis, 2001 ). This correlation arises explicitly when primary studies use different thresholds to define positive and negative test results, or implicitly through differences in equipment, measurements and population characteristics. The threshold effect has a clear impact on sensitivity and specificity: as the threshold used to identify a likely case becomes stricter, the sensitivity of the diagnostic test decreases while the specificity increases (Moses et al., 1993; Reitsma et al., 2005) . Second, heterogeneity between primary studies is to be expected, and is accounted for by using a mixed model approach or a hierarchical framework. Although it has been demonstrated that the two methods are equivalent in many circumstances (Harbord et al., 2007) , they reflect different inferential approaches. While the bivariate random-effects model estimates summary measures of sensitivity and specificity, the HSROC model suggests estimating a summary ROC curve. A receiver operating characteristic (ROC) curve is a plot of all pairs of sensitivity and specificity derived from every possible threshold. The summary ROC curve has the advantage of describing the overall diagnostic accuracy of a test at the cost of assuming the existence of such curve, and making several parametric assumptions about it.
As diagnostic studies of ordinal-scale tests typically report pairs of sensitivity and specificity for various sets of thresholds, it may be more interesting from a clinical perspective to obtain summary diagnostic accuracy results for all published thresholds (Riley et al., 2014; Dukic and Gatsonis, 2003) . A simple approach would be to meta-analyze each threshold separately with a conventional meta-analysis to produce pooled sensitivity and specificity estimates for all published thresholds. However, diagnostic studies are prone to selective reporting of thresholds, where thresholds that perform better within a given dataset are more likely to be published (Levis et al., in press) . It has been shown that selective reporting of thresholds biases conventional meta-analyses by exaggerating the accuracy for some thresholds (Levis et al., in press ).
In addition to numerous other advantages (Riley et al., 2010) , using individual patient data (IPD) instead of aggregated data can address the problem of selective cutoff reporting since IPD meta-analyses can include results from primary studies from both published and unpublished thresholds. When IPD are available, sensitivity and specificity can be estimated for all possible thresholds in each study, and an IPD meta-analytic method can then take advantage of the available information to produce pairs of pooled sensitivity and specificity over the entire range of thresholds.
One way to analyze IPD for diagnostic test accuracy is to use a conventional method to meta-analyze each threshold separately. However, this approach ignores the correlation between sensitivities and specificities across thresholds within each study. Alternatively, a multivariate meta-analytic method can be applied to all thresholds simultaneously, and thus correctly account for data dependencies. Several methods have been proposed to accommodate this complex framework (Hamza et al., 2009; Putter et al., 2010; Dukic and Gatsonis, 2003) . The multivariate random-effects model (Hamza et al., 2009) suggests estimating a parametric ROC curve using all thresholds simultaneously. A similar method (Dukic and Gatsonis, 2003) also models a summary ROC curve within a Bayesian framework. Departing from these approaches, a Poisson correlated gamma-frailty model (Putter et al., 2010) , inspired by a method designed to metaanalyze heterogeneous survival curves, can be adapted to meta-analyze all thresholds of a diagnostic test simultaneously without assuming the existence of a ROC curve. Potential advantages of multivariate IPD meta-analyses over conventional approaches to IPD data mainly concern the validity of the inferences since they can accommodate the complex correlation structure arising from the data. The multivariate approach results in more precise estimates of the pooled effects of interest as the method utilizes additional information from the correlated effects, a concept known as borrowing of strength (Riley, 2009; Jackson et al., 2015) . However, this advantage can in turn be a disadvantage as more complex modelling techniques require more assumptions about the form of the underlying summary ROC curve and about the correlation structure.
The objective of this study was to compare two statistically rigorous multivariate methods to the conventional bivariate method for IPD meta-analyses of diagnostic accuracy, empirically and via simulations. This work aimed to investigate whether accounting for the within-study correlation across thresholds by using multivariate approaches noticeably improved the validity of the inferences for the pooled sensitivities and specificities over the range of thresholds. In other words, do more complex multivariate methods significantly outperform the simpler yet less theoretically appropriate bivariate method in terms of inferences for the pooled parameters? We used IPD data from a recently completed IPD meta-analysis (Levis et al., in press) and simulated data to address this question. The empirical comparison focused on the applicability of the methods, on the strength of each method in dealing with the complex correlation structure arising from the data, and on the concordance of the results. The simulations focused on factors that influence the inferences of the methods and on the estimation of the correlation structure.
Methods

Notations
Let i identify a primary study included in the IPD meta-analysis, i = 1, ..., m. Let D = d denote the true disease status of a patient as determined by a gold standard test, where "0" stands for healthy and "1" for diseased. We considered diagnostic tests with J + 1 ordered categories, where lower categories provided less evidence of the disease. Let Y denote the outcome of the diagnostic test and x d ij be the number of patients in study i with disease status d with test result falling in category j, j = 0, ..., J.
ik as the total number of truly healthy (d = 0) and truly diseased (d = 1) patients in study i.
In this situation, J thresholds were used to classify a test result as positive or negative. For each threshold j, j = 1, ..., J, the sensitivity of a test was defined by P(Y ≥ j|D = 1) and was estimated by J k=j x 1 ik /n 1 i within each study i. Similarly, for each threshold j, specificity was defined by P(Y < j|D = 0) and was estimated by j−1 k=0 x 0 ik /n 0 i within each study i. To match with the notations used in previous methodological papers, we worked with (1-specificity) defined by P(Y ≥ j|D = 0).
Bivariate random-effects model
The bivariate random-effects model (BREM) (Chu and Cole, 2006; Reitsma et al., 2005; Van Houwelingen et al., 1993) is commonly used for conventional meta-analyses of diagnostic accuracy (Jackson et al., 2011) . It meta-analyzes sensitivity and specificity simultaneously for one selected threshold, and thus correctly accounts for their negative correlation. With IPD available, the bivariate model can be applied to all thresholds separately to produce pairs of pooled sensitivity and specificity over the range of thresholds. While the model accounts for the negative correlation between sensitivity and specificity for each threshold, it does not account for the correlation of sensitivity and specificity across thresholds.
The bivariate model exploits the framework of the generalized linear mixed model (Chu and Cole, 2006) . For a fixed threshold T, denote θ 1 iT and θ 0 iT as the true (unobservable) study-specific sensitivity and (1-specificity) for threshold T in study i. Conditional on the random effects u 1 iT and u 0 iT , the bivariate model specifies two independent within study models as
ij is the number of true positive patients in study i when using threshold T, and
ij is the number of false positive patients in study i when using threshold T. Using the canonical logit link, we have
T being the targeted pooled logit sensitivity and (1-specificity) for threshold T, respectively, where logit(x) = log(x) − log(1 − x). Assuming a bivariate normal distribution for the random effects as
, the correlation between sensitivity and specificity for threshold T is estimated by −ρ T , for T=1, ..., J. To estimate the parameters of interestθ
0T and ρ T , the likelihood of the model is approximated by adaptive Gauss-Hermite quadrature (Zhang et al., 2011; Hamza et al., 2009) . In R (R Core Team, 2013) , the adaptive Gaussian method needs to be carried out with one quadrature point as the dimension of the random-effect parameters is greater than one, which is equivalent to the Laplace approximation. Estimation can be carried out using the function glmer() from the lme4 package (Bates et al.) in R or the PROC NLMIXED procedure in SAS software (SAS Institute Inc., 2003) .
Ordinal multivariate random-effects model
The ordinal multivariate random-effects model (ordinal model) (Hamza et al., 2009 ) analyzes pairs of sensitivity and specificity simultaneously for multiple published thresholds, and thus perfectly adapts to the situation where IPD are available. This model is a direct extension of the bivariate approach. It accounts for both the correlation between sensitivity and specificity at each threshold and the correlation of sensitivities and specificities across thresholds. The true study-specific logit-transformed sensitivity η ij and (1-specificity) ξ ij for threshold j are modelled as
where α and β are fixed effects intercept and slope parameters, u αi ∽ N(0, σ 2 α ) is a random intercept term, ξ j is the targeted pooled logit-transformed (1-specificity) for threshold j, ∆ i ∽ N(0, σ 2 ∆ ) is a study-level random effect and δ ij ∽ N(0, σ 2 δ ) is a study-and threshold-specific random effect. The model assumes that the δ ij 's are independent of u αi and ∆ i , and the covariance between u αi and ∆ i is denoted by σ α∆ . By noticing that Equation (2) defines study-specific parametric ROC curves, we can derive a parametric smooth pooled ROC curve from the model. A random slope effect may also be added to the model in (2) (Hamza et al., 2009) .
Previous distributional assumptions yield a multivariate normal distribution for the random effects with a compound symmetric covariance structure as
. . .
Given (α, β, u αi , ∆ i , δ ij ), the observed number of patients
The proportional odds logit model is used to link the probability parameters π 0 i to the linear predictor as shown in Equation (3). The pooled logit sensitivity for threshold j,η j , is derived using Equation (2) as
The ordinal model estimates the correlation between neighboring logit (1-specificities) within study i as
for k, l = 1, . . . , J, k = l, which is directly derived from (4). Similarly, it estimates the correlation between neighboring logit sensitivities within study i as
for k, l = 1, . . . , J, k = l, which is derived from (2), (3) and (4). The ordinal model also estimates the correlation between logit sensitivity and logit (1-specificity) at a given threshold k in study i as
for k = 1, . . . , J. SAS software can be used to estimate the model's parameters by approximating the log-likelihood through an adaptive Gauss-Hermite quadrature with five quadrature points using PROC NLMIXED (Hamza et al., 2009 ).
Poisson correlated gamma-frailty model
The Poisson correlated gamma-frailty model (Poisson model) was first introduced in the context of metaanalyses of heterogeneous survival curves (Fiocco et al., 2009a) , and has been adapted to meta-analyze diagnostic accuracy studies with multiple thresholds (Putter et al., 2010 ). This multivariate model correctly accounts for the negative correlation between sensitivity and specificity at each threshold, and for their correlation across thresholds.
Generally, sensitivity and (1-specificity) can be expressed in terms of survival probabilities as
Details on the construction of this multivariate gamma distribution have been thoroughly discussed elsewhere (Putter et al., 2010; Fiocco et al., 2009a,b) . The frailties entirely express the variability and correlation of sensitivities and specificities over the range of thresholds. The correlation parameter ρ thres characterizes a first order auto-regressive correlation structure to model sensitivities (likewise for specificities) across thresholds such that sensitivities for neighboring thresholds are more correlated than sensitivities from distant thresholds. The parameter ρ dis specifies the correlation between sensitivity and (1-specificity) at any given threshold value. By construction of the gamma distribution, it follows that corr(Z 
is the number of patients with disease status d and Y ≥ j − 1, in study i. Estimation of the hazards λ d j and of the correlation parameters can be carried out with a two-stage approach, using composite likelihood (Lindsay, 1988) . In the first stage, the fact that the margins Y In the second stage, maximum likelihood estimates of ρ dis and ρ thres can be obtained (Putter et al., 2010; Fiocco et al., 2009b,a) , using the estimates of λ d j , ξ 1 and ξ 0 from the first stage. A parametric bootstrap (Wehrens et al., 2000; Fiocco et al., 2009b ) is used to recover sensible standard errors for the estimated parameters and the corresponding sensitivities and specificities.
The negative binomial distributions in the first stage can be fitted using glm.nb() from the MASSpackage (Venables and Ripley, 2002) in R, with a log-link and log(r d ij ) added as an offset. Maximization of the loglikelihoods in the second stage can be carried out with optimize, also in R.
Application to the 9-item Patient Health Questionnaire
The 9-item Patient Health Questionnaire (PHQ-9) (Kroenke and Spitzer, 2002 ) is a screening tool for major depressive disorder (MDD). Test scores range from 0 to 27, and higher scores indicate more severe symptoms of depression. A score of 10 or greater has been recommended as the threshold for identifying probable depression (Kroenke et al., 2001; Wittkampf et al., 2007; Gilbody et al., 2007b; Kroenke and Spitzer, 2002; Spitzer et al., 1999) . Despite this, a recent conventional meta-analysis found that various thresholds were reported in the literature for the diagnostic accuracy of this test (Manea et al., 2012) .
For the present study, we used IPD data from 13 of 16 primary studies included in a recently published conventional meta-analysis of diagnostic accuracy of the PHQ-9 questionnaire (Manea et al., 2012; Levis et al., in press ). Studies were eligible for the original meta-analysis (Manea et al., 2012) if they (1) defined MDD according to standard classification systems; (2) used a validated diagnostic interview for MDD as the reference standard; and (3) provided sufficient data to calculate 2x2 contingency tables. In this work, we focused on thresholds 7 to 14 of the PHQ-9 questionnaire. A standard weighting procedure was used in the analysis for studies where sampling procedures were used, for instance, when only a random subset of patients with negative screens was administered a diagnostic interview (Levis et al., in press ). The bivariate random-effects model, the ordinal multivariate random-effects model and the Poisson correlated gamma-frailty model were applied to the PHQ-9 IPD dataset for this subset of thresholds. Table 1 summarizes the IPD dataset for thresholds 7 to 14 of the PHQ-9 screening tool. The sample sizes varied considerably across studies, ranging between 96 and 1024, and the number of cases of depression within each study was always small relative to the number of non-cases. Figure 1 shows the empirical ROC curve for each of the 13 studies. The study-specific curves varied over a wide range, suggesting that there was substantial heterogeneity across studies. Table 2 shows the estimated pooled sensitivities and specificities from the three methods, along with 95% confidence intervals. Overall, the BREM and the ordinal model were generally comparable whereas the Poisson model was often significantly different, especially for sensitivity estimates. Estimates of sensitivities, ranging between 0.50 and 0.97 across the 8 thresholds, were different across the three methods for each threshold. The Poisson model systematically estimated lower sensitivities for each threshold in comparison to the ordinal and bivariate models, whereas the bivariate model produced the highest estimates of sensitivity. For example, with threshold 9, sensitivity was estimated as 0.89 (95% CI: 0.79-0.95), 0.88 (95% CI: 0.80-0.93) and 0.80 (95% CI: 0.73-0.87) by the BREM, the ordinal model and the Poisson approach, respectively. Estimates of specificities were more similar across the three methods, ranging from 0.73 to 0.96 across the studied thresholds. In terms of precision, the ordinal approach systematically produced tighter confidence intervals than the two other models, which was due to the parametric assumptions in equations (2) and (3) (Putter et al., 2010) . Table 3 and Table 4 show the parameters estimated by the bivariate approach and the ordinal model, respectively. Pooled sensitivity and (1-specificity) were estimated on the logit scale for thresholds 7 to 14. The standard errors of the pooled logit sensitivities across thresholds were more stable with the ordinal model, ranging between 0.29 and 0.30, than with the bivariate approach, for which the standard errors ranged between 0.23 and 0.72. With the bivariate model, as the threshold value increased, the standard errors of the logit sensitivity decreased. The standard errors of the pooled logit (1-specificities) across thresholds were very stable with both methods, ranging between 0.12 and 0.15. Table 5 shows the parameter estimates from the Poisson model. The Poisson model estimated the hazards for the diseased and non-diseased groups for thresholds 1 to 14 in order to estimate sensitivity and specificity for thresholds 7 to 14 as in equation (9), but we only report hazards for the desired set of thresholds.
The three models explicitly assumed different correlation structures to characterize the relation of sensitivities (and specificities) across thresholds. The BREM assumed a correlation of zero by meta-analyzing all thresholds separately. Following (6) and (7), the ordinal model estimated the correlation of sensitivities (and specificities) across thresholds, for any pair of thresholds, as 0.99 (0.96), which appeared unusually high. The Poisson model characterized the correlation between sensitivities (and specificities) across thresholds via an autoregressive correlation structure, with the autoregressive correlation parameter estimated as 0.74 (SE: 0.11) from Table 5 . This meant that the correlation between neighboring thresholds was 0.74, and that this correlation decreased as thresholds were further apart.
The three models also considered the correlation between sensitivity and specificity at each threshold. For each threshold T , the BREM estimated the correlation between sensitivity and specificity with ρ T in Table 3 . These correlations were moderately high, ranging from 0.27 to 0.77. Following (8), the ordinal model estimated this correlation as 0.55 for any given threshold, which was consistent with the correlation estimates from BREM. The Poisson model estimated this correlation as 0.39 (SE: 0.17).
While the BREM was readily applicable in terms of data manipulation and computational time, the implementation of the Poisson model and the ordinal model was not straightforward. The meta-analysis of the PHQ-9 IPD dataset with the BREM took 1.85 seconds on a 2.9 GHz Core i7 MacBook Pro with 8 GB of RAM. The estimation of the Poisson parameters took 126 seconds on the same machine, with 110 seconds taken for the estimation of the correlation parameters ρ thres and ρ dis . This computational time did not even include the estimation of the standard errors via parametric bootstrap, which took over 15 h with 500 bootstrap samples on the same machine. The meta-analysis of the PHQ-9 dataset with the ordinal model was even more computationally intensive, taking over 48 h on a similar Windows PC machine. The ordinal model was very sensitive to user-supplied starting values for the curve parameters α and β (c.f. Eq. 2 and 3), for the pooled logit (1-specificities)ξ j in (3) and for the variance and covariance parameters σ 2 α , σ 2 ∆ , σ 2 δ and σ α∆ in (4). With the PHQ-9 meta-analysis, the model failed to converge when the set of supplied starting values was 0.5 unit below or above the final estimated values presented in Table 4 (see SAS example in Supplementary Material).
Simulations
As we highlighted in the empirical comparison, the ordinal model was very sensitive to user-supplied starting values, which may explain why Putter et al. encountered convergence failures (Putter et al., 2010) . For this reason, the ordinal model was considered unsuitable for our simulation studies. We therefore present results only for the BREM and the Poisson approach.
Data were simulated, roughly mimicking the PHQ-9 data meta-analysis. We considered a meta-analysis of 13 independent studies of a 9-category diagnostic ordinal-scale test, corresponding to 8 meaningful thresholds. We generated correlated sensitivities and specificities following a data generating mechanism used in Putter et al. (Putter et al., 2010) . For the 8 thresholds, we set the overall sensitivity/specificity to 0.94/0.74, 0.91/0.79, 0.88/0.83, 0.84/0.87, 0.79/0.89, 0.74/0.91, 0.67/0.93 and 0.57/0.95, respectively labeled as 1, . . . , 8, following the pooled sensitivities and specificities found with the PHQ-9 IPD dataset. After logit-transformation of the overall sensitivities and (1-specificities), we added random noise to obtain study-specific sensitivities and specificities for each threshold and for each study. The random noises were simulated from a multivariate normal distribution centered around zero (as in Putter et al., 2010) , with correlation structure defined as in equation (10). In plain words, this covariance matrix defined decreasingly correlated sensitivities (specificities) across thresholds and equally correlated sensitivity and specificity for identical thresholds. Referring to equation (10), we varied the strength of the correlation by setting ρ dis /ρ thres to 0.25/0.25, 0.25/0.75, 0.75/0.25 and 0.75/0.75. We also tuned the variability of the frailties by setting ξ 1 /ξ 0 to 0.1/0.05 and 0.25/0.1, which simulated more or less heterogenous sensitivities and specificities across studies. The number of cases within each study n i1 was simulated from a Normal distribution centered around n 1 with a standard deviation of sd 1 . The parameters n 1 /sd 1 were set to 50/40 and 100/80. The number of non-cases n i0 was simulated from a Normal distribution centered around 400 with a standard deviation of 150. The parameters of these Normal distributions were chosen to mimic the variation in sample sizes found in the PHQ-9 IPD dataset. Within each study, the diagnostic test data were generated as realizations of two multinomial distributions, for the cases and the non-cases, where the probabilities were derived from the simulated study-specific sensitivities and specificities (Putter et al., 2010) . All data simulation steps were performed in R, using the mvtnorm (Genz et al., 2014) and copula (Hofert et al., 2016) packages.
We characterized the impact of each data-generating parameter on inferences of the pooled sensitivity and specificity using an approach proposed by Chipman et al. (Chipman et al., 2015) . In the context of this simulation study, the measured outcomes of interest were the bias, absolute bias and mean squared error (MSE) of the estimated pooled sensitivity and specificity for each threshold. The factors investigated were: the threshold value (8-level factor), the strength of the correlation across thresholds ρ thres (2-level factor, 0.25 labeled as "low", 0.75 labeled as "high"), the strength of the correlation between sensitivity and specificity at a given threshold ρ dis (2-level factor, 0.25 labeled as "low", 0.75 labeled as "high"), the size of the between-study heterogeneity through the variability of the frailties ξ 1 /ξ 0 (2-level factor, 0.1/0.05 labeled as "low", 0.25/0.1 labeled as "high") and the sample size of cases (2-level factor, n 1 = 50 and n 1 = 100). These factors yielded to 2 × 2 × 2 × 2 = 16 simulation scenarios, each considering the bias in sensitivity and specificity for the 8 possible thresholds. Figure 2 shows the effect of each factor on the mean bias, mean absolute bias and MSE of sensitivity (left column) and specificity (right column). The bivariate model (black lines) and the Poisson model (light grey lines) were compared. The threshold value had the largest influence on the magnitude of the bias. Sensitivities for thresholds 6 to 8, corresponding to true overall sensitivities of 0.74, 0.67 and 0.57, respectively, were estimated with more bias than for thresholds 1 to 5, which corresponded to true overall sensitivities closer to 1. For example, referring to the middle-left figure in Figure 2 showing the mean absolute bias of sensitivity, the threshold value indicated with a "8", corresponding to a true sensitivity of 0.57, was estimated with more bias than all other thresholds for both the BREM and the Poisson models. Similarly, specificities for smaller threshold values, which corresponded to true specificities in the range 0.74 − 0.83, were more biased. Overall, the magnitude of the bias induced by the threshold value was very similar between the BREM and the Poisson model. The amount of between-study heterogeneity had a comparable impact on the magnitude of the bias of sensitivity and specificity: as expected, with both methods, sensitivity and specificity were estimated with more bias when underlying sensitivities and specificities were more heterogeneous (high) across studies. For both the BREM and the Poisson approach, the correlation between sensitivity and specificity at each threshold ρ dis as well as the correlation of sensitivity (specificity) across threshold values ρ thres had a greater impact on the estimates of sensitivity compared to specificity. For example, all scenarios with ρ dis set to either 0.25 or 0.75 estimated sensitivity with a higher MSE (bottom-left figure) compared to estimates of specificity (bottom-right figure). More interestingly, both models failed to estimate unbiased sensitivity and specificity with either low or high correlations ρ dis and ρ thres . In fact, except for the mean absolute bias of sensitivity, the Poisson model systematically estimated sensitivity or specificity less accurately than the BREM whenever the correlation ρ dis and ρ thres were set to 0.25 or 0.75. The effect of the sample size of diseased subjects on the MSE of sensitivity was slightly more important with the Poisson model than with the BREM, where, surprisingly, a larger sample size increased the MSE. Figure 3 further explores the relation between the threshold value and the mean bias in sensitivity and specificity. The two methods produced more accurate estimates of sensitivity and specificity when the true values were in the range 0.80 − 0.90. Both methods overestimated sensitivity when the true sensitivity was close to 1 and underestimated sensitivity when the true sensitivity was smaller than 0.80. Similarly, both methods underestimated specificity when the true specificity was smaller than 0.90, but slightly overestimated specificity when the true value was close to 1. Overall, the mean bias in sensitivity was larger with the BREM compared to the Poisson model for all threshold values while the mean bias in specificity was larger with the Poisson model compared to the BREM.
Our simulation study also investigated the ability of the two methods to estimate the correlation between sensitivity and specificity across thresholds, and at each threshold. Because the estimation of the correlation parameters ρ thres and ρ dis was very computationally intensive with the Poisson model, we focused our comparison on one chosen scenario. Table 6 shows results of this comparison. The BREM estimated correlation parameters close to the true value 0.25 with most thresholds. However, the BREM model failed to converge (failure rate) more often when true sensitivity decreased (or true specificity increased). The Poisson model underestimated the correlation between sensitivity and specificity at each threshold denoted by ρ dis . We were unable to correctly estimate the correlation parameter ρ thres in all simulated datasets. In fact, maximization of the second stage log-likelihood as mentioned in §2.4 always estimated ρ thres with a value around 0.001, which corresponded to the lower bound of the optimization interval. Extensive simulation results for all the considered scenarios can be obtained by contacting the corresponding author.
Discussion
Methods to meta-analyze IPD for diagnostic accuracy of ordinal or quasi-continuous scale tests are not well-established. The focus has often been on methods to meta-analyze published results from diagnostic accuracy studies which report a pair of sensitivity and specificity for one or more thresholds, but not necessarily for the same set of thresholds across studies (Riley et al., 2014; Dukic and Gatsonis, 2003) . However, it was recently shown that relying on such published results can produce biased estimates due to selective cutoff reporting, which can be addressed using IPD meta-analysis (Levis et al., in press ). Our comparison, empirical and via simulation studies, focused on three statistically rigorous methods to meta-analyze IPD of diagnostic accuracy studies.
The application to the PHQ-9 IPD dataset focused on the analysis on a subset of clinically relevant thresholds. This choice was motivated by previous meta-analyses of the PHQ-9 ( Levis et al., in press; Manea et al., 2012) which included the standard cutoff 10 and further extended their analysis to the subset of clinically relevant thresholds 7 to 15. However, threshold 15 could not be included in our empirical comparison because of the computational complexity of the ordinal model, which was in part attributable to the SAS software version 9.3 used for the data analysis. Nevertheless, this constituted a major drawback of the ordinal model as all IPD information could not be exploited even when it was available.
Our empirical comparison using the PHQ-9 IPD dataset highlighted several differences between the three models. From a practical perspective, the meta-analyses performed with the BREM and the ordinal model found that the PHQ-9 had an excellent diagnostic accuracy for the set of considered thresholds whereas the application with the Poisson model found a substantially weaker accuracy of the test. Thus, it is possible that the choice of modelling might even affect whether one would recommend or not the diagnostic test for clinical application. At each of the 8 investigated thresholds, the estimates of specificity were very similar across the three models. Stability of the specificity estimates was likely due to the large number of non-cases in each study. Estimates of sensitivity were less stable, and the Poisson model estimated significantly different sensitivities compared to the BREM and the ordinal model across the 8 thresholds. The BREM produced less precise estimates of sensitivity: the variance of the pooled sensitivity estimates decreased as the threshold value was less stringent. As the BREM used logistic regression to estimate the model parameters, the standard errors of the regression coefficients depended on the term p j (1 −p j ), j = 1, .., J, wherep j was linked to sensitivity at threshold j following (1). This produced higher standard errors at the extremes ofp i.e. for more stringent thresholds where sensitivity was closer to 0 or 1 (Hosmer Jr and Lemeshow, 2004) . Overall, the two multivariate methods, which analyzed all thresholds simultaneously, produced smaller standard errors for sensitivity and specificity compared with the BREM. This was an advantage of the two methods, and can be explained by the fact that the two multivariate methods borrowed strength across thresholds (Riley, 2009; Jackson et al., 2015) . Our empirical comparison further emphasized how each method accounted for the correlation structure induced by the data. Within studies, sensitivities and specificities across thresholds were derived from data on cases and non-cases, respectively, using different rules, implying that as the threshold value increased, sensitivity decreased while specificity increased. This relationship explicitly induced a negative correlation between sensitivity and specificity, which was correctly accounted for by each method. With this relationship, sensitivities and specificities were also each correlated across thresholds, and it was reasonable to think that the correlation between neighboring thresholds was larger compared to between non-consecutive thresholds (Hamza et al., 2009) . The choice of a realistic correlation structure was an asset of the two multivariate approaches, and the first order auto-regressive correlation structure assumed in the Poisson model may be more realistic than the compound symmetric correlation structure imposed by the ordinal model. Still, the ordinal method could be extended to model an auto-regressive correlation. The BREM failed to model this correlation by meta-analyzing pairs of sensitivity and specificity separately by threshold. The ordinal multivariate model was not suitable for simulations. Although the theoretical specification of the ordinal model was appealing, previous work (Putter et al., 2010) highlighted the sensitivity of the model to starting values and the complexity of the method. Sensitivity of the model to starting values was also a burden in this work, both in the empirical application and in the simulation study, where this issue prevented us from using the ordinal model in the simulations. The application of the ordinal model to the PHQ-9 meta-analysis was highly computationally intensive and complex both in terms of computational time and sensitivity to user-supplied values, which would make the model inaccessible to researchers with limited statistical knowledge (see SAS example in Supplementay Material). The computational burden of ordinal regression models was also highlighted in other similar situations (Dukic and Gatsonis, 2003) .
Our simulations thus only compared the performance of the BREM and the Poisson model. Overall, the two methods of analysis performed similarly in terms of mean bias, absolute bias and MSE of sensitivity and specificity. The choice of a threshold had a more important impact on the absolute bias in sensitivity and specificity than any other factor. More interestingly, the strength of the correlation between sensitivity (and specificity) across thresholds ρ thres did not have a important impact on the bias or MSE of the estimated sensitivity and specificity when comparing the BREM to the Poisson model. This suggested that ignoring this within-study correlation, and thus meta-analyzing thresholds separately, may not have a dramatic impact on the accuracy of the estimates. This finding should be investigated further in a simulation study with a wider range of scenarios investigated.
Moreover, our simulation study investigated how well the correlation structure induced by data of diagnostic accuracy was estimated. Both the BREM and the Poisson model sporadically failed to estimate sensible correlation parameters. The generalizability of this finding was limited given that we only considered one simulation scenario. Also, with the BREM, we only focused on one estimation method, the default Gauss Hermite Quadrature with one quadrature point implemented in R (Zhang et al., 2011) . In certain cases, increasing the number of quadrature points or using an alternate estimation method (e.g. Penalized Quasi-Likelihood or Bayesian approaches) may have produced more accurate results.
The generalizability of the results found in both the empirical comparison and the simulation study was limited to a specific type of diagnostic data. Studies in the PHQ-9 IPD dataset were very heterogeneous (c.f. Figure 1) , and the number of cases used to make inferences on sensitivities was always considerably smaller than the number of non-cases in each study. For example, in the empirical comparison, the differences between the three models found in terms of sensitivity estimates may have been less striking had the disease been very prevalent.
Our work was an extension of the methodological paper by Putter et al. (Putter et al., 2010) in which they introduced the Poisson correlated gamma-frailty model in the context of meta-analyses of diagnostic accuracy with multiple thresholds. The authors empirically compared their newly introduced Poisson model to the ordinal random-effects model (Hamza et al., 2009) and to the bivariate random-effects model (Reitsma et al., 2005) , which relied on the normal approximation to the exact binomial distribution. However, the bivariate model based on the exact binomial distribution was preferable to its normal approximation (Hamza et al., 2008) .
Putter et al. (Putter et al., 2010) presented an empirical comparison of these methods using the wellknown CAGE IPD dataset (Aertgeerts et al., 2004) for which diagnostic accuracy data of the 5-category CAGE ordinal-scale test were available for 10 studies. Our work involved a larger and more complex IPD dataset, where results from a subset of 9 categories out of 28 possible categories were analyzed. Putter et al. showed non-significant differences between the estimation of sensitivity and specificity across the three methods whereas, using the PHQ-9 IPD dataset, we found more striking differences, especially for the Poisson model which systematically estimated lower sensitivity and specificity for each threshold compared to the two other methods. Estimation of sensitivity and specificity for a given threshold with the Poisson model necessitated the estimation of sensitivity and specificity for all previous thresholds. With the PHQ-9 dataset, we were interested in the set of thresholds 7 to 14, but had to estimate sensitivity and specificity for thresholds 1 to 14. This was a burden for the application of the Poisson model.
Conclusion
A recurrent motivation for proposing multivariate alternatives to the bivariate model when results from multiple thresholds are available is that the bivariate model does not correctly account for the correlation of sensitivity and specificity across thresholds. Our simulation studies showed that the bivariate and the Poisson approaches were very similar in terms of accuracy and efficiency of the estimates. Based on the findings described in this work, the bivariate model has the advantage of being simple to understand and easy to implement, while the loss in efficiency is minimal compared to the alternative multivariate approaches. Thus, we tentatively recommend the bivariate approach rather than more complex multivariate methods for IPD diagnostic accuracy meta-analyses, although more research is needed with different scenarios to determine if there is a similarly minimal loss of efficiency with the bivariate models in other types of data and simulations. Figure 1 Individual ROC curves for the 13 studies investigating the diagnostic accuracy of the PHQ-9 questionnaire. Each line represents a study-specific empirical ROC curve based on estimated sensitivity and specificity for threshold 0 to 27. The study numbers found in Table 1 indicate which ROC curve represents which study. Table 2 Estimates (95% CI) of the pooled sensitivity and specificity from the three methods For thresholds j = 7, .., 14, sensitivity j =expit(Logit sensitivity j ) and specificity j =1-expit(Logit (1 − specificity j )). For thresholds j = 7, .., 14, sensitivity j =expit(Logit sensitivity j ) and specificity j =1-expit(Logit (1 − specificity j )). Table 6 Bias, SDs and rate of failure to estimate the correlation parameters of 1000 simulated datasets with the bivariate and the Poisson models in the scenario where ρ thres and ρ dis were both set to 0.25, the variability of the frailties ξ 1 /ξ 0 was set to 0.1/0.05 (low variability) and the sample size of the diseased patients was set to n 1 = 50 
