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Abstract
We study the problem of parameter estimation based on infection data from an epidemic out-
break on a graph. We assume that successive infections occur via contagion; i.e., transmissions
can only spread across existing directed edges in the graph. Our stochastic spreading model
allows individual nodes to be infected more than once, and the probability of the transmission
spreading across a particular edge is proportional to both the cumulative number of times the
source nodes has been infected in previous stages of the epidemic and the weight parameter of
the edge. We propose a maximum likelihood estimator for inferring the unknown edge weights
when full information is available concerning the order and identity of successive edge transmis-
sions. When the weights take a particular form as exponential functions of a linear combination
of known edge covariates, we show that maximum likelihood estimation amounts to optimizing
a convex function, and produces a solution that is both consistent and asymptotically normal.
Our proofs are based on martingale convergence theorems and the theory of weighted Pólya
urns. We also show how our theory may be generalized to settings where the weights are not
exponential. Finally, we analyze the case where the available infection data comes in the form
of an unordered set of edge transmissions. We propose two algorithms for weight parameter
estimation in this setting and derive corresponding theoretical guarantees. Our methods are
validated using both synthetic data and real-world data from the Ebola spread in West Africa.
1 Introduction
Information, behavior, and diseases often spread over the edges of an underlying network [2, 3, 10, 18].
On Twitter or Facebook, users may share information with their friends and followers [20, 30]; in
communities or countries, individuals infected with HIV or Ebola may spread the disease to other
people and other regions by direct physical contact [16, 24, 33, 36]. As more data become available
and researchers are able to trace the connections between individuals and recover information about
specific transmission events, several novel statistical questions have emerged concerning estimation
of unknown parameters governing the stochastic spread. Some scientific questions of interest include
the following: Which individuals are at the greatest risk of being infected by HIV in a relationship
network? What treatments are effective at slowing the spread of disease from one region or person to
another [13, 17]? Applying the same probabilistic models to an entirely different setting may allow
researchers in online marketing and advertising to devise an optimal advertising budget for product
proliferation in online social networks [12, 21, 39]. Although a sizable amount of literature exists for
answering these questions based on a particular network and stochastic spreading model [9, 38, 41],
relatively little existing work addresses the problem of estimating a particular stochastic model
based on infection transmission data.
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In the statistics literature, most research in network science has focused on theory and appli-
cations of graphical model estimation [27, 44]. However, the equally important goal of performing
further estimation or inference procedures based on a known (or estimated) graph structure has
been largely unaddressed, with an exception being graph partitioning approaches such as stochastic
block modeling [1, 45, 46]. Another novel aspect of our work is that we do not assume our data
are collected in an independent, identically distributed manner, as might be the case if one were
observing multiple diseases spread on the same graph. In contrast, our inference procedures are
based on information collected about a single epidemic outbreak, which is more realistic in various
applications. Indeed, although different diseases may spread over the same network, the spreading
behavior of each disease may be quite different, or the disease may exhibit different characteristics
during successive spreads; hence, the goal is simply to model the propagation of the disease under
consideration. Notably, although epidemiology has traditionally been an active application area
in statistics [19, 26, 37], relatively few methods exist in previous literature that take into account
network structure within a population of interest.
Outside of statistics, several attempts have been made to estimate stochastic models for the
spread of information and disease, but they are far from comprehensive. In one line of work, each
vertex may only be infected once, and time information providing the order in which individuals
were infected is unavailable. This model, applicable to settings such as HIV, is considered in [31], as
well as in our own previous work [23]. Another variation relies on observing multiple independent,
identically distributed cascades, where a cascade is an infection in which each vertex may be infected
only once [15, 34]. While the notion of cascades was likely inspired by applications in social networks,
obtaining accurate data from actual cascades is often much more complicated [32]. Finally, Bayesian
approaches that leverage virus DNA sequences have been used in the epidemiology literature [14, 29].
However, these techniques require manually segmenting time into epochs. Furthermore, none of the
methods described above for parameter estimation come with statistical guarantees concerning
inference.
In this paper, we consider a parametrized model of transmission inspired by percolation [22] and
gravity models. Our goal is to perform statistical inference for the unknown parameter vector that
determines the edge weights which govern the spread of the infection. Furthermore, we associate
each edge of the graph to a vector of known covariates. This allows us to answer questions such
as the following: In the week leading up to a sports match, writers and fans post on Twitter. Are
friend-follower relationships important for the order in which posts occur? Do previous interactions
predict future interactions? As a second example, suppose we wish to reconstruct the spread of
Ebola in West Africa. Does the reconstruction reveal which factors, such as proximity or language,
best correlate with the spread of the disease? This paper provides methods to analyze such datasets.
Our analysis crucially leverages theoretical properties of Pólya urn processes [35]: Specifically, the
counts and weights of balls of a given color in the urn are separated, and the weights are to be
inferred based on observing ball counts. To the best of our knowledge, this decoupling between
counts and weights has not been previously studied in urn theory and provides a modeling tool of
independent interest. We then allow for two scenarios: one in which we obtain the order of vertex
infections, and another in which we observe an unordered set containing infection information.
Our main contributions are to analyze the maximum likelihood estimator and study its asymp-
totic properties. This allows us to construct confidence intervals and test the importance of covari-
ates. Furthermore, we show that maximum likelihood estimation amounts to optimizing a convex
objective function, which is therefore computationally tractable. The case where order information
about successive transmissions is unavailable is far more difficult, since the maximum likelihood
estimator becomes intractable to compute. In this scenario, we derive two equations that lead to
algorithms for computing parameter estimates. Additionally, we provide a class of examples for
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which the two estimators coincide. Finally, we explore the empirical performance of our algorithms
using synthetic spreading data and historical data obtained from the Ebola spread.
The paper is organized as follows: In Section 2, we define our infection model. In Section 3,
we introduce and state the properties of the maximum likelihood estimate. Section 4 offers two
extensions of the maximum likelihood estimation approach. Section 5 contains estimators for the
case of unordered infection data. In Sections 6 and 7, we apply our methods to synthetic and real
data, respectively. Finally, we conclude with a discussion of further research directions in Section 8.
Due to space constraints, we provide proofs of all our theoretical results and tables of numerical
results in the Appendix.
2 Background and problem setup
2.1 Notation
We begin by defining some basic notation. For a vector y in Rm, we write diag(y) to denote the
m×m diagonal matrix with diagonal entries equal to y. For two vectors x and y, we use x ◦ y to
denote entrywise multiplication and x c y to denote entrywise division.
2.2 Stochastic spreading model
Let G = (V, E) denote a directed graph, with vertex set V = {1, . . . , n} and edge set E ⊆ V×V, where
we allow for self-loops. Let m = |E|. We also often identify the edges of G with the enumeration
{1, . . . ,m}. Each edge (u, v) in E is assigned a covariate vector xu,v in Rd and a nonnegative weight
w(u, v), possibly equal to a function of xu,v. We require that our graphs be strongly connected,
meaning that between any two vertices, there is a path across edges of nonzero weight in each
direction. We collect the covariate vectors as rows in a covariate matrix X in Rm×d. Let Nout(u) =
{v : (u, v) is in E} denote the set of out-neighbors of u.
Next, we define the infection process spreading over the edges of G. At time t = 1, the infection
originates from a single randomly chosen vertex v1. At each subsequent time t, an infected vertex ut
is chosen among the set of previously infected vertices, and infects another vertex vt along the edge
et = (ut, vt). We denote the σ-field of random infection events up to time k by Fk = σ(v1, e2, . . . , ek),
and we denote the vector of ordered infection data by Ok = (v1, e2, . . . , ek). In the case of unordered
infection data, we denote the set of unordered infection spreads by Uk = {e2, . . . , ek}. We will also
briefly discuss the case where only the ordered set of infected nodes Ik = (v1, . . . , vk) is observed,
without information about which nodes (u2, . . . , uk) were the sources of transmission.
Importantly, a given node may be infected any number of times. Drawing an analogy to the
scenario of epidemic spreading, we may treat each node as a different community, in which the
infection count of a certain community may increase over time as more individuals become infected
with the same disease. Transmissions between individuals in the same community correspond to
self-loops in the edge infection data.
We now define the specific measure for our infection process that will be studied in this paper.
Let bt(u) = |{s < t : vs = u}| denote the number of times vertex u has been infected prior to time
t, and set bt(e) = bt(u) for e = (u, v). We define the infection probabilities by
P (Ok) = 1
n
k∏
t=2
bt(et)w(et)∑
e∈E bt(e)w(e)
. (1)
In other words, the first infected vertex is chosen uniformly at random. Each subsequent vertex vi
is chosen to be infected with probability proportional to the weights entering vi from all previously
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infected vertices. This is equivalent to a continuous-time infection process where each new infection
instantiates an independent exponential random variable along all outgoing edges with parameter
proportional to the corresponding edge weight, corresponding to the waiting time until its neighbor
becomes infected.
We will focus on the specific case where the weight function takes the form
wβ(i, j) = exp
(
xTi,jβ
)
, (2)
where β is a parameter vector in Rd. This formulation resembles the exponential form of infections
given by [14] and is useful for interpretability of covariates affecting a spreading process. Further-
more, as explained in Remark 9 below, the case of more general weight functions may be recast in
terms of the exponential weight formulation (2) when the weights all lie in the interval [0, 1]. For
more details, see Section 4.1.
Finally, we define the notation we will use for conditional and limiting measures. We write Pβ
to denote the measure defined by equations (1) and (2), where β is the underlying parameter. We
will generally use β0 to denote the true parameter. We define Pβ0,t((u, v)) as shorthand for the
conditional measure Pβ0 (et = (u, v)|Ft−1), meaning that the identity of the next infected edge et is
drawn conditional on the infection history Ft−1. We will often use the vector Zt to denote the vector
of edge covariates corresponding to the edge et drawn according to Pβ0,t. In detail, the probability
space of the entire infection process is given by (Ω,F ,Pβ0), so Pβ0,t is a random measure; since
random variables are functions of their sample space, Pβ0,t(·) is defined on Ω× E .
We also define the limiting measure Pβ0,∞ = limt→∞ Pβ0,t. A priori, it is not clear that such a
limit must exist, but we will subsequently derive the existence of the limit as a consequence of our
Pólya urn theory. We will also refer to the limiting measure, which turns out to be non-random, as
piβ0 , when considered as a vector.
2.3 Generalized Pólya urns
In this section, we briefly review the theory of generalized Pólya urns, which is an important
component of our theoretical analysis [35]. In a generalized Pólya urn, we have an urn containing
balls of m different colors. In addition, each ball is labeled with a positive real-valued weight. The
evolution of the urn is governed by an m × m replacement matrix W . At each time t, a ball is
drawn from the urn with probability proportional to its weight. If a ball of color i is drawn, it is
returned to the urn along with one ball of color j and weight Wij, for each j such that Wij > 0.
To relate this urn model to the spreading process described by equation (1), consider a gener-
alized Pólya urn defined by the edges of the infection graph. The colors of the balls in the urn
correspond to the m edges. We now describe the replacement matrix W : The rows and columns
of W are indexed by the edges of the graph. For each pair of edges (e, f), where e = (u, v) and
f = (x, y), we define Wef to be nonzero exactly when v = x, in which case Wef = w(e). It is not
hard to see that successive infections on the graph follow the same probabilistic mechanism as the
urn evolution, where bt(e) corresponds to the number of balls for edge e present in the urn at time
t. Thus, the goal is to infer the weight matrix of the Pólya urn based on ball counts. Note that if
the first infected vertex is v1, we can consider the urn as being initialized with one ball of weight
w(e) for each edge e = (v1, u), where u is in Nout(v1).
2.4 Relation to gravity models
Finally, we comment on the relationship between our proposed model and the problem setup adopted
in the literature on gravity models. The term “gravity model” is used broadly to describe a model
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for a quantity that depends proportionally on certain quantities and inversely on certain others.
The terminology is inspired by Newton’s law of universal gravitation, in which the gravitational
force between two point masses is proportional to the product of the two masses and the inverse of
the square of the distance between them.
In social science, a seminal work on gravity models observed that the number of graduates of
a university depends proportionally on the population of the region and inversely on the distance
from the university [42]. The book by [40] considers gravity models in great detail. More recent
works such as [43] have developed gravity models for susceptible, infected, recovered (SIR) models
of network infection. The underlying random variables are generally modeled as binomial, and the
estimation procedure consists of fitting parameters that control the spread of disease from one region
to another.
Other recent attempts at disease modeling [14, 29] have utilized a continuous-time Markov
process governed by an n× n infinitesimal rate matrix Λ, where
log Λ(u,v) = β1x(u,v),1 + · · ·+ βdx(u,v),d. (3)
Similar to our setup, any subsequent infection occurs over the edge (u, v) with probability pro-
portional to some Λ(u,v) = exp(x
T
(u,v)β). In addition, the number of infections over (u, v) under
equation (3) over a pre-specified period of time, such as a day, is a Poisson random variable with
mean Λ(u,v), as is the case for the standard gravity model of [40].
However, a key difference between the model adopted by this approach and the setting of our
paper is the reinforcing aspect of our process. In our model, the function bt : V → R increases
monotonically in t, meaning that the amount of infection at each node accumulates over time. In
contrast, the gravity model of [40] does not contain this feature, and is better suited for applications
such as modeling road traffic between two cities, which might reasonably be constant when adjusted
for seasonality. Similarly, the spread of influenza considered in [29] might fit well into this gravity
model framework, partly because influenza is quite ubiquitous and the infection process is somewhat
stationary.
However, cases may exist where these assumptions are unreasonable. In particular, the historical
spread of Ebola was observed to pass through various phases where, at first, it was not widespread
enough to travel over most edges [14]. In order to facilitate the methods described above, the
Ebola spread was manually split into three phases, and separate parameters were fit for each phase.
However, the information on where to partition the infection data was determined by first inspecting
the data, leading to unaddressed questions involving complicated dependences and post-selection
inference. The reinforcement aspect built into the Pólya urn formulation obviates the need to
manually segment data. Another important distinction between our work and the literature on
gravity models is that we provide rigorous statistical theory for the estimation algorithms we propose.
Lastly, note that we consider a discrete-time model of infection spread rather than a continuous-time
model, out of convenience; hence, one downside of our model is that we are not able to infer how
the rate of spreading might evolve in continuous time.
3 Maximum likelihood estimation
3.1 Log-likelihood expression
We now investigate the problem of maximum likelihood estimation for the model defined above. Let
L(β;Ok) = Pβ(Ok) denote the likelihood of Ok, computed with respect to the parameter vector β.
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The log-likelihood for the exponential parametrization is then given by
ℓ(β;Ok) =
k∑
t=2
(
xTetβ + log bt(et)
) − k∑
t=2
log
[
m∑
e=1
bt(e) exp
(
xTe β
)]− log n. (4)
Importantly, note that the objective function (4) is concave in β, since it is a difference of linear
terms and log-sum-exp functions [6]. Hence, we may compute the maximum likelihood estimator
efficiently via convex programming. More details are contained in Section 6.
In the succeeding sections, we will consider the existence, computability, and statistical proper-
ties of the maximum likelihood estimator. Note that we denote the true parameter by β0 and the
maximum likelihood estimator by βˆk.
3.2 Existence
We first establish conditions for the existence of the maximum likelihood estimator. We make the
following definition:
Definition 1. We say that the data Ok satisfy the suboptimal sampling condition if for each nonzero
v ∈ Rd, either
(i) there exists a time 1 ≤ t ≤ k and an edge f ∈ E such that bt(f) > 0 and xTetv < xTf v; or
(ii) for all 1 ≤ t ≤ k and f ∈ E such that bt(f) > 0, we have xTf v = c for some constant c,
independent of t and f .
Note that the condition bt(f) > 0 simply means the source vertex of f has accumulated at least
one infection prior to time t. Furthermore, the condition xTetv < x
T
f v is equivalent to the condition
wv(et) < wv(f); i.e., under parameter vector v, the edge f has heavier weight than et.
We then have the following theorem, which states that the suboptimal sampling condition is
both necessary and sufficient to guarantee the existence of a maximizer:
Theorem 2. The suboptimal sampling condition is satisfied if and only if the likelihood function
attains a maximum.
The proof can be found in Appendix C. The suboptimal sampling condition is inspired by a
relatively simple idea: In order to compare the propensity of one edge to spread infection versus
another, we need instances in which infections are possible across both edges. Furthermore, we need
instances of both spreads happening, or else our estimator would attempt to assign a probability of
1 to spreading across a particular edge.
Remark 3. Currently, we do not have a simple method to check whether the suboptimal sampling
condition holds by hand, but it is possible to check the condition by determining whether an opti-
mization problem with an arbitrary objective and linear inequality constraints is feasible.
We now return to the possible non-existence of the maximum likelihood estimator. To make an
instance of non-existence more precise, we offer an easy corollary to Theorem 2:
Corollary 4. Suppose there is a β in Rd such that
xTvs,vβ < x
T
ut,vtβ, (5)
for all s ≤ t and v in Nout(vs) such that (vs, v) 6= (ut, vt). Then the maximum likelihood estimator
does not exist.
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As a basic example in one dimension, if xut,vt is always the largest of the xi’s with bt(i) > 0;
i.e., all spreads happen on the edges with the heaviest weights, the condition (5) is satisfied with
β equal to any vector with strictly positive entries. Corollary 4 also illustrates the meaning of the
term “suboptimal sampling condition," since it gives a case where only the heaviest-weight vertices
receive a transmission event on any time step.
3.3 Uniqueness
Our goal is to show that the log-likelihood is strictly concave. We start by establishing a helpful
representation for the Hessian of the log-likelihood:
Proposition 5. Let Zt be sampled from the xe’s with probability proportional to bt(e) exp(x
T
e β).
Let Ct = covt(Zt, Zt) denote the covariance matrix of Zt under P (· | Ft−1). The Hessian of the
log-likelihood is given by
H
(
ℓ(β;Ok)
)
= −
k∑
t=2
Ct.
In particular, if rank(Ct) = d for some t, the log-likelihood is strictly concave.
The proof proceeds via a straightfoward calculation and is provided in Appendix C.2. The next
proposition provides a sufficient condition for having full-rank covariance matrices.
Proposition 6. Suppose bt(e) > 0 for all e in E, and suppose rank(X) = d. If there is a vector v
satisfying
Xv = 1,
then rank(Ct) = d− 1. Otherwise, we have rank(Ct) = d.
The proof is somewhat involved computationally and is deferred to Appendix C.2. In general,
we expect that rank(Ct) = d, unless X is degenerate and has a solution to Xv = 1.
Note that for large enough t, we will have min1≤i≤m bt(i) > 0, almost surely. Hence, Proposi-
tions 5 and 6 together imply that if rank(X) = d and Xv 6= 1 for all v, the log-likelihood is strictly
concave for sufficiently large t.
3.4 Asymptotic theory
We now turn to our main statistical result, which is a theorem establishing asymptotic properties
of the maximum likelihood estimator.
Theorem 7. Suppose that rank(X) = d and Xv 6= 1 for any v. If G is strongly connected and β0
is d-dimensional, then the maximum likelihood estimator exists for sufficiently large k. Furthermore,
it is consistent, and we have the convergence in distribution
k−1/2(βˆk − β0) −→ Nd(0, I−1∞ (β0)),
where the (a, b) coordinate of I∞(β0) is
I∞,ab(β0) = Eβ0
[
∂
∂β(a)
log Pβ0,∞{Z∞}
∂
∂β(b)
logPβ0,∞{Z∞}
]
.
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The proof of Theorem 7 is contained in Appendix A.2. Although the general approach of deriving
asymptotic normality resembles the techniques used in the standard theory of M -estimation in a
multivariate setting, several technical challenges arise due to the fact that our objective function is
not simply a sum of independent, identically distributed terms.
Remark 8. Recall from Corollary 4 that the maximum likelihood estimator may not exist. However,
as k tends to infinity, Theorem 7 guarantees that the maximum likelihood estimator exists, meaning
that the suboptimal sampling condition mentioned in Theorem 2 must eventually be satisfied for
sufficiently large k. This agrees with the intuition that as k increases, the probability of spreads
happening exclusively on edges of largest weight decays to 0.
4 Extensions
4.1 General weight functions
We now briefly discuss extensions of the maximum likelihood theory we have derived for exponential
weights to slightly more general frameworks. We begin by considering the maximum likelihood
estimator for non-exponentially parametrized weight functions. We propose a two-step algorithm,
described in Algorithm 1, to compute a maximum likelihood estimator:
Algorithm 1: General weights maximum likelihood computation
Input :Transmission set Ok.
1 For each edge (u, v), if (u, v) is not in Ok, set wˆ(u, v) = 0.
2 For each remaining edge (u, v), define zˆ(u, v) to be the corresponding component of the
optimization problem
zˆ ∈ arg max
z∈R|Ok|
k∑
t=2
z(et)−
k∑
t=2
log
[
m∑
e=1
bt(e) exp(z(e))
]
, (6)
3 and set wˆ(u, v) = exp
(
zˆ(u, v)
)
.
A simple argument shows that Algorithm 1 computes a maximum likelihood estimator in the
case of general weights, if it exists: If (u, v) is not in Ok and w(u, v) 6= 0, the value of the likelihood
is not decreased by setting w(u, v) = 0. Now consider (u, v) in Ok. Clearly, the weight w(u, v)
must be positive in order for the likelihood to be nonzero. As a result, we can then define z(u, v) =
logw(u, v). It is easy to see that maximizing the reparametrized likelihood then maximizes the
original likelihood.
Remark 9. The reasoning above allows us to apply our statistical theory to the case of general
weights. Specifically, letting ei denote the i
th standard basis vector in Rm, we set xu,v = ei for
i ∼= (u, v). We then have z(u, v) = eTi β, and substituting this into equation (6) yields a likelihood
of the same form as equation (4).
Note that by Remark 9, we have X = Im in the case of general weights. Thus, Proposition 6
implies that rank(Ct) = d− 1, so the maximum likelihood estimator is not necessarily unique. This
should not be surprising, however, since we already know the weights are only unique up to scaling.
To amend this problem, suppose we fix the value of the last edge weight to remove one degree of
8
freedom. Maximizing the likelihood then amounts to solving the maximum likelihood estimation
problem with
X =
[
Im−1
0
T
]
∈ Rm×(m−1).
By Proposition 6, we then have rank(Ct) = m − 1 = rank(X), guaranteeing that the maximum
likelihood estimator for the new likelihood function is unique.
We also remark that although the method for general weight estimation is mathematically
rigorous and leads to accurate methods for simulating future spread of the disease, it may be
more difficult to interpret the meaning of the estimated coefficients. This is unlike the case of the
exponential weights parametrization, in which we can interpret the relative sizes of components in
the parameter vector as providing the relative importance of various edge covariates.
Finally, we return to the setting of a d-dimensional exponential parametrization. Suppose we
have obtained weight estimates w˜ using Algorithm 1. To obtain an exponential parametrization,
we simply perform the following projection, where the logarithm of w˜ is taken componentwise:
β˜ = arg min
β∈Rd
‖Xβ − log w˜‖22 = (XTX)−1XT (log w˜) = projX(w˜). (7)
Recall that w˜ is only unique up to scaling, so we may wonder about the consequences of this
scaling on the projection. However, the arbitrary scale factor is accounted for by adding an intercept
term to β when taking the projection. Indeed, note that scaling w˜ results in adding a constant to
the coordinates of log w˜, which is eliminated by the intercept term.
Naturally, accurate estimates of w˜ translate into accurate estimates of β˜. To rigorize this notion,
we state the following result, which follows immediately from the continuity and measurability of
projX :
Proposition 10. Let β0 be the true parameter of dimension d, and define w0 = exp(Xβ0). If w˜k
is consistent for w0, then β˜k = projX(w˜k) is consistent for β0.
As a result, we have a suitable way of recovering the effects of covariates, provided we have a
consistent estimator for general weights.
4.2 Unknown sources
We now consider an extension to the case where the set of infecting vertices is unknown. The
probability of an infection set Ik is then
P (Ik) = 1
n
·
∑1
t=1 b2(vt, v2)w(vt, v2)∑m
e=1 b2(e)w(e)
· · ·
∑k−1
t=1 bk(vt, vk)w(vt, vk)∑m
e=1 bk(e)w(e)
. (8)
The process described in equation (8) also parallels the evolution of a generalized Pólya urn model,
where the balls correspond to vertices rather than edges. Here, the replacement matrix W is n× n,
and each entry Wu,v is simply equal to the weight function w(u, v).
However, we encounter one complication concerning the maximum likelihood estimator: the log-
likelihood is no longer convex in general. We mention a special case in which the theory described
in the previous sections may be applied directly. Suppose the weight function w(u, v) is known to
be constant in u. If we consider the exponential parametrization w(u, v) = xTv β for some vectors
xv, we obtain the log-likelihood
ℓ(β;I) =
k∑
t=2
(
xTvtβ + log
(
t−1∑
i=1
bt(vi, vt)
))
−
k∑
t=2
log
[
m∑
e=1
bt(e) exp(x
T
e β)
]
− log n. (9)
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The only difference between equations (4) and (9) is the change of the constant term in the first
summand, which does not alter the statistical analysis.
5 Estimation without order information
5.1 Problem setting
Finally, we examine the substantially more difficult setting where edge transmissions are unordered:
Instead of receiving information Ok, we observe Uk = {(u2, v2), . . . , (uk, vk)}, the unordered set of
edges across which infection has spread.
We first note that the infection could have occurred over a variety of different paths, i.e., possible
orderings of elements of Uk that could produce an infection vector Ok. Since the computation of the
likelihood involves summing over all possible infection paths, computing the likelihood will often be
intractable for large graphs. For instance, for the complete graph, this leads to (k − 1)! summands.
In addition, the log-likelihood takes a more complicated form and may not be concave in general;
more precisely, the log-likelihood results in the logarithm being applied to an additional sum, leading
to a composition of a convex and a concave function. Since this is in general not concave, we do not
automatically obtain an efficient method for computing the maximum likelihood estimator even if
we ignore the intractability of the sums. Thus, we need an alternative solution. We consider the
case of general weights, for which we offer two approaches.
5.2 Using a limiting distribution
The first approach is to derive the unknown weight vector w as the limit of a quantity computed
using finite samples. Since w may be scaled arbitrarily, we set ‖w‖1 = 1. For an edge i = (u, v),
we write ct(i) to denote the number of transmissions across edge i prior to time t, leading to the
vector ct. Denoting f(v, b) =
vcb
‖vcb‖1
, we have the following theorem:
Theorem 11. We have the almost-sure convergence
lim
k→∞
f
(
ck
‖ck‖1 , bk
)
= w.
The proof of Theorem 11 is contained in Appendix F. A key fact is that ck/‖ck‖1 −→ piβ0 ,
almost surely, from Pólya urn theory.
This motivates the following algorithm. Note that the algorithm uses the vectors bk+1 and ck+1,
which contain the cumulative infection information over all k time steps.
Algorithm 2: Weight estimate via limiting distribution
Input :Vectors bk+1 and ck+1.
1 Compute the renormalized vector c˜ =
ck+1
‖ck+1‖1
.
2 Compute w =
c˜cbk+1
‖c˜cbk+1‖1
.
3 Return w.
Unfortunately, a method for obtaining confidence intervals or performing other statistical infer-
ence procedures based on the estimates obtained by Algorithm 2 appears to be more complicated
than in the case of the maximum likelihood estimator.
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5.3 Using a fixed-point equation
The second method leverages the observation that the limiting distribution piβ0 is the leading left
eigenvector of the weight matrix W (β0), when normalized to be a probability distribution (cf.
Lemma 15 in Appendix A.1). Since the weight matrix W only depends on w and the topology of
G, which we assume is fixed, we can denote the desired left eigenvector by piw. Furthermore, by
Lemma 16 in Appendix A.1, the true weights must then satisfy
piw =
b∞ ◦w
bT∞w
, (10)
where b∞ = limk→∞ b/‖bk‖1. One way to view equation (10) is as a fixed-point equation, which we
may attempt to solve in an iterative manner: Given some w, we can compute the weight matrix W
and its eigenvector piw. By using b∞ (or a finite-sample estimate of this quantity), we can compute
a weight vector w′ from equation (10). An algorithm based on this idea is provided in Algorithm 3,
where we use v0 to denote the initial guess for the distribution pi. Again, the algorithm uses the
vector bk+1, which contains the cumulative infection information over all k time steps.
Algorithm 3: Iterative solution to equation (10)
Input :Vectors bk+1 and v0, number of iterations T .
1 for i = 1, . . . , T do
2 Compute wi from bk+1 and vi−1 using Theorem 11: wi =
vi−1cbk+1
‖vi−1cbk+1‖1
.
3 Compute the matrix Wi =W (wi).
4 Compute the normalized leading left eigenvector piwi of Wi and define this to be vi.
5 end
6 Return
vT cbk+1
‖vT cbk+1‖1
.
Some natural questions are whether equation (10) always has a fixed point with good statistical
properties, and whether Algorithm 3 converges to such a fixed point. Unfortunately, such an analysis
appears to be beyond the scope of this paper. A simulation study is provided in the experiments of
Section 6.
A natural initialization for Algorithm 3 is the empirical proportion of edge transmission counts
v0 = ck+1/‖ck+1‖1. In fact, we can show that this initialization gives rise to a fixed point in a
specific case:
Theorem 12. Let G be the directed cyclic graph on n vertices, and consider the associated urn
scheme. The empirical distribution
pik =
ck+1
‖ck+1‖1
leads to a fixed point of the equation
piw =
(bk+1 − b2) ◦w
(bk+1 − b2)Tw ,
where the weights are given by
w = f(pik, bk+1 − b2)
=
(
bk+1(2)− b2(2)
bk+1(1)− b2(1) , . . . ,
bk+1(n)− b2(n)
bk+1(n− 1)− b2(n− 1) ,
bk+1(1)− b2(1)
bk+1(n)− b2(n)
)T
.
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The proof of Theorem 12 is contained in Appendix F.2. Note that as k →∞, this means pik is
an approximate fixed point of equation (10).
Remark 13. The key fact underlying the analysis of Theorem 12 is that bk+1(i + 1) − b2(i + 1)
counts the number of times that infection has spread across edge (i, i+1), since subtracting b2(i+1)
merely corresponds to ignoring the ball (edge) used to initialize the process. Thus, we have ck+1(i) =
bk+1(i+1)− b2(i+1). In other graphs besides the cyclic graph, such a simple relation may not hold.
Theorem 12 provides one example where our separate intuitions for using the empirical distri-
bution of infection spreads and for finding a solution to our fixed point equation nearly coincide.
6 Simulations
To test our methods, we conducted simulations using a variety of parameter settings. We considered
network topologies corresponding to a directed cycle graph of various sizes, both with and without
self-loops on the vertices. We took β0 to be equal to the d-dimensional vector of ones in the case of no
self-loops, and the (d+1)-dimensional vector of ones in the case of self-loops, for different values of d.
We also varied the infection count k. For each set of parameters, we simulated several infections using
edge weights drawn independently and identically from a normal distribution, with the exception of
self-loop parameters. We then calculated the empirical distribution estimator, fixed point estimator,
maximum likelihood estimator, and general weights estimator for each simulated infection. In many
cases, the fixed point estimator could not be calculated because of the nonexistence of the required
Perron eigenvector, which is only guaranteed to emerge for sufficiently large k; thus, most of the
comparisons we report are between the other three estimators.
The results of the simulations, together with full details of the implementations, are reported in
Appendix H. Tables 1-4 provide results for the cycle graph without self-loops; results for the cycle
graph with self-loops are provided in Tables 6-9. Table 1 reports the accuracy of our estimates,
measured according to the root mean squared error between the estimate βˆ and the true β0. As
discussed in Section 4.1, for the methods other than maximum likelihood, we compute the error
after projecting our estimates of the edge weights back into Rd. In general, the maximum likelihood
estimator performs the best, which is unsurprising.
Next, we compare the performance of the asymptotic confidence intervals given by the maximum
likelihood estimator. We approximate the asymptotic information I∞(β0) by the empirical average
Iˆ∞(βˆk) =
1
k
k∑
t=2
It(βˆk), (11)
which is known to converge almost surely to I∞(β0). However, in some cases—particularly those of
high n and d or low k—the matrix Iˆ∞(βˆk) is nearly singular, so inverting the matrix to compute
confidence intervals results in numerical errors. In order to gauge the presence of numerical errors,
we compute the proportion of runs in which negative diagonal entries are present in the calculated
inverse of Iˆ∞(βˆk), which is supposed to be positive semidefinite. We also provide the proportion of
confidence intervals that cover the true β0. Finally, we compute the average length of confidence
intervals and (for comparison) the average length of a centered interval that would be necessary to
cover β0 in 95% of the simulations.
As seen in Tables 2 and 3, the empirical coverage of our computed confidence intervals is notice-
ably smaller than the target level. This is likely due to the instability of ball count proportions in a
Pólya urn after relatively few draws. Indeed, the theory for our asymptotic intervals relies on almost
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sure convergence of the Pólya urn process to a particular limiting distribution, but for moderate
values of k, the contents of the urn may be quite far from the asymptotic limit. More concretely,
suppose the limit were only approximately realized for values k > K. Then the estimator (11)
might be more accurately computed by taking an average of the latter k −K terms, and the scale
factor of k1/2 in the formula for asymptotic normality in Theorem 7 should analogously be replaced
by (k − K)1/2. Of course, this observation does not contradict our theory, since k−1/2(k − K)1/2
converges to 1 as k tends to infinity. In practice, one might want to consider some “burn-in" K
when computing the confidence intervals. Alternatively, other estimates of the inverse information
matrix that avoid the numerical accuracies issues arising from the expression in equation (11) might
provide more accurate confidence intervals.
The final item of interest is computation time, provided in Table 4. In general, the maximum
likelihood estimator takes the longest time to compute; this is particularly noticeable for large values
of n, d, and k. In contrast to other methods, the computation time for the empirical distribution
estimator and the general weights estimator does not appear to depend too much on the dimension
d. All simulations and calculations were conducted in Python; the maximum likelihood estimator
and general weights computation used the SCS solver of CVXPY.
Finally, we ran experiments to compare the performance of Algorithms 2 and 3 in the absence of
infection order information. The results are provided in Table 5. The simulations were conducted
on a cycle graph of size n = 2 with d = 1, with different values of k. As noted in the simulation
results, the fixed point estimator performs similarly to the empirical distribution estimator. The
fixed point estimator was calculated with 5 iterations, which is likely sufficient for this simple case,
since one can easily show that a unique fixed point exists in this case and the iterative algorithm
exhibits linear convergence to this fixed point.
7 Application to Ebola Spread
In this section, we describe an application of our methods to data collected from the spread of Ebola
in Guinea, Sierra Leone, and Liberia from 2013-2015. The official count for the epidemic included
28,616 cases suspected or confirmed, 15,227 cases confirmed, and 11,310 total deaths [8]. The dataset
we analyzed contains genome sequences from 3,219 infected individuals, which allowed researchers
to infer transmissions between cities and states in the region. Specifically, epidemiologists applied
a Bayesian phylogeographic model to infer relationships between sequences determine parameters
related to the spread of infection, concluding that there was strong evidence for the importance of
five variables [14].
Due to the uncertainty in inferring phylogenetic trees, a number of possible transmission patterns
were produced by the model. In our work, we considered one particular realization, with the goal
of checking whether the transmission structure provides evidence for the importance of the same
predictors according to the model. The transmission pattern is shown in Figure 1. It consists of 319
inter-regional transmissions between 46 of the 63 regions. Of the 319 transmissions, 166 occurred
between unique source-destination pairs.
Following [14], we used 27 explanatory variables for the edges. A description of the covariates is
supplied in Tables 10 and 11. We applied our model to the inter-regional transmission data, using
a complete graph topology for connections between regions. Computing the maximum likelihood
estimator took 5,715 minutes. The estimator, standard errors, and t-statistics are provided in
Table 12. One difficulty in interpreting the results is due to the small estimated standard error.
This is consistent with our simulations in Section 6, where often the proper coverage is not attained.
As a result, we speculate that the standard errors should all be increased by a large multiplicative
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Figure 1. [14] The spread of Ebola in West Africa from December 2013 to November
2015. Bold lines are international borders; gray lines are regional borders. Circles are
positioned at population centroids of regions affected with Ebola, and larger circles
indicate more Ebola cases in the region. Arcs between circles represent inter-regional
transmissions. Larger arcs represent more transmissions; the source region is the nar-
rower end of the arc.
factor to improve accuracy of inference.
The largest absolute t-statistics correspond to the great circle distance between two regions; the
destination population; and the source population. In addition, the presence of an international
border and the various international boundaries had large absolute t-statistics. This is consistent
with the analysis of [14]. However, there are a few notable differences: First, our model found the
“source t.t. 100k” variable and “source prec.” variables to be relatively important. Second, one of the
least significant variables for our model is the source temperature seasonality, which was regarded
as relatively important for [14]. Our hypothesis is that none of these three variables are particularly
significant.
8 Discussion
This work leaves a number of directions for future inquiry. The most important practical question
to address is to improve the finite-sample accuracy of our confidence intervals. As demonstrated in
experiments, the standard errors should be larger to ensure better coverage. As mentioned earlier,
one could consider some burn-in K when computing confidence intervals; however, this may only
be feasible if the number of infection events k is reasonably large. A better solution would be to
bound the nonasymptotic bias in the urn process more explicitly.
In the case when the identities of infecting vertices are unknown, we have only studied the
situation where the weight functions w(u, v) are constant in u, which corresponds to the scenario
where all neighbors similarly affect the odds of subsequent infections at u. This is a restrictive
assumption, since it precludes the estimation of parameters based on observable edge covariates.
Another setting of interest involves incomplete source information: In online social networks, it is
sometimes the case that certain transmission edges are known explicitly through direct interactions,
while others are not. Hence, a model and analysis that can accommodate a mix of infecting-infected
pairs (ut, vt) pairs and standalone vt could be useful.
Finally, linking to preexisting literature, introducing the Pólya urn model or a continuous-time
variant in a Bayesian setting might be of interest. The goal would be to integrate the model into
phylogenetic models as in [14] or [29], rather than performing a two-step process as employed in our
experiments, where the first step consists of segmenting the infection process. This would allow us to
conduct valid statistical inference without first conditioning on the correctness of the pre-estimated
network.
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A Proof sketches
A.1 Lemmas on Pólya urns
In Section 2.3, we discussed the relationship between our contagion model and Pólya urns. Here,
we state various key lemmas which are used throughout our analysis. Proofs are contained in
Appendix B.
The analysis of this section applies to irreducible Pólya urns, meaning that the matrix W is
irreducible. Equivalently, the matrix exp(tW ) has strictly positive entries for t > 0. Our first task
is to prove that the urns arising in our problem setting are indeed irreducible.
Lemma 14. If G is strongly connected, the generalized Pólya urn defined by the replacement matrix
W is irreducible.
Next, we have the following lemma:
Lemma 15. Suppose the urn W (β0) is irreducible. The distribution Pβ0,t converges almost surely
to the unique strictly positive distribution piβ0 given by the leading left eigenvector of W (β0).
Note that when we say that the distribution converges to a deterministic vector, we identify
the vector as the non-random measure over the m colors, where the ith index of the vector is the
probability that the next ball drawn is of color i.
We also have the following result:
Lemma 16. There exists a deterministic vector b∞ with components b∞(i) = limt→∞ bt(i)/‖bt‖1
such that the distribution piβ0 satisfies the equation
piβ0 =
b∞ ◦w
bT∞w
. (12)
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A.2 Asymptotic theory
We borrow the general proof strategy from [28, Chapter 6, Theorem 5.1] and adapt it to our setting.
To prove consistency, we wish to show that there is a sequence of maximizers of the log-likelihood
that converge to the true β. We want to show that ℓ(β) < ℓ(β0) for all β in the spherical shell
of radius r around β0. Then, by the continuity of the log-likelihood, the maximizer βˆk must be
within the interior of the ball of radius r centered at β0. This is summarized in the following lemma,
proved in Appendix E.1:
Lemma 17. Let
Sk(r) =
{
Ok : ℓ(β0 + y;Ok) < ℓ(β0;Ok) where ‖y‖2 = r
}
.
There exists r0 > 0 such that for all r ≤ r0, we have
lim
k→∞
Pβ0
(
Sk(r)
)
= 1.
If Ok is in Sk(r), then by the continuity of the log-likelihood, there is a βˆk(r) in the ball of
radius r centered at β0 that is a local maximum. By the concavity of the log-likelihood, this is also
the unique global maximum βˆ∗k. Hence,
Pβ0
(
‖βˆ∗k − β0‖2 ≥ r
)
≤ 1− Pβ0
(
Sk(r)
)
.
By Lemma 17, the limit of the right-hand side as k →∞ is equal to 0. Thus, we clearly have
lim
k→∞
Pβ0
(
‖βˆ∗k − β0‖2 ≥ r
)
= 0,
as well. Hence, we have the convergence βˆ∗k −→ β0 in probability, implying consistency.
We now turn to the proof of asymptotic normality. We first expand the coordinatewise deriva-
tives of the log-likelihood about β0 to obtain
ℓ′a(β) = ℓ
′
a(β0) +
d∑
b=1
(β(b) − β0(b))ℓ′′ab(β0)
+
1
2
d∑
b=1
d∑
c=1
(β(b) − β0(b))(β(c) − β0(c))ℓ′′′abc(β∗),
for some β∗ on the line segment between β and β0, where we have used the shorthand notation
ℓ′a(β) to denote the a
th coordinate of the gradient of ℓ, and similarly for the higher-order derivatives.
Substituting β = βˆk sets the left hand side to 0. Rearranging, we then obtain
√
k
d∑
b=1
(βˆk(b)− β0(b))
(
1
k
ℓ′′ab(β0) +
1
2k
d∑
c=1
(βˆk(c) − β0(c))ℓ′′′abc(β∗)
)
= − 1√
k
ℓ′a(β0).
We will apply Lemma 27 with
Yb,k =
√
k
(
βˆk(b)− β0(b)
)
,
Aab,k =
1
k
ℓ′′ab(β0) +
1
2k
d∑
c=1
(
βˆk(c) − β0(c)
)
ℓ′′′abc(β
∗),
Ta,k = − 1√
k
ℓ′a(β0).
We have the following lemma, proved in Appendix E.2:
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Lemma 18. We have the convergences
Tk −→ N (0, I∞(β0)),
Ak −→ −I∞(β0)
in distribution and in probability, respectively.
Putting this all together means that
Y ∼ Nd
(
0, I−1∞ (β0)
)
.
This completes the proof of asymptotic normality.
B Proofs for Section A.1
B.1 Proof of Lemma 14
Consider two edges e = (u, v) and f = (x, y). Since G is strongly connected, there exists a path of
some length r from e to f . Hence, the term trW r/(r!) in the expansion of exp(tW ) has entry (e, f)
strictly positive. Since all entries of W are nonnegative, it is clear that the (e, f) entry of exp(tW )
must be strictly positive, as well.
B.2 Proof of Lemma 15
Let Xt be a continuous-time branching process, where in the time interval (t, t+ dt], each particle
of type i branches independently with probability wβ0(i)dt. When a particle of type i branches, it
is replaced by one particle of type i and one particle of each type j for which W (β0)ij > 0. Let
piβ0 be the leading left eigenvector of W (β0), normalized to be a probability distribution, and let
λ1 be the associated eigenvalue. Note that piβ0 is unique by the Perron-Frobenius theorem. Define
X ′t = wβ0 ◦ Xt. By Theorem 1 of [4], we have the almost sure convergence of X ′t exp(−tλ1) to
X∞piβ0 , where X∞ is a nonnegative random variable. For completeness, we provide a statement of
this theorem in Appendix G.
By normalizing, we obtain the limiting distribution
lim
t→∞
X ′t exp(−tλ1)
‖X ′t exp(−tλ1)‖1
= piβ0 ,
so it suffices to show that we can recover our urn process from the branching process via stopping
times. For this, we follow Theorem 1 of [5] and the ensuing discussion.
Let τK be the K
th split time of the process Xt. Then, τ1, . . . , τK forms an increasing sequence
of stopping times. At τK , there are XτK (i) particles of type i. Thus, the probability that the next
split is of a particle of type i is
wβ0(i)XτK (i)∑m
j=1wβ0(j)XτK (j)
=
X ′τK (i)∑m
j=1X
′
τK
(j)
,
since all particles of a type j have independently-distributed exponential lifetimes of mean 1/wβ0(j).
The resulting change in Xt is that one particle of type j is added for each j such that W (β0)ij > 0.
We now consider the analogous urn process YK , which has replacement weight matrix W (β0).
Unlike in standard urn theory, we distinguish between the number of balls and their weights; when
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we draw a ball of color i, we replace it with a ball of weight W (β0)ij = wβ0(j), for each j for which
wβ0 > 0. Again, at the K
th time, we have YK(i) balls of type i in the urn, and on the next draw,
the probability we draw a ball of type i is
wβ0(i)YK(i)∑m
j=1wβ0(j)YK(j)
.
Note that the ensuing replacement is then the same as for Xt.
Thus, the transition probabilities of Xt and Yt are the same. Additionally, since both processes
are Markov, they are equivalent. Since τK →∞ as K →∞, we have
Pβ0,K(i) =
wβ0(i)YK(i)∑m
j=1wβ0(j)YK(j)
=
wβ0(i)XτK (i)∑m
j=1wβ0(j)XτK (j)
=
X ′τK (i)∑m
j=1X
′
τK (j)
.
By taking limits, we see that Pβ0,∞ = piβ0 , as required.
B.3 Proof of Lemma 16
We first show that the limiting vector b∞ exists. We define
b′t(i) =
bt(i)
bt(m)
=
wβ0(m)
wβ0(i)
· Pβ0,t(i)
Pβ0,t(m)
.
By Lemma 15, the distribution Pβ0,∞ is strictly positive, almost surely. Hence, for t sufficiently
large, Pβ0,t is also strictly positive. Taking limits, we therefore obtain
lim
t→∞
b′t(i) =
wβ0(m)
wβ0(i)
· Pβ0,∞(i)
Pβ0,∞(m)
= b′∞(i), (13)
where b′∞ is deterministic. In particular, we have
lim
t→∞
bt(i)
‖bt‖1 = limt→∞
b′t(i)
‖b′t‖1
=
limt→∞ b
′
t(i)
limt→∞ ‖b′t‖1
=
b′∞(i)
‖b′∞‖1
.
Accordingly, we define the vector b∞ = b
′
∞/‖b′∞‖1 to obtain the desired result.
Now note that by equation (13), we have
b′∞ ∝ (Pβ0,∞ c w) .
As a result, we have
b∞ ◦w
bT∞w
= Pβ0,∞,
and by Lemma 15, this is equivalent to piβ0 , almost surely.
C Proofs of existence and uniqueness lemmas
C.1 Proof of Theorem 2
In this section, we consider basic proofs of existence and computation for the maximum likelihood
estimator.
We will use both the likelihood L and the log-likelihood ℓ as is convenient. We begin with a
useful lemma:
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Lemma 19. Given X, the log-likelihood ℓ(β;Ok) has a maximum if and only if for all β, there is
no v such that fβ,v(t) = ℓ(β + tv;Ok) is strictly increasing.
Proof. The forward direction is simple, so we focus on the reverse direction. First note that since the
log-likelihood is concave and continuously differentiable, every fβ,v is also concave and continuously
differentiable. As a result, the function fβ,v is either constant, strictly decreasing, increasing to a
maximum and then decreasing, or strictly increasing. Let Mβ(v) = maxt≥0 fβ,v(t). Since fβ,v is
not strictly increasing, the function Mβ(v) is defined for all v. Furthermore, the vector v
∗ defined
as argmax‖v‖2≤1Mβ(v) must exist, and that the maximum of ℓ must then agree with the maximum
of fβ,v∗ .
Returning to the proof of the theorem, suppose t and f exist such that bt(f) > 0 and x
T
etv < x
T
f v.
The tth term in the expansion of L(β + sv;Ok) is bounded above by
pt =
bt(et) exp
(
xTet(β + sv)
)
bt(et) exp
(
xTet(β + sv)
)
+ bt(f) exp
(
xTf (β + sv)
) .
Furthermore, since xTetv < x
T
f v, it is easy to see that pt → 0 as s → ∞. Since pt bounds the
likelihood, we conclude that fβ,v cannot be strictly increasing. By Lemma 19, the log-likelihood
cannot attain a maximum. Now suppose that for all t and f such that bt(f) > 0, we have x
T
f v = c.
Then for any β and v, the function fβ,v is constant, since each term is multiplied by exp(tx
T
f v) =
exp(tc) in the likelihood expression. In particular, this holds for any potential maximum βˆ, which
is a contradiction. This proves the forward direction.
For the reverse direction, suppose that for some v, we have xTf v ≤ xTetv for all f and all t such
that bt(f) > 0, with strict inequality for some f . Recalling that
fβ,v(s) =
bt(et) exp
(
xTet(β + sv)
)∑
e∈E bt(e) exp (x
T
e (β + sv))
,
we may compute
f ′β,v(s) =
∑
e∈E bt(e) exp
(
xTe (β + sv)
)
bt(et) exp
(
xTet(β + sv)
)
xTetv(∑
e∈E bt(e) exp (x
T
e (β + sv))
)2
− bt(et) exp
(
xTet(β + sv)
) (∑
e∈E bt(e) exp
(
xTe (β + sv)
)
xTe v
)
(∑
e∈E bt(e) exp (x
T
e (β + sv))
)2
>
∑
e∈E bt(e) exp
(
xTe (β + sv)
)
bt(et) exp
(
xTet(β + sv)
)
xTetv(∑
e∈E bt(e) exp (x
T
e (β + sv))
)2
− bt(et) exp
(
xTet(β + sv)
) (∑
e∈E bt(e) exp
(
xTe (β + sv)
)
xTetv
)
(∑
e∈E bt(e) exp (x
T
e (β + sv))
)2
= 0,
so fβ,v is strictly increasing for each β. Hence, by Lemma 19, the log-likelihood does not achieve a
maximum. This proves the theorem.
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C.2 Proof of Proposition 5
Using Lemma 22 and Remark 23 in Appendix D, we have
∂2
∂β(a)β(b)
ℓ(β;Ok) = −
k∑
t=2
(Et[Zt(a)Zt(b)] − Et[Zt(a)]Et[Zt(b)])
= −
k∑
t=2
covt(Zt(a), Zt(b)).
This completes the proof.
C.3 Proof of Proposition 6
We begin with a useful lemma:
Lemma 20. Let M be an invertible d×d matrix, and let X ′ = XM . Let Zt denote a random vector
obtained by sampling the rows of X according to a fixed probability distribution where all rows are
sampled with strictly positive probability, and let Z ′t denote a random vector obtained by sampling
the rows of X ′ according to the same distribution. Let Ct = cov(Zt) and C
′
t = cov(Z
′
t). Then we
have rank(C ′t) = rank(Ct).
Proof. Note that Z ′t = M
TZt. We have
E[Z ′t] = E[M
TZt] = M
T
E[Zt]
and
E[Z ′tZ
′T
t ] = E[M
TZtZ
T
t M ] = M
T
E[ZtZ
T
t ]M,
so clearly,
C ′t = cov[Z
′
t] = M
T cov[Zt]M = Ct.
Since M is invertible, it follows by elementary linear algebra that rank(C ′t) = rank(Ct).
Note that since rank(X) = d, we may find an invertible matrix M such that X ′ = XM has the
form
X ′ =
[
Id
H
]
,
for some matrix H ∈ R(m−d)×d. By Lemma 20, it suffices to analyze the covariance matrix C ′t of the
sampled rows of X ′. We claim that if H1 6= 1, then rank(C ′t) = d; if H1 = 1, then rank(C ′t) = d−1.
We first consider the case when H1 6= 1. Suppose rank(C ′t) < d. Then for some v 6= 0, we have
vTC ′tv = 0. We may write
vTC ′tv = var(v
TZ ′t),
where we use Z ′t to denote the random vector corresponding to a randomly sampled row. Clearly,
the latter expression is 0 if and only if vTZ ′t, is almost surely constant. However, the possible values
of vTZ ′t correspond to the elements of X
′v. Since the upper block of X ′ is equal to Id and v 6= 0,
this constant must be nonzero because all rows are sampled with positive probability, by assumption.
Without loss of generality, suppose
X ′v = 1. (14)
Since we have (X ′v)i = vi = 1 for i ≤ d, we must have v = 1. But then H1 = 1, contradicting our
assumption. Thus, we must have rank(C ′t) = d.
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In the case when H1 = 1, the above argument shows that X ′1 = 1, so
1
TC ′t1 = var(1
TZ ′t) = 0.
In addition, any vector v satisfying vTC ′tv = 0 must be a scalar multiple of 1. Hence, we conclude
that the null space of C ′t has dimension 1, so rank(C
′
t) = d− 1.
D Computational lemmas
In this Appendix, we derive a few useful lemmas regarding limiting distributions and expectations.
We use Et to denote the expectation with respect to the conditional measure Pβ0(· | Ft−1), and
write E∞ to denote the expectation with respect to the limiting conditional measure limt→∞ Pβ0,t =
Pβ0,∞ = piβ0 . Recall that Zt denotes a random covariate vector corresponding to the edge chosen
by Pβ0(· | Ft−1).
Proposition 21. For every collection of positive integers {j1, . . . , jI}, we have the almost sure
convergence
lim
t→∞
Et
[
I∏
i=1
Zt(si)
ji
]
= E∞
[
I∏
i=1
Z∞(si)
ji
]
.
Proof. Writing out the left-hand side, we have
lim
t→∞
Et
[
I∏
i=1
Zt(si)
ji
]
= lim
t→∞
m∑
u=1
bt(u) exp(x
T
uβ0)∑m
v=1 bt(v) exp(x
T
v β0)
I∏
i=1
xu(si)
ji
=
m∑
u=1
b∞(u) exp(x
T
uβ0)∑m
v=1 b∞(v) exp(x
T
v β0)
I∏
i=1
xu(si)
ji
= E∞
[
I∏
i=1
Z∞(si)
ji
]
,
where the second equality follows from the almost-sure convergence guarantee of Lemma 16.
One useful special case of Proposition 21 is the convergence of conditional covariances
lim
t→∞
covt(Zt(a), Zt(b))→ cov∞(Zt(a), Zt(b)).
The second lemma provides an expression for computing derivatives of moments.
Lemma 22. For every collection of positive integers {j1, . . . , jI}, we have
∂
∂β(r)
Et
[
I∏
i=1
Zt(si)
ji
]
= Et
[
Zt(r)
I∏
i=1
Zt(si)
ji
]
− Et [Zt(r)]Et
[
I∏
i=1
Zt(si)
ji
]
.
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Proof. We may compute the partial derivative as follows:
∂
∂β(r)
Et
[
I∏
i=1
Zt(si)
ji
]
=
∂
∂β(r)
m∑
u=1
bt(u) exp(x
T
uβ)∑m
v=1 bt(v) exp(x
T
v β)
I∏
i=1
xu(si)
ji
=
m∑
u=1
bt(u) exp(x
T
uβ)∑m
v=1 bt(v) exp(x
T
v β)
xu(r)
I∏
i=1
xu(si)
ji
−
(∑m
v=1 bt(v) exp(x
T
v β)xv(r)∑m
v=1 bt(v) exp(x
T
v β)
)
×
(
m∑
u=1
bt(u) exp(x
T
uβ)∑m
v=1 bt(v) exp(x
T
v β)
I∏
i=1
xu(si)
ji
)
= Et
[
Zt(r)
I∏
i=1
Zt(si)
ji
]
− Et [Zt(r)]Et
[
I∏
i=1
Zt(si)
ji
]
.
This proves the desired result.
Remark 23. Lemma 22 is helpful for computing derivatives and showing that they are uniformly
bounded. In particular, we have
∇ℓ(β;Ok) =
k∑
t=2
xet −
k∑
t=2
Et[Zt] =
k∑
t=2
(Zt − Et[Zt]) . (15)
Going to second derivatives, we obtain
∂2ℓ(β;Ok)
∂β(r)∂β(s)
=
k∑
t=2
(
Et[Zt(r)]Et[Zt(s)]− Et[Zt(r)Zt(s)]
)
.
Iterating one step further, we have
∂3ℓ(β;Ok)
∂β(q)∂β(r)∂β(s)
=
k∑
t=2
(
− Et[Zt(q)Zt(r)Zt(s)]− 2Et[Zt(q)]Et[Zt(r)]Et[Zt(s)]
+ Et[Zt(q)Zt(r)]Et[Zt(s)] + Et[Zt(q)Zt(s)]Et[Zt(r)]
+ Et[Zt(r)Zt(s)]Et[Zt(q)]
)
.
We now see that the third derivatives are uniformly bounded in the following sense: Suppose B is a
uniform bound on the entries of Zt, which we know exists because all entries are drawn from a fixed
matrix X. Then the third derivatives of the log-likelihood are all bounded by 6kB3. Similarly, we
may argue that the first and second derivatives are uniformly bounded.
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E Consistency and asymptotic normality
E.1 Proof of Lemma 17
Our approach is to use a Taylor expansion around β0. Using the mean-value form of the remainder
term [11], we have
1
k
ℓ(β)− 1
k
ℓ(β0) =
1
k
d∑
a=1
Aa(Ok)(β(a) − β0(a))
+
1
2k
d∑
a=1
d∑
b=1
Bab(Ok)(β(a) − β0(a))(β(b) − β0(b))
+
d∑
a=1
d∑
b=1
d∑
c=1
Cabc(Ok)(β(a) − β0(a))(β(b) − β0(b))(β(c) − β0(c))
= S1 + S2 + S3,
where by Remark 23, we have
Aa(Ok) = ∂
∂β(a)
ℓ(β;Ok)
∣∣
β=β0
=
k∑
t=2
Zt(a)− Et[Zt(a)],
Bab(Ok) = ∂
2
∂β(a)∂β(b)
ℓ(β;Ok)
∣∣
β=β0
= −
k∑
t=2
covt(Zt(a), Zt(b)),
and Cabc(Ok) satisfies
|Cabc(Ok)| ≤ 1
6
max
a,b,c
∣∣∣∣ ∂3ℓ(β)∂β(a)∂β(b)∂β(c)
∣∣∣∣ ≤ 16 · 6k maxi,j |X(i, j)|3.
Now we turn to bounding the sums, starting with S1. By Lemma 29, we have
1
k
Aa(Ok) −→ 0,
since Aa(Ok) is a sum of bounded martingale increments. Hence, with probability tending to 1, we
have |Aa(Ok)/k| ≤ r2. As a result, we see that
|S1| ≤
d∑
a=1
1
k
|Aa(Ok)||β(a) − β0(a)| ≤ dr3.
To bound S2, note that
1
k
Bab(Ok) = −1
k
k∑
t=2
covt(Zt(a), Zt(b)) −→ − cov∞(Z∞(a), Z∞(b)) = −I∞,ab(β0),
by Proposition 21 and Lemma 26, where
I∞,ab(β) = E∞
[
∂
∂β(a)
ℓ(β;Ok) · ∂
∂β(b)
ℓ(β;Ok)
]
. (16)
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We now write
S2 =
1
2
d∑
a=1
d∑
b=1
−I∞,ab(β0)(β(a) − β0(a))(β(b) − β0(b))
+
1
2
d∑
a=1
d∑
b=1
(
1
k
Bab(Ok)− (−I∞,ab(β0))
)
(β(a)− β0(a))(β(b) − β0(b)).
Using an argument similar to that for S1, we can bound the second term by d
2r3 with probability
going to 1 as k →∞. Furthermore, we may rewrite the first term as
Q(β) = −1
2
(β − β0)T I∞(β0)(β − β0),
where I∞ is the d×d matrix of all I∞,ab. Since I∞ is positive definite, the largest eigenvalue of −I∞
is strictly less than 0. Thus, for sufficiently small r and appropriate constants α,α′ > 0, we have
S2 ≤ −α′r2 + d2r3 ≤ −αr2,
with probability tending to 1. Finally, note that by the above discussion, we have
|S3| ≤ C ′d3r3 = Cr3,
for some constant C.
Putting this all together, we see that
1
k
ℓ(β)− 1
k
ℓ(β0) ≤ dr3 − αr2 + Cr3 = r2(−α+ r(d+ C)),
with probability going to 1 as k → ∞. For sufficiently small r, the right-hand side is less than 0,
proving the desired result.
E.2 Proof of Lemma 18
In order to derive the convergence of various components, we will employ Lemma 28 in Appendix G
with Kt = −t−1/2Id and
Mt =
{
(ℓ′1(β0;Ot), . . . , ℓ′d(β0;Ot)), t in N,
M⌊t⌋, t not in N.
Noting that
∆Mis = Mis −Mis− =
{
0, s not in N,
Zs(i)− Es[Zs(i)], s in N,
we can easily check that this yields a right-continuous martingale with limits from the left.
We now verify the conditions of Lemma 28. Proving (a) is clear since k−1/2Id → 0. For (b),
note that we have
Kit =
d∑
j=1
|Kji,t| = 1
t1/2
.
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Since all the Zt(i)’s are bounded by some constant B, we see that
KitE
[
sup
s≤t
|∆Mis|
]
≤ 2B
t1/2
→ 0,
which proves (b).
For (c) and (d), we derive almost sure convergence. Consider the case when t = k is an integer.
We have
(Qk)ab =
k∑
t=2
(
ℓ′a(β0;Ot)− ℓ′a(β0;Ot−1)
) (
ℓ′b(β0;Ot)− ℓ′b(β0;Ot−1)
)
=
k∑
t=2
∆Mat∆Mbt
=
k∑
t=2
(Zt(a)− Et[Zt(a)]) (Zt(b)− Et[Zt(b)]) .
By Proposition 21 and Lemma 26, we therefore have
KkQkK
T
k =
1
k
k∑
t=2
covt(Zt, Zt) −→ cov∞(Z∞, Z∞) = I∞(β0).
It is straightforward to extend the convergence to non-integral values of k, from which we obtain
(c).
For (d), equation (15) gives
Hk = E[MkM
T
k ]
= E

( k∑
t=2
Zt −
k∑
t=2
Et[Zt]
)(
k∑
t=2
Zt −
k∑
t=2
Et[Zt]
)T
= E

( k∑
t=2
(Zt − Et[Zt])
)(
k∑
t=2
(Zt − Et[Zt])
)T ,
where the non-diagonal terms cancel because Mk is a martingale. We also know that
Zt −→ Z∞,
Et[Zt] −→ z∞,
almost surely, where Z∞ is the covariate vector of an edge chosen according to the distribution πβ0 ,
and z∞ is a constant. In particular, we have the almost sure convergence
(Zt − Et[Zt]) (Zt − Et[Zt])T −→ (Z∞ − z∞) (Z∞ − z∞)T .
Furthermore, the Zt’s are uniformly bounded by maxi,j |X(i, j)|. By the Dominated Convergence
Theorem, we may conclude that almost surely,
E
[
(Zt − Et[Zt]) (Zt − Et[Zt])T
]
−→ E
[
(Z∞ − z∞) (Z∞ − z∞)T
]
.
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Hence, by Lemma 26, we have
KkHkK
T
k =
1
k
E

( k∑
t=2
(Zt − Et[Zt])
)(
k∑
t=2
(Zt − Et[Zt])
)T −→ E [(Z∞ − z∞) (Z∞ − z∞)T ] ,
almost surely, where the last expression is positive definite because piβ0 is strictly positive. This
implies (d).
Hence, by Lemma 28, we have the convergence in distribution
− 1
k1/2
∇ℓ(β0;Ok) −→ N (0, I∞(β0)),
implying that the vector Tk = (T1,k, . . . , Td,k) converges to a N (0, I∞(β0)) random variable.
Finally, we show that Ak −→ −I∞(β0) in probability. The first term of Aab,k is
1
k
ℓ′′ab(β0) = −
1
k
k∑
t=2
covt(Zt(a), Zt(b)) −→ −I∞(β0),
where the convergence is almost sure. Additionally, recalling the uniform bound |ℓ′′′abc(β)| ≤ 6B3k
from Remark 23, the second term of Aab,k satisfies∣∣∣∣∣ 12k
d∑
c=1
(
βˆk(c)− β0(c)
)
ℓ′′′abc(β
∗)
∣∣∣∣∣ ≤ 3B3
d∑
c=1
|βˆk(c) − β0(c)| −→ 0,
in probability, using the consistency of βˆk established in Appendix E.1. This proves the desired
result.
F Proofs for Section 5
F.1 Proof of Theorem 11
From Pólya urn theory [4], we know that
ct
‖ct‖1 −→ pi,
almost surely, where the limiting distribution pi is the leading left eigenvector of W (β0).
We further use the fact that the limiting constants b∞(1), . . . , b∞(m) are uniquely determined
by the relation
Pβ0,∞(e) =
b∞(e)wβ0(e)
b∞(1)wβ0(1) + · · · + b∞(m)wβ0(m)
. (17)
This is stated in the following lemma:
Lemma 24. The constants b∞(1), . . . , b∞(m) appearing in equation (17) are unique up to a scale
factor.
Proof. We can apply Lemma 25 in the following manner: Let piβ0 be the leading left eigenvector
of W (β0), normalized to be a probability distribution. Denote the b∞(i)’s as a vector by b, and let
the weights wβ0(i) be written in a vector as wβ0 . By Lemma 16, we have
Pβ0,∞(i) = piβ0(i) =
b∞(i)wβ0(i)
b∞(1)wβ0(1) + · · ·+ b∞(m)wβ0(m)
,
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for each i and some b∞(i), almost surely. In vectors, this is equivalent to
diag(wβ0)b = piβ0w
T
β0
b.
Letting M = diag(wβ0)− piβ0wTβ0 , we need to show that Mb = 0. Since b need not be unique, we
can specify the scale by requiring b∞(m) = 1. By Lemma 25 in Appendix G, the resulting b is then
unique.
By Lemma 16, the almost-sure limit
w∞ = lim
k→∞
ck
‖ck‖1
c bk∥∥∥ ck‖ck‖1 c bk
∥∥∥
1
=
piβ0 c b∞
‖piβ0 c b∞‖1
exists. Clearly, we have ‖w∞‖1 = 1 and
(b∞ ◦w∞) ∝ piβ0 .
Since ‖piβ0‖1 = 1, we must have b∞ ◦ w∞/(bT∞w∞) = piβ0 . Comparing with equation (12) and
using Lemma 24, we conclude that w∞ = w.
F.2 Proof of Theorem 12
With the cyclic graph structure and conjectured weights in hand, all that remains is to perform some
simple algebraic checks to prove this theorem. Let b′′k+1 = bk+1 − b2. Since ck+1(i) = b′′k+1(i + 1),
it is easy to see that pi = b′′k+1 ◦w/b
′′T
k+1w. Now all that remains is to show pi is the left leading
eigenvector of the weight matrix, defined by
W˜ =


b′′
k+1
(3)
b′′
k+1
(2)
b′′
k+1
(4)
b′′
k+1
(3)
. . .
b′′
k+1
(1)
b′′
k+1
(n)
b′′
k+1
(2)
b′′
k+1
(1)


=


ck+1(2)
ck+1(1)
ck+1(3)
ck+1(2)
. . .
ck+1(n)
ck+1(n−1)
ck+1(1)
ck+1(n)


,
where the rows and columns correspond to the ordering of edges (1, 2), (2, 3), . . . , (n−1). First note
that
p˜i = (ck+1(1), . . . , ck+1(n))
T
satisfies p˜iT = p˜iT W˜ , so pi is clearly a left eigenvector with eigenvalue 1. To see that this is in fact
the leading left eigenvector, note that the characteristic polynomial of W˜ is
p(λ) = det
(
λI − W˜
)
= λn − 1.
Hence, we conclude that 1 is the maximal eigenvalue. This proves the theorem.
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G Auxiliary results
In this section, we provide a few useful lemmas and theorems. We begin with a linear-algebraic
lemma, which is useful for proving limiting results regarding Pólya urns.
Lemma 25. Suppose y ∈ Rm has strictly positive entries. Suppose pi ∈ Rm has nonnegative entries
and ‖pi‖1 = 1. Define the matrix M = diag(y)− piyT . If
Mx = 0,
then x is a scalar multiple of
v =
(
π1
y1
,
π2
y2
, . . . ,
πm
ym
)T
.
Proof. Assume without loss of generality that πm > 0. Observe that we may write M as
M =


(π2 + · · · + πm)y1 −π1y2 . . . −π1ym
−π2y1 (π1 + π3 + · · · + πm)y2 −π2ym
...
. . .
...
−πmy1 −πmy2 . . . (π1 + · · ·+ πm−1)ym

 . (18)
Clearly, Mv = 0, implying that rank(M) ≤ m− 1. We need to show that the inequality is actually
an equality.
Consider a linear combination of the first m − 1 columns of M , weighted by the coefficients
(c1, . . . , cm−1). Suppose the linear combination is equal to zero. Examining the first and last
component of the resulting vector, we obtain the equations
c1(1− π1)y1 − c2π1y2 − · · · − cm−1π1ym−1 = 0,
−c1πmy1 − c2πmy2 − · · · − cm−1πmym−1 = 0.
Note that if π1 = 0, the first equation implies that c1 = 0. If π 6= 0, we may divide the first equation
by π1, divide the second equation by πm, and take the difference to obtain(
c1 +
c1(1− π1)
π1
)
y1 = 0.
Recalling that y1 > 0 by assumption, we may rearrange this last equation to conclude that c1 = 0.
A similar argument shows that ci = 0 for all 1 ≤ i ≤ m− 1. Hence, we conclude that the first m− 1
columns of M are linearly independent, implying that rank(M) = m− 1, as wanted.
Next, we state Cesàro’s lemma, which may be found in standard analysis texts such as [7, Lemma
15.5].
Lemma 26 (Cesàro’s lemma). Let {ak} be a sequence of real numbers converging to a. Then we
also have the convergence of the average
1
n
n∑
k=1
ak → a.
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Next, we state a helpful computational lemma:
Lemma 27 (Lemma 6.5.2 from [28]). Let (T1,k, . . . , Td,k) be a sequence of random vectors converging
in distribution to (T1, . . . , Td). Suppose for each fixed i and j, {Aij,k}∞k=1 is a sequence of random
variables converging in probability to constants aij, and the resulting matrix A = [aij ] is invertible.
Define B = A−1. Then the solutions (Y1,k, . . . , Yd,k) of the system of equations
d∑
j=1
Aij,kYj,k = Ti,k
converge in distribution to the solutions (Y1, . . . , Yd) of the system of equations
d∑
j=1
aijYj = Ti,
which are given by
Yi =
d∑
j=1
bijTk.
We also require a multidimensional martingale central limit theorem:
Lemma 28 (Martingale central limit theorem from [25]). Let Mt = (Mt(1), . . . ,Mt(d)) be a d-
dimensional square-integrable martingale with respect to a filtration Ft, and suppose the sample
paths of Mt are right-continuous and have limits from the left. Suppose there exists a family of
non-random d× d matrices {Kt : t > 0}, with t 7→ Kt continuous. Finally, suppose that as t→∞,
we have
(a) Kt → 0;
(b) KitE
[
sups≤t |∆Mis|
] → 0 for i = 1, . . . , d, where we define the terms Kit = ∑dj=1Kji,t and
∆Mis = Mis −Mis−;
(c) KtQtK
T
t −→ Ξ in probability, where Qt is the quadratic variation matrix of Mt with (i, j)
entry equal to
(Qt)ij = lim
‖P‖→0
n∑
k=1
(Mtk (i)−Mtk−1(i))(Mtk (j)−Mtk−1(j)),
with the limit is taken over finer and finer partitions P of the interval [0, t], and Ξ is a random
positive semidefinite matrix; and
(d) KtHtK
T
t −→ Σ in probability, where Ht = E
[
MtM
T
t
]
and Σ is positive definite.
Then we have the convergence in distribution
KtMt −→ Z ∼ Nd(0,Ξ).
Finally, we state a law of large numbers for sums of bounded martingale differences. The proof
is an easy consequence of the Azuma-Hoeffding inequality.
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Lemma 29 (Law of large numbers for bounded martingale differences). Let ∆1, . . . ,∆k be a mar-
tingale difference sequence with increments bounded by a constant B. Then
1
k
k∑
t=1
∆t −→ 0.
Proof. The proof is an application of the Azuma-Hoeffding inequality and the Borel-Cantelli lemma.
By the Azuma-Hoeffding inequality, we have
P
{∣∣∣∣
k∑
t=1
∆t
∣∣∣∣ > ǫk
}
≤ 2 exp
(
− ǫ
2k2
2Bk
)
= 2exp
(
−ǫ
2k
2B
)
.
Summing over all k yields a finite sum, so by the Borel-Cantelli lemma, our sum converges to 0,
almost surely.
Finally, we state a theorem from [4] on the almost sure convergence of branching processes. Let
Xt be a multitype continuous time Markov branching process. Let A be the inifinitestimal generator
of the mean matrix semigroup {M(t) : t ≥ 0}, where
Mij(t) = E [Xj(t)|Xr(0) = δri, r = 1, . . . ,m] ,
and the δri’s are Kronecker deltas. We assume the process is positive regular; i.e., A is irreducible
and nonsingular.
Theorem 30 (Theorem 1 of [4]). If the first moments exist, we have
lim
t→∞
Xte
−λ1t = X∞v,
almost surely, where X∞ is a nonnegative random variable, λ1 is the maximal eigenvalue of A, and
v is the normalized leading left eigenvector of A.
H Simulation results
In this Appendix, we provide tables of results from the simulations discussed in Section 6.
H.1 Simulations on a directed cycle
In this subsection, we present results for a directed cycle without loops. The first set of results are
in Tables 1, 2, 3, and 4. For each set of parameters (n, d, k), we conducted 500 simulations, For
each simulation, the edge covariates were independent and identically distributed samples from a
Nd(0, (0.01)
2Id) distribution. Most of the data follow the general trends outlined in Section 6.
For the results in Table 5, simulations were similarly conducted on a directed cycle without loops,
of size n = 2 and dimension d = 1. One possibly surprising observation is that the error is higher
for a given k when n = 2 than when n = 50 or n = 75. This is likely due to the larger variation in
edge weights, owing to having more edges when n is larger. Indeed, we examine the trimmed root
mean squared error, where we ignore estimates that differ from the true β by more than 10 and the
proportion of trimmed runs. It is likely that a few runs had very large differences in the two edge
weights, leading to large variance in the realized process and therefore also the estimates.
30
dimension infection size root-mean squared error by method, n = 50 and n = 75
emp mle gw emp mle gw
d = 1 k = 25 62.7 33.3 153.3 63.6 33.0 69.4
k = 50 47.5 22.1 30.02 51.0 20.7 36.0
k = 100 44.7 14.2 22.30 40.5 13.4 19.4
k = 250 34.1 7.87 13.36 36.9 8.14 16.4
k = 400 30.9 6.33 14.31 34.7 6.94 12.9
k = 500 29.9 5.53 13.57 32.4 5.68 11.9
k = 1, 000 28.3 4.06 9.911 29.3 4.24 9.13
d = 5 k = 25 1498.7 4528.4 1591.8 1549.7 5488.8 1494.9
k = 50 1056.8 1656.5 570.47 4498.8 1613.0 1442.8
k = 100 304.33 120.86 146.86 262.46 80.586 125.06
k = 250 123.33 36.652 45.479 121.55 34.490 63.077
k = 400 105.68 23.679 38.406 106.96 24.524 37.384
k = 500 97.159 20.682 35.049 93.737 20.799 35.575
k = 1, 000 83.533 12.757 25.754 83.140 13.212 25.527
d = 10 k = 25 6099.27 1356.9 6584.8 14039.1 990.757 4766.9
k = 50 10207.9 1418.7 6974.6 8688.13 1332.34 4778.0
k = 100 7784.28 2638.7 6531.1 34585.3 43045.9 7574.2
k = 250 3337.33 4358.7 2077.5 4838.75 2021.39 1899.7
k = 400 4276.97 1734.4 2214.3 10704.9 45498.8 3200.9
k = 500 3949.34 3448.2 1163.7 2299.84 725.327 1086.9
k = 1, 000 346.715 100.61 138.31 638.762 140.987 448.33
d = 20 k = 25 30994.25 1329.6 14947.0 19798.2 3032.4 15069.6
k = 50 18767.91 608.26 28866.3 9267.94 579.65 45271.8
k = 100 23701.71 793.28 20060.8 32806.8 493.67 17890.7
k = 250 17466.70 426.78 17549.8 26442.2 429.01 26400.5
k = 400 56383.87 440.49 63315.1 14160.4 427.40 20762.7
k = 500 242865.8 474.49 80426.8 34631.4 416.54 60524.4
k = 1, 000 15206.20 509.48 18019.2 11530.0 484.18 8915.05
Table 1. Root mean squared error for β via the empirical distribution, the maximum likelihood estimator,
and the general weights methods on a directed cycle, denoted by emp, mle, and gw, respectively. The graph
consists of n vertices, and the covariates are independent, identically distributed Nd(0, (0.01)
2Id) random
variables. For each simulation, k vertices are infected. For each n, d, and k, there are 500 simulations of
the process. In general, the maximum likelihood estimator seems to perform the best, followed by general
weights and then the empirical estimators.
31
dim. inf. size Confidence interval performance, n = 50
n.e. cov. avg. len. nec. len.
d = 1 k = 25 0 70 5.79 × 102 1.25 × 102
k = 50 0 60 3.36 × 101 8.65 × 101
k = 100 0 55 2.00 × 101 5.69 × 101
k = 250 0 47 9.84 × 100 3.12 × 101
k = 400 0 41 6.76 × 100 2.65 × 101
k = 500 0 41 5.85 × 100 2.18 × 101
k = 1, 000 0 31 3.38 × 100 1.64 × 101
d = 5 k = 25 7 51 1.04 × 107 4.26 × 103
k = 50 1 48 1.28 × 102 1.14 × 103
k = 100 0 50 3.59 × 101 1.54 × 102
k = 250 0 51 1.54 × 101 5.88 × 101
k = 400 0 39 1.06 × 101 4.39 × 101
k = 500 0 39 8.50 × 100 3.49 × 101
k = 1, 000 0 35 4.75 × 100 2.16 × 101
d = 10 k = 25 47 45 3.84 × 109 9.89 × 102
k = 50 45 46 1.97 × 109 1.33 × 103
k = 100 28 59 3.84 × 108 1.35 × 103
k = 250 3 41 7.05 × 106 1.15 × 103
k = 400 2 35 2.41 × 105 1.02 × 103
k = 500 1 31 3.34 × 104 7.95 × 102
k = 1, 000 0 32 1.07 × 101 7.17 × 101
d = 20 k = 25 47 53 7.75 × 109 4.47 × 102
k = 50 51 49 4.59 × 109 4.34 × 102
k = 100 49 51 3.20 × 109 4.68 × 102
k = 250 49 51 1.17 × 109 3.69 × 102
k = 400 46 54 7.18 × 108 4.09 × 102
k = 500 51 49 5.11 × 108 3.60 × 102
k = 1, 000 50 50 2.22 × 108 3.98 × 102
Table 2. Confidence interval performance on a directed cycle graph for the first coordinate of β. The
columns are n.e. for the percent of runs resulting in numerical errors, cov. for the percent of runs where
the 95% confidence interval contains β, avg. len. for the average confidence interval length, and nec. len. for
the 95th quantile of the absolute distance of βˆk(1) from β(1). The covariates are independent, identically
distributed Nd(0, (0.01)
2Id) random variables. For each d and k, there are 500 simulations of the process.
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dim. inf. size Confidence interval performance, n = 75
n.e. cov. avg. len. nec. len.
d = 1 k = 25 0 70 5.85 × 101 1.40 × 102
k = 50 0 63 3.43 × 101 8.13 × 101
k = 100 0 56 1.98 × 101 5.29 × 101
k = 250 0 48 9.79 × 100 3.30 × 101
k = 400 0 39 7.00 × 100 2.79 × 101
k = 500 0 42 5.77 × 100 2.22 × 101
k = 1, 000 0 34 3.38 × 100 1.57 × 101
d = 5 k = 25 7 51 4.53 × 108 5.08 × 103
k = 50 2 50 1.28 × 102 1.23 × 103
k = 100 0 53 3.66 × 101 1.42 × 102
k = 250 0 45 1.57 × 101 6.63 × 101
k = 400 0 38 1.06 × 101 4.45 × 101
k = 500 0 37 8.50 × 100 3.95 × 101
k = 1, 000 0 36 4.95 × 100 2.33 × 101
d = 10 k = 25 47 43 3.53 × 109 9.79 × 102
k = 50 45 48 1.76 × 1010 1.27 × 103
k = 100 27 57 5.12 × 108 1.43 × 103
k = 250 4 44 2.97 × 107 1.52 × 103
k = 400 1 34 1.05 × 105 1.23 × 103
k = 500 0 35 1.03 × 104 3.97 × 102
k = 1, 000 0 34 1.24 × 101 7.79 × 101
d = 20 k = 25 45 54 7.57 × 109 5.40 × 102
k = 50 51 49 4.85 × 109 4.82 × 102
k = 100 55 45 3.02 × 109 4.57 × 102
k = 250 46 54 1.09 × 109 3.70 × 102
k = 400 47 53 5.75 × 108 3.90 × 102
k = 500 51 49 4.53 × 108 3.86 × 102
k = 1, 000 54 46 2.19 × 108 4.03 × 102
Table 3. Confidence interval performance on a directed cycle graph for the first coordinate of β. The
columns are n.e. for the percent of runs resulting in numerical errors, cov. for the percent of runs where
the 95% confidence interval contains β, avg. len. for the average confidence interval length, and nec. len. for
the 95th quantile of the absolute distance of βˆk(1) from β(1). The covariates are independent, identically
distributed Nd(0, (0.01)
2Id) random variables. For each d and k, there are 500 simulations of the process.
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dimension infection size average time (s) by method, n = 50 and n = 75
emp mle gw emp mle gw
d = 1 k = 25 0.003 0.200 0.204 0.004 0.197 0.208
k = 50 0.006 0.491 0.460 0.006 0.484 0.467
k = 100 0.011 1.355 1.163 0.012 1.332 1.157
k = 250 0.026 4.795 4.060 0.028 4.832 4.170
k = 400 0.041 9.260 8.164 0.044 9.360 8.355
k = 500 0.052 12.66 11.19 0.054 12.41 11.06
k = 1, 000 0.103 31.19 26.83 0.112 32.90 30.26
d = 5 k = 25 0.003 0.261 0.191 0.004 0.258 0.195
k = 50 0.006 0.524 0.451 0.006 0.527 0.471
k = 100 0.011 1.321 1.153 0.012 1.294 1.175
k = 250 0.026 4.620 4.098 0.028 4.649 4.214
k = 400 0.042 9.159 8.370 0.044 9.164 8.421
k = 500 0.051 12.24 11.00 0.054 12.14 11.02
k = 1, 000 0.105 32.13 27.84 0.109 31.09 27.35
d = 10 k = 25 0.003 0.289 0.200 0.004 0.295 0.211
k = 50 0.006 0.760 0.455 0.007 0.764 0.475
k = 100 0.011 2.039 1.148 0.012 2.022 1.172
k = 250 0.026 6.351 4.061 0.028 6.658 4.231
k = 400 0.041 10.64 8.177 0.044 10.98 8.308
k = 500 0.051 13.84 11.16 0.054 13.15 11.16
k = 1, 000 0.105 32.36 27.64 0.109 32.72 27.91
d = 20 k = 25 0.003 0.294 0.200 0.004 0.294 0.205
k = 50 0.006 0.714 0.462 0.007 0.705 0.475
k = 100 0.011 1.872 1.145 0.012 1.949 1.213
k = 250 0.026 7.261 4.201 0.028 7.192 4.306
k = 400 0.042 14.41 8.357 0.044 14.21 8.332
k = 500 0.051 19.69 11.11 0.056 19.87 11.41
k = 1, 000 0.106 52.78 28.25 0.110 51.91 28.04
Table 4. Average time in seconds for estimating β via projecting the empirical distribution, the maximum
likelihood estimator, and the general weights methods on a directed cycle, denoted emp, mle, and gw,
respectively. The covariates are independent, identically distributed Nd(0, (0.01)
2Id) random variables. For
each simulation, k vertices are infected. For each n, d, and k, there are 500 simulations of the process.
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root-mean squared error by method, n = 2 and d = 1
infection size emp fp mle gw
k = 25 6786 7117 4661 4661
k = 50 1233 1134 710 710
k = 100 624 599 468 468
k = 250 1503 1776 250 1754
k = 400 123 126 150 150
k = 500 174 170 270 270
k = 1, 000 204 205 267 267
trimmed root-mean squared error by method, n = 2 and d = 1
infection size emp fp mle gw
k = 25 5.8 2.9 5.4 5.4
k = 50 6.0 6.3 5.3 5.3
k = 100 5.7 5.7 5.3 5.3
k = 250 5.1 5.2 5.2 5.2
k = 400 5.2 5.0 5.1 5.1
k = 500 4.9 4.9 4.8 4.8
k = 1, 000 4.3 4.4 4.3 4.3
percent remaining after trimming, n = 2 and d = 1
infection size emp fp mle gw
k = 25 17 27 20 20
k = 50 28 27 32 32
k = 100 36 35 35 35
k = 250 47 48 53 53
k = 400 56 56 61 61
k = 500 61 61 67 67
k = 1, 000 71 71 74 74
Table 5. Root mean squared error, trimmed root mean squared error, and percent of parameters that were
kept during trimming. The trimming eliminated estimates that were more than 10 from the actual value
of β. The estimators used were the empirical distribution, fixed point, maximum likelihood, and general
weights, denoted by emp, fp, mle, and gw, respectively. The fixed point method behaves similarly to the
empirical distribution estimator.
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H.2 Simulations on a directed cycle with loops
In this subsection, we present results for a directed cycle with loops. The results are in Tables 6, 7, 8,
and 9. For each set of parameters (n, d, k), we conducted 500 simulations. For each simulation, the
first d coordinates of edge covariates for inter-vertex edges were independent, identically distributed
samples from a Nd(0, (0.01)
2Id) distribution, and the last coordinate was 0. For self-loops, all of the
covariates were the (d+ 1)th standard basis vector ed+1. Compared to the data without self-loops,
the error is much higher. This is likely due to the presence of more parameters and the high chance
of infections following self-loops. Note that the Ebola data contains about 10 times more infections
with self-loops than without.
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dimension infection size root-mean squared error by method, n = 50 and n = 75
emp mle gw emp mle gw
d = 1 k = 100 110.1 58.9 285.4 130.9 42.8 227.0
k = 250 84.18 26.2 152.8 70.16 19.4 118.1
k = 400 66.01 18.1 110.3 69.51 18.7 120.2
k = 500 64.61 16.1 77.76 64.81 14.6 96.31
k = 1, 000 53.63 10.1 67.49 59.29 11.1 86.65
k = 2, 000 51.63 7.26 59.20 47.95 6.49 68.86
k = 3, 000 43.76 5.75 53.97 45.90 6.11 58.61
d = 2 k = 100 1915.0 2606.2 1738.9 696.0 1393.9 1291.4
k = 250 152.71 48.131 264.61 151.1 54.737 301.33
k = 400 131.07 48.161 179.14 122.0 39.128 275.00
k = 500 115.37 29.372 161.30 109.0 30.207 209.60
k = 1, 000 92.460 25.010 118.57 86.94 20.156 95.640
k = 2, 000 84.664 13.354 96.076 81.05 13.153 73.388
k = 3, 000 73.615 11.111 77.843 77.21 10.283 78.122
d = 5 k = 100 3466.99 7093.8 5608.55 7703.3 257324.7 13490.1
k = 250 4259.41 5751.7 19764.1 3885.0 43619.85 4995.12
k = 400 6564.88 5735.5 2780.33 2277.3 6861.845 6519.96
k = 500 14521.5 1980.9 5271.67 3191.2 2347.777 2185.80
k = 1, 000 2344.93 3317.8 1257.38 1674.2 1583.915 1538.17
k = 2, 000 909.887 210.43 484.895 412.32 498.417 580.296
k = 3, 000 342.086 81.669 574.231 269.67 63.604 266.18
Table 6. Root mean squared error for β via the empirical distribution, the maximum likelihood, and the
general weights methods on a directed cycle with loops, denoted by emp, mle, and gw, respectively. The graph
is on n vertices, and the covariates between vertices are independent, identically distributed Nd(0, (0.01)
2Id)
random variables, redrawn for each simulation. For loops, the covariates are just the (d+1)th standard basis
vector. For each simulation, k vertices are infected. For each n, d, and k, there are 500 simulations of the
process. Compared to the cycle without loops, the error is much larger with loops.
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dim. inf. size Confidence interval performance, n = 50
n.e. cov. avg. len. nec. len.
d = 1 k = 100 0 26 23.7 196.4
k = 250 0 24 11.9 106.9
k = 400 0 23 7.58 77.53
k = 500 0 20 6.62 66.48
k = 1, 000 0 18 3.89 42.53
k = 2, 000 0 17 2.29 30.28
k = 3, 000 0 15 1.65 24.49
d = 2 k = 100 0 24 36.1 481.5
k = 250 0 24 14.1 133.4
k = 400 0 22 9.77 98.10
k = 500 0 18 8.18 82.76
k = 1, 000 0 13 4.70 63.60
k = 2, 000 0 12 2.66 39.07
k = 3, 000 0 11 1.96 28.82
d = 5 k = 100 13 46 1.77 × 108 3929.8
k = 250 6 23 1.52 × 104 4172.5
k = 400 4 20 1.47 × 103 3031.2
k = 500 3 18 1.49 × 102 2429.8
k = 1, 000 1 11 2.55 × 101 572.71
k = 2, 000 0 11 7.00 × 100 170.86
k = 3, 000 0 9 4.85 × 100 111.26
Table 7. Confidence interval performance on a directed cycle graph with loops for the first coordinate of β.
The columns are n.e. for the percent of runs resulting in numerical errors, cov. for the percent of runs where
the 95% confidence interval contains β, avg. len. for the average confidence interval length, and nec. len. for
the 95th quantile of the absolute distance of βˆk(1) from β(1). The graph is on n vertices, and the covariates
between vertices are independent, identically distributed Nd(0, (0.01)
2Id) random variables, redrawn for each
simulation. For loops, the covariates are just the (d + 1)th standard basis vector. For each simulation, k
vertices are infected. For each d and k, there are 500 simulations of the process.
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dim. inf. size Confidence interval performance, n = 75
n.e. cov. avg. len. nec. len.
d = 1 k = 100 0 23 22.3 168.3
k = 250 0 25 10.4 75.80
k = 400 0 24 7.90 76.81
k = 500 0 23 6.65 57.45
k = 1, 000 0 16 3.78 49.30
k = 2, 000 0 15 2.23 26.66
k = 3, 000 0 13 1.62 24.18
d = 2 k = 100 0 30 31.0 381.5
k = 250 0 21 15.0 140.5
k = 400 0 21 9.48 96.38
k = 500 0 16 7.65 86.04
k = 1, 000 0 17 4.61 59.38
k = 2, 000 0 13 2.61 34.58
k = 3, 000 0 13 2.03 31.38
d = 5 k = 100 15 52 1.59 × 108 3858.4
k = 250 5 25 9.51 × 106 4039.8
k = 400 3 18 3.91 × 103 2375.5
k = 500 2 18 1.94 × 102 2609.3
k = 1, 000 1 13 1.87 × 101 675.71
k = 2, 000 0 13 6.68 × 100 160.47
k = 3, 000 0 10 4.52 × 100 92.390
Table 8. Confidence interval performance on a directed cycle graph with loops for the first coordinate of β.
The columns are n.e. for the percent of runs resulting in numerical errors, cov. for the percent of runs where
the 95% confidence interval contains β, avg. len. for the average confidence interval length, and nec. len. for
the 95th quantile of the absolute distance of βˆk(1) from β(1). The graph is on n vertices, and the covariates
between vertices are independent, identically distributed Nd(0, (0.01)
2Id) random variables, redrawn for each
simulation. For loops, the covariates are just the (d + 1)th standard basis vector. For each simulation, k
vertices are infected. For each d and k, there are 500 simulations of the process.
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dimension infection size average time (s) by method, n = 50 and n = 75
emp mle gw emp mle gw
d = 1 k = 100 0.013 1.327 1.664 0.015 1.321 1.738
k = 250 0.030 4.535 5.335 0.034 4.542 5.337
k = 400 0.047 8.703 9.938 0.053 8.861 10.31
k = 500 0.058 11.75 12.94 0.067 11.84 14.06
k = 1, 000 0.122 31.38 34.89 0.133 29.91 33.66
k = 2, 000 0.232 74.62 86.37 0.262 74.08 90.81
k = 3, 000 0.363 131.1 166.4 0.391 124.3 160.9
d = 2 k = 100 0.013 1.374 1.622 0.016 1.410 1.747
k = 250 0.030 4.641 5.334 0.034 4.605 5.619
k = 400 0.047 8.767 9.980 0.052 8.658 9.939
k = 500 0.058 11.93 13.51 0.066 11.98 13.94
k = 1, 000 0.118 30.40 32.73 0.133 30.28 35.46
k = 2, 000 0.232 76.52 88.53 0.256 75.75 87.97
k = 3, 000 0.346 131.1 157.1 0.386 129.0 162.8
d = 5 k = 100 0.013 2.761 1.757 0.015 2.602 1.752
k = 250 0.030 8.357 5.609 0.034 8.431 5.645
k = 400 0.047 14.32 9.819 0.053 14.15 10.50
k = 500 0.058 17.68 13.88 0.066 17.43 14.03
k = 1, 000 0.120 40.37 33.82 0.132 37.70 33.78
k = 2, 000 0.235 87.98 86.50 0.256 86.31 85.93
k = 3, 000 0.362 154.2 162.2 0.392 147.1 160.5
Table 9. Average time in seconds for estimating β via projecting the empirical distribution, the maximum
likelihood estimator, and the general weights methods on a directed cycle, denoted by emp, mle, and gw,
respectively. The graph is on n vertices, and the covariates between vertices are independent, identically
distributed Nd(0, (0.01)
2Id) random variables, redrawn for each simulation. For loops, the covariates are
just the (d + 1)th standard basis vector. For each simulation, k vertices are infected. For each n, d, and k,
there are 500 simulations of the process. Compared to the cycle without loops, the computation time seems
much higher, particularly for the empirical distribution and general weights estimator.
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I Ebola results
In this Appendix, we provide the covariates used in our analysis of the spread of Ebola in West
Africa described in Section 7. Tables 10 and 11 contain descriptions of the covariates used. All
covariate information other than the data on shared borders comes from [14]. Finally, Table 12
contains the results of the Ebola analysis.
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type covariate description
geographic source temp. Mean annual temperature of the source region,
log-transformed and standardized.
dest. temp. Mean annual temperature of the destination
region, log-transformed and standardized.
source temp. seas. Temperature seasonality index of the source
region, log-transformed and standardized.
dest. temp. seas. Temperature seasonality index of the destina-
tion region, log-transformed and standardized.
source prec. Mean annual precipitation in the source re-
gion, log-transformed and standardized.
dest. prec. Mean annual precipitation in the destination
region, log-transformed and standardized.
source prec. seas. Precipitation seasonality index of the source
region, log-transformed and standardized.
dest. prec. seas. Precipitation seasonality index of the destina-
tion region, log-transformed and standardized.
demographic gc distance The great circle distance between population
centroids, log-transformed and standardized.
source pop. The source population, log-transformed and
standardized.
dest. pop. The destination population, log-transformed
and standardized.
source pop. density The source population density, log-
transformed and standardized.
dest pop. density The destination population density, log-
transformed and standardized.
source t.t. 100k The estimated average travel time in the
source region to the nearest settlement of
100,000 people, log-transformed and standard-
ized.
dest. t.t. 100k The estimated average travel time in the des-
tination region to the nearest settlement of
100,000 people, log-transformed and standard-
ized.
source econ. Gridded economic output of the source, log-
transformed and standardized.
dest. econ. Gridded economic output of the destination,
log-transformed and standardized.
Table 10. Edge covariates used in the Ebola analysis. All indicators are 0 if the condition is not met and 1
if the condition is met.
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type covariate description
political dom. border An indicator as to whether the source and
destination regions share a border within the
same country.
int. border An indicator as to whether the source and des-
tination regions share a border but are in dif-
ferent countries.
Guinea to Liberia An indicator for the source being in Guinea
and the destination being in Liberia.
Guinea to Sierra Leone An indicator for the source being in Guinea
and the destination being in Sierra Leone.
Liberia to Guinea An indicator for the source being in Liberia
and the destination being in Guinea.
Liberia to Sierra Leone An indicator for the source being in Liberia
and the destination being in Sierra Leone.
Sierra Leone to Guinea An indicator for the source being in Sierra
Leone and the destination being in Guinea.
Sierra Leone to Liberia An indicator for the source being in Sierra
Leone and the destination being in Liberia.
cultural shared lang. dom. An indicator for the source and destination
being in the same country and sharing at least
one of seventeen languages.
shared lang. int. An indicator for the source and destination be-
ing in different countries and sharing at least
one of seventeen languages.
Table 11. Edge covariates used in the Ebola analysis. All indicators are 0 if the condition is not met and 1
if the condition is met.
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covariate coef. std. err. abs. t-statistic
gc distance −0.594 4.03 × 10−4 1.48 × 103
dest. pop. 0.749 7.17 × 10−4 1.05 × 103
source pop. 0.948 9.39 × 10−4 1.01 × 103
int. border 3.027 3.12 × 10−3 9.75 × 102
source t.t. 100k 0.691 7.69 × 10−4 8.99 × 102
source prec. 1.569 2.20 × 10−3 7.14 × 102
Sierra Leone to Guinea −2.241 3.15 × 10−3 7.12 × 102
Guinea to Sierra Leone −2.490 3.59 × 10−3 6.96 × 102
Liberia to Guinea −2.418 3.71 × 10−3 6.52 × 102
Sierra Leone to Liberia −3.117 5.14 × 10−3 6.06 × 102
Liberia to Sierra Leone −3.866 6.97 × 10−3 5.55 × 102
Guinea to Liberia −3.173 5.78 × 10−3 5.50 × 102
dest. prec. 0.746 1.40 × 10−3 5.33 × 102
shared lang. dom. 0.845 1.83 × 10−3 4.61 × 102
dest. t.t. 100k 0.189 7.11 × 10−4 2.65 × 102
source pop. density 0.312 1.25 × 10−3 2.49 × 102
source prec. seas. −0.381 1.54 × 10−3 2.48 × 102
dest. temp. −0.154 7.92 × 10−4 1.95 × 102
source temp. −0.210 1.18 × 10−4 1.79 × 102
source econ. 0.085 7.01 × 10−4 1.21 × 102
dest. pop. density 0.117 1.00 × 10−3 1.16 × 102
dest. prec. seas. 0.117 1.01 × 10−3 1.16 × 102
shared lang. int. 0.354 3.30 × 10−3 1.07 × 102
dest. econ. 0.032 5.59 × 10−4 5.64 × 101
source temp. seas. −0.093 1.72 × 10−3 5.40 × 101
dest. temp. seas. 0.047 1.13 × 10−3 4.14 × 101
dom. border 0.027 9.74 × 10−4 2.77 × 101
Table 12. Covariates, coefficients, standard errors, and absolute t-statistics for the maximum likelihood
estimator analysis of the Ebola data, ordered by decreasing absolute t-statistic. The distance between regions
and the populations of the regions are the most important, followed by effects related to international borders.
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