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Abstract
The accurate and e%cient computation of the special functions Gk(x) is discussed, where
Gk(x) =
1
(k − 1)!
∫ ∞
1
exp(−xy)(log y)k−1 dy
y
:
These functions appear in the computation of the derivatives of the L-series of an elliptic curve, and in
radiative transfer problems from astrophysics. By dividing (0;∞) into 3 sub-intervals, we derive Chebyshev
polynomial expansions for Gk; k = 1; : : : ; 4 with the coe%cients given to an accuracy of 20 decimal places.
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1. Introduction
The functions Gk; k = 0; 1; : : :, are de6ned
Gk(x) =
1
(k − 1)!
∫ ∞
1
exp(−xy)(log y)k−1 dy
y
(1)
and they appear in two totally unrelated areas.
Firstly, consider the elliptic curve
y2 + a1xy + a3y = x3 + a2x2 + a4x + a6; (2)
where the ai are integers.
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The Birch and Swinnerton–Dyer conjecture relates the rank of the curve to the behaviour of the
derivatives of the L-series of the curve at the point s=1. There is an excellent description, in [10],
of the conjecture available on the Clay Mathematics Institute web-site.
Basically, the conjecture states that the rank is r iD
L(i)(1) = 0; i = 0; : : : ; r − 1; L(r)(1) =0
with the values of the derivative of order k involving the functions Gk(x), see [5,2].
Secondly, Milgram [7] discusses “generalised integro-exponential functions” de6ned as
Ejs(z) =
1
(j + 1)
∫ ∞
1
(ln t)jt−s exp(−zt) dt; (3)
which, when compared with (1), easily gives the identity Gk(x) ≡ Ek−11 (x). The functions come
from transport and Guid problems, especially in astrophysics. For example, Van de Hulst [9] uses
Ek−11 in a theory of multiple light scattering.
Both Milgram and Buhler, Gross and Zagier quote the following power series:
Gk(x) = Pk(−ln x) +
∞∑
n=1
(−1)n−kxn
nkn!
; (4)
where Pk(t) is a polynomial of degree k, de6ned as
Pk(t) =
k∑
m=0
k−m
tm
m!
(5)
with the coe%cients i coming from the power series for (1 + s) in the form
(1 + s) =
∞∑
i=0
isi: (6)
For example, we 6nd that
0 = 1; 1 =−;
2 =
2 + (2)
2
; 3 =−2(3) + 3(2) + 
3
6
;
4 =
6(4) + 32(2) + 8(3) + 62(2) + 4
24
:
It is also straightforward to derive asymptotic expansions for Gk . We have
Gk(x) ∼ exp(−x)xk
(
dk0 − dk1x +
dk2
x2
− dk3
x3
+ · · ·
)
; (7)
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Table 1
Values of P4 and G4 − P4
x P4(−ln x) Series sum
1 0.9817280868 −0.9706571914
2 1.8899980869 −1.8892240357
5 4.4038574622 −4.4038545594
10 8.0389164414 −8.0389164393
where we have dk0 =1; k=0; 1; : : :, and d0j=0; j=1; 2; : : :, with the other coe%cients derived from
the relation
d(i+1) j = dij + (i + j)d(i+1)( j−1):
Milgram also shows that Ejs can be expressed as a Meijer G-function, see [6]. Speci6cally,
Ejs(z) = G
j+2;0
j+1; j+2
(
z
∣∣∣∣∣ 1; : : : ; 10; : : : ; 0; 0
)
: (8)
Computations of an elliptic curve L-series can require several tens of thousands of evaluations of
Gk(xi), with xi an increasing sequence of arguments. It is, thus, essential that these functions are
evaluated as e%ciently as possible. It is also vital that Gk(x) be evaluated very accurately, since a
curve with high rank will give a lengthy series with sum essentially zero.
Most of the number theory references just quote the power series form. This can be easily im-
plemented in a symbolic algebra package, but the level of precision will need to be increased as
the argument increases, to prevent loss of accuracy due to subtractive cancellation. This will be a
particular problem for x¿ 1 as, from Eq. (7), Gk(x)→ 0 exponentially as x →∞. In 6xed-precision
computing with languages such as Fortran or C, varying precision is not an option.
To see the eDect of the cancellation, Table 1 gives the values of P4(−ln x) and G4(x)−P4(−ln x),
with the latter computed from the power series form. This shows clearly that cancellation can cause
problems as soon as x becomes larger than 1. For example, the values for x = 2 have the 6rst 10
bits in common.
Thus the power series is only really eDective for x¡ 1. Similarly, the asymptotic series can only
give an acceptable level of accuracy for large values of the argument. For example, again with G4,
the asymptotic series gives no correct signi6cant 6gures for x = 10 and only 3 for x = 20.
There is, thus, an extremely sizeable central region where neither power series nor asymptotic
series are accurate enough.
Milgram does give rational approximations to Ej1 for several values of j. Unfortunately, the
accuracy of these approximations varies from just over 13 to just over 16 signi6cant decimal
places. Thus the given coe%cients are not su%cient for double precision accuracy on most modern
machines.
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To have an e%cient method for evaluating Gk(x), suitable for either symbolic algebra or program-
ming languages, we follow the approach used for other special functions of a single real variable
and consider polynomial or rational approximations. These form the basis of practically all special
function software available in standard packages.
Given Milgram’s use of rational approximations, we derive polynomial approximations in the form
of Chebyshev series expansions for G1; G2; G3 and G4. The reason for stopping at k = 4 is that this
would enable us to evaluate up to L(iv)(1), and hence to determine (subject to the BSD conjecture)
the exact value of the rank of an elliptic curve if r6 4, or know that the rank satis6es r ¿ 4.
Nearly all curves have a rank in the former range. The coe%cients are given to 20 decimal places.
Extensive tests are then run to show the accuracy of the derived approximations.
2. General approximation method
It is fairly easy to see that the following properties hold:
1. G′k(x) =−Gk−1(x)=x, with the de6nition G0(x) = exp(x).
2. G1(x) ≡ E1(x), where E1(x) is the standard exponential integral, see [1, Chapter 5].
3. Gk(x) ∼ x−k exp(−x), for large x.
The exponential integral E1(x) is a well-known special function and several methods for computing
it are available. For k¿ 2, however, there does not seem to be a simple representation for Gk in
terms of known functions. E1 can be computed by a continued fraction expansion, but we have been
unable to extend this to G2 and above.
Given the logarithmic singularity at x=0 and the exponential behaviour as x →∞, it is impossible
to e%ciently approximate Gk by a single polynomial or rational function. We thus need to split (0;∞)
into at least two sub-intervals. This is the approach used in [4].
For x∈ (0; L), we take expression (4) and write it as
Gk(x) = ln x
(
k−1∑
i=0
bi(ln x)i
)
+ k +
∞∑
i=1
(−1)i−kxi
ikk!
(9)
which we consider as
Gk(x) = ln x
(
k−1∑
i=0
bi(ln x)i
)
+ Fk(x): (10)
with the coe%cients bi easily derivable from expressions (4)–(6). The 6rst expression on the
right-hand side of (10) can be evaluated by the compiler-provided functions, leaving Fk to be
approximated.
For x¿L, we use the asymptotic form and express Gk as
Gk(x) =
exp(−x)
xk
Hk(x) (11)
so that, to evaluate Gk , we need to approximate the functions Hk .
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For both type of functions, Fk and Hk , we look to express them as Chebyshev polynomial expan-
sions of the form
0:5c0 + c1T1(t) + c2T2(t) + c3T3(t) + · · · ; (12)
where Tn(t) ≡ cos(n cos−1t) and t ≡ t(x) is a mapping from a6 x6 b into [− 1; 1]. If we truncate
this expansion after the term in Tn(t), the error is easily seen to be bounded by |cn+1|+ |cn+2|+ · · ·.
The expansion coe%cients tend to 0, and the truncation error is thus well approximated by |cn+1|,
giving a good indicator for the number of terms needed for a certain accuracy.
The expansion coe%cients ci are determined by deriving a linear diDerential equation for Fk or
Hk which can be solved by Clenshaw’s method [3].
Unfortunately, using two intervals and trying to keep the number of coe%cients down means that
L would have to be about 4. Even at this value, the exponential decay has started to take eDect,
and thus Gk(x) is small. Thus, in Eq. (10), we must subtract two nearly equal quantities to get the
result, giving rise to accuracy loss due to cancellation. This problem has long been known in the
case of the exponential integral as discussed by Cody and Thacher. We thus use expression (11) for
the interval [L;M ] and for (M;∞), so that we need two expansions for each Hk .
For each diDerential equation, we form the equations for the particular Chebyshev coe%cients ci
(depending on the t transformation used) in multiple precision. The in6nite system of equations is
truncated and the resulting 6nite system solved by standard Gaussian elimination. The truncation
point is increased until successive solutions are accurate to 40 decimal places. The coe%cients are
then output rounded to 20 decimal places.
3. Specic approximations
We now give the speci6c results for Gk; k=1; 2; 3; 4, which allow us to compute these functions.
We include G1 for completeness, even though several methods for computing the exponential integral
are available in the literature.
We have,
G1(x) =−log x − + x − x
2
4
+
x3
18
− · · · (13)
which we write as
G1(x) =−log x + F1(x): (14)
Since G′1 ≡ −exp(−x)=x, we can easily show that G1 satis6es
xG′′1 + (x + 1)G
′
1 = 0 (15)
and hence that F1 satis6es
xF ′′1 + (x + 1)F
′
1 = 1 (16)
with the initial conditions F1(0) =−; F ′1(0) = 1.
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Table 2
Coe%cients for g11 and g21 in (0; 2]
i g11 g21
0 0.30302 44301 52068 58117 E 0 0.27898 60923 68329 02501 E 0
1 0.65265 99541 13302 22926 E 0 −0.80479 58058 41832 07313 E 0
2 −0.68480 78481 27191 2700 E− 1 0.41827 53345 79053 5844 E− 1
3 0.69244 66763 78752 961 E− 2 −0.27499 38446 43468 676 E− 2
4 −0.61223 10577 64612 37 E− 3 0.17827 93794 37979 57 E− 3
5 0.47066 45763 17447 9 E− 4 −0.10764 00047 11122 3 E− 4
6 −0.31757 71250 12276 E− 5 0.59629 55789 4893 E− 6
7 0.19025 08640 7316 E− 6 −0.30250 19421 395 E− 7
8 −0.10228 85675 488 E− 7 0.14089 54833 70 E− 8
9 0.49827 51735 7 E− 9 −0.60500 74902 E− 10
10 −0.22172 45501 E− 10 0.24059 1126 E− 11
11 0.90768 036 E− 12 −0.88997 93 E− 13
12 −0.34394 36 E− 13 0.30752 1 E− 14
13 0.12128 1 E− 14 −0.9964 E− 16
14 −0.3998 E− 16 0.304 E− 17
15 0.124 E− 17 −0.9 E− 19
16 −0.4 E− 19
Table 3
Coe%cients for g31 and g41 in (0; 2]
i g31 g41
0 0.23600 54288 87494 3738 E− 1 0.48159 31254 05259 1909 E− 1
1 0.89433 00924 45784 01265 E 0 −0.94422 86026 04738 00275 E 0
2 −0.23853 37657 30232 9055 E− 1 0.13022 56679 29653 4978 E− 1
3 0.10430 93747 23551 197 E− 2 −0.38288 77552 23965 68 E− 3
4 −0.50265 85395 84673 9 E− 4 0.13825 91611 94794 2 E− 4
5 0.24040 07184 95556 E− 5 −0.52676 06668 9895 E− 6
6 −0.10995 66457 8610 E− 6 0.19973 25062 551 E− 7
7 0.47420 14507 68 E− 8 −0.73440 62084 7 E− 9
8 −0.19186 90632 6 E− 9 0.25869 98604 E− 10
9 0.72774 3593 E− 11 −0.86815 435 E− 12
10 −0.25902 631 E− 12 0.27692 69 E− 13
11 0.86685 4 E− 14 −0.83928 E− 15
12 −0.27340 E− 15 0.2418 E− 16
13 0.815 E− 17 −0:66 E− 18
14 −0.23 E− 18 0.2 E− 19
15 0.1 E− 19
For large x, we have the asymptotic expansion
G1(x) ∼ exp(−x)x
(
1− 1
x
+
2
x2
− 6
x3
+ · · ·
)
(17)
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Table 4
Coe%cients for g12 and g22 in (2; 4]
i g12 g22
0 1.56047 18019 51711 28824 E 0 1.02604 19989 83513 75328 E 0
1 0.50579 11157 73212 7397 E− 1 0.83171 02642 29595 7805 E− 1
2 −0.61138 06466 44687 089 E− 2 −0.74629 85557 05622 907 E− 2
3 0.76986 58605 18742 98 E− 3 0.69760 07556 17895 45 E− 3
4 −0.10029 54368 98568 21 E− 3 −0.67320 04277 14942 1 E− 4
5 0.13441 72323 61346 7 E− 4 0.66429 71469 53984 E− 5
6 −0.18447 92528 53480 E− 5 −0.66306 07210 3562 E− 6
7 0.25831 69213 5854 E− 6 0.66040 38811 657 E− 7
8 −0.36793 58621 999 E− 7 −0.64347 48035 84 E− 8
9 0.53180 25436 34 E− 8 0.59220 19418 7 E− 9
10 −0.77844 09115 3 E− 9 −0.47404 34333 E− 10
11 0.11520 95170 6 E− 9 0.23569 1889 E− 11
12 −0.17216 71160 E− 10 0.21021 734 E− 12
13 0.25948 9409 E− 11 −0.10065 087 E− 12
14 −0.39407 860 E− 12 0.23859 86 E− 13
15 0.60254 43 E− 13 −0.47271 4 E− 14
16 −0.92691 2 E− 14 0.86441 E− 15
17 0.14337 5 E− 14 −0.15132 E− 15
18 −0.22288 E− 15 0.2580 E− 16
19 0.3480 E− 16 −0.433 E− 17
20 −0.546 E− 17 0.72 E− 18
21 0.86 E− 18 −0.12 E− 18
22 −0.14 E− 18 0.2 E− 19
23 0.2 E− 19
which we write as G1(x) = exp(−x)H1(x)=x. Using Eq. (17), we can easily see that
x2H ′′1 − x(x + 1)H ′1 + H1 = 0 (18)
with the conditions
lim
x→∞H1(x) = 1; limx→∞H
′
1(x) = 0:
As stated in the previous section, we divided (0;∞) into 3 intervals. The cut-oD points were selected
to give roughly similar number of coe%cients in each interval, while trying to prevent cancellation
errors. We also experimented with general bilinear mappings from these intervals to [− 1; 1]. After
much experimentation, we selected (0; 2]; (2; 4], and (4;∞) as reasonable intervals, with the associ-
ated transforms t = x − 1; t = x − 3, and t = (12− x)=(4 + x).
The above discussion leads to the approximations
G1(x) =−log x + g11(t); x∈ (0; 2]; t = x − 1;
G1(x) = exp(−x)g12(t)=x; x∈ (2; 4]; t = x − 3;
G1(x) = exp(−x)g13(t)=x; x∈ (4;∞); t = (12− x)=(4 + x); (19)
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Table 5
Coe%cients for g32 and g42 in (2; 4]
i g32 g42
0 0.59298 93099 45375 90462 E 0 0.30932 29706 89226 20157 E 0
1 0.82256 09589 78164 9769 E− 1 0.62172 83927 15648 7293 E− 1
2 −0.45404 40587 51819 007 E− 2 −0.11379 56706 69110 024 E− 2
3 0.19838 09580 58845 25 E− 3 −0.13263 97547 29196 57 E− 3
4 0.11274 85828 8552 E− 6 0.25311 16783 60800 9 E− 4
5 −0.17886 29886 79129 E− 5 −0.31068 28585 65029 E− 5
6 0.35887 78108 4476 E− 6 0.33502 30543 0543 E− 6
7 −0.56144 78943 647 E− 7 −0.33959 46616 620 E− 7
8 0.80724 88747 60 E− 8 0.32931 26132 28 E− 8
9 −0.11206 88659 39 E− 8 −0.30383 74979 8 E− 9
10 0.15332 93742 5 E− 9 0.25868 73399 E− 10
11 −0.20878 23159 E− 10 −0.18506 3984 E− 11
12 0.28437 8346 E− 11 0.68681 81 E− 13
13 −0.38851 736 E− 12 0.11245 38 E− 13
14 0.53315 94 E− 13 −0.39162 8 E− 14
15 −0.73543 5 E− 14 0.81894 E− 15
16 0.10199 9 E− 14 −0.14697 E− 15
17 −0.14224 E− 15 0.2457 E− 16
18 0.1994 E− 16 −0.395 E− 17
19 −0.281 E− 17 0.62 E− 18
20 0.40 E− 18 −0.10 E− 18
21 −0.6 E− 19 0.1 E− 19
22 0.1 E− 19
where g11 is a Chebyshev polynomial approximation to F1, and g12 and g13 are Chebyshev polynomial
approximations to H1 over the two diDerent intervals.
For G2; G3, and G4 we use the same intervals and the same x − t transformations, so we do not
explicitly mention them again. The functions g21(t); g31(t) and g41(t) are Chebyshev polynomial
approximations to F2; F3 and F4, respectively, whilst gi2; gi3; i = 2; 3; 4 are Chebyshev polynomial
approximations to H2; H3; H4 over the two diDerent intervals (2; 4] and (4;∞).
For G2, we have the set of approximations
G2(x) =−1 log x + (log x)2=2 + g21(t);
G2(x) = exp(−x)g22(t)=x2;
G2(x) = exp(−x)g23(t)=x2: (20)
We can use the relation G′2(x) =−G1(x)=x to show that g21 satis6es
x2f′′′ + (x2 + 3x)f′′ + (x + 1)f′ =−1 (21)
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Table 6
Coe%cients for g13 and g23 in (4;∞)
i g13 g23
0 1.84081 75396 84281 54853 E 0 1.60095 29892 89761 65089 E 0
1 −0.86412 99498 75106 5435 E− 1 −0.20460 72361 96610 83756 E 0
2 −0.76093 05353 04452 869 E− 2 −0.57603 07357 68560 058 E− 2
3 −0.88159 75346 65113 93 E− 3 −0.70497 12187 90821 80 E− 3
4 −0.10628 52401 88424 52 E− 3 −0.33327 57141 69662 8 E− 4
5 −0.13846 82285 30704 9 E− 4 −0.50665 16042 97142 E− 5
6 −0.18428 29006 01347 E− 5 −0.18029 75839 0921 E− 6
7 −0.25556 63222 3427 E− 6 −0.45054 43353 564 E− 7
8 −0.35850 87267 521 E− 7 0.10544 73861 50 E− 8
9 −0.51726 86438 09 E− 8 −0.44101 83703 4 E− 9
10 −0.75003 23192 7 E− 9 0.90854 26101 E− 10
11 −0.11128 91175 4 E− 9 −0.58213 5569 E− 11
12 −0.16499 62699 E− 10 0.34398 6156 E− 11
13 −0.25020 8695 E− 11 −0.18193 538 E− 12
14 −0.37647 812 E− 12 0.12234 392 E− 12
15 −0.58191 26 E− 13 −0.99620 8 E− 14
16 −0.88257 2 E− 14 0.46890 9 E− 14
17 −0.13918 5 E− 14 −0.59073 E− 15
18 −0.21087 E− 15 0.20445 E− 15
19 −0.3417 E− 16 −0.3525 E− 16
20 −0.509 E− 17 0.1026 E− 16
21 −0.86 E− 18 −0.216 E− 17
22 −0.12 E− 18 0.58 E− 18
23 −0.2 E− 19 −0.14 E− 18
24 0.4 E− 19
25 −0.1 E− 19
and that g22 and g23 satisfy
x3h′′′ − x2(2x + 3)h′′ + x(x2 + 3x + 7)h′ − (3x + 8)h= 0: (22)
For G3 and G4, we simply mention the approximations used.
G3(x) =−2 log x + 1(log x)2=2− (log x)3=6 + g31(t);
G3(x) = exp(−x)g32(t)=x3;
G3(x) = exp(−x)g33(t)=x3; (23)
G4(x) =−3 log x + 2(log x)2=2− 1(log x)3=6 + (log x)4=24 + g41(t);
G4(x) = exp(−x)g42(t)=x4;
G4(x) = exp(−x)g43(t)=x4: (24)
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Table 7
Coe%cients for g33 and g43 in (4;∞)
i Coe%cients for g33 Coe%cients for g43
0 1.34737 48719 03824 83251 E0 1.11965 54220 04892 27464 E0
1 −0.31201 34693 75897 38099 E0 −0.38813 25945 35213 36572 E0
2 0.13374 99952 92705 1167 E− 1 0.47393 08253 91499 0887 E− 1
3 −0.77467 00271 00001 66 E− 3 −0.40003 65643 41740 305 E− 2
4 0.13902 20502 77438 60 E− 3 0.56078 69468 61172 10 E− 3
5 −0.80194 69495 23876 E− 5 −0.72071 53959 93750 3 E− 4
6 0.21585 14312 77909 E− 5 0.11216 47642 53833 2 E− 4
7 −0.17313 34087 5562 E− 6 −0.17913 23074 11553 E− 5
8 0.45269 76678 828 E− 7 0.31011 30527 3397 E− 6
9 −0.52091 93130 51 E− 8 −0.56431 53752 852 E− 7
10 0.12306 29148 43 E− 8 0.10743 78208 566 E− 7
11 −0.18710 42346 7 E− 9 −0.21420 54189 55 E− 8
12 0.41799 48436 E− 10 0.44175 01295 5 E− 9
13 −0.76707 9891 E− 11 −0.94595 28571 E− 10
14 0.17044 1109 E− 11 0.20849 03202 E− 10
15 −0.35329 849 E− 12 −0.47375 8755 E− 11
16 0.80458 40 E− 13 0.11042 7122 E− 11
17 −0.18092 37 E− 13 −0.26402 102 E− 12
18 0.42764 2 E− 14 0.64564 62 E− 13
19 −0.10200 7 E− 14 −0.16137 07 E− 13
20 0.25093 E− 15 0.41149 2 E− 14
21 −0.6271 E− 16 −0.10695 7 E− 14
22 0.1603 E− 16 0.28303 E− 15
23 −0.417 E− 17 −0.7618 E− 16
24 0.110 E− 17 0.2084 E− 16
25 −0.30 E− 18 −0.579 E− 17
26 0.8 E− 19 0.163 E− 17
27 −0.2 E− 19 −0.47 E− 18
28 0.1 E− 19 0.14 E− 18
29 −0.4 E− 19
30 0.1 E− 19
The computed ci expansion coe%cients, for all the above functions, are given in Tables 2–7 with
the individual coe%cients given to an accuracy of 20 decimal places.
4. Testing
Based on the coe%cients derived in the previous section, we can write subroutines to compute
G1; G2; G3; G4. These evaluate the Chebyshev expansions using the methods suggested in the paper
by Oliver [8]. To derive comparison values, we convert the power series and the asymptotic series
expansions to continued fractions using the qd-algorithm, and use the former for x6 5:5, and the
latter for x¿ 5:5.
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The computation is run in quadruple precision on a SUN SPARCStation 20 with the SUN Fortran
3.0 compiler. This gives approximately 33 decimal digits accuracy. In each of the intervals [n; n+1];
n= 0; 1; : : : ; 19; 5000 random arguments were generated and the Chebyshev expansion values com-
pared to the continued-fraction values. For all four functions we 6nd an absolute accuracy of 20
decimal places. In terms of relative accuracy, the functions deliver 20 signi6cant 6gures except in
the region of x=3 where we lose about two signi6cant 6gures due to the size of the function values.
Thus, the author would recommend using double precision to evaluate these expansions.
The relation G′k =−Gk−1=x also allows us to derive consistency relations between the coe%cients
of successive functions. We illustrate the procedure by considering the coe%cients of G1. We have
G′1 = −exp(−x)=x, and on (0; 2]; G1 = −ln x + g11(t) with t = x − 1. Thus, we derive the simple
relation,
1− (t + 1) dg11
dt
= exp(−1) exp(−t); −16 t6 1:
Now, for simplicity of presentation, assume
g11(t) = 0:5a0T0(t) + a1T1(t) + a2T2(t) + · · ·
and use the fact that, see [6],
exp(−t) = I0(−1)T0(t) + 2I1(−1)T1(t) + 2I2(−1)T2(t) + · · · ;
where In is the modi6ed Bessel function. Using the well-known properties of Chebyshev polynomials
as described in Clenshaw, we can derive the following relations:
2a1 + 4a2 + 6a3 + 8a4 + 10a5+ · · · =2− 2 exp(−1)I0(−1);
a1 + 4a2 + 6a3 + 8a4 + 10a5+ · · · =− 2 exp(−1)I1(−1);
2a2 + 6a3 + 8a4 + 10a5+ · · · =− 2 exp(−1)I2(−1);
3a3 + 8a4 + 10a5+ · · · =− 2 exp(−1)I3(−1);
etc :
(25)
These relations can be checked by determining the Bessel functions using the standard backward
recurrence. To ensure maximal accuracy, these relations were tested using the multiple-precision
arithmetic package used to generate the coe%cients.
For x∈ [2; 4], we have the relation
(t + 3)
dg12
dt
− (t + 4)g12 =−t − 3
which leads to the equations, if we assume g12 has coe%cients b0; b1; : : :,
−4b0 + 5b1 + 4b2 + 18b3 + 8b4 + 30b5 + · · ·=−6;
− 12b0 − 3b1 + 1112b2 + 6b3 + 24b4 + 10b5 + · · ·=−1; (26)
−1
2
br−1 + (r − 4)br + 12r + 112 br+1 + 2(r + 2)br+2 + 6(r + 3)br+3 + · · ·= 0; r¿ 2:
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Finally, for x∈ [4;∞), we can derive the relation
(t − 3)(1 + t)2 dg13
dt
+ (12t − 52)g13 = 16t − 48
from which we can derive a set of relations (which are too complicated to write down here). As with
the other two cases, computation in multiple precision con6rms the relations to acceptable precision.
Once the coe%cients of G1 have been con6rmed we can proceed in an obvious manner to con6rm
those of G2, then those of G3, and so on.
A 6nal check on some of the coe%cients is provided by taking a selection of elliptic curves from
Cremona’s tables, deriving the coe%cients in formula (2), and comparing the Cremona value of
L(r)(1) with that from the above coe%cients (where r is the rank of the elliptic curve). For curves
of rank 0, 1, and 2, our results correspond with those in Cremona.
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