Abstract: Despite advances in communications and transportation technology remoteness within the United States has been increasingly associated with relatively lower economic growth. Using a hedonic pricing approach, this paper assesses the relative importance of proximity to urban consumer amenities and production spillovers in explaining growth differentials in wages and housing costs across the U.S. urban hierarchy. We generally find that productivity disadvantages increased with remoteness from urban agglomeration over time. At the same time, we find remoteness from larger metropolitan areas as increasingly attractive to households. In decomposing these influences on wage growth differentials, we find that the dominant force for lower wage growth in remote nonmetropolitan and small metropolitan-area counties is increasing relative productivity disadvantages. Yet, for medium-to-large metropolitan areas, increased attractiveness to households of remoteness from even larger metropolitan areas generally contributed the most to relatively weaker wage growth. * We thank Jordan Rappaport for generously providing Stata code for the estimation of the GMM models and his related advice.
. Large cities would be further advantaged if modern commerce requires a higher frequency of interaction and face-to-face contact (McCann, 2007) .
Access to higher-order legal, accounting and management services, services which are ascending in economic importance, more likely require face-to-face interaction. Time-sensitive and lowcost access to thick labor markets and material inputs may increase in importance as idea generation and knowledge fetches ever higher premiums (Glaeser and Ponzetto, 2007) . Thus, even as "spatial transmission" costs may have decreased, "spatial transactions" costs in modern commerce may have increased (McCann, 2008) .
Spatial patterns in employment and population growth do not reveal the relative contributions of urban consumer amenities versus firm productivity advantages because employment and population both are outcomes of the interaction of labor demand and supply. A standard method for separating household and firm location influences on regional economic activity is hedonic pricing (Beeson and Eberts, 1989; Gabriel and Rosenthal, 2004; Chen and Rosenthal, 2008) . Increased consumer preferences for an area are revealed by the lower wages workers are willing to accept. Increased productivity advantages are revealed by the increased input costs firms are willing to pay. This paper attempts to ascertain whether the strong economic performance of larger MAs and weaker performance of counties in lower-tiers of the urban hierarchy during the 1990s was derived more from firm location or household location considerations. Using Census and Geographic Information System (GIS) data, we examine patterns of factor price changes for all counties in the continental U.S. A novel contribution is the consideration of small MAs and nonmetropolitan areas in an explicit mapped-out urban system, in contrast to related studies that examined large cities (Gabriel and Rosenthal, 2004) or states and broad regions (Chen and Rosenthal, 2008) .
Using an urban hierarchy framework, Partridge et al. (2009) found productivity disadvantages as primarily underlying lower household earnings and housing prices in remote areas, but this relates to the spatial equilibrium distribution of levels of economic activity at a point in time, not to spatial differentials in growth. Rather, this study assesses whether unanticipated shocks alter the core-periphery spatial equilibrium, leading to differential changes in factor prices. The factor price changes are then decomposed to reveal whether they are due to changes in firm productivity or in household urban amenity preferences. We also examine whether migration across age cohorts and the most educated are consistent with the productivity/amenity findings we uncover.
The next section lays out the hedonic pricing framework as it applies in our setting and shows how household amenity effects can be identified separately from firm productivity effects.
The section also presents our conceptualization of the urban hierarchy. Section 3 contains the empirical model and details on its implementation. The results are presented and discussed in Section 4. Among our findings, the poorer economic performance of lower-tiered areas in the 1990s was primarily due to increasing productivity disadvantages of remoteness. Conversely, remoteness from large metropolitan areas appears to be increasingly household amenity attractive. We confirm these patterns in analyses of changing age and education cohort population shares, in which we find younger and more educated households locating closer to large MAs, while older households move to more remote areas. The final section briefly summarizes the results and concludes the paper.
THEORETICAL FRAMEWORK

Hedonic Model
Our approach follows the quality-of-life hedonic pricing approach (Roback, 1982; Blomquist et al., 1988) as extended to also consider the quality of business environment by Beeson and Eberts (1989) , Gabriel and Rosenthal (2004) and Chen and Rosenthal (2008) . Ottaviano and Pinelli (2006) similarly use this approach in examining whether New Economic Geography agglomeration economies in Finland primarily derived from household or firm location considerations. To be sure, the framework is sufficiently general to capture a wide variety of agglomeration and quality-of-life factors (Tabuchi and Thisse, 2006, p. 1299) .
We begin by writing the representative household's indirect utility function as where w i is the wage rate, r i is the rental rate of land, A i h is a vector of household (h) amenities in the area which could include both natural (e.g., weather) and man-made amenities (e.g., those related to urban agglomeration), and D i h represents distance-based household costs to access consumer goods and services in the higher tiers of the urban hierarchy, which is influenced by the distances to higher-tiered areas, costs to traverse the distances, the array of available consumer goods and services, and household preferences.
The firm's indirect profit function likewise can be written as
where A i f is a vector of firm (f) amenities in the area (e.g., topography or proximity to a harbor), and D i f is a vector of distance-based costs to access firm amenities in higher tiers of the urban hierarchy, which is influenced by the distances to higher-tiered areas, costs to traverse the distances, and the extent of firm agglomeration economies in these areas.
Following the literature, a traded good is produced under constant returns to scale with a normalized price equal to one, which is geographically equalized. Residential rent per unit of land is assumed equal to firm rent. Rents and wages both are assumed to be quality adjusted.
Perfect mobility of firms and households equalize indirect utility and profits across areas, in which differences in site characteristics are associated with equilibrium wage and rent differentials. As demonstrated in earlier studies and shown in Figure 1 , this framework implies upward sloping iso-utility curves and downward sloping iso-profit curves in wage (w) and rent (r) space, in which a given vector of within-area amenities and location in the urban hierarchy imply a unique equilibrium combination of w and r.
Holding within-area amenities (A i ) constant for both firms (f) and households (h), Figure 1 shows the effects of greater remoteness from larger cities, assuming it reduces access to urban consumer amenities and firm productivity-enhancing spillovers. Lower access to positive firm spillovers shifts the iso-profit curve leftward, reducing wages and rents. Increased remoteness from urban consumer amenities likewise shifts the iso-utility curve leftward (better access is valued more highly than is avoidance of congestion that may be associated with large and dense agglomerations), reducing rents and increasing nominal wages (thus increasing real wages). Rent unambiguously decreases with greater remoteness. Here, greater remoteness also reduces the wage rate because the leftward shift of the iso-profit curve is greater than the iso-utility curve.
The spatial differences in wages and rents due to remoteness can change over time if D changes for households and/or firms. For example, despite advances in communication technology and transportation technology, if face-to-face interactions are becoming more important to commerce the costs of remoteness to firms (D) may be increasing. An increased preference for urban amenities by households also would increase D on the household side. So, Figure 1 can represent changes in wages and rents that occur as the economy transitions from one spatial equilibrium to the next (Dumais et al., 2002; Shapiro, 2006; Glaeser and Tobio, 2008) in response to changing costs of remoteness. Where the effect on firms dominates, as in Figure 1 , such changes lead to a reduction in both rents and wages for more remote areas.
The changes in wages and rents in response to a change in D can be decomposed into the parts attributable to household location versus firm location considerations. The effects of increased costs of remoteness on factor prices depend on the size of the shifts and slopes of the curves. In Figure 1 , the productivity effects are given by r 1 -r 3 and w 1 -w 3 , while the household amenity effects are given by r 3 -r 2 and w 3 -w 2 . They can be obtained analytically as follows.
Assuming linearity around the factor space of inquiry (Beeson and Eberts, 1989) , the slope of each curve is defined by the shift in the other curve:
where T denotes land, and L denotes labor. To decompose the remoteness effect on wages, we solve Equations (3) and (4) for the productivity and amenity wage components and sum them to obtain the total wage change:
Using the expression (dr/dD) as the sum of the amenity and productivity components and solving for (dr/dD) V in Equation (4), Equation (5) can be solved to obtain the following for the amenity component
in which the productivity component can be obtained from subtracting the result for Equation (6) from (dw/dD). As the model assumes that consumer prices only vary geographically because of land prices, the second term in Equation (6) reflects the change in real wages.
As indicated in the empirical section, because we measure unit housing prices and not land prices, we re-express Equation (6) in terms of housing prices. Following the hedonic quality-oflife literature (e.g., Beeson and Eberts, 1989) , and empirically supported by Davis and Palumbo (2008) , we assume that differentials in housing prices relate to land price differentials and not to differences in replacement costs of structures: P h =rT h /h, where P h is the unit price of housing and h denotes quantity of housing units. Substituting the log differential of the expression for the unit price of housing into the log differential of Equation (6), and using the full employment equilibrium conditions for labor and land, yields the following
where θ h is the household budget share spent on housing, and the second term continues to reflect the real wage rate, with price adjustment being in terms of the housing price change.
Costs Associated with Proximity in the Urban Hierarchy
Proximity in the urban hierarchy affects household costs of accessing urban consumption amenities and firm costs of accessing urban production amenities. Cities at each tier are assumed to offer consumer and producer services that are available in lower-tier cities, plus additional higher-ordered amenities. The top tier (n) has the full range of producer and consumer goods and services; the first or lowest tier has the fewest. For any tier below the top, there are marginal costs of accessing incrementally higher-ordered producer services or urban amenities.
Following Partridge et al. (2008a; 2008b ) the distance-based costs for area i in tier j of n tiers of cities in the urban hierarchy are as follows. Each successive higher-tier of urban areas (j+1, j+2…n) has successively higher orders of consumer and producer amenities. The marginal distances are defined by the differences in distances between nearest places in tiers j and j+1; j+1 and j+2; j+2 and j+3; etc. For each i, beyond the own-tier place j in the hierarchy, let the marginal distance to the nearest place in the higher tier equal d k and the corresponding marginal cost per unit of distance (combination of lower productivity and access to urban amenities) equal φ k . The φ terms include the net contributions of lower productivity, access to urban household amenities, and distance from urban congestion/disamenity effects.
The potentially varying values for φ k across urban tiers allow the total distance costs to have different segments, allowing for nonlinearity of effects across space. The total distance-based costs and the corresponding change in total distance costs between periods t and t+1 (for both households and firms) can be expressed as:
where the summation is over k=j+1 to the n th tier.
Corresponding to Figure 1 , although the marginal distances (d k ) between places in the urban hierarchy should be fairly stable, especially relative to the top-tiered areas (Black and Henderson, 1999; Eeckhout, 2004) , the marginal costs per unit of distance (φ k ) can vary with changing technology, characteristics of large cities or preferences, thus affecting the net cost of economic remoteness. Developments favoring larger cities-higher-tiered places in the hierarchy-cause dD to increase in absolute value, corresponding to larger leftward shifts of the iso-utility and isoprofit curves. Thus, places lower in the urban hierarchy should experience falling relative rents over time because of the negative effects on both firms and households. However, to the extent households increasingly prefer close proximity to urban amenities, there are offsetting positive (negative compensating differential) effects on wages in remote areas.
Changes in the marginal cost of distance may be tier specific as well. Relative to rural areas, industry compositions may produce stronger production linkages between small and large MAs.
In this case, changes in access costs associated with greater distance from a large MA may be larger for small MAs than for rural areas. Increased urban congestion costs faced by households also could dominate the value of proximity to higher-tier urban amenities and shift the iso-utility curve rightward. These dynamics would enhance the adverse productivity effects of remoteness of small MAs from large MAs on wages, but moderate the corresponding rent-reducing effect.
ECONOMETRIC IMPLEMENTATION
Our sample consists of over 3,000 counties in the lower 48 U.S. states. We separate these counties into three sub-samples due to the expected heterogeneity of economic linkages. As discussed above, for example, proximity to larger urban areas likely has differential impacts on small MAs versus nonmetropolitan areas because of their differing industry compositions. Thus, the first sub-sample contains nonmetropolitan counties (i.e., non MA counties), including lesserpopulated rural areas, towns, and small cities with less than 50,000 people. The remaining two sub-samples are counties that are part of MAs with less than 250,000 people ("small" MAs) and those that are part of more populated MAs ("medium" and "large" MAs). 1, 2 The 250,000 population threshold creates two metro samples of approximately the same size.
We follow the hedonic literature in assuming the system is approximately in spatial equilibrium at the beginning and end of the sample period. Consistent with dD in Equation 8, any equilibrium change in factor prices and factor movements over the decade is assumed to reflect adjustments to shocks or changes in conditions that occur over the period (Dumais et al., 2002; Shapiro, 2006; Glaeser and Tobio, 2008) . Our empirical analysis is conducted in two steps.
First, we consider differences in the natural logs for (1) average wage per job in 2000 and 1990 (ΔWAGE) and for (2) median housing costs in 2000 and 1990 (ΔHCOST) . The average wage is derived from the Bureau of Economic Analysis wage and employment data, while median housing costs are derived from U.S. Census 1990 and 2000 SF3 files.
3 Housing costs should be a good proxy for land rents because quality-adjusted housing prices mostly result from differences in land values (Davis and Palumbo, 2008) .
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Primarily as confirmatory analysis of the hedonic results, a second set of dependent variables is used to examine migration adjustments during the 1990s. We construct changes in cohort size over the 1990s by taking the difference in shares of population age cohorts between 1990 and 2000 (ΔAGESH) . The specific population cohorts are 25-29, 30-34, 35-39, 40-49, 50-59, 60-69, 70-79 , and 80+ year olds, also from the U.S. Census SF3 files. The differences in changes in cohort size should be largely related to differences in internal migration.
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Younger cohorts are more likely to be affected by productivity shocks because by human capital theory, they are more likely to be economic migrants, while older cohorts are more likely to be amenity migrants. So, if productivity underlies the strong performance of cities in the 1990s, younger households would most likely be moving to cities. The migration patterns among age cohorts should then be consistent with our hedonic findings regarding the relative importance of productivity and amenities. We estimate an additional complementary regression that considers the 1990-2000 change in the population over 25 years old that are four-year college graduates (ΔCOLGRAD). College graduates should be more likely to migrate to places that experience positive productivity or urban consumer amenity shocks.
Thus, we first specify two reduced-form hedonic equations for the 1990-2000 log change in wage rates (ΔWAGE) and the 1990-2000 log change in housing costs (ΔHCOST). We next specify two reduced-form equations for the 1990-2000 change in age-cohort shares (ΔAGESH) and the 1990-2000 change in shares of the population that are four-year college graduates (ΔCOLGRAD ). Because the geographic and economic variables that alter factor prices should 4 The variable ΔHCOST is the weighted average median gross rent ($ per month) of owner and renter-occupied housing units (Gabriel et al., 2003) . Following other hedonic and housing market-related studies (Blomquist et al., 1988; Beeson and Eberts, 1989; Gabriel and Rosenthal, 2004; Glaeser et al., 2006) owner-occupied median-housing prices are converted into imputed annual rent using Peiser and Smith's (1985) discount rate of 7.85%. The monthly average of this figure along with the median monthly rent for the renter-occupied units, weighted by the shares of owner-and renter-occupied houses, is our median housing cost variable. files (details are provided in Appendix Table 1 ).
In each of the three sub-samples, for county i, located in state s, the empirical equations are:
GEOG contains distance measures to various tiers in the urban hierarchy (d AMENITY has measures of natural amenities in the area; X is a vector of control variables; and state fixed effects σ s account for common state-specific factors. Also included are the 1980 average wage (WAGE ist-2 ) in the ΔWAGE equation and 1980 housing costs (HCOST ist-2 ) in the ΔHCOST equation. These variables control for any pre-existing disequilibrium adjustments that may spill over into the 1990s. Also, forward-looking markets would capitalize any expected influence of technological changes into wages and housing costs, which also would be reflected in these regression coefficients. The distance variable coefficients should then more cleanly reflect how unanticipated shocks during the 1990s influenced changes in wages and housing costs.
RESWAGE and RESHCOST are the residuals from two regression equations that use 1990 natural logs of wages and housing costs as dependent variables. As described below, the residuals capture disequilibrium effects, or the degree to which a potential migrant is over-or under-compensated in labor and housing markets at the beginning of the period (Clark et al., 2003) . The regression coefficients are α, φ, γ, δ, and λ; and ε is the residual. The specific variable sources and definitions are described in Appendix Table 1 .
The urban hierarchy distance measures (d k ) in Equation (8) represent the primary variables of interest in the GEOG vector. First, for a rural county, we include the distance from the population-weighted county center to the population-weighted center of the nearest urban center (either a metropolitan area (MA) or a micropolitan area (MICRO)). 6 For urban counties, part of an MA or a MICRO, this first distance is measured from the population-weighted center of the county to the population-weighted center of its own urban area. Within an urban area, the effect of this distance reflects intrametropolitan effects such as congestion, local land use, and zoning. Yet,
given our interest in inter-urban area effects, we do not focus on this within-urban area variable when discussing the urban hierarchy distance results.
Second, beyond the nearest/own urban center of any size, as indicated by our theory we include the incremental distances to more populous higher-tiered urban centers. 7 The first incremental distance is that from the county to reach an MA. 8 We also include the incremental distances to reach an urban center with population of at least 250 thousand, at least 500 thousand and at least 1.5 million. 9 The largest urban tier generally reflects national and primary regional centers. For any county, the sum of the (incremental) distances equals the distance to an MA of at least 1.5 million people. An illustration of the distances structure can be found in Partridge et al. (2008b) . Because marginal effects can differ across tiers, this approach allows for nonlinearity across the total distance to the top-tier area. The coefficients corresponding to the distance 6 MICRO areas are defined as counties containing a city of between 10,000-50,000 people plus those counties with tight commuting links. A MA is similarly defined for counties that encompass a city of at least 50,000. We use the 2003 urban area definition because it allows us to use MICROs (first defined in 2003) and to include counties in the metro sample if they had emerging commuting linkages. See the Census Bureau MA and MICRO definitions at www.census.gov/population/www/estimates/metrodef.html. 7 Use of actual distances in place of incremental distances also would introduce unnecessary multicollinearity (Partridge et al., 2008a) . (8), and capture the combined changing urban productivity and consumer amenity effects of proximity in the urban hierarchy.
Although these distances may not be perfectly reflective of road network distances or travel times, the latter can be endogenous, while the existence of any measurement error would bias the distance coefficients towards zero, working against finding distance effects on factor price growth.
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The vector GEOG also contains measures of nominal market potential, represented by aggregate household income in surrounding 100-200, 200-300, 300-400, and 400-500km concentric rings measured from the county's population-weighted center, which allows for a flexible functional form (Partridge et al., 2009) . 11 We use lagged (1989) measures of market potential to mitigate any direct endogeneity. 12 Aggregate income within 100km of the county of interest is not included because it would introduce endogeneity by definition-i.e., the largest element of household income is wage earnings, one of our dependent variables. Many past studies similarly remove the own region or the own country in calculating market potential to address this concern (Redding and Venables, 2004; Head and Mayer, 2006; Knaap, 2006) . In our study, the own county population and population of the own or nearest urban center controls for local market potential, in which they also may capture the balance of within-area man-made amenities versus congestion costs.
Finally, GEOG also includes the county's population and area in square miles. If the county is part of a MA or MICRO, we include the total MA/MICRO population. We use population of the nearest urban area in the nonmetro samples. Greater county size suggests lower employment density and more space to construct housing. It also implies greater distance within the county to 10 Combes and Lafourcade (2005) found that the correlation between geographic distances and French transport costs is 0.97, suggesting that with the developed road network in the U.S., measurement error should be slight. 11 A county's household income was included in a ring if its population-weighted centroid fell in that ring. A 500km limit follows Hanson's (2005, p. 20) conclusion that the effects of shocks to market potential barely extend beyond 400km. Another way would be to inversely weight neighboring county income by the distance from the county, but our approach is more flexible because we do not have to find an optimal weighting scheme. 12 In addition to possible correlation in measurement error with using current market potential measures, there is a possibility that there is an omitted factor or shock that contemporaneously increases wages and housing prices in both the county and the broad region, which creates endogeneity bias. Lagging the market potential measure 10 years reduces the likelihood of such direct endogeneity. reach higher-order services and customers that may affect within-region agglomeration spillovers.
The X vector somewhat differs across the equations. In the wage and housing cost equations, we control for beginning-of-period industry composition effects so that our distance variables do not pick up industrial restructuring effects such as those related to the decline of agriculture. For the wage and cohort change models, X includes 5 measures of ethnicity, 4 measures of educational attainment, and the shares of the population that are female, married, and possess a work disability, all measured in 1990 to avoid endogeneity; whereas the wage equation also includes six population age-share measures from 1990. The housing cost equation contains measures of the age of the average housing unit, size of the housing stock, the share of mobile units, the share with complete plumbing, and the share with complete kitchen facilities, all measured in 1990. See Appendix Table 1 for more details.
We also account for possible causes of labor supply shifts and other site attributes that may influence firm location. Natural amenities (AMENITY) are measured by four climate variables, a 1 to 24 scale variable related to topography, percent water area, and three dummy variables for location within 50kms of the Pacific/Atlantic Ocean, and Great Lakes. State fixed effects account for factors such as settlement period, tax, expenditure, and regulatory policies, or natural resources.
With state fixed effects included, the other coefficients are interpreted as average responses for within-state changes in the explanatory variables. The county residual is assumed to be spatially correlated with neighboring counties within a specified bandwidth; the correlations are assumed to decrease with distance between the two counties. A generalized method of moments (GMM) procedure is used to estimate t-statistics that are robust to general forms of cross-sectional spillovers or spatial autocorrelation (Conley, 1999) . 
EMPIRICAL RESULTS
Appendix
Base Hedonic Regression Results
The first set of hedonic results in columns 1-3 of Tables 1A and 1B are MA, county experienced respectively 3.14%, 1.80%, and 0.54% less wage growth during the 1990s due to their remoteness, while they also respectively had 9.20%, 4.23%, and 0% lower housing costs increase over the course of the decade. The strong adverse effects on both wage and housing cost growth over the decade indicate the costs of distance were rising and that these effects were largely unanticipated as of 1980.
The insignificance or wrong sign of the coefficients associated with the market potential variables suggests that although market potential and related New Economic Geography explanations may be helpful in explaining factor price levels-i.e., market potential has been 
Decomposition of Distance Effects on Wage Growth
The base regression results discussed above provide the estimates of the impact of dD in Equation (8) on both wage growth and housing price growth. Yet, the estimated decline in relative wage growth in remote areas could be attributed to either growing negative productivity disadvantages or to (net) positive household effects. The latter would imply a net positive reevaluation of remoteness from urban agglomerations, due to congestion or other disamenities associated with large dense agglomerations, which are sufficient to outweigh the costs of reduced access to urban consumer amenities. The general negative effects of remoteness on housing price growth suggest that even if remoteness became more household attractive on balance, increased negative firm productivity effects must have dominated. To determine whether remoteness became increasingly household attractive, and correspondingly, how much increased productivity disadvantages contributed to weaker relative wage growth, we substitute estimates of dD from Tables 1A and 1B into a numerically-calibrated Equation (7) (i.e., the derived expression for the household amenity component of distance-related wage growth).
Base Decomposition
To calibrate Equation (7), we re-express the bracketed term as (rT f /rT)/(wL f /wL). Based on average values for the nation reported in the literature (Barker and Sa-Aadu, 2004) , the numerator in this term is estimated to equal 0.64 and the denominator is estimated to be 0.9978, making the ratio equal to 0.6414. 14 The second term requires the share of the household budget spent on housing, which we estimate from Census 2000 data as 0.2298. 15 We examine the sensitivity of the decomposition to alternative parameterizations in the subsequent subsection.
Panels A through C in Table 2 show the results of the decomposition of wage growth differentials for each sub-sample into household and firm-productivity effects by distance 14 Barker and Sa-Aadu (2004) estimate that rental income of persons as a share of national income was 1.8% in 2000, which includes imputed rent for owner-occupied housing. They estimate an upper bound of the sum of net real estate rental income of partnerships and net rental income of corporations as 1% of national income. They also estimate imputed rent from owner-occupied commercial real estate as 2.2% of national income in 2000, bringing the total of rental income not associated with persons equal to 3.2%. Hence, (3.2/(3.2+1.8))=0.64. We measure wN f as labor compensation in GSP in 1997 and wN as compensation of employees received from national income in 1997, producing a ratio of 0.9978. We use 1997 because subsequently GSP is reported in NAICS code and does not report employee compensation; yet, using the same procedure the ratio was 0.994 in 1990, indicating stability across time. variable. The first column in each panel displays the sub-sample mean for each distance variable.
These are multiplied by the corresponding urban hierarchy distance regression coefficients (both significant and insignificant) from the wage and housing cost regressions to obtain dlog(w)/dD and dlog(p h )/dD in Equation (7) for each distance variable. The nominal wage component is shown in the second column, while the third column shows the real wage growth effect (second term in Equation (7)). The fourth column shows the nominal wage growth differential attributable to household effects, (dlog(w)/dD) V , while column 5 displays the residual wage change attributable to productivity effects (column 2 minus column 4). Columns (6) and (7) express the results in columns (4) and (5) as shares of the total nominal wage growth differential.
The last row for each panel contains the cumulative (or average) effect over all distance variables, excluding within urban area distance calculations for the MA samples.
As evidenced by the negative change in real wages for all distance variables in Panel A, remoteness of a nonmetropolitan county was estimated as increasingly household attractive during the 1990s. Households appeared increasingly willing to accept smaller wage gains or greater wage losses in exchange for greater remoteness. The largest increased productivity disadvantage occurred for the distance from any urban center, while the greatest increased household attractiveness occurred for the incremental distance from the largest metropolitan areas. 16 Cumulatively, slightly less than 80 percent of the distance-based relative wage decline in nonmetropolitan areas is attributable to increasing productivity disadvantages. The household share rose from one percent for greater distance from any urban center to about 37 percent for incremental distances from the top two tiers of the urban hierarchy. On net, households increasingly preferred living in remote areas over being closer to urban amenities.
As shown in Panel B, increasing household net preferences for remoteness play a somewhat larger relative role in relative wage growth in small MA counties compared with nonmetro counties. The results for the distance to the county's own MA core indicate that the attractiveness of small MA suburbs increased. The positive sign on the productivity component for greater distance from the core indicates that small MA suburban counties also were (slightly) increasingly more productive relative to their corresponding centers. The household effect share in excess of 100 indicates that positive household remoteness effects exceed the overall nominal wage differential because the positive productivity effect worked to slightly increase wages.
Beyond distance to their own centers, the household effect on (negative) wage growth is greatest for incremental distances from the largest MAs, in which it becomes the dominant force underlying the wage growth differential (60%) associated with the incremental distance from the nearest MA over 1.5 million people (and the most negative real wage growth effect). The cumulative household share over all incremental distance variables (excluding the distance to the core of its own MA) is approximately 43%.
The results for suburban counties in large MAs also display their increasing householdattractiveness (Panel C). In contrast to small MAs, there is an associated increasing productivity disadvantage in large MA suburbs relative to their central city areas. The large MA suburban productivity disadvantage may be the result of the increased prominence of high-end services in their central cities. Household net preferences for remoteness also play dominant roles in the lower relative wage gains associated with greater distances from successively higher-tiered MAs.
Productivity disadvantages of distance were responsible for only 26% of the relative wage decline in MAs with population between 500 thousand and 1.5 million people for remoteness from MAs with over 1.5 million people.
Sensitivity Analysis
In an attempt to capture additional potential effects associated with the very largest MAs, we also added to the base regressions the incremental distance to New York, Chicago, or Los
Angeles (results not shown). For example, increased returns to ideas generated in the largest cities may unevenly spill over to the nation with advances in communications technology (Glaeser and Ponzetto, 2007) . However, this variable was insignificant in all regressions except for wage growth (t=-1.90) and housing price growth (t=-3.39) in small MAs. Application of our decomposition methodology reveals firm productivity disadvantages as responsible for 72 percent of this distance-based reduction in relative wage growth.
Because of the use of aggregate wage and housing cost data, the demographic control variables in the wage equation and the housing characteristics in the housing cost equation may be endogenous (Hanson, 2005) . Thus, we re-estimated the base equations dropping these control variables, which should remove any potential bias in the remaining regression coefficients. The wage decomposition results based on the re-estimated equations are shown in the first two columns of Table 3 . The average estimated relative wage growth shares attributed to changes in household preferences for remoteness versus productivity are remarkably similar to those in Table 2 , suggesting the base results are not greatly affected by any potential endogeneity, nor to omitting worker and housing characteristics.
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The remaining three sets of decomposition results in Table 3 are based on the regression results presented in Tables 1A and 1B (columns 4-6), but using alternative decompositions. The first set is based on using only the distance variable coefficients which are statistically significant at the 10 percent level or lower. The second set derives from using alternative parameters to calibrate the bracketed term in Equation 7 (see Table 3 notes). And the third set is produced by implementing an alternative price deflator for wages.
From columns 3 and 4 in Table 3 , the decomposition for nonmetropolitan areas remains unchanged when using only significant coefficients because all the distance variables are significant in both regressions. However, the insignificance of the incremental distance variable from large metropolitan areas with population over 1.5 million in both MA samples changes their decomposition shares, in which the productivity shares are now estimated to be slightly larger in both sub-samples.
Because the decomposition can be sensitive to the calibration of parameters in the bracketed term in Equation (7), we also decompose the wage growth differential using alternative parameter values for this term from Beeson and Eberts (1989) . As seen from columns (5) and (6) of Table 3 , the use of these alternative parameters produces slightly greater roles for increased productivity forces. For large metropolitan areas productivity forces become about equal in importance with household net preferences for remoteness. Yet, the general pattern of increasing productivity disadvantages in remote areas and their increasing household attraction remains.
The final two columns show the results of using an alternative price deflator, which attempts to account for both differential changes in regional prices for local non-housing goods and housing cost changes. It may be that prices for non-housing goods and services also became relatively lower in more remote areas during the 1990s. To the extent these changes occurred, and are ignored, overestimates of real wage decreases and of increased household-attractiveness in remote areas would result. Because of an absence of official price data for non-metropolitan areas, we follow Shapiro (2006) and conduct sensitivity analysis using an upper bound for the housing price share to deflate nominal wages.
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The decomposition results now change somewhat more substantially. For nonmetropolitan areas, remoteness from the nearest urban center is estimated to have become increasingly household unattractive, while little change is now estimated for remoteness from the nearest metropolitan area of any size, and from the nearest metropolitan area with population over 250,000. Remoteness from the larger two tiers of metropolitan areas remains as increasingly household attractive, though by lesser amounts, and overall there is approximately no net change in household net preferences for remoteness in nonmetropolitan counties over the period. For small MAs, only remoteness from metropolitan areas over 500,000 now appears as increasingly attractive to households. The results for large MAs are mostly unchanged. Distance from the largest MAs continue to be estimated as increasingly household attractive, still dominating 18 The upper bound is based on the estimated relationship between housing rental costs and the overall price index to account for differences in non-traded goods costs by Shapiro (2006) , which is estimated to be 0.32. We view this as an upper bound because it is based on cross-city variation and may overstate the adjustment to the price index required in rural areas. Although housing costs are well known to be lower in rural areas, costs of food and other items could be higher because of transportation and other distance-based delivery costs (Jolliffe, 2006; Nord and Leibtag, 2005) , making it less likely that rural non-traded goods prices follow trends in housing prices.
increased productivity disadvantages in reducing relative wage growth in the MA samples.
Decomposition Summary
Across a variety of specifications, it appears that productivity shocks during the 1990s overall made it less profitable for firms to locate in nonmetropolitan areas. Hence, while the internet made it technically possible to live and work in remote locations (Kotkin, 1998) , economically it became more costly to do business farther away from larger cities. Such findings are consistent with those who argue that technological change has been complementary to face-to-face and more frequent interaction (Gasper and Glaeser, 1998; Forman et al., 2005; McCann 2007 ). However, it became increasingly household-attractive to live in nonmetropolitan areas positioned at greater distances from metropolitan areas, particularly from larger metropolitan areas.
For small and medium-sized MAs, there were offsetting household preference gains from being farther away from the top two tiers of MAs. In some sense, this is inconsistent with those who argue that the largest MAs are increasingly consumer cities and amenity attractive (Glaeser et al., 2001; Adamson et al., 2004) . It is consistent though with the findings by Desmet and Fafchamps (2005) Gabriel and Rosenthal (2004) and Chen and Rosenthal (2008) that there is very little if any correlation between the quality of life and the quality of the business environment in MAs.
Migration Responses
Primarily as confirmatory analysis of the above decomposition, we also examine the patterns of migration across age and education levels within the urban hierarchy. Although recent population growth has been reported as negatively associated with being farther away from larger urban centers (Partridge et al. 2008b ), this pattern may not be consistent across age and education cohorts. Chen and Rosenthal (2008) found that younger and more highly-educated households move to more productive places, while those over age 50, regardless of education, move to high amenity places. In tabulation of gross origin-destination migration flows, Plane et al. (2005) similarly reported some population groups moved up the urban hierarchy while others simultaneously moved down. Table 4 reports the results of estimating Equation (11) by age cohort. The results suggest that those most likely to be economic migrants-the 25-29 age cohort-are generally responding to changes in productivity. Their population shares are falling fastest in (1) nonmetropolitan counties farther away from any urban center, (2) in small MA counties that are more remote from MAs with greater than 250,000 people and (3) in large MA counties more distant from MAs with at least 500,000 people. Even within MAs, the negative distance-to-own-MA coefficient indicates that young adults are attracted to the central city, which is a pattern that does not apply to older cohorts as they move to the outer suburbs (presumably with children). The relationship between distance and the change in the 30-34 year-old cohort share is somewhat more neutral. Thus, more mobile younger cohorts are generally responding consistent with a pattern of greater productivity growth near larger urban areas (though they also may find individual urban areas differentially attractive). Table 5 shows the results for the 1990-2000 change in the college graduate shares (ΔCOLGRAD). For nonmetropolitan counties, the college graduate share declines the further the county is from any urban center. For small MA counties, there are positive linkages for being closer to larger MAs, including those over 500 thousand people, while for MA counties with population between 250 and 500 thousand there is also a positive linkage for being closer to an MA with population over 500 thousand. The college-educated also are less likely to locate in small MA suburban counties but evenly disperse within large MAs.
We re-examined these relationships by re-specifying the model as the change in college graduate shares over the 1980-2000 period, but the empirical patterns were virtually identical, illustrating a persistent pattern (not shown). Again, the main finding is that the most economically mobile cohorts are moving toward large MAs (even if not exactly in larger MAs)-even after accounting for capitalized effects that are reflected in the initial period wages and housing costs.
Overall, the age-cohort migration patterns and movement of college graduates are consistent with the wage growth decomposition results. For nonmetropolitan and small MAs, it is likely that favorable productivity-related shocks in areas closer to larger MAs especially attracted younger and more educated workers. However, the story is more complicated for larger MAs, in which closer distance to cities is linked to favorable productivity shocks, but also negative amenity effects, possibly associated with congestion. Here again, the youth and more educated moved to be closer to larger MAs-consistent with productivity-related effects. Yet, less-educated and older individuals are less-inclined to be closer to larger MAs. These results may help reconcile observations that large cities such as a Boston, New York, or Chicago may appear to be economically vibrant, while on the other hand, growing at relatively slow rates in terms of job and population growth. Not all demographic groups may be benefitting from the economic vibrancy of these areas and are increasingly attracted elsewhere because of quality of life concerns.
CONCLUSIONS
This study examined growth differentials in wage rates and housing costs across U.S. counties to assess the relative importance of the changing roles access to urban production externalities versus consumer preferences in determining poorer economic performance associated with remoteness during the 1990s. Remoteness, defined and measured by geographic proximity in the U.S. urban hierarchy, was found to be increasingly associated with lower productivity, contributing to both negative wage and housing cost growth differentials for remote areas. Yet, remoteness from large metropolitan areas generally became more attractive to households, further contributing to negative wage growth differentials.
Decomposition of wage-growth differentials further revealed that increased productivity disadvantages in areas more remote from higher tiered urban areas dominated any increased household attraction to remoteness in nonmetropolitan and small-MA counties. Changing productivity effects during the period were most related to being closer to the nearest higher-tiered urban area (of any size) rather than just being nearer to the highest-tiered urban areas. Yet, increased household preferences for remoteness dominated for metropolitan counties in mediumsized MAs in terms of remoteness from even larger MAs. Thus, although we found the opposite of production-based agglomeration shadows, larger MAs increasingly were deemed less attractive to households the closer they were to successively larger metropolitan areas. This runs counter to consumer-city arguments that would favor proximity to largest urban areas. Instead, there were apparently increased household preferences for less-congested smaller urban areas (ceteris paribus), possibly supported by changes in technology or preferences that favored consuming leisure activities in smaller urban areas and rural areas.
Analysis of migration patterns through examination of changes in age and education cohort shares over the period confirmed these patterns. Younger and more educated households moved to areas in closer proximity to larger MAs, while older households moved to more remote areas.
Future research then should be devoted to identifying the sources of increased productivity disadvantages in remote areas and the sources of their increased amenity unattractiveness of large metropolitan areas and whether they will continue. This will be particularly relevant for planning and policy purposes as the U.S. economy evolves technologically and the U.S. population ages. Conley (1999) are in parentheses. ***, **, and * indicate significant at 1%, 5%, and 10% respectively. For variable descriptions, see text and Appendix Table 1. All models further include an intercept, 5 ethnicity shares, 6 age-distribution shares, 4 education shares, % females, % married, % with a work disability measured in 1990, plus an industry mix employment growth variable over 1990-2000, county area, Jan sun hours, Jan temp, July humidity, July temp; USDA topography score, % water area, three indicators for being within 50kms of one of the Great Lakes, Pacific Ocean, and Atlantic Ocean and state fixed effects. Distance penalties are calculated as 100*(exp(sum of sig coeff x mean dist)-1). Conley (1999) are in parentheses. ***, **, and * indicate significant at 1%, 5%, and 10% respectively. For variable descriptions, see text and Appendix Table 1. All models further include an intercept, age of housing units, shares of 1-5 bedrooms, share of mobile units, share of complete plumbing and share of complete kitchen facilities measured in 1990, plus an industry mix employment growth variable over 1990-2000, county area, Jan sun hours, Jan temp, July humidity, July temp; USDA topography score, % water area, three indicators for being located within 50kms of one of the Great Lakes, Pacific Ocean, and Atlantic Ocean, and state fixed effects. Distance penalties are calculated as 100*(exp(sum of sig coeff x mean dist)-1). Notes: Column 1 reports the incremental distance in kilometers between the county and the closest county in the corresponding higher tier; Column 2 is the product of the corresponding estimated wage growth differential per kilometer in Table 1A and the incremental distance in kilometers (because of rounding in the reported results in Table 1A, the Table 2 results cannot be calculated by the reader); Column 3 is the calculated real wage effect, corresponding to the second term in Equation (7). Column 4 contains the calculated amenity component according to Equation (7)-i.e., the portion of the Column 2 wage growth differential attributable to the household amenity effect. Column 5 contains the portion of the wage growth differential attributable to the productivity effect, which is obtained by subtracting the Column 4 entry from the Column 2 entry. Columns 6 and 7 contain the results of dividing the Column 4 and 5 entries by the nominal wage growth differential in Column 2, producing the household shares of the wage growth differential attributable to increased household amenity attractiveness and reduced productivity, respectively. Percentage effects can be obtained for the Column 2-5 results by multiplying by 100. Notes: The first set of decomposition shares reflects estimated equations which omit demographic variables in the wage equation and housing characteristics in the housing cost equation to avoid potential endogeneity. The second set is based on only using the distance variable coefficients which are statistically significant at the 10 percent level or lower. The third set derives from using alternative parameters to calibrate Equation 7; based on parameters used by Beeson and Eberts (1989) , the bracketed term is implied to equal 0.4886 instead of our estimate of 0.6414. The final set is based on an alternative regional price adjustment of wages to reflect differences in non-traded good costs, with the weight on housing prices equal to 0.32 (Shapiro, 2006) . Monthly average of that amount along with the median monthly rent for the renter occupied units are used to calculate the weighted average median rent, with weights being the shares of owner and renter occupied houses. Note that there are no official U.S. cost of living data series (in levels) at even the state level-let alone at the county level. 
Distance variables
Dist to nearest/actual urban center (micropolitan or metropolitan area, CBSA) Distance (in km) between centroid of a county and population weighted centroid of the nearest urban center, if the county is not in an urban center. It is the distance to the centroid of its own urban center if the county is a member of an urban center (in kms). Incremental distance to MA>500,000
Incremental distance to MA>1,500,000 
