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Introduction
Let (X 1 , . . . , X n ) be an i.i.d. sequence of random variables in R d , d ≥ 1. We show that, for any function ϕ : R d → R, under regularity conditions,
where f (i) is the classical leave-one-out kernel estimator of the density of X 1 say f , defined by
where K is a d-dimensional kernel and where h, called the bandwidth, needs to be chosen and will certainly depend on n. Result (1) and the central limit theorem lead to the following reasoning: when estimating the integral of a function that is evaluated on a random grid (X i ), whether f is known or not, using a kernel estimator of f may provide better convergence rates than using f itself. Result (1) certainly has some consequences in the field of integral approximation. In this area, many deterministic as well as random methods are available. Accuracy with respect to computational time is the usual trade-off that allows to compare them. The advantages of random over deterministic framework lie in their stability facing high-dimensional settings. For a comprehensive comparison between both approach, we refer to [8] . Among random methods, importance sampling is a widely used technique that basically reduces the variance of the classical Monte-Carlo integration through a good choice of the sampling distribution f , called the sampler. Estimators have the form n −1 ϕ(X i )/f (X i ) with X i ∼ f . Regarding the mean squared error (MSE), the optimal sampler f * is unique and depends on ϕ (see Theorem 6.5 in [8] , page 176). Among others, parametric [17] and nonparametric [24] studies focused on the estimation of the optimal sampler. Equation (1) indicates a new weighting of the observation ϕ(X i ). Each weight f (i) (X i ) reflects how isolated is the point X i among the sample. Therefore, our estimator takes into account this information by giving more weight to the isolated points. In summary our procedure, which is adaptive to the design points enjoys the following advantages:
− Faster than root n rates, − one-step estimation based on a unique sample (X 1 , . . . , X n ), − each X i drawn from f , possibly unknown.
To the best of our knowledge, when the design is not controlled, no such rates have been obtained.
In many semiparametric problems, it has been an important issue to construct root n estimators, possibly efficient [1] , that rely on a kernel estimator of the nuisance parameter. Among others, it was addressed by Stone in [20] in the case of the estimation of a location parameter, by Robinson in [18] in the partially linear regression model, or by Härdle and Stoker in [15] studying the single index model. The result in Equation (1) , which would be seen as a superefficient estimator in the Le Cam's theory, can not be linked actually to this theory since the quantity of interest ϕ(x)dx does not depend on the distribution of X 1 . As a result, the link between our work and the semiparametric and kernel smoothing literature lies mainly on the plug-in strategy we employed, by substituting the density f by a kernel estimator. As a result our technical details in the proofs (kernel regularization, U -statistics, integral computation) are very similar to the one developed in the quoted above papers.
In this paper, we propose a comprehensive study of the convergence stated in Equation (1) . A similar result was originally stated by Vial in [23] (Chapter 7, Equation (7.27)), as a lemma in the context of the multiple index model. To the best of our knowledge, this type of asymptotic result has not been addressed yet as a particular problem. Our theoretical aim is to extend result (1) by:
A) Being more precise about the upper bounds: How does the dimension d, the window h, the regularity of ϕ and f impacts those bounds? B) Showing central limit theorems by specifying the regularity of ϕ.
To achieve this program, we need to introduce a corrected version of the estimate (1) for which the bias has been reduced. First, the corrected estimator is shown to have better rates of convergence than the initial one. Second it is shown to be asymptotically normal with rates nh d/2 in the case where ϕ is very regular, and with rates (nh −1 ) 1/2 in a special case where ϕ jumps at the boundary of its support. To compute the asymptotic distribution, we rely on the paper by Hall [11] , where a central limit theorem for completely degenerate U -statistics has been obtained. An important point is that we have succeeded in proving our result with much weaker assumptions on the regularity of ϕ than on the regularity of f . For instance, Equation (1) may hold even when ϕ has some jumps. Besides the estimation of f is subject to the curse of dimensionality, i.e. f is required to be smooth enough regarding the dimension of X 1 . Our aim is also to link Result (1) to nonparametric regression with random design, i.e. the model Y i = g(X i ) + σ(X i )e i with g unknown and e i i.i.d. with e i ⊥ ⊥ X i . In particular, we obtain the asymptotic normality for the estimation of the linear functionals of g. Thanks to the fast rates detailed previously, the asymptotic distribution do not depend on the function g.
The paper is organized as follows. Section 2 deals with technical issues related to Equation (1) . In particular, we examine the rates of convergence of (1) according to the choice of the bandwidth, the dimension and the regularity of the functions ϕ and f . Section 3 is dedicated to the convergence in distribution of our estimators. In Section 4, we show how to apply Equation (1) to the problem of the estimation of the linear functionals of a regression. Finaly, in Section 5, we give some simulations that compare our method with traditional Monte-Carlo procedure for integration. The proofs and the technicalities are postponed in Section 6 at the end of the paper.
Rates of convergences faster than root n
In this section we first provide upper bounds on the rates of convergence in probability of our estimators. Our main purpose is to show that rates faster than root n hold in a wide range of parameter settings for the estimation of ϕ(x)dx. Second we argue that those faster than root n rates have no reason to hold when estimating other functionals of the type f → T (x, f (x))dx.
Main result
Let Q ⊂ R d be the support of ϕ. The quantity I(ϕ) = ϕ(x)dx is estimated by
Actually, the latter estimator can be modified in such a way that the leading error term of its expansion vanishes asymptotically (see Remark 8 for more details). For that we define the leave-one-out estimator of the variance of
and the corrected estimator by
To state our main result about the convergences of I(ϕ) and I c (ϕ), we define the Nikolski class of functions H s of regularity s = k + α, k ∈ N, 0 < α ≤ 1 as the set of k times differentiable functions ϕ whose all derivatives of order k satisfy [22] 
where | · | stands for the Euclidean norm. Be careful that k = ⌊s⌋, with the convention that ⌊n⌋ = n − 1 if n ∈ N. The following assumptions are needed to show our first theorem, they are discussed after its statement.
(A1) For some s > 0 the function ϕ belongs to H s on R d and is bounded, with compact support Q.
(A2) The variable X 1 has a bounded density f on R d such that its r-th order derivatives are bounded.
(A4) The kernel K has order r and K(x)dx = 1. Moreover, for every
The next theorem is proved in Section 6.
(ii) Remark 1. Assumption (A2) about the smoothness of f is crucial to guarantee faster than root n rates in Theorem 1. On the one hand, r needs to be larger than d to obtain such rates in Equation (i), on the other hand, r larger than 3d/4 suffices to get this rates in Equation (ii). In the case that each previous assumption fails, there does not exist h such that the bounds in Theorem 1 go to 0. This phenomenon is often referred as the curse of dimensionality. The optimal rates of convergence with respect to h may be computed assuming h of the form n −a .
, we obtain the optimal rates n
for the bandwidth h ∝ n − 1 r+d . For (ii), if 2s > r − d/2 and r > 3d/2 (first and last term in (ii) are negligible), we obtain the optimal rates n
Precise rates for each situation are given in Table 1 . As in many semiparametric problems (see for instance [15] , Section 4.1), our estimator of f is suboptimal with respect to the density estimation problem (see [21] ). Indeed, to achieve the optimal rates in density estimation one needs to have h ∝ n −1/(2r+d) which contradicts the fact that the bias goes to 0 in Theorem 1. A practical bandwidth choice is proposed Section 5.
Remark 2. Assumption (A2) prevents from bias problems in the estimation of f that may occur at the borders of Q. Indeed, if f jumps at the boundary of Q, then our estimate of f would be asymptotically biased and the rates provided in Theorem 1 would not hold. To get rid of this problem, if one knew the support of f , one could correct by hand the estimator as for instance in [16] , or might use Beta kernels as detailed in [3] .
Convergence (ii) 3d/2 < r and r − d/2 < 2s
r < 3d/2 and 4r − 3d < 6s Table 1 : Optimal rates of convergence when the O P of Theorem 1 goes to 0, i.e. r > d for (i) and r > 3d/4 for (ii).
Remark 3. Assumption (A3) basically says that f is separated from 0 on Q. The exponential bound on the kernel in Assumption (A4) guarantee that f is estimated uniformly on Q (see [5] ). This leads to (inf x∈Q f (x)) −1 = O P (1) and helps to control the random denominator f (i) (X i ) in the expression of I(ϕ) and I c (ϕ). In the context of Monte-Carlo procedure for integral approximation, Assumption (A2) and Assumption (A3) are not restrictive because it is always possible to draw the X i 's from any probability distribution smooth enough and whose support contains the integration domain.
Remark 4. The use of leave-one-out estimators in I(ϕ) and I c (ϕ) is not only justified by the simplification they involve in the proofs. It also leads to better convergence rates. For instance, let us consider the term R 0 in the proof of Equation (ii) in Theorem 1. Replacing the leave-oneout estimator of f by the classical one, R 0 remains a degenerate U-statistic but with nonzero diagonal terms. It is possible to verify that those terms are the leading terms of the expansion of I c (ϕ). They imply the rate of convergence n −1/2 h −d which is larger than the bound we found for I c (ϕ).
Remark 5. The function class H s contains two interesting sets of functions that provide different rates of convergence in Theorem 1. First, if ϕ is α-Hölder on R p with bounded support, then ϕ belongs to H α . Secondly, if the support of ϕ is a bounded convex set and ϕ is α-Hölder inside its support (e.g. the indicator of a ball) then ϕ ∈ H min(α,1/2) (see Lemma 9 in the Section 6). In addition, the Nikolski class is stable by finite sum, this makes Theorem 1 valid for a wide range of integrand. A loss of smoothness at the boundary of the support involves a loss in the rates of convergence (i) and (ii). Precisely, whatever the smoothness degree of the function inside its support, if continuity fails at the boundary, rates are at most in (nh −1 ) 1/2 . In Section 3 we study such an example and show a central limit theorem with those rates.
On the generalization of Theorem 1
In view of the intriguing convergence rates stated in Theorem 1, one may be curious to know the behavior of our estimator when estimating more general functionals with the form
Following the same approach as previously, the estimator we consider is
.
It turns out that the case T : (x, y) → ϕ(x) is the only case where the rates are faster than root n. For other functionals and a wide range of bandwidth, √ n( I T − I T ) converges to a normal distribution. In view of the negative aspect of those results with respect to those of Theorem 1, we provide an informal calculation that leads to the asymptotic law of √ n( I T − I T ). We require that (A1) to (A4) hold and that nh 2r → 0 and nh 2d → +∞ (this guarantees faster than root n rates in Equation (i)). If y → T (x, y) has a second order derivative bounded uniformly on x, using a Taylor expansion with respect to the second coordinate of T , we have
where R 2 can be treated by standard techniques of kernel estimation (see Equations (9) and (14) for details), this gives
Then, we write
Applying Theorem 1 two times, we show that R 0 = o P (1). As a consequence √ n( I T −I T ) = o P (1) if and only if the variance of R 1 is degenerate, that is equivalent to
If we want this to be true for a reasonably large class of distribution function, it would imply
the solutions have the form T (x, y) = ϕ(x) + cy.
Central limit theorem
In the previous section, we derived upper bounds on the convergence rates in probability under fairly general conditions. In this section by being a little more specific about the regularity of ϕ, we are able to describe precisely the asymptotic distribution of I c (ϕ) − I(ϕ). Actually the approach is to decompose the latter quantity as the sum of a U -statistic U n plus a martingale M n with respect to the filtration {X 1 , · · · , X n }, up to a bias term B n that is nonrandom (see Lemma 5 stated in the Section 6). Then existing results about the asymptotic behaviour of completely degenerate U-statistics [11] and martingales [12] will help to derive the asymptotic distribution. We shall consider two cases. First we present the case where ϕ is smooth enough so that the dominant term is U n and second we study an example where ϕ is not continuous at the boundary of its support. As a consequence the dominant term is M n . For I(ϕ) − I(ϕ), the situation is less interesting since most of the time a bias term is leading the asymptotic decomposition (see Remark 8).
Smooth case
The smooth case corresponds to situations where the functions f and ϕ are smooth enough, i.e. r > 3d/2 and 2s > d. This is highlighted by the assumption on the bandwidth.
Theorem 2.
Under the assumptions (A1) to (A4), if nh 2d → +∞, nh r+d/2 → 0 and nh 2s+d → 0, the random variable nh d/2 ( I c (ϕ)−I(ϕ)) is asymptotically normally distributed with zero-mean and variance given by
The assumptions on the bandwidth are not verified by the optimal bandwidths given in Table 1 . This is because we have chosen to focus on the case where the bias term B n of Lemma 5 asymptotically vanishes. Otherwise we have that nh d/2 ( I c (ϕ) − I(ϕ) − B n ) has the same limiting distribution as in Theorem 2, provided that nh 2d → +∞ and nh 2 min(r,s)+d → 0.
A non smooth example
We are interested in the case where ϕ is not sufficiently regular so that M n is no longer negligible with respect to U n , i.e. nh 2 min(r,s)+d does not go to 0. Typically this occur whenever s < d/2. In this case the variance is hard to compute since it depends both on how irregular is ϕ and on how many times irregularity occurs on Q. Typically this cannot be done by considering usual regularity classes (Hölder, Nikolsky or Sobolev) since they only provide bounds on the growth of functions. For this reason, we consider a particular case where the function ϕ is Nikolski on the interior of Q and vanishes outside. Typically ϕ may jump at the boundary of Q. Lemma 9 informs us that such a function belongs to H 1/2 . For Q ⊂ R d compact and x ∈ ∂Q, we define
where u(x) is the normal outer vector of Q at the point x. We need the following additional assumptions.
(B1) For some s > 1/2 the function ϕ belongs to H s on Q and is bounded, with compact support Q.
(B2) The set Q is compact with C 2 boundary.
Theorem 3. Under the assumptions (A2) to (A4), (B1) and (B2), if nh (3d+1)/2 → 0 and
is asymptotically normally distributed with zero-mean and variance given by
where H p−1 stands for the p − 1 dimensional Hausdorff measure.
Application to nonparametric regression
Equation (1) have applications in nonparametric regression with random design. Let
where (e i ) is an i.i.d. sequence of real random variables independent of the sequence (X i ), and
be the space of squared-integrable functions on Q. We endow L 2 (Q) with the canonical inner product so that it is an Hilbert space. We consider model (2) assuming that g ∈ L 2 (Q). Let ψ ∈ L 2 (Q) be extended to R d by 0 outside of Q (ψ has compact support Q). The inner product in L 2 (Q) between the regression function g and ψ, is given by
note that if ψ belongs to a given basis of L 2 (Q), then c is a coordinate of g in this basis. The estimation of the linear functionals of g is a typical semiparametric problem in the sense that it requires the nonparametric estimation of f as a first step and then to use it in order to estimate a real parameter. To the best of our knowledge, in the case of a regression with unkown random design, estimators that achieve root n consistency have not been provided yet (see for instance [13] and the reference therein). Our approach is based on kernel estimates f (i) of the density of X 1 that is then plugged into the classical empirical estimator of the quantity E[Y ψ(X)f (X) −1 ]. We define the estimator
to derive the asymptotic of √ n( c − c), we use Model (2) to get the decomposition
with
Under some conditions, Theorem 1 provides that B is negligible with respect to A. As a result, A carries the weak convergence of √ n( c − c), and then the limiting distribution can be obtained making full use of the independence between the X i 's and the e i 's. In order to follow this program, those assumptions are needed.
(C1) For some s > 0, the functions ψ and g belong to H s on R d and are bounded, with compact support Q.
The following theorem is proved in the Section 6.
Theorem 4. Under the assumptions (A2) to (A4), and (C1), if n 1/2 h r → 0 and n 1/2 h d → +∞, then the random variable n 1/2 ( c − c) is asymptotically normally distributed with zero-mean and variance
Among typical applications, we can mention Fourier coefficients estimation for either nonparametric estimation (see for instance [13] , Section 3.3), or location parameter estimation (see [10] ). We also highlight the link with the estimation of the index in the single index model (see [15] ).
Remark 6. The set Q reflects the domain where g is studied. Obviously, the more dense the X i 's in Q, the more stable the estimation. Nevertheless, it could happened that f vanishes on some point on Q and this is not taken into account by our framework. In such situations, one may adapt the estimation from the sample by ignoring the design points on which the density takes too small values. The estimator c might be replaced by
where b > 0 will certainly depend on n. This method, often refeered as trimming, has been employed in [15] and [4] and guarantees computational stability as well as theoretical properties. Even if such an approach is feasible here, it seems far beyond the scope of the article.
Remark 7. Let us compare both estimate c and c
where the latter requires to know f . First, if the signal is observed without noise, that is Y i = g(X i ), then n 1/2 ( c − c) goes to 0 in probability whereas c is asymptotically normal. Secondly, when there is some noise in the observed signal, that is var(e 1 ) > 0, the comparison can be made regarding their asymptotic variances. Since we have
it is asymptotically better to plug the nonparametric estimator of f than to use f directly.
Simulations
In the section, we provide some insights about the implementation and the practical behaviour of our integral approximation procedure. In particular, we propose an adaptive procedure that select the bandwidth for the kernel smoothing. While our theoretical study highlighted that our estimators suffers from the curse of dimensionality (see Remark 1), our simulation results confirm that the estimation accuracy of our methods diminishes when the dimension increases. In dimension 1, our procedure outperforms by far the Monte-Carlo method. In moderate sample size (from 200 to 5000) up to dimension 4, our method still realize a significant improvement over the Monte-Carlo method. The simulations are conducted under fairly general design distributions that do not advantage the smoothing.
Kernel choice
In the whole simulation study, our estimator of the density of the design is based on the kernel
where c d is the volume of the unit ball in dimension d. This kernel is radial with order 3.
Bandwidth choice
One may follow [14] to select the optimal bandwidth by a plug-in method. It requires to optimize an asymptotic equivalent of the MSE with respect to h. In Section 3, we highlighted that the limiting distribution of I(ϕ) − I(ϕ), and so the MSE, depends heavily on the degree of smoothness of ϕ. In practice, the regularity of ϕ is often unknown, as a result, we prefer a simulation-validation type strategy. The idea is to pick the value h which gives the best result for the estimation of the integral I( ϕ) of a test function ϕ which looks like ϕ, and for which I( ϕ) is known. We choose this test function as
where K is simply the Epanechnikov kernel
Since we know that
we just take the value of h for which the estimate I( ϕ) is closest to I( ϕ); there is actually two values, one for I( ϕ) and one for I c ( ϕ). The smoothing parameter h 0 is chosen using the rule of thumb (see [19] , Section 4.3.2), it is given by
where σ 2 is the marginal variance of the data (the mean over the variance of each component). The density estimates f (X i ) are computed with the same value h 0 and the same kernel.
We did not try to use a resampling method, thinking that it is better to have h adapted to the specific sample.
First model
In this model, f is a normal distribution
The integral of ϕ is 1. Figure 1 shows simulations for different values of n and d, and using Equations (3), (4) and (5) for the choice of h. 
Second model
In this second model, the assumptions are not satisfied since the distribution is uniform over the unit cube, we have
In spite of the fact that (A2) is not any more satisfied, good results are still possible because ϕ cancels at the boundary of the cube. For the choice of h, we used Equation (3), (4) but, it is important to constrain the function ϕ to have its support on the cube, and a way to do this is to remove the boundary terms out of (3) by choosing now
We could have done the other way around, use (3) and simulate uniformly extra points at distance less than h 0 of the cube, in order to cover the support of ϕ. Figure 2 shows the results of the simulations for different values of n and d and using Equations (6), (4) and (5) for the choice of h. 
Proofs
Notations. The Euclidean norm, the L p norm and the supremum norm are respectively denoted by | · |, · p and · ∞ . We introduce K h (·) = h −1 K(·/h), and
and for any function g : R p → R, we define
and we put
Proof of Theorem 1
We start by showing (ii), then (i) will follow straightforwardly.
Proof of (ii):
The following development reminiscent of the Taylor expansion
allows to expand our estimator as a sum of many terms where the density estimate f i is moved to the numerator, with the exception of the fourth one. We will show that this last term goes quickly to 0. For the linearised terms, this is very messy because the correct bound will be obtained by expanding also f i in those expressions. In order to sort out these terms, we borrow to Vial [23] the trick of making appear a degenerate U -statistic in such a development (by inserting the right quantity in R 0 below). More explicitly, recalling that
we obtain
with (we underbrace terms which have been deliberately introduced and removed)
where v i appears to be a centering term in R 3 . We shall now compute bounds for each term separately.
Step 1 :
with u ij = ψ 2 (X i )K ij , is a degenerate U −statistic. This is due to the fact that
The n(n − 1) terms in the sum are all orthogonal with L 2 norm smaller than u ij 2 , hence
because of Equation (20) in Lemma 7.
Step 2 : n 1/2 R 1 = O(n 1/2 h r ). This classically results from Equation (15) of Lemma 6, and from Assumption (A3).
Step 3 : n 1/2 R 2 2 = O(n 1/2 h r + h s ). We can rearrange the function ψ 1 (x) − ψ(x) as
and since
where the last inequality follows from Equation (15) in Lemma 6. We have
then by spliting the mean and the variance of the first term we get
and we conclude by Equations (16) and (17) of Lemma 6.
Step 4 : n 1/2 R 3 2 = O(n −1/2 h −d/2 ). We first rewrite separately each term. Set
and rewrite R 3 as
Consider a sequence of real numbers (x j ) 1≤j≤p and set
Applying this with x j = K ij − f h (X i ) (i is fixed) and p = n − 1 we get
We are going to calculate E[R 2 3 ] by using the Efron-Stein inequality (Theorem 8) and the moment inequalities (20) to (22) for ξ ij stated in Lemma 7; in particular, by (20) 
. . X n ) as a function of the X i 's and define
where X ′ 1 is a copy of X 1 independent from the sample (X 1 , . . . , X n ). Then by the Efron-Stein inequality and the triangular inequality (remember that ξ ii = 0)
Noting that the terms in the first sum are orthogonal (by independence of ξ ij and ξ ik conditionally to X i and (20)) we obtain
by (21) . Because the terms of the second sum are orthogonal whenever the values of k are different, we get
By first developing and then using that X ′ 1 is an independent copy of X 1 , we obtain
Then by Equation (21), we have E ξ 2 31 ξ 2 32 = E E[ξ 2 31 |X 3 ] 2 ≤ Ch −2d and by Equation (22), we get
where K is defined in Lemma 7. Bringing everything together it holds that
Step 5 : n 1/2 R 4 = O P (n −1 h −3d/2 ). We start with a lower bound for f i by proving the existence of N (ω) such that
Notice that
due to the almost sure uniform convergence of f to f (Theorem 1 in [5] ) we have for n large enough
and since assumption nh d → ∞, (9) follows. We can now compute the expectation of R 4 restricted to {n ≥ N (ω)}. Because
we have by the Cauchy-Schwartz inequality
Applying the fact that for any real number a,
, we obtain that
because nh d is lower bounded. On the other hand using (21)
Putting together (10), (11) and (12),
In particular
This proves the boundedness in probability of n 3/2 h 3d/2 |R 4 |.
Step 6 :
we can show the convergence in probability of the right-hand side term as in Step 5. We have indeed by the Rosenthal's inequality 1
1 For a martingale (Si, Fi) i∈N and 2 ≤ p < +∞, we have
E|Xi| p }, where Xi = Si − Si−1 (see for instance [12] , p. 23-24).
(cf. (21)). Hence with p = 3
and we conclude as in Step 5. Putting together the steps 1 to 6, and taking into account, concerning R 5 , that n −3/2 h −2d = (n −1/2 h −d/2 )(n −1 h −3d/2 ), we obtain (ii). Proof of (i): For (i), we use a shorter expansion which leads to an actually much simpler proof:
and
The terms R 0 , R 1 and R 2 have already been treated in the steps 1, 2 and 3 of the proof of (i). The term R ′ 5 is bounded exactly as R 5 but now we use (13) with p = 2 instead of p = 3, we obtain
Proofs of Theorems 2 and 3
Let let us define
with c jk = a jk − b jk , and for j = k,
where u jk has been defined at the beginning of step 3. Both proofs of Theorems 2 and 3 rely on the following Lemma which turns Theorem 1 in a suitable way for weak convergence issues.
Lemma 5. Under the assumptions of Theorem 1, if nh 2d → +∞, we have
Moreover we have
Proof. By using the decomposition (7) and since B n + M n = R 1 + R 2 , we have
We have already shown that R 4 + R 5 = O P (n −3/2 h −3d/2 + n −2 h −2d ) (this is exactly step 5 and 6 of the proof of Theorem 1). By definition of U n , we have
which is a completely degenerate U-statistic (R 3 is near to be completely degenerate and a jk = E[ψ 3 (X 1 )ξ 1j ξ 1k |X j X k ] appears as the good centering term). The order 2 moments of this quantity are of order
, which completes the first part of the proof. To obtain the bounds in probability, for U n we just use step 1 and 4 of the proof of Theorem 1, for M n we compute the L 2 norm as follows. We have
where the last inequality is obtained using Equations (8) and (17).
Remark 8.
Under the assumption of Theorem 1, one may show that
where the O P comes from R 4 and the other remainder term corresponds to the diagonal term of the U -statistic R 3 . This term equals (n − 1)
, as a consequence, when h is such that nh 2(s+d) → 0 and nh r+d → 0, the leading term of the decomposition is a constant.
Proof of Theorem 2
By Lemma 5 and the assumptions on h we have
To derive the limiting distribution of nh d/2 U n , we apply Theorem 1 in [11] , quoted below (Theorem 11), with H n (X j , X k ) = (n − 1) −1 h d/2 (c jk + c kj ). The asymptotic variance v 1 is the limit of the quantity
To compute this easily, we introduce the function
. First use some algebra to obtain the formula
Because K h integrates to 1, it is not hard to see that the last three terms in the previous equation will be negligible in the computation of v 1 . As a consequence, h d E[c 2 12 ] has the same limit as 
It remains to check the conditions of Theorem 11. Clearly, the computation of v 1 provides that
, by the same type of calculation, we can obtain that
which implies the conditions of the theorem.
Proof of Theorem 3
By (B1) and Lemma 9, ϕ belongs to H min(s,1/2) . Then we can apply Lemma 5 and by assumption on h, we obtain that
Since M n is a sum of independent variables with zero-mean, we can apply the central limit theorem by checking the Lindeberg condition (see for instance [12] , chapter 3). Now we only have to compute the asymptotic variance v 2 defined as the limit of
On the one hand, by Equations (8) and (16), we have
as a consequence, we get
On the other hand, for every x ∈ Q, we have
because ψ 1 is H s inside Q, we use Equation (17) to show that the L 2 -norm of the right-hand side term is of order h s . Clearly, since s > 1/2 we have
and it remains to apply Lemma 10 to derive the stated limit.
Proof of the Theorem 4
By Equation (2), we are interested in the asymptotic law of
By Lemma 1, the right hand-side term goes to 0 in probability. For the other term, we use the decomposition A 1 + A 2 , with
where σψ(X i ) = σ(X i )ψ(X i ). We define F as the σ-field generated by the set of random variables {X 1 , X 2 , · · · }. We get
then, one has
For the term on the left, since σψ has support Q we can use (9) , that is for n large enough, it is bounded. For the right hand-side term, it follows that
and then using Equation 15 in Lemma 6 and (13) for p = 2 we provide the bound
Therefore, we have shown that E[A 2 2 |F] → 0 in probability. Since for any ǫ > 0,
2 |F], it remains to note that the sequence P(|A 2 | > ǫ|F) is uniformly integrable to apply the Lebesgue domination theorem to get
To conclude, we apply the central limit theorem to A 1 and the statement follows.
Somme lemmas

Inequalities
Lemma 6. For any function g :
Under Assumptions (A1), (A2) and (A4) we have
where C and C ′ depend on f and ψ.
Proof. We start by proving (16) and (17) . For the mean: using Fubini's theorem and (15),
and for the variance
By the Taylor formula with Lagrange remainder applied to g(t) = ψ(x − tu) with k = ⌊s⌋:
The first term is ψ(x) plus a polynomial in u which will vanish after insertion in (18) becauseand the third one is derived by
The Efron-Stein inequality helps to bound the L 2 moments of estimators. For the proof we refer to the original paper [6] but also to [2] .
Theorem 8. (Efron-Stein inequality) Let X 1 , . . . , X n be an i.i.d. sequence, X ′ 1 be an independent copy of X 1 and f be a symmetric function of n variables, then V ar(f (X 1 , . . . , X n )) ≤ n 2 E (f (X 1 , . . . , X n ) − f (X ′ 1 , X 2 , . . . , X n )) 2 .
Measure results
Lemma 9. If the support of ϕ is a compact convex set Q and ϕ ∈ H s on Q, then ϕ ∈ H min(s,1/2) on R d . Proof. Let us start with an estimate of the integral over Q c having a simpler dependency w.r.t. h. We define the function
where d stands for the Euclidean distance in R d . This function is C 2 in the neighbourhood of ∂Q and its gradient −u(x) is, for x ∈ ∂Q, the normal inner vector (since ∂Q is C 2 , using a local parametrization of Q, we are reduce to the case where ∂Q is a piece of hyperplane). Then where c 1 is bounded. Since the second term has a O(h 2 ) integral over Q, its contribution in the limit is negligible, and it suffices to prove that
We set ϕ(x, t) = 1 0≤t≤ z,u(x) K(z)dz We can estimate ϕ(x, s)ds as
Weak convergence for degenerate U -statistics
Theorem 11 (Hall (1984) , [11] ). Let H n : R d × R d → R, with H n symmetric, assume that E[H n (X 1 , X 2 )|X 1 ] = 0 and E[H n (X 1 , X 2 ) 2 ] < +∞. If
with G n (x, y) = E[H n (X 1 , x)H n (X 1 , y)], then j<k H(X j , X k ) is asymptotically normally distributed with zero mean and variance given by
