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Abstract
We introduce a consistent and efficient method to construct self-dual codes
over GF (q) with symmetric generator matrices from a self-dual code over
GF (q) of smaller length where q ≡ 1 (mod 4). Using this method, we im-
prove the best-known minimum weights of self-dual codes, which have not
significantly improved for almost two decades. We focus on a class of self-
dual codes, including double circulant codes. Using our method, called a
‘symmetric building-up’ construction, we obtain many new self-dual codes
over GF (13) and GF (17) and improve the bounds of best-known minimum
weights of self-dual codes of lengths up to 40. Besides, we compute the min-
imum weights of quadratic residue codes that were not known before. These
are: a [20,10,10] QR self-dual code over GF (23), two [24,12,12] QR self-dual
codes over GF (29) and GF (41), and a [32,12,14] QR self-dual codes over
GF (19). They have the highest minimum weights so far.
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1. Introduction
The theory of error-correcting code, which was born with the invention of
computers, has been an interesting topic of mathematics as well as industry,
such as satellites, CD players, and cellular phones. With the advent of Ma-
chine Learning and Artificial Intelligence, there have been some studies on
the relationship between error-correcting codes and these fields [3, 20, 25, 26].
Especially, self-dual codes have been an important class of linear codes for
both practical and theoretical reasons. Many of the best-known codes are
actually self-dual codes. It is well-known that self-dual codes are asymptoti-
cally good [24]. Moreover, self-dual codes also have close connections to other
mathematical structures such as designs, lattices, graph theory, and modular
forms [2, 5]. Recently, self-dual codes have applications in Quantum Infor-
mation Theory [27, Chap. 13]. With this background, the class of self-dual
codes has received an enormous research effort from the beginning of coding
theory.
On the other hand, coding theorists are interested in finding an optimal
code, which has the best capability to correct as many errors as possible with
a given length. The minimum distance of code is the parameter determining
the error-correction capability of a code. In particular, extremal self-dual
codes and maximal distance separable (MDS) self-dual codes are optimal
codes that meet some upper bounds of minimum distance. We refer to [1, 4,
8, 9, 10, 11, 13, 21, 31, 32, 33].
As a summary, we present all of the up-to-date results concerning min-
imum weight bounds and the existence of optimal self-dual codes in Tables
1, 2, and 3. In these tables, the bounds of the highest minimum weight are
listed. The superscript ‘e’ indicates the extremal code, and ‘∗’ indicates the
MDS code. The superscript ‘o’ indicates there are no extremal or MDS codes,
but the minimum distance is proved to be optimal with given parameters. If
the bound is not determined yet, we inscribe ‘?’. If there exists no self-dual
code, we inscribe ‘-’. In Tables 1, we list best-known Lee distances(dL) and
Hamming distances(dH) of euclidean self-dual codes over GF (4)(denoted by
4eucl) and best-known Hamming distances of hermitian self-dual codes over
GF (4)(denoted by 4herm).
Gleason-Pierce-Ward theorem states that self-dual codes over GF (q) have
weights divisible by δ > 1 only if q = 2, 3, 4. This motivates many researchers
to study self-dual codes over small fields. Table 1 gives the updated status of
the highest minimum weights of such self-dual codes. However, these tables
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also tell that there remain many unknown bounds. Most cases of length ≤
24 are completely known. However, when 5 ≤ q ≤ 20, the highest minimum
weights of self-dual codes over GF (q) are not known if length ≥ 24, as we
can see in Table 2 and Table 3. However, in general, many self-dual codes
over larger finite fields have better minimum weights than those of self-dual
codes over smaller fields. This is the primary motivation of this paper.
We try to improve the bounds of minimum weights by constructing self-
dual codes of long length as many as possible. To this end, we investigate the
consistent and efficient method to construct self-dual codes. Consequently, we
find a construction method of self-dual code over GF (q) having a symmetric
generator matrix where q ≡ 1 (mod 4). This method can be regarded as
a particular case of the well-known ‘building-up’ construction method [22].
However, the method in this paper has significant differences: we improve the
efficiency to find the best self-dual code from a self-dual code of given length,
and we also focus our concern on one subclass of self-dual codes which have a
certain automorphism in their automorphism group. Using this construction
method, we obtain many new self-dual codes over GF (13) and GF (17) and
improve the lower bounds of best self-dual codes of length up to 40 (Table 4).
We also want to point out that our new construction method includes well-
known pure double circulant and bordered double circulant construction;
for example, an optimal or MDS self-dual code obtained in [4] and [14] by
using these two construction methods is equivalent to a self-dual code with
symmetric matrices obtained by using our method.
In addition, we construct four new self-dual codes from quadratic residue
codes which improve the unknown bound: a [20,10,10] code over GF (23),
[24,12,12] codes over GF (29) and GF (41), and [32,12,14] codes over GF (19).
We also point out that the quadratic residue code over GF (13) of length 18,
which has been reported previously as the optimal self-dual code([4]), is not
actually a self-dual code. However, since we obtain [18,9,8] self-dual codes
over GF (13), the bound of the highest minimum distance of self-dual code
over GF (13) of length 18 is turned to 8-9.
Our new results are written in bold in Tables 2, 3, and Table 4. In partic-
ular, the highest minimum distances of our results in Table 4 are all of the
self-dual codes having symmetric generator matrices. The number of inequiv-
alent codes obtained in this paper are listed in Table 5, and some examples
are presented in the Appendix.
The paper is organized as follows. Section 2 gives preliminaries and back-
ground for self-dual codes over GF (q). In Section 3, we present a construction
3
n\q
2
3
4eucl
4herm
type I type II dL dH
2 2∗ - - 2 2∗ 2
4 2o - 3∗ 2 3∗ 2
6 2o - - 4 3o 4
8 2o 4e 3e 4 4e 4
10 2o - - 4 4e 4
12 4e - 6e 6 6o 4
14 4e - - 6 6o 6
16 4e 4e 6e 6 6o 6
18 4e - - 8 6− 7 8
20 4e - 6e 8 8e 8
22 6e - - 8 8e 8
24 6e 8e 9e ? 8− 10 8
26 6o - - ? 8− 10 8,10
28 6o - 9e ? 9− 11 10
30 6o - - ? 10− 12 12
32 8e 8e 9e ? 11− 12 10,12
34 6o - - 12 10− 12 10,12
36 8e - 12e ? 11− 14 12,14
38 8e - - ? 11− 15 12,14
40 8e 8e 12e ? 12− 16 12,14
Table 1: The best-known minimum weights of self-dual codes of length n overGF (q) where
n ≤ 40 and 2 ≤ q ≤ 4 [8, 12, 17, 21].
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n\q 5 7 9 11 13 17 19
2 2∗ - 2∗ - 2∗ 2∗ -
4 2o 3∗ 3∗ 3∗ 3∗ 3∗ 3∗
6 4∗ - 4∗ - 4∗ 4∗ -
8 4o 5∗ 5∗ 5∗ 5∗ 5∗ 5∗
10 4o - 6∗ - 6∗ 6∗ -
12 6o 6o 6o 7∗ 6o 7∗ 7∗
14 6o - 6− 7 - 8∗ 7− 8 -
16 7o 7− 8 8o 8o 8o 8− 9 8− 9
18 7o - 8− 9 - 8− 9 10∗ -
20 8o 9− 10 10o 10o 10o 10o 11∗
22 8o - 9− 11 - 10− 11 10− 11 -
24 9− 10 9− 11 10− 11 9− 12 10− 12 10− 12 10− 12
26 9− 10 - 10− 12 - 10− 13 10− 13 -
28 10− 11 11− 13 12− 13 10− 14 11− 14 11− 14 11− 14
30 10− 12 - 12− 14 - 11− 15 12− 15 -
32 11− 13 13− 14 12− 15 ? 12− 16 12− 16 14− 16
34 11− 14 - 12− 16 - 12− 17 13− 17 -
36 12− 15 13− 17 13− 17 ? 13− 18 13− 18 ?
38 12− 16 - 14− 18 - 13− 19 14− 19 -
40 13− 17 13− 18 14− 18 ? 14− 20 14− 20 ?
Table 2: The best-known minimum weights of self-dual codes of length n overGF (q) where
n ≤ 40 and 5 ≤ q ≤ 19 [4, 7, 8, 11, 12, 16, 18, 23, 30].
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n\q 23 25 27 29 31 37 41
2 - 2∗ - 2∗ - 2∗ 2∗
4 3∗ 3∗ 3∗ 3∗ 3∗ 3∗ 3∗
6 - 3∗ - 4∗ - 4∗ 4∗
8 5∗ 5∗ 5∗ 5∗ 5∗ 5∗ 5∗
10 - 6∗ - 6∗ - 6∗ 6∗
12 7∗ 7∗ 7∗ 7∗ 7∗ 7∗ 7∗
14 - 8∗ - 8∗ - 8∗ 8∗
16 9∗ 9∗ 9∗ 9∗ 9∗ 9∗ 9∗
18 - 10∗ - 10∗ - 10∗ 10∗
20 10− 11 11∗ ? 10− 11 11∗ ? 11∗
22 - ? - ? - ? 12∗
24 13∗ 12− 13 ? 12− 13 13∗ ? 12− 13
26 - 14∗ - ? - 14∗ ?
28 11− 14 ? 15∗ 14− 15 ? ? ?
30 - ? - 16∗ - ? ?
32 ? ? ? ? 17∗ ? 17∗
34 - ? - ? - ? ?
36 ? ? ? ? ? 18− 19 ?
38 - ? - ? - 20∗ ?
40 ? ? ? ? ? ? 20− 21
Table 3: The best-known minimum weights of self-dual codes of length n overGF (q) where
n ≤ 40 and 23 ≤ q ≤ 41[4, 7, 10, 11, 14, 15, 22, 30, 31, 32].
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n
Over GF (13) Over GF (17)
Our results Previously best Our results Previously best
2 2 2 2 2
4 3 3 3 3
6 4 4 4 4
8 5 5 5 5
10 6 6 6 6
12 6 6 7 7
14 8 8 7 7
16 8 8 8 8
18 8 9? 10 10
20 10 10 9 10
22 10 10 10 10
24 10 10 10 10
26 10 - 10 -
28 11 10 11 10
30 11 - 12 -
32 12 - 12 -
34 12 - 12 -
36 13 - 13 -
38 13 - 14 -
40 14 - 14 -
Table 4: Highest minimum weights of self-dual codes constructed by Theorem 3.2 vs.
previously known highest minimum weights. New results are in bold.
n
Over GF (13) Over GF (17)
min. wt. # of codes min. wt. # of codes
26 10 ≥ 1098 10 ≥ 352
28 11 ≥ 1 11 ≥ 106
30 11 ≥ 380 12 ≥ 2
32 12 ≥ 164 12 ≥ 2
34 12 ≥ 710 12 ≥ 2
36 13 ≥ 7 13 ≥ 64
38 13 ≥ 66 14 ≥ 2
40 14 ≥ 4 14 ≥ 7
Table 5: Number of inequivalent self-dual codes newly obtained using construction method
of Theorem 3.2
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method of symmetric self-dual codes over GF (q) where q ≡ 1 (mod 4). Every
symmetric self-dual code of length 2n + 2 is constructed from a symmetric
self-dual code of length 2n up to equivalence using this construction method.
In Section 4, we present the computational results of the best codes obtained
from using our method. All computations in this paper were done with the
computer algebra system Magma [6].
2. Preliminaries
Let n be a positive integer and q be a power of a prime. A linear code C of
length n and dimension k over a finite fieldGF (q) is a k-dimensional subspace
of GF (q)n. An element of C is called a codeword. A generator matrix of C is
a matrix whose rows form a basis of C. For vectors x = (xi) and y = (yi), we
define the inner product x · y =
∑n
i=1 xiyi. The dual code C
⊥ is defined by
C⊥ = {x ∈ GF (q)n | x · c = 0 for all c ∈ C}.
A linear code C is called self-dual if C = C⊥ and self-orthogonal if C ⊂ C⊥.
The weight of a codeword c is the number of non-zero symbols in the
codeword and denoted by wt(c). The Hamming distance between two code-
words x and y is defined by d(x,y) = wt(x − y). The minimum distance
of C, denoted by d(C), is the smallest Hamming distance between distinct
codewords in C. The minimum distance determines the error-capability of
code, thus the minimum distance is the most important parameter of a code.
For linear codes, the minimum distance equals the minimum weight of the
non-zero codewords. It is well-known [19, chapter 2.4.] that a linear code of
length n and dimension k satisfy the Singleton bound,
d(C) ≤ n− k + 1.
A code that achieves the equality in Singleton bound is called a maximum
distance separable(MDS) code. A self-dual code of length 2n over a field is
MDS if the minimum weight equals n+ 1.
Let Sn be a symmetric group of order n and D
n be the set of diagonal
matrices over GF (q) of order n,
D
n = {diag(γi) | γi ∈ GF (q), γ
2
i = 1}.
The group of all γ-monomial transformations of length n, Mn is defined by
Mn = {pσγ | γ ∈ D
n, σ ∈ Sn}
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where pσ is the permutation matrix corresponding σ ∈ Sn. We only consider
γ-monomial transformation in this paper since γ-monomial transformation
does preserve the self-duality(see [19, Thm 1.7.6]). Let Cτ = {cτ | c ∈ C} for
an element τ in M2n and a code C of length 2n. If there exists an element
µ ∈M2n such that Cµ = C′ for two distinct self-dual codes C and C′, then C
and C′ are called equivalent and denoted by C ≃ C′ . An automorphism of C
is an element µ ∈M2n satisfying Cµ = C. The set of all automorphisms of C
forms the automorphism group Aut(C) as a subgroup of M2n.
Let AT denote the transpose of a matrix A. A self-dual code C of length
2n over GF (q) is equivalent to a code with a standard generator matrix
(
In A
)
, (1)
where A is a n× n matrix satisfying AAT = −In.
Proposition 2.1. Let C be a self-dual code of length 2n over GF (q) with a
standard generator matrix G = (In | A). Then
ATG = (AT | −In)
is also a generator matrix of C.
Proof. Since C is self-dual, AAT = −I and A−1 = −AT . Thus AT is non-
singular. This implies that the rows of matrix ATG form a basis of the code
C and
ATG = (AT In | A
TA) = (AT | −In).

Corollary 2.2. Let G = (In | A) and G
′ = (In | A
T ) be generator matrices
of self-dual codes C and C′, respectively. Then C and C′ are equivalent.
Proof. By the Proposition 2.1, it is clear that G′ is equal to Gpτ1γ1 for τ1 =
(1, n + 1)(2, n + 2) · · · (n, 2n) ∈ S2n and γ1 = diag(−1n, 1n) ∈ D
2n where 1n
denotes all one vector of length n. 
Proposition 2.3. Let G = (In | A) and G
′ = (In | B) be generator matrices
of self-dual codes C and C′, respectively. If A = µ1Bµ2 for some µ1, µ2 ∈M
n,
then C and C′ are equivalent.
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Proof. For µ =
(
µ−11 O
O µ2
)
∈M2n,
(In | A) = (In | µ1Bµ2) = (µ
−1
1 | Bµ2) = (In | B)µ.
Thus, C and C′ are equivalent. 
Definition 2.4. A matrix A is called symmetric if AT = A. If the matrix A
in a standard generator matrix G = (In | A) of a self-dual code C of length
2n over GF (q) is symmetric, we call G a symmetric generator matrix of C. If
a self-dual code C has a symmetric generator matrix, we call C a symmectric
self-dual code.
Definition 2.5. Let C1, C2 be self-dual codes of length 2l and 2m whose
standard generator matrices are (Il | A1) and (Im | A2), respectively. The
direct sum of two codes, C1 ⊕ C2 is defined by the code having the generator
matrix,
(Il | A1)⊕ (Im | A2) =
(
Il O A1 O
O Im O A2
)
.
Corollary 2.6. Let In be the identity matrix of order n, A is an n × n
circulant matrix, B is an (n− 1)× (n− 1) circulant matrix. Then,
(i) a pure double circulant code over GF (q) with a generator matrix of the
form
(In | A)
is equivalent to a code with symmetric generator matrix, and
(ii) a bordered double circulant code over GF (q) with a generator matrix of
the form 

α β · · ·β
In
β
A
...
β

 ,
where α and β are elements in GF (q), is equivalent to a code with
symmetric generator matrix.
Proof. It is clear that a column reversed matrix of a circulant matrix A is
symmetric. Therefore, the corollary follows directly from Proposition 2.3. 
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We remark that many MDS and optimal self-dual codes are obtained
using the construction method of pure double circulant codes and bordered
double circulant codes in [4, 14]. These codes are all equivalent to codes with
symmetric generator matrices.
3. Construction of symmetric self-dual codes
In this section, we introduce a construction method for symmetric self-
dual codes over GF (q) where q ≡ 1 (mod 4). We also show that any sym-
metric self-dual codes of length 2n + 2 is obtained from symmetric self-dual
codes of length 2n by using this method. Thus, this is a complete method
to obtain all symmetric self-dual codes. Our construction requires a square
root of -1 in GF (q); it is well-known that the equation x2 = −1 has roots in
GF (q) if and only if q ≡ 1 (mod 4). Thus, from now on, we assume that q
is a power of an odd prime such that q ≡ 1 (mod 4).
Lemma 3.1. Let α be a root of -1 in GF (q). If C is a self-dual code of length
2n over GF (q) with symmetric generator matrix G = (In | A) then A has an
eigenvector xT with eigenvalue α or −α.
Proof. Since C is self-dual, AAT = −I. With the assumption that A is sym-
metric, we have that A2 = −I, and
(A− αI)(A+ αI) = A2 + I = −I + I = O.
This implies that any non-zero vector xT generated by column vectors of
A+αI, is an eigenvector of A with eigenvalue α if A 6= −αI. On the contrary,
if A = −αI, then it is obvious that any vector xT in GF (q)n is an eigenvector
of A with eigenvalue −α. Thus, the result follows. 
Theorem 3.2. Let (In | A) be a generator matrix of symmetric self-dual
code of length 2n over GF (q) for q ≡ 1 (mod 4). Let α be a square root of -1
and xT be an eigenvector of A corresponding eigenvalue α, where xxT + 1 is
a square in GF (q). Take γ be an element of GF (q) satisfying γ2 = −1−xxT
and γ 6= α. And let β = (γ − α)−1 and E = βxTx. Then
G′ = (In+1 | A
′) =
(
1 O γ x
O In x
T A + E
)
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is a generator matrix of symmetric self-dual code of length 2n+2. In partic-
ular, if we take x a zero vector, then,
G′ = (1 | α)⊕ (In | A) =
(
1 O α O
O In O A
)
is a generator matrix of symmetric self-dual code of length 2n+ 2 with min-
imum weight two.
Proof. The ‘particular’ part is trivial. We have only to show that A′(A′)T is
equal to −In+1.
By the assumption, we have that AAT = −In and Ax
T = αxT , thus
AET = A(βxTx) = β(AxT )x = αβxTx and EAT = (AET )T = (αβxTx)T =
αβxTx. Therefore,
A′(A′)T =
(
γ x
xT A+ E
)(
γ x
xT A + E
)T
=
(
γ2 + xxT γx+ xAT + xET
γxT + AxT + ExT xTx + AAT + AET + EAT + EET
)
=
(
−1 γx + αx+ βx(xTx)T
γxT + AxT + ExT −In + x
Tx+ 2αβxTx + EET
)
.
Since xxT = −γ2 − 1, we simplify the (1,2)-block matrix as
γx + αx+ βx(xTx)T = γx+ αx+ β(−γ2 − 1)x
= (γ + α− β(γ2 + 1))x
= β(β−1(γ + α)− (γ2 + 1))
= β((γ − α)(γ + α)− (γ2 + 1))
= β((γ2 + 1)− (γ2 + 1))
= O1×n.
The (2,1)-block matrix γxT +AxT +ExT = On×1 since this is the transpose
of the (1,2)-block matrix. Finally, there remains only to show that the (2,2)-
block matrix is equal to −In. Recall that α
2 = −1 and β = (γ − α)−1.
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Thus,
xTx + 2αβxTx+ EET = xTx+ 2αβxTx+ β2(xTx)(xTx)T
= xTx+ 2αβxTx+ β2xT (−γ2 − 1)x
= (1 + 2αβ − β2γ2 − β2)xTx
= β2(β−2 + 2αβ−1 − γ2 − 1)xTx
= β2{(γ − α)2 + 2α(γ − α)− γ2 − 1)}xTx
= β2(γ2 − 2γα− 1 + 2γα+ 2− γ2 − 1)xTx
= On×n
and the (2,2)-block matrix is equal to −In. This is what was to be shown. 
By the construction method of Theorem 3.2, we obtain symmetric self-
dual codes of length 2n + 2 from a symmetric self-dual code of length 2n.
From now on, we discuss the converse of Theorem 3.2.
Lemma 3.3. Suppose that C is a symmetric self-dual code over GF (q) with
generator matrix in the form:
(
In O γ x
O 1 xT A
)
,
where x is non-zero and let α be a square root of -1 over a finite field GF (q)
which is not equal to γ, and let β = (γ − α)−1. Then x is an eigenvector of
the matrix A− βxTx with eigenvalue α.
Proof. Since C is a symmetric self-dual code,
(
γ x
xT A
)(
γ x
xT A
)T
= −In+1.
Thus, 

γ2 + xxT = −1
γx + xAT = O
γxT + AxT = O
xTx + AAT = −In.
(2)
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By using these equalties, we show that
(A− βxTx)xT = AxT − βxT (xxT )
= −γxT − βxT (−1− γ2)
= β(−β−1γ + 1 + γ2)xT
= β(−(γ − α)γ + 1 + γ2)xT
= β(αγ + 1)xT
= (γ − α)−1(αγ − α2)xT
= αxT .
Thus the result follows. 
Theorem 3.4. Any symmetric self-dual code C of length 2n over GF (q) for
a prime q = 4k + 1 can be constructed from some symmetric self-dual code
C′ of length 2n− 2 by the construction method in Theorem 3.2.
Proof. This follows directly from Lemma 3.3. 
Remark 3.5. Theorem 3.2 and 3.4 might be regarded as a special case of
well-known ‘building-up’ construction method [22, Proposition 2.1, 2.2]. But
Theorem 3.2 and 3.4 has a significant differences. We only have to choose
vectors from an eigenspace of A with an eigenvalue of a root of −1. This
improves the efficiency to find the best self-dual code from a self-dual code of
smaller length. We also point out that all of the self-dual codes used in this
method have symmetric generator matrices. Thus, we can focus our concern
in one subclass of self-dual codes that have a certain automorphism in their
automorphism group.
Example 3.6. Let C165 be a symmetric self-dual [16,8,6] code over GF (5)
with generator matrix
G = (I8 | A) =


1 0 0 0 0 0 0 0 1 4 3 3 2 4 0 2
0 1 0 0 0 0 0 0 4 2 0 2 4 3 2 1
0 0 1 0 0 0 0 0 3 0 1 1 3 3 3 4
0 0 0 1 0 0 0 0 3 2 1 0 2 0 0 1
0 0 0 0 1 0 0 0 2 4 3 2 4 1 3 0
0 0 0 0 0 1 0 0 4 3 3 0 1 1 2 2
0 0 0 0 0 0 1 0 0 2 3 0 3 2 3 2
0 0 0 0 0 0 0 1 2 1 4 1 0 2 2 3

 ,
which is optimal. Then, the eigenspace of A with eigenvalue α = 2 is a
subspace of GF (5)8 of dimension four generated by row vectors of the matrix(
1 0 0 0 0 3 0 2
0 1 0 0 3 4 2 2
0 0 1 0 4 3 2 1
0 0 0 1 1 0 2 0
)
. Among these 54 = 625 eigenvectors, if we choose the vector
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x = 43411113, then by using the construction method in Theorem 3.2 with
γ = 0 and β = (γ − α)−1 = 2, we obtain an ‘optimal’ symmetric self-dual
[18,9,7] code with generator matrix
G′ =
(
1 O γ x
O In x
T A+ βxTx
)
=


1 0 0 0 0 0 0 0 0 0 4 3 4 1 1 1 1 3
0 1 0 0 0 0 0 0 0 4 3 3 0 1 0 2 3 1
0 0 1 0 0 0 0 0 0 3 3 0 4 3 0 4 3 4
0 0 0 1 0 0 0 0 0 4 0 4 3 4 1 1 1 3
0 0 0 0 1 0 0 0 0 1 1 3 4 2 4 2 2 2
0 0 0 0 0 1 0 0 0 1 0 0 1 4 1 3 0 1
0 0 0 0 0 0 1 0 0 1 2 4 1 2 3 3 4 3
0 0 0 0 0 0 0 1 0 1 3 3 1 2 0 4 0 3
0 0 0 0 0 0 0 0 1 4 1 4 3 2 1 3 3 1


We close this section comparing the complexity of our method with that
of the well-known ’building-up’ method in [22, Proposition 2.1]. If we apply
‘building-up’ method in [22, Proposition 2.1] to the self-dual code C165 of
length 16 in Example 3.6 to construct self-dual codes of length 18, a vector
is typically chosen in GF (5)15, i.e., there are 515 possible choices. As we have
already seen Example 3.6, the number of possible choices of vectors is reduced
only to 54 when our new method is applied.
According to our computational experiences to obtain best self-dual codes
in Table 4, it needs only about q⌊
n
2
⌋ choices of eigenvectors when given length
is 2n. Due to this reduced complexity, we succeed in constructing self-dual
codes of length greater than 22, which have hardly been obtained so far.
4. Optimal or best-known self-dual codes over GF (p).
In this section, we construct optimal self-dual codes over GF (13) and
GF (17) by using the method in the previous section. From now on, for the
brevity, we denote a symmetric [2n, k, d] self-dual code over GF (p) as C2np
and its generator matrix as (In | A
2n
p ). All the computations are done in
Magma [6].
4.1. Optimal self-dual codes over GF (13).
In [4], the optimal minimum weights of self-dual codes over GF (13) are
determined for lengths up to 20 except 12, and the minimum optimal weight
of length 12 is determined in [11]. However, we pointed out that the existence
of optimal self-dual codes of length 18 turns out to be unknown, as noted in
Remark 4.2. We obtain [18,9,8] self-dual code, which is now known to have
the best-known minimum weight, with a symmetric generator matrix,
15
Code α γ x min. wt.
C26,113 10
C28,113 8 4 ( 2,10,8,6,3,1,12,1,11,8,9,11,2 ) 11
C30,113 8 11 ( 10,8,9,2,1,4,12,12,7,12,2,2,6,6 ) 11
C32,113 8 11 ( 5,8,5,2,7,11,11,10,12,2,11,12,3,4,7 ) 12
C34,113 5 1 ( 0,3,7,5,1,10,11,3,7,2,10,12,2,6,12,10 ) 12
C36,113 8 6 ( 3,1,1,5,8,1,6,3,1,4,1,1,3,11,8,2,4 ) 13
C38,113 5 3 ( 8,0,3,2,11,6,8,3,9,3,7,1,7,2,8,11,9,2 ) 13
C40,113 5 8 ( 5,10,5,4,1,8,1,2,3,4,11,5,8,6,3,2,12,9,3 ) 14
Table 6: Constuction of a chain of best-known self-dual codes over GF(13)
G1813 =


1 0 0 0 0 0 0 0 0 10 5 5 0 1 9 12 2 3
0 1 0 0 0 0 0 0 0 5 7 11 10 4 4 12 6 5
0 0 1 0 0 0 0 0 0 5 11 5 3 5 3 7 6 5
0 0 0 1 0 0 0 0 0 0 10 3 5 6 6 0 6 2
0 0 0 0 1 0 0 0 0 1 4 5 6 0 10 5 1 9
0 0 0 0 0 1 0 0 0 9 4 3 6 10 12 9 4 6
0 0 0 0 0 0 1 0 0 12 12 7 0 5 9 3 12 1
0 0 0 0 0 0 0 1 0 2 6 6 6 1 4 12 4 10
0 0 0 0 0 0 0 0 1 3 5 5 2 9 6 1 10 11

 .
In Table 6, we illustrate the chain of self-dual codes constructed by using
Theorem 3.2, successively from [26,13,10] code C26,113 to [40,20,13] code, which
are all new and have the best-known minimum weights. We present [26,13,10]
self-dual code C26,113 with generator matrix (I13 | A
26,1
13 ) where
A
26,1
13 =


7 7 1 8 3 6 3 8 10 10 10 0 9
7 8 10 8 7 5 7 8 8 11 7 0 4
1 10 11 11 10 9 5 7 10 4 8 7 11
8 8 11 12 7 11 3 12 4 12 11 8 11
3 7 10 7 10 0 8 12 12 7 10 10 1
6 5 9 11 0 8 5 7 3 11 8 4 8
3 7 5 3 8 5 3 4 11 5 6 11 6
8 8 7 12 12 7 4 8 0 4 3 1 9
10 8 10 4 12 3 11 0 4 8 3 10 7
10 11 4 12 7 11 5 4 8 5 9 1 4
10 7 8 11 10 8 6 3 3 9 11 0 8
0 0 7 8 10 4 11 1 10 1 0 5 4
9 4 11 11 1 8 6 9 7 4 8 4 10


.
In Appendix A, we give generator matrices of self-dual codes in Table 6.
4.2. Optimal self-dual codes over GF (17)
We consruct [26,13,10] and [28,14,11] self-dual code over GF(17) which
are new, succesively from [24,12,9] self-dual code by using Theorem 3.2 as
follows. At first, we obtain [24,12,9] code with generator matrix (I12 | A
24,1
17 )
16
where
A
24,1
17 =


10 8 15 7 4 13 10 11 6 12 5 2
8 3 5 14 15 14 0 6 12 8 9 9
15 5 13 1 9 0 6 9 14 3 8 9
7 14 1 2 3 15 6 5 14 0 12 10
4 15 9 3 15 2 2 12 12 14 9 14
13 14 0 15 2 9 3 2 13 8 0 8
10 0 6 6 2 3 7 14 4 2 0 5
11 6 9 5 12 2 14 12 3 15 13 16
6 12 14 14 12 13 4 3 7 1 5 0
12 8 3 0 14 8 2 15 1 5 13 13
5 9 8 12 9 0 0 13 5 13 10 12
2 9 9 10 14 8 5 16 0 13 12 1


.
By taking γ = 4 and the eigenvector (5, 11, 16, 1, 11, 8, 3, 4, 8, 4, 6, 6) of
A
12,9
17 corresponding eigenvalue α = 13, we obtain [26,13,10] self-dual code
with generator matrix (I13 | A
26,1
17 ) where
A
26,1
17 =


4 5 11 16 1 11 8 3 4 8 4 6 6
5 11 0 8 14 13 1 14 5 11 6 13 10
11 0 16 10 9 11 8 2 3 6 5 13 13
16 8 10 11 3 14 16 12 0 13 11 3 4
1 14 9 3 0 15 16 0 14 15 9 0 15
11 13 11 14 15 11 13 4 9 6 11 13 1
8 1 8 16 16 13 0 6 6 4 12 6 14
3 14 2 12 0 4 6 6 7 7 12 15 3
4 5 3 0 14 9 6 7 14 7 0 16 2
8 11 6 13 15 6 4 7 7 15 5 11 6
4 6 5 11 9 11 12 12 0 5 7 16 16
6 13 13 3 0 13 6 15 16 11 16 6 8
6 10 13 4 15 1 14 3 2 6 16 8 14


.
Again, by taking γ = 4 and the eigenvector (14, 11, 12, 0, 11, 11, 0, 10, 12, 15, 11, 0, 4)
of A26,117 corresponding eigenvalue α = 13, we obtain [28,14,11] self-dual code
with generator matrix (I14 | A
28,1
17 ) where [28,14,11] self-dual code:
A
28,1
17 =


4 14 11 12 0 11 11 0 10 12 15 11 0 4
14 3 3 15 16 16 9 8 12 8 13 2 6 13
11 3 7 8 8 10 9 1 15 13 4 2 13 7
12 15 8 0 10 0 2 8 0 4 3 13 13 2
0 16 8 10 11 3 14 16 12 0 13 11 3 4
11 16 10 0 3 13 11 16 1 5 8 5 0 12
11 9 9 2 14 11 7 13 5 0 16 7 13 15
0 8 1 8 16 16 13 0 6 6 4 12 6 14
10 12 15 0 12 1 5 6 10 5 13 13 15 8
12 8 13 4 0 5 0 6 5 15 4 8 16 8
15 13 4 3 13 8 16 4 13 4 7 15 11 5
11 2 2 13 11 5 7 12 13 8 15 3 16 13
0 6 13 13 3 0 13 6 15 16 11 16 6 8
4 13 7 2 4 12 15 14 8 8 5 13 8 16


.
In the following, we illustrate a chain of self-dual codes constructed by
using Theorem 3.2, successively from [28,14,10] code C28,217 to [40,20,14] code.
We present [28,14,10] self-dual code C28,217 with generator matrix (I14 | A
28,2
17 )
where
A
28,2
17 =


4 2 4 9 9 7 16 7 13 4 14 11 1 7
2 14 16 14 12 3 1 0 3 0 5 3 4 16
4 16 4 2 0 5 16 13 2 3 12 9 16 2
9 14 2 16 12 0 15 14 8 16 7 14 11 9
9 12 0 12 12 7 0 4 13 2 10 1 9 1
7 3 5 0 7 13 12 5 2 7 14 5 2 13
16 1 16 15 0 12 4 14 11 8 9 8 11 1
7 0 13 14 4 5 14 13 8 11 5 8 16 3
13 3 2 8 13 2 11 8 14 9 12 9 9 6
4 0 3 16 2 7 8 11 9 3 1 16 10 11
14 5 12 7 10 14 9 5 12 1 7 4 14 1
11 3 9 14 1 5 8 8 9 16 4 6 11 4
1 4 16 11 9 2 11 16 9 10 14 11 15 1
7 16 2 9 1 13 1 3 6 11 1 4 1 11


.
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In Appendix B, we give generator matrices of self-dual codes in Table 7.
Code α γ x min. wt.
C28,217 10
C30,117 13 14 ( 14,14,0,0,15,9,9,8,1,12,1,2,8,15 ) 12
C32,117 4 11 ( 9,4,10,11,6,4,0,9,7,7,14,4,15,13,7 ) 12
C34,117 4 1 ( 3,16,5,0,0,0,11,7,7,0,6,6,5,7,2,11, ) 12
C36,117 4 7 ( 10,4,7,7,6,14,9,5,6,9,8,14,13,7,4,6,14 ) 13
C38,117 13 4 ( 1,9,8,8,10,7,13,1,9,1,10,9,0,10,16,5,2,9 ) 14
C40,117 4 9 ( 12,9,13,3,0,3,0,12,15,16,3,6,15,6,15,13,10,10,2 ) 14
Table 7: Constuction of a chain of best-known self-dual codes over GF(17)
In addition, we present [34,14,13] self-dual code C34,217 with generator ma-
trix (I17 | A
34,2
17 ) where
A
34,2
17 =


3 1 3 1 3 10 14 6 2 9 14 15 10 8 16 2 0
1 5 6 3 7 1 9 15 15 0 10 9 4 13 16 11 7
3 6 3 12 16 11 2 15 3 14 6 13 11 12 13 1 4
1 3 12 3 11 16 7 0 12 15 0 9 3 11 2 1 10
3 7 16 11 13 7 2 3 4 9 3 7 4 15 7 5 6
10 1 11 16 7 7 14 13 2 1 5 1 14 5 8 8 15
14 9 2 7 2 14 8 8 6 1 9 6 3 9 5 5 13
6 15 15 0 3 13 8 5 11 14 3 3 14 2 16 7 2
2 15 3 12 4 2 6 11 5 7 15 15 10 7 8 2 12
9 0 14 15 9 1 1 14 7 2 0 10 4 15 9 13 6
14 10 6 0 3 5 9 3 15 0 16 9 16 0 14 4 3
15 9 13 9 7 1 6 3 15 10 9 10 5 9 2 7 3
10 4 11 3 4 14 3 14 10 4 16 5 9 12 2 7 2
8 13 12 11 15 5 9 2 7 15 0 9 12 3 10 15 13
16 16 13 2 7 8 5 16 8 9 14 2 2 10 11 16 10
2 11 1 1 5 8 5 7 2 13 4 7 7 15 16 15 5
0 7 4 10 6 15 13 2 12 6 3 3 2 13 10 5 14


.
4.3. Quadratic residue codes over GF (q).
In addition to our results of self-dual codes over GF (13) and GF (17), we
want to construct self-dual codes over other finite fields. In [4], it is reported
that some optimal self-dual codes are obtained from quadratic residue codes
following [7, Theorem 15]. We also obtain new quadratic residue codes in the
following theorem. Among them, [32, 16, 14] code over GF (19), [20, 10, 10]
code over GF (23), [24, 12, 12] code over GF (29), and [24, 12, 12] over GF (41)
give the best-known minimum weights which were unknown so far. The new
results are updated in Table 3, and their generator matrices are given in
Appendix C.
Theorem 4.1. The following quadratic residue codes are self-dual:
18
[24, 12, 10] code over GF (13), [32, 16, 14] code over GF (19),
[20, 10, 10] code over GF (23), [24, 12, 12] code over GF (29),
[24, 12, 12] code over GF (31), [24, 12, 12] code over GF (41),
[32, 16, 14] code over GF (41).
Remark 4.2. The [18, 9, 9] linear code, quadratic residue code over GF (13)
of length 18, is reported as an optimal self-dual code of that parameter in [4]
referring [7, Theorem 15]. But we point out that the quadratic residue code
over GF (13) of length 18 is not self-dual, which have a generator matrix in
the standard form (I | A) where
A =


1 8 10 11 4 11 10 8 4
5 2 6 0 5 7 9 11 11
2 8 9 2 8 1 1 12 6
1 10 5 7 6 6 11 9 10
4 7 11 10 10 11 7 4 0
9 11 6 6 7 5 10 1 10
12 1 1 8 2 9 8 2 6
11 9 7 5 0 6 2 5 11
8 10 11 4 11 10 8 1 4

 .
For the details of the self-duality of quadratic residue codes, we refer [19,
Chap. 6.6]. Theorem 6.6.18 in [19] implies that quadratic residue code over
GF (13) of length 18 is an iso-dual code, i.e., the code is equivalent to its dual.
Therefore, the existence of optimal self-dual code over GF (13) of length 18
turns out unknown, and that is the reason why we inscribe the ‘?’ in Table
4.
Remark 4.3. We also point out that the quadratic residue code over GF (17)
of length 14 is MDS but isodual code with a generator matrix in the standard
form (I | A) where
A =


1 5 2 4 2 5 10
12 10 12 16 11 11 11
6 8 5 2 11 7 3
10 5 11 11 5 10 1
7 11 2 5 8 6 3
11 11 16 12 10 12 11
5 2 4 2 5 1 10

 .
5. Conclusions
In this paper, we have constructed many new best symmetric self-dual
codes by using our construction method. We also obtained new quadratic
residue codes. Consequently, we improved the bounds of the highest minimum
weights of self-dual codes over finite fields, which stayed unknown for almost
two decades. The computational results give more than twenty new highest
minimum weights and a large number of new inequivalent self-dual codes over
GF(13) and GF(17) of lengths greater than 24, which were very challenging
work because of the complexity. The highest minimum weights of self-dual
over GF (q) where q ≡ 3 (mod 4), would be improved in our future works.
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Appendix A. Self-dual codes over GF (13)
We present self-dual codes C2n,j13 in Table 6 with standard generator ma-
trices (In | A
2n,j
13 ) :
A
26,1
13
A
28,1
13

7 7 1 8 3 6 3 8 10 10 10 0 9
7 8 10 8 7 5 7 8 8 11 7 0 4
1 10 11 11 10 9 5 7 10 4 8 7 11
8 8 11 12 7 11 3 12 4 12 11 8 11
3 7 10 7 10 0 8 12 12 7 10 10 1
6 5 9 11 0 8 5 7 3 11 8 4 8
3 7 5 3 8 5 3 4 11 5 6 11 6
8 8 7 12 12 7 4 8 0 4 3 1 9
10 8 10 4 12 3 11 0 4 8 3 10 7
10 11 4 12 7 11 5 4 8 5 9 1 4
10 7 8 11 10 8 6 3 3 9 11 0 8
0 0 7 8 10 4 11 1 10 1 0 5 4
9 4 11 11 1 8 6 9 7 4 8 4 10




4 2 10 8 6 3 1 12 1 11 8 9 11 2
2 6 2 10 5 8 12 10 1 11 6 12 1 8
10 2 9 3 6 6 9 3 12 0 4 4 5 12
8 10 3 8 12 4 7 7 5 1 1 3 11 7
6 5 6 12 3 9 3 11 4 7 0 4 11 8
3 8 6 4 9 11 9 12 8 7 1 0 5 6
1 12 9 7 3 9 11 2 10 10 9 9 11 1
12 10 3 7 11 12 2 6 1 4 7 5 4 0
1 1 12 5 4 8 10 1 11 7 2 4 8 2
11 11 0 1 7 7 10 4 7 3 12 1 9 8
8 6 4 1 0 1 9 7 2 12 2 4 5 0
9 12 4 3 4 0 9 5 4 1 4 7 11 10
11 1 5 11 11 5 11 4 8 9 5 11 4 5
2 8 12 7 8 6 1 0 2 8 0 10 5 9


A
30,1
13
A
32,1
13

11 10 8 9 2 1 4 12 12 7 12 2 2 6 6
10 7 7 1 6 5 12 2 0 7 12 6 7 5 9
8 7 10 0 11 12 10 5 3 11 4 7 0 4 11
9 1 0 10 9 9 5 6 0 7 10 10 10 10 4
2 6 11 9 5 4 11 2 2 1 9 11 0 2 11
1 5 12 9 4 12 6 7 2 2 11 5 9 0 10
4 12 10 5 11 6 12 12 2 0 10 8 7 0 1
12 2 5 6 2 7 12 7 11 12 6 4 4 9 12
12 0 3 0 2 2 2 11 2 3 0 2 0 2 11
7 7 11 7 1 2 0 12 3 10 9 11 0 9 3
12 12 4 10 9 11 10 6 0 9 12 7 9 7 6
2 6 7 10 11 5 8 4 2 11 7 12 1 9 4
2 7 0 10 0 9 7 4 0 0 9 1 4 2 1
6 5 4 10 2 0 0 9 2 9 7 9 2 3 4
6 9 11 4 11 10 1 12 11 3 6 4 1 4 8




11 5 8 5 2 7 11 11 10 12 2 11 12 3 4 7
5 2 6 12 8 5 2 5 7 6 6 0 9 7 4 9
8 6 11 3 2 3 4 11 7 6 8 11 12 2 7 6
5 12 3 1 12 1 0 11 0 10 10 5 1 5 2 1
2 8 2 12 7 5 12 8 4 8 4 0 5 12 4 0
7 5 3 1 5 4 8 2 8 4 10 0 0 7 7 10
11 2 4 0 12 8 9 3 9 7 5 8 10 7 6 1
11 5 11 11 8 2 3 9 1 7 3 7 0 5 6 5
10 7 7 0 4 8 9 1 10 12 10 8 5 1 5 5
12 6 6 10 8 4 7 7 12 11 11 5 11 12 5 0
2 6 8 10 4 10 5 3 10 11 7 12 6 2 3 12
11 0 11 5 0 0 8 7 8 5 12 9 12 7 0 10
12 9 12 1 5 0 10 0 5 11 6 12 8 0 12 6
3 7 2 5 12 7 7 5 1 12 2 7 0 7 6 8
4 4 7 2 4 7 6 6 5 5 3 0 12 6 4 9
7 9 6 1 0 10 1 5 5 0 12 10 6 8 9 7


A
34,1
13
A
36,1
13

1 0 3 7 5 1 10 11 3 7 2 10 12 2 6 12 10
0 11 5 8 5 2 7 11 11 10 12 2 11 12 3 4 7
3 5 3 4 5 4 4 10 6 5 11 5 4 1 9 8 8
7 8 4 2 4 10 5 1 9 11 9 10 3 2 11 12 8
5 5 5 4 11 1 8 9 4 1 1 4 3 5 4 0 8
1 2 4 10 1 10 9 6 4 12 1 8 10 11 4 1 4
10 7 4 5 8 9 5 0 1 10 12 11 9 8 5 3 11
11 11 10 1 9 6 0 8 11 6 8 10 1 11 10 12 6
3 11 6 9 4 4 1 11 10 12 12 2 11 5 7 10 4
7 10 5 11 1 12 10 6 12 1 2 12 0 8 10 10 7
2 12 11 9 1 1 12 8 12 2 10 6 12 10 9 12 8
10 2 5 10 4 8 11 10 2 12 6 8 8 1 0 12 0
12 11 4 3 3 10 9 1 11 0 12 8 12 6 2 3 6
2 12 1 2 5 11 8 11 5 8 10 1 6 7 10 6 1
6 3 9 11 4 4 5 10 7 10 9 0 2 10 11 1 6
12 4 8 12 0 1 3 12 10 10 12 12 3 6 1 7 5
10 7 8 8 8 4 11 6 4 7 8 0 6 1 6 5 8




6 3 1 1 5 8 1 6 3 1 4 1 1 3 11 8 2 4
3 3 5 8 6 6 6 1 0 8 1 7 2 1 5 7 9 4
1 5 4 11 12 1 8 4 3 4 8 5 8 3 0 12 3 5
1 8 11 9 8 1 10 1 2 12 3 4 11 9 2 5 7 6
5 6 12 8 9 10 1 3 0 0 1 0 1 2 7 4 7 11
8 6 1 1 10 5 10 10 10 0 11 10 0 4 0 11 5 5
1 6 8 10 1 10 3 6 11 10 10 7 1 2 12 0 0 2
6 1 4 1 3 10 6 0 4 11 11 9 8 0 1 7 10 12
3 0 3 2 0 10 11 4 10 3 0 0 2 3 1 11 9 0
1 8 4 12 0 0 10 11 3 3 10 5 8 3 6 3 9 2
4 1 8 3 1 11 10 11 0 10 6 0 10 7 12 7 6 12
1 7 5 4 0 10 7 9 0 5 0 3 12 4 11 5 11 6
1 2 8 11 1 0 1 8 2 8 10 12 1 0 2 9 11 11
3 1 3 9 2 4 2 0 3 3 7 4 0 1 9 3 0 0
11 5 0 2 7 0 12 1 1 6 12 11 2 9 5 5 8 5
8 7 12 5 4 11 0 7 11 3 7 5 9 3 5 5 6 3
2 9 3 7 7 5 0 10 9 9 6 11 11 0 8 6 5 1
4 4 5 6 11 5 2 12 0 2 12 6 11 0 5 3 1 0


A
38,1
13
A
40,1
13

3 8 0 3 2 11 6 8 3 9 3 7 1 7 2 8 11 9 2
8 0 3 2 6 0 10 8 7 6 2 2 10 12 8 5 3 5 9
0 3 3 5 8 6 6 6 1 0 8 1 7 2 1 5 7 9 4
3 2 5 6 8 2 5 9 6 9 6 4 10 4 0 1 2 9 2
2 6 8 8 7 10 8 2 11 6 9 9 3 4 7 7 7 11 4
11 0 6 2 10 7 3 9 6 9 3 8 1 8 4 2 2 3 0
6 10 6 5 8 3 0 12 1 9 4 3 7 5 11 2 4 4 12
8 8 6 9 2 9 12 10 7 1 11 8 3 12 7 6 8 3 7
3 7 1 6 11 6 1 7 2 10 0 7 1 4 10 2 10 3 9
9 6 0 9 6 9 9 1 10 2 9 1 2 3 7 4 7 1 4
3 2 8 6 9 3 4 11 0 9 5 6 10 4 0 7 6 2 12
7 2 1 4 9 8 3 8 7 1 6 1 3 5 0 10 1 7 5
1 10 7 10 3 1 7 3 1 2 10 3 9 2 3 7 6 0 5
7 12 2 4 4 8 5 12 4 3 4 5 2 9 6 0 3 12 4
2 8 1 0 7 4 11 7 10 7 0 0 3 6 12 1 5 4 11
8 5 5 1 7 2 2 6 2 4 7 10 7 0 1 12 0 11 10
11 3 7 2 7 2 4 8 10 7 6 1 6 3 5 0 3 2 5
9 5 9 9 11 3 4 3 3 1 2 7 0 12 4 11 2 10 5
2 9 4 2 4 0 12 7 9 4 12 5 5 4 11 10 5 5 11




8 5 10 5 4 1 8 1 2 3 4 11 5 8 6 3 2 12 9 3
5 7 3 4 1 8 7 12 7 8 7 4 11 10 4 7 7 5 11 7
10 3 3 11 11 5 5 9 6 4 2 4 10 2 6 5 3 4 9 6
5 4 11 7 3 1 2 12 5 6 11 9 5 3 12 6 4 1 11 9
4 1 11 3 7 5 4 2 3 10 10 12 2 12 12 4 8 5 8 6
1 8 5 1 5 3 4 4 7 12 3 4 2 10 6 8 12 11 1 5
8 7 5 2 4 4 11 10 10 1 11 2 4 5 11 12 3 8 1 8
1 12 9 12 2 4 10 9 4 2 6 12 9 1 7 12 7 8 7 0
2 7 6 5 3 7 10 4 7 9 8 1 7 4 3 9 3 3 9 9
3 8 4 6 10 12 1 2 9 5 1 11 12 9 10 0 4 9 12 12
4 7 2 11 10 3 11 6 8 1 3 2 12 4 11 11 11 10 0 8
11 4 4 9 12 4 2 12 1 11 2 2 7 9 0 11 10 11 9 10
5 11 10 5 2 2 4 9 7 12 12 7 5 12 2 5 9 8 9 10
8 10 2 3 12 10 5 1 4 9 4 9 12 0 5 11 8 12 11 0
6 4 6 12 12 6 11 7 3 10 11 0 2 5 8 12 4 1 4 10
3 7 5 6 4 8 12 12 9 0 11 11 5 11 12 2 3 4 0 1
2 7 3 4 8 12 3 7 3 4 11 10 9 8 4 3 9 8 4 12
12 5 4 1 5 11 8 8 3 9 10 11 8 12 1 4 8 12 12 4
9 11 9 11 8 1 1 7 9 12 0 9 9 11 4 0 4 12 11 1
3 7 6 9 6 5 8 0 9 12 8 10 10 0 10 1 12 4 1 1


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Appendix B. Self-dual codes over GF (17)
We present self-dual codes C2n,j17 in Table 7 with standard generator ma-
trices (In | A
2n,j
17 ) :
A
28,1
17
A
30,1
17

4 2 4 9 9 7 16 7 13 4 14 11 1 7
2 14 16 14 12 3 1 0 3 0 5 3 4 16
4 16 4 2 0 5 16 13 2 3 12 9 16 2
9 14 2 16 12 0 15 14 8 16 7 14 11 9
9 12 0 12 12 7 0 4 13 2 10 1 9 1
7 3 5 0 7 13 12 5 2 7 14 5 2 13
16 1 16 15 0 12 4 14 11 8 9 8 11 1
7 0 13 14 4 5 14 13 8 11 5 8 16 3
13 3 2 8 13 2 11 8 14 9 12 9 9 6
4 0 3 16 2 7 8 11 9 3 1 16 10 11
14 5 12 7 10 14 9 5 12 1 7 4 14 1
11 3 9 14 1 5 8 8 9 16 4 6 11 4
1 4 16 11 9 2 11 16 9 10 14 11 15 1
7 16 2 9 1 13 1 3 6 11 1 4 1 11




14 14 14 0 0 15 9 9 8 1 12 1 2 8 15
14 13 11 4 9 15 14 6 0 10 2 11 5 11 13
14 11 6 16 14 1 10 8 10 0 15 2 14 14 5
0 4 16 4 2 0 5 16 13 2 3 12 9 16 2
0 9 14 2 16 12 0 15 14 8 16 7 14 11 9
15 15 1 0 12 16 6 16 5 11 12 8 14 10 5
9 14 10 5 0 6 9 8 9 11 13 6 6 6 12
9 6 8 16 15 16 8 0 1 3 14 1 9 15 0
8 0 10 13 14 5 9 1 9 16 5 13 7 12 4
1 10 0 2 8 11 11 3 16 15 4 13 11 0 4
12 2 15 3 16 12 13 14 5 4 11 13 6 4 4
1 11 2 12 7 8 6 1 13 13 13 8 6 5 16
2 5 14 9 14 14 6 9 7 11 6 6 10 10 0
8 11 14 16 11 10 6 15 12 0 4 5 10 11 2
15 13 5 2 9 5 12 0 4 4 4 16 0 2 15


A
32,1
17
A
34,1
17

11 9 4 10 11 6 4 0 9 7 7 14 4 15 13 7
9 11 7 5 2 15 8 9 6 0 10 13 11 14 15 7
4 7 8 7 3 10 10 14 16 4 14 10 6 16 16 0
10 5 7 13 5 8 14 10 16 3 10 1 15 16 1 15
11 2 3 5 14 9 16 5 1 7 13 8 11 1 0 13
6 15 10 8 9 9 13 0 13 3 14 11 8 5 10 15
4 8 10 14 16 13 11 6 9 9 15 3 3 8 15 9
0 9 14 10 5 0 6 9 8 9 11 13 6 6 6 12
9 6 16 16 1 13 9 8 14 10 12 15 11 4 5 9
7 0 4 3 7 3 9 9 10 16 6 2 0 5 8 11
7 10 14 10 13 14 15 11 12 6 5 1 0 9 13 11
14 13 10 1 8 11 3 13 15 2 1 5 4 2 13 1
4 11 6 15 11 8 3 6 11 0 0 4 3 0 10 3
15 14 16 16 1 5 8 6 4 5 9 2 0 13 16 15
13 15 16 1 0 10 15 6 5 8 13 13 10 16 6 15
7 7 0 15 13 15 9 12 9 11 11 1 3 15 15 5




1 3 16 5 0 0 0 11 7 7 0 6 6 5 7 2 11
3 8 10 16 10 11 6 10 10 2 7 1 8 16 8 11 13
16 10 5 3 5 2 15 6 0 14 0 12 15 7 5 10 5
5 16 3 11 7 3 10 3 8 10 4 4 0 9 10 7 10
0 10 5 7 13 5 8 14 10 16 3 10 1 15 16 1 15
0 11 2 3 5 14 9 16 5 1 7 13 8 11 1 0 13
0 6 15 10 8 9 9 13 0 13 3 14 11 8 5 10 15
11 10 6 3 14 16 13 16 3 6 9 10 15 13 5 2 14
7 10 0 8 10 5 0 3 4 3 9 14 16 0 1 7 9
7 2 14 10 16 1 13 6 3 9 10 15 1 5 16 6 6
0 7 0 4 3 7 3 9 9 10 16 6 2 0 5 8 11
6 1 12 4 10 13 14 10 14 15 6 10 6 7 12 9 6
6 8 15 0 1 8 11 15 16 1 2 6 10 11 5 9 13
5 16 7 9 15 11 8 13 0 5 0 7 11 6 11 1 13
7 8 5 10 16 1 5 5 1 16 5 12 5 11 8 0 12
2 11 10 7 1 0 10 2 7 6 8 9 9 1 0 16 2
11 13 5 10 15 13 15 14 9 6 11 6 13 13 12 2 10


A
36,1
17
A
38,1
17

7 10 4 7 7 6 14 9 5 6 9 8 14 13 7 4 6 14
10 6 5 11 0 3 7 13 5 10 3 4 13 4 0 9 5 1
4 5 2 8 14 1 7 1 11 1 14 12 14 14 14 2 2 9
7 11 8 10 8 2 12 2 12 14 1 13 5 0 12 3 7 15
7 0 14 8 16 4 13 14 9 5 14 0 14 2 14 8 4 3
6 3 1 2 4 8 16 9 7 5 0 2 4 10 12 7 13 9
14 7 7 12 13 16 0 0 11 16 9 16 16 12 4 14 11 16
9 13 1 2 14 9 0 2 11 1 6 10 5 16 12 0 11 6
5 5 11 12 9 7 11 11 13 13 4 11 5 14 2 6 12 9
6 10 1 14 5 5 16 1 13 16 4 8 8 8 14 9 2 3
9 3 14 1 14 0 9 6 4 4 2 0 6 6 9 11 7 14
8 4 12 13 0 2 16 10 11 8 0 9 15 14 13 10 7 3
14 13 14 5 14 4 16 5 5 8 6 15 13 10 0 8 3 9
13 4 14 0 2 10 12 16 14 8 6 14 10 4 13 11 1 0
7 0 14 12 14 12 4 12 2 14 9 13 0 13 11 9 15 6
4 9 2 3 8 7 14 0 6 9 11 10 8 11 9 2 8 8
6 5 2 7 4 13 11 11 12 2 7 7 3 1 15 8 11 13
14 1 9 15 3 9 16 6 9 3 14 3 9 0 6 8 13 13




4 1 9 8 8 10 7 13 1 9 1 10 9 0 10 16 5 2 9
1 5 9 5 8 4 9 5 7 4 4 6 7 14 10 9 11 2 13
9 9 14 14 3 7 13 11 12 13 9 10 12 13 11 1 4 3 9
8 5 14 10 16 7 8 3 2 3 2 7 4 14 7 13 7 4 1
8 8 3 16 1 1 9 8 3 4 15 11 5 5 10 11 8 9 7
10 4 7 7 1 3 0 8 11 16 2 1 7 14 6 0 10 15 10
7 9 13 8 9 0 12 4 12 0 8 13 12 4 6 9 5 2 2
13 5 11 3 8 8 4 2 8 15 7 4 3 16 7 13 3 10 3
1 7 12 2 3 11 12 8 0 10 16 3 9 5 13 14 7 7 5
9 4 13 3 4 16 0 15 10 4 12 11 2 5 4 3 1 10 0
1 4 9 2 15 2 8 7 16 12 14 1 7 8 5 16 16 15 2
10 6 10 7 11 1 13 4 3 11 1 6 7 6 10 12 13 1 4
9 7 12 4 5 7 12 3 9 2 7 7 0 15 4 14 5 5 11
0 14 13 14 5 14 4 16 5 5 8 6 15 13 10 0 8 3 9
10 10 11 7 10 6 6 7 13 4 5 10 4 10 8 16 13 12 7
16 9 1 13 11 0 9 13 14 3 16 12 14 0 16 9 2 2 7
5 11 4 7 8 10 5 3 7 1 16 13 5 8 13 2 3 5 3
2 2 3 4 9 15 2 10 7 10 15 1 5 3 12 2 5 3 11
9 13 9 1 7 10 2 3 5 0 2 4 11 9 7 7 3 11 4


A
40,1
17

9 12 9 13 3 0 3 0 12 15 16 3 6 15 6 15 13 10 10 2
12 9 9 13 5 8 7 7 1 3 10 15 4 11 11 12 3 12 9 7
9 9 11 12 7 8 6 9 13 0 9 6 10 0 1 3 12 12 3 3
13 13 12 7 15 3 8 13 15 0 7 10 12 0 15 16 11 13 12 4
3 5 7 15 5 16 2 8 0 11 16 14 14 13 4 16 14 13 10 9
0 8 8 3 16 1 1 9 8 3 4 15 11 5 5 10 11 8 9 7
3 7 6 8 2 1 15 0 5 3 12 14 8 16 4 15 1 16 4 1
0 7 9 13 8 9 0 12 4 12 0 8 13 12 4 6 9 5 2 2
12 1 13 15 0 8 5 4 7 10 16 4 15 5 10 9 0 10 0 1
15 3 0 0 11 3 3 12 10 11 7 8 4 3 6 7 2 3 3 11
16 10 9 7 16 4 12 0 16 7 11 8 3 16 14 1 14 16 8 3
3 15 6 10 14 15 14 8 4 8 8 9 8 16 15 14 0 5 4 10
6 4 10 12 14 11 8 13 15 4 3 8 3 8 3 11 14 8 13 3
15 11 0 0 13 5 16 12 5 3 16 16 8 11 16 15 2 1 1 0
6 11 1 15 4 5 4 4 10 6 14 15 3 16 10 11 2 3 15 8
15 12 3 16 16 10 15 6 9 7 1 14 11 15 11 2 4 9 8 13
13 3 12 11 14 11 1 9 0 2 14 0 14 2 2 4 2 11 11 2
10 12 12 13 13 8 16 5 10 3 16 5 8 1 3 9 11 6 8 7
10 9 3 12 10 9 4 2 0 3 8 4 13 1 15 8 11 8 6 15
2 7 3 4 9 7 1 2 1 11 3 10 3 0 8 13 2 7 15 15


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Appendix C. Quadratic residue codes over various finite fields
[32, 16, 14] code over GF (19): [20, 10, 10] code over GF (23):

18 13 17 11 10 15 15 8 3 12 4 12 0 10 14 18
14 7 3 15 4 9 14 17 4 6 13 7 12 12 4 13
4 0 15 16 13 1 6 1 5 13 9 3 7 10 13 17
13 6 7 5 0 8 15 16 0 1 18 5 3 10 18 11
18 7 4 18 15 15 4 4 0 12 5 11 5 13 5 10
5 10 17 6 6 16 16 2 8 16 11 2 11 12 0 15
0 5 10 17 6 6 16 16 2 8 16 11 2 11 12 15
12 15 10 11 11 16 16 15 18 10 17 5 11 15 14 8
14 1 5 8 4 10 15 18 11 2 11 1 5 4 9 3
9 11 0 1 13 2 8 0 10 17 4 17 1 10 11 12
11 18 14 12 5 0 8 15 5 11 11 5 17 5 8 4
8 2 15 2 8 18 13 1 10 4 17 10 5 13 7 12
7 12 16 14 8 17 8 14 18 2 14 9 10 11 10 0
10 10 13 1 9 10 0 4 3 12 0 8 9 5 4 10
4 15 18 7 18 6 7 6 11 12 15 9 8 7 6 14
6 2 8 9 4 4 11 16 7 15 7 0 9 5 18 1


,


22 12 2 9 10 15 12 21 13 1
13 4 9 0 17 22 20 15 13 11
13 18 1 7 8 6 4 0 7 21
7 21 4 7 6 18 14 18 1 14
1 18 19 18 20 14 6 16 5 13
5 10 8 20 14 14 0 16 20 8
20 18 16 12 4 13 4 17 9 11
9 4 0 4 14 7 20 22 15 2
15 13 20 3 15 19 11 4 11 10
11 21 14 13 8 11 2 10 22 22

 ,
[24, 12, 12] code over GF (29): [24, 12, 12] code over GF (41):

28 18 21 4 14 23 19 7 25 16 19 1
19 5 25 3 28 12 10 2 25 11 3 11
3 23 0 13 19 17 13 18 14 6 12 8
12 19 3 10 19 4 21 16 8 25 10 25
10 6 12 21 15 21 17 9 27 22 9 15
9 22 20 5 11 11 24 12 16 28 25 6
25 23 19 7 3 16 0 23 25 22 17 10
17 9 14 9 1 18 12 26 4 14 18 22
18 12 8 0 18 22 24 2 11 6 20 4
20 6 27 15 10 22 19 0 24 10 3 13
3 24 1 15 2 28 23 27 12 5 11 10
11 8 25 15 6 10 22 4 13 10 28 28


,


40 25 28 4 19 33 29 12 37 23 26 40
26 5 35 6 2 22 17 4 34 13 3 25
3 33 3 23 31 26 17 22 16 6 17 28
17 29 8 17 28 3 25 18 8 35 15 4
15 11 19 30 19 25 19 9 37 32 14 19
14 34 29 4 10 8 29 15 24 2 37 33
37 32 23 4 39 19 1 36 40 34 24 29
24 11 16 9 40 26 20 0 9 21 25 12
25 14 8 39 26 35 39 7 18 8 27 37
27 6 37 23 18 37 31 2 33 12 3 23
3 34 4 25 7 1 32 36 14 5 16 26
16 13 37 22 8 12 29 4 18 15 40 1


.
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