Common factors for seasonal multivariate time series are usually obtained by first filtering the series to eliminate the seasonal component and then extracting the nonseasonal common factors. This approach has two drawbacks.
Introduction
Common factors for time series have received much attention in the last years. Restricted Dynamic Factor Models (RDEM) assume a contemporaneous relationship between the series and a small number of factors. Usually these models assume stationarity (Peña and Box (1987) ; Watson (1988, 2002) ; Ahn (1997); Bai and Ng (2002) ; and Lam and Yao (2012) , among others) and use the rank of the lag covariance matrices of the process to identify the number of factors. The estimation of the factors is closely related to the principal components (PC) of the time series (see Tipping and Bishop (1999) and Doz, Giannone, and Reichlin (2012) ). Some generalizations to the nonstationary case are Bai (2004) , Bai and Ng (2004) , Peña and Poncela (2006) , and Barigozzi, Lippi, and Luciani (2014) for integrated processes, Pan and Yao (2008) for general nonstationary processes, Eichler, Motta, and Von Sachs (2011) and Motta, Hafner, and Von Sachs (2011) for locally stationary and non-stationarity in the variance, and Luciani and Veredas (2015) for fractional integrated processes.
Generalized Dynamic Factor Models (GDFM) assume a lag relationship between series and factors. Forni, Hallin, Lippi, and Reichlin (2000) proposed a GDFM model allowing for an infinite number of factor lags and low correlation between any two idiosyncratic components. They show that one can consistently estimate the common component of the time series increasing the number of series to infinity. The relationship between RDFM and GDFM has been studied in Forni, Giannone, Lippi, and Reichlin (2009) who proposed a model that can be seen either as restricted or generalized, and developed estimation methods for the factor structure. Common factors models are used in all branches of science including Medicine (Mamede and Schmid (2004) ), Chemistry and Envinonmetrics (Yidanaa, Ophoria, and Banoeng-Yakubob (2008) ), Engineering (Carpio, Juan, and López (2014) ), and Economics and Business (Stock and Watson (2002) ). None of these approaches considers seasonal factors.
It is well known that a deseasonalized time series may have spurious behaviors and therefore this adjustment should be avoided, if possible, when this is not the goal of the analysis. Thus, an important issue is to include directly the seasonal characteristic in the common-factors modeling procedure, avoiding deseasonalization a priori of the time series. Melo, Nieto, Posada, Betancourt, and Barón (2001) analyzed a model with only a (nonstationary) common factor and nine seasonal variables with the seasonal characteristic of each variable specified as a deterministic dummy variable. Busetti (2006) developed a procedure for handling seasonal common factors under the multivariate structural model of Harvey (1989) , but without including stationary or (nonseasonal) nonstationary factors. Alonso, Rodríguez, García-Martos, and proposed a RDFM where the factors follow a seasonal multiplicative VARIMA model. The model is very general, but it does not assume orthogonality among the factors and does not separate the different types of factors. Therefore, it is not easy to identify from the data which and how many factors determine the common trends and how many determine the common seasonality.
The paper is organized as follows: in Section 2 we present our common factors model in which we assume three sets of factors: (i) nonstationary nonseasonal factors affecting the trend; (ii) nonstationary seasonal factors affecting the seasonal pattern; and (iii) stationary common factors. In Section 3 we define the sample generalized autocovariance matrices for seasonal data and find their asymptotic behavior in terms of weak convergence. We include two theorems that describe the limit behaviour of the eigenvalues of the sample generalized autocovariance matrices and canonical correlation matrices, and present a test for the total number of commom factors. Some simulations to illustrate in finite samples the performance of the proposed statistical test and the properties of the sequences of eigenvalues are reported in Section 4. In Section 5 we indicate how the factorial model can be estimated in State Space form.
Section 6 presents an application to environmental data. Finally, Section 7 concludes.
Factor model specification
Let {y t = (y 1t , ..., y mt )
T } be an observable multivariate time series generated by an r-dimensional latent process {f t }, where r ≤ m, with
where Z is the set of integer numbers, P is an m × r factor loading matrix, and the process {e t } is a multivariate Gaussian white noise process with mean 0 and full-rank diagonal variance matrix Σ e . The symbol "T "means matrix transposition.
We assume that f t = (f
T , where the process {f 1t } is nonstationary and nonseasonal, with dimension r 1 and follows the model
where ∇ = (1 − B) and d ≥ 1. The process {f 2t } is seasonal (nonstationary) with period S and dimension r 2 , such that
where ∇ S = (1 − B S ) and D ≥ 1. Finally, {f 3t } is stationary with dimension r 3 and follows the model
For each i = 1, 2, 3, {a it } is a Gaussian white noise process with mean 0 and full-rank variance matrix Σ i and the determinants of the matrix polynomials ϕ i (·) have their roots outside the unit circle. Here, r 1 + r 2 + r 3 = r and we write P = [P 1 , P 2 , P 3 ], where the submatrix P i is of dimension m × r i , i = 1, 2, 3. For future reference, we
T for all i = 1, 2, 3 and for all t ∈ Z.
We need the following assumptions in order to establish our main results.
Assumption A1. For all i, j = 1, 2, 3, with i ̸ = j, and all t ∈ Z, the random vectors a it and a jt are orthogonal.
T } and {e t } are orthogonal, so that a it and e s are orthogonal for all i = 1, 2, 3 and all t, s ∈ Z.
It is easy to see that A2 implies that f t and e s are orthogonal for each t, s ∈ Z.
Assumption A3. For model identifiability Σ a = Var(a t ) = I r , where I r is the identity matrix of order r.
This assumption on Σ a and the linear representation of a VARIMA process (Nieto (2007) ) imply that f it and f jt are orthogonal for all i, j = 1, 2, 3 with i ̸ = j and all t ∈ Z. Furthermore, the components of vector f it are pairwise orthogonal for all t ∈ Z and all i = 1, 2, 3. 
3 Some properties of the seasonal factor model
Theoretical characteristics
We assume for simplicity that d = D. Let N be the sample size. We define the sample generalized autocovariance (SGCV) matrices C(k, N ) as The canonical correlation matrices M (k, N ), k = 1, 2, ..., N − 1, are defined as
and it is well known that their eigenvalues are the squared canonical correlations between y t−k and y t . 
where
T dt, and
.., S and l s is a natural number that depends on k and s. Here, the pro-
(ii) The random eigenvalues of Γ Y,S (k) are such that for k = jS, and for all j ∈ N, 
be the random eigenvalues of the random matrix C(k, N ). Then, for each k and for all i = 1, ..., m, the sequence {λ i (k, N )} converges weakly to a random eigenvalue of A test statistic for the null hypothesis that the model has r factors, then can be given by
where 
A simulation study

The performance of the test in finite samples
To check the performance in finite samples of the test at (8), we used six factorial models with seasonal variables and S = 12. In all the models the variance of the univariate white noise processes was equal to one and we drew 1000 simulations (sample paths or time series). The six models are given in Table 1 , where 0 10×2 denotes the zero matrix of dimension 10 × 2.
Model m r P Factor models Tables 2 and 3 we present the number of times in which the null hypothesis of r factors was rejected. The test was carried out at the 5% significance level. As all models have a seasonal factor, checking the seasonal lags 12 or 24 is more powerful for detecting the true number of factors than checking just lag one. In Table   1 In these cases the test may suggest more factors than the true value, although with a small probability unless this ratio is very small (say smaller than 10).
Numerical behavior of eigenvalues in finite samples
We analyzed the finite-sample behavior of the eigenvalues of the generalized auto- by data generated from M1. We find that the first eigenvalue has significant values at the seasonal lags, whereas the second eigenvalue is practically zero at all lags. This fact coincides with the implication of Theorem 1 for this example, for which r 1 = 0 and r 2 = 1. The same conclusion is obtained from the two eigenvalues sequences of matricesM (k, N ). They showed the numerical implication of Theorem 2, for which r = 1 (we omit this figure because of space restrictions).
We now consider M2. In Figure 2 we plot the eigenvalues sequences, with bands of ±2 standard deviations, for matricesM (k, N ) and note that the third eigenvalue is practically zero. This fact coincides with the thesis of Theorem 2, for which r = 2. 
Fitting the factor model via a state space form
To estimate the model fixed parameters and the common factors we use maximum likelihood and linear prediction theory (Catlin (1989) ; Brockwell and Davis (1991) ),
respectively. The prediction optimality criterion is the Minimum Mean Square Error (MMSE). It is well known that if the common-factors predictors are unbiased their
MMSEs are equal to their prediction-error variances. Also, if the prediction errors distributions are known we can find prediction intervals for the unobservable factors.
This estimation problem can be accomplished using a state space form (SSF). Then, taking into account the Gaussianity assumption, the maximum likelihood estimators Harvey (1989) ).
In order to obtain the SSF for the factorial model, we need to identify the number r 1 of nonseasonal and nonstationary factors, the number r 2 of seasonally integrated factors, the number r 3 of stationary factors, and the models for the factors. To do this, we propose the following methodology:
Step 1. Finding the number and type of factors. We decide the total number r of common factors by using the statistical test in Section 3. This decision can be confirmed by the eigenvalues sequences of matricesM (k, N ), as was described in Sections 3 and 4.2. Then, we obtain r 1 and r 2 by using the eigenvalues sequences of the sample SGCV matrices and looking for the number of large eigenvalues at the nonseasonal lags (r 1 ) as well as at the seasonal lags (r 2 ), as was noted in Sections 3 and 4.2. Finally, we obtain r 3 = r − r 1 − r 2 .
Step 2. Finding a model for the factors. These models can be obtained by one of the following procedures. The first computes a preliminary estimation of the submatrix P 1 by using the eigenvectors associated to the first r 1 eigenvalues ofĈ(k, N ), for some k ≥ 0, and obtains the transformed time series z t =P T 1 y t to identify ARIMA models for each of the components of z t . In the same way, obtain the r 2 transformed time series w t =P T 2 y t and identify pure seasonal ARIMA models for the components of w t , as specified in Section 2. The second procedure is to use Harvey's (1989) unobserved components models for extracting the trend-cycle and seasonal components from each variable via, for example, the statistical package STAMP of Koopman, Harvey, Doornik, and Shepard (2011) . Then, ARIMA models for the trend-cycle components and seasonally integrated models for the seasonal components can be found. We take the r 1 most frequent models for the trend-cycle component and the r 2 most frequent for the seasonal component, as the candidate models for the nonstationary and nonseasonal common factors and the seasonal common factors, respectively.
Step 3. Estimating the model. From the above, a state space model for the multivariate time series can be built, as outlined below, which can be estimated by maximum likelihood (for the so-called hyperparameters) and by the fixed-point smoother algorithm (for the common factors predictions).
The state space model.
In order to implement
Step 3 we set
.., r 2 , and φ 3j (B) = ϕ 3j (B) for j = 1, ..., r 3 . Let p ij be the degree of polynomial φ ij (·) and q ij the degree of polynomial
Following Gómez and Maravall (1994) , we have the state vector α t = (α
where α
onto the closed span of {f ij,1 , ..., f ij,t }. Since the dimension of vector α ij,t is r ij , the dimension of vector α i,t is ∑ r i j=1 r ij = r * i , i = 1, 2, 3, and, consequently, the dimension of α t is
For each j = 1, ..., r i and i = 1, 2, 3, let
where I r ij −1 is the identity matrix of order r ij − 1 and φ ij,l = 0 if l > p ij . We put The observation matrix we propose is the matrix C = P H, where
is of dimension r × r * and its entries are given in the following way. G =diag{G 11 , ..., G 1r 1 , G 21 , ..., G 2r 2 , G 31 , . .., G 3r 3 } ,where
T , for j = 1, ..., r i , and i = 1, 2, 3, with the numbers ψ ij,k ; k = 1, ..., r ij − 1, obtained from the recursive relations (Brockwell and Davis (1991) ),
The state space model is given by y t = Cα t + e t as the observation equation, Table 1 , we conclude that the estimated parameters are close and the intervals of ±2 standard deviations contain the true values.
An empirical application
We present a data application of our proposed methodology. The variables to be considered are monthly measures of rainfall (in mm) from the meteorological stations located at the airports of six cities in Colombia: Bucaramanga (y 1 ), Cúcuta (y 2 ), Ibagué (y 3 ), Medellín (y 4 ), Manizales (y 5 ), and Bogotá (y 6 ). The sample period is January, 1975 -June, 2013 . In Figure 3 we plot the time series provided by IDEAM, the Colombian official agency for climatic and environmental studies. Colombia is located close to the equator in the Torrid Zone and, in a typical year, two rain epochs occur in the periods April-June and October-December, approximately. Step 1. We present in Table 4 the p-values for the test for the number of factors.
The test is expected to be more powerful for identifying seasonal factors at lags 12 or 24. This is seen in Table 4 where the hypothesis of two factors is clear at seasonal lags.
The plot of the eigenvalues of matricesM (k, N ), shown in Figure 4 , strongly suggests two seasonal factors. In order to confirm the number of nonstationary common factors and their type, nonseasonal (r 1 ) and seasonal (r 2 ), we computed the eigenvalues sequences of matricesĈ(k, N ). In Figure 5 (a) we plot the first sequence that shows a cyclical pattern and large values (in absolute value) at seasonal lags. In Figure 5 (b)
we plot the next five eigenvalues and it can be seen that the second eigenvalue has also relatively large values at the seasonal lags. Thus, we conclude that r 1 = 0 and r 2 = 2. Step 2. To identify the stochastic models for the common factors we used the first procedure that was proposed in Section 5, and we specified a SARIMA(0, 1, 1) 12 model for the first factor f 1,t and a SARIMA(1, 1, 0) 12 model for the second, f 2,t .
Step 3. Using the DLM instruction of the RATS package (Doan (2011) 
In the estimation of matrix P = (p ij ) we set p 12 = 0 as an additional condition June-September in Medellin, although below the mean of the year, is larger than in the other cities and mainly with respect to (y 2 , y 3 , y 5 ). Also, in this period Medellin has a larger precipitation than in the period November-March, whereas Cúcuta, Ibagué and Manizales (y 2 , y 3 , y 5 ) have few precipitations in June-September, and of a similar magnitude to the period November-March.
From a meteorological point of view this is a reasonable finding for the rainfalls studied here because, geographically, Medellín is very close to the Pacific Ocean coast and is influenced by the so-called Low Anchored of Panamá (or of the Pacific Ocean), a phenomenon that causes both high levels and annual large periods of precipitation in the Colombian Pacific-Ocean coast close to Panamá (Zea (2002 ), Fujita (1962 ). In fact Medellin is the city with the largest average precipitation and also with the larger span of rainfall, in agreement with this theory. This explains the need of at least two factors to describe the seasonality on the data. There is a general seasonal behaviour and a specific seasonal pattern due to this geographical effect. The models for the two common factors imply that their seasonal differences have a cycle of period 12 months (besides other cycles); but the autocorrelation function of the first factor is similar to the one usually found in this type of seasonal effect whereas the second factor explains a complex seasonal behavior with dying annual correlation structure that alternates its values.
Conclusions
We have presented an extension of the dynamic common factor model with common seasonal stochastic factors. We have shown that the eigenvalues of the random limit matrix (in weak convergence) of the sample generalized autocovariance matrix sequence, are useful for identifying the presence of both nonstationary and nonseasonal common factors and seasonally integrated common factors. Also, we have shown that the sequence of the canonical correlation matrices converges weakly to a random matrix that has m − r eigenvalues equal to zero almost surely, where m is the number of variables and r is the total number of common factors. These results allow a procedure for fitting common factors to seasonal time series that has shown to be useful with data.
