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ABSTRACT
Short-period super-Earth-sized planets are common. Explaining how they form near their present orbits requires understanding
the structure of the inner regions of protoplanetary discs. Previous studies have argued that the hot inner protoplanetary disc
is unstable to the magnetorotational instability (MRI) due to thermal ionization of potassium, and that a local gas pressure
maximum forms at the outer edge of this MRI-active zone. Here we present a steady-state model for inner discs accreting
viscously, primarily due to the MRI. The structure and MRI-viscosity of the inner disc are fully coupled in our model; moreover,
we account for many processes omitted in previous such models, including disc heating by both accretion and stellar irradiation,
vertical energy transport, realistic dust opacities, dust effects on disc ionization, and non-thermal sources of ionization. For a
disc around a solar-mass star with a standard gas accretion rate (Ṁ ∼ 10−8 M yr−1) and small dust grains, we find that the
inner disc is optically thick, and the accretion heat is primarily released near the mid-plane. As a result, both the disc mid-plane
temperature and the location of the pressure maximum are only marginally affected by stellar irradiation, and the inner disc is
also convectively unstable. As previously suggested, the inner disc is primarily ionized through thermionic and potassium ion
emission from dust grains, which, at high temperatures, counteract adsorption of free charges on to grains. Our results show
that the location of the pressure maximum is determined by the threshold temperature above which thermionic and ion emission
become efficient.
Key words: planets and satellites: formation – protoplanetary discs .
1 IN T RO D U C T I O N
Close-in super-Earths – planets with radii 1–4 R⊕ and orbital periods
shorter than ∼100 d – are common around solar-type and lower
mass stars (Dressing & Charbonneau 2013, 2015; Fressin et al.
2013; Mulders et al. 2018; Hsu et al. 2019; Zink, Christiansen &
Hansen 2019). Yet how these planets form is still an open problem.
One theory posits that they are born further away from the star,
and subsequently migrate through the protoplanetary disc to their
present orbits (Terquem & Papaloizou 2007; Ogihara & Ida 2009;
McNeil & Nelson 2010; Cossou et al. 2014; Izidoro et al. 2017,
2019; Bitsch, Raymond & Izidoro 2019). However, this hypothesis
predicts that the planets should be water-rich, in contrast to the water-
poor composition inferred from their observed radius distribution
combined with atmospheric evolution models (Owen & Wu 2017;
Van Eylen et al. 2018; Wu 2019).
An alternative proposal is that these super-Earths form at or near
their present orbits, out of solid material which migrates to the inner
disc prior to planet formation. These solids are expected to arrive
in the form of pebbles, which radially drift inwards from the outer
disc due to gas drag (Boley & Ford 2013; Hansen & Murray 2013;
Chatterjee & Tan 2014; Hu et al. 2018; Jankovic, Owen & Mohanty
 E-mail: mj577@cam.ac.uk
2019). However, these pebbles need to be trapped, i.e. their radial
drift must be halted, in order for them to coalesce into planets instead
of drifting into the star. Such trapping may occur as follows.
In the inner protoplanetary disc, at the short orbital periods at
which close-in super-Earths are observed, the gaseous disc is thought
to accrete via the magnetorotational instability (MRI; Balbus &
Hawley 1991). The MRI leads to turbulence in the disc, which
drives viscous accretion, but its magnitude is sensitive to the disc’s
ionization state. The MRI is expected to be efficient in the hot,
innermost parts of the disc (where it can be activated by thermal
ionization of trace alkali elements, at temperatures 1000 K), and
largely suppressed in cold regions further away from the star (the
latter being known as the MRI dead zone; Gammie 1996). At the
transition between the two regions, a local gas pressure maximum
forms when the disc is in steady state, and this pressure maximum
may trap the pebbles that drift in from the outer disc (Chatterjee &
Tan 2014). Concurrently, the MRI-driven turbulence in the inner
disc (interior to the pressure maximum) limits the grain size thereby
inducing high collisional velocities between grains, causing them
to fragment. A decrease in the size of grains reduces their radial
drift, providing an alternative way to accumulate the grains arriving
from the outer disc (Jankovic et al. 2019). In general, therefore,
the structure of the inner disc, undergoing MRI-induced accretion,
is likely to play a key role in the formation of close-in super-
Earths.
C© 2021 The Author(s)
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In previous work (Mohanty et al. 2018), we presented a model
of the inner disc in which the disc structure and accretion due to
the MRI are treated self-consistently. We obtained an inner disc
structure in line with the expectations sketched above, and inferred
a location for the pressure maximum consistent with the orbital
distances of close-in super-Earths. However, this model includes a
number of simplifying assumptions about the disc’s physical and
chemical structure. First, the disc is considered to be vertically
isothermal, and secondly, heating by stellar irradiation is neglected.
In reality, the disc temperature will vary vertically, with a profile that
is particularly non-trivial when both accretion heating and stellar
irradiation are accounted for (e.g. D’Alessio et al. 1998). Thirdly,
the model assumes a constant dust opacity, when in fact the latter
depends on the temperature and on grain properties and abundance.
Fourthly, Mohanty et al. (2018) assumed that the only source of
ionization in the disc is thermal (collisional) ionization of potassium,
and only considered gas-phase interactions. Potassium is indeed a
good representative of thermally ionized species in the inner disc
due to its low ionization potential and high abundance (Desch &
Turner 2015). However, ions and free electrons are also adsorbed
on to the surfaces of dust grains in the disc, where they quickly
recombine. Dust can thus reduce the disc ionization level and
suppress the MRI (Sano et al. 2000; Ilgner & Nelson 2006; Wardle
2007; Salmeron & Wardle 2008; Bai & Goodman 2009; Mohanty,
Ercolano & Turner 2013). Conversely, hot grains (500 K) can
also emit electrons and ions into the gas phase (for electrons, this
process is known as thermionic emission). Such temperatures are
easily attainable in the inner disc, and thermionic and ion emission
have been hypothesized to be important sources of ionization there
(Desch & Turner 2015). Neither of these grain effects are treated by
Mohanty et al. (2018). Finally, while Mohanty et al. (2018) showed
a posteriori that, in the MRI-accreting inner disc, X-ray ionization
of molecular hydrogen may be competitive with thermal ionization
of potassium in supplying free electrons (due to the low gas surface
density in this region), they did not actually include X-ray ionization
in their model.
In this paper, we present a new model of an MRI-accreting,
steady-state inner disc that addresses each of the shortcomings
of the Mohanty et al. (2018) model listed above. The vertical
structure in our model is calculated self-consistently from viscous
dissipation (due to the MRI-induced viscosity), stellar irradiation,
and radiative and convective cooling, with realistic opacities due to
dust grains. Ionization in the disc is determined by thermal ionization
of potassium, thermionic and ion emission from dust grains, and
ionization of molecular hydrogen by stellar X-rays, cosmic rays, and
radionuclides. In Section 2, we detail all the components of our model
and the methods used to find self-consistent steady-state solutions
for the disc structure. We present our results in Section 3, discuss the
relative importance of the various physical and chemical processes
in Section 4, and summarize our findings in Section 5.
The aim of this paper is two-fold: to present the methodology of
our calculations, and to discuss the detailed physics of the inner disc
in the context of fiducial disc and stellar parameters. In a companion
paper (Paper II: Jankovic et al., in preparation), we investigate how
the inner disc structure varies as a function of these parameters, and
discuss the implications for the formation of super-Earths in the inner
disc.
2 ME T H O D S
We consider a disc that is viscously accreting and in steady-state,
i.e. has a constant mass accretion rate. Our model of the disc
structure is described in Section 2.1. The disc structure depends
on the disc’s radiative properties, i.e. opacities, and on the viscosity.
Our calculation of opacities is summarized in Section 2.2, and the
prescription for MRI-driven viscosity given in Section 2.3. The latter
viscosity is a function of the disc’s ionization state, calculated using
a chemical network described in Section 2.4. The disc structure,
opacities, ionization, and viscosity are calculated self-consistently
at every point in the disc, using numerical methods supplied in
Section 2.5.
The key parameters of our model are the steady-state gas accretion
rate Ṁ through the disc, stellar mass M∗, stellar radius R∗, stellar
effective temperature T∗, and value of the viscosity in the absence of
the MRI (the dead-zone viscosity). Additionally, the disc opacities
and ionization state, and thus the disc structure, depend on the
properties of the dust; most importantly, on the dust-to-gas ratio
fdg and the maximum dust grain size amax.
We assume that the disc only accretes viscously due to the MRI.
Disc accretion may additionally be partially driven by magnetic
winds, which could also affect the inner disc structure (e.g. Suzuki
et al. 2016). Therefore, inclusion of wind-driven accretion is an
important issue; however, it is one which we do not tackle here.
2.1 Disc model
Our disc model largely follows the work of D’Alessio et al. (1998,
1999). We consider a thin, axisymmetric, Keplerian, steady-state
disc that is viscously accreting. We assume that the disc is in
vertical hydrostatic equilibrium, heated by viscous dissipation and
stellar irradiation, and that energy is transported by radiation and
convection. Since the disc is vertically thin, we neglect energy
transport in the radial direction. Furthermore, at a given disc radius,
our viscosity depends only on local conditions and the vertical mass
column (see Section 2.3). As such, the disc structures at different
radii are only coupled by the stellar irradiation, as it penetrates the
disc along the line of sight to the central star.
2.1.1 Hydrostatic equilibrium
In a thin Keplerian disc in vertical hydrostatic equilibrium, the gas




where P is the gas pressure, ρ the gas volume density,  the Keplerian
angular velocity, and z the height above the disc mid-plane. We adopt
the ideal gas law.
2.1.2 Viscous heating and stellar irradiation
The disc is heated by the viscosity that drives the accretion. The
viscosity ν is parametrized by ν = αc2s /, where α is the viscosity
parameter and cs the isothermal sound speed (Shakura & Sunyaev
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where fr = 1 −
√
Rin/r comes from the thin boundary-layer condi-
tion at the inner edge of the disc, Rin = R∗ is the radius of the inner
edge of the disc, and we are assuming a zero-torque inner boundary
condition (e.g. Frank, King & Raine 2002).
We also consider heating due to stellar irradiation. Stellar flux
propagates spherically outwards from the star, and the resultant
heating at any disc location depends on the attenuation of this flux
along the line of sight to the star. Accounting for this, however,
while simultaneously neglecting scattering of starlight and radial
energy transport within the disc (as we do in our 1 + 1D model
here), leads to multiple equilibrium solutions or none at all (e.g.
Chiang et al. 2001). Such behaviour does not appear in 2D disc
models (e.g. Dullemond 2002), which are nevertheless too complex
for our purposes here. Instead, we treat the irradiation heating at
each disc radius in isolation, by considering heating only due to the
stellar flux that impinges on the disc surface at that radius (at some
grazing angle φ calculated self-consistently; see further below), and
then propagates vertically towards the mid-plane (Calvet et al. 1992;
Chiang & Goldreich 1997). In this framework, the attenuation, i.e.
the optical depth to the stellar flux, is approximated as τ irr ≈ τ irr, z/μ,
where τ irr, z is the optical depth in the vertical direction, and μ ≡





where κ∗P is the disc Planck opacity to stellar irradiation (see
Section 2.2) and Firr is the total incident stellar flux at the specified
disc radius. In an optically thick disc, the latter is given by






where s is the distance to the star (spherical radius) from the disc
surface at the specified radius.1
Finally, the grazing angle φ is given by











Here the first term is the value of φ for a flat disc and comes from
the finite size of the stellar disc, and the other two terms are due to
disc flaring. zirr(r) is the height above the disc mid-plane at which
the stellar flux is absorbed; we take zirr(r) to be the height where
the optical depth to the stellar irradiation is τ irr = 2/3. Specifically,
in calculating the height zirr, the optical depth τ irr is obtained by
integrating along the spherical radius s to the star, as opposed to the
approximation used in the local heating term. We determine zirr and
φ self-consistently with the disc structure following the procedure
by D’Alessio et al. (1999), as outlined in Section 2.5.
2.1.3 Radiative energy transport
In a thin disc, the optical depth to the disc’s own radiation is much
smaller in the vertical direction than in the radial. Thus we expect
1When calculating the factor fr in equation (3) we have assumed that the inner
disc edge is at the stellar radius, which would imply that the disc surface can
only see a half of the stellar disc. If the disc surface can only see a half of
the stellar disc, the expression for the total absorbed stellar flux, equation (5),
should include an additional factor of 1/2 (e.g. Chiang & Goldreich 1997).
However, in a more realistic case of the disc being truncated at several stellar
radii, the entire stellar disc should be visible (see e.g. Estrada, Cuzzi &
Morgan 2016), and so we do not include this additional factor.
radiative energy transport to be primarily vertical, and that is the only
direction we consider.
The frequency-integrated moments of the radiative transfer equa-
tion in the Eddington approximation (i.e. assuming that the radiation
is isotropic, as is valid in the optically thick regime) and the equation
for energy balance are then
dF
dz
= acc + irr, (7)
dJ
dz
= − 3ρκR4π F , (8)
4ρκP(σSBT
4 − πJ ) = acc + irr, (9)
where F and J are the radiative flux and mean intensity, respectively.
We have also assumed here that the J and F weighted opacities can
be approximated by the Planck mean opacity κP and the Rosseland
mean opacity κR, respectively (following e.g. Hubeny 1990, see
Section 2.2).
Together with the ideal gas equation of state, equations (1), (7)–
(9) form a closed set in P, F, J, and T. Together with appropriate
boundary conditions, they determine the disc vertical structure. One
boundary condition is imposed at the disc mid-plane, where the
flux F(0) = 0 by symmetry. The remaining boundary conditions
are supplied at the disc surface, at height zsurf above the mid-
plane. The boundary condition for the flux F that is obtained by
integrating equation (7) from z = 0 to zsurf, from which it follows
that F(zsurf) = Facc + Firr. The boundary condition for the mean
intensity J is given by J (zsurf ) = 12π F (zsurf ). Finally, we assume that
the gas pressure at the top of the disc has a small constant value,
P (zsurf ) = 10−10 dyn cm−2, which is another boundary condition.
The precise value of P(zsurf) is arbitrary, but does not affect our
results as long as it is sufficiently small. Overall, then, we have four
boundary conditions on three differential equations. Note that the
temperature T(zsurf) at the disc surface follows from the algebraic
equation (9), the boundary conditions on J and P, and the ideal gas
law.
2.1.4 Energy transport by convection
If radiative energy transport yields a thermal structure such that the
gradient ∇ = dlnTdlnP is greater than the adiabatic gradient ∇ad = (γ −
1)/γ , then the gas is unstable to convection. In disc regions where
this is the case, we assume that energy transport by convection is
efficient and the gas is vertically isentropic, so that ∇ = ∇ad at such
locations (e.g. Shu 1992; Garaud & Lin 2007; Rafikov 2007). We
adopt γ = 1.4, valid for an H2 dominated disc. Equations (8) and (9)
are then replaced by
dT
dz
= −∇ad TP ρ(T , P )2z = −∇ad μmHkB 2z. (10)
2.2 Opacities
Radiative transport is controlled by the Rosseland-mean opacity κR
in optically thick regions (equation 8), and by the Planck-mean
opacity κP in optically thin regions (equation 9). Additionally, the
absorption coefficient for the stellar flux is a Planck-mean opacity κ∗P
at the stellar effective temperature. We assume that the only source
of these opacities are dust grains. Gas opacities are important in
the very innermost regions of discs, where most dust species have
sublimated. However, these regions are not of particular significance
for the early stages of planet formation that we are interested in,
as dust is required to form solid planet cores. Beyond the silicate
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Figure 1. Planck-mean opacity κP, Rosseland-mean opacity κR, and Planck-
mean opacity at the stellar effective temperature κ∗P , as functions of disc
temperature, assuming dust-to-gas ratio fdg = 10−2 and a maximum dust
grain size amax = 1μm.
sublimation line, gas opacities may still be important in hot, optically
thin regions (Malygin et al. 2014). However, as we find, the inner
disc is significantly optically thick and including gas opacities would
only alter the structure of the hot disc atmosphere. Therefore, we
completely ignore the contribution of gas to the opacities.
Furthermore, we assume that the only dust species present are
silicate grains. Other species that can be comparable in abundance to
silicates are water ice and carbonaceous grains (e.g. organics; Pollack
et al. 1994). However, due to their low sublimation temperatures,
neither water ice nor carbonaceous grains are expected in the hot
MRI-active regions, and we generally limit our calculations to the
inner 1 AU of the disc.
To calculate the opacities, we adopt the optical constants of ‘astro-
nomical silicates’ from Draine (2003). We use the MIESCAT module
of the python wrapper RADMC3DPY for RADMC3D (Dullemond
et al. 2012) to obtain dust absorption and scattering coefficients as
functions of radiation wavelength and grain size. For each grain
size a, the coefficients are averaged within a size bin of width
lna = 0.02. Next, we assume that the grain bulk density is
ρgr = 3.3 g cm−3, and that the grain sizes are described by the
MRN distribution, wherein the number density of grains in the size
range [a, a + da] is given by n(a)da ∝ a−qda (Mathis, Rumpl &
Nordsieck 1977), with q = 3.5. We adopt a minimum grain size of
amin = 0.1μm, and a variable maximum grain size amax. The size-
dependent absorption and scattering coefficients are then weighted
by grain mass and averaged over the grain size distribution. Finally,
the absorption coefficient is integrated over frequency to obtain
the Planck-mean opacity κP(T), and the total extinction coefficient
yields the Rosseland-mean opacity κR(T). Following D’Alessio et al.
(1998), we calculate the mean absorption coefficient for the stellar
flux as a frequency-integrated absorption coefficient weighted by the
Planck function at the stellar effective temperature: κ∗P ≡ κP(T∗).
Fig. 1 shows the opacities per unit mass of gas, assuming a dust-
to-gas ratio of fdg = 10−2, a maximum grain size of amax = 1μm,
and T∗ = 4400 K. The Planck-mean opacity at the stellar effective
temperature κ∗P is a constant, since the wavelength-dependent dust
absorption coefficient does not depend on the local temperature.
The Planck-mean opacity κP is in general expected to increase with
increasing temperature. This is because the wavelength at which the
Planck function peaks is inversely proportional to the temperature,
and for grains smaller than the wavelength of peak emission (and
small grains contribute to the opacities most) absorption is expected
to increase with decreasing wavelength. However, due to the silicate
absorption feature at 10μm, κP decreases with temperature in the
range ∼ 500–1000 K.
2.3 Viscosity
Our model of the MRI-driven viscosity closely follows that of
Mohanty et al. (2018) (see also Bai 2011). Here we only summarize
the main points. A well-ionized circumstellar disc which follows
the laws of ideal magnetohydrodynamics (MHD) is susceptible to
the MRI (Balbus & Hawley 1991). The MRI leads to turbulence,
producing an accretion stress and acting as a source of viscosity. The




where the subscript ‘AZ’ denotes an MRI-active zone, β ≡ P/PB is
the plasma parameter, and PB = B2/8π is the magnetic field pressure
(Sano et al. 2004).2
However, even in the inner regions of protoplanetary discs, non-
ideal MHD effects can quench the MRI, leading to the so-called
dead zones. The non-ideal effects considered here are Ohmic and
ambipolar diffusion. Ohmic diffusion will not suppress the MRI if






where  is the Ohmic Elsasser number, vAz ≡ Bz/
√
4πρ is the
vertical component of the local Alfven velocity, and ηO is the Ohmic
resistivity. Here we utilize the relationship between the strength of
the vertical component of the magnetic field, Bz, and the strength of
the r.m.s. field, B: B2z ∼ B2/25 (Sano et al. 2004). We also assume
that B is vertically constant. Our method of determining the value of
B is described in Section 2.5.






where ηA is the ambipolar magnetic resistivity. However, in the
strong-coupling limit, valid in protoplanetary discs, the MRI can
be active even if Am < 1, as long as the magnetic field is sufficiently
weak (Bai & Stone 2011). The criterion for active MRI in the
presence of ambipolar diffusion is
β/βmin > 1, (14)
where the minimum value of β neccessary to sustain the MRI is a













Thus, whether the MRI is active or not depends on the magnetic
resistivities, ηO and ηA, as well as on the magnetic field strength
B. The magnetic resistivities, calculated following Wardle (1999),
express the coupling between the gas and the magnetic field, which
is principally determined by the degree of ionization of the gas.
If either of the two criteria given by equations (12) and (14)
is not fulfilled, the MRI is not active. In such MRI-dead zones,
we assume there is a small residual viscosity αDZ, driven either
2The numerical factor is indeed 1/3 for the Shakura–Sunyaev α parameter in
equation (11); see discussion in Appendix B of Mohanty et al. (2018).
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by propagation of turbulence from the MRI-active zone, or by
hydrodynamic instabilities (for more discussion, see Mohanty et al.
2018). In this work, we also impose a smooth transition between the
active and the dead zones, necessary to ensure numerical stability
in the integration of the equations of disc structure (such smoothing
was not employed by Mohanty et al. 2018). To cover both non-ideal
effects that lead to dead zones, we define C ≡ min(, β/βmin). Then,
at any location in the disc where |C − 1| < 0.5 (i.e. in the vicinity of
the switch from active to dead), we adopt a smoothed α given by
α = αDZ + αAZ − αDZ
1 + exp (−C−1

) , (16)
where  = 10−2.
2.4 Ionization
2.4.1 Chemical network
We implement the same simple chemical network adopted by
Desch & Turner (2015). This network tracks the number densities
of five species: free electrons (ne), potassium ions (nK+ ), neutral
potassium atoms (nK0 ), potassium atoms adsorbed (condensed) on to
dust grains (nK, cond), and atomic ions (ni; i.e. ions of atomic species
other than potassium; see below).
In the gas-phase, potassium atoms can be thermally ionized:
collisions of neutral potassium atoms with H2 molecules produce
potassium ions and free electrons. The potassium ions and free
electrons can also recombine in the gas phase, either radiatively
or via three-body collisions with H2 molecules (the latter process
dominates at the high densities prevalent in the inner disc).
Furthermore, non-thermal sources (we consider stellar X-rays,
cosmic rays and radionuclides; see Section 2.4.3) can ionize H2
(Glassgold, Najita & Igea 1997; Ercolano & Glassgold 2013). The
charge is quickly transferred from the ionized hydrogen to other
abundant gas species through collisions, producing molecular and
atomic ions (e.g. HCO+, Mg+). Notably, in application to the MRI,
the exact composition of the gas that this leads to is unimportant in
the presence of dust, and simple chemical networks reproduce the
gas ionization levels well (Ilgner & Nelson 2006). Thus, it is assumed
that the ionization of molecular hydrogen at a rate ζ directly produces
atomic ions and free electrons at a volumetric rate ζnH2 . The atomic
ion species in this chemical network may thus be understood as a
representative of the various chemical species abundant in the gas-
phase, whose mass is taken to be that of magnesium. It is assumed
that the number density of molecular hydrogen is constant, which is
valid for low ionization rates. Just as potassium, the atomic ions also
recombine radiatively and in three-body recombinations.
Importantly, all gas-phase species (electrons, ions, and neutral
atoms) collide with and are adsorbed on to dust grains at a rate





J̃j Sj , (17)
where nj is the number density of the gas-phase species, ngr is the
number density of the grains, agr is the grain size, mj is the gas-phase
species mass, J̃j is the modification of the collisional cross-sections
for charged species due to dust grain charge (Draine & Sutin 1987),
and Sj is the sticking coefficient. It is assumed that all grains have the
same charge; this is valid since the dispersion in the distribution of
charge states is generally found to be small (Draine & Sutin 1987).
It is further assumed that potassium ions rapidly recombine on the
grain surface to form condensed potassium atoms. Thus the ions are
effectively destroyed upon adsorption.
At high temperatures electrons on the dust grains have a finite
probability of leaving the grain, producing the so-called thermionic
emission. The emission depends on the energy required for the
electron to escape the grain. For a neutral grain this is the work
function W, a property of the material out of which the grains
















is the effective work function due to grain charge Ze.
Potassium atoms will also evaporate from the grains only at high
temperatures. The vaporization rate of condensed potassium atoms
is given by






where ν is the vibration frequency of potassium atoms on the
dust grain surface lattice, and Ea = 3.26 eV is the binding energy,
whose value is chosen to reproduce the condensation temperature of
potassium (1006 K; Lodders 2003). These potassium atoms may be
emitted into the gas phase as both neutral atoms and ions, contributing
further to the gas’ ionization state. The ratio of ions to neutrals among













is the ratio of statistical weights of the ionized and neutral
state of potassium, and IP the ionization potential of potassium. The







so the rate at which potassium ions evaporate from the grains is given
by RK,evapf+.
It is important to note here that there are two sources of the
neutral potassium atoms condensed on grains, whose evaporation
is described above: first, gas-phase potassium ions that are adsorbed
on to grain surfaces and recombine there into neutral atoms; and
secondly, gas-phase neutral potassium atoms that are adsorbed
directly on to the grains. The reionization and subsequent ejection
from grains of the former simply returns ions to the gas-phase that
were originally adsorbed from it, and thus clearly cannot increase the
ion fraction in the gas-phase beyond what it would be in the absence
of grains. The ionization on the grain surface, and ejection as ions, of
particles that were originally neutral in the gas-phase, however, can
increase the gas-phase ion fraction beyond what it would be without
grains; it is this channel that makes ion emission from grains such a
crucial effect.
Clearly, the contribution of the dust grains to gas ionization levels
depends on the work function W of the grain material. We adopt
the fiducial value of Desch & Turner (2015), W = 5 eV, and refer
the reader to their work for a discussion of the experimental results
supporting this choice. This value is close to the ionization potential
of potassium, IP = 4.34 eV, indicating that thermionic emission is
important for the production of free electrons in the same temperature
range as thermal ionization of potassium. Importantly, for this given
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value of the work function, grains become negatively charged at high
temperatures as a large fraction of potassium evaporating from the
grains is in ionized state. This results in a reduction of the effective
work function Weff, since, for negatively charged grains thermionic
emission is higher (equation 19).
In this work, we assume that the abundances of hydrogen and
potassium atoms are xH = 9.21 × 10−1 and xK = 9.87 × 10−8,
respectively, relative to the total number density of all atomic particles
(Keith & Wardle 2014), and that the mean molecular weight is μ =
2.34mH.3 The grain material density is ρgr = 3.3 g cm−3, the same as
in our calculation of the dust opacities. The input for the chemical
network are temperature T, pressure P, hydrogen ionization rate ζ ,
dust-to-gas ratio fdg, and dust grain size agr. All other kinetic rates,
parameters, and coefficients are the same as in Desch & Turner
(2015).4 We note that the chosen value of the sticking coefficient
for electrons (Se = 0.6) is compatible with the detailed calculation
by Bai (2011), who consider work function values of 1 and 3 eV.
His results suggest that for a work function of 5 eV, at 1000 K, Se
is indeed a few times 0.1 for neutral grains, and increases further
for negatively charged grains. For the sticking coefficients for the
ions we adopt Sj = 1, and similarly for the neutral atoms we adopt a
sticking coefficient of S0 = 1.
For a given dust-to-gas ratio fdg and grain size agr, we pre-
calculate and tabulate the equilibrium number densities of electrons
and ions, and the average grain charge, as functions of temperature T,
pressure P, and hydrogen ionization rate ζ . We find the equilibrium
solution following the same method as Desch & Turner (2015).
Time derivatives of all number densities are set to zero, and so rate
equations yield an algebraic system of equations. For a given average
grain charge Z, this system of equations is solved iteratively to find
number densities of all five species. The grain charge is then found
by solving the equation of charge neutrality.
2.4.2 Grain size distribution / effective dust-to-gas ratio
The described chemical network incorporates only one grain size
population. Ideally, we would consider a number of grain size popu-
lations, with the same size distribution used in our calculation of dust
opacities. However, this would greatly enhance the computational
complexity of the problem. At the same time, it is clear that dust
grains of different size contribute differently to the equilibrium
ionization levels. To the lowest order of approximation, all dust-
related reaction rates are regulated by the total grain surface area.
Thus, it can be expected that the ionization levels are most sensitive
to the smallest grains. Bai & Goodman (2009) considered the effects
of dust on the ionization levels in the cold regions of protoplanetary
discs, in application to the onset of the MRI due to non-thermal
sources of ionization. They considered chemical networks with two
grain size populations and found that the grain populations behave
independently, as the charge transfer between the grains is negligible.
They further found that the ionization levels are largely controlled
by a quantity fdg/apgr, where the exponent p varies between p = 1
(i.e. the total grain surface area) and p = 2.
3The total number densities of molecular hydrogen and potassium are then
related to the gas density as nH2 = xH/(2 − xH)ρ/μ and nK = 2xK/(2 −
xH)ρ/μ, respectively.
4Note that the fiducial value of the hydrogen ionization rate used by
Desch & Turner (2015) is in fact ζ = 1.4 × 10−22 s−1 (S. Desch, private
communication).
We repeat a similar exercise for the above chemical network, suited
to the hot inner regions of protoplanetary discs. For a set of values of
the exponent p = 1, 1.25, and 1.5, we vary the grain size agr and dust-
to-gas mass ratio fdg while keeping fdg/apgr constant. We calculate the
ionization levels as a function of temperature, and for different sets
of pressure and hydrogen ionization rates, so as to probe different
conditions in different regions of the inner disc. The results are shown
in Fig. 2. The grain surface area (p = 1) controls the equilibrium
ionization levels when the hydrogen ionization dominates, but does
not determine the temperature at which the ionization levels rise due
to thermionic and ion emission. On the other hand, for p = 1.5,
this temperature depends very weakly on the grain size. That is,
regardless of the actual dust grain size, a quantity fdg/a1.5gr regulates
the temperature at which dense interior of the disc becomes ionized.
Therefore, for the chemical network calculations, we use a single
grain size of agr = 10−5 cm, but employ an effective dust-to-gas ratio
fdg, eff that satisfies fdg,effa−pgr =
∫ amax
amin
dn(a)m(a)/ρga−p , where n(a)
is the same grain size distribution used to calculate dust opacities.
Since we find that thermionic and ion emission are more important
than the non-thermal ionization of hydrogen in the inner disc, we use
p = 1.5. From right-hand panel of Fig. 2, it appears that this choice
will lead to a large error in the gas ionization state we derive in
the low-density non-thermally ionized disc regions, due to the large
variation in such regions in the ionization state produced by different
grain sizes . However, in reality the error will be much smaller than
implied by Fig. 2, since the majority of grains are skewed towards
small sizes in a realistic grain size distribution.
2.4.3 Hydrogen ionization rate
In our calculation of the MRI-driven viscosity, we consider molecular
hydrogen ionization rate due to radionuclides, cosmic rays, and
stellar X-rays. The ionization rate of molecular hydrogen due to
short-lived and long-lived radionuclides is
ζR = 7.6 × 10−19 s−1, (23)
which predominantly comes from decay of 26Al (Umebayashi &
Nakano 2009). The ionization rate of molecular hydrogen due to














where ζ CR, ISM = 10−17 s−1 is the interstellar cosmic ray ionization
rate, (z) is the integrated density column from the top of the disc
to the height z above disc mid-plane, and λCR = 96 g cm−2 is the
attenuation length for cosmic rays (Umebayashi & Nakano 1981).
For the ionization rate of molecular hydrogen due to stellar X-rays,











where LX is stellar X-ray luminosity, ζ 1 = 6 × 10−12 s−1, λ1 =
3.4 × 10−3 g cm−2, and c1 = 0.4 characterize absorption of X-rays,
and ζ 2 = 10−15 s−1, λ2 = 1.6 g cm−2, and c2 = 0.65 characterize
the contribution from scattered X-rays. Here we have recalculated
the attenuation lengths given by Bai & Goodman in terms of
column densities of hydrogen nucleus into the surface density lengths
using the hydrogen abundance given above. We adopt the saturated
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Figure 2. Ionization fraction (ne/nH2 ) as a function of temperature. Different colours correspond to different combinations of pressure and hydrogen ionization
rates: P = 102 dyn cm−2 and ζ = 10−19 s−1 (blue), P = 10−2 dyn cm−2 and ζ = 10−19 s−1 (orange), P = 10−2 dyn cm−2 and ζ = 10−11 s−1 (green). Different
linestyles correspond to different grain sizes, agr = 10−5 cm (solid), agr = 10−3 cm (dashed), agr = 10−1 cm (dotted), each with a different dust-to-gas ratio
such that the ratio fdg/a
p
gr remains constant and as evaluated for agr = 10−5 cm, fdg = 0.01. Different panels show the calculations for different values of the
exponent p, as indicated in each panel title. Exponent p = 1 is equivalent to keeping the total grain surface area constant. Adopting exponent p = 1.5 yields
approximately the same threshold temperature at which ionization fraction sharply increases irrespective of grain size agr. See Section 2.4.2.
relationship LX = 10−3.5Lbol (e.g. Wright et al. 2011). For both cosmic
rays and X-rays, we ignore the contribution coming through the
other side of the disc. This is valid since we find that the gas surface
densities are mostly larger than the attenuation lengths of the ionizing
particles and, even at low gas surface densities, this can only increase
the ionization rates by at most a factor of 2.
2.5 Numerical methods
2.5.1 Equilibrium vertical disc structure
At a given orbital radius, magnetic field strength and grazing angle φ,
the disc’s vertical structure is determined as a solution to the boundary
value problem given by equations (1), (7)–(9) and the ideal gas law,
and, where convectively unstable, by equations (1), (7), and (10).
This boundary value problem is solved using the shooting method
(Press et al. 2002). The equations are integrated from the top of the
disc (z = zsurf) to the disc mid-plane (z = 0). The height of the disc
zsurf is then found, such that F(0) = 0. This root-finding problem is
solved using the Ridders’ method, with an exit criterion that |F(0)|
< 10−5F(zsurf).
Equations of the vertical disc structure are integrated on a fixed
vertical grid (i.e. in the z-direction), with points uniform in the
polar angle. Since equation (9) is an algebraic equation, and for
numerical stability, we use a fully implicit integration method. For
the radiative-transfer problem we use a Runge–Kutta method of the
second order, i.e. the trapezoidal method. In the trapezoidal method
the equations (1), (7)–(9) are discretized as a system of non-linear
equations to be solved in every integration step (a system of non-
linear equations in Pn + 1, Fn + 1, Jn + 1, Tn + 1 to be solved by a root-
finding algorithm),
Pn+1 = Pn + h
2
2(−ρnzn − ρn+1zn+1),
Fn+1 = Fn + h
2
(n + n+1),





0 = 4ρn+1κP (Tn+1)(σSBT 4n+1 − πJn+1) − n+1,
where h is the integration step, ρ = ρ(T, P) is given by the ideal gas
law, and  = acc + irr. Here, irr, n = irr, n(Tn, Pn, τ irr, z, n), with the




P (ρn + ρn+1). Furthermore, viscous dissipation is a function of
the MRI-driven viscosity α and thus depends on the local ionization
levels. The latter are a function of the local temperature, pressure, and
the hydrogen ionization rate which depends on the column density
from the top of the disc. Thus, acc, n = acc, n(Tn, Pn, Nn), with the
column density given by Nn+1 = Nn + h2 kB−1(Pn/Tn + Pn+1/Tn+1).
The equation for pressure Pn + 1 can be rearranged into an explicit
form
Pn+1 =
Pn − h2 2ρnzn




Then, the above system of equations is equivalent to a single non-
linear equation in Tn + 1, greatly simplifying the problem. In every
integration step we use the Ridders’ method to solve this equation
for the temperature Tn + 1 (down to a relative precision of 10−7) and
consequently for all other quantities. This includes the MRI-driven
viscosity α, which is thus calculated self-consistently at each step
of integration.5 At every step and in every iteration of the root-
solver opacities are interpolated from pre-calculated tables using
cubic splines, and the ionization levels (e.g. free electron number
density) using tri-linear interpolation.
Additionally, at each integration step we check if the resulting
temperature gradient is unstable to convection, and if so, the
temperature Tn + 1 is obtained analytically using





With Tn + 1 known, all other quantities follow same as above. A disc
column can, in principle, become convectively stable again at some
height above disc mid-plane. To calculate the mean intensity J at
a boundary between a convective and a radiative zone, we use the
energy balance equation (9).
For some model parameters, there can be a range of orbital radii
and values of the magnetic field strength for which there are multiple
solutions for the disc height zsurf (i.e. multiple solutions for the
5This is indeed necessary. An iterative method in which the disc thermal
structure is decoupled from the density structure and the heating terms (e.g.
Dullemond et al. 2002) does not converge to a solution in the case of MRI-
driven viscosity.
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equilibrium vertical disc structure). This happens when a complex
ionization structure leads to strong variations in the viscosity α
as a function of height above disc mid-plane, making the total
produced viscous dissipation a non-monotonous function of zsurf.
When there are multiple solutions, we choose the solution with
smallest zsurf. It is likely that at least some of the additional solutions
are thermally unstable and/or unphysical, as the strong variations
in both the levels of turbulence and the levels of ionization should
be removed by turbulent mixing (see Section 3.2.3). Note that the
multiple solutions in our model, when they exist, correspond to the
same, radially constant input accretion rate. Steady accretion is thus
assured regardless of the choice of the solution.
2.5.2 Magnetic field strength
At a given orbital radius, for a fixed grazing angle, φ, and magnetic
field strength, B, the above procedure yields an equilibrium vertical
disc structure characterized by a vertically averaged viscosity
ᾱ =
∫ zsurf
0 αP dz∫ zsurf
0 P dz
.
As in the vertically isothermal model (Mohanty et al. 2018), for a
sufficiently small and a sufficiently large magnetic field strength B
the MRI is suppressed in the entire disc column and ᾱ = αDZ. There
can be an intermediate range of magnetic fields strengths for which
the MRI is active, and the vertically averaged viscosity ᾱ peaks at
some value of B. At every orbital radius, we choose B such that ᾱ
is maximized. The underlying assumption here is that the magnetic
fields are strengthened by the MRI-driven turbulence. It is assumed
that the initial magnetic field configuration was sufficient to start
the instability. The induced magnetohydrodynamic turbulence then
amplifies the field strength. We assume the equilibrium configuration
is one in which the turbulence is maximized, where the turbulence is
parametrized by ᾱ. Similar arguments were employed by Bai (2011)
and Mohanty et al. (2013).
To maximize ᾱ(B), we use the Brent method with a target absolute
precision of 10−3 in logB. There can be a range of orbital radii
where there are multiple local maxima in ᾱ as a function of B.
This is essentially for the same reasons that cause multiple solutions
in disc height zsurf at a fixed value of B. In general, we choose B
corresponding to the global maximum in ᾱ. However, in some cases,
this is a function of the grazing angle φ at a fixed orbital radius,
and the procedure to determine the grazing angle (described below)
does not converge. There we choose a local maximum with a largest
magnetic field strength.
2.5.3 Grazing angle
At any given orbital radius, the angle between the incident stellar
radiation and the disc surface is determined self-consistently with
the disc structure following D’Alessio et al. (1999). A self-consistent
disc structure is found by iteratively updating the grazing angle and
re-calculating the entire disc structure. We use a logarithmic grid for
orbital radius. First, we calculate φ using equation (6) by assuming
that zirr = 0 and solve for the vertical disc structure and the magnetic
field strength at all radii. We integrate through the obtained disc
structure along lines of sight to the star to calculate τ irr(r, z), which
yields an updated zirr at each radius.
Critically, to calculate the updated value of the grazing angle
φ at each radius, the derivative dlogzirr/dlogr is approximated by
assuming that zirr is a power law, zirr ∝ rb, within a radius bin
centred at the given radius. So, at each radius we fit for the slope b
using zirr at that radius and at a number of radial grid points interior
and exterior to it. Then, the value of the grazing angle is updated and
the vertical disc structure recalculated at all radii.
This procedure is repeated until the grazing angle has converged
at every radius, i.e. until the relative difference in φ between two
consecutive iterations is less than 0.5 per cent at all radii. For the first
radial point, we always assume the flat-disc approximation (zirr = 0)
and do not include it in the fitting routine. In this work, we use a total
of 100 radial points between 0.1 and 1 AU, and a total of 10 radial
points in fits for dlogzirr/dlogr.
3 R ESULTS
Using our self-consistent model, we can now investigate the structure
of the inner regions of a protoplanetary disc that is viscously accreting
with a constant accretion rate.
In Section 3.1, we consider a model in which the vertical
structure of the disc is calculated self-consistently from viscous
heating, heating by stellar irradiation, radiative, and convective
energy transport, and self-consistent radiative properties of dust,
while the disc’s ionization state is calculated by only considering
the thermal (collisional) ionization of potassium, using the Saha
equation.
In Section 3.2, we present results for our full model that includes
additional chemical species, including dust grains, in the chemical
network, as well as non-thermal sources of ionization.
Unless otherwise stated, throughout this paper we assume a solar-
mass star, M∗ = 1 M, with a stellar radius R∗ = 3 R, effective stellar
temperature T∗ = 4400 K, gas accretion rate Ṁ = 10−8 M yr−1,
and viscosity in the MRI-dead zone αDZ = 10−4. Our adopted gas
accretion rate is the median from observations of solar-mass classical
T Tauri stars (e.g. Hartmann et al. 1998; Manara et al. 2016, 2017).
In reality, there is more than an order of magnitude scatter in the
data around this median; we explore the effects of varying Ṁ , as
well as other parameters, in a companion paper, as noted below. The
stellar parameters are from the evolutionary models of Baraffe et al.
(2015), for a solar-mass star at an age of 5 × 105 yr. At later times,
the stellar luminosity decreases, as the star contracts towards the
zero-age main-sequence. Our choice of a relatively young classical
T Tauri star thus maximizes the stellar luminosity, allowing us to
examine the largest possible effect of stellar irradiation on the inner
disc. Lastly, we adopt a standard ISM dust-to-gas ratio of fdg = 10−2,
and a maximum dust grain size of amax = 1 μm.
The above set of parameters represents our fiducial model. In
this work, we investigate in detail the main physical and chemical
processes that shape the structure of the inner disc for this model. In
a companion paper (Jankovic et al., in preparation), we examine how
the inner disc structure changes as a function of the model parameters,
and build a picture of how this structure may affect planet formation.
3.1 Disc thermal structure and the MRI
In this section, we explore how thermal processes shape the inner
disc structure. The ionization state of the disc is set here only by
the thermal ionization and recombination of potassium, which is
assumed to be entirely in the gas phase. Note that there is no other
chemistry in this model: in the absence of grain-related reactions
(grains here only contribute to the opacity), and without non-thermal
sources to ionize H2, gas-phase thermal ionization and recombination
of potassium are the only reaction pathways available.
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Figure 3. Temperature as a function of location in the disc for a viscously heated constant-opacity model (left-hand panel), viscously heated model with
realistic opacities (middle), and a viscously and irradiation-heated model with realistic opacities (right-hand panel). In each panel, the solid line shows the disc
photosphere (τR = 2/3) and the dashed line shows the pressure scale height (P = e−1/2Pmid). The dotted line in the right-hand-side panel shows the surface at
which τ irr = 2/3. Note that the inclusion of heating by stellar irradiation does not strongly affect the disc mid-plane temperature. See Section 3.1.1.
Mohanty et al. (2018) presented a model in which the disc
is vertically isothermal, with a constant opacity (= 10 cm2 g−1).
Throughout this section, we shall compare this simple model with
three models of increasing complexity within our framework: (i)
a model with the same constant opacity (κR = κP = 10 cm2 g−1),
but with the disc vertical structure calculated self-consistently from
viscous heating and cooling by radiation and convection; (ii) a model
with the same heating and cooling processes as (i), but now with
opacities also determined self-consistently; and (iii) similar to (ii),
but now also including heating by stellar irradiation.
To make it easier to interpret the effects of these thermal processes,
we first focus on how the disc’s temperature changes when the
increasingly complex models are used. We then discuss how this
leads to differences in the disc’s ionization state, the locations where
the MRI is active, and the radial surface density and mid-plane
pressure profiles. Finally we provide a short summary of the key
findings at the end of this section.
3.1.1 Thermal structure of the inner disc
Fig. 3 shows the temperature as a function of disc radius and height
above the mid-plane for our three models, increasing in complexity
from the left-hand to right-hand panels.
Noticeably, the temperature profiles deviate from being vertically
isothermal. The dashed lines here show the disc pressure scale height,
and the solid lines show the disc photosphere for outgoing radiation
(i.e. where the Rosseland-mean optical depth is τR = 2/3). In all three
models, the temperature increases towards the mid-plane below the
photosphere, as the disc becomes more and more optically thick to
its own radiation.
The resulting temperature gradient is sufficiently high to make the
disc convectively unstable, as shown in Fig. 4. From the mid-plane
up to a couple of pressure scale heights, energy is thus transported
by convection, and the temperature gradient here is essentially
isentropic. Importantly, the strong temperature gradient that yields
this convective instability is not specific to MRI-driven accretion:
it is a general feature of any active, optically thick disc where the
accretion heat is released near the mid-plane (see also Garaud & Lin
2007). We show this analytically in Section 4.
The model that includes heating by stellar irradiation, shown in the
right-hand panels of Figs 3 and 4, features a temperature inversion in
the disc upper layers. This inversion has been discussed in detail
by D’Alessio et al. (1998), and is a simple consequence of the
fact that the photosphere for the outgoing radiation (solid line) lies
below the photosphere for the incoming stellar radiation (dotted
line), where the latter corresponds to the irradiation surface zirr at
which τ irr = 2/3. Above this surface, the disc upper layers are heated
by stellar irradiation. Below, the disc becomes optically thick to
stellar radiation (i.e. stellar photons do not penetrate here) and the
temperature drops. Going deeper still, below the disc photosphere to
the outgoing radiation, the disc becomes optically thick to its own
radiation and the temperature rises again.
In the irradiated disc, close to the star the disc mid-plane is as hot as
the disc upper layers, and further away the mid-plane is significantly
hotter than the upper layers. It would thus appear that accretion
heating dominates in the inner disc. However, at a given radius, the
total flux of stellar radiation absorbed by a vertical column in the
disc is in fact at least an order of magnitude greater than the total flux
generated by viscous dissipation (Firr  10Facc), throughout the inner
disc (see top panel of Fig. 5). In spite of this, the disc temperature
near the mid-plane is only weakly affected by irradiation. We discuss
this result in Section 4.2.
The ratio Firr/Facc varies non-monotonically, following the grazing
angle φ, shown in the bottom panel of Fig. 5. At the inner edge of
our calculation domain, the first ∼10 points (shown in grey) are
affected by boundary effects. This is a well-known problem in disc
models that account for stellar irradiation using the grazing angle
prescription (Chiang et al. 2001). Importantly, far from the inner
edge, the value of the grazing angle and the disc structure do not
depend on the disc structure at the inner edge.
3.1.2 Ionization levels and non-ideal MHD effects
The ionization structure in our models with a self-consistent vertical
structure is qualitatively different from that in the vertically isother-
mal model of Mohanty et al. (2018). In the latter, the temperature is
constant with height above the mid-plane while the density decreases,
and thus the ionization fraction (ne/nH2 ) increases with height (by
the Saha equation). In our models without stellar irradiation heating,
the temperature declines monotonically with height, and hence the
ionization fraction decreases as well (Fig. 6: middle row, solid
curves). When we include irradiation heating, on the other hand,
the fractional ionization does increase in the uppermost irradiated
layers, due to the rising temperature there (dashed curves).
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Figure 4. Radiative and convective zones (light and dark red, respectively) for a viscously heated constant-opacity model (left-hand panel), viscously heated
model with realistic opacities (middle), and a viscously and irradiation-heated model with realistic opacities (right-hand panel). In each panel, the dashed line
shows the pressure scale height (P = e−1/2Pmid). In all three models, the disc is convectively unstable within few scale heights. See Section 3.1.1.
Figure 5. Top: Ratio of the total irradiation heating to the total viscous
dissipation (Firr/Facc) as a function of radius. The total (vertically integrated)
absorbed stellar flux Firr is at least an order of magnitude larger than the total
viscous dissipation Facc at any given radius. Bottom: Grazing angle of stellar
irradiation (φ) as a function of radius. Note that the Firr/Facc curve follows the
trend in φ. In both panels, the grey portion of the curve indicates the region
affected by the inner boundary condition on φ. See Section 3.1.1.
As a consequence of the above, both ambipolar and Ohmic
resistivities increase with height in our non-irradiated discs. In other
words, in these models, both ambipolar and Ohmic diffusion quench
the MRI from above. In the irradiated disc, the Ohmic resistivity
falls in the uppermost layers; however, ambipolar diffusion still
increases in these layers, again stifling the MRI there. Consequently,
the vertical extent of the MRI-active region (i.e. where the local α
> αDZ) at any given radius in our irradiated disc model is nearly
identical to that in the non-irradiated discs (Fig. 6, top row).
3.1.3 MRI-active and dead zones
The differences in the ionization structure of our vertically self-
consistent models and the vertically isothermal model lead to
differences in where the MRI is active in the disc. A plot of
the viscosity parameter α as a function of disc radius and height
above mid-plane, Fig. 7, shows that the MRI-active zone (i.e.
where α > αDZ) is confined to the vicinity of the mid-plane
in our models. The same was found by Terquem (2008), who
considered a similar vertically self-consistent disc model, for a
simple viscosity prescription in which the MRI is activated above
a fixed critical temperature. This is qualitatively different from
the vertically isothermal case, where the MRI-active zone occurs
around the mid-plane in the innermost region, but rises into the
upper layers at larger radii (see Mohanty et al. 2018). The latter
configuration, where the active zone is sandwiched between a dead
zone around the mid-plane below and an ambipolar-dead zone
above, emerges as a consequence of the ionization increasing with
height above the disc mid-plane in the isothermal case, as discussed
above. Moreover, comparing our non-irradiated discs (first two
panels of Fig. 7) with the irradiated one (last panel), we see that
heating by stellar irradiation makes little difference to the extent
of the MRI-active zone, since it only weakly affects the mid-plane
temperature, and the hot uppermost layers are dead due to ambipolar
diffusion.
Finally, in Fig. 8 we compare radial profiles of the vertically
averaged viscosity parameter ᾱ and the MRI-generated magnetic
field strength B from the four models (the vertically isothermal and
constant opacity disc of Mohanty et al. 2018, plus our three non-
isothermal discs).
In line with theoretical expectations and the results of Mohanty
et al. (2018), the vertically averaged viscosity parameter ᾱ decreases
as a function of orbital radius. At some distance from the star the
MRI is completely quenched and the average viscosity parameter
reaches the minimum value, ᾱ = αDZ. Interestingly, the ᾱ radial
profile is both qualitatively and quantitatively similar in all four
models. However, the radial profile of the magnetic field strength
B reveals qualitative differences. In the vertically isothermal model,
B(r) features a sharp drop at ∼ 0.35 AU, which corresponds to the
appearance of a dead zone in the disc mid-plane, as described
above. From that point, until the MRI is completely smothered at
∼ 0.7 AU, the MRI is active in a thin layer high above the mid-
plane, between a dead zone below and an ambipolar-dead zone
above (see Mohanty et al. 2018). In the self-consistent models,
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Figure 6. Local viscous parameter α (top), ionization fraction ne/nH2 (middle), and magnetic resistivities (bottom) at three different disc radii (as indicated in
the panel titles), in two different models: one with realistic opacities but no irradiation (solid lines), and one that also includes irradiation (dashed lines). Despite
the high ionization fraction in the irradiation-heated disc upper layers, ηA is still very high in these layers, i.e. ambipolar diffusion quenches the MRI there. See
Section 3.1.2.
Figure 7. Local viscous parameter α as a function of location in the disc for a viscously heated constant-opacity model (left-hand panel), viscously heated
model with realistic opacities (middle), and a viscously and irradiation-heated model with realistic opacities (right-hand panel). In each panel the solid line
shows the disc photosphere (τR = 2/3) and the dashed line shows the pressure scale height (P = e−1/2Pmid). The dotted line in the right-hand-side panel shows
the surface at which τ irr = 2/3. Note that the heating by stellar irradiation has a very weak effect on the extent of the MRI-active region. See Section 3.1.3.
however, this configuration does not appear: the magnetic field
strength remains strong until the MRI is completely quenched, and
the MRI-active zone in the inner disc is always restricted to the
mid-plane regions.
3.1.4 Surface density and pressure maximum
All four steady-state models discussed above feature a maximum in
both the local gas pressure and the surface density (Fig. 9), at the
radial location where the vertically averaged viscosity parameter ᾱ
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Figure 8. Vertically averaged viscosity parameter (ᾱ) and the MRI-generated
magnetic field strength (B) as functions of radius, in a vertically isothermal
model as well as in self-consistent models of varying complexity (viscously
heated constant-opacity model, viscously heated model with realistic opac-
ities, and viscously and irradiation-heated model with realistic opacities),
as indicated in plot legend. The vertically averaged viscosity parameter
profile is similar in all four models, but the magnetic field strength profile is
qualitatively different in the vertically isothermal model (in which the field
strength decreases as a function of radius outwards from ∼ 0.4 AU). See
Section 3.1.3.
falls to its minimum value (see Fig. 8). Inwards of this location,
the MRI-driven accretion efficiency (i.e. ᾱ) increases; for a radially
constant (i.e. steady-state) gas accretion rate, this leads to a decrease
in both the surface density and the mid-plane pressure. Since the
radial profile of ᾱ is similar in the four models, their surface density
and mid-plane pressure profiles are similar too. Within our three
self-consistent models, the addition of heating by stellar irradiation
moves the pressure maximum outwards by ∼0.1 AU (compare the
dashed and solid black lines in Fig. 9, bottom panel). At the same
time, relative to the result of Mohanty et al. (2018) for an isothermal
and constant opacity disc (grey solid line), the pressure maximum
in our most complex model in this section (non-isothermal, with
realistic opacities and irradiation heating; black solid line) has moved
∼0.1 AU inwards.
3.1.5 Summary
In this section, we have considered how the details of the disc thermal
structure model affect the disc’s ionization state and where in the
disc the MRI is active. We have also examined the importance of the
various physical effects on the location of the MRI-induced pressure
maximum in the inner disc.
Figure 9. Surface density (top) and mid-plane pressure (bottom) as functions
of radius in a vertically isothermal and self-consistent models of varying
complexity (same as in Fig. 8). In each model the density and the mid-plane
pressure maximum correspond to the point at which the viscous ᾱ reaches a
minimum value. See Section 3.1.3.
Our results show that when the disc vertical structure and the
MRI-driven viscosity are considered self-consistently, the MRI is
active around the disc mid-plane. In previous work using a simplified
vertically isothermal model, a different configuration arises in the
vicinity of the pressure maximum, where the MRI is active in a layer
above (and below) the dead mid-plane. Though both approaches
yield a similar location for the pressure maximum for our fiducial
parameters, the difference in the physical behaviour of the disc
cautions against the use of the simplified model.
Furthermore, for the fiducial parameters considered here, we
find that the mid-plane temperature is primarily determined by
viscous dissipation, and not stellar irradiation. As a result, the
location of the pressure maximum, where the mid-plane temperature
and the ionization levels fall below a critical value, is negligibly
affected by stellar irradiation. Finally, we find that the inner disc is
convectively unstable, even if the disc opacity is constant. Hence,
even though the location of the pressure maximum is similar to
that in previous work, the disc’s structure is qualitatively dif-
ferent. These findings are further discussed in sections 4.2 and
4.3.
3.2 Disc chemical structure and the MRI
In this section, we build upon our models from the previous section.
We first explore the effects of dust on the disc’s ionization state and
on the MRI. We then construct our complete model of the inner disc
by also considering non-thermal sources of ionization.
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3.2.1 Effects of dust
Here we consider two models. The first is our most complex model
from the previous section, which incorporates a self-consistent
vertical structure and realistic opacities, and includes stellar irra-
diation, but accounts for only gas-phase thermal ionization and
recombination of potassium (solid lines in Figs 10 and 11). The
second is a model including all these processes, as well as dust
effects on the ionization (dashed lines in Figs 10 and 11); the latter
effects include adsorption of neutral atoms and free charges on to
dust grains, recombinations on the grain surfaces, and thermionic
and ion emission from the grains.
Fig. 10 depicts the radial profiles of the vertically averaged
viscosity ᾱ, magnetic field strength, mid-plane temperature, and the
mid-plane fractional ionization (ne/nH2 ) for the two models. We
see that the radial profile of ᾱ, and the radial extent of the MRI-
active zone (i.e. where ᾱ > αDZ), are similar in the two models.
Consequently, their surface density and mid-plane pressure profiles,
plotted in Fig. 11, are also similar. Interestingly, Fig. 10 also shows
that when the influence of dust on the ionization is included, both
ᾱ and the ionization fraction are somewhat higher at a given radius
within the active region, while the mid-plane temperature is lower.
We discuss these effects further in Section 4.1.
Fig. 12 illustrates the vertical structure of the model with dust
at three different disc radii. The top row shows the local viscosity
parameter α, the middle row shows the number densities of free
electrons and ions, and the bottom row shows the various contri-
butions to the free electron production rate per unit volume. As in
the thermally ionized disc (Fig. 6), the MRI is active in the hot
disc mid-plane. The ionization levels decrease with height above the
mid-plane as the temperature decreases, and increase again in the
disc atmosphere heated by stellar irradiation. In the hot upper layers
ambipolar diffusion quenches the MRI.
The plots of free electron and ion production rates show that
thermionic and ion emission are the dominant ionization sources.
Thus, Fig. 10 is misleading in the sense that, while the differences
in the global structure are very small when dust effects are added,
it is not because dust effects are minor. Clearly, dust dominates the
chemistry in the inner disc. Rather, for the parameters assumed here,
the ionization levels as a function of temperature and density, when
dust is included, are similar to the levels obtained from gas-phase
thermal ionization only, due to the similarity between the ionization
potential of potassium and the grain work function.
3.2.2 Non-thermal sources of ionization
In this section, we present our full model of the inner disc which,
in addition to the above dust effects, also includes non-thermal
sources of ionization: stellar X-rays, cosmic rays, and radionuclides
all ionize H2, ultimately producing metallic ions and free electrons.
The resulting radial profiles of ᾱ, magnetic field strength, mid-plane
temperature, density, and ionization levels are shown in Fig. 10 as
dotted lines. The radial profile of ᾱ seems to overlap with the model
with only dust effects (dashed line). However, in the region where
the MRI is dead in the dust-only model, ᾱ is slightly higher than
αDZ in the new model including H2 ionization. The magnetic field
strength also does not drop to zero in this model, further revealing
that the MRI remains active here.
Fig. 13 shows the vertical structure of this disc at three different
radii. It reveals that, at large radii where the MRI was quenched
in previous models, the MRI now remains active at large heights
(see also Fig. 14). The situation is reminiscent of the appearance of
Figure 10. Vertically averaged viscous parameter (ᾱ), MRI-generated mag-
netic field strength (B), mid-plane temperature, and the mid-plane free
electron fraction (ne/nH2 ) as functions of radius, for a model with thermal
ionization only, a model with thermal ionization and dust effects, and a model
which also includes realistic non-thermal sources of ionization of H2 (ζ =
ζR + ζCR + ζX). The disc structure is quantitatively similar in all three
models; however, the main sources of ionization in the models with dust are
thermionic and ion emission. See Section 3.2.1.










niversity of Technology user on 24 June 2021
MRI-active inner disc 293
Figure 11. Surface density (top) and mid-plane pressure (bottom) as func-
tions of radius for a model with thermal ionization only, a model with thermal
ionization and dust effects, and a model which also includes realistic non-
thermal sources of ionization of H2 (ζ = ζ R + ζCR + ζ X). The disc structure
is similar in all three. See Section 3.2.1.
an MRI-active layer near the disc surface in the thermally ionized,
vertically isothermal model of Mohanty et al. (2018), but the physical
reason is very different: in the latter model, it is due to the isothermal
assumption, which leads to increasing fractional ionization with
height; in our present non-isothermal model, it is due to additional,
non-thermal sources of ionization (mainly X-rays; see below) which
elevate the fractional ionization near the disc surface.
The plot of ionization levels in Fig. 13 shows that the fractional
abundances of free electrons and metal ions increase strongly towards
the disc surface, where non-thermal ionization dominates. As a result,
potassium ions are depleted in the upper layers via recombination
with the abundant electrons. Furthermore, the values of the metal ion
abundance near the surface are themselves noteworthy: they greatly
exceed the solar abundance of Mg, and even of C and O. The reason is
as follows. In our chemical network, the ionization of an H2 molecule
by a non-thermal source effectively produces a free electron and
a metal ion, the latter through (implicitly included) rapid charge
exchange between a metal atom and the H2 ion. This is valid as
long as the number of H2 ions remains lower than the total number
of metal atoms; in this case, the precise total abundance of metals
is unimportant, and is not accounted for in our calculations. When
the H2 ion abundance exceeds that of metal atoms, however, our
network fails: it yields a spuriously high metal ion abundance, when
in reality H2 ions dominate (since there are no remaining metal
atoms to transfer their charge to). Additionally, when the H2 ion
abundance becomes very high (e.g. when nH+2 /nH2 exceeds ∼10−3),
our assumption that H2 is effectively a neutral species due to charge
transfer also breaks down.
Clearly, above this level our chemical model is not applicable, as
the ionized hydrogen would become an important species and our
assumption of a constant hydrogen number density would be invalid.
Nevertheless, this is above the MRI active zone at all orbital radii
(see the black solid line in Fig. 14, and also the blue solid line in
Fig. 13), and is thus not germane to our conclusions.
Fig. 15 compares the contributions from stellar X-rays and cosmic
rays to the hydrogen ionization rate. As expected, the un-attenuated
ionization rate due to X-rays is higher at the disc surface, but cosmic
rays can penetrate deeper in the disc. Nevertheless, the MRI-active
region in the upper disc layers is mostly ionized by X-rays, in
agreement with previous work (e.g. Glassgold et al. 1997; Ercolano &
Glassgold 2013).
Finally, note that in this outer region, where the MRI is active
in the upper disc, the gas accretes primarily through the dead zone
(driven by the dead-zone viscosity αDZ), since the density at the
dead disc mid-plane is much higher than in the X-ray-ionized MRI-
active layer. This is why the vertically averaged viscosity parameter
is close to the dead-zone value, ᾱ ∼ αDZ, outwards from the pressure
maximum.
3.2.3 Multiple solutions for the vertical disc structure
In the results presented so far, for our fiducial choice of disc and dust
parameters, solutions for the vertical disc structure (i.e. solutions
in disc height zsurf) appear to be unique. In general, there is also a
single peak in the vertically averaged viscosity ᾱ as a function of
magnetic field strength B (which determines our choice for B; see
Section 2.5.2). The exception is the vicinity of the orbital radius
at which the MRI is quenched at the disc mid-plane (see Fig. 14).
There, ᾱ(B) has two peaks, one corresponding to the solution where
the MRI is active at disc mid-plane, and the other to the solution
where the MRI is active in the upper disc layers, mostly ionized by
stellar X-rays. As discussed in Section 2.5, we choose B such that ᾱ
is maximized in this case as well.
Note that there could be, in principle, an MRI-active layer
high up in the disc at shorter orbital radii as well, in addition
to the active layer at mid-plane. Here, this does not appear due
to our assumption that the magnetic field strength B is vertically
constant. At the high B necessary to drive efficient accretion at
mid-plane, the MRI is quenched in the low-density disc atmo-
sphere due to ambipolar diffusion (since the ambipolar criterion
for active MRI also encapsulates the requirement that the mag-
netic pressure should be less than the thermal pressure). There-
fore, it is only when the temperature drops and high-temperature
ionization effects (thermal ionization of potassium, thermionic,
and ion emission from grains) can no longer drive the accretion
efficiently in the mid-plane that our model features the active
layer (generated by X-ray ionization) high above the disc mid-
plane.
For a different choice of parameters, e.g. if the maximum dust
grain size is amax = 100 μm, there may exist an additional range
of orbital radii where there are multiple peaks in ᾱ(B) and also
multiple solutions for the disc vertical structure (for zsurf) at a fixed
value of the magnetic field strength B. Similarly to the case above,
this issue arises due to the competing effects of high-temperature
sources of ionization and X-rays. As these sources of free electrons
have different dependencies on the disc structure (density, temper-
ature, column density), their combination leads to non-monotonous
variations in the electron number density as a function of height
above the disc’s mid-plane. Since the viscous dissipation due to the
MRI is sensitive to the ionization fraction, the total dissipation can
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Figure 12. Local viscous parameter α (top), fractional abundance of charged species n/nH2 (middle) and ionization rates (bottom; thermionic Rtherm, ion
emission RK,evapf+, thermal k2nH2 nK0 ) at three different radii (as indicated in panel titles) for the model with thermal ionization and dust effects. Thermionic
emission is the primary source of free electrons in the MRI-active regions. See Section 3.2.1.
be a non-monotonous function of zsurf. Since the solution for the
vertical disc structure is determined by an equilibrium between an
input and an output total heat, this can lead to multiple solutions in
zsurf.
To illustrate this issue, we show in Fig. 16 an example of three
thermally stable solutions for the vertical disc structure at a fixed
value of magnetic field strength B that appears in our model for a
maximum grain size amax = 100μm (we ignore thermally unstable
solutions). Note that the dependence of the overall disc structure
and the location of the pressure maximum on the dust grain size
is presented and thoroughly discussed in our companion paper
(Jankovic et al., in preparation). Here we only discuss how we
deal with the multiple solutions. Fig. 16 shows the viscosity α as
a function of height in the top panel and the ratio ne/nH2 in the
bottom.
Evidently, small variations in the free electron number density
correspond to large variations in the viscosity α, all at heights
below one disc pressure scale height (indicated by grey lines).
This implies that the difference between these solutions is likely
unphysical for two reasons. First, the viscosity α is in reality driven
by turbulence, and turbulent motions should not abruptly change
over length scales much smaller than a single pressure scale height.
Secondly, chemical species can also be expected to be spatially
mixed by turbulence, and so such vertical variations in the ionization
fraction as we obtain here might be smoothed over in reality. Since
resolving these issues is beyond the scope of our models, we simply
always choose a solution with minimum zsurf, which also appears
to always correspond to a maximum ᾱ at the given magnetic field
strength.
3.2.4 Summary
As previously suggested by Desch & Turner (2015), the inner
disc is primarily ionized through thermionic and potassium ion
emission from dust grains. These processes counteract adsorp-
tion of free charges on to dust grains at the high temperatures
present in the inner disc. We show that, for our fiducial pa-
rameters, the introduction of dust effects on disc ionization has
very little effect on the location of the pressure maximum. This
is because thermionic and ion emission become efficient above
roughly the same threshold temperature as thermal ionization of
potassium. Additionally, we show that non-thermal sources of
ionization are unimportant for the fiducial parameters considered
here. Thus, similar to our results in Section 3.1, while the inclu-
sion of new physics in our model has not fundamentally changed
the position of the pressure maximum, the physics setting its
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Figure 13. Local viscous parameter α (top), ionization fraction (middle; electrons: ne/nH2 , potassium ions: nK+/nH2 , metal ions: ni/nH2 ) and ionization rates
(bottom; thermionic Rtherm, ion emission RK,evapf+, thermal k2nH2 nK0 and non-thermal ζnH2 ) at three different radii (as indicated in panel titles) for the model
with all sources of thermal and non-thermal ionization. Non-thermal ionization produces an MRI-active region high above disc mid-plane at larger radii (see
the top right-hand panel). The blue line in the right-hand panel on the second row indicates the upper boundary of this MRI-active region at the given radius,
and the ionization fraction at which it occurs. Note that the metal ion fraction becomes unrealistically large only to the right of the blue line, i.e. only above the
high-altitude MRI-active layer. See Section 3.2.2.
position is very different from that described in Mohanty et al.
(2018).
4 D ISCUSSION
4.1 Effects of dust
A key feature of the inner disc is that the MRI drives high viscosity
in the innermost regions, close to the star, but becomes largely
suppressed at larger orbital distances (in the so-called dead zone).
This leads to the formation of a local gas pressure maximum that
may play a key role in planet formation at short orbital distances
(Chatterjee & Tan 2014). This decrease in viscosity is expected
to arise because the innermost regions are hot enough (>1000 K)
to thermally ionize potassium (coupling the gas to the magnetic
field), but further out temperature and ionization levels decrease
substantially (Gammie 1996). In a previous study, we showed that in a
thermally ionized disc coupled self-consistently to an MRI viscosity,
the inner edge of the dead zone lies at a few tenths of an AU (Mohanty
et al. 2018).
One of the key differences between this work and that of Mohanty
et al. (2018) is that here we also take into account the effects of dust on
the disc’s ionization state. Small dust grains present in the disc sweep
up free electrons and ions from the gas, and these recombine quickly
on the grain surfaces. In the bulk of the protoplanetary disc dust
grains therefore efficiently lower the ionization fraction, decoupling
the magnetic field from the gas and suppressing the MRI (Sano et al.
2000; Ilgner & Nelson 2006; Wardle 2007; Salmeron & Wardle 2008;
Bai & Goodman 2009; Mohanty et al. 2013). However, in the inner
regions of protoplanetary discs dust grains also act to increase the
ionization levels, as at high temperatures they can also emit electrons
and ions into the gas (Desch & Turner 2015). The balance between
thermal ionization and these processes then determines how well
ionized the inner disc is, and thus the extent of the high-viscosity
region and the location of the dead zone inner edge.
The top panel of Fig. 10 shows that addition of dust only weakly
affects the vertically averaged viscosity ᾱ in the inner disc. At a
given orbital radius, ᾱ is even slightly higher than in the model with
no dust, implying that thermionic and ion emission are important
sources of ionization. In fact, as Desch & Turner (2015) showed,
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Figure 14. Local viscous parameter α as a function of location in the disc
for the model with all sources of thermal and non-thermal ionization. In
the innermost disc, thermionic and ion emission ionize the dense regions
around the disc mid-plane, producing the high MRI-driven α there. At larger
radii, the MRI is active in a low-density layer high above the disc mid-plane,
dominated by non-thermal sources of ionization. The solid black line indicates
the surface in the disc above which the ionization fraction ne/nH2 > 10
−4,
i.e. above which the assumptions of our simple chemical network break; this
surface is above the MRI-active region at all radii. See Section 3.2.2.
thermionic and ion emission can become the main source of free
electrons at high temperatures. For our disc model this can be seen
in the bottom panel of Fig. 13, which shows that at the hot disc mid-
plane thermionic and ion emission dominate over other sources of
ionization. Clearly then, for the chosen parameters, the adsorption of
charges on to grains is more than offset by the expulsion of charges
from hot grain surfaces.
Similarity in the resulting disc structure in the models with and
without dust grains can be explained by the similar dependence
on temperature that thermal and thermionic/ion emission have (and
which can also be deduced from the bottom panel of Fig. 13). As
discussed by Desch & Turner (2015), thermal ionization of potassium
becomes efficient at temperatures above ∼1000 K in accordance
with its ionization potential IP = 4.34 eV. The temperature at which
thermionic and ion emission become important is determined by
the work function W of the material out of which dust grains
are made, and for silicates W ∼ 5 eV. This alone would imply
that thermionic emission becomes efficient at temperatures closer
to 2000 K. However, above ∼1000 K potassium-bearing minerals
start evaporating from grain surfaces (Lodders 2003), and a frac-
tion of potassium atoms leaves the grain surface as ions (since
Figure 16. Degeneracy in the vertical disc structure at a fixed magnetic field
strength in a model where the maximum dust grain size is amax = 100 μm:
local viscous parameter α as a function of height (top), and the fractional
electron number density (ne/nH2 ; bottom) as functions of height in three
different equilibrium solutions. The different solutions arise from vertical
variations in the viscous α; the length scales of these variations are much
smaller than the disc pressure scale height (shown for each solution by the
vertical grey lines). The solutions shown here are at a radius of 0.22 AU, for
field strength log Bz = 0.226 and grazing angle φ = 0.06. The vertically
averaged viscous ᾱ for the solid, dashed, and dotted lines are, respectively,
2 × 10−2, 1.78 × 10−2, and 1.28 × 10−2. See Section 3.2.3.
W ∼ IP; see equation 21). Dust grains then become negatively
charged, which reduces the effective potential that electrons need
to overcome for thermionic emission (the effective work function
Weff).
The above results could change significantly as dust grains grow
or as they accumulate in the inner disc (as needed for the formation
of solid planet cores). Dust adsorption of free charges, for example,
becomes much less efficient for larger grains, since the total grain
Figure 15. Ionization rates of molecular hydrogen due to stellar X-rays (ζX), cosmic rays (ζCR), and radionuclides (ζR) for the model with all sources of
thermal and non-thermal ionization. Stellar X-rays are the dominant source of ionization in the disc upper layers. See Section 3.2.2.
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surface area decreases (Sano et al. 2000; Ilgner & Nelson 2006).
We investigate how dust growth and varying dust-to-gas ratio affect
the inner disc structure in our companion paper (Jankovic et al., in
preparation).
4.2 Effect of stellar irradiation
We find that the absorbed flux of stellar irradiation is many times
higher than the heat flux generated by accretion at any given
radius, yet irradiation has a very small effect on the disc mid-plane
temperature. Consequently, the ionization levels and the MRI-driven
viscosity are similar in the models with and without stellar irradiation.
Why does the irradiation have such a marginal effect?
Essentially, it is because the stellar irradiation heats the disc’s
optically thin regions, from which heat escapes easily. Accretion
heat is generated deep in the disc, where the optical depth is
much higher. In the absence of stellar irradiation, the mid-plane
temperature in the optically thick disc is σSBT 4mid ∼ Faccτmid (Hubeny
1990, though in our work the mid-plane temperature is somewhat
lower due to convection). If on top of a viscously heated layer of
optical thickness τmid  1 there is an irradiation-heated layer of
optical thickness τ upper, it follows from equations (8) and (9) that
σSBT
4
mid ∼ Faccτmid + Firrτupper (again, neglecting convection). Here
τ upper is the optical depth of the disc to its own radiation down
to a height at which the disc becomes optically thick to stellar
irradiation. Then, if τmid is sufficiently larger than τ upper, the mid-
plane temperature is determined by viscous dissipation.
Our results are consistent with those of D’Alessio et al. (1998),
who also found that models with and without stellar irradiation
yield roughly the same mid-plane temperatures in the optically
thick inner disc. Similarly, Flock et al. (2019) considered 2D static
radiation-hydrodynamics models of the inner disc heated by stellar
irradiation only, but found that the mid-plane temperature (and
the orbital radius of the dead zone inner edge) would increase
appreciably if accretion heat were included, on the condition
that the accretion heat is released near the optically thick mid-
plane.
Note, additionally, that we have not considered the details of the
inner disc edge or the dust sublimation line. If the inner rim of the
disc is puffed-up, it would throw a shadow over a portion of the inner
disc (Dullemond, Dominik & Natta 2001; Natta et al. 2001), further
reducing the importance of stellar irradiation.
4.3 Convective instability in the inner disc
In Section 3.1, we showed that a large region of the inner disc is
convectively unstable. We find this to be the case even when the
opacities are constant, i.e. a superlinear growth of the opacity with
temperature (Lin & Papaloizou 1980) is not needed. Here, the high
temperature gradient is established because the heat is deposited deep
within the optically thick disc. In the presented models most of the
viscous dissipation happens near the mid-plane, where the MRI is
active, but the same is also true for a vertically constant viscosity
α. This result can also be confirmed analytically. We consider
a simplified problem of radiative transfer in the optically thick
limit, where the temperature is given by σT 4 = 34 τF (zsurf ) (Hubeny
1990). Assuming a constant disc opacity, the equation of hydrostatic
equilibrium can be re-written as dPdτ = 
2z
κR
. The temperature gradient






The appropriate upper boundary condition for this problem is the disc
photosphere (τ = 2/3), where the gas pressure is given by Psurf =
2zsurfτ surf/κR (assuming that the disc is vertically isothermal above
the photosphere; Papaloizou & Terquem 1999). At the photosphere,
given the chosen boundary condition, we have ∇ = 1/4. Near the
mid-plane the optical depth is τMID = 12 κR, and we may estimate
the mid-plane pressure as






where the disc’s scale height H is related to the mid-plane temperature
through hydrostatic equilibrium. Substituting τMID and PMID into the






implying that such a disc should become convectively unstable a bit
below one scale height. However, we can further estimate the gradient
∇ near one scale height, by assuming that there PH ∼ PMIDe−1/2 ∼
0.6PMID, and τH ∼ 0.3τMID, as follows from vertically isothermal,






showing that the disc should become convectively unstable above
one scale height.
Furthermore, in the convectively unstable regions we use a simple
approximation that convection is efficient and the temperature
gradient is isentropic. More detailed calculations would yield an
answer in which the temperature gradient lies between the isentropic
one and the gradient given by the radiative transport. As it turns
out, the result would not differ much from what is obtained here.
In the optically thick limit considered above, the difference in the
temperature profile when the entire flux is transported by radiation
and when the entire flux is transported by convection is a very weak
function of optical depth, and remains small for rather large optical
depths (Cassen 1993).
Limiting the temperature gradient is the only role of convection
in our simple viscous model. In real discs, convection might interact
with the MHD turbulence induced by the MRI. For example, in
simulations of ideal MHD, Bodo et al. (2013) and Hirose et al.
(2014) find that convection can increase the angular momentum
transport driven by the MRI by increasing the magnetic field
strength, although it appears that this is only the case when
convection is particularly strong (Hirose 2015). Concurrently, it
is found that the relationship between the induced stress and the
magnetic field strength are not modified. The consequences for
the non-ideal MHD regime, relevant in protoplanetary discs, are
not clear. In our solutions the value of the vertically averaged
MRI-driven viscosity would decrease with both a decrease and an
increase in the magnetic field strength due to non-ideal effects,
as discussed in Section 2.5.2. Convection itself is not expected to
drive the angular momentum transport at a level comparable to
the MRI (e.g. Lesur & Ogilvie 2010; Held & Latter 2018), and
in any case it is not self-sustainable, i.e. it requires an additional
source of heat near disc mid-plane to establish the high temperature
gradient.
4.4 Energy transport by turbulent elements
In our model, we have not considered the possibility that the
turbulent elements driving the angular momentum transport may
also transport energy (Ruediger, Elstner & Tschaepe 1988). Such
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Figure 17. Ratio of the shortest recombination time-scale (tchem) to the
dynamical time-scale (tdyn) as a function of the location in the disc. The solid
line indicates where tchem/tdyn = 1. Everywhere below this line the chemical
equilibrium time-scale is shorter than the dynamical time-scale, justifying
our assumption of the strong-coupling regime. See Section 4.5.
turbulent energy transport flux would be analogous to convection,
transporting energy down the entropy gradient, the difference being
that turbulent elements may persist at sub-adiabatic temperature
gradients (as they are driven by other instabilities) in which case
they transport energy from cooler to hotter regions (Balbus 2000).
We do not expect including this mode of energy transport in our
calculations to appreciably change any of our results. D’Alessio
et al. (1998) found that turbulent energy transport accounts for
less than 20 per cent of the total energy flux at any given orbital
radius. In our work, the convectively stable upper layers of the disc
are MRI-dead, and thus the thermal diffusivity due to turbulence
is likely very low. In the regions of the disc where the radiative
flux alone would yield super-adiabatic temperature gradient, we
already assume that convection efficiently establishes the adiabat.
The proportion of turbulent energy flux could be higher than the
convective energy flux in such regions, but the temperature would
not change significantly. Hence, we have not included this effect in
our analysis.
4.5 Ambipolar diffusion in the strong-coupling regime
The criterion for ambipolar diffusion to quench the MRI that
we employ is valid in the strong-coupling regime (Bai & Stone
2011). Strong coupling requires that ionization equilibrium be
achieved on a time-scale tchem shorter than the dynamical time-
scale tdyn = 2π /. Previously, Mohanty et al. (2018) reported
that this condition is not fulfilled in most of the inner disc, as
slow radiative recombinations make the chemical equilibrium time-
scale long. However, even in the absence of dust, three-body
recombination (recombinations through collisions with the abundant
molecular hydrogen) are much faster than radiative recombina-
tions, and adsorption on to grains is even faster (Desch & Turner
2015).
Since we solve directly for the equilibrium ionization state, we do
not have access to the time-scale tchem. However, we can estimate it as
tchem = ne/R, whereR is the fastest of the above three recombination
rates (in general, but not always, that is adsorption on to dust
grains). Fig. 17 shows, for our fully self-consistent model with our
full chemical network, that tchem/tdyn < 1 everywhere except in the
uppermost, lowest-density layers of the disc. We thus conclude that
our use of the ambipolar diffusion criterion in the strong-coupling
regime is justified.
5 C O N C L U S I O N S
We present a steady-state model of the inner protoplanetary disc
which accretes viscously, primarily due to the MRI. In this model,
the disc is heated by viscous dissipation and stellar irradiation, and
cools radiatively and convectively. The disc is ionized by thermal
ionization, thermionic and ion emission from dust grains and by
stellar X-rays, cosmic rays and radionuclides, and we also account for
adsorption of charges on to dust grains. The disc’s structure (density,
temperature), viscosity due to the MRI, opacity, and ionization state
are calculated self-consistently everywhere in the disc (both as a
function of radius and height). To the best of our knowledge, this
is the first model that self-consistently couples all these processes
to describe the structure of the inner regions of a steadily accreting
protoplanetary disc.
We investigate how these various processes affect the structure of
the inner disc and the extent to which the MRI can drive efficient
accretion, i.e. the locations of the inner edge of the dead zone and the
gas pressure maximum. For the fiducial parameters considered in this
work (stellar parameters: M∗ = 1 M, R∗ = 3 R, T∗ = 4400 K, X-
ray luminosity LX = 10−3.5Lbol; disc parameters: gas accretion rate
Ṁ = 10−8 M yr−1, viscosity in the MRI-dead zone αDZ = 10−4;
dust parameters: dust-to-gas mass ratio fdg = 10−2, maximum grain
size amax = 1 μm), we find that:
(i) Inwards of the pressure maximum, the MRI is active only
around the disc mid-plane. This differs from the predictions of
vertically isothermal models, and is possibly important for the
evolution of dust grains in the inner disc.
(ii) Since the inner disc is optically thick, stellar irradiation only
weakly influences the mid-plane temperature, and thus also only
weakly affects the location of the dead zone inner edge.
(iii) Most of the inner disc is convectively unstable, which we
show is a property of any optically thick disc in which viscous
heating occurs near the mid-plane. This motivates further work into
a coupled MRI-convective instability in the limit of non-ideal MHD.
(iv) As suggested by Desch & Turner (2015), dust controls the
ionization state of the inner disc, and thus the onset of the MRI.
Thermal ionization plays a secondary role, as thermionic and ion
emission from dust grains ionize the hot dense regions.
(v) High above disc mid-plane stellar X-rays produce an MRI-
active layer. However, the X-rays barely change the overall viscosity
at short orbital distances, or the location of the pressure maximum.
(vi) The pressure maximum resides at ∼0.7 AU for our fiducial
parameters, roughly the same location as in our previous work
(Mohanty et al. 2018). This is a consequence of the high optical depth
in the inner disc, and the similarity between the ionization potential
of potassium and the work function of the dust grains, rather than
physics setting the pressure maximum location being similar.
These conclusions are drawn for a disc with a fiducial dust-to-gas
ratio of 10−2 and small dust grains (amax = 1μm), which may be
expected in the early stages of dust evolution in the disc. How these
results depend on the model parameters, including dust grain size
and dust-to-gas ratio, is explored in a companion paper (Jankovic
et al., in preparation), where we also use our new inner disc model to
speculate on possible formation pathways for close-in super-Earths.
Finally, it is important to note that our model is based on a simplifying
assumption that the inner disc is at steady-state. Only time-dependent
simulations will show whether steady-state is indeed achieved and,
if it is, whether this steady-state is stable.
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D’Alessio P., Cantö J., Calvet N., Lizano S., 1998, ApJ, 500, 411
D’Alessio P., Calvet N., Hartmann L., Lizano S., Cantó J., 1999, ApJ, 527,
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