We introduce a new class of random effects models for non-Gaussian time series data with covariates based on Tweedie distributions. Temporal dependence is accommodated by serially correlated, distribution-free random effects. This modeling approach allows us to unify the marginal and conditional inferences. An optimal estimation procedure of our models is developed using the orthodox best linear unbiased predictors of random effects. The proposed method is illustrated with two environmental examples. The first example investigates association between daily counts of emergency room visits and air pollution. The second is concerned of temporal pattern of monitored ozone levels.
Introduction
Time series with non-Gaussian responses frequently occur in health, biological, social and environmental sciences 1, 2, 3, 4 . To analyze non-Gaussian time series responses with covariates, observation-driven and parameter-driven conditional modelling techniques are commonly used in literature. To accommodate temporal dependence among the time series responses under the observationdriven modelling approaches, the conditional mean of the observation at the tth time point is related to the previous (t-1) observations 5, 6, 7 . In the parameter-driven model, the temporal dependence is generally incorporated through latent process 8 . However these conditional modelling approaches fail to connect the marginal mean of the responses and the covariates directly 9,10,11 . As an alternative, marginalized modelling approach for time series responses, which relates the marginal mean and covariates directly, can be obtained by modifying the approach proposed by Heagerty and Zeger 12 . In marginalized modelling approaches, numerous artificial intermediate parameters need to be introduced and those parameters are very difficult to interpret. Therefore, it is desirable to introduce a simple model which can unify conditional and marginal modelling interpretations.
This work is motivated by two environmental examples. In the first example, the daily counts of patients' emergency room visits due to asthma to a hospital in Prince George, British Columbia for two years were recorded along with some air pollution measurements. The second data is the right skewed continuous which recorded the weekly maximum ozone level in the air of Los Angeles county during a 10 years period along with the temperature and relative humidity measurements. Our scientific interest here is to model the count and right skewed continuous time series responses taking possible temporal correlation into account.
In this paper, we incorporate distribution-free random effects into Tweedie generalized linear models (TGLM) to model time series responses. This random effects TGLM is flexible to model various continuous (gamma, inverse Gaussian) and discrete (counts) responses and only uses the first two moments of the unobserved random effects. As serial dependence between observations is likely to decrease over time, we consider an auto regressive correlation structure to model the serial dependence among the time series responses. The proposed approach can also capture possible additional over dispersion in the responses. To estimate the model parameters, we introduce an optimal estimating function based on the orthodox best linear unbiased predictors (BLUP) of the random effects. Our proposed methodology is simpler and computationally more efficient as it uses the explicit form of estimating equations for regression and random effects parameters 13 . Our model also unifies conditional and marginal modelling interpretations.
After introducing the random effects Tweedie generalized linear models for time series data in section 2, we develop the BLUP of random effects in section 3. The estimation technique of the model parameters are presented in section 4. The analyses of emergency room visit data and Los Angeles ozone level data are presented respectively in section 5.
Mixed model for non-Gaussian time series responses

The model
Let Y t represent the non-Gaussian time series response recorded at the tth (t = 1, 2, . . . , T ) time point. Then the response vector can be expressed as Y = (Y 1 , . . . , Y t , . . . , Y T ) . We consider the time-specific distribution-free random effect U t for the response of the tth time point to accommodate temporal correlation among the responses. Let U denote the vector of the random effects where U = (U 1 , . . . , U t , . . . , U T ) . Our model is based on the following two assumptions: Assumption 1. Time-specific random effects U 1 , . . . , U t , . . . , U T are serially dependent and identically distributed as This correlation structure of the random effects is known as autoregressive of order 1 (AR(1)), which is common for time series responses.
Assumption 2. Given the vector of random effects U , the components of Y are conditionally independent, and the conditional distribution of Y t given U , depends on U t only, which is
where µ t = exp(x t β) with vector of covariates x t and regression parameter vector β. Thus following Ma and Jørgensen 14 , the Tweedie exponential family, Tw q (µ t , 2 ), with index parameter q has the form
where the explicit expressions for c q (y t ; 2 ) are given by Jørgensen 15, 16 . The expression c q (y t ;
2 ) is immaterial in our derivation of the moment structures in the following sections. The conditional mean and variance of this Tweedie family is given by E(
In this modelling approach, we introduce random effect U to capture serially dependence and additional over-dispersion of the time series responses.
Moment structure
The main focus of this section is to present the moment structures of the mixed model for non-Gaussian time series responses discussed in the previous subsection. These moments of the model can be obtained after some algebraic calculations by methods of conditioning on time-specific random effects. The unconditional mean, variance and covariance are presented here to facilitate the parameter estimation in next section.
The unconditional expectation of the response Y t can be expressed as
In this approach the log conditional mean can be expressed as logE(Y t |U ) = x t β+logU t and the log of marginal mean can be expressed as logE(Y t ) = x t β. Our model can achieve both conditional and marginal modelling interpretations as logEE(
The unconditional variance of the responses Y t has the form
Similarly the unconditional covariance of the responses Y t and Y t is
In next section we present the best linear unbiased predictors (BLUP) of the random effects, which will be used to estimate the regression parameters and random effects parameters in the subsequent section.
Best linear unbiased predictors of random effects
Following Ma and Jørgensen 14 , we can predict the time-specific random effects U 1 , . . . , U t , . . . , U T by the following orthodox best linear unbiased predictors (BLUP) of U given Y :
where cov −1 (Y ) is the inverse of the covariance matrix of Y and cov(U , Y ) = cov(U )B , where B is a T × T diagonal matrix matrix of (µ 1 , . . . , µ t , . . . , µ T ). In (5), E(U ) is a T × 1 matrix which can be defined as (1, . . . , 1, . . . , 1) and cov(U ) is a T ×T variance-covariance matrix of the unobserved random effects U as
This linear unbiased predictor in (5) minimizes the mean-squared distance between the random effects U and their predictors within the class of linear functions of Y 14 . In next section, we will use these linear predictors of U to construct the estimating equations for estimating the regression and random effects parameters. 
Estimation of regression parameters
In this subsection we first consider the estimation for the regression parameters assuming that the random effects parameters are known. In next subsection, we will discuss the estimation techniques for the random effects parameters. To estimate regression parameters under known random effects parameters, we follow Ma and Jørgensen 14 and differentiate the partially observed 'joint' log-likelihood of the Tweedie mixed model for the data and random effects with respect to β yielding the partially observed 'joint' score function. Then we replace the random effects with their BLUP predictors to obtain an unbiased estimating equation for the regression parameters β, which can be expressed as
where the tth component corresponds to the response at the tth time point.
Without loss of generality, we assume that the matrix of the covariates X = (x 1 , . . . , x t , . . . , x T ) is of full rank. Under mild regularity conditions, the solution of the estimating equation ψ(β) = 0 is consistent and asymptotically normal with asymptotic mean β and asymptotic covariance V(β), where V(β) = −S −1 (β) with S(β) = E β {∂ψ(β)/∂β} being the sensitivity matrix.
In addition, this estimating equation ψ(β) = 0 is optimal in the sense that it attains the minimum asymptotic covariance for the estimator of β within the class of all linear functions of Y 14 . This estimating equation ψ(β) = 0 can be solved iteratively using the following scoring algorithm,
where the explicit expression of the sensitivity matrix is given by S(
Estimation of random effects parameters
To estimate the regression parameter β, in the previous subsection we assumed the random effects parameters are known. In this subsection, we present a moment approach to estimate the unknown random effects parameters τ 2 and 2 . To do that we assume that the correlation structure of the random effects are known. In next subsection we present the estimation of the correlation parameter under the AR(1) correlation structure. To estimate random effects , we use the BLUPs of the random effectÛ . After some algebraic calculation, the iterative equations for estimating τ 2 and 2 can be expressed asτ
and
respectively, where where [.] r denotes that the expression within the square brackets is evaluated at the rth iteration. The explicit forms for the estimators of τ 2 and 2 are similar to those presented in Ma and Jørgensen 14 . In next subsection we present the estimation of the correlation parameter ρ.
Estimation of correlation parameter
In this section, we present a moment approach to estimate ρ under AR(1) correlation structure using the BLUP of the random effectÛ . We can estimate the correlation parameter under AR(1) structure by using the following moment approach:
which can be calculated aŝ
where b(t, t ) is the correction term which can be simplified as The above mentioned estimation techniques for estimating regression and random effects parameters will be used in next section to analyze time series data with covariates for discrete and continuous responses.
Application
As mentioned earlier, our proposed random effects Tweedie generalized linear models can analyze time series responses with discrete and continuous margins by changing the value of index parameter q. To demonstrate this in this section we apply our approach to a count data set in daily counts of emergency room visits due to asthma from Prince George, British Columbia using q = 1 and a right skewed continuous data on air pollution of monitored ozone levels using q = 2.
Daily counts of emergency room visit data
In this section, we illustrate our proposed method with the reanalysis of daily counts of emergency room visits due to asthma from Prince George, British Columbia. The time series responses recorded in the data set are collected as the daily counts of emergency room visits by residents to the single hospital in Prince George, British Columbia. To check the effects of various covariates on the count responses, the data on temperature, maximum relative humidity, minimum relative humidity, TRS (total reduced sulphur) and TSP (total suspended particulates) are also collected on a daily basis. The daily measures on temperature, maximum relative humidity and minimum relative humidity were collected at the Prince George airport, which refer to the daily average readings in degrees Celsius, largest reading and smallest reading of humidity, respectively. We considered two air quality variables TRS and TSP as in Jørgensen et al. 17 . These two air quality variables refer to the daily average readings collected from the six stations at Prince George. To consider effects of the air quality of previous days, we considered the lag 0, 1 and 2 of log TRS and log of lag TSP 17 . We also considered the effect of different days of the week in the initial analysis and found out that only weekends are significantly different than weekdays. In the final data analysis we incorporated an indicator variable (Day) which is 1 if the response is recorded on the weekend or 0 otherwise. Therefore the covariates considered in our model are temperature, sum of log humidities, difference of log humidities, lag 0 of log TSR, lag 1 of log TSR, lag 2 of log TSR, log of lag TSP and Day.
In this paper, our scientific interest is to assess the effects of the covariates on the emergency room visits due to asthma while accounting for the serial correlation and additional over-dispersion which commonly occurs in time series count data. Let Y t represent the observed number of daily emergency room visits at the tth time point, which can be analyzed using our model with the Poisson mean parameter being specified as µ t = exp (β 0 + β 1 temperature + β 2 sum of log humid. + β 3 diff. of log humid. +β 4 lag 0 of log TSR + β 5 lag 1 of log TSR + β 6 lag 2 of log TSR +β 7 log of lag TSP + β 8 Day) , Our results are presented in Table 1 . Our analysis shows that temperature, sum of log humidities, difference of log humidities, lag 0, 1 and 2 of log TSR and log of lag TSP are appeared to be insignificant. We also found out that the number of emergency room visits is significantly higher on the weekends as compared to the weekdays. One of the possible reasons for higher emergency room visits during weekends is probably due to the unavailability of family doctors. The estimates of τ 2 and ρ are 0.1345 and 0.3098, respectively. The serial correlation of 0.3098 indicates that the serial dependence of the daily counts between consecutive days is moderate. An estimate of τ 2 = 0.1345 indicates that there is some variation in the responses beyond what can be characterized by the temporal random effect. 
Los Angeles air pollution data
To illustrate our methodology to a rightly skewed continuous time series data set, we reanalyze Los Angeles air pollution data discussed in Shumway et al. 18 . The raw data in their analysis included daily measurements of maximum ozone level, maximum daily temperature and daily average relative humidity in Los Angeles County during the 10 years period between [1970] [1971] [1972] [1973] [1974] [1975] [1976] [1977] [1978] [1979] . As the raw data had missing measurements, in the analysis Shumway et al. 18 reduced the raw data to 508 points for each of the variables which can be interpreted as smoothed weekly data.
In our analysis Y t (t = 1, 2, . . . , 508) represents the observed weekly ozone level in the Los Angeles air pollution data. Our scientific interest is to examine the effects of temperature and relative humidity on the ozone level using the reduced weekly data 18 . Our initial analysis did not find any obvious trend in the continuous time series responses. To incorporate the periodicity, we include the sine and cosine of week in the linear predictor: µ t = exp (β 0 + β 1 temperature + β 2 relative humidity +β 3 cosine of week + β 4 sine of week) For the index parameter q of the Tweedie family, we applied the function "tweedie.profile" in the R package 19 to the air pollution data. The maximum likelihood estimate of q is 2.065. We therefore take q = 2 which corresponds to the gamma distribution. The results of our analysis are displayed in Table  2 . Our results indicate that the covariates temperature and relative humidity have positive significant effects implying that the increase of temperature and relative humidity will result the increase of ozone level in the air. Our analysis also indicates that sine of the time points has significant effect whereas cosine 
Discussion
In this paper, we have proposed a Tweedie generalized mixed models for discrete and continuous time series responses. Our model is more flexible than the traditional approaches as it can account various types of data. Our approach also considers the distribution-free random effects for TGLM. To incorporate the temporal dependence among the time series responses, we introduced an auto regressive of order 1 (AR(1)) correlation structure. The application of the proposed methodology on the daily emergency room visits data indicates the importance of capturing additional over dispersion among the time series responses beyond that can be captured by temporal dependence correlation structure. Our model can unify the conditional and marginal modelling approaches as the expectation of the conditional mean of the time series responses of our model is equal to the marginal mean. To estimate regression and random effects parameters, we proposed estimation techniques based on the orthodox best linear unbiased predictors (BLUP) of the random effects. Our data analysis indicates that the proposed estimation techniques perform very well.
