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Résumé
En astrophysique, la compréhension du processus de formation d’étoiles reste l’une des prin-
cipales questions. Elle est directement reliée à l’évolution du gaz interstellaire dans les galaxies,
et en particulier aux processus de refroidissement et de condensation pour lesquels la turbulence
et l’instabilité thermique jouent un rôle dominant.
Ce travail se concentre sur l’évolution du gaz atomique diffus qui fournit les conditions initiales
à la formation des nuages moléculaires et se base sur une comparaison étroite entre observations
à 21 cm et simulations numériques hydrodynamiques. Pour comprendre les rôles de l’instabilité
thermique et de la turbulence dans la transition du gaz chaud (WNM, T ∼ 8000K, n = 0.5 cm−3)
vers le gaz froid (CNM, T ∼ 80K, n = 50 cm−3), j’ai produit 90 simulations à basse résolution
qui ont permis d’étudier l’influence de la densité initiale du WNM et de la compressibilité du
forçage de la turbulence sur l’efficacité de la production de CNM. Un résultat important permet
de conclure que le gaz chaud dans les conditions de turbulence caractéristiques de ce qui est
observé ne transite pas vers le gaz froid quelque soit l’amplitude de la turbulence. Ces simula-
tions à basse résolution ont aussi permis de déterminer quelles conditions initiales permettent de
reproduire les propriétés déduites des observations telles que le nombre de Mach, la quantité de
CNM en masse ou la dispersion de vitesse turbulente. Un processus de compression, que l’on peut
reproduire soit en augmentant la densité initiale du WNM (n ≥ 1.5 cm−3) soit en appliquant
un champ de forçage compressif, est nécessaire. Ces conditions initiales ont ensuite été utilisées
pour produire deux simulations à haute résolution (10243) pour lesquelles j’ai montré que les
propriétés de la turbulence et de l’instabilité du milieu atomique neutre sont bien reproduites.
Leurs histogrammes de température portent en effet la trace d’un milieu biphasique et les dis-
tributions de pression sont semblables aux observations. D’autre part, les spectres de puissance
de la densité sont caractéristiques d’un milieu fortement contrasté alors que ceux de la vitesse
restent caractéristiques d’une turbulence subsonique. Finalement, les structures froides de ces
deux simulations reproduisent les relations masse-échelle et dispersion de vitesse-échelle obser-
vées dans les nuages moléculaires, suggérant que la structure des nuages moléculaires pourrait
être héritée de celle des nuages de HI à partir desquels ils se sont formés.
Le dernier aspect de mon travail est relié à la difficulté rencontrée lors de l’interprétation
des données qui n’est possible qu’à partir de grandeurs projetées en deux dimensions. J’ai donc
comparé en détails les deux simulations à haute résolution à des observations de cirrus en créant
des observations artificielles à 21 cm. Les spectres d’émission et les cartes de densité de colonne
ainsi produits sont semblables aux observations. De plus, les simulations donnant accès à l’infor-
mation en trois dimensions, j’ai étudié les effets de l’auto-absorption dans la création de cartes de
densité de colonne à partir de spectres de température de brillance. J’ai conclu de cette étude que
l’auto-absorption ne peut être négligée mais qu’elle ne concerne que les lignes de visée les plus
brillantes et les plus denses et que la correction habituellement appliquée sur les observations est
efficace. Finalement, j’ai appliqué une méthode de décomposition en gaussiennes sur les spectres
synthétiques. Cette méthode a pour objectif d’étudier les propriétés de chacune des deux phases
thermiques du HI. Les résultats montrent qu’elle est prometteuse pour l’analyse des données de
spectro-imagerie à 21 cm, bien que nécessitant des améliorations. Elle permet en effet de bien
séparer les phases chaude et froide du milieu atomique et d’en déduire la distribution massique
de chacune d’elles.
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Abstract
One of the main current questions in Astrophysics is the understanding of the star formation
process, directly related to the processes involved in the cooling and the condensation of the
gas yielding to intricate filamentary structures of molecular clouds. Thermal instability and
turbulence are playing dominant roles in this complex dynamics.
The work presented here is focused on the evolution of the atomic and diffuse interstellar
medium that provides the initial conditions to the formation of molecular clouds and is based on
the comparison of hydrodynamical numerical simulations and observations. To understand the
roles of thermal instability and turbulence in the WNM (warm neutral medium, T ∼ 8000K,
n = 0.5 cm−3) to CNM (cold neutral medium, T ∼ 80K, n = 50 cm−3) transition, I produced
90 hydrodynamical numerical simulations of thermally bistable HI and used them to study the
impact of the WNM initial density and the compressibility of the turbulent stirring on the
efficiency of the CNM production. The main result here is that the warm gas in the observed
turbulent conditions do not transit naturally to cold gas whatever the amplitude of turbulent
motions. These small resolution simulations also allowed me to determine which initial conditions
lead to the reproduction of the observed properties, as the Mach number, the amount of CNM or
the amplitude of the turbulent motions. A compression is needed to trigger this transition either
by increasing the initial density (n ≥ 1.5 cm−3) or by stirring with a compressive field. These
initial conditions have been used to produce two high resolution simulations (10243). I showed
that these two simulations reproduce well the properties of the turbulence and the thermal
instability. The temperature histograms present the evidences of a bistable gas and the pressure
distributions are in agreement with the observations. On the other hand, the power spectra of
the density are characteristic of a high contrasted medium while the power spectra of the velocity
remain characteristic of subsonic turbulence. Finally the cold structures of these two simulations
reproduce well the mass-size and velocity dispersion-size relations observed in molecular clouds.
This suggests that the molecular cloud structure could be inherited from the clouds of atomic
gas from which they are born.
One of the main limitations in the analysis of observations comes from the fact that it can
only be done on integrated quantities in two dimensions. In the last part of this work I compared
the two high resolution simulations to observations by creating synthetic 21 cm observations.
The emission spectra and column density maps produced in that way are similar to the ones
observed. Besides, with the three dimensional informations, I was able to study the effect of
the self-absorption in the creation of the column density maps from the brightness temperature
spectra. I concluded from this study that the self-absorption cannot be neglected but that it
only concerns the brightest and densest lines of sight and that the correction usually applied on
observations is efficient. Finally I applied a method of gaussian decomposition on the synthetic
spectra. This method has been build to study the properties of each thermal phase in the HI.
The results show that it is a highly promising method for the analysis of 21 cm spectro-imagery
data even if some improvements are needed. Indeed, it allows a good separation of the cold and
warm phases of the atomic medium and a reasonnable deduction of the massive distribution of
each phase.
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Introduction
Introduction générale
Bien que sa densité soit beaucoup plus faible que celle de la matière que nous connaissons
sur Terre, le milieu interstellaire (MIS) n’est ni vide ni sans intérêt. Bien au contraire, il joue
un rôle primordial dans l’évolution des galaxies car il est intimement lié à l’activité de formation
des étoiles et à leur cycle de vie. Il se compose de gaz et de grains de poussière. Il n’est pas
homogène et possède une structure, une dynamique et une composition extrêmement complexes.
Pour le décrire, on peut regrouper les différents états de la matière interstellaire en plusieurs
phases : gaz moléculaire ou atomique, chaud ou froid, neutre ou ionisé. Elles représentent les
étapes du cycle du milieu interstellaire : les étoiles se forment dans les cœurs denses et froids des
nuages moléculaires. Au cours de leur vie, elles participent activement aux modifications du gaz
environnant en y injectant d’une part de l’énergie mécanique (vents stellaires) et d’autre part
en photodissociant, ionisant et chauffant le gaz. À la fin de leur vie, elles restituent au gaz les
éléments lourds qu’elles ont générés et, dans le cas des plus massives, les supernovæ souﬄent
le gaz sur des dizaines de parsecs et le chauffent à des millions de degrés. Ce gaz chaud, ionisé
et peu dense va lentement se refroidir et se condenser jusqu’à revenir à l’état de nuage moléculaire.
Si nous connaissons ces différentes phases du milieu interstellaire, il est difficile de déterminer
précisément comment elles évoluent et par quel processus les transitions de phases ont lieu. En ef-
fet, l’évolution de la matière interstellaire résulte de l’action de processus dynamiques complexes :
expansion supersonique, chocs et turbulence dans un milieu non homogène. Les caractéristiques
physiques du gaz sont constamment modifiées par le rayonnement, le champ magnétique, la pous-
sière et la chimie. On étudie ces effets en développant des modèles théoriques et en observant
tous les états de la matière interstellaire cités précédemment.
Plus en détail, une question qui se pose concerne la physique qui gouverne le milieu atomique
neutre, ou H i. Il est, entre autres, gouverné par l’instabilité thermique qui confère au gaz un
équilibre thermique multiphasique et par la turbulence qui le fragmente et lui fournit une struc-
ture auto-similaire à toutes les échelles.
L’instabilité thermique, qui résulte des processus thermiques du H i, permet la présence de
gaz à différentes températures et densités, mais en équilibre de pression. Deux phases en équilibre
coexistent : l’une chaude et diffuse, le milieu neutre chaud (warm neutral medium ou WNM) et
l’autre froide et dense, le milieu neutre froid (cold neutral medium ou CNM). Une phase thermi-
quement instable à des températures intermédiaires est aussi observée. Les conditions physiques
(température et densité) de ce gaz le placent dans un régime dans lequel il ne peut rester selon
le modèle à deux phases de Field et al. (1969) qui décrit l’instabilité thermique. Il doit alors
évoluer vers les équilibres thermiques du CNM ou du WNM. Sa présence non négligeable est
vraisemblablement due aux processus dynamiques, comme la turbulence qui le maintient dans
cet état instable.
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2 Introduction
En effet, il est fort probable que la turbulence joue un grand rôle dans la dynamique du
milieu interstellaire. Elle affecte la structure et les mouvements à presque tous les régimes de
température et de densité du milieu. Le MIS est en effet très fragmenté et auto-similaire, des
échelles galactiques aux échelles protostellaires. De nombreuses études et observations ont prouvé
la présence de lois d’échelle, en particulier pour la dispersion de vitesse. Le milieu interstellaire
ne présente donc pas d’échelle caractéristique entre deux échelles : l’échelle d’injection d’énergie
et l’échelle dissipative où les caractéristiques de la turbulence disparaissent. Mais l’étude de la
turbulence dans le milieu interstellaire pose plusieurs problèmes. Il est hétérogène, compressible,
avec un champ magnétique non nul et peut être supersonique. Le champ magnétique et l’auto-
gravité des nuages peuvent modifier sa structure.
Les structures froides du H i pouvant devenir assez denses pour former les premières molécules
de nuages moléculaires, l’étude du milieu atomique et de sa dynamique est très importante pour
la compréhension générale de l’évolution du milieu interstellaire. On peut en effet se demander
comment l’instabilité thermique et la turbulence agissent ensemble pour structurer et contraster
le gaz tel qu’il est observé.
Un problème majeur qui se pose pour la compréhension du milieu interstellaire est la limita-
tion des observations qui ne donnent pas accès à la dimension de profondeur, compliquant ainsi
considérablement leur interprétation. Les quantités observables, comme la densité de colonne,
sont en effet intégrées le long de la ligne de visée. Il est donc difficile de faire le lien entre les
observations à deux dimensions et la physique à trois dimensions qui régit le milieu. Même dans
le cas de la spectroscopie qui, par la prise en compte de l’effet Doppler-Fizeau, permet de séparer
le rayonnement des sources se déplaçant à des vitesses différentes sur la ligne de visée, la projec-
tion se fait dans un espace dont la troisième dimension n’est pas spatiale mais spectrale, et donc
différent de celui dans lequel nous souhaitons étudier la physique. C’est le cas par exemple des
observations à 21 cm, principal traceur du milieu atomique neutre. Une solution pour tenter de
relier les observations à la théorie, est la modélisation du milieu interstellaire par, entre autres,
des simulations hydrodynamiques.
Simulations
Les progrès actuels en instrumentation et dans le domaine numérique permettent de com-
parer les propriétés physiques du MIS sur une grande gamme d’échelles, de quelques centièmes
de pc à quelques dizaines de pc. De nombreuses études ont été faites sur des simulations de
nuages moléculaires qui sont en général modélisés par des flots isothermes et supersoniques. Ces
simulations isothermes ne reproduisent pas bien les propriétés du milieu atomique multiphasique.
Comprendre la complexité de ce milieu demande une comparaison avec des simulations numé-
riques incluant l’instabilité thermique et le champ magnétique qui participent à la transition
WNM-CNM-nuage moléculaire (H2). L’un des objectifs de ce type d’étude est de déterminer
quelles sont les propriétés de la turbulence dans le CNM et le WNM (nombre de Mach, struc-
ture en densité, structure en vitesse). Il est important de décrire ces propriétés physiques pour
comprendre quels sont les processus dynamiques qui dominent lors des phases de formation des
structures.
Objectifs
L’idée de cette thèse est née dans ce contexte, autour de Marc-Antoine Miville-Deschênes
d’une part, observateur spécialiste de la turbulence dans les cirrus galactiques, et de Patrick
Hennebelle et Edouard Audit d’autre part, numériciens experts des simulations numériques du
3milieu interstellaire. Le premier objectif est d’étudier deux des processus principaux qui agissent
dans le H i, la turbulence et l’instabilité thermique à l’aide de simulations hydrodynamiques à
haute résolution permettant d’étudier les propriétés des structures de CNM formées lors de la
transition de phase. Le deuxième objectif est de définir un cadre qui permette de comparer simu-
lations et observations pour offrir un nouvel outil d’interprétation des observations, mais aussi
de contraindre la physique incluse dans les simulations. Tenter de relier les simulations aux ob-
servations par une comparaison approfondie est la principale originalité de cette thèse, qui tente
parallèlement de répondre à quelques questions importantes de la physique du milieu atomique
neutre. En effet, comment les différents processus, et en particulier l’instabilité thermique et
la turbulence, interagissent-ils pour déstabiliser le WNM et créer des structures de gaz froid ?
Quelles sont les conditions physiques du gaz (thermiques et/ou dynamiques) qui lui permettent
de transiter de la phase chaude à la phase froide ? Quelles informations sur les champs à trois
dimensions (densité, température, vitesse) peut-on déduire de simulations qui reproduisent bien
les propriétés du H i ? Et, finalement, comment relier les observations aux simulations et tenter
de surmonter la contrainte de l’intégration des quantités (2D) disponibles par les observations ?
Travail réalisé
Dans le premier chapitre, je présenterai le cadre général de cette thèse en introduisant les
principales caractéristiques du H i, l’instabilité thermique et la turbulence.
Je parlerai dans le deuxième chapitre des simulations qui ont précédé ce travail et présenterai
l’outil essentiel à sa réalisation, le code hydrodynamique HERACLES ainsi que certaines de ses
particularités comme l’inclusion d’une fonction de refroidissement net dans les équations d’Euler
(instabilité thermique) et le forçage de type pseudo-spectral (turbulence). Je décrirai aussi la
démarche suivie pour déterminer les conditions initiales des simulations. L’originalité de cette
démarche, effectuée en amont des simulations, se trouve dans l’étude approfondie des propriétés
du H i déduites des observations pour déterminer précisément les quantités et leurs valeurs que
l’on souhaite reproduire : la fraction de masse de gaz froid, la dispersion de vitesse turbulente
du WNM et le nombre de Mach.
Dans le chapitre trois, je présenterai 90 simulations différentes à basse résolution initialement
constituées de WNM et pour lesquelles j’ai varié la densité initiale et les propriétés du forçage de
la turbulence. Nous verrons que la transition du WNM vers le CNM ne se produit pas dans les
conditions typiques de densité et de turbulence du WNM, mais qu’un processus de compression
est nécessaire à la déclencher. Une étude paramétrique sera menée sur ces simulations pour
déterminer les conditions initiales qui reproduisent le mieux les propriétés du H i déduites des
observations. Elles seront utilisées dans deux simulations ayant une bien meilleure résolution
(10243) qui permettront d’étudier les propriétés des structures froides et de la turbulence.
Ces deux simulations seront présentées et analysées dans la partie quatre. J’en confirmerai la
validité en vérifiant que les distributions de pression, de température, de densité et les propriétés
de la turbulence sont semblables à ce qui est observé dans l’environnement solaire. Nous verrons
que les spectres de puissance des coupes en densité sont ceux d’un milieu contrasté, bien que
les spectres de puissance 2D de la vitesse restent proches de la loi en -8/3 de Kolmogorov. Nous
verrons aussi que les lois de puissance reliant la masse et la dispersion de vitesse sont semblables
à ce qui est observé dans les nuages moléculaires.
Finalement, dans le chapitre cinq, ces simulations à haute résolution seront comparées à dif-
férentes observations de cirrus à haute latitude galactique obtenues avec le radiotélescope Green
Bank (GBT). Je décrirai rapidement le transfert radiatif de la raie à 21 cm et présenterai les
observations synthétiques fabriquées à partir des deux simulations. Elles consistent en spectres
d’émission et cartes de densité de colonne, de centroïde et de dispersion de vitesse. Une décom-
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position des spectres de température de brillance sera appliquée parallèlement aux observations
et aux simulations. Nous verrons que cet outil permet de séparer les phases WNM et CNM, mais
que quelques difficultés restent à surmonter. Les cartes de densité de colonne de la phase WNM
sont en effet assez difficiles à reconstruire à partir de la décomposition mais les fractions des deux
phases sont bien évaluées.
Chapitre 1
Le milieu interstellaire atomique neutre
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Les étoiles de notre Galaxie, la Voie Lactée, baignent dans un milieu extrêmement ténu :
le milieu interstellaire. Il ne représente qu’une faible partie de sa masse, est beaucoup moins
brillant et visible que les étoiles, mais joue un rôle primordial dans son écosystème. Il est en effet
le lieu de la formation d’étoiles, qui échangent avec lui matière et énergie continuellement, et
l’enrichissent en éléments lourds à la fin de leur vie.
1.1 Description générale
Le milieu interstellaire (ou MIS) comprend 10 à 15% de la masse du disque galactique,
concentrée dans le plan galactique et les bras spiraux (Ferrière 2001). Il s’agit d’un milieu très
clairsemé dont la densité moyenne, extêmement faible, est de 2.7 10−24 g cm−3. Cela équivaut à
environ un atome d’hydrogène par centimètre cube, plus de 20 ordres de grandeurs plus diffus
que l’atmosphère terrestre au niveau de la mer (1.2 10−3 g cm−3) et 10000 fois moins dense que
le meilleur vide créé sur Terre en laboratoire. Il est majoritairement composé de gaz d’hydrogène
neutre, ionisé ou moléculaire (90.8% en nombre). Cependant, 9.1% des atomes sont de l’hélium
et 0.1% sont des éléments plus lourds appelés métaux. Finalement, 0.5-1% de la masse du milieu
interstellaire n’est pas constituée de gaz mais de grains de poussières. Ces grains jouent un rôle
primordial dans la chimie et les processus thermiques du gaz.
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Figure 1.1: Ciel millimétrique vu par Planck (30 à 857GHz). Ce relevé du ciel a été créé à partir des
données résultant de la première année d’observation du satellite. Il met en avant la structure
complexe du gaz avec des filaments à l’échelle galactique. Crédit de l’image : ESA/ LFI &
HFI Consortia.
Le milieu interstellaire est soumis à une dynamique complexe due entre autres à la turbulence,
l’instabilité thermique, le champ magnétique et la gravité. Tous ces processus physiques lui
confèrent un aspect extrêmement structuré à toutes les échelles. Un à deux pour cent de son
volume et la moitié de sa masse (Ferrière 2001) sont concentrés dans des nuages discrets et des
filaments (hydrogène moléculaire et neutre froid) imbriqués dans un milieu bien plus diffus et
chaud, composé d’hydrogène neutre chaud ou ionisé. La carte du ciel créée à partir des données
millimétriques de Planck (figure 1.1) met en évidence les filaments du gaz aux échelles galactiques
(∼ 30 kpc). La carte de Polaris, prise par Herschel-Spire à 250µm (Miville-Deschênes et al. 2010)
de la figure 1.2 fournit une vue uniforme de la structure du milieu interstellaire d’échelles allant
de 0.01 à 8 pc. Elle se compose de filaments et de grumeaux baignant dans un milieu plus diffus.
Ces deux observations mises en parallèle permettent d’illustrer les ordres de grandeur sur lesquels
s’étend la structure du milieu interstellaire.
1.1.1 Composantes du milieu interstellaire
Bien que la densité moyenne du milieu interstellaire soit de l’ordre de 1 cm−3 sur toute la
Galaxie, ses propriétés physiques peuvent varier localement sur plusieurs ordres de grandeur. En
effet, l’hydrogène se présente sous trois formes : ionisé (H ii), neutre (H i) ou moléculaire (H2),
chaque composante ayant une ou plusieurs propriétés physiques disctinctes. La section suivante
présente brièvement chacune d’elles ; leurs propriétés sont résumées dans la table 1.1. Ces valeurs
sont données en ordre de grandeur.
Le gaz ionisé (H ii)
Le gaz interstellaire peut être ionisé sous l’action du rayonnement stellaire ultraviolet, de
rayons X ou de collisions. On peut distinguer trois différentes composantes ionisées : les régions
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Figure 1.2: Observation de Polaris par Herschel-Spire à 250µm (Miville-Deschênes et al. 2010). Ce
champ a une taille physique de 8 pc.
HII, le gaz ionisé diffus (WIM, warm ionized medium) et le gaz ionisé chaud (HIM, hot ioni-
zed medium). Les régions HII forment des coquilles autour d’étoiles, ou d’amas d’étoiles jeunes
et chaudes. Leur rayonnement UV ionise l’hydrogène environnant lors de leur formation. Une
modélisation idéale de la structure des jeunes régions est la sphère de Strömgren. A l’intérieur
d’un rayon rS, le gaz est ionisé en quasi-totalité. Les photons ionisants n’atteignant pas la limite
de cette sphère, le gaz est neutre à l’extérieur. Ce gaz chaud (∼ 10000K) a une pression élevée
et peut ainsi percer le nuage neutre qui l’entoure et se déverser à l’extérieur. C’est ce que l’on
appelle l’effet champagne. Il donne naissance aux régions chaudes et moins denses : le WIM
qui peut aussi être produit par l’ionisation des régions neutres et diffuses (rayonnements stel-
laires et chocs). La troisième phase ionisée, le HIM, très chaude et très peu dense, est issue des
restes de supernovæ et forme généralement de grandes bulles. Son existence a été suggérée pour
la première fois par Spitzer (1956) pour confiner les nuages froids qui ne sont pas auto-gravitants.
Le gaz atomique neutre (H i)
Le H i est principalement tracé par la raie à 21 cm. Cette transition résulte de la structure
hyperfine de l’atome d’hydrogène. Des observations ont révélé dès les années 1960 (Clark 1965)
que le gaz atomique neutre est composé de nuages froids d’une part (CNM - cold neutral me-
dium), vus en absorption en direction de sources radio continu, et d’un milieu chaud d’autre part
(WNM - warm neutral medium), de très faible opacité et donc seulement vu en émission. Le
WNM a une température d’environ 8000K et une densité faible de l’ordre de 0.2-0.6 cm−3. Le
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Table 1.1: Caractéristiques (ordres de grandeur) des différentes phases du milieu interstellaire issues de
Ferrière (2001, table 1).
Phases hydrogène Température (K) densité nH (cm−3)
Nuages moléculaires H2 10− 20 102 − 106
Gaz atomique neutre froid (CNM) H i 50− 100 20− 50
Gaz atomique neutre chaud (WNM) H i 6000− 10000 0.2− 0.5
Milieu ionisé diffus (WIM) H ii ∼8000 0.2− 0.5
Milieu ionisé chaud (HIM) H ii ∼ 106 ∼ 0.0065
CNM, plus dense et donc plus froid, a une température autour de 50-100K et une densité de
10-103 cm−3. Les travaux de Clark (1965) sont à l’origine de ceux de Field (1965) qui expliquent
comment ces deux phases peuvent co-exister en équilibre de pression par l’instabilité thermique
créée par les processus de chauffage et de refroidissement du H i.
Le gaz moléculaire (H2)
La phase moléculaire est la plus froide (T ∼ 10 − 20K) et la plus dense (> 103) du milieu
interstellaire. Sa densité est assez importante pour permettre la création de plusieurs espèces
moléculaires dont H2. Les nuages moléculaires peuvent être gravitationnellement liés en tout ou
en partie. Ils forment les sites de formation des cœurs denses, puis des étoiles.
1.1.2 Le cycle de la matière interstellaire
Aucune des composantes décrites précédemment n’est statique dans le temps ou l’espace.
Leur évolution est intimement liée au cycle de vie des étoiles qui échangent continuellement ma-
tière et énergie avec le milieu. Elles se forment en effet dans les cœurs denses et froids des nuages
moléculaires sous l’effet de la gravitation. Au cours de leur vie, elles participent activement aux
modifications du gaz environnant, en y injectant de l’énergie mécanique (vents stellaires) d’une
part, et en photodissociant, ionisant et chauffant le gaz par leur émission UV d’autre part. À la
fin de leur vie, elles enrichissent le gaz des éléments lourds qu’elles ont synthétisés par succession
de réactions thermonucléaires, et dans le cas des plus massives, les supernovae souﬄent le gaz
sur des dizaines de parsecs et le chauffent à des millions de degrés. Ce choc violent est susceptible
de détruire le nuage moléculaire qui leur a donné naissance. Une fois la source ionisante éteinte,
le gaz ionisé et très diffus peut se refroidir et se recombiner, créant le WNM. Sous l’effet de
contractions et de processus thermiques et dynamiques (turbulence), le gaz atomique neutre se
refroidit pour former des grumeaux et des filaments de CNM. Certaines études (Heitsch et al.
2005, 2006; Hennebelle et al. 2008) suggèrent que ces nuages de gaz atomique froid pourraient
être les précurseurs des nuages moléculaires, leurs structures étant semblables et la densité du
CNM suffisamment élevée pour permettre la formation de la molécule H2. Les nuages molé-
culaires peuvent devenir gravitationnellement instables et s’effondrer pour former une nouvelle
génération d’étoiles. Ce cycle est représenté dans la figure 1.3 (Guillard 2010).
Le milieu interstellaire n’est donc pas un milieu passif, mais constitue un élément impor-
tant de la Galaxie, échangeant continuellement de la matière et de l’énergie avec les étoiles. La
distribution de la matière interstellaire, ses propriétés thermiques et chimiques déterminent où
de nouvelles étoiles peuvent se former. Comprendre l’évolution de cette matière interstellaire, et
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Figure 1.3: Cycle de la matière interstellaire (illustration issue de Guillard (2010)). Le milieu interstel-
laire n’est pas un milieu statique. Son évolution est intimement liée à celles des étoiles. Ses
différentes composantes sont ainsi continuellement renouvelées.
en particulier les conditions sous lesquelles elle va pouvoir se condenser et se refroidir, est donc
primordial pour la compréhension du processus de formation des étoiles. Les travaux de cette
thèse portent sur une étape précise de ce cycle évolutif : quelles sont les conditions physiques qui
permettent aux structures de gaz neutre froid de se former dans l’environnement neutre et chaud ?
1.2 Le H i
L’hydrogène atomique est la composante la plus abondante du milieu interstellaire. Il peut
être observé directement dans le domaine de longueur d’onde radio à 21 cm. Cette transition
résulte de la structure hyperfine de l’état fondamental de l’atome d’hydrogène. Elle produit, du
niveau excité au niveau de plus basse énergie, une raie spectrale à 21 cm. Les profils de raie
donnent l’intensité, généralement exprimée comme une température de brillance, en fonction de
la fréquence naturelle de 1420.406 Mhz déplacée par effet Doppler. Pour les études galactiques,
les fréquences mesurées sont généralement exprimées en vitesse.
Les premières observations à 21 cm ont été faites dans les années 1950 par Ewen & Purcell
(1951) et Muller & Oort (1951), faisant progresser très rapidement notre connaissance de la struc-
ture de la Galaxie. Cependant, il faut attendre les années 1970 pour connaître la morphologie
du H i à haute latitude galactique grâce aux données obtenues au radio-télescope de Hat Creek :
la figure 1.4 met en avant la structure complexe et filamentaire du H i liée à la dymanique du
milieu (Heiles & Jenkins 1976). Les progrès techniques réalisés durant les dernières décennies
ont permis d’obtenir des relevés galactiques de l’hydrogène dont la résolution a pu confirmer la
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Figure 1.4: Carte du H i couvrant la totalité des longitudes galactiques et les latitudes de −65 à +65
degrés. La couleur indique la vitesse du gaz de -20 à 20 km s−1. Figure tirée de Heiles &
Jenkins (1976)
structure du gaz atomique neutre en bulles, filaments, coquilles et cheminées (Kalberla & Kerp
2009), confirmant le lien direct entre le milieu interstellaire et l’activité de formation d’étoiles.
1.2.1 Le H i, un milieu biphasique
Les observations du H i en absorption devant des sources radio-continu ont permis de décou-
vrir dès les années 1950 (Hagen et al. 1955; Clark 1965) une différence notable entre les spectres
en absorption et ceux en émission (voir figure 1.5) obtenus sur des lignes de visée proches. Les
spectres en émission, larges et étendus en vitesse -ce qui est dû à la rotation différentielle de la
Galaxie- tracent toute l’émission du H i. Ceux en absorption, étroits, n’indiquent que la présence
d’un gaz froid, le gaz chaud ayant une température trop élevée pour lui permettre d’absorber du
rayonnement d’arrière-plan. Des études plus récentes menées par Dickey et al. (2003) montrent
le caractère systématique de cette différence (voir graphe du bas de la fig. 1.5).
Les travaux théoriques (Field 1965; Field et al. 1969; Goldsmith et al. 1969; Wolfire et al.
1995, 2003) qui ont suivi cette découverte ont établi que le gaz peut exister en équilibre de pres-
sion à des densités et des températures différentes, se répartissant ainsi sur deux phases : le WNM
diffus et chaud (T∼ 8000K) et le CNM plus dense et froid (T∼ 80K). Cet aspect biphasique du
gaz est le résultat de la dépendance en densité et en température des processus de chauffage et
de refroidissement agissant dans le H i (ils seront décrits dans la partie 1.3).
Un résultat important de la comparaison des observations en absorption et en émission est
la répartition des phases du WNM et du CNM. En effet, si le gaz chaud est observé sur toutes
les lignes de visée du ciel, ce n’est pas le cas du gaz froid vu en absorption. Le CNM se répartit
de manière discrète, sous forme de grumeaux et de filaments, alors que le WNM, beaucoup plus
diffus, est distribué de manière plus uniforme. Cependant, la densité de CNM étant plus élevée
que celle du WNM, sa fraction de masse n’est pas négligeable. Selon Heiles & Troland (2003b),
40% de la densité de colonne du H i est en effet du gaz froid, ou
< NCNM > / < NWNM >= 2/3. (1.1)
Ceci est une moyenne. On observe des lignes de visée à haute latitude galactique qui ne contiennent
pas de CNM (Miville-Deschênes & Martin 2007), et certaines où le CNM domine (Heiles & Tro-
land 2003b).
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beyond the recombination line velocity and then no
absorption at higher velocities (G326.45+0.90 and
G326.65+0.59 are examples). These suggest local depar-
tures from the smooth circular rotation described by the
rotation curve, perhaps due to the effect of the Sgr-Car
arm at about !50 km s!1. The recombination line
velocities themselves may be offset from the H ii region
velocity as a result of asymmetric expansion.
In practice, peak continuum brightness temperatures of
Tc " 50 K or higher are needed to give high-quality absorp-
tion spectra (!" # 0:03), but we include in Table 1 all 13
sources with peak brightness above 20 K for the sake of the
line integrals discussed in the next section. For the spin tem-
perature discussion in the subsequent section we will restrict
the analysis to the five sources with Tc > 60 K. Gaussian fit-
ting is done on the nine with Tc > 30 K. Spectra toward all
the continuum sources listed in Table 1 are shown in Figures
2–8, with the interpolated emission above and the absorp-
tion below. The intrinsic properties of most of these sources
are discussed in detail byMcClure-Griffiths et al. (2001).
3. LINE INTEGRALS AND #ðrÞ
The absorption spectra toward the weaker continuum
sources have so much noise due to emission fluctuations
that we cannot compare the emission and absorption spec-
tra channel for channel to derive spin temperatures for each
cloud or line component as we do for the spectra toward the
stronger sources in x 4 below. However, we can work with
the velocity integrals even for the noisier absorption spectra,
since emission fluctuations produce positive and negative
‘‘ pseudoabsorption ’’ (Radhakrishnan et al. 1972c) with no
bias in the mean. The velocity integral of the optical depth
spectrum is the equivalent width,
EW ¼
Z
DV
"ðvÞdv ; ð1Þ
where the range of integration, DV , is adjusted to cover a
specific interval along the line of sight using the rotation
curve. Here we use the rotation curve of Fich, Blitz, & Stark
(1989):
Rgal ¼ 1:00746R'!'
!þ 0:017112!' ; ð2Þ
where ! is the angular velocity of rotation around the
Galactic center, Rgal is the Galactocentric radius, and !'
and R' are the corresponding values for the LSR at the
solar circle (R' = 8.5 kpc and!'R' = 220 km s!1).
Kinematic distances have a near-far ambiguity symmetric
about the tangent point, but Rgal is unique, so we can assign
to each radial interval in the inner Galaxy a corresponding
velocity interval, DV , and compute the corresponding EW.
Dividing each EW by the line-of-sight length, Ds, through
Fig. 2.—Emission-absorption spectrum pairs toward G331.35+1.07 (top) and G326.45+0.90 (bottom). For both, the emission spectrum is at the top and
the absorption spectrum is below. Both spectra have error envelopes, which are computed from the errors of the interpolation of the emission in the direction
of the continuum source. The numbered boxes in between show the velocity ranges of the different blended lines. The rms noise in the absorption, coming
primarily from the emission fluctuations, is indicated as !", the peak continuum brightness temperature is indicated as Tc;max (in kelvins), and the equivalent
width, EW, is indicated (in km s!1). Two values of the emission integral over negative velocities are shown, converted to units of 1020 cm!2, as discussed in the
text. Also shown are Gaussian fits to the absorption (eq. [9]) and their residuals (data minus fit) for spectra toward continuum sources withTc;max > 30 K.
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Figure 1.5: Deux exe ples d’observations où le H i est vu en émission et en absorption sur des lignes de
visée très proches. Haut : exemple de comparaison émission/absorption dans la direction
de Cassiope-A, tiré de Hagen et al. (1955). Bas : illustration de deux lignes de visée voisines
dans le plan galactique tirée de Dickey et al. (2003). Le spectre d’émission est complexe, et
sa largeur en vitesse est due à la rotation de la Galaxie. Le spectre en absorption est lui bien
plus étroit.
1.2.2 Structure verticale
La concentration du H i dans le plan galactique au voisinage du soleil a été mise en évi-
dence dès les premières observations du H i (Oort 1962). Comme illustré par la figure 6 de
Kalberla & Kerp (2009) (reproduite ici sur la figure 1.6), l’épaisseur de la couche de H i aug-
mente exponentiellement en s’éloignant vers l’extérieur de la Galaxie. Selon cette modélisa-
tion, la demi-largeur à mi-hauteur (HWHM, half width at half-maximum) du disque suit la loi
hR = h0 exp [(R−R)/(9.8 kpc)] avec h0 = 0.15 kpc et R le rayon solaire ; l’épaisseur du disque
(FWHM, full width at half-maximum) est donc de 300 pc au voisinage du soleil. Ce résultat est
supérieur à celui de Lockman (1984) qui trouve que la couche de H i est à peu près constante
dans l’intervalle radial 3.5 kpc < R < R et a une épaisseur (FWHM) de 230 pc. Cette échelle de
hauteur représente le H i total. La figure 1.7 (gauche) illustre les échelles de hauteur pour cha-
cune des deux phases. Au rayon solaire R, Kalberla et al. (2007) obtiennent une mi-échelle de
hauteur (HWHM) de ∼300 pc pour le WNM et de ∼120 pc pour le CNM. La structure verticale
du milieu interstellaire en général et du H i en particulier n’est pas non plus uniforme pour un
rayon donné. La distribution verticale de la densité de l’atome d’hydrogène au voisinage du soleil
est bien modélisée par la somme de deux gaussiennes et d’une exponentielle (Dickey & Lockman
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Figure 1.6: Évasement moyen du disque de H i en fonction du rayon R. Les observations sont très
bien ajustées par une exponentielle (trait tirets noirs). Illustration tirée de Kalberla & Kerp
(2009).
1990; Ferrière 2001) :
n(z) = (0.57 cm−3)
{
0.70 exp
[
−
( z√
2× 90 pc
)2]
+ 0.19 exp
[
−
( z√
2× 225 pc
)2]
+ 0.11 exp
[
− |z|
403 pc
]}
. (1.2)
La distribution totale, représentée sur la figure 1.7 (droite) en trait plein, a une densité centrale
de 0.57 cm−3 et une largeur à mi-hauteur de 230 pc, égale à celle de Lockman (1984). Cette
modélisation permet de retrouver les ordres de grandeur des mi-échelles de hauteur du WNM et
du CNM de Kalberla et al. (2007). Dickey & Lockman (1990) obtiennent en effet 265 pc pour le
WNM et 106 pc pour le CNM.
Cependant, il est important de signaler ici que l’échelle de hauteur du CNM obtenue par
cette modélisation ne peut pas être celle d’un milieu continu. En effet, considérons ici le rapport
des densités de colonne du WNM et du CNM de Heiles & Troland (2003b) NWNM/NCNM ∼ 3/2
et le rapport de leurs densités nCNM/nWNM ∼ 100 (Ferrière 2001). En écrivant que NCNM =
LCNM nCNM et NWNM = LWNM nWNM, il est possible d’écrire le rapport d’échelle du WNM et
du CNM comme
LWNM
LCNM
=
NH,WNM
NH,CNM
nCNM
nWNM
∼ 150. (1.3)
Ce rapport est bien plus élevé que celui modélisé précédemment car, au lieu de caractériser
l’échelle de hauteur du CNM, il permet d’évaluer la taille caractéristique des structures du CNM.
En effet, en considérant que le WNM est un milieu continu et s’étend verticalement sur 265 -
300 pc, on peut estimer la taille d’une structure de CNM comme étant proche de 1 à 2 pc. Ainsi,
pour réconcilier ce calcul avec les échelles obtenues dans les modélisation de Dickey & Lockman
(1990) ou Kalberla et al. (2007), le CNM doit bien être distribué de manière discrète, les nuages
de gaz froid s’étendant verticalement sur une centaine de parsecs de manière discontinue. Cette
vision est en accord avec les observations en absorption (Clark 1965; Dickey et al. 2003), mais
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Figure 1.7: Gauche : évasement du disque de H i galactique avec le rayon R, normalisé par rapport au
rayon solaire R. Les points et les étoiles sont les valeurs des mi-échelles de hauteur (HWHM)
observées (Celnik et al. 1979; Malhotra 1995). La ligne en pointillés noirs représente la
HWHM de tout le H i, la ligne verte en pointillés le CMN et la ligne pleine rouge le WNM.
Droite : estimation de la distribution verticale de la densité du H i dans l’intervalle 0.4R .
R . R où R = 8.5 kpc est le rayon solaire. La courbe en trait plein est la meilleure
modélisation obtenue par Dickey & Lockman (1990). Toutes les autres courbes sont des
données. Figure tirée de Dickey & Lockman (1990).
aussi en émission (Heiles & Troland 2003b), qui ont montré que si le WNM est observable sur
toutes les lignes de visée, ce n’est pas le cas du CNM.
1.2.3 Dynamique
La largeur naturelle de la raie à 21 cm est extrêmement faible, 10−16 km s−1. Les raies obser-
vées en radio-spectroscopie sont en partie élargies par les mouvements thermiques. L’élargisse-
ment thermique dépend de la température comme σtherm=
√
(k T/mH) = 0.09
√
T km s−1, allant
donc de 0.9 km s−1 à 8.1 km s−1 pour des températures de 100 et 8000K. D’après Burton (1976),
les profils de raie du H i ont rarement une largeur inférieure à 3 km s−1. Plus récemment, Haud &
Kalberla (2007) obtiennent une largeur de raie moyenne du CNM de 2.1 km s−1 et de 10.4 km s−1
pour le WNM à partir d’une décomposition en gaussiennes des spectres à 21 cm du relevé ga-
lactique LAB (Leiden/Argentine/Bonn survey ). Le nombre de Reynolds très élevé du milieu
interstellaire (105 − 107, Elmegreen & Scalo 2004) et la différence de largeur entre les profils en
émission et en absorption laissent à penser que les raies sont aussi élargies par les mouvements
turbulents.
Pour comprendre la dynamique du H i il est donc très important d’essayer d’évaluer le rapport
σturb/σtherm qui donne une approximation du nombre de Mach du gaz. La première indication
accessible est l’aspect même des spectres de la raie à 21 cm : ils sont lisses et peu structurés.
Les mouvements dynamiques ne peuvent donc pas être très dominants sur les mouvements ther-
miques. Les travaux de Crovisier (1981) le confirme : ses observations du milieu atomique en
absorption indiquent que σturb∼σtherm, ce qui implique un nombre de Mach sonique. Heiles &
Troland (2003b) étudient le rapport de l’élargissement turbulent sur la vitesse du son des struc-
tures de CNM et concluent que leurs mouvements internes sont supersoniques avec un nombre
de Mach proche de 3. Ce point est controversé, j’y reviendrai.
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L’instabilité thermique et la turbulence sont des processus très importants dans la dynamique
du milieu atomique neutre. La question qui se pose alors est de comprendre comment ils inter-
agissent pour déclencher la transition de phase du WNM au CNM et pour structurer le milieu.
1.3 Instabilité thermique
Les premiers travaux décrivant les phases thermiques du milieu interstellaire atomique ont
été menés par Field et al. (1969), suivant directement la première description plus générale
de l’instabilité thermique de Field (1965). Ce modèle à deux phases prend en compte une des
propriétés révélées par les premières observations du milieu interstellaire à 21 cm par Clark
(1965) : une grande fraction de la masse, mais concentrée dans une petite partie du volume, est
visible en absorption et est donc froide, alors que la majeure partie du volume du MIS est occupée
par du H i seulement visible en émission, donc chaud (voir la sous-section 1.2.1 et la figure 1.5).
Dans un milieu multi-phasique, les processus de chauffage et de refroidissement agissent de telle
sorte que le gaz peut coexister à différentes températures et densités, tout en étant à la même
pression. Cette éventualité est suggérée pour la première fois par Spitzer (1956). Quelques années
plus tard, Field (1962) introduit les prémices du modèle à deux phases en citant Spitzer : « I
assume that the clouds form out of an intercloud medium of lower density than that inside the
clouds. As suggested by Spitzer, I assume that the intercloud medium is in pressure equilibrium
with the clouds » (McKee 1995). Cette description du milieu interstellaire comme étant constituté
de petits nuages froids, sphériques et immergés dans un milieu chaud diffus avec lequel ils sont
en équilibre de pression, a longtemps été la base de notre compréhension de la structure du MIS.
L’idée persiste dans le premier modèle qui ne considère pas les nuages comme statiques (McKee
& Ostriker 1977) : il décrit le milieu interstellaire comme un milieu soumis à une dynamique
violente et ajoute une troisième phase très chaude et ionisée créée par les supernovæ.
Dans la partie suivante, je me concentrerai sur la description du modèle à deux phases du
milieu atomique et détaillerai les principaux processus thermiques qui participent à l’instabilité
thermique du H i.
1.3.1 Stabilité thermique : le modèle à deux phases
L’équilibre multi-phasique n’est possible que si le gaz peut être thermiquement instable. Si,
pour une pression donnée, il n’y a qu’une température pour laquelle le chauffage et le refroidis-
sement sont en équilibre, alors le gaz sera homogène c’est-à-dire qu’il ne sera composé que d’une
seule phase thermique. D’un autre côté, si plusieurs équilibres sont possibles, alors, d’après Field
(1965), au moins l’un d’entre eux sera thermiquement instable. Le gaz dans cette phase instable
pourra soit évoluer vers des régions froides et se condenser, soit vers les régions plus chaudes,
constituant ainsi la partie la plus diffuse du milieu.
Notons le taux de chauffage par unité de volume nΓ, où n est la densité d’atomes d’hydrogène
et n2Λ le taux de refroidissement par unité de volume. Le milieu est dit en équilibre thermique
quand le taux de chauffage est égal au taux de refroidissement : nΓ = n2Λ ou
Λ
T
=
Γ
nT
. (1.4)
Ces deux taux dépendant de la densité du milieu et de sa température, cet équilibre peut être
atteint pour des valeurs données du couple température-densité ou pression-densité (le gaz étant
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Figure 1.8: Représentation de l’équilibre thermique dans un diagramme pression-densité. La zone située
au-dessus de la courbe est une zone de refroidissement et celle située sous la courbe est une
zone de chauffage. D’après Begelman & McKee (1990), les régions d’équilibre stable sont
celles pour lesquelles d(log P/k)/d(log n) > 0 (points A et C). Au contraire, le point B est
placé dans une zone d’équilibre instable.
considéré comme parfait, nT est proportionnel à P ). Notons maintenant L = Λ− Γ/n le refroi-
dissement net. La condition isobare pour qu’un équilibre soit instable est (Field 1965)(∂L
∂T
)
P
< 0. (1.5)
Dans un diagramme pression-densité (Fig. 1.8) dans lequel on trace la courbe d’équilibre L = 0,
Begelman & McKee (1990) montrent que la zone thermiquement instable est celle pour laquelle
d(logP/k)
d(log n)
< 0. (1.6)
Considérons par exemple le point A situé sur la branche d’équilibre du WNM sur la Figure 1.8.
Si une compression isobare -donc un refroidissement- lui est appliquée, le milieu se retrouvera
dans une zone de chauffage, se dilatera et reviendra à sa position initiale. Dans le cas contraire,
le point B soumis à une contraction isobare se retrouvera dans la zone où le refroidissement do-
mine, continuera donc à se contracter et se déplacera vers le point C, sur la branche d’équilibre du
CNM. Ainsi, un milieu biphasique stable ne peut être maintenu en équilibre de pression que pour
Pmin < P < Pcrit. Si P < Pmin, seule la phase WNM est possible tandis que si P > Pcrit, seule la
phase CNM est possible. Un point situé sur la partie de la courbe où d(log P/k)/d(log n) < 0
va évoluer vers l’une ou l’autre des deux phases sous l’effet d’un processus isobare.
1.3.2 Principaux processus thermiques du H i
Les nuages ne peuvent pas être considérés comme isolés car ils échangent constamment de
l’énergie avec leur environnement, développant ainsi l’instabilité thermique décrite précédem-
ment. Les travaux précurseurs de Field et al. (1969) présentaient comme principale source de
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n (cm-3)
Figure 1.9: Gauche : différents taux de chauffage (pointillés) et de refroidissement (traits pleins) du
milieu atomique exprimés en erg s−1 H−1 au voisinage du soleil ; droite : courbe d’équilibre
thermique dans un diagramme pression-densité pour différentes densités de colonne. Graphes
tirés de Wolfire et al. (2003).
chauffage les rayons cosmiques à basse énergie et comme refroidissement la désexcitation ra-
diative des raies hyperfines de métaux excitées par collisions dans les nuages froids et la raie
Lyman α autour de 8000 K pour le milieu diffus. Depuis, d’autres processus de chauffage ont été
mis en avant comme le chauffage par effet photoélectrique sur les grains (Watson 1972; Draine
1978), actuellement considéré comme dominant pour le H i. En effet, la figure 1.9 (gauche) issue
de Wolfire et al. (2003) montrent que de tous les processus de chauffage qu’ils ont étudiés (lignes
en pointillés de la fig. 1.9, Wolfire et al. 1995, 2003), l’effet photoélectrique (noté PE) est de loin
le plus efficace. Seuls les processus les plus efficaces dans les conditions du milieu atomique et
donc responsables de l’instabilité thermique sont décrits ici : le chauffage par effet photoélec-
trique et les refroidissements par les raies de C ii, O i, Lyα et par recombinaison sur les grains.
Le principe général de ces transferts thermiques est la perte ou le gain d’énergie par le milieu
(photon ou électron) qui se traduit par une perte ou un gain de température du milieu et donc
par un transfert d’énergie cinétique entre les atomes du gaz et l’environnement.
Chauffage par effet photoélectrique sur les grains
Les grains de poussière interstellaire forment une composante importante du milieu par leur
rôle dans sa physico-chimie, bien qu’ils ne constituent qu’un centième de sa masse. Leur diamètre
va de quelques nanomètres à quelques dixièmes de micromètres. Je ne développerai ici que leur
rôle dans les processus thermiques du H i.
L’effet photoélectique sur les grains est le résultat des photons UV stellaires assez énergétiques
pour arracher des électrons de la couche de valence des grains. Ces électrons se thermalisent en-
suite dans le milieu par collisions élastiques. Leur énergie étant trop faible pour ioniser ou exciter
les atomes par collisions, elle est utilisée dans sa totalité pour chauffer le milieu. Ce processus est
le plus efficace sur les petits grains qui contribuent à 50% de l’effet photoélectrique. Ces petits
grains sont principalement de grosses molécules d’hydrocarbures polycycliques aromatiques ou
PAH (de l’anglais Polycyclic Aromatic Hydrocarbons). L’effet photoélectrique est ainsi dépendant
du taux de réaction des PAHs φPAH et du champ de radiation qui déterminent la densité d’élec-
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trons du milieu. La densité d’électrons est donnée par la formule C15 de Wolfire et al. (2003),
ne = 2, 4× 10−3ζ ′1/2( T
100
)1/4G
′1/2
0 Z
′−1/2
d φPAH cm
−3, (1.7)
avec
– ζ ′ = ζ/10−16 le taux d’ionisation, où ζ est le taux d’ionisation totale de l’hydrogène par
les photons et les rayons cosmiques
– G′0 = G0/1.7 l’intensité du rayonnement, G0 étant le flux de Habing (1968) utilisé comme
unité, et G′0 le flux de Draine (1978)
– Z ′d l’abondance des poussières relativement aux PAHs
– φPAH le facteur multiplicatif appliqué aux taux de collisions utilisés dans le formalisme
d’interaction entre ions et électrons avec les particules neutres et les PAHs chargés de
Draine et Sutin (1987). Wolfire et al. (2003) considèrent φPAH = 0.5 comme une bonne
approximation.
ζ ′, G0 et Z ′d sont normalisées par leur valeur dans l’environnement solaire. Cette étude concer-
nant le H i local, je supposerai qu’elles sont égales à 1.
La densité d’électrons intervient dans l’efficacité du chauffage  qui est le rapport de l’énergie
du rayonnement convertie en chauffage du gaz à l’énergie absorbée par les grains et pour laquelle
Bakes & Tielens (1994) donnent l’expression analytique suivante :
 =
4.9× 10−2
1.0 + [(G0T 1/2/ne)/1925]0.73
+
3.7× 10−2(T/104)0.7
1.0 + [(G0T 1/2/ne)/5000]
(1.8)
menant au taux de chauffage par effet photoélectrique
nΓ = 1.0× 10−24n G0 erg s−1 cm−3. (1.9)
Au premier ordre, le taux de chauffage dépend directement de l’intensité du champ de rayonne-
ment et de la densité du gaz. Localement, et pour une densité fixée, il est quasi constant comme
le montre le graphe de gauche de la figure 1.10 sur lequel le taux de chauffage est tracé en fonction
de la température pour une densité égale à n = 1.0 cm−3 et G0 = 1 (trait en pointillés).
Refroidissement par les transitions de structure fine
La plupart des atomes et ions du MIS voient leur niveau fondamental décomposé par l’inter-
action de structure fine entre le moment orbital des électrons et leur spin total. L’excitation des
niveaux de structures fines des ions présents, en particulier C ii et O i, est une source importante
de refroidissement radiatif. Malgré leur faible abondance, ces ions contribuent de manière très im-
portante au refroidissement car leurs niveaux d’énergie ont des potentiels d’excitation de l’ordre
de k T , bien inférieurs à ceux de H ou He. Leurs niveaux d’énergie supérieurs sont donc excités
par collisions avec les électrons thermalisés du milieu. Ces transitions sont dites « interdites »
car leur probabilité de désexcitation par émission spontanée d’un photon est très faible. Cepen-
dant, les très basses densités du H i rendent la désexcitation par collisions encore moins probable.
Ainsi, la très grande majorité des excitations par collisions de ces raies mènent à l’émission d’un
photon refroidissant ainsi le milieu (Osterbrock & Ferland 2006). De plus, pour que le processus
soit efficace et que le rayonnement ne soit pas réabsorbé, la raie doit être optiquement mince. Les
raies les plus efficaces pour refroidir le milieu diffus sont celle du niveau supérieur de structure
fine de C ii et celles des niveaux de O i, car les raies d’autres éléments abondants du gaz tels que
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Si ii, S ii et Fe ii requièrent une énergie qui n’est atteinte qu’à haute température. L’efficacité
du refroidissement par ces raies dépend de l’abondance des éléments considérés nC et nO. Les
photons émis par la raie de C ii ayant une longueur d’onde de 158 µm, la raie peut être excitée à
partir de 92 K. Le taux de refroidissement correspondant dans le milieu diffus est modélisé par
(voir Wolfire et al. 1995, appendice B) :
ΛCII = 2.54 10
−14× (2.8 10−7 ne
nH
(
T
100
)−1/2 + 8 10−10
)× [C] exp (−92K
T
) erg cm3 s−1 (1.10)
où l’on prend pour l’abondance de C la valeur de référence de Savage & Sembach (1996) dans la
phase gazeuse : [C]= 1.4 10−4. Les niveaux excités de O i ne le sont qu’à des températures plus
élevées, 228 K et 326 K. Le taux de refroidissement correspondant est ainsi modélisé par Joulain
(1998) :
ΛOI = 10
−26 [O] T 1/2
(
24 exp(
−228
T
) + 7 exp(
−326
T
)
)
erg cm3 s−1 (1.11)
où l’abondance de l’oxygène [O]= 4.5 10−4 est donnée par Wolfire et al. (1995). Ces taux sont
illustrés en fonction de la température sur le graphe de gauche de la figure 1.10 en bleu foncé pour
C ii et en rouge pour O i. Ils ont été calculés pour une densité constante égale à n = 1.0 cm−3.
Refroidissement par excitation collisionnelle de la raie Lyman α de l’hydrogène
À hautes températures (T ≥ 8000 K), le processus de refroidissement le plus important est
l’excitation collisionnelle du niveau n=2 de l’hydrogène qui se désexcite par l’émission de la raie
Lyα à 1215 Å. Son taux de refroidissement est donné par Spitzer (1978) pour des températures
comprises entre 400 et 12000 K :
ΛLyα = 7.3 10
−19 ne
nH
× exp(−118400
T
) erg cm3 s−1. (1.12)
Le taux de refroidissement par la raie Lyα est tracé en vert sur la figure 1.10 pour n = 1.0cm−3.
Refroidissement par recombinaison sur les grains
Le processus de refroidissement par recombinaison des électrons sur les grains est l’inverse
du chauffage par effet photoélectrique : les électrons thermalisés du milieu se recombinent avec
les grains interstellaires ; il y a ainsi une perte d’énergie pour le milieu. Il est dominant à basse
température (T < 92K) où la raie de C ii n’est pas excitée. Le refroidissement de ce processus
dépend de la densité d’électrons ne, du champ de rayonnement G0 et de la température. Il est
tracé sur la figure 1.10 avec n = 1.0 cm−3 et G0 = 1 suivant la modélisation de Wolfire et al.
(1995, formule 9) :
Λrec = 4.65× 10−30 T 0.94 (G0T 1/2/ne)β ne
nH
erg cm3 s−1 (1.13)
avec β = 0.73/T 0.068. (1.14)
(1.15)
Le refroidissement total est donc Λ = ΛCII + ΛOI + ΛLyα + Λrec et l’équilibre thermique est
atteint lorsque nHΓ = n2HΛ ou L = nHΓ− n2HΛ = 0. La courbe d’équilibre thermique est repré-
sentée sur la figure 1.10 (droite) dans des diagrammes P − n (haut) et T − n (bas). Les droites
verticales en tirets-pointillés représentent l’intervalle en densité pour lequel le gaz est thermi-
quement instable : 0.8 < nH < 7 cm−3. La température est en effet relativement constante aux
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Figure 1.10: Gauche : taux de chauffage (tirets) et de refroidissement (lignes pleines) en fonction
de la température et à densité constante nH = 1 cm−3, incluant le refroidissement par les
transitions de structure fine de C ii (bleu foncé), O i (bleu clair), par la raie Lyα (vert) et par
la recombinaison des électrons sur les grains (rouge). La courbe du refroidissement total est
tracée en noir. Les expressions analytiques décrites section 1.3.2 ont été utilisées. Droite :
température et pression d’équilibre en fonction de la densité. Ces courbes ont été calculées
en utilisant les expressions analytiques des processus de chauffage et de refroidissement
détaillés dans la section 1.3.2. La ligne en tirets correspond à la pression moyenne du
milieu diffus froid mesurée par Jenkins & Tripp (2011). Les lignes en pointillés montrent
l’intervalle de pression dans lequel se trouve 99% des données de Jenkins & Tripp (2011).
Les lignes verticales tirets-pointillés mettent en évidence l’intervalle de densité pour lequel
le gaz est thermiquement instable.
basses densités. Puis une contraction du milieu vers une densité supérieure à 0.8 cm−3 entraîne
une très rapide chute de la température qui passe de presque 10000 K à des valeurs inférieures à
100 K extrêmement rapidement. Cela illustre bien l’efficacité de l’instabilité thermique à refroidir
le WNM sous l’action d’une légère contraction.
1.3.3 Limites du modèle à deux phases
Les observations du H i montrent une quantité non négligeable de gaz, de l’ordre de 40%
(Begum et al. 2010; Heiles & Troland 2003a,b), à une température dans l’intervalle où il devrait
être instable (Dickey et al. 1977; Heiles 2001; Heiles & Troland 2003b), ce qui n’est pas possible
dans un modèle statique à deux (Field 1965) ou trois phases (McKee & Ostriker 1977). Ces
modèles d’instabilité thermique sont statiques et ne prennent pas en compte la dynamique du
milieu, et plus particulièrement la turbulence. Nous verrons par la suite que cette dynamique ne
peut en aucun cas être négligée et que son rôle dans la création du gaz thermiquement instable
est important.
1.4 La turbulence interstellaire
Un deuxième processus dominant la physique et la structure du milieu diffus est la turbulence.
Bien que le milieu interstellaire soit un milieu compressible, je vais commencer par décrire la
turbulence incompressible dans le but de mieux définir le problème. Je suivrai ici la description
phénoménologique des travaux fondamentaux de Richardson (1922) et Kolmogorov (1941).
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La description de Kolmogorov (1941) ne concerne que les écoulements incompressibles pour
lesquels la vitesse est négligeable devant la vitesse thermique du milieu vtherm =
√
Ptherm/ρ (où
Ptherm = nkBT est la pression thermique et ρ la densité en g cm−3). Ces conditions ne sont
pas réunies dans le milieu interstellaire dont les vitesses ne sont pas petites devant la vitesse
thermique, en faisant ainsi un milieu fortement compressible. Mais bien que les conditions de
Kolmogorov (1941) ne soient pas réunies dans le MIS, ses propriétés d’auto-similarité sont géné-
ralement attribuées à la turbulence.
1.4.1 Description phénoménologique
Apparition de la turbulence
Rappelons sous forme vectorielle l’équation de Navier-Stokes, ou l’équation de conservation
de la quantité de mouvement d’une particule de fluide :
ρ
(∂v
∂t
+ v∇v) = −∇P + F + ρν∇2v. (1.16)
La quantité ν est appelée viscosité cinématique. Deux termes expriment le transport de la
quantité de mouvement ρv : un terme d’advection non linéaire ρv∇v responsable de l’action de
mélange et un terme linéaire de diffusion ρν∇2v qui tend à réduire les gradients de vitesse en
la lissant et donc à créer des flots uniformes. Ces deux termes permettent de définir le nombre
de Reynolds Re comme le rapport advection/diffusion. Il a été observé expérimentalement une
transition d’un régime laminaire à un régime turbulent lorsque le nombre de Reynolds atteint
un certain seuil, c’est-à-dire quand le terme de mélange devient très dominant par rapport au
terme de lissage. Le régime turbulent se caractérise par d’importantes fluctuations de vitesse à
toutes les échelles et par l’apparition de tourbillons.
Il est possible d’obtenir un ordre de grandeur du nombre de Reynolds par un raisonnement
dimensionnel, en utilisant les grandeurs caractéristiques du système comme l’échelle l et la vitesse
vl :
ρv∇v ∼ ρ vl vl
l
∼ ρv
2
l
l
et (1.17)
ρν∇2v ∼ ρν vl
l2
. (1.18)
Ainsi, en reprenant que Re = advection/diffusion, on obtient
Re =
lvl
ν
. (1.19)
Lorsque ce nombre atteint des valeurs grandes devant 100, on dit que la turbulence est déve-
loppée. Cette transition vers la turbulence est observée expérimentalement. Bien que l’équation
de Navier-Stokes contienne toutes ces informations, nous ne savons pas en déduire directement
comment, pourquoi ni quand elle a lieu. Richardson (1922) puis Kolmogorov (1941) ont donné une
description phénoménologique de la turbulence incompressible, outil précieux pour comprendre
certains aspects de la turbulence. Elle permet de décrire la turbulence comme une cascade d’éner-
gie allant généralement des grandes vers les petites échelles.
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Figure 1.11: Illustration de l’auto-similarité décrite par Richardson (1922) : la structure du milieu est
identique à toutes les échelles.
La cascade de Richardson
Considérons un système, soumis à une force extérieure lui fournissant constamment de l’éner-
gie à l’échelle l0, dite échelle d’injection d’énergie. Il acquiert une structure spatiale qui peut
devenir instable sous l’action de perturbations. L’énergie est transférée d’une échelle à l’autre
sans être détruite ni créée : l’énergie se transfère de l’échelle l0 à l’échelle l1 avec l0 > l1 où elle
s’accumule jusqu’à ce que le système devienne instable. Il y aura alors un transfert de l’échelle
l1 vers l’échelle l2, l1 > l2 et ainsi de suite jusqu’à l’échelle dite dissipative lD à partir de laquelle
le terme de diffusion deviendra comparable au terme d’advection et Re ∼ 1. C’est donc à par-
tir de cette échelle que les forces visqueuses agissent et dissipent l’énergie reçue provenant des
grandes échelles. On nomme zone inertielle la zone comprise entre l’échelle d’injection d’énergie
et l’échelle dissipative. Cette cascade d’énergie est à l’origine de l’auto-similarité du milieu soumis
à la turbulence : la stucture est statistiquement identique à toutes les échelles comprises entre
l’échelle d’injection et l’échelle dissipative. La figure 1.11 en est une bonne illustration, même si
les échelles y sont discrètes alors que la cascade d’énergie du milieu interstellaire est continue.
La turbulence développée par Kolmogorov
Je viens de mettre en avant le caractère auto-similaire de la turbulence. Cette description
nous amène à supposer qu’il y a invariance d’échelle, ce qui signifie que, dans le domaine inertiel,
les propriétés statistiques de l’écoulement sont indépendantes de l’échelle. Il s’agit de la première
supposition faite par Kolmogorov pour établir des lois heuristiques. Cela implique que le taux de
transfert d’énergie d’une échelle à l’autre  est constant. On supposera aussi que les interactions
sont locales dans la zone inertielle, c’est-à-dire que la dynamique d’une échelle l est dominée par
celle des échelles de taille voisine.
En repartant de l’équation de Navier-Stokes, on peut montrer que le taux  de transfert
d’énergie spécifique entre deux échelles (énergie par unité de masse) de dimension [] = L2.T−3
(L exprime une longueur et T un temps) est indépendant de l’échelle considérée dans la zone
inertielle. En effet, en moyennant l’équation de conservation d’énergie (équation de Navier-Stokes
multipliée par la vitesse) en régime stationnaire, on obtient que le taux moyen d’injection d’éner-
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Figure 1.12: Description du spectre d’énergie en loi de puissance. kin est l’échelle d’injection d’énergie
et kD l’échelle de dissipation. La zone comprise entre kin et kD est la zone inertielle.
gie dans la turbulence est égal au taux moyen de dissipation d’énergie par unité de masse. Nous
allons chercher une expression de ce taux en nous basant de nouveau sur un raisonnement di-
mensionnel à partir du nombre de Reynolds Re.
Nous avons précédemment défini l’échelle d’injection d’énergie l0. On peut associer à cette
échelle une vitesse caractéristique v0. Le nombre de Reynolds intégral est par définition
Re ∼ l0v0
ν
. (1.20)
On peut aussi définir le nombre de Reynolds à l’échelle l avec l0 > l > lD
Rel ∼ llvl
ν
. (1.21)
À l’aide des échelles et vitesses caractéristiques, nous pouvons définir un temps caractéristique,
appelé temps de retournement d’un tourbillon à l’échelle l :
τl ∼ l
vl
. (1.22)
Il est aussi possible d’exprimer un temps de dissipation grâce à la viscosité ν
τD ∼ l
2
D
ν
. (1.23)
À l’échelle dissipative, nous avons donc la relation
lD
vD
∼ l
2
D
ν
. (1.24)
D’après la dimension exprimée précédemment du taux de transfert d’énergie [] = L2.T−3, on
peut l’exprimer ainsi
 ∼ l
2
τ3l
∼ v
2
l
τl
∼ v
3
l
l
. (1.25)
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 étant une constante, la vitesse vl est reliée à l’échelle l par la relation
vl ∝ l1/3, (1.26)
augmentant donc avec l’échelle.
Cette expression nous permet de déduire la loi de Kolmogorov pour le spectre d’énergie.
L’analyse se fait dans l’espace de Fourier. On se place donc dans l’espace des nombres d’onde
avec k = 1/l. Pour cela, nous définissons le spectre de puissance, caractéristique de la turbulence
P (k) = Â(k)Â(k)∗, (1.27)
avec Â la transformée de Fourier de la fonction A(r) dans l’espace des positions, définie telle
que : Â =
∫
eikrA(r)dr et Â∗ son complexe conjugué.
Par convention, on exprime le spectre d’énergie E(k)dk à une dimension. Il est égal à la
moyenne du spectre de puissance sur toutes les directions
E(k)dk = P (k)dkDavec D le nombre de dimensions. (1.28)
Le terme énergie renvoie par définition à toute quantité au carré, et dans notre cas : E(k).k ∼ v2l .
Ainsi, pour le taux de transfert d’énergie :
 ∼ v
3
l
l
∼ (E(k)k)3/2.k ∼ E(k)3/2.k5/2. (1.29)
Le spectre modal d’énergie cinétique - dans la zone inertielle - s’écrit donc
E(k) ∼ 2/3.k−5/3. (1.30)
C’est la fameuse loi en −5/3 de Kolmogorov. Nous avons vu que E(k)dk = P (k)dkD, donc en
trois dimensions : E(k) = P (k).4pik2. Le spectre de puissance en 3D est donc proportionnel à
k−11/3.
1.4.2 Observations de la turbulence interstellaire
Nous verrons ici que la structure du milieu interstellaire est fragmentée et auto-similaire sur
plusieurs ordres de grandeur, allant des nuages moléculaires aux échelles galactiques aux cœurs
denses à l’origine des étoiles. En effet, les nombres de Reynolds du milieu interstellaire sont très
largement supérieurs à 100, signifiant que le MIS est fortement turbulent. Lequeux (2002) calcule
en ordre de grandeur Re ∼ 107 pour le CNM et les nuages moléculaires. De la même manière,
on évalue que celui du WNM est de l’ordre de 106.
L’étude de la turbulence interstellaire apparaît dans les années 1950 avec en particulier l’étude
de von Hoerner (1951) sur la relation entre la taille et la dispersion de vitesse rms des raies
d’émission des nuages dans la nébuleuse d’Orion. Il obtient des lois de puissance comprises entre
0.25 et 0.5, incluant donc l’indice 0.33 découlant de la description de Kolmogorov (1941) (eq. 1.25
et description de la section 1.4.2). Il introduit l’idée d’une structure hiérarchique des nuages et
ainsi l’auto-similarité du milieu interstellaire, en supposant que chacun d’eux est composé d’un
certain nombre de plus petits nuages. Simultanément, von Weizsäcker (1951) soumet l’idée que
cette hiérarchie et les fluctuations de densité du milieu interstellaire sont créées dans des ondes de
choc en interaction par des flots turbulents supersoniques à grande échelle. Depuis, de nombreuses
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lois de puissance mettant en évidence la structure auto-similaire du milieu interstellaire ont été
observées.
L’étude de la turbulence du milieu interstellaire est complexe. Il est compressible, son champ
magnétique est non nul et peut être supersonique. Le champ magnétique et l’auto-gravité des
nuages peuvent modifier sa structure. D’autre part, les échelles de dissipation visqueuse peuvent
être très proches du libre parcours moyen des atomes et molécules dans le gaz. C’est le cas dans le
milieu atomique froid, dans lequel l’estimation de l’échelle de dissipation visqueuse lD est à peine
plus grande que le libre parcours moyen λ des atomes d’hydrogène. La dernière grande difficulté
est la multiplicité des sources susceptibles d’injecter de l’énergie, d’où des complications pour
définir une échelle intégrale. Les sources essentielles sont :
– la rotation différentielle de la Galaxie qui induit un cisaillement du gaz à grande échelle,
de l’ordre du kpc ;
– les explosions de supernovae qui injectent une grande quantité d’énergie cinétique dans le
milieu à des échelles de l’ordre de la centaine de pc ;
– l’expansion des régions H ii, également source d’énergie à l’échelle de plusieurs dizaines de
pc ;
– l’injection d’énergie due aux flots bipolaires et jets associés à la formation d’étoiles, qui se
fait à beaucoup plus petite échelle (celle du dixième de pc).
Je présente ici les différentes lois d’échelle observées dans le milieu interstellaire et l’impact
de la turbulence isotherme sur les fluctuations de densité.
Relations de Larson
Les observations des raies des nuages moléculaires (en particulier CO et OH) découvertes dans
les années 1970 ont permis de réaliser que leur élargissement ne peut être seulement dû à des
mouvements thermiques. En effet, la température déduite des observations est proche de 10 K,
correspondant à une largeur de raie de l’ordre de 0.1 km s−1 (Lequeux 2002), bien inférieure
aux plus petites largeurs de raies observées, allant de 1 à 10 km s−1. Crovisier (1981) fait la
même observation en comparant les largeurs de la raie à 21 cm du CNM en absorption et en
émission. L’élargissement turbulent dépendant de l’échelle spatiale devient donc un traceur de
la turbulence interstellaire. En effet, si le spectre d’énergie suit la loi de puissance E(k) ∼ k−β
alors P (k) ∼ k−(β−(D−1)), où D est la dimension, alors la vitesse rms vl à l’échelle l se déduit
par l’intégrale du spectre d’énergie pour les échelles inférieures à l (Brunt & Heyer 2002) :
v2l ∼
∫ ∞
1/l
E(k)dk ∼
∫ ∞
1/l
k−βdk ∼ lβ−1. (1.31)
La dispersion de vitesse est donc reliée à l’échelle spatiale par la relation
< v2l >
1/2∼ l(β−1)/2 ≡ lγ (1.32)
où γ = (β−1)/2. Larson (1979) mesure γ ∼ 0.37 dans les nuages H i et confirme ensuite ce résultat
dans les nuages moléculaires (Larson 1981), cohérent avec la valeur de γ = 1/3 attendue dans le
cadre de la turbulence subsonique. Les mouvements turbulents sont donc corrélés spatialement
de telle manière que la vitesse rms σturb augmente avec l’échelle (Wolfire et al. 2003) :
σturb = σ1pc L
1/3
pc (1.33)
où σ1pc est la dispersion de vitesse turbulente à l’échelle de 1 pc et Lpc est l’échelle exprimée
en parsecs. Plus récemment, Heyer & Brunt (2004) ont étudié cette relation sur 27 nuages mo-
léculaires géants et ont obtenu en moyenne σ1pc = 0.9 km s−1 et γ = 0.5 avec un écart-type de
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10% pour chacun des paramètres. Malgré de fortes différences de structure entre les nuages, la
loi vitesse-échelle est très bien reproduite avec très peu de variations de σ1pc et de l’exposant
γ, ce qui suggère que le processus de formation des nuages moléculaires est vraisemblablement
universel.
En parallèle, Larson (1981) trouve une autre relation en loi de puissance entre la masse et la
taille des nuages moléculaires observés : M(L) ∼ Lα avec α ∼ 2. Elmegreen & Falgarone (1996)
retrouvent cette relation avec un indice compris entre 2.2 et 2.5 en travaillant sur des observa-
tions CO de plusieurs nuages moléculaires indépendants, ainsi que Roman-Duval et al. (2010)
qui obtiennent un indice de 2.36 sur 580 nuages moléculaires. Cette relation a été récemment
étudiée numériquement sur des simulations isothermes supersoniques par Kritsuk et al. (2009)
qui obtiennent un indice égal à 2.3 aux échelles supérieures aux fronts de chocs.
Fluctuations et distribution de la densité
Nous avons vu que la turbulence se développe quand le terme advectif v∇v de l’équation
de Navier-Stokes (eq. 1.16) devient très dominant sur le terme diffusif ν∇2v. Ainsi les termes
participant à la création des fluctuations de densité sont le terme advectif v∇v et le gradient
de pression ∇P/ρ. En supposant qu’ils y contribuent de manière équivalente, Vázquez-Semadeni
(2012) démontre que l’amplitude des fluctuations de densité est proportionnelle au nombre de
MachM = v/cS :
1 ∼ O(v∇v)O(∇P/ρ) ∼
U2
L
[∆P
Lρ
]−1 ∼ U2[c2S∆ρ
ρ
]−1 ≡M2[∆ρ
ρ
]−1
(1.34)
⇒ ∆ρ
ρ
∼M2 (1.35)
où l’on suppose que ∆P/∆ρ ∼ c2S. L’équation 1.35 suggère qu’une forte compression requière
de grands nombres de Mach M  1 et que, inversement, des flots avec M  1 se comporte-
raient comme des flots incompressibles. La distribution des fluctuations de densité a fait l’objet
de nombreuses études depuis 10 à 15 ans. En effet, plusieurs simulations numériques de turbu-
lence isotherme et supersonique ont montré que la densité (3D) suit une distribution lognormale
(Vázquez-Semadeni 1994; Passot & Vázquez-Semadeni 1998; Federrath et al. 2008; Audit &
Hennebelle 2010) telle que
p(ln ρ)d ln ρ =
1
(2piσ2)1/2
exp
[
− 1
2
( ln ρ− ¯ln ρ
σ
)2]
d ln ρ (1.36)
où l’écart type de la distribution σ est relié au nombre de Mach du flot par la relation suivante
(Padoan et al. 1997) :
σ2 = ln (1 +M2β2). (1.37)
La largeur de la distribution augmente donc avecM. La valeur de β a été estimée numériquement
et est encore sujette à discussions. Elle varie entre 0.25 et 1 selon la dimension de la simulation
ou le type de forçage de la turbulence. Padoan et al. (1997) trouvent 0.5 pour des simulations 3D,
alors que Passot & Vázquez-Semadeni (1998) obtiennent β = 1 avec des simulations 1D. Plus
récemment, Federrath et al. (2008) ont étudié l’influence des modes du forçage et ont obtenu β =
1/3 pour un forçage purement solenoïdal et β = 1 pour un forçage purement compressible (ces
différents types de forçage seront détaillés dans la section 2.2.2), alors que Kritsuk et al. (2007)
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obtiennent β = 0.25 en employant un forçage mixant les modes solenoïdaux et compressibles.
Récemment, Brunt (2010) a confirmé cet intervalle de valeurs sur des observations CO dans le
nuage moléculaire du Taureau en obtenant β = 0.48.
La distribution en densité et, de manière similaire, la distribution en densité de colonne sont
donc maintenant utilisées comme diagnostique du nombre de Mach des nuages interstellaires,
permettant ainsi de décrire un peu mieux leurs propriétés dynamiques. Évidemment la gravité
et l’instabilité thermique modifient également la distribution de la densité.
Spectres de puissance
Comme décrit à la section 1.4.1, la turbulence est caractérisée par un spectre de puissance de
l’énergie, donc de la vitesse. La travail de Larson (1979, 1981), effectué à partir d’une compilation
de résultats obtenus sur plusieurs nuages différents, montre qu’il existe en effet une relation entre
l’échelle et l’amplitude des mouvements turbulents dans le milieu interstellaire. Idéalement, on
souhaiterait pouvoir mesurer ces propriétés d’échelle du champ de vitesse sur un seul nuage. On
peut penser que les observations spectroscopiques des raies de CO et du HI permettent d’accéder à
cette information. Il a en effet été démontré (Miville-Deschênes et al. 2003b; Esquivel & Lazarian
2005) que l’on peut déterminer le spectre de puissance de la vitesse en trois dimensions à partir
du spectre de puissance de la carte du centroïde de vitesse (égal à la vitesse moyenne pondérée
par la densité, pour chaque ligne de visée) mais seulement dans le cas où le contraste en densité
est faible (σ(ρ)/〈ρ〉 < 1). Pour les écoulements avec de fortes variations de la densité, le spectre
de puissance du centroïde de vitesse tend à avoir la même pente que celui de la densité. Parce
que les nuages moléculaires semblent avoir les propriétés d’un fluide supersonique et que le H i
présente de forts contrastes en densité du fait de l’instabilité thermique, il semblerait que la
condition σ(ρ)/〈ρ〉 < 1 ne soit pas généralement applicable.
Dans les faits, l’étude des propriétés d’échelle du milieu interstellaire nous vient principale-
ment d’analyses statistiques de la densité de colonne. En général ces études, très nombreuses,
effectuées à partir d’observations de divers traceurs et à l’aide de différents outils statistiques,
montrent que la structure de la densité de colonne est bien décrite par une loi d’échelle, c’est-à-
dire un spectre de puissance en loi de puissance (P (k) ∝ kγ). Dans le cas de la densité de colonne,
la vitesse n’intervient pas et la pente du spectre de puissance est identique à celle du spectre de
puissance de la densité en trois dimensions, lorsque mesurée à l’aide d’un traceur optiquement
mince (Miville-Deschênes et al. 2003b).
Un très grand nombre d’études statistiques ont été menées sur les nuages moléculaires (pour
une synthèse, voir Falgarone et al. 2007). Les pentes mesurées sont entre -2.3 et -3.0, signi-
ficativement plus plat que ce qui est attendu pour une turbulence subsonique (-3.66). À titre
d’exemple, l’analyse d’un cirrus dense du Polaris Flare effectuée grâce aux récentes données de
Herschel-SPIRE (Miville-Deschênes et al. 2010), qui tracent la matière moléculaire aux premières
étapes de sa formation, donne un spectre de puissance en loi de puissance avec une pente plus
plate de −2.7.
Quelques études d’un milieu plus diffus ont également été faites et semblent montrer que les
spectres de puissance du H i sont plus raides, signifiant qu’ils seraient moins dominés par les
fluctuations de densité ou de vitesse à petite échelle. Dickey et al. (2001) étudient la structure
sur des données du H i du Southern Galactic Plane Survey (4ème quadrant) et obtiennent des
spectres de puissance en loi d’échelle avec des pentes comprises entre −3 et −4. Ils observent que
le gaz froid a une pente plus plate que le gaz chaud et concluent que la turbulence est dominée
par les fluctuations de densité à petite échelle. Ces résultats sont très proches des précédentes
études du H i galactique menées par Crovisier & Dickey (1983) et Green (1993) qui obtiennent
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respectivement −3.0 et −2.8. Miville-Deschênes et al. (2003a) obtiennent un spectre de puissance
de l’émission intégrée du cirrus Ursa Major avec une pente raide de −3.6 sur trois décades en
échelles spatiales.
Que pouvons-nous en tirer exactement sachant que, dans la théorie de Kolmogorov (1941)
c’est le spectre de puissance de l’énergie, donc de la vitesse et non de la densité, qui est une
loi de puissance dans le domaine inertiel ? En fait, plusieurs études basées sur des simulations
numériques (Kim & Ryu 2005, par exemple) ont montré que, pour un fluide compressible, le
spectre de puissance de la densité est également une loi de puissance. On constate également
que, dans le cas d’un écoulement subsonique, la pente du spectre de puissance de la densité est
-11/3, comme pour la vitesse. Avec l’augmentation du nombre de Mach, le spectre de puissance
de la densité s’applatit (pente plus faible) du fait de l’augmentation du nombre et de l’amplitude
des chocs qui créent de la structure à petite échelle. Ainsi, tout comme pour le lien entre la
dispersion de la densité et le nombre de Mach, il existe un lien entre la pente du spectre de
puissance de la densité de colonne et les propriétés de la turbulence.
La comparaison des spectres de puissance de régions plus ou moins denses du milieu interstel-
laire ne permet pas encore de dégager une tendance très nette mais les résultats obtenus jusqu’ici
semblent indiquer que le spectre de puissance s’aplatit avec l’augmentation de la densité. Fal-
garone et al. (2007) insistent sur ce fait et suggèrent l’idée suivante : les nuages moléculaires ne
peuvent pas être considérés comme des entités isolées avec une turbulence entretenue de l’inté-
rieur, mais au contraire, la structure fractale des nuages moléculaires est le résultat de la cascade
turbulente du milieu diffus. Cette idée est appuyée par l’estimation des taux de transfert d’éner-
gie et de la pression turbulente (voir Falgarone et al. 2004, table II) qui restent constants du
milieu diffus (CNM+WNM) jusqu’aux cœurs denses, en passant par les nuages moléculaires.
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Chapitre 2
Simuler le H i
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Je viens de présenter deux des processus dominants du milieu diffus interstellaire : la tur-
bulence et l’instabilité thermique. Comment agissent-elles simultanément sur la structure et les
propriétés du H i ? Nous avons vu que les nuages moléculaires, généralement très bien modé-
lisés par des flots turbulents isothermes, présentent des propriétés d’auto-similarité (relations
masse-échelle et vitesse-échelle), qu’ils ont des distributions de densité qui suivent des lois lo-
gnormales et que des flots supersoniques sont nécessaires pour créer les fluctuations de densité.
Ces propriétés sont-elles toujours vraies dans les cirrus où l’instabilité thermique joue un rôle pri-
mordial ? Quelle est donc l’influence de l’instabilité thermique sur la structure du milieu comme
les spectres de puissance et les distributions de densité ? Comment relier la physique du milieu
atomique neutre à celle des nuages moléculaires ? Les simulations numériques sont nécessaires
pour tenter de répondre à ces questions.
Dans ce chapitre, je présenterai tout d’abord les grandes lignes de travaux antérieurs sur la
formation des nuages moléculaires et sur les simulations numériques du H i turbulent incluant
l’instabilité thermique. Je décrirai ensuite la physique implémentée dans le code numérique HE-
RACLES et utilisée dans ce travail de thèse. Finalement, je reviendrai sur les principales proprié-
tés du H i déduites des observations qui permettent de déterminer les conditions initiales d’une
part et d’identifier les conditions physiques utilisées pour restreindre l’espace des paramètres
d’autre part.
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2.1 Simulations du H i thermiquement instable et turbulent
2.1.1 Mise en contexte : la formation des nuages moléculaires
Parce que le gaz atomique peut se transformer en molécules, et parce que l’activité de forma-
tion d’étoiles a lieu dans les nuages moléculaires, il semble important ici de décrire ce que l’on
sait sur la formation des nuages moléculaires.
Tout d’abord, rappellons que les nuages moléculaires présentent des raies suprathermiques et
un fort contraste de densité de colonne. Ce contraste est révélé par un spectre de puissance plus
plat (-2.5) que ce qui est prédit pour de la turbulence sub ou transsonique (-3.66) et par des PDFs
(probability density function) de densité lognormales, comme ce qui est vu dans les simulations
numériques de flots turbulents, compressibles et isothermes (Padoan & Nordlund 2002). Quel que
soit le mécanisme responsable de leur formation, il est clair que la turbulence est une composante
importante de la dynamique des nuages moléculaires. D’une part, elle augmente localement
la densité, menant éventuellement à une contraction gravitationnelle. D’autre part, l’énergie
cinétique des mouvements turbulents doit être dissipée pour que l’effondrement gravitationnel
ait lieu. L’ensemble du processus de formation d’étoiles est donc directement relié à la manière
dont la turbulence façonne les structures de densité du milieu interstellaire et à la manière par
laquelle l’énergie cinétique est transférée des grandes aux petites échelles.
Il y a deux écoles de pensée pour la formation des nuages moléculaires. La première suppose
que les nuages moléculaires se forment à grande échelle par instabilité gravitationnelle ; ils se
séparent du milieu interstellaire diffus quand ils deviennent gravitationnellement liés. Dans ce
scénario, les nuages moléculaires sont des objets en quasi-équilibre et auto-gravitants. Ils sont
supportés par les pressions magnétique et turbulente. Cette dernière peut être 1) héritée du
milieu atomique, 2) convertie depuis l’énergie gravitationnelle pendant l’effondrement et 3) in-
jectée par l’activité interne de formation d’étoiles. Dans cette description, les nuages moléculaires
vivent au moins 10 millions d’années : l’effondrement du nuage est long et doit être à un stade
avancé pour que la formation d’étoiles se déclenche. Un argument souvent avancé en faveur de
ce scénario est la lente formation de H2, comme mentionné par Glover & Mac Low (2007). En
effet, selon Hollenbach et al. (1971), le temps de formation de H2 est de l’ordre de 10 Mans pour
un nuage moléculaire type de densité n = 100 cm−3. Cependant, les effets dynamiques comme
la turbulence supersonique ou l’instabilité thermique produisant les structures à haute densité
peuvent accélérer la formation de l’hydrogène moléculaire ; à partir de simulations numériques
dédiées, Glover & Mac Low (2007) montrent que les forts pics de densité produits par la tur-
bulence supersonique peuvent transformer 40% du gaz atomique en H2 en un à deux millions
d’années. Ils concluent que H2 doit se former efficacement dans le gaz de H i dense et turbulent,
même s’il n’est pas gravitationnellement lié. Un grand nombre de nuages moléculaires fortement
turbulents est en effet observé dans des environnements hostiles à la formation de H2, comme
les chocs géants lors de collisions de galaxies (Guillard et al. 2012). Cela montre bien que les
mécanismes de formation de H2 sont encore sujets à de nombreuses questions. Un autre problème
avec cette description est la turbulence observée des nuages moléculaires. Le temps de relaxation
de la turbulence est d’environ un temps de parcours. Cela devrait placer rapidement le nuage
moléculaire dans un état d’effondrement en chute libre - ce qui n’est pas observé - sauf si des
processus internes réinjectent de l’énergie cinétique (McKee & Ostriker 2007).
La seconde école de pensée suppose que les nuages moléculaires sont des objets transitoires,
formés puis dispersés en quelques millions d’années par des mouvements turbulents à grande
échelle entraînés par des explosions de supernovæ et des vents stellaires. Ce scénario explique
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naturellement les propriétés turbulentes des nuages moléculaires et le faible taux de formation
d’étoiles dans la Galaxie, car le rapide allumage de la formation d’étoiles détruit le nuage parent
rapidement après sa formation. Le fait que l’on n’observe pas d’étoiles TTauri de plus de 3 Mans
dans les zones de formation d’étoiles locales corrobore cette interprétation. D’après Hartmann
et al. (2001), tous les nuages moléculaires sauf un, le Coalsack, ont une jeune population stellaire.
Cela indique qu’ils se forment, produisent des étoiles et se dispersent rapidement, en quelques
millions d’années. En outre, un grand nombre de simulations numériques incluant la gravité et
l’instabilité thermique ont démontré l’efficacité de la formation de gaz froid (atomique et mo-
léculaire) par des flots convergents de gaz chaud (Vázquez-Semadeni et al. 2007; Hennebelle
et al. 2008; Heitsch & Hartmann 2008; Banerjee et al. 2009). Comme nous le verrons ensuite,
l’instabilité thermique du H i offre une alternative naturelle à la turbulence supersonique pour
produire le potentiel fondement à petite échelle de la formation rapide d’hydrogène moléculaire
et de l’instabilité gravitationnelle.
2.1.2 Simulations du H i : études précédentes
L’idée que l’instabilité thermique joue un rôle important dans le modelage des structures
du MIS remonte aux travaux de Field et al. (1969). Avec l’essort des ressources informatiques,
de nombreuses études numériques ont exploré la turbulence d’un gaz atomique bistable (Hen-
nebelle & Pérault 1999; Hennebelle & Pérault 2000; Vázquez-Semadeni et al. 2000; Koyama &
Inutsuka 2000; Gazol et al. 2001; Sánchez-Salcedo et al. 2002; Koyama & Inutsuka 2002; Kritsuk
& Norman 2002, 2004; Audit & Hennebelle 2005; Gazol et al. 2005; Heitsch et al. 2005, 2006;
Vázquez-Semadeni et al. 2006, 2007; Inoue et al. 2007; Hennebelle & Audit 2007; Hennebelle
et al. 2007, 2008; Banerjee et al. 2009; Inoue & Inutsuka 2008, 2009; Audit & Hennebelle 2010;
Gazol & Kim 2010; Seifried et al. 2011; Walch et al. 2011; Heitsch et al. 2011). Les travaux
précurseurs à une dimension de Hennebelle & Pérault (1999) puis les études suivantes, basées
sur des simulations numériques à deux et trois dimensions (Audit & Hennebelle 2005; Heitsch
et al. 2005, 2006; Vázquez-Semadeni et al. 2006; Hennebelle et al. 2007; Audit & Hennebelle
2010) ont montré l’effet d’un gaz de WNM comprimé sur le déclenchement de la transition de
phase : l’augmentation de la densité dans les flots convergents de gaz WNM est telle que le gaz
se refroidit rapidement à des températures de quelques dizaines de degrés. Les écoulements uni-
formes de gaz atomique qui entrent en collision produisent un milieu très structuré, même à des
vitesses modestes. Vázquez-Semadeni et al. (2000) signalent que la formation de CNM est plus
efficace quand la densité du WNM le place dans une région proche du régime thermiquement
instable. Dans ces conditions, de petites perturbations du gaz chaud suffisent à provoquer la tran-
sition emballée vers la phase froide créant un contraste en densité d’environ 100 entre le WNM
et le CNM résultant de la transition. Passé un seuil en densité, les structures froides peuvent
avoir des densités et des températures de l’ordre de celles caractéristiques des nuages moléculaires
(Vázquez-Semadeni et al. 2006; Banerjee et al. 2009). Notons qu’un nombre de Mach de l’ordre de
10 est requis pour obtenir des contrastes en densité similaires avec des flots turbulents isothermes.
Le gaz froid se fragmente ensuite en grumeaux par les mouvements turbulents et en particu-
lier par l’instabilité de Kelvin-Helmholtz et l’instabilité non linéaire de couche mince (non-linear
thin-shell instability, Vishniac 1994; Heitsch et al. 2005, 2006; Vázquez-Semadeni et al. 2006).
La pression thermique du gaz froid est approximativement en équilibre avec la somme des pres-
sions dynamique et thermique du gaz chaud l’environnant. La dispersion de vitesse interne des
grumeaux de CNM est estimée transsonique par rapport à la température du CNM et est d’un
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ordre de grandeur inférieure à la vitesse relative inter-nuages, elle-même de l’ordre de la vitesse
du son du WNM.
Ces travaux montrent clairement que lorsque la turbulence et l’instabilité thermique sont
combinées, le H i ne peut pas être décrit par des flots isothermes ou même bistables et statiques.
Généralement, la PDF de densité est bimodale, signature du scénario d’un gaz biphasique 1, tout
en présentant une fraction significative du gaz aux densités du régime thermiquement instable.
Comme le montrent Kritsuk & Norman (2002, 2004), l’instabilité thermique peut aussi convertir
l’énergie thermique du WNM en énergie turbulente, fournissant un mécanisme supplémentaire
pour entretenir la turbulence et transformer l’énergie des photons en énergie cinétique. L’insta-
bilité thermique, reconnue comme un agent important dans la formation des structures du MIS,
a été inclue dans des simulations numériques à grande échelle ayant pour objectif de décrire le
MIS multi-phasique dans le disque galactique (Piontek & Ostriker 2005, 2007; Ostriker et al.
2010).
Les simulations numériques ont mis en lumière l’interaction entre la turbulence et l’instabilité
thermique qui permet de former les structures froides du milieu atomique neutre. Un écoulement
turbulent ayant des fluctuations de vitesses supersoniques développe naturellement de fortes
fluctuations de densité (∆ρ/ρ ∼ M2s , Vázquez-Semadeni 2012). Notons que la nature des fluc-
tuations de densité d’un flot supersonique et isotherme est conceptuellement différente de celle
d’un fluide biphasique. Les fluctuations de densité d’un écoulement supersonique sont transitoires
et associées à des compressions et des dépressions des mouvements turbulents. La transition de
phase d’un milieu biphasique a lieu quand le refroidissement du gaz est plus rapide que le temps
nécessaire à un pic local de densité pour répondre à la pression dynamique. Une structure à
haute densité créée par une compression locale va ainsi garder sa haute densité, même lors de la
réexpansion du gaz, car elle est en équilibre de pression avec le milieu inter-nuages. Un milieu à
deux phases produit donc des structures à haute densité durables contrairement aux écoulements
supersoniques dans lesquels les fluctuations apparaissent et disparaissent en un temps dynamique.
Comme l’indiquent Banerjee et al. (2009), il est intéressant d’étudier les propriétés de la
turbulence bistable en raison de la différence fondamentale entre les dynamiques des deux pro-
cessus. Le régime à deux phases d’une part est généralement décrit comme un système statique
en équilibre de pression : les structures froides vues dans les simulations sont en effet approxi-
mativement en équilibre de pression avec leur environnement, tout en présentant des frontières
nettes en densité et température ce qui implique l’absence de transport de fluide entre les deux
phases. La turbulence d’autre part engage du transport de fluide et les écoulements turbulents
révèlent de larges variations de densité et de pression.
Tous ces travaux indiquent que le couplage de la turbulence et de l’instabilité thermique est
un mécanisme crédible pour expliquer la condensation et la fragmentation du gaz WNM. L’insta-
bilité thermique est considérée comme le déclencheur de la transition vers le gaz atomique froid,
fournissant les conditions initiales de la formation des nuages moléculaires. Dans cette descrip-
tion, les nuages moléculaires se forment en présentant une structure marquée en densité et en
vitesse, cause éventuelle d’un effondrement gravitationnel ultérieur. Ce procédé ne dépend que
des propriétés des processus de chauffage et de refroidissement et pourrait donc se généraliser à
1. Il apparaît cependant que pour les flots supersoniques, la PDF de densité perd la forme bimodale car une
grande partie du gaz est poussée dans le régime thermiquement instable (Gazol et al. 2005; Walch et al. 2011)
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d’autres environnements galactiques ou extragalactiques.
2.1.3 Pourquoi de nouvelles simulations ?
Jusqu’à maintenant, la majorité des travaux incluant l’instabilité thermique ont exploré le
cas de flots convergents. Dans ce cadre, l’augmentation de la densité du WNM nécessaire pour
déclencher l’instabilité thermique est obtenue par une pression dynamique entretenue. L’origine
des flots convergents du milieu interstellaire n’est pas claire et pourrait ne pas être unique. Ils
sont probablement reliés aux mouvements turbulents à grande échelle et à l’instabilité gravita-
tionnelle du disque. Koyama & Inutsuka (2000, 2002) ont étudié le cas précis de la propagation
d’ondes de choc dans du gaz WNM. Ils ont montré que les structures de CNM se forment dans
la région de post-choc par l’instabilité thermique qui agit plus vite que la durée du choc. Il
semble cependant que le passage d’une seule supernova ne puisse pas produire assez de gaz froid
pour donner naissance à un nuage moléculaire, mais que le cumul de plusieurs évènements se-
rait nécessaire (Inoue & Inutsuka 2009). La collision de plusieurs flots pourrait être plus efficace
à assembler et contracter le gaz atomique chaud, formant un nombre significatif de structures
froides tout en fournissant la structure complexe des champs de vitesse et de densité observée
dans les nuages moléculaires.
Bien que les flots convergents représentent une situation physique bien comprise, leur utilisa-
tion dans une simulation numérique impose une structure spécifique à grande échelle qui restreint
de manière significative l’intervalle d’échelles sur lequel la cascade turbulente peut être étudiée.
De manière similaire aux nombreuses simulations de turbulence isotherme et supersonique uti-
lisées pour modéliser les nuages moléculaires (comme celle de Federrath et al. 2010), quelques
études se sont récemment basées sur le forçage de la turbulence dans l’espace de Fourier (Gazol
et al. 2005; Gazol & Kim 2010; Seifried et al. 2011; Walch et al. 2011) qui, par construction,
permet de décrire la cascade turbulente sur un bien plus grand intervalle d’échelles. Notons qu’un
flot convergent entretenu n’a pas plus de signification physique qu’un forçage à grande échelle
entretenu. Dans les deux cas, l’origine de l’apport d’énergie est inconnue.
Ici, je souhaite étudier la formation de CNM dans un contexte physique plus général que
le cas spécifique des flots convergents et voir plus précisément si la compression naturellement
présente dans un flot turbulent entretenu à grande échelle mène à la formation de gaz froid : la
turbulence telle qu’elle est observée dans le WNM est-elle suffisante à déclencher la transition de
phase ? Un évènement extérieur ponctuel tel qu’un flot convergent est-il requis pour comprimer
et refroidir le WNM? Comme Federrath et al. (2010), je souhaite aussi étudier l’influence sur
les propriétés du gaz des modes compressibles (ou longitudinaux) et solénoïdaux (créateurs de
vorticité) du champ de vitesse turbulent injecté. Finalement, un objectif majeur de ce travail
étant de caractériser la cascade turbulente d’un milieu biphasique, le forçage en Fourier, puis-
qu’il permet d’obtenir une large intervalle d’échelle, est nécessaire.
Un aspect important de la méthodologie de ce travail de thèse est l’étude minutieuse des
propriétés du WNM et de la turbulence qui favorisent la transition de phase. Récemment, Sei-
fried et al. (2011) ont présenté une étude similaire portant sur l’incidence des conditions initiales
(densité, température et caractéristiques du forçage en Fourier) sur la formation de CNM avec
des simulations numériques de taille 2563. Ils concluent que les propriétés du gaz bistable et de la
turbulence dépendent des conditions initiales des simulations. Mon intention ici est d’aller plus
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en profondeur et de restreindre l’espace des paramètres en identifiant en détail les conditions
physiques en accord avec les propriétés observées du H i. De plus, pour des conditions initiales
choisies, j’ai augmenté la taille des simulations jusqu’à 10243, taille nécessaire pour résoudre la
zone inertielle des spectres de puissance de la vitesse et de la densité.
Enfin, l’originalité de ce travail se trouve dans le rapprochement des simulations et des ob-
servations. Hennebelle & Audit (2007) ont présenté une première comparaison détaillée entre la
formation de structures CNM dans des flots convergents et les observations en fabriquant des
spectres synthétiques de la raie à 21 cm. Cette étude préliminaire a produit des résultats encou-
rageants concernant les propriétés basiques des données à 21 cm (densité de colonne, forme des
spectres). Ici, je souhaite explorer plus en détail par quels moyens utiliser les simulations pour
interpréter les observations à 21 cm de nuages atomiques à haute latitude. L’objectif primordial
de ce travail est donc d’analyser les simulations de la même manière que le sont les observations
pour réduire l’espace des paramètres aux valeurs réalistes, mais aussi pour aider l’interprétation
des données.
2.2 L’outil : HERACLES
Toutes les simulations présentées dans cette thèse ont été exécutées avec le code HERACLES 2
développé au Service d’Astrophysique spatiale, CEA dans le cadre du projet COAST 3 par
l’équipe d’Edouard Audit 4. Il s’agit d’un code hydrodynamique parallélisé 3D sur grille fixe
permettant de simuler des écoulements astrophysiques (González et al. 2007). Les équations
hydrodynamiques d’Euler sont résolues grâce à une méthode de volume fini de Godunov. HE-
RACLES inclut aussi la magnéto-hydrodynamique, le transfert radiatif et la gravité. HERACLES
a déjà été utilisé à plusieurs reprises par E. Audit et P. Hennebelle pour simuler la turbulence
du milieu interstellaire atomique neutre par des flots convergents de WNM (Hennebelle & Audit
2007; Audit & Hennebelle 2010). Ces publications présentent la fonction de refroidissement net
dont découle l’instabilité thermique et qui sera utilisée ici. Cette thèse s’inscrivant logiquement
dans la continuité de leux travaux, le même code est utilisé en variant le type de forçage. Le for-
çage pseudo-spectral de la turbulence utilisé ici a été implémenté dans HERACLES par Wolfram
Schmidt.
Les simulations ont été effectuées sur différents serveurs de calcul intensif. Les plus petites
d’entre elles ont toutes tourné sur le cluster local de l’Institut Canadien d’Astrophysique Théo-
rique (CITA, Canadian Institut for Theoretical Astrophysics), Sunnyvale 5, utilisant chacune
8 nœuds -64 cœurs- et environ 200 heures cpu -soit 3 h par cœur- pour les 1283 et 32 nœuds
-256 cœurs- et environ 3 000 heures cpu -12 h par cœur- pour les 2563. Les six simulations de
taille 5123 ont tourné soit sur Sunnyvale, soit sur le serveur GPC du consortium HPC de SciNet 6
2. Des informations plus détaillées et la version publique de HERACLES se trouvent à l’adresse internet
suivante : http ://irfu.cea.fr/Projets/Site_heracles/
3. http ://irfu.cea.fr/Projets/COAST/
4. Crédit : Edouard Audit, Matthias González, Neil Vaytet, Sebastien Fromang, Patrick Hennebelle, Romain
Teyssier, Pascal Tremblin et Bruno Thooris
5. http ://wiki.cita.utoronto.ca/mediawiki/index.php/Sunnyvale
6. SciNet is funded by : the Canada Foundation for Innovation under the auspices of Compute Canada ; the
Government of Ontario ; Ontario Research Fund - Research Excellence ; and the University of Toronto. voir le
site : http ://www.scinethpc.ca/
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(Loken et al. 2010). Sur Sunnyvale, 64 nœuds -512 cœurs- pendant 50 000 h cpu -95 h par cœur-
ont été utilisés, sur Scinet, 32 nœuds -256 cœurs- pendant 16 000 h cpu -60 h par cœur. Enfin,
les deux simulations à plus haute résolution (10243) ont été faites sur le super-calculateur Jade
au CINES de Montpellier 7 sur 96 nœuds -768 cœurs- et ont duré 6 jours -100 000 h cpu.
2.2.1 Equations d’Euler et schéma de Godunov
Les écoulements à très grand nombre de Reynolds peuvent être traités comme des fluides
idéaux, pour lesquels, dans une grande partie du champ de vitesse, les forces tangentielles (frot-
tements internes, viscosité) sont négligeables par rapport aux forces de pression (forces normales).
Ces écoulements dits idéaux sont décrits par les équations d’Euler, les écoulements visqueux étant
décrits par l’équation de Navier-Stokes. En effet, le nombre de Reynolds est défini comme le rap-
port du terme d’advection sur le terme de diffusion de l’équation de Navier-Stokes. Si Re 1, on
peut négliger le terme de diffusion, et donc la viscosité dont il est fonction. Les équations d’Euler
sont donc une bonne description du milieu interstellaire, qui a, comme je l’ai mentionné dans
la section 1.4, des nombres de Reynolds de l’ordre de ∼ 105 − 107. Je présente ici les équations
d’Euler pour un gaz compressible sous leur forme conservative, c’est-à-dire que l’on travaille avec
les grandeurs conservatives suivantes : ρ la densité, (ρv) avec v la vitesse et la densité d’énergie
E (énergie par unité de volume). On y inclut une accélération de forçage f qui génère les mou-
vements turbulents et une fonction de refroidissement net L qui régule la thermodynamique du
gaz.
∂tρ+∇ · (ρv) = 0 (2.1)
∂t(ρv) +∇ · (ρvv) = −∇Ptot + ρf (2.2)
∂t(E) +∇(v(E + Ptot)) = ρf · v − L(ρ, T ) (2.3)
Ptot est la pression totale, ρ la densité de masse et E est l’énergie totale du fluide
E = + ρ
vv
2
(2.4)
où  est l’énergie interne. Le gaz atomique considéré est parfait et idéal avec un indice adiabatique
γ = 5/3, ainsi P = (γ − 1) et
E =
P
γ − 1 + ρ
vv
2
. (2.5)
Le gaz n’est constitué que d’atomes d’hydrogène, mais la masse atomique moyenne µ tient compte
des abondances cosmiques d’éléments plus lourds tels l’hélium ou les métaux de sorte que µ =
1.4 mH. La densité de masse s’exprime donc ρ = µn où n est la densité volumique de l’hydrogène.
Les équations hydrodynamiques sont résolues par un schéma Godunov du second ordre pour la
partie conservative, la fonction de refroidissement étant appliquée après (le solveur utilisé pour
les simulations de cette thèse est un solveur MHD de type MUSCL-Hancook (Londrillo & Del
Zanna 2000; Fromang et al. 2006)). Les méthodes Godunov ont été largement testées et sont
robustes dans le traitement des chocs et des gradients forts (Toro 1999).
Fonction de refroidissement
Le refroidissement net implémenté dans HERACLES L est défini tel que
L = n2Λ− nΓ en erg cm−3 s−1. (2.6)
7. http ://www.cines.fr/spip.php ?rubrique291&lang=fr
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Le chauffage Γ est dû à l’effet photoélectrique sur les grains et le refroidissement Λ est le résultat
de l’association de l’émission radiative des raies de structure fine de C ii et O i, de la raie Lyα et
de la recombinaison des électrons sur les grains. Ces processus, qui sont les échanges thermiques
dominants dans le H i, suivent la description analytique des travaux de Wolfire et al. (1995) et
Wolfire et al. (2003) et ont été détaillés dans la section 1.3.2. Le refroidissement est appliqué
après la résolution des équations d’Euler à chaque pas de temps.
Conductivité thermique
Les équations présentées ci-dessus ne prennent pas en compte la conductivité thermique,
bien que Koyama & Inutsuka (2004) aient montré que l’omettre peut créer des instabilités aux
plus petites échelles résolues par la grille de la simulation. Ils suggèrent qu’il est nécessaire de
résoudre le tiers de la longueur de Field λF/3 décrite dans la section 2.3 pour éviter des problèmes
numériques. Cependant, Gressel (2009) montre dans une étude dédiée que résoudre la longueur
de Field n’est pas un pré-requis à la stabilité numérique et, de manière similaire à ce que décrit
Gazol et al. (2005), le solveur des équations d’Euler employé dans HERACLES comprend une
diffusion numérique qui crée une échelle minimale d’instabilité supérieure à la taille de la cellule.
Cela peut permettre de compenser les effets de l’instabilité thermique aux plus petites échelles.
Le deuxième argument de Koyama & Inutsuka (2004) porte sur la dépendance de la diffusion
numérique avec la résolution. Nous verrons dans la section 3.1 que les résultats statistiques
sur lesquels mon étude est basée convergent dès la plus basse résolution (simulations 1283) et
que l’influence de la taille de la simulation sur les distributions de densité et de température
est très modérée. En outre, Hennebelle & Audit (2007) ont varié la conductivité thermique
sur des simulations 2D HERACLES à très haute résolution (50002 pixels, pour une taille de
cellule de 4 10−3 pc) incluant la même fonction de refroidissement que celle utilisée ici -et donc
les mêmes propriétés de l’instabilité thermique- et ont noté que les structures plus massives
que 10−3 M pc−1 sont indépendantes de la conductivité thermique. En revanche, le nombre
de petites structures diminue quand la conduction augmente, résultat en accord avec ceux de
Koyama & Inutsuka (2004). Cependant, la différence entre les différentes simulations n’est que
très modérée, et seulement à des échelles bien inférieures à la meilleure résolution des simulations
que je vais présenter.
2.2.2 Forçage dans l’espace de Fourier
Forçage de la turbulence
Le type de forçage de la turbulence utilisé est une méthode pseudo-spectrale. Il est décrit en
détail dans Eswaran & Pope (1988). Il a été implémenté dans HERACLES par Wolfram Schmidt
(Schmidt et al. 2006, 2009). Son principe général est de modifier la vitesse aux petits nombres
d’onde (grandes échelles) en injectant artificiellement de l’énergie à ses composantes dans l’espace
de Fourier, créant ainsi un champ de vitesse turbulent statistiquement stationnaire. L’énergie
injectée aux grandes échelles cascade naturellement vers les petites échelles où elle est dissipée
par la dissipation numérique.
Notons Lboite la taille de la boite simulée et N3 le nombre de pixels sur la grille. La position x
est donnée par les coordonnées (l1∆x, l2∆y, l3∆z) où les li sont des nombres entiers tels que
1 ≤ li ≤ N et les ∆i la taille du pixel dans les directions x, y et z (sur la grille fixe que nous
utilisons, ∆x = ∆y = ∆z = Lboite/N). Notons v(x, t) la vitesse à la position x et au temps t.
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Sa transformée de Fourier v˜(k, t) à la position k est définie telle que
v˜(k, t) =
1
N3
∑
l1
∑
l2
∑
l3
v(x, t) exp(−ik · x). (2.7)
La résolution de l’équation de conservation d’énergie (2.3) dans l’espace réel permet d’évaluer
∂v(x, t)/∂t et de l’écrire dans l’espace de Fourier :
∂v˜(k, t)
∂t
= a˜(k, t). (2.8)
Le forçage est assuré par l’ajout d’une accélération de forçage a˜F (k, t) telle que
∂v˜(k, t)
∂t
= a˜(k, t) + a˜F (k, t) (2.9)
où a˜F (k, t) n’est non nul que pour les nombres d’onde k tels que 0 < |k| < 2k0. En effet cela
n’est appliqué qu’aux plus grandes échelles, et donc seulement pour les points situés dans une
sphère de rayon 2k0 centrée sur l’origine (mais excluant l’origine). k0 est le nombre d’onde ca-
ractéristique du forçage, ici égal à 2.
La détermination du champ de forcage a˜F (k, t) est basée sur le processus stochastique d’Ornstein-
Uhlenbeck avec un temps d’autocorrélation. L’amplitude donnée au champ de vitesse vs est un pa-
ramètre du code. L’amplitude de la force appliquée est donnée par FS = v2S/LS où LS = Lboite/k0
est l’échelle caractéristique du forçage. Le temps d’autocorrélation du processus stochastique est
donc donné par TS = (LS/FS)1/2 = LS/vS. Une décomposition de Helmholtz est ensuite appli-
quée au champ de vitesse aléatoire produit par le processus stochastique, permettant de contrôler
les importances respectives de la compression et de la vorticité du champ de vitesse turbulent.
Décomposition de Helmholtz
Tout champ vectoriel F peut être décomposé suivant une composante irrotationelle (com-
pressive) et une composante solénoïdale (vorticité). Le champ irrotationnel peut être décrit par
un potentiel scalaire Φ et le champ solénoïdal par un potentiel vecteur A :
F = F‖ + F⊥ = −∇Φ +∇×A, ∇ ·A = 0 (2.10)
∇× F‖ = ∇× (−∇Φ) = 0 (2.11)
∇ · F⊥ = ∇ · (∇×A) = 0. (2.12)
Les deux potentiels sont solutions de
∇2Φ = −∇ · F, ∇2A = −∇× F. (2.13)
Décomposition de Helmholtz dans l’espace de Fourier
F˜(k) = F˜⊥(k) + F˜‖(k) (2.14)
avec :
F˜‖(k) = P‖(F˜(k)) =
1
k2
k[k · F˜(k)] (2.15)
F˜⊥(k) = P⊥(F˜(k)) = F˜(k)− 1
k2
k[k · F˜(k)] (2.16)
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Figure 2.1: Illustration des deux types de forçage : à gauche, champ purement solénoïdal ; à droite,
champ purement compressible (illustration tirée de la présentation de C.Federrath, mars
2012, Cosmic Turbulence conference, Tempe).
Figure 2.2: Federrath et al. (2010, voir fig.2) : cartes de la densité intégrée le long de l’axe de z pour des
simulations isothermes avec un forçage solénoïdal (à gauche) et compressible (à droite).
2.3. Temps et échelles caractéristiques 39
ainsi
k · F˜⊥(k) = 0, k× F˜‖(k) = 0. (2.17)
On peut ainsi définir l’opérateur de projection dans l’espace de Fourier P :
P = ζP⊥ + (1− ζ)P‖. (2.18)
Pour le facteur de projection spectrale ζ = 1, la projection ne se fera que sur le plan orthogonal à
k, et le champ sera purement solénoïdal. Au contraire, pour ζ = 0, seuls les modes longitudinaux
(compressibles) du champ seront conservés. Une illustration en est donnée sur les figures 2.1 et
2.2, la première étant une schématisation avec, à gauche, un champ de force rotationnel pour
lequel ∇ f = 0 et, à droite, un champ de force pour lequel ∇ × f = 0. Les cartes de la densité
intégrée de la figure 2.2 sont des simulations isothermes (Federrath et al. 2010) pour lesquelles les
deux limites de la projection ont été étudiées. Alors que la vorticité agit principalement comme
un mélange, le cas de la turbulence compressible crée un contraste en densité plus élevé, avec
des pics plus denses et de larges régions de vide. Les valeurs de ζ comprises entre 0 et 1 génèrent
un champ mélangeant les 2 composantes. Comme le notent Federrath et al. (2010), la valeur
ζ = 0.5 correspond à un état que nous appellerons « naturel » par la suite. En effet, l’opérateur
de projection est porportionnel à l’identité P = 1/2 I et la décomposition de Helmholtz n’a
aucun effet sur le rapport des modes compressibles et solénoïdaux. On parle aussi d’un mélange
2 :1 (pour des simulations 3D) signifiant que les modes solénoïdaux occupent deux dimensions
sur les trois disponibles, alors que la composante compressive n’en occupe qu’une seule.
2.3 Temps et échelles caractéristiques
L’instabilité thermique met en jeu des temps et des échelles caractéristiques qu’il est impor-
tant de considérer pour déterminer la taille de la boîte et la résolution que l’on souhaite atteindre.
Hennebelle & Pérault (1999) ont insisté sur le fait que le WNM ne peut être soumis à
l’instabilité thermique que si son temps radiatif, ou de refroidissement, est inférieur au temps
dynamique dans le nuage. Le temps dynamique tdyn est le temps mis par un atome pour parcourir
une distance d à la vitesse du son cS,
tdyn =
d
cS
. (2.19)
Le temps radiatif est le temps caractéristique mis par le milieu pour se refroidir. Il est égal au rap-
port de l’énergie du milieu U et du transfert d’énergie  auquel il est soumis. Dimensionnellement,
on peut l’écrire ainsi :
tref =
U

avec  en erg s−1. (2.20)
La condition fondamentale pour que du WNM puisse être soumis à l’instabilité thermique est
donc
tref < tdyn ⇒ U

<
d
cS
. (2.21)
Une zone de WNM de taille d ayant subi une contraction isobare, étant ainsi devenue thermique-
ment instable, va chercher à revenir à l’équilibre thermique en se dilatant. Le temps nécessaire
à ce processus est le temps dynamique tdyn. Si le temps de refroidissement du gaz tref est su-
périeur à tdyn, le gaz reviendra à son état initial avant de pouvoir se refroidir par les processus
thermiques. Au contraire, si tref < tdyn, le gaz n’aura pas le temps de revenir à son état initial
(WNM) et sera refroidi, ainsi poussé vers la zone d’équilibre du CNM.
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Echelle caratéristique du refroidissement du WNM statique
Considérant l’équation 2.21 on peut calculer la taille critique en dessous de laquelle le WNM
ne sera pas en mesure de transiter vers la zone instable. On considère dans ce cas des conditions
typiques du WNM (T ∼ 8000 K et n = 0.5 cm−3) et un milieu statique (toute l’énergie est donc
considérée comme thermique). Dans ce cas, avec CV = kB/mH(γ − 1) la capacité calorifique
thermique par unité de masse du gaz, γ étant l’indice adiabatique égal à 5/3 pour un gaz
monoatomique, kB la constante de Boltzman et mH la masse de l’hydrogène :
U = mH CV T l’énergie du gaz et (2.22)
 = nΛ le refroidissement appliqué au WNM (2.23)
et le temps de refroidissement devient
tref =
kBT
(γ − 1)nΛ . (2.24)
Il est ainsi possible de déduire l’échelle du refroidissement dans le WNM
λref =
kBT
(γ − 1)nΛ × cS,WNM ∼ 22 pc, (2.25)
en considérant le taux de refroidissement Λ décrit dans la section 1.3.2 où cS,WNM =
√
γ kB T/mH,
n = 0.5 cm−3 et T = 8000K. Ainsi, pour que la condition tref < tdyn soit respectée, il faut que
l’échelle initiale d de la zone perturbée soit supérieure à λref pour que l’instabilité thermique
puisse s’installer. De manière similaire, une perturbation dynamique de taille inférieure à λref ne
peut pas induire de transition de phase.
Longueur de Field
La longueur de Field (Field 1965; Begelman & McKee 1990; Audit & Hennebelle 2005) est
définie comme l’échelle caractéristique en deçà de laquelle les processus radiatifs de chauffage et
de refroidissement deviennent comparables à la diffusion thermique : κT/λ2F ∼ n2Λ et donc
λF ∼
( κT
n2Λ
)1/2 (2.26)
où κ est la conductivité thermique. Sa valeur pour les atomes d’hydrogène dans l’intervalle de
température qui nous intéresse est donnée par Parker (1953) : κ = 2.5 103 T 1/2 erg cm−1 K−1 s−1.
Pour les valeurs caractéristiques de la température et de la densité du WNM (T = 8000 K et
n = 0.5 cm−3), κ = 2.2 105 erg cm−1 K−1 s−1 et λF,WNM ∼ 10−1 pc et pour le CNM (T = 100 K
et n = 100 cm−3), κ = 2.5 104 erg cm−1 K−1 s−1 et λF,CNM ∼ 3 10−4 pc.
Taille caractéristique des structures froides
Il s’agit de la taille caractéristique d’une structure qui se serait condensée en un temps de
refroidissement qui est le temps nécessaire à un nuage initialement dans la phase WNM pour
se contracter et atteindre l’équilibre thermique. Nous venons de voir que la taille caractéristique
initiale d’un nuage de WNM qui se condense en un temps de refroidissement est de 22 pc. Comme
la densité du CNM est environ 100 fois plus élevée que celle du WNM, les structures sont environ
100 fois plus petites (η = nCNM/nWNM ∼ 100). La taille caractéristique des structures froides
s’obtient en divisant la longueur de refroidissement par 100 : λstruc = λref/η ∼ 0.2 pc.
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Taille caractéristique des chocs dans le CNM
A cause de sa température environ 100 fois inférieure à celle du WNM, la vitesse du son du
CNM est environ 10 fois plus petite que celle du WNM (cS ∝
√
T ). Le WNM étant sonique ou
subsonique, le nombre de Mach d’une structure froide relativement à son environnement peut
atteindre des valeurs autour de 10. Ces mouvements supersoniques peuvent avoir lieu lors d’un
choc entre deux structures de CNM. La taille caractéristique d’une couche froide choquée est
évaluée par Audit & Hennebelle (2005) à environ 10−3 pc.
Il est important de bien connaître les ordres de grandeur de ces échelles, car elles permettent
de déterminer la taille de la boîte de la simulation selon les questions auxquelles on tente de
répondre. J’y reviendrai en évoquant le choix des paramètres et des conditions initiales des
simulations.
2.4 Définition des conditions initiales et des quantités à repro-
duire
Les simulations qui font l’objet de ce travail sont dédiées à l’étude de l’instabilité thermique
et de la formation du CNM à partir d’un gaz entièrement dans la phase WNM. Il est donc
important de connaître les propriétés des deux phases et les conditions physiques qui leur sont
associées. Je décrirai ici les propriétés globales du H i galactique un peu plus en détail que ce qui
a été présenté à la section 1.1. Ces propriétés permettent de déterminer les conditions initiales
des simulations, de définir ce que l’on cherche à reproduire par les simulations et d’interpréter
les résultats.
2.4.1 Conditions initiales
Malgré leur importance dans la physique du milieu interstellaire, le champ magnétique et la
gravité ne sont pas considérés dans ce travail pour concentrer l’étude sur l’impact des modes de
vorticité ou de compression des mouvements turbulents sur la formation des structures de CNM.
Toutes les simulations qui font l’objet de cette thèse sont donc purement hydrodynamiques.
Densité et température du WNM
Les valeurs typiques de densité et de température du WNM sont n ∼ 0.3 cm−3 et T ∼ 104 K
(Ferrière 2001), mais ces valeurs varient fortement avec le rayon galacto-centrique et la hauteur
dans le disque galactique (Kalberla & Dedes 2008). Elles sont aussi sujettes à des variations locales
dues à la formation d’étoiles (Joung et al. 2009). Cependant, il est possible d’estimer les valeurs
moyennes des densités et des températures du WNM et du CNM en les supposant en équilibre de
pression P = nwnm Twnm = ncnm Tcnm. Pour la pression moyenne de P = 4000 K cm−3 obtenue
par Jenkins & Tripp (2011) (cette valeur a été mesurée dans le CNM, mais nous l’adoptons
ici pour tout le H i puisque nous supposons les deux phases CNM et WNM en équilibre de
pression) et en utilisant la courbe d’équilibre thermique (voir fig. 1.10) basée sur les processus de
chauffage et de refroidissement de Wolfire et al. (2003), on mesure des densités et températures
d’équilibre égales à : nwnm = 0.5 cm−3, Twnm = 8000 K et ncnm = 111 cm−3, Tcnm = 36 K.
La densité du WNM telle que nous venons de la calculer est élevée par rapport à la description
de Dickey & Lockman (1990) qui affirment que la densité totale du H i (CNM plus WNM) est
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n0 = 0.57 cm−3 et que la densité du WNM est probablement n0,WNM ∼ 0.2 cm−3. Cependant,
elle est en accord avec d’autres observables ou modélisations. Tout d’abord, et par le calcul
effectué, nWNM ∼ 0.5 cm−3 est en accord avec la pression mesurée par Jenkins & Tripp (2011) et
la modélisation des processus de chauffage et de refroidissement de Wolfire et al. (2003) (voir le
chapitre 1.3). Elle s’accorde de plus avec la densité totale (CNM+WNM) au voisinage du Soleil
donnée par Kalberla & Kerp (2009) n0 = 0.9 cm−3 et nous verrons (section 2.4.2) que ces valeurs
permettent de reproduire le rapport de masse du CNM et du WNM, estimé à 40% par Heiles
& Troland (2003b). Suivant ces résultats, nous supposerons par la suite que TWNM ∼ 8000K et
que nWNM ∼ 0.5 cm−3 est une valeur parfaitement satisfaisante.
Taille de la boîte
J’ai précédemment décrit (partie 2.3) les échelles caractéristiques liées aux processus de re-
froidissement du WNM. Tout d’abord, rappelons la condition essentielle pour que le gaz chaud
puisse être poussé vers la phase instable, et ainsi se condenser et se refroidir :
tref < tdyn ⇒ ∆U

<
d
cS
. (2.27)
Cette condition nous a permis d’évaluer l’échelle caractéristique du refroidissement pour des
conditions raisonnables du WNM (n = 0.5 cm−3, T ∼ 8000 K) : λref ∼ 22 pc. Nous pouvons
en déduire que la taille de la boîte de la simulation doit être supérieure à 22 pc. Parallèlement,
un nuage de WNM qui se condense va donner naissance à une structure de gaz froid dont la
taille caractéristique sera environ 100 fois plus petite que λref , dû au rapport de densité des deux
phases et en supposant qu’elles sont en équilibre de pression. Les structures de CNM ont donc
une taille caractérisque de ∼ 2 × 10−1 pc. Pour étudier les propriétés physiques des structures
froides créées dans la simulation, il est essentiel d’avoir une résolution inférieure à leur taille,
et préférable de les résoudre sur plusieurs pixels. La taille de la boîte choisie est donc de 40 pc
dans le but d’être supérieure à l’échelle caractéristique de refroidissement du WNM. De plus,
cette taille physique permet d’atteindre une taille de cellule de 4 × 10−2 pc pour les simula-
tions à plus haute résolution (10243). Par contre, cela ne nous permet pas de résoudre les deux
plus petites échelles physiques de l’instabilité thermique : la longueur de Field λF et la taille
caractéristique des chocs du CNM. Nous avons discuté l’importance de la première dans la sec-
tion 2.2.1 et avons déduit que l’effet est très modéré. Concernant la deuxième échelle non résolue
dans cette étude, il est possible que cela mène à sous-estimer la densité des zones les plus denses,
mais il semble pour le moment difficile de pouvoir la résoudre dans une étude en trois dimensions.
Conditions initiales
L’objectif principal de cette étude étant de déterminer les conditions favorables à la création
de CNM dans des quantités similaires à celles observées, nous choisissons pour le gaz initial
des propriétés physiques proches de celles observées dans le WNM dans l’environnement solaire.
D’après la figure 2.3 qui sera décrite au paragraphe 2.4.2, il semble raisonnable de considérer des
densité et température constantes pour une boîte de 40 pc centrée en z = 0. Je considérerai ainsi
une température uniforme et égale à 8000 K pour toutes les simulations. Le gaz est initialement
statique et le champ de vitesse turbulent est produit par le forçage dans l’espace de Fourier à
chaque pas de temps.
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Table 2.1: Table récapitulative des conditions initiales choisies pour chaque taille de simulation
Taille (cellules) Quantité physique Valeur
Lboite 40 pc
T 8000 K
conditions aux bords périodiques
1283 nombres de simulations 90
résolution 0.3 pc
densité n0 0.2 à 10 cm−3
projection spectrale ζ 0 (compressible) à 1 (solénoïdal)
amplitude à grande échelle vS 5 à 20 km s−1
2563 et 5123 nombre de simulations 6 (de chaque)
résolution 0.15 pc et 0.08 pc
densité n0 1 et 2 cm−3
projection spectrale ζ 0.1, 0.2, 0.3 et 0.5
amplitude à grande échelle vS 7.5, 10, 12.5, 15 km s−1
10243 nombres de simulations 2
résolution 0.04 pc
densité n0 1 et 2 cm−3
projection spectrale ζ 0.2 et 0.5
amplitude à grande échelle vS 12.5 et 7.5 km s−1
Dans un premier temps, pour étudier l’impact des propriétés du forçage et de la densité
initiale sur la formation de structures froides et sur son efficacité, j’ai produit 90 simulations à
petite résolution (1283) en variant :
– la densité initiale autour de celle du WNM (nWNM = 0.5 cm−3), de 0.2 cm−3 jusqu’à
10 cm−3
– les propriétés du champ de vitesse : son amplitude vS de 5 à 20 km s−1 et sa projection
spectrale ζ de 0 à 1, allant ainsi d’un champ purement compressible à un champ purement
solénoïdal.
Les différents jeux de paramètres initiaux sont présentés dans la table 2.1.
2.4.2 Ce que l’on cherche à reproduire
Pour restreindre l’espace des paramètres, il est essentiel de définir les quantités physiques
que l’on peut déduire des observations et que l’on souhaite reproduire dans les simulations, de
manière à s’assurer le meilleur cadre possible de comparaison.
Fraction de masse du CNM
Dans ce travail, je me concentre sur les propriétés du milieu atomique neutre dans l’environ-
nement solaire. D’après Kalberla & Dedes (2008), la distribution radiale de la densité du H i dans
le plan galactique suit une loi exponentielle en s’éloignant vers l’extérieur de la Galaxie avec une
valeur moyenne de nHI ∼ 0.9 cm−3 au niveau du rayon solaire (figure 1.6). Cette moyenne est
la somme des densités du WNM et du CNM pondérées par leur facteur d’occupation du volume
fv,
nHI = nwnm f
v
wnm + ncnm f
v
cnm (2.28)
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où
fvwnm + f
v
cnm = 1. (2.29)
Ainsi,
fvcnm =
nHI − nwnm
ncnm − nwnm . (2.30)
On déduit des valeurs précédemment calculées de nWNM ∼ 0.5 cm−3 et nCNM ∼ 111 cm−3 ainsi
que de l’équation 2.30 que le CNM occupe moins de 1% du volume du H i. On peut aussi calculer
la fraction de masse du CNM fmcnm que l’on exprime comme
fmcnm =
ncnm f
v
cnm
nHI
∼ 44%. (2.31)
Cette valeur est en accord avec les résultats de Heiles & Troland (2003b) qui estiment que 40%
de la masse du H i est composée de CNM en comparant des observations à 21 cm de 79 lignes
de visée indépendantes en absorption et en émission.
Dispersion de vitesse turbulente du WNM et nombre de Mach
De manière à simuler un volume de H i ayant des conditions physiques réalistes, il est néces-
saire d’évaluer l’amplitude des mouvements turbulents, ou de manière équivalente le nombre de
Mach, à l’échelle de la boîte de simulation. L’estimation directe du nombre de Mach du WNM
à partir des observations est difficile car sa température ne peut pas être facilement et précisé-
ment mesurée. Une méthode traditionnelle pour mesurer la température du H i est basée sur la
comparaison des observations à 21 cm en absorption et en émission. Étant optiquement mince,
le gaz chaud ne produit presque aucune raie détectable en absorption quand il est observé de-
vant une forte source radio. Seules quelques rares détections ont été rapportées jusqu’à présent
(Carilli et al. 1998; Kanekar et al. 2003; Begum et al. 2010). Les températures qui en sont dé-
duites sont généralement plus proches du régime thermiquement instable (T ∼ 500 − 6000 K)
que de celles du WNM qui découlent du modèle à deux phases (T ∼ 8000 K). Cependant, il
existe des pistes indirectes qui indiquent que le WNM est subsonique. Tout d’abord, la valeur de
l’exposant q ∼ 1/3 de la relation σturb ∝ lq (Larson 1979) est celle attendue pour la turbulence
subsonique (voir la section 1.4.2 pour plus de détails). Une autre indication du faible nombre
de Mach du WNM vient du fait que les spectres de la raie à 21 cm sont lisses et ne présentent
pas de structures. Haud & Kalberla (2007) ont trouvé que les spectres à 21 cm les plus simples
du WNM sont bien modélisés par une seule gaussienne de largeur σtot = 10.2 km s−1 avec une
incertitude de 0.3 km s−1 sur l’ajustement. Nous supposerons pour la suite que cette valeur est
bien représentative de la dispersion de vitesse totale du WNM dans l’environnement solaire.
La dispersion de vitesse totale des mouvements du gaz est la somme quadratique de ses
contributions thermique (σtherm) et turbulente (σturb), intégrées le long de la ligne de visée :
σtot =
√
σ2therm + σ
2
turb (2.32)
avec
σtherm =
√√√√ k
m
∫ L
0 n(z)T (z)dz∫ L
0 n(z)dz
(2.33)
σturb = σ1pc L
1/3 (voir section 1.4.2) (2.34)
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Figure 2.3: Distribution verticale de la pression, de la température et de densité du WNM. La densité
du WNM dans le plan (n(z = 0) = 0.5 cm−3) est celle correspondant à la branche thermi-
quement stable de Wolfire et al. (2003) pour la pression moyenne de Jenkins & Tripp (2011).
La température est déduite de l’équilibre thermique à la densité n(z) pour chaque position
en z en utilisant les processus de chauffage et de refroidissement décrits par Wolfire et al.
(2003) et présentés dans la section 1.3. La pression est simplement P = nT . Ces distribu-
tions illustrent que les variables thermiques (n, T et P ) du WNM peuvent initialement être
considérées comme constantes dans une boîte de simulation de 40 pc centrée en z = 0.
où n(z) est la distribution de la densité avec la latitude z. Selon Dickey & Lockman (1990),
le profil vertical en densité du WNM est bien décrit par une gaussienne de la forme n(z) =
n0 exp[−(z/σz)2] avec σz = 225 pc (voir aussi section 1.2.2). On considère ici que la densité
du WNM est n0 = 0.5 cm−3, comme calculé précédemment. Les profils de température et de
pression correspondants peuvent être calculés grâce à la fonction d’équilibre thermique décrite
dans le chapitre 1.3. Ces distributions sont représentées sur la figure 2.3. En utilisant l’expression
de T (z) ainsi calculée, l’intégration des distributions n(z) et T (z) sur la ligne de visée a pour
résultat (voir eq. 2.33)
σtherm = 8.3 km s
−1. (2.35)
Pour repère, cette valeur est presque identique à la valeur de l’élargissement thermique d’un gaz
isotherme à 8000 K : σ8000 K = 8.1 km s−1. Connaissant maintenant σtherm et σtot, la résolution
de l’équation 2.32 nous donne pour la dispersion de vitesse turbulente sur la totalité de la ligne
de visée
σturb = 5.9 km s
−1. (2.36)
Le fait que σtherm est supérieure à σturb, est une autre indication que les mouvements thermiques
du WNM sont dominants sur les mouvements turbulents à toutes les échelles de l’environnement
solaire.
Si l’on suppose que la contribution de la dispersion turbulente à la largeur de raie observée
est représentative des mouvements à l’échelle de hauteur du H i à la position du Soleil (L = hz =
46 Chapitre 2. Simuler le H i
Table 2.2: Propriétés observationnelles utilisées pour discriminer les conditions initiales
fmcnm 40-50%
σ40pcturb (WNM) ∼ 3 km s−1
M(WNM) . 1
300 pc), on obtient que la dispersion de vitesse turbulente à l’échelle de 1 pc est
σ1pc =
σturb
h
1/3
z
= 0.89 km s−1. (2.37)
Ce résultat est proche de celui de Wolfire et al. (2003) qui ont estimé σ1pc = 1.4 km s−1 pour le
WNM. Le fait que ce calcul donne une valeur inférieure à la leur peut être attribué à la prise en
compte de la contribution thermique à la largeur de raie. On remarque que σ1pc = 0.9 km s−1 est
aussi la valeur obtenue par Heyer & Brunt (2004) dans les nuages moléculaires (voir section 1.4.2).
De manière similaire à Falgarone et al. (2004), ce résultat évoque une relation dynamique étroite
entre les phases.
Étant donné que σturb = σ1pc L1/3, la valeur de σ1pc ainsi calculée permet d’estimer la dispersion
turbulente du WNM attendue pour 40 pc σ40pcturb ∼ 3 km s−1.
L’étude des paramètres sur des simulations à basse résolution a pour objectif de déterminer
quelles conditions initiales mènent à des conditions du H i proches des propriétés observation-
nelles présentées dans la section précédente. Je rappelle ici les valeurs de la fraction massique
de CNM, de la dispersion de vitesse et du nombre de Mach qui m’ont permis de contraindre
les conditions initiales (voir table 2.2). Tout d’abord, le CNM contribue à 40% de la masse de
l’hydrogène atomique tout en n’occupant que 1% de son volume. Ensuite, la dispersion de vitesse
turbulente à l’échelle de 1 pc est égale à 0.89 km s−1 dans le WNM, ce qui donne pour 40 pc
σ40pcturb ∼ 3 km s−1. De plus, le H i est subsonique ou transsonique.
La fraction en masse de gaz froid, la dispersion de vitesse turbulente et le nombre de Mach
ainsi définis sont les paramètres choisis ici pour discriminer les conditions initiales des simu-
lations. Dans un premier temps, et pour chacune des 90 simulations à basse résolution (1283
cellules pour une taille de boîte de 40 pc), j’ai étudié la convergence statistique de chacune de
ces grandeurs de manière à déterminer les jeux de conditions initiales qui s’approchent au mieux
des propriétés observationnelles. Pour justifier cette étude paramétrique à basse résolution, j’ai
étudié l’influence du nombre de cellules de la boîte sur les propriétés statistiques de fCNM, σturb
etMobs et sur les distributions des champs 3D de température et de densité. Des simulations de
tailles 2563 et 5123 pour six jeux de conditions initiales différents ont été utilisées.
L’étude paramétrique que je présenterai au chapitre 3 permettra de choisir deux jeux de
conditions initiales reproduisant bien les observations. Ces conditions initiales seront utilisées
pour augmenter la résolution de deux simulations. En effet, si les simulations à basse résolu-
tion sont suffisantes pour déterminer les conditions initiales, elle ne le sont pas pour étudier la
structure du CNM en détail. Premièrement, la zone inertielle de la cascade turbulente n’est pas
résolue, même dans le cas des simulations 5123, à cause du forçage à grande échelle d’une part,
et de la dissipation numérique à petite échelle d’autre part. Ensuite, les simulations 10243 (pour
une taille de boîte de 40 pc) ont juste la résolution nécessaire pour résoudre les structures froides.
Ces simulations à haute résolution seront présentées et analysées dans le chapitre 4. Je verifierai
que les quantités que nous cherchions à reproduire (nombre de Mach, dispersion de vitesse et
2.4. Définition des conditions initiales et des quantités à reproduire 47
fraction massique de CNM) sont toujours en accord avec les observations, même avec une ré-
solution différente. De plus, je confirmerai la validité de ces simulations pour une comparaison
avec les observations en contrôlant que la pression mesurée par Jenkins & Tripp (2011) et les
distributions de densité et de température sont elles aussi en accord avec ce que l’on attend dans
du H i multiphasique.
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Étude paramétrique
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L’objectif de ce travail est d’étudier la formation du CNM à l’aide de simulations à haute
résolution (10243). Comme elles sont très couteuses en temps de calcul, le domaine des para-
mètres est exploré à basse résolution. Ce chapitre décrit cette exploration et valide l’utilisation
de simulations 1283. Il décrit aussi le temps nécessaire à atteindre un état stationnaire. Il porte
sur 90 simulations pour lesquelles varient la densité et les deux paramètres du forçage de la
turbulence : l’amplitude du champ de vitesse à grande échelle vS et sa projection sur les modes
compressibles ou solénoïdaux par le facteur ζ.
3.1 Résolution et convergence
Pour étudier l’effet de la résolution et la convergence des simulations, j’ai en particulier consi-
déré l’évolution temporelle des trois quantités physiques suivantes : la fraction de masse du CNM
créé, la dispersion de vitesse turbulente σturb le long de la ligne de visée et le nombre de Mach.
Ces trois quantités sont spatialement moyennées à différents pas de temps (toutes les 106 années).
Pour évaluer la fraction de masse du CNM, on définit les trois phases thermiques suivant des
critères de température, en suivant la description de Audit & Hennebelle (2005) : le gaz ayant une
température supérieure à 5000 K est considéré comme étant du WNM, celui ayant T < 200 K
comme du CNM, et le gaz dont la température se trouve dans l’intervalle [200 K,5000 K] est le
gaz thermiquement instable, comme l’illustre la figure 1.10 (graphe en bas à droite). Les fractions
de masse sont calculées en divisant la somme des densités des pixels dont la température répond
au critère de la phase concernée par la densité totale de la boîte. Par exemple :
fCNM =
∑
n(T < 200)∑Nresol
i,j,k=0 n(i, j, k)
. (3.1)
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La dispersion turbulente est calculée suivant l’expression suivante (voir Miville-Deschênes &
Martin 2007, équation 8) :
σ2turb(x, y) =
∑Lbox
z′=0 n(x, y, z
′)v2z(x, y, z′)∑Lbox
z′=0 n(x, y, z
′)
− C2(x, y), (3.2)
où C(x, y) est la carte du centroïde de vitesse défini comme suit :
C(x, y) =
∑Lbox
z′=0 n(x, y, z
′)vz(x, y, z′)∑Lbox
z′=0 n(x, y, z
′)
. (3.3)
Dans les simulations, le nombre de Mach est généralement calculé comme le rapport de la
vitesse sur celle du son
Mtheo =< |v|/cS >x,y,z, (3.4)
où cS =
√
γP (x, y, z)/ρ(x, y, z). Ce paramètre ne peut pas être déduit directement des observa-
tions car les quantités 3D interviennent dans le calcul. Pour la suite, je travaillerai de préférence
avec une expression plus proche des observations,
Mobs =< σturb
σtherm
>x,y, (3.5)
utilisant les quantités intégrées le long de la ligne de visée : les dispersions de vitesse turbulente
σturb et thermique σtherm. Ces dernières ne sont certes pas toujours faciles à évaluer sur des
observations, mais cette expression du nombre de Mach permet de rester plus proche d’une
étude observationnelle.
La dispersion de vitesse thermique est définie comme suit :
σ2therm =
kB
mH
∑Lbox
z′=0 n(x, y, z
′)T (x, y, z′)∑Lbox
z′=0 n(x, y, z
′)
. (3.6)
Notons que σturb et σtherm sont reliées quadratiquement à l’élargissement total σtot par la relation
σ2tot = σ
2
therm + σ
2
turb. (3.7)
3.1.1 Isotropie
Comme ce travail utilise des quantités intégrées suivant une direction précise, il est important
de se demander si ces quantités sont isotropes. En effet, si elles ne le sont pas, l’intégration suivant
une seule direction n’est pas suffisante. Il serait alors nécessaire de comparer les intégrations
suivant les trois directions spatiales de la simulation.
Dans le cas de simulations hydrodynamiques avec un forçage de la turbulence dans l’espace de
Fourier, il n’y a a priori aucune direction préférentielle et le milieu est isotrope. Pour confirmer
cette hypothèse, j’ai intégré la dispersion de vitesse turbulente suivant les trois axes (x, y et
z) d’une simulation donnée (n=0.2 cm−3, ζ=0.5, vS = 7.5 km s−1) et ai regardé l’évolution
temporelle de leurs moyennes spatiales, représentées par la figure 3.1. Les différentes moyennes
temporelles, calculées sur l’intervalle de temps [10Mans, 40Mans], sont égales à : < σx >ty,z=
3.44 ± 0.12 km s−1, < σy >tx,z= 3.47 ± 0.14 km s−1 et < σz >tx,y= 3.50± 0.17 km s−1. Les
différences entre les trois intégrations sont de l’ordre de leurs variations individuelles, justifiant
ainsi l’hypothèse d’isotropie du milieu. Ensuite, les intégrations le long de la ligne de visée seront
toutes faites suivant l’axe z.
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Figure 3.1: Simulation n=0.2 cm−3, ζ=0.5, vS = 7.5 km s−1. Comparaison des dispersions de vitesse
intégrées suivant les trois directions x, y, z. L’écart entre les trois évolutions est du même
ordre de grandeur que leurs variations indivuelles avec le temps : Le milieu peut être considéré
comme isotrope.
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Figure 3.2: Évolution temporelle : en haut, la fraction de masse du CNM fCNM, au milieu, la disper-
sion de vitesse moyenne < σturb >x,y et en bas, le nombre de Mach moyen <Mobs >x,y
pour les simulations ayant les conditions initiales suivantes : à gauche, n=1 cm−3, ζ=0.2,
vS = 12.5 km s−1 et à droite, n=2 cm−3, ζ=0.5, vS = 7.5 km s−1 pour différentes réso-
lutions : 5123 (trait plein noir), 2563 (trait pointillés bleus) et 1283 cellules (trait tirets
verts).
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Table 3.1: Valeurs moyennes (temporelles, calculées sur l’intervalle de temps [10Mans, 40Mans]) et
écarts types de la dispersion de vitesse turbulente σturb et du nombre de Mach Mobs, et
valeur de la fraction de masse du CNM fCNM à t = 40 Mans pour les simulations avec les
condition initiales suivantes : n0=1 cm−3, ζ=0.2, vS = 12.5 km s−1 et différentes résolutions :
5123, 2563 and 1283 cellules.
taille < σturb > σ(σturb) <Mobs > σ(Mobs) fCNM
(pixels) (km.s−1) (km.s−1) à 40 Mans
1283 2.7 0.2 0.46 0.02 0.27
2563 2.8 0.1 0.47 0.02 0.31
5123 2.8 0.1 0.49 0.02 0.33
3.1.2 Influence de la résolution
Pour étudier l’influence de la résolution des simulations sur les principales statistiques utili-
sées pour l’étude paramétrique, j’ai exécuté des simulations de différentes tailles (1283, 2563 et
5123) ayant les mêmes conditions initiales pour six jeux de conditions initiales différents. Je ne
présente ici que deux de ces jeux : n=1 cm−3, ζ=0.2, vS = 12.5 km s−1 et n=2 cm−3, ζ=0.5,
vS = 7.5 km s−1. Je représente sur la figure 3.2 l’évolution temporelle des valeurs spatialement
moyennées de σturb et Mobs, et de la fraction de masse du CNM fCNM. Les valeurs moyennes
(spatiales et temporelles à partir du temps où un état stationnaire est atteint) de σturb etMobs
sont données dans la table 3.1 pour la simulation suivante : n0=1 cm−3, ζ=0.2, vS = 12.5 km s−1.
Ces valeurs et leurs écarts-types sont semblables, suggérant que la dynamique du gaz converge
dès les plus petites résolutions. En revanche, le taux de gaz froid créé semble être plus sensible à
la résolution. Les histogrammes de température et de densité sont représentés sur la figure 3.3 et
montrent nettement que les simulations 1283 décrivent mal les pics denses des petites structures
froides. En effet, le pic de gaz froid est bien plus bas pour la simulation 1283 que dans le cas
des runs 2563 et 5123, qui eux ont des profils semblables. Parallèlement, les distributions de den-
sité sont moins larges à basse résolution, les densités extrêmes n’étant pas réalisées. Ces profils
sont parfaitement cohérents avec l’évolution temporelle de fCNM représentée sur la figure 3.2, le
pourcentage en masse de gaz froid évoluant plus lentement à basse résolution. Cependant, les
taux de CNM atteints à 40 Mans sont presque semblables, avec fCNM=0.27 pour la 1283, 0.31
pour la 2563 et 0.33 pour la 5123 (dernière colonne de la table 3.1). De plus, si l’on regarde l’évo-
lution de fCNM d’une simulation qui semble plus efficace à créer du CNM (n=2.0 cm−3, ζ=0.5,
vS = 7.5 km s−1, voir figure 3.2 à droite ; cet aspect sera traité en détail dans la section 3.2), on
constate que la fraction de gaz froid n’est plus dépendante de la résolution. Nous en déduisons
que l’évaluation de fCNM, même à basse résolution, donne une bonne estimation de la quantité
de CNM formé dans la simulation, en se souvenant que fCNM peut augmenter légèrement avec
la résolution.
La même étude de l’influence de la résolution menée sur les quatre autres jeux de conditions
initiales aboutit à des résultats parfaitement similaires, ce qui permet de conclure que la résolution
n’affecte pas les quantités dynamiques telles σturb etMobs et qu’elle n’a qu’un effet modéré sur
le taux de gaz froid formé fCNM. Une étude statistique sur un grand nombre de simulations
contenant seulement 1283 cellules semble ainsi justifiée, tant que nous ne cherchons pas à en
extraire trop d’informations physiques ; une étude complète ne peut être menée qu’avec une
meilleure résolution permettant d’être plus confiant dans la fraction de gaz froid et de conclure
sur les propriétés des structures de gaz froid.
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Figure 3.3: À gauche, histogrammes de température et à droite distributions de densité, calculés à
t = 40 Mans, pour les simulations avec les conditions initiales suivantes : n=1 cm−3, ζ=0.2,
vS = 12.5 km s−1, et différentes résolutions : 5123 (trait plein noir), 2563 (trait pointillés
bleus) and 1283 cellules (trait tirets verts)
3.1.3 Temps de convergence
Préalablement à cette étude, il est important de déterminer le temps pendant lequel les
simulations tourneront. Le premier temps caractéristique des simulations est le temps de parcours
ou crossing time déterminé par
tcross =
Lboite
cS
. (3.8)
Pour du WNM initial à une température de 8000K, la vitesse du son est égale à 8.9 km s−1.
Donc dans une boite de 40 pc, tcross = 4.4Mans. Un deuxième temps caractéristique est lié à la
turbulence injectée dans la simulation. Ce temps est donné par le temps d’auto-corrélation du
forçage TS (section 2.2.2) défini tel que
TS =
LS
vS
(3.9)
où LS est l’échelle caractéristique du forçage égale à Lboite/2 et vS l’amplitude à grande échelle.
vS variant de 5 à 20 km s−1, TS est compris entre 4 et 1 Mans. J’ai aussi evoqué dans la partie 2.3
que le temps de refroidissement du WNM,
tref =
kBT
(γ − 1)nΛ , (3.10)
est égal à 2.4Mans pour du WNM initial à 8000K avec une densité de 0.5 cm−3.
Pour pouvoir atteindre un état dynamique stationnaire, il est préférable de faire tourner la
simulation sur plusieurs temps dynamiques, donc sur plusieurs 5Mans.
D’autre part, il est aussi souhaitable de déterminer un temps maximum, les temps de calcul
étant en effet très élevés. Pour ce faire, je me suis basée sur un paramètre physique : le temps
caractéristique entre deux explosions de supernovæ dans l’environnement solaire. Elles sont en
effet susceptibles de changer considérablement la physique d’un nuage. Une expression analytique
du taux de supernovæ de Type-II dans l’environnement solaire par unité de volume est donnée
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Figure 3.4: Évolution de différents paramètres en fonction de la densité initiale et du pourcentage
en masse de CNM créé pour différentes amplitudes de vitesse à grande échelle vS (de 5 à
20 km s−1). À gauche : évolution de fCNM avec la densité initiale n0, au milieu : évolution
de la valeur de σturb en fonction de n0 et à droite : évolution de σturb en fonction de fCNM.
Les lignes en pointillés encadrent les valeurs observationnelles de fCNM et de σturb que je
cherche à reproduire dans les simulations.
par Ferrière (2001) (je ne considère ici que les supernovæ de Type-II, les supernovæ de Type-I
étant beaucoup moins fréquentes) :
RII(Z = 0) = 50 kpc−3 Mans−1. (3.11)
Le temps caractéristique entre deux supernovæ de Type-II dans l’environnement solaire dans un
volume de (100 pc)3 est ∼ 20Mans.
J’ai donc décidé d’arrêter les runs à 40 Mans. Cela permet à la dynamique de se développer,
et semble raisonnable à la vue du temps caractéristique entre deux explosions de supernovæ.
3.2 Étude paramétrique
Je présente ici l’étude paramétrique réalisée sur 90 simulations de faible résolution (1283
cellules menant à une taille de pixel de 0.3 pc). J’ai fait varier la densité initiale du WNM (de
0.2 cm−3 à 10 cm−3) et les deux paramètres du forçage de la turbulence : son amplitude vS
(de 5 à 20 km s−1) et sa projection, des modes purement compressibles (ζ = 0) aux modes
purement solénoïdaux (ζ = 1). J’ai calculé pour chaque simulation et à chaque Méga-année la
fraction de masse du CNM fCNM (eq. 3.1), les nombres de Mach moyenMtheo (eq. 3.4) etMobs
(eq. 3.5), et la dispersion de vitesse turbulente intégrée sur la ligne de visée σturb (eq. 3.2). Les
valeurs présentées dans les tables 3.3 et 3.4 ont été moyennées temporellement sur l’intervalle de
temps où un état stationnaire a été atteint ([20Mans, 40Mans]). Je présente tout d’abord les
simulations pour lesquelles ζ a été fixé à 0.5, puis celles pour lesquelles seule la densité est fixée
à 1 cm−3.
3.2.1 Cas du forçage naturel de la turbulence : ζ = 0.5
J’ai dans un premier temps étudié l’influence de la densité sur la formation de gaz froid. Pour
ce faire, la projection spectrale du champ de vitesse turbulent est fixée à 0.5, ce qui correspond
à un état naturel du champ de vitesse. En effet, lorsque ζ = 0.5, la décomposition de Helmholtz
est égale à l’opérateur identité et ne change pas le champ de vitesse issu des processus stochas-
tiques. Je n’ai donc varié dans ce cas que la densité initiale n0 et l’amplitude du champ de vitesse
turbulent injecté vS. Notons que, la température initiale étant toujours égale à 8000 K et le gaz
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Figure 3.5: Cartes du logarithme de la densité intégrée selon la direction z. La densité initiale n0
augmente de gauche à droite et a les valeurs 1.0, 1.5, 3.0 et 10.0 cm−3. Le facteur de
projection spectrale et l’amplitude de la vitesse à grande échelle sont fixés à ζ = 0.5 et
vS=7.5 km s−1. Toutes les cartes sont faites sur le même intervalle de densité de colonne
allant de 0.6 à 40 1020 cm−2.
étant considéré comme parfait, augmenter la densité initiale équivaut à augmenter la pression
initiale du WNM. Les principaux résultats statistiques de ces 48 simulations sont présentés dans
la table 3.3 et résumés dans la figure 3.4.
On remarque tout d’abord que les simulations pour lesquelles le WNM a une densité initiale
comprise entre 0.2 et 1.0 cm−3 ne transitent pas vers le gaz froid et que l’efficacité de la for-
mation de CNM augmente rapidement avec la densité pour n0 > 1 cm−3 (fig. 3.4 à gauche). En
effet, pour n0=0.2 ou 1.0 cm−3, la fraction massique de gaz froid est toujours nulle, ou extrême-
ment faible, alors qu’une faible augmentation de la densité (n0=1.5 cm−3) mène à fCNM=0.3-0.4
et que des densités initiales supérieures à n0=3.0 cm−3 permettent généralement à plus de la
moitié de la masse de transiter. Notons que pour une densité initiale de 1.5 cm−3, la pression
équivalente est égale à 12000 K cm−3, valeur déjà bien supérieure à la pression mesurée dans
le milieu interstellaire et situant le gaz dans le régime thermiquement instable. En effet, à ces
valeurs de densité et de pression, le gaz se situe au-dessus du pic de la branche stable du WNM,
et donc dans une zone de refroidissement (voir fig. 1.8), lui permettant d’évoluer de manière très
rapide et efficace vers le gaz froid. La figure 3.5, qui présentent les cartes de la densité intégrée
pour différentes valeurs de n0, met en évidence la différence de structure entre les simulations
selon qu’elles transitent ou non. La carte la plus à gauche, qui ne contient que du WNM, est
complètement lisse. La densité initiale augmentant, les structures se densifient et la densité de
colonne augmente fortement.
Parallèllement, la dispersion de vitesse moyenne décroît légèrement avec la densité initiale
(fig. 3.4 au milieu) et donc avec le taux en masse de CNM créé dans la simulation (fig. 3.4 à droite).
Pour essayer de mieux comprendre cela, j’ai étudié les distributions des différentes dispersions de
vitesse : σturb (eq. 3.2), σtherm (eq. 3.6) et σtot (eq. 3.7) pour les différentes phases thermiques du
gaz d’une simulation donnée (n0=2.0 cm−3, ζ = 0.5 et vS=7.5 km s−1). Leurs histogrammes sont
représentés sur le graphe 3.6. Par définition, σtherm est très dépendant de la température. σturb
dépend aussi fortement de la phase du gaz dans laquelle il est calculé. L’histogramme de σturb
dans le CNM (T < 200K) pique à de très petites valeurs, entre 0.1 et 0.2 km s−1, et présente une
large queue atteignant des valeurs proches de 5 km s−1. Pour mieux comprendre la forme de cet
histogramme, il est utile de regarder des lignes de visée types. La figure 3.7 présente les profils de
densité, de température et de vitesse (composante suivant z) pour deux lignes de visée pour les-
quelles σturb(CNM)=0.12 km s−1 à gauche et σturb(CNM)=4.7 km s−1 à droite. La ligne de visée
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Figure 3.6: Histogrammes des différentes dispersions de vitesse : à gauche σtherm, au milieu σturb et
à droite σtot, pour différents intervalles en température : en noir, toute la boîte, en bleu
foncé, le WNM (T>5000 K), en bleu : le gaz instable (200 K<T<5000 K) et en turquoise
le CNM (T<200 K) de la simulation n0=2.0 cm−3, ζ = 0.5 et vS=7.5 km s−1.
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Figure 3.7: Profils de densité, température et vitesse (composante suivant z) pour une simulation don-
née (n0=2.0 cm−3, ζ = 0.5 et vS=7.5 km s−1) pour deux lignes de visée différentes ca-
ractérisées par la valeur de σturb. À gauche : σturb(CNM)=0.12 km s−1 et à droite :
σturb(CNM)=4.7 km s−1.
avec une faible dispersion de vitesse présente deux structures CNM ayant des températures très
inférieures à T < 200K. Les deux grumeaux ont une structure interne en vitesse quasi homogène
et leur vitesse relative est presque nulle, ce qui explique la très faible valeur de σturb pour le CNM.
Au contraire, si les structures de la ligne de visée présentée sur la partie de droite ont, elles aussi,
des vitesses internes quasi homogènes, leur vitesse relative est élevée et est proche de 9 km s−1.
La forme de l’histogramme de σturb(CNM) révèle donc que les structures froides individuelles
ont σturb∼ 0.2 km s−1 et que les valeurs plus grandes proviennent des vitesses relatives entre les
structures CNM. La comparaison des trois graphes de la figure 3.6 indique aussi que la forme des
histogrammes de σtot est très nettement dominée par les mouvements thermiques, suggérant un
nombre de Mach subsonique. Cette étude montre d’ores et déjà que les structures de gaz froid
ont probablement des mouvements internes subsoniques et que le nombre de Mach supersonique
(Heiles & Troland 2003b) qui leur est associé serait plutôt dû à leurs mouvements relatifs. Nous
reviendrons sur ce point dans le chapitre concernant les simulations à haute résolution. En effet,
comme il est mentionné dans la section 3.1.2, les simulations avec 1283 cellules ne permettent
pas de résoudre les structures froides.
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Table 3.2: Temps caractéristique du refroidissement du WNM tref et amplitude critique de la turbu-
lence vS,crit en fonction de la densité initiale. Les valeurs de la température et de l’échelle
caractéristique du forçage utilisées, sont dans tous les calculs, T=8000 K et LS = 20 pc.
n0 (cm−3) tref (Mans) vS,crit (km s−1)
0.2 3.0 6.4
1.0 1.8 11.1
1.5 1.4 14.0
2.0 1.2 17.0
2.5 1.0 20.0
3.0 0.9 23.0
5.0 0.6 35.0
10.0 0.3 65.0
Revenons à la légère diminution de σturb avec la densité (figure 3.4) ; elle s’explique naturel-
lement par l’augmentation de fCNM qui va de paire avec une concentration locale de la masse.
La pondération de la dispersion de vitesse turbulente par la densité et le fait que σturb dépende
de la taille comme lq, donnent plus de poids aux petites échelles dans lesquelles se trouve une
fraction significative de la masse.
Il est important de relever sur les graphes de la figure 3.4 et sur la table 3.3 qu’une faible
amplitude de la turbulence est plus efficace pour créer du gaz froid qu’une forte amplitude,
même pour de très hautes densités initiales, comme le notent Audit & Hennebelle (2005). En
effet, alors qu’une amplitude de vS=5 km s−1 permet d’atteindre fCNM=0.88 pour une densité
initiale de 10 cm−3, une amplitude de 20 km s−1 ne crée que 71% de CNM en masse pour la
même densité. Cela est encore plus frappant à plus faible densité, comme 1.5 cm−3. En effet,
alors que vS=20 km s−1 permet tout juste de commencer à faire transiter le WNM après 40 Mans,
vS=5 km s−1 forme déjà presque 50% de CNM en masse. Il est possible d’interpréter cela grâce
à la relation 2.21 reliant le temps nécessaire au WNM pour transiter et le temps dynamique, ici
temps caractéristique de la turbulence :
tref =
kBT
(γ − 1)nΛ < tdyn = TS =
LS
vS
. (3.12)
En effet, augmenter vS fait diminuer TS, laissant de moins en moins de temps à l’instabilité
thermique pour se développer. La formule 3.12 permet d’évaluer une amplitude critique de la
turbulence au-dessus de laquelle la transition vers le CNM perd de son efficacité :
vS,crit =
LS
tref
. (3.13)
Les valeurs de vS,crit pour les différentes densités utilisées sont données dans la table 3.2. On
remarque que vS,crit n’atteint pas 20 km s−1 avant une densité initiale de 2.5 cm−3. L’amplitude
critique se trouve donc souvent au centre de notre intervalle d’étude (5 à 20 km s−1), ce qui
explique pourquoi la transition est inefficace aux plus basses densités pour les plus grandes
amplitudes.
De manière assez attendue, le nombre de Mach, lui, augmente avec l’amplitude du forçage.
En effet, augmenter vS pour une même densité augmente l’amplitude des mouvements turbulents
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Figure 3.8: Nombre de Mach observationnelMobs en fonction à gauche de la densité initiale n0 et à
droite de la fraction en masse de CNM, pour différentes amplitudes du champ de vitesse
turbulent à grande échelle et ζ = 0.5.
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Figure 3.9: Évolution de différents paramètres en fonction de la projection spectrale ζ et du pourcentage
en masse de CNM créé pour différentes amplitudes de vitesse à grande échelle vS (de 5 à
20 km s−1). À gauche : évolution de fCNM avec la projection spectrale ζ, au milieu :
évolution de la valeur de σturb en fonction de ζ et à droite : évolution de σturb en fonction
de fCNM.
et donc le nombre de Mach. Parallèllement, la figure 3.8 illustre que le nombre de Mach obser-
vationnelMobs devient très vite supersonique avec l’augmentation de la densité et ainsi avec la
fraction de masse de CNM. En augmentant la fraction massique de gaz froid, on augmente le
nombre de grumeaux. Ceux-ci ont des vitesses relatives héritées de la dispersion de vitesse du
WNM qui sont supersoniques par rapport à leur température basse.
3.2.2 Influence de la compressibilité pour n0 = 1.0 cm−3
Les travaux de Federrath et al. (2008, 2010) sur des simulations isothermes ont montré que
la structure du gaz varie en fonction du poids de la vorticité et de la compressibilité du champ
de vitesse turbulent. Mais quelle est l’influence de la nature du champ de vitesse turbulent sur
la formation de CNM dans le cadre de l’instabilité thermique ? Pour tenter de répondre à cette
question et parallèlement à l’étude de l’influence de la densité initiale avec un forçage de la tur-
bulence naturel, j’ai exploré différentes valeurs de la projection spectrale du champ de vitesse
turbulent avec une densité initiale constante n0, fixé à 1.0 cm−3de manière à rester le plus proche
possible de la densité du WNM. L’idée est de voir si une combinaison différente des modes
solénoïdaux versus compressibles peut provoquer la transition de phase à basse densité (on a
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Figure 3.10: Cartes du logarithme de la densité intégrée selon la direction z. Le facteur de projection
spectrale diminue de gauche à droite et a les valeurs 0.5, 0.4, 0.2 et 0.0. La densité initiale
et l’amplitude de la vitesse à grande échelle sont fixées à n0 = 1.0 cm−3 et vS=12.5 km s−1.
Toutes les cartes sont faites sur le même intervalle de densité de colonne allant de 0.3 à
32 1020 cm−2.
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Figure 3.11: Nombre de Mach observationnel Mobs en fonction à gauche de la projection spectrale
ζ et à droite de la fraction en masse de CNM, pour différentes amplitudes du champ de
vitesse turbulent à grande échelle et n0 = 1.0 cm−3.
vu précédemment que c’est inefficace pour ζ=0.5 et n0 = 1.0 cm−3). L’amplitude du champ de
vitesse vS varie toujours de 5 à 20 km s−1, et le champ projeté est soit purement compressible
(rotationnel nul, ζ = 0), soit purement solénoïdal (divergence nulle, ζ = 1), soit un mélange
des deux (0.1 ≤ ζ ≤ 0.9). Rappelons que l’influence des modes compressibles diminue quand ζ
augmente. De même que précédemment, les valeurs moyennées spatialement puis temporellement
du nombre de Mach, de la fraction en masse de gaz froid et de la dispersion de vitesse turbulente
le long de la ligne de visée, sont résumées dans la table 3.4 pour les 42 simulations. La figure 3.9
illustre l’évolution de fCNM et σturb en fonction soit de l’indice de projection ζ, soit de la fraction
fCNM.
On observe tout d’abord que des champs de vitesse avec une majorité de modes solénoïdaux
ou avec un équilibre entre la compressibilité et la vorticité du champ de vitesse ne déclenchent
pas la transition du WNM vers le CNM avec cette valeur intermédiaire de la densité. Comme
l’illustre la figure 3.9 (gauche), la simulation crée de plus en plus de gaz froid lorsque les modes
compressibles prennent de l’importance. Il faut effectivement que ζ soit inférieur à 0.3 pour at-
teindre 30% de CNM en masse (table 3.4). Les cartes de la densité intégrée de la figure 3.10
confirment cela. En effet, la structure de la simulation ayant un facteur de projection spectrale
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Figure 3.12: Évolution temporelle de la température et de la pression pour deux simulations :
n0 = 1.0 cm−3, ζ = 0.2, vS=12.5 km s−1 en trait plein noir et n0 = 2.0 cm−3, ζ = 0.5,
vS=7.5 km s−1en trait tirets bleus.
de 0.5 (à gauche, équilibre entre les modes compressibles et solénoïdaux) est complètement lisse,
comme cela est attendu pour du WNM. Les cartes de densités de colonne se structurent au fur
et à mesure que ζ s’approche de 0.0 et donc que l’importance des modes compressibles aug-
mente. De plus, de la même manière que le cas précédent et pour la même raison, la transition
devient moins efficace quand l’amplitude de vS augmente : pour ζ = 0.2, fCNM vaut 0.46 pour
vS=5km s−1, mais la masse de CNM n’atteint que 36% pour vS=20 km s−1.
Enfin, on note à la figure 3.9 que σturb diminue avec fCNM comme dans l’étude précedente. Par
contre on remarque également que σturb augmente continûment avec ζ, même lorsque la fraction
de CNM est nulle. On en conclut que l’agitation turbulente mesurée par σturb est sensible à la
répartition des mouvements turbulents dans les modes solénoidaux et compressibles. Pour une
même énergie turbulente injectée, σturb augmente avec la fraction de l’énergie qui est injectée
dans les modes solénoidaux. En effet les modes solénoidaux mélangent efficacement la matière,
rendant la densité plus uniforme que dans le cas où les modes compressibles dominent ce qui
crée de forts contrastes en densité (voir figure 2.2) très correlés avec le champ de vitesse. Dans ce
cas, le calcul de σturb donne des valeurs nécessairement plus petites puisque la pondération par
la densité va donner beaucoup plus de poids aux régions de compression où le champ de vitesse
est relativement uniforme. Cet effet se voit également dans le calcul du nombre de Mach qui ici
augmente avec ζ, contrairement à ce que l’on pourrait attendre. En effet dans l’étude précédente
à ζ = 0.5, j’ai montré que le nombre de Mach augmente avec fCNM du fait de l’augmentation de
la masse de gaz froid (i.e. une diminution de σtherm). Ici, on aurait pu s’attendre à une diminution
du nombre de Mach avec ζ puisque fCNM est plus élevé (et donc σtherm plus petit) lorsque ζ
est petit (majorité de modes compressibles). En fait à la figure 3.11 on observe l’inverse, ce qui
montre l’importance de la répartition des modes compressibles et solénoidaux dans le champ de
vitesse.
3.3 Discussion
Je viens de présenter 90 simulations en étudiant d’une part l’influence de la densité initiale
sur la transition et de l’autre celle des modes compressibles.
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Retenons un premier résultat important : toutes les simulations qui transitent vers le CNM
et qui ont des propriétés en accord avec les observations (fCNM∼0.4, σturb∼3 km s−1), ont un
nombre de Mach sub ou transsonique. Contrairement à un gaz isotherme et donc grâce à l’insta-
bilité thermique, il n’est pas nécessaire, et est même plutôt inefficace, d’injecter une turbulence
supersonique pour déstabiliser le WNM et créer un gaz multiphasique. Ce résultat rejoint l’idée
récemment présentée par Vázquez-Semadeni (2012) et s’explique grâce à la relation 2.21 : lorsque
tdyn est très petit devant tref , les compressions et dépressions turbulentes agissent bien plus ra-
pidement que l’instabilité thermique, ce qui l’empêche de se développer. Au contraire, lorsque
tref  tdyn, le gaz a le temps de se refroidir pendant que la turbulence le comprime et de rejoindre
la courbe d’équilibre du CNM avant de se dilater Ce raisonnement est de plus parfaitement en
accord avec l’observation suivante : les simulations sont moins efficaces à créer du CNM lorsque
l’amplitude de la turbulence augmente. Walch et al. (2011) ont étudié l’impact de la métallicité
sur la formation de CNM dans des simulations hydrodynamiques du H i bistable et de turbu-
lence forcée en Fourier. Ils observent que, dans des conditions solaires, le milieu à deux phases
n’apparaît que pour des nombres de Mach faibles. Ce qui est cohérent avec les résultats de Gazol
et al. (2005) qui concluent de leurs simulations hydrodynamiques à deux dimensions que lorsque
le nombre de Mach augmente, tdyn diminue et les structures sont transitoires et s’éloignent de
l’équilibre thermique. Parallèlement, Heitsch et al. (2005) infèrent de leurs simulations de forma-
tion de nuages moléculaires par des flots convergents de H i que l’instabilité thermique domine
sur les autres lorsque la densité est élevée et la vitesse du flot faible.
Le deuxième résultat important montre que le WNM, dans des conditions idoines (n0 =
0.2 cm−3 et T = 8000K), ne peut transiter vers le gaz froid, quelles que soient les conditions de
la turbulence examinées. Une légère augmentation de la densité initiale (1 cm−3) permet de dé-
clencher la transition à condition que les modes compressibles du champ de vitesse injecté soient
majoritaires. Par contre, une autre légère hausse de n0 & 1.5 cm−3 et donc de la pression initiale
est très efficace à former du CNM. Cela est très bien illustré sur la figure 3.2. La simulation avec
une densité initiale égale à 1 cm−3 (graphe de gauche) a besoin d’environ 20Mans pour former
30% de CNM en masse. En revanche, une légère hausse de la densité à n0 = 2.0 cm−3 (graphe
de droite) permet d’atteindre plus de 40% de CNM extrêmement rapidement une fois que la
turbulence est pleinement développée, en environ 2Mans. Cela peut s’expliquer par la position
initiale du WNM par rapport à l’équilibre du gaz soumis à l’instabilité thermique (figure 1.8).
En effet, avec n0 = 1.0 cm−3 et T = 8000K, et donc une pression égale à 8000 K cm−3, le gaz
se trouve tout juste au-dessus du pic de pression de l’équilibre du WNM, rendant ainsi possible
mais difficile sa transition. Pour n0 = 2.0 cm−3(T = 8000K et P = 16000Kcm−3), le gaz se
trouve dans une zone de refroidissement bien au dessus de la courbe d’équilibre et doit donc se
refroidir pour l’atteindre, se retrouvant ainsi dans le régime instable qui lui permet de transi-
ter bien plus facilement vers la phase froide sous l’effet de la turbulence. La figure 3.12 montre
que la température moyenne de la boîte chute bien plus dans le cas le plus dense initialement
(< T >n0=2cc∼ 3100K) que dans le cas à plus faible densité (< T >n0=1cc∼ 5500K), illustrant
l’efficacité du gaz à se refroidir. Il est remarquable que même si la pression de départ est élevée,
les pressions moyennes se stabilisent dans l’intervalle autorisant la bistabilité du gaz selon le
modèle de Field et al. (1969) avec < P >n0=1cc∼ 3800Kcm−3 et < P >n0=2cc∼ 2200Kcm−3,
valeurs qui correspondent à celles observées dans le milieu interstellaire local (Jenkins & Tripp
2011).
Finalement, la simulation avec n0=1.0 cm−3, vS=12.5 km s−1 et un champ purement compres-
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sible (ζ = 0) forme une fraction significative de CNM, proche de ce qui est observé, mais en un
temps extrêmement long. De plus, la convergence de la dispersion de vitesse turbulente moyenne
et du nombre de Mach est elle aussi étonnamment longue (environ 10Mans), ce qui suggère que
la turbulence a du mal à se développer pleinement, c’est-à-dire à répartir l’énergie des modes
compressibles vers les modes sinusoïdaux qui sont responsables de la cascade turbulente.
Ces simulations à basse résolution montrent principalement que le gaz WNM à des tempé-
ratures, densités et avec des mouvements turbulents caractéristiques de ce qui est observé dans
l’environnement solaire, ne transite pas vers le CNM. Selon Dickey & Lockman (1990) et Wolfire
et al. (2003), la valeur typique de la densité du WNM dans le disque se trouve entre 0.2 et
0.6 cm−3. Les simulations avec une densité initiale inférieure à 1 cm−3 ne transitent pas vers la
phase froide dans tout l’intervalle de turbulence étudié. Cependant, toutes les simulations avec
une densité initiale supérieure à 1.5 cm−3 transitent et le taux de gaz froid créé augmente avec la
densité initiale et donc avec la pression initiale. À des densités intermédiaires (n0 = 1.0 cm−3),
une majorité de modes compressibles est nécessaire pour que le WNM transite, mais c’est inef-
ficace. Une compression est donc nécessaire à déplacer le WNM vers le régime thermiquement
instable. Dans la simulation, elle peut être reproduite soit par (1) l’augmentation de la pression
initiale soit par (2) un champ de vitesse majoritairement compressible. Ce résultat est cohérent
avec l’idée généralisée que la turbulence à grande échelle est produite par des flots convergents
(Ferrière 2001; Elmegreen & Scalo 2004; McKee & Ostriker 2007) souvent modélisés par des
explosions de supernovæ dans les simulations à grande échelle (de Avillez & Breitschwerdt 2007;
Kim et al. 2010, 2011) ou par des flots entrants dans les simulations à plus petite échelle (Hen-
nebelle & Audit 2007; Audit & Hennebelle 2010).
Cette étude des paramètres permet de choisir maintenant les conditions initiales qui créent
des propriétés similaires à celles observées et de les utiliser pour faire tourner des simulations
avec une bien meilleure résolution. Rappelons que les observables que nous souhaitons reproduire
sont un nombre de Mach sub ou transsonique, une dispersion de vitesse turbulente du WNM
proche de 3 km s−1 (pour une boîte de 40 pc) et une fraction massique de CNM comprise entre
0.3 et 0.5. Concernant les simulations avec une turbulence naturelle (ζ = 0.5), il est assez aisé
de faire ressortir l’amplitude nécessaire à créer σturb∼ 3 km s−1 dans le WNM sur les simulations
à très basse densité qui ne transitent pas, ces simulations n’étant composées que de gaz chaud.
Face aux valeurs obtenues (fig. 3.4 et table 3.3), vS=7.5 km s−1 donne la valeur la plus proche
avec σturb=2.73 km s−1. L’amplitude choisie, il est possible de contraindre la densité initiale grâce
à fCNM. Les densités comprises entre 1.5 et 2.5 cm−3 permettent de créer une quantité de gaz
froid en accord avec les observations : 32% pour n0 = 1.5 cm−3, 46% pour n0 = 2.0 cm−3 et 54%
pour n0 = 2.5 cm−3. Pour la suite, nous garderons n0 = 2.0 cm−3 qui représente une hausse de
la densité assez élevée pour faire une différence tout en restant assez faible pour être facilement
atteinte par du WNM comprimé. Concernant le jeu de simulations à densité initiale constante, le
même raisonnement pour σturb n’est pas possible, car sa valeur dépend des deux paramètres de
la turbulence qui changent : ζ et vS. Tout d’abord, seules les simulations avec ζ ≤ 0.2 permettent
de créer assez de CNM et, dans ce cas, une amplitude dans l’intervalle 10-15 km s−1 donne des
valeurs de σturb entre 2 et 3 km s−1. Nous avons vu que la dispersion de vitesse turbulente diminue
légèrement avec la quantité de gaz froid formé. Il paraît donc raisonnable de considérer une
valeur de σturb légèrement inférieure à 3 km s−1. Les deux paramètres ζ = 0.2 et vS=12.5 km s−1
répondent bien à ce critère. Les deux jeux de conditions initiales choisis pour les simulations à
plus haute résolution (10243 cellules) sont donc :
– n0 = 1.0 cm−3, ζ = 0.2 et vS=12.5 km s−1
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– n0 = 2.0 cm−3, ζ = 0.5 et vS=7.5 km s−1.
Ces deux simulations seront ensuite appelées respectivement 1024n01 et 1024n02.
Table 3.3: Résultats statistiques sur les simulations 1283 avec un
forçage naturel de la turbulence (ζ = 0.5) : les deux premières co-
lonnes sont la densité (cm−3) et l’amplitude de la vitesse à grande
échelle (en km s−1), les dernières colonnes donnent les valeurs sta-
tistiques obtenues pour : les nombres de Mach théorique et obser-
vationnel, la fraction de masse du CNM et la dispersion de vitesse
turbulente intégrée le long de la ligne de visée (direction z, en
km s−1) moyennées sur l’intervalle de temps [20Mans, 40Mans]
Densité Amplitude Nombre de Nombre de < fCNM > σ(fCNM) < σturb >tx,y
initiale du forçage Mach Mach
(cm−3) (km s−1) théorique observationnel (km s−1)
0.2 20 1.8 0.8 0.0 0.0 6.1
0.2 15 1.3 0.6 0.0 0.0 5.0
0.2 12.5 1.1 0.5 0.0 0.0 4.3
0.2 10 0.8 0.4 0.0 0.0 3.6
0.2 07.5 0.6 0.3 0.0 0.0 2.8
0.2 05 0.4 0.2 0.0 0.0 1.9
1.0 20 1.9 0.8 0.002 0.001 6.0
1.0 15 1.4 0.7 0.000 0.00 5.0
1.0 12.5 1.2 0.6 0.000 0.00 4.2
1.0 10 0.9 0.5 0.000 0.00 3.6
1.0 07.5 0.7 0.4 0.000 0.00 2.8
1.0 05 0.5 0.3 0.07 0.03 1.8
1.5 20 2.0 0.9 0.02 0.02 6.0
1.5 15 1.6 0.7 0.07 0.02 4.8
1.5 12.5 1.5 0.7 0.13 0.02 4.0
1.5 10 1.3 0.7 0.25 0.02 3.1
1.5 07.5 1.1 0.5 0.32 0.01 2.3
1.5 05 0.7 0.4 0.47 0.02 1.5
2.0 20 2.3 1.0 0.11 0.02 5.9
2.0 15 2.0 0.9 0.22 0.02 4.4
2.0 12.5 1.9 0.9 0.30 0.02 3.7
2.0 10 1.6 0.8 0.39 0.02 2.9
2.0 07.5 1.3 0.7 0.46 0.02 2.2
2.0 05 0.9 0.5 0.52 0.02 1.5
2.5 20 2.6 1.1 0.19 0.02 5.8
2.5 15 2.3 1.0 0.34 0.03 4.3
2.5 12.5 2.2 1.0 0.41 0.02 3.6
2.5 10 1.9 1.0 0.50 0.01 2.8
2.5 07.5 1.5 0.8 0.54 0.02 2.1
2.5 05 1.0 0.5 0.60 0.01 1.4
3.0 20 2.9 1.2 0.27 0.03 5.7
3.0 15 2.7 1.2 0.43 0.02 4.3
3.0 12.5 2.4 1.2 0.50 0.02 3.5
3.0 10 2.1 1.1 0.57 0.02 2.8
3.0 07.5 1.6 0.9 0.60 0.01 2.1
3.0 05 1.1 0.6 0.65 0.01 1.4
5.0 20 3.8 1.6 0.47 0.02 5.6
5.0 15 3.6 1.7 0.63 0.02 4.0
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5.0 12.5 3.3 1.7 0.68 0.01 3.4
5.0 10 2.7 1.5 0.73 0.01 2.8
5.0 07.5 2.1 1.2 0.75 0.01 2.0
5.0 05 1.4 0.8 0.77 0.01 1.4
10.0 20 5.6 2.4 0.71 0.01 5.4
10.0 15 4.9 2.6 0.81 0.01 4.0
10.0 12.5 4.4 2.5 0.84 0.008 3.3
10.0 10 3.6 2.2 0.87 0.005 2.7
10.0 07.5 2.8 1.7 0.88 0.004 2.0
10.0 05 1.9 1.2 0.88 0.003 1.4
Table 3.4: Résultats statistiques sur les simulations 1283 avec une
densité initiale fixée à n=1 cm−3 : les deux premières colonnes
sont les paramètres de la turbulence, c’est-à-dire le taux de modes
compressibles et solénoïdaux et l’amplitude de la vitesse à grande
échelle (en km s−1), les dernières colonnes donnent les valeurs sta-
tistiques obtenues pour les nombres de Mach théorique et obser-
vationnel, la fraction de masse du CNM et la dispersion de vitesse
turbulente intégrée le long de la ligne de visée (direction z, en
km s−1) moyennées sur l’intervalle de temps [20Mans, 40Mans].
Facteur de Amplitude Nombre de Nombre de < fCNM > σ(fCNM) < σturb >tx,y
projection du forçage Mach Mach
spectrale (km s−1) théorique observationnel (km s−1)
0.0 20 1.8 0.7 0.39 0.05 4.1
0.0 15 1.1 0.5 0.45 0.03 2.9
0.0 12.5 0.8 0.4 0.42 0.03 2.3
0.0 10 0.6 0.3 0.44 0.03 1.8
0.0 07 0.4 0.2 0.49 0.04 1.1
0.0 05 0.2 0.13 0.50 0.07 0.7
0.1 20 1.7 0.7 0.36 0.04 4.0
0.1 15 1.1 0.5 0.39 0.04 3.0
0.1 12.5 0.8 0.4 0.36 0.02 2.4
0.1 10 0.6 0.3 0.42 0.04 1.8
0.1 07 0.4 0.2 0.45 0.05 1.2
0.1 05 0.2 0.14 0.46 0.09 0.8
0.2 20 1.7 0.7 0.24 0.03 4.2
0.2 15 1.1 0.5 0.26 0.03 3.3
0.2 12.5 1.0 0.45 0.28 0.03 2.7
0.2 10 0.7 0.4 0.30 0.03 2.2
0.2 07 0.4 0.2 0.38 0.02 1.5
0.2 05 0.3 0.17 0.42 0.05 1.1
0.3 20 1.7 0.7 0.08 0.02 4.8
0.3 15 1.2 0.6 0.11 0.02 3.8
0.3 12.5 1.0 0.5 0.13 0.03 3.3
0.3 10 0.7 0.4 0.12 0.04 2.6
0.3 07 0.6 0.3 0.25 0.03 2.0
0.3 05 0.4 0.2 0.22 0.05 1.3
0.4 20 1.8 0.8 0.02 0.02 5.5
0.4 15 1.3 0.6 0.01 0.01 4.4
0.4 12.5 1.1 0.5 0.002 0.001 3.8
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0.4 10 0.8 0.4 0.001 0.001 3.2
0.4 07 0.6 0.3 0.02 0.01 2.2
0.4 05 0.5 0.2 0.08 0.06 1.5
0.5 20 1.9 0.8 0.002 0.002 6.0
0.5 15 1.4 0.7 0.000 0.00 5.0
0.5 12.5 1.2 0.6 0.000 0.00 4.2
0.5 10 0.9 0.5 0.000 0.00 3.6
0.5 07 0.7 0.4 0.000 0.00 2.6
0.5 05 0.5 0.3 0.04 0.03 1.8
1.0 20 2.7 1.0 0.000 0.00 8.3
1.0 15 2.0 0.9 0.000 0.00 6.7
1.0 12.5 1.6 0.8 0.000 0.00 5.8
1.0 10 1.3 0.6 0.000 0.00 4.8
1.0 07 0.9 0.5 0.000 0.00 3.6
1.0 05 0.7 0.4 0.000 0.00 2.7
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Simulations à haute résolution
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J’étudierai ici le détail des propriétés physiques de deux simulations à haute résolution qui,
pour les mêmes conditions initiales à basse résolution, forment 30 à 50% de masse de gaz froid,
avec un nombre de Mach du WNM subsonique et une dispersion de vitesse turbulente proche de
2.8 km s−1. Les conditions initiales de ces deux simulations sont les suivantes :
– un cas, appelé 1024n01, ayant une densité initiale légèrement plus élevée que la valeur
nominale pour le WNM et un forçage majoritairement compressible, avec : n0 = 1.0 cm−3,
ζ = 0.2 et vS=12.5 km s−1
– un deuxième cas, appelé 1024n02, avec une densité initiale plus élevée et donc une aug-
mentation de pression d’un facteur 4 par rapport à la pression supposée du WNM, avec :
n0 = 2.0 cm−3, ζ = 0.5 et vS=7.5 km s−1.
Elles ont tourné pendant 16 Mans. D’après les graphes de la figure 3.2, 1024n02 a ainsi lar-
gement atteint un état statistique stationnaire. Ce n’est probablement pas le cas de 1024n01,
pour laquelle la fraction de froid se stabilise beaucoup moins vite. Cependant, en considérant le
temps cpu déjà utilisé pour ces deux simulations (près de 100000 heures cpu pour chacune) et
le fait qu’il semblait plus intéressant de les comparer au même temps, il a été décidé de les arrê-
ter là. Nous verrons que la fraction de gaz froid créé est, dans les deux cas, tout à fait satisfaisante.
La figure 4.1 représente des coupes de densité en cm−3 (haut), de température en K (milieu)
et de vitesse en km s−1 (bas, seule la composante suivant z est représentée ici), avec à gauche
1024n01 et à droite 1024n02. On remarque tout de suite que, comme on l’attendait, les cartes de
température sont anti-corrélées aux cartes de densité, les zones les plus denses étant aussi les plus
froides. Une corrélation est plus difficile à établir visuellement entre la densité et la composante
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Figure 4.1: Coupes de densité en cm−3 (en haut), de température en K (au milieu) et de vitesse en
km s−1 (en bas, seule la composante suivant z est représentée ici), avec à gauche 1024n01
et à droite 1024n02.
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Figure 4.2: Cartes de densité de colonne en 10−20 cm−2 à t = 16Mans, la densité étant intégrée suivant
l’axe des z pour en haut 1024n01 et en bas 1024n02.
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Table 4.1: Valeurs du nombre de Mach théorique total, puis calculé seulement pour les pixels ayant une
température supérieure à 200K, du nombre de Mach observationnel et de la dispersion de
vitesse turbulente pour les deux simulations à haute résolution.
Simulation Mtheo Mtheo(T>200) Mobs σturb (km s−1)
1024N01 0.85 0.80 0.47 2.77
1024N02 1.20 1.20 0.68 2.20
vz de la vitesse. En effet, les structures denses ne se retrouvent pas dans les cartes de vitesses, et
les zones aux vitesses les plus extrêmes semblent plutôt correspondre à du gaz très peu dense.
La figure 4.2 représente les cartes de la densité de colonne intégrée suivant l’axe des z. Les
coupes de densité ainsi que les cartes de la densité intégrée révèlent beaucoup plus de structures
(grumeaux et filaments) pour le cas 1024n02 que dans la simulation 1024n01, suggérant que
1024n02 est plus efficace à créer du gaz froid que 1024n01. Nous reviendrons ensuite sur ce point.
La table 4.1 résume pour les deux simulations les valeurs de Mtheo calculées tout d’abord sur
toute la boîte puis seulement pour les pixels dont la température est supérieure à 200K, de
Mobs et de σturb. Les nombres de Mach calculés de manière théorique montrent que 1024n01 est
subsonique et 1024n02 transsonique. Calculer le nombre de Mach en enlevant les pixels les plus
froids n’a pas d’influence sur le résultat, ce qui semble indiquer que le gaz est ici dominé par les
mouvements du WNM. Nous reviendrons sur ce point dans l’étude de la dispersion de vitesse
des grumeaux. Le nombre de Mach dit observationnelMobs est ici très nettement subsonique et
en accord avec les observations. Finalement, les valeurs calculées de σturb montrent elles aussi
que l’amplitude de la turbulence observée dans le H i est bien reproduite dans ces simulations,
bien que σturb soit un peu inférieur à la dispersion de vitesse estimée d’un nuage de WNM de
40 pc (∼ 3 km s−1). Nous avons déjà vu que cela est dû aux structures froides pour lesquelles la
dispersion de vitesse est nettement inférieure.
Nous allons maintenant comparer, de manière plus détaillée, ces deux simulations aux obser-
vations et aux travaux numériques précédents.
4.1 Fraction de gaz dans les différentes phases et PDFs
4.1.1 Distribution thermique du gaz
Tout d’abord, intéressons-nous à la distribution du gaz dans l’espace P ,n,T . On remarque en
premier lieu que les témoins d’un milieu multiphasique sont bien là. En effet, les histogrammes
de température pondérés par la densité (fig 4.3) ont une forme très nettement bimodale, avec un
pic dans la phase chaude et un pic dans la phase froide. De même, les distributions massiques
du gaz dans une représentation pression-densité (fig. 4.4) montrent clairement deux zones préfé-
rentielles : l’une à haute densité et l’autre à basse densité, suggérant de nouveau du CNM et du
WNM.
Cependant, les propriétés du gaz chaud semblent être quelque peu différentes dans les deux
simulations. En effet, si le gaz froid des deux simulations pique à des températures similaires
(40K pour 1024n01 et 50K pour 1024n02), c’est moins vrai pour le gaz chaud : alors que le
WNM de 1024n01 a une température moyenne de 7000K, relativement proche de ce qui est
attendu dans le modèle à deux phases, le gaz chaud de 1024n02 pique à une température de
3500K, inférieure d’un facteur 2. Cela se retrouve tout à fait dans la distribution du gaz dans
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Figure 4.3: Histogrammes de température pondérés par la densité à t = 16Mans : 1024n01 en trait plein
noir et 1024n02 en trait-tiret bleu. Dans le cas de la simulation 1024n02, l’histogramme est
normalisé par un facteur 2 pour être comparable à celui de 1024n01.
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Figure 4.4: Distribution de la masse dans un diagramme pression-densité à t = 16Mans avec à gauche
la simulation 1024n01 et à droite 1024n02. L’unité de l’histogramme 2D est le logarithme
de la densité en cm−3. La ligne continue bleue représente la courbe d’équilibre thermique,
calculée en prenant en compte les principaux processus thermiques du H i implémentés dans
HERACLES. Les lignes tirets-pointillés sont les isothermes à 200K (vert) et à 5000K (jaune).
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Table 4.2: Fractions massiques des trois phases thermiques du H i à t = 16Mans : froid (T < 200K),
chaud et instable. Deux limites en température sont considérées pour séparer le gaz instable du
WNM : 5000 et 2000K. Un seuil en densité a aussi été utilisé pour comparaison. Il correspond
aux limites de la partie de la courbe d’équilibre pour laquelle d(log P/k)/d log(n) < 0. Les
taux d’occupation du volume par le CNM fvol,CNM et par le WNM fvol,WNM sont aussi donnés
dans tous les cas.
Simulation fCNM fUNSTABLE fWNM fvol,CNM fvol,WNM
T <200K 200K< T <5000K T >5000K
1024N01 0.30 0.29 0.41 1% 66%
1024N02 0.51 0.46 0.03 4% 14%
T <200K 200K< T <2000K T >2000K
1024N01 0.30 0.10 0.59 1% 95%
1024N02 0.51 0.25 0.24 4% 73%
n > 7.0 cm−3 0.8 cm−3< n <7.0 cm−3 n < 0.8 cm−3
1024N01 0.33 0.32 0.35 1% 75%
1024N02 0.54 0.31 0.15 4% 60%
les diagrammes P − n de la figure 4.4. En effet, si l’on regarde les basses densités, la pression du
gaz de 1024n02 est plus faible que celle de 1024n01 à densité égale. Ainsi, alors que le gaz peu
dense de 1024n01 suit la courbe d’équilibre du WNM, celui de 1024n02 se trouve décalé sous la
courbe dans une zone où le chauffage est dominant. Les distributions de pression dans les deux
simulations de la figure 4.5 (gauche) montrent bien que la pression moyenne de 1024n02 (ligne
tirets bleue) est inférieure à celle de 1024n01 (trait plein noir). D’un autre côté, les histogrammes
de densité (figure 4.5, droite) montrent que, dans les deux cas, le gaz peu dense pique à la même
densité de 0.5-0.6 cm−3, tout à fait semblable à celle estimée par les observations pour le WNM
galactique.
Deux éléments sont à prendre en compte pour tenter d’expliquer la présence de ce gaz hors
de la courbe d’équilibre. Tout d’abord, augmenter la densité initiale de la boîte fait diminuer
le temps de refroidissement du WMN (eq. 2.24) : tref passe de 1.75Mans pour n0 = 1.0 cm−3
à 1.15Mans pour n0 = 2.0 cm−3. On peut donc supposer que le gaz à faible densité et chaud
situé sous la courbe d’équilibre dans le cas de 1024n02 peut être considéré comme du WNM qui
ne se réchauffe pas assez vite pour atteindre la courbe d’équilibre à cause du court temps de
refroidissement. Ensuite, la courbe d’équilibre tracée dans les graphes de la figure 4.4 est établie
pour un gaz statique et ne prend pas en compte l’apport d’énergie dû à la turbulence. Il est ainsi
possible de comprendre comment du WNM peut se retrouver dans une zone hors équilibre et à
une température inférieure à celle prédite par le modèle à deux phases.
Les fractions massiques des différentes phases ont été calculées avec deux seuils différents en
température et un seuil en densité. On évalue mieux ainsi la quantité de gaz ayant une densité en
accord avec du WNM, mais une température et une pression inférieures à ce qui est attendu. Les
résultats sont dans la table 4.2. On remarque tout d’abord que les fractions de CNM sont bien
reproduites avec 0.3 pour 1024n01 et 0.5 pour 1024n02, quel que soit le critère choisi, encadrant
bien la contrainte observationnelle de Heiles & Troland (2003b) qui concluent qu’environ 40% de
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Figure 4.5: Distribution de la pression pondérée par la densité à gauche et distribution de la densité
à droite à t = 16Mans pour 1024n01 en trait plein noir et 1024n02 en trait plein bleu.
Les lignes en trait tirets sont les ajustements lognormaux sur toute la distribution pour la
pression et sur l’aile à haute densité de la distribution totale de la densité. La ligne rouge
(tirets-pointillés) est l’ajustement de pression obtenu sur des données par Jenkins & Tripp
(2011).
la masse du H i est du CNM. Le calcul de la partie 2.4.1 a permis d’estimer la fraction massique
de CNM à 44% et un taux d’occupation du volume à 1% à partir des propriétés déduites des
observations. Le taux d’occupation du CNM est aussi bien reproduit avec 1% pour 1024n01 et
4% pour 1024n02.
Concernant le gaz chaud, les différentes limites en température montrent qu’environ 20% de la
masse se trouvent entre 2000 et 5000K dans les deux simulations. Dans 1024n02, la plus efficace
à créer du gaz froid, le régime instable contient une très grande partie de la masse (46% entre 200
et 5000K), dont plus de la moitié a une température inférieure à 2000K ; dans 1024n01, moins
efficace, seuls 10% de la masse se trouvent dans le régime instable à une température inférieure
à 2000K et une partie importante de la boîte est stable dans le WNM au-delà de 5000K (40%).
Les seuils en densité illustrent que les fractions de masse se trouvant dans le régime instable sont
identiques dans les deux simulations et que la balance se fait plutôt directement entre le WNM
et le CNM. Dans le cas de 1024n01, les fractions massiques se répartissent comme 1/3,1/3,1/3,
comme l’observent Heiles & Troland (2003b). Pour 1024n02, plus efficace à créer du CNM, la
fraction de WNM est inférieure à celle de 1024n01 d’un facteur 2, et les trois phases ne sont plus
aussi équitablement réparties.
Des coupes de la densité (en cm−3) des deux simulations sont présentées sur la figure 4.6. Sur
les cartes sont tracés des isocontours de température avec T = 200K en noir et T = 2000K en
blanc. Cette dernière température a été choisie plus basse que la limite à 5000K précédente pour
permettre de voir la distribution du gaz instable. En effet, on peut voir sur les histogrammes
de température que 5000K est très proche du pic de la phase la plus chaude, voire au-delà. Le
gaz compris entre 2000 et 5000K, très lié au WNM, est très largement distribué dans la boîte
et les isocontours à 5000K manquent de clarté. Les coupes de la figure 4.6 montrent que le gaz
thermiquement instable inférieur à 2000K est, lui, préférentiellement situé autour des structures
froides, formant des couches autour des régions les plus denses. Ce résultat est semblable à
celui obtenu par Gazol & Kim (2010), bien que la distribution du gaz instable des simulations
présentées ici -qui sont transsoniques- semble plus proche de leur simulation à haut nombre de
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Figure 4.6: Coupes en densité (en cm−3) à t = 16Mans sur lesquelles sont tracés des isocontours en
température à 200K (contour noir) et 2000K (contour blanc) ; à gauche : 1024n01 et à
droite :1024n02
Mach (4.5) que de celle à faible nombre de Mach (0.2). Ils observent en effet qu’avec un faible
nombre de Mach (0.2), le gaz instable ne se trouve que dans une bande très étroite à l’interface
des deux phases thermiques stables. Les limites entre les phases sont donc nettes. Au contraire,
avec un nombre de Mach plus élevé (4.5) le gaz instable est plus largement distribué. Ce qui
s’explique par le fait que l’instabilité thermique n’est presque pas perturbée par la turbulence à
faible nombre de Mach. Avec un nombre de Mach transsonique, les simulations présentées ici se
situent entre les deux. Pourtant, la morphologie des cartes est bien plus proche de leur simulation
à haut nombre de Mach que de celle avecM = 0.2. Bien que la turbulence des simulations reste
ici modérée, elle est suffisante à entretenir le régime thermiquement instable.
4.1.2 Distribution de la pression
Selon Jenkins & Tripp (2011), la pression de la phase froide suit une distribution lognor-
male avec une moyenne de log10(P/k) égale à 3.58 (3800K cm−3) et des valeurs maximales
et minimales (incluant 99% des données) respectivement égales à 4.11 (13000K cm−3) et 3.04
(1100K cm−3). La valeur minimale de la pression mentionnée par Jenkins & Tripp (2011) cor-
respond presque exactement à la pression minimale permettant au H i d’être bistable (3.06 dex
ou 1150K cm−3). D’un autre côté, la pression maximale citée par Jenkins & Tripp (2011) est
sensiblement supérieure à la pression maximale permettant l’existence du WNM (3.74 dex ou
5500K cm−3). Le gaz ainsi sur-pressurisé est donc très probablement du CNM ou du gaz instable
en phase de refroidissement et donc transitoire. Ces valeurs sont illustrées sur la figure 1.10 par
des isobares dans le diagramme pression-densité. Afin de comparer les distributions de pression
des simulations à ces récentes observations, j’ai tracé les histogrammes pondérés de la pression
pour les deux simulations et les ai ajustés avec des lognormales. J’ai, pour ce faire, utilisé la
même expression que Jenkins & Tripp (2011) :
dn
d logP/k
= a0 exp−(logP/k − a1)
2
2a22
. (4.1)
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Table 4.3: Valeurs des coefficients des ajustements lognormaux, obtenus avec une incertitude relative
de 0.5% , des distributions de pression pour les deux simulations et valeurs de l’ajustement
de Jenkins & Tripp (2011) aux observations pour comparaison.
Données a0 a1 a2
1024N01 1.0 3.58 0.29
1024N02 1.0 3.35 0.20
Jenkins & Tripp (2011) 1.0 3.58 0.175
Les distributions de pression des simulations sont très bien ajustées par des lognormales et sont
représentées sur la figure 4.5 (gauche). Les valeurs des coefficients ai, i ∈ {0, 1, 2} sont données
dans la table 4.3 et les ajustements sont tracés en lignes tirets sur le graphe 4.5 (gauche) :
1024n01 en noir et 1024n02 en bleu. La ligne en pointillés rouges est la lognormale ajustée par
Jenkins & Tripp (2011) sur les données. La pression de 1024n01 pique à exactement la même
valeur de pression que les données de Jenkins & Tripp (2011), c’est-à-dire à 3800K cm−3. Le pic
de pression de 1024n02 reste proche, bien qu’un peu inférieur avec une valeur de 3.35 dex et donc
2200K cm−3. Il est remarquable que ces deux valeurs tombent parfaitement dans l’intervalle
de pression calculé à partir du modèle à deux phases de Field et al. (1969) et qui permet au
gaz de se distribuer suivant deux phases thermiques. Notons aussi que la pression de 1024n02,
beaucoup plus efficace à créer du gaz froid, se stabilise à une valeur inférieure à celle de 1024n01,
bien que la pression de 1024n02 (P0 = 4.2Kcc) soit initialement supérieure à celle de 1024n01
(P0 = 3.9Kcc).
Par ailleurs, les élargissements des distributions, égaux à 0.29 dex pour 1024n01 et 0.20 dex
pour 1024n02, sont aussi compatibles avec les observations bien qu’un peu supérieurs. Gazol
et al. (2005) ont étudié les distributions de pression dans des simulations de taille 100 pc combi-
nant l’instabilité thermique et la turbulence. Les mouvements turbulents, purement solénoïdaux,
sont entraînés dans l’espace de Fourier pour différentes amplitudes et échelles d’injection. Ils ob-
servent que la largeur de la distribution de pression augmente avec l’amplitude du forçage, donc
avec le nombre de Mach du forçage et la quantité de gaz instable -il a déjà été évoqué qu’une
forte turbulence empêche l’instabilité thermique de s’installer et entretient le gaz dans le régime
thermiquement instable (Walch et al. 2011; Vázquez-Semadeni 2012). Augmenter le nombre de
Mach crée en effet de plus fortes compressions, augmentant le contraste en densité et les écarts
en pression. Il n’est donc pas surprenant que 1024n01, pour laquelle les modes compressibles sont
plus importants, présente une distribution plus large que 1024n02.
4.1.3 Distribution de la densité
La distribution de la densité a une grande importance dans l’étude de la turbulence. De
nombreuses simulations de nuages moléculaires (Vázquez-Semadeni 1994; Passot & Vázquez-
Semadeni 1998; Federrath et al. 2008) ont prouvé que la distribution de densité d’un gaz turbulent
isotherme suit une lognormale dont l’élargissement dépend du nombre de Mach tel que σ2 =
ln (1 +M2β2). Cependant, la distribution de densité d’un gaz bistable est plus complexe et
présente souvent une forme bimodale (Hennebelle et al. 2008; Audit & Hennebelle 2005, 2010).
Piontek & Ostriker (2005), Gazol et al. (2005) et Walch et al. (2011) ont montré que les PDFs
de densité s’élargissent et perdent cette forme bimodale caractéristique d’un milieu biphasique
quand le nombre de Mach augmente, donc dans les cas de forte turbulence. Les distributions
de densité de mes simulations sont représentées sur la figure 4.5 (1024n01 en noir et 1024n02
en bleu). Elles représentent bien un gaz transsonique et thermiquement bistable avec deux pics
76 Chapitre 4. Simulations à haute résolution
(les deux pics sont ici moins marqués que dans certains des travaux cités précédemment car les
histogrammes de la figure 4.5 ne sont pas pondérés par la densité), l’un peu dense à 0.4-0.5 cm−3,
semblable à la densité moyenne du WNM, et l’autre dans la région dense à 20 cm−3 pour 1024n01
et 10 cm−3 pour 1024n02, également en accord avec la densité moyenne du CNM.
Parce qu’il semble que la PDF de la densité de colonne des nuages moléculaires soit bien
décrite par une lognormale (Kainulainen et al. 2009), il est intéressant de savoir si cette propriété
est héritée du H i thermiquement bistable ou si elle est une caractéristique de la turbulence iso-
therme supersonique qui semble être une description possible des nuages moléculaires. On peut
ainsi se demander, pour tenter de relier la structure en densité bimodale du H i à celle des nuages
moléculaires, s’il est possible de modéliser la distribution de densité du CNM par une lognor-
male. J’ai donc regardé si les PDFs de densités des simulations pouvaient être modélisées par une
somme de lognormales. J’ai tout d’abord tenté d’ajuster la distribution totale de la densité avec
deux lognormales, l’une pouvant correspondre au WNM et l’autre au CNM. Ces ajustements
sont représentés sur les graphes de la figure 4.7 avec à gauche 1024n01 et à droite 1024n02. Dans
les deux cas, le pic à basses densités est à peu près bien ajusté par une lognormale, mais les
queues ne le sont pas. Concernant la partie à haute densité, il est possible d’ajuster la courbe
au delà de 10 cm−3 par l’aile droite d’une lognormale. Cependant, cet ajustement très large ne
paraît pas reproduire le CNM car son aile gauche atteint des valeurs de densité bien inférieures
(10−2, 10−1 cm−3) à ce qui est attendu pour du gaz atomique dense. De plus, la somme des deux
lognormales (courbe tirets rouges, fig. 4.7) ne reproduit pas bien l’histogramme, en particulier
dans la zone instable.
J’ai aussi regardé s’il était possible d’associer des lognormales aux différentes phases du gaz
en regardant chacune de leurs distributions. J’ai ainsi tracé les histogrammes de densité pour
chacune des trois phases que j’ai sélectionnées selon leur température : le WNM pour lequel
T > 5000K, le gaz instable avec 200K< T < 5000K et le CNM avec T < 200K. Leurs distri-
butions sont représentées sur les graphes de la figure 4.8 avec, à gauche, 1024n01 et, à droite,
1024n02. Le WNM est tracé en bleu, le gaz instable en vert et le CNM en rouge. J’ai ensuite
regardé pour chacune d’entre elles s’il était possible de les ajuster avec une lognormale (courbes
en tirets de la figure 4.8). Si les histogrammes du WNM sont proches d’une distribution lognor-
male, ce n’est pas le cas du gaz instable ou du CNM. En effet, le gaz instable garde la trace de
l’instabilité thermique avec une forme quasi bimodale. Quant au gaz CNM, il semble impossible
de pouvoir le représenter avec une simple lognormale. De plus, la somme des trois lognormales
tracées en violet sur les graphes 4.8 ne reproduit pas mieux la distribution pour le gaz instable
et moins bien les deux ailes à basses et hautes densités que les deux lognormales des graphes 4.7.
On peut aussi se demander si la branche à haute densité de la distribution peut être ajustée
par une loi de puissance. Une telle queue de la PDF de la densité de colonne a récemment été
observée par Kainulainen et al. (2009, 2011) qui l’interprètent comme le résultat de la gravité. Il
existe une autre interprétation de telles lois de puissance à haute densité reliée à l’indice polytro-
pique effectif γeff du gaz (Passot & Vázquez-Semadeni 1998). Comme le note Vázquez-Semadeni
(2012), l’équilibre entre les processus de refroidissement et de chauffage induit une dépendance
entre la pression et la densité de la forme P ∝ ργeff (Elmegreen 1991; Vázquez-Semadeni et al.
1996), où γeff est l’indice polytropique effectif. Il est important de noter que γeff est différent de
l’indice adiabatique γ, égal au rapport des capacités calorifiques du gaz et dont la valeur est 5/3
pour un gaz parfait adiabatique monoatomique. L’indice γeff est lui un paramètre qui permet
d’évaluer la capacité du gaz à se refroidir et sa compressibilité. Pour un flot isobare, γeff → 0 et
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Figure 4.7: Distributions de densité à t = 16Mans en trait noir plein pour, à gauche, 1024n01 et,
à droite, 1024n02. En traits tirets sont représentés les ajustements de lognormales sur les
parties à basses et hautes densités. La courbe en tirets rouges est la somme de ces deux
lognormales.
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Figure 4.8: Décomposition de la distribution de la densité à t = 16Mans selon les trois composants
thermiques pour, à gauche, 1024n01 et, à droite, 1024n02 : le WNM (T > 5000K, bleu),
le gaz instable (200K< T < 5000K, vert) et le CNM (T < 200K, rouge). Les ajustements
de lognormales sont tracés en pointillés pour chacune des phases. La distibution totale est
tracée en noir et la somme des lognormales en violet, tirets-pointillés.
0.01 0.10 1.00 10.00 100.00 1000.00 10000.00
density (cm-3)
10-6
10-4
10-2
100
102
H
is
to
gr
am
 (in
 ce
lls
)
CNM
lognormal fit
power law fit
0.01 0.10 1.00 10.00 100.00 1000.00 10000.00
density (cm-3)
10-6
10-4
10-2
100
102
H
is
to
gr
am
 (in
 ce
lls
)
CNM
lognormal fit
power law fit
Figure 4.9: Distributions de la densité à t = 16Mans du CNM (T < 200K) pour, à gauche, 1024n01
et, à droite, 1024n02. Les lognormales sont tracées en rouge, pointillés et la loi de puissance
à haute densité en bleu, pointillés.
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γeff → 1 pour un flot isotherme (Vázquez-Semadeni et al. 1995). Vázquez-Semadeni et al. (1995)
calculent que γeff est compris entre 0.33 et 0.66 pour le H i thermiquement instable. Depuis, de
nombreuses études ont été menées sur l’impact de l’indice polytropique effectif sur la distribution
de densité d’une simulation isotherme. En particulier, les travaux de Passot & Vázquez-Semadeni
(1998) montrent que la distribution de la densité s’écarte d’une simple lognormale lorsque γeff 6= 1
et que les histogrammes développent une queue en loi de puissance soit à droite lorsque γeff < 1,
soit à gauche lorsque γeff > 1. J’ai donc aussi cherché à décomposer la distribution de la densité
du CNM suivant une lognormale et une loi de puissance. Les meilleurs résultats obtenus, pré-
sentés sur la figure 4.9, ne sont pas très convaincants. D’une part, aux hautes densités, la loi de
puissance est ajustée sur moins d’une décade. De l’autre, aux basses densités, il est difficile, voire
impossible, d’ajuster l’aile de gauche de la distribution par une lognormale assez large pour bien
reproduire le pic.
Finalement, la meilleure façon d’ajuster la distribution de densité semble être la première :
ajuster une lognormale sur chacun des deux pics. Cependant cette méthode ne permet ni de
conclure sur les propriétés du CNM car, son ajustement étant très large (voire trop pour 1024n02),
il descend à des densités bien trop basses pour du CNM, ni de correctement reproduire la distri-
bution de densité dans son ensemble.
En conclusion, la PDF de la densité est bimodale. Elle peut, au premier ordre, être approximée
par une somme de deux lognormales. Mais cette paramétrisation est réductrice et largement non
physique.
4.2 Spectres de puissance 2D
Une autre caractéristique de la structure du milieu interstellaire est son auto-similarité due
à la turbulence. Un des outils pour l’étudier est le spectre de puissance. Nous avons vu que le
spectre de puissance de l’émission du H i est souvent proche des résultats estimés par Kolmogo-
rov (1941) pour une turbulence incompressible (-8/3 en 2D et -11/3 en 3D), avec des pentes aux
alentours de -3.0, -3.6 (Miville-Deschênes et al. 2003a; Miville-Deschênes & Martin 2007), alors
que les nuages moléculaires ont généralement un spectre plus plat, avec des pentes proches de
-2.4 (Falgarone et al. 2004), suggérant plus de structures aux petites échelles.
Pour étudier la structure du gaz dans les simulations, j’ai calculé les spectres de puissance sur
toutes les coupes de densité et de vitesse suivant l’axe des z. Seule la composante de la vitesse
suivant l’axe z est prise en compte, car c’est la seule composante sur laquelle les observations
fournissent de l’information. De plus, comme nous l’avons vu, les simulations hydrodynamiques
(sans champ magnétique) et avec un forçage de la turbulence dans l’espace de Fourier sont iso-
tropes, ce qui signifie que les composantes de la vitesse suivant x et y ont la même statistique.
J’ai aussi fait tourner une simulation isotherme 10243 en désactivant le module de chauffage et
de refroidissement dans HERACLES, avec la même densité et les mêmes conditions de turbu-
lence que 1024n01 (n0 = 1.0 cm−3, ζ = 0.2 et vS=12.5 km s−1) et une température de 8000K.
Il s’agit donc d’une simulation subsonique pour laquelle un spectre de puissance Kolmogorov
est attendu. Comme je l’ai mentionné à la section 1.4.2, Kim & Ryu (2005) ont montré que le
spectre de puissance de la densité de simulations isothermes avec un nombre de Mach sonique
Mrms ∼ 1 a une pente proche de -11/3 correspondant à la loi de Kolmogorov en trois dimensions
et que la pente s’aplatit lorsque le nombre de Mach augmente, reflétant le développement des
structures denses par les chocs.
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Figure 4.10: Valeurs (de haut en bas) du contraste de densité σ(n)/〈n〉, de la valeur maximale de la
densité, et des pentes des spectres de puissance 2D des champs de densité et de vitesse pour
les 1024 coupes de la simulation. En rouge est tracée la valeur -8/3 du spectre de puissance
2D de Kolmogorov (1941). À gauche : simulation isotherme avec les mêmes conditions
de turbulence que 1024n01 (ζ = 0.2, vS=12.5 km s−1), n0 = 1.0 cm−3 et T = 8000K ; à
droite : simulations 1024n01 (noir) et 1024n02 (bleu).
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Figure 4.11: Spectres de puissance 2D, moyens et compensés P (k)k8/3 de la vitesse pour 1024n01
(gauche) et 1024n02 (droite) avec les barres d’erreur, ainsi que celui de la simulation
isotherme (ligne tirets). Les lignes rouges (pleines pour les simulations avec instabilité
thermique et en tirets pour la simulation isotherme) sont les ajustements en loi de puissance
de la zone inertielle. Les valeurs données pour les pentes des ajustements sont celles d’un
spectre de puissance non compensé. Les incertitudes (à 1 sigma) sur l’ajustement de la
pente sont données pour les simulations non isothermes, la valeur du cas isotherme étant
initialement fixée.
-3.0 -2.5 -2.0 -1.5 -1.0 -0.5 0.0
Log(k) (pixel-1)
-6
-5
-4
-3
-2
-1
0
Lo
g(P
(k)
k2.
67
) (
cm
-
3 )2
1024iso:   Pk slope = -2.67
1024N01: Pk slope = -1.2 ± 0.4
-3.0 -2.5 -2.0 -1.5 -1.0 -0.5 0.0
Log(k) (pixel-1)
-6
-5
-4
-3
-2
-1
0
Lo
g(P
(k)
k2.
67
) (
cm
-
3 )2
1024iso:   Pk slope = -2.67
1024N02: Pk slope = -1.4 ± 0.3
Figure 4.12: Spectres de puissance 2D, moyens et compensés P (k)k8/3 de la densité pour 1024n01
(gauche) et 1024n02 (droite) avec les barres d’erreur, ainsi que celui de la simulation
isotherme (ligne tirets). Les lignes rouges (pleines pour les simulations avec instabilité
thermique et en tirets pour la simulation isotherme) sont les ajustements en loi de puissance
de la zone inertielle. Les valeurs données pour les pentes des ajustements sont celles d’un
spectre de puissance non compensé. Les incertitudes (à 1 sigma) sur l’ajustement de la
pente sont données pour les simulations non isothermes, la valeur du cas isotherme étant
initialement fixée.
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Les valeurs des pentes des spectres de puissance de la densité et de la vitesse sont représentées
sur les graphes de la figure 4.10 pour les 1024 coupes suivant z, avec à gauche, la simulation iso-
therme et, à droite, 1024n01 et 1024n02. Le contraste en densité σ(n)/〈n〉 et la valeur maximale
de la densité sont aussi tracés pour chaque carte. Les figures 4.11 et 4.12 représentent les spectres
de puissance moyens et compensés P (k)k8/3 pour vz (fig. 4.11) et la densité (fig. 4.12) avec les
barres d’erreur indiquant la variation (1σ) de P (k) des 1024 coupes. Sur ces quatre graphes sont
aussi représentés les spectres de puissance moyens de la simulation isotherme (ligne tirets) et les
ajustements en loi de puissance de la zone inertielle (en rouge, lignes pleines pour les simulations
avec instabilité thermique et en tirets pour la simulation isotherme).
De manière attendue d’après les résultats de Kim & Ryu (2005), les spectres de puissance de
la densité et de la vitesse de la simulation isotherme subsonique suivent la loi de Kolmogorov. En
général, l’estimation de la pente du spectre de puissance dans le régime inertiel de la turbulence
simulée numériquement ne peut se faire que sur une gamme d’échelles réduite du fait du forçage
à grande échelle et de la dissipation numérique à petite échelle. La grande taille des simulations
utilisées ici (10243) et l’utilisation d’un forçage en Fourier rendent possible cette estimation. J’ai
évalué l’intervalle d’échelle où la pente du spectre de puissance peut être mesurée à l’aide de la
simulation isotherme subsonique dont le résultat est connu (P (k) ∝ k−8/3 en 2D). La loi d’échelle
est bien reproduite sur la décade 0.003 < k < 0.03 (ou −2.52 < Log(k) < −1.52). Toutes les
pentes des ajustements présentés ici ont été calculées sur cet intervalle.
Concernant les simulations avec instabilité thermique, les spectres de puissance de la vitesse
sont compatibles avec Kolmogorov, bien qu’un peu plus plats, avec des pentes de -2.4 pour
1024n01 et -2.3 pour 1024n02 (la valeur pour la turbulence subsonique est -2.66). En revanche,
les spectres de puissance de la densité sont bien plus plats que Kolmogorov avec des pentes
de -1.3 pour 1024n01 et -1.4 pour 1024n02. Cela s’explique par le fort contraste en densité des
simulations avec instabilité thermique. Il est en effet proche de 4 et présente une importante
dispersion (< Cn01 >= 4.6± 1.4 et < Cn02 >= 3.8± 0.7) alors que le contraste de densité de la
simulation isotherme est quasi constant d’une coupe à l’autre et reste proche de 0.6 (fig. 4.10).
Gazol & Kim (2010) ont étudié l’impact du forçage de la turbulence sur les pentes des spectres
de puissance de la densité. Ils observent que le spectre de puissance s’aplatit avec l’augmentation
du nombre de Mach. Ce comportement est similaire à celui observé par Kim & Ryu (2005) sur
des simulations de turbulence isotherme et compressible et s’explique grâce à l’équation 1.35
(Vázquez-Semadeni 2012) : les fluctuations de densité augmentent avec le nombre de Mach. Le
même comportement de la pente du spectre de puissance est ici observé, dans un milieu thermi-
quement bistable. Selon Hennebelle & Audit (2007), l’augmentation des fluctuations de densité,
et donc du contraste en densité de la matière, est aussi le résultat de l’instabilité thermique
qui domine pour les faibles nombre de Mach alors que les chocs supersoniques dominent à haut
nombre de Mach. Les simulations avec instabilité thermique (1024n01 et 1024n02) sont en effet
bien plus structurées à petite échelle que la simulation isotherme, fait illustré par un spectre de
puissance de la densité nettement plus plat, alors que les spectres de puissance de la vitesse sont
cohérents avec les résultats sur la turbulence incompressible de Kolmogorov (1941). Ces résultats
montrent que les spectres de puissance de la densité et de la vitesse d’une turbulence bistable
transsonique et d’une turbulence isotherme supersonique ont le même comportement. Dans le cas
isotherme, le spectre de puissance de la densité s’aplatit en effet avec le nombre de Mach (Kim
& Ryu 2005) alors que le spectre de puissance de la vitesse reste proche de la loi de Kolmogorov
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(Kritsuk et al. 2007).
4.3 Propriétés des structures froides
Deux autres traceurs de l’auto-similarité du milieu interstellaire créée par la cascade tur-
bulente sont les relations masse-échelle M ∝ Lα (Larson 1981; Elmegreen & Falgarone 1996;
Roman-Duval et al. 2010) et dispersion de vitesse-échelle σturb= σ1pcLγ (Larson 1981; Heyer
& Brunt 2004) des structures observées dans les nuages moléculaires. La question qui se pose
alors est la suivante : les grumeaux de CNM, qui sont les précurseurs de la matière moléculaire,
suivent-ils les mêmes lois ?
4.3.1 Évaluation de la taille caractéristique des grumeaux
Pour étudier la distribution de la masse et celle de la dispersion de vitesse des grumeaux
de gaz froid en fonction de leur taille, j’ai sélectionné les régions ayant une densité supérieure à
5 cm−3 et j’ai regroupé les pixels appartenant spatialement à une même structure. Pour évaluer
leur taille, on calcule tout d’abord leur matrice d’inertie
I =
 I11 I12 I13I21 I22 I23
I31 I32 I33

définie telle que
Iii =
∫
(x2j + x
2
k) dm = (∆x)
3
N∑
l=0
ρ(l) (x2j (l) + x
2
k(l)) (4.2)
Iij = −
∫
xixj dm = −(∆x)3
N∑
l=0
ρ(l)xi(l)xj(l) (4.3)
Iji = Iij avec i, j, k ∈ {1, 2, 3} et i 6= j 6= k. (4.4)
Les xi, i ∈ {1, 2, 3}, sont les coordonnées des pixels suivant les directions x, y et z par rapport
au centre de la structure, dm la masse infinitésimale, N le nombre de pixels contenus dans une
structure, ∆x la taille d’un pixel et ρ la densité de masse (kg cm−3). La matrice d’inertie est
symétrique, et donc diagonalisable. Il est ainsi possible de calculer ses valeurs propres, et l’on note
λ1 la plus grande d’entre elles. Suivant Hennebelle et al. (2007), on estime la taille caractéristique
de la structure par
L =
√
λ1
M
, (4.5)
où M est la masse de la structure. Audit & Hennebelle (2010) ont essayé d’autres combinaisons,
comme la moyenne géométrique des trois valeurs propres, et ont conclu que l’influence sur les
résultats est très modérée.
4.3.2 Relation masse - échelle
La relation masse-échelle est représentée sur les graphes de la figure 4.13 avec, à gauche
1024n01 et, à droite, 1024n02. Les ajustements représentés en rouge ont des pentes de 2.25±0.05
et 2.28 ± 0.03 pour respectivement 1024n01 et 1024n02. Ces résultats sont en accord avec les
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Figure 4.13: Distribution à t = 16Mans de la masse des structures froides en fonction de leur taille pour
à gauche 1024n01 et à droite 1024n02. Le trait rouge est l’ajustement en loi d’échelle du
nuage de points calculé pour les structures ayant une taille inférieure ou égale à 1 pc pour
mieux le positionner dans le nuage de points.
travaux numériques antérieurs, bien que les conditions des simulations et les algorithmes soient
différents. En effet, Kritsuk et al. (2007) ont étudié cette relation sur leurs simulations isothermes
en sélectionnant une séquence de sous-boîtes de tailles l1 > l2 > . . . > ln, la masse étant calculée
pour chacune d’elles. Ils obtiennent un indice égal à 2.39 ± 0.1. Federrath et al. (2009) suivent
la même méthode que Kritsuk et al. (2007) tout en faisant varier les modes du forçage sur des
simulations isothermes et obtiennent des indices égaux à 2.11 pour un champ de force solénoïdal
d’une part et à 2.03 pour un champ de force purement compressible d’autre part . Dernièrement,
Audit & Hennebelle (2010) ont obtenu un indice égal à 2.25 sur des simulations du H i incluant
l’instabilité thermique pour lesquelles la turbulence est entraînée par des flots convergents. Ces
indices sont aussi parfaitement en accord avec les résultats mesurés sur des observations CO par
Elmegreen & Falgarone (1996) qui obtiennent une valeur comprise entre 2.2 et 2.5 sur un large
échantillon de nuages moléculaires indépendants. Plus récemment, Roman-Duval et al. (2010)
ont mesuré un indice de 2.36 sur 580 nuages moléculaires ; ces travaux ont confirmé la structure
fractale des nuages moléculaires. Les résultats obtenus ici sur les simulations du milieu diffus
étant compatibles avec ce qui est observé pour les nuages moléculaires laissent penser que leur
structure est héritée de celle du milieu diffus à partir duquel ils se sont formés et non une signature
d’une turbulence supersonique dominée par les chocs.
4.3.3 Relation dispersion de vitesse - échelle
La relation entre la dispersion de vitesse des structures et leur taille est généralement utilisée
comme un diagnostic de la turbulence dans les nuages moléculaires. Il est intéressant de quantifier
cette relation pour les structures froides issues d’un écoulement turbulent et thermiquement
bistable. C’est ce que j’ai fait à partir des structures froides identifiées précédemment à partir
d’un seuil en densité de 5 cm−3.
La dispersion de vitesse est calculée de la manière suivante
σ(|v|) =
∑N
0 ρ (|v| − |v0|)2∑N
0 ρ
, (4.6)
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Figure 4.14: Distribution à t = 16Mans de la dispersion de vitesse des structures froides en fonction de
leur taille pour à gauche 1024n01 et à droite 1024n02. Le trait rouge est l’ajustement en
loi d’échelle du nuage de points.
où N est le nombre de pixels composant la structure, ρ la densité de chaque pixel et v0 la moyenne
de la vitesse de la structure, pondérée par la densité et calculée ainsi :
v0 =
∑N
0 ρ|v|∑N
0 ρ
. (4.7)
La relation entre σ(|v|) et la taille des structures est tracée sur les graphes de la figure 4.14
avec à gauche 1024n01 et à droite 1024n02. Les ajustements obtenus sur les nuages de points
sont 0.70L0.41 et 0.51L0.42 pour respectivement 1024n01 et 1024n02. Les indices γ égaux à
0.41 ± 0.02 et 0.42 ± 0.01 sont très proches de ceux obtenus par Audit & Hennebelle (2010),
compris entre 0.33 pour un seuil en densité de nc = 100 cm−3 et 0.53 pour nc = 10 cm−3. Ils sont
aussi très proches des valeurs mesurées sur les observations : 0.37 dans des nuages H i (Larson
1979) et moléculaires (Larson 1981), et 0.5 sur une étude de nombreux nuages moléculaires faite
plus récemment par Heyer & Brunt (2004). Toutes ces valeurs sont également proches de la valeur
estimée de γ = 1/3 pour la turbulence subsonique (voir équation 1.32). En revanche les valeurs
que j’obtiens pour la constante multiplicative σ1pc (0.70 et 0.51) sont nettement inférieures à
celles données par Audit & Hennebelle (2010) qui sont comprises entre 1.2 et 3.3 km s−1 pour
la simulation à deux phases. Cela peut être interprété par la différence de forçage. En effet, la
turbulence de leur simulation est produite par des flots convergents de WNM ayant un nombre
de Mach proche de 1.5. Ce type de forçage est très efficace à créer des structures froides mais il
conduit à un nombre de Mach du WNM qui est au-delà de ce qui est observé.
Pour étudier plus en détail la valeur obtenue pour σ1pc = σ(|v|)L−γpc dans les simulations, on
trace les histogrammes (comptés en nombre de grumeaux) de deux manières différentes : en utili-
sant tout d’abord les valeurs de γ mesurées sur les ajustements des figures 4.14, puis en utilisant
la valeur théorique γ = 1/3 attendue pour la turbulence subsonique pour comparer les résultats
aux travaux de Wolfire et al. (2003) et à la valeur estimée à 0.89 km s−1 dans la partie 2.4.2. Les
deux histogrammes sont extrêmement proches et piquent à 0.5-0.6 km s−1 et 0.8-0.9 km s−1 pour
1024n01 et 1024n02 respectivement, et de manière identique pour les deux calculs (table 4.4).
Ces valeurs sont en accord avec ce que nous essayons de reproduire dans ces simulations. En effet,
la valeur de σ1pc = 0.89 km s−1 a été utilisée pour évaluer la dispersion de vitesse à reproduire
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Figure 4.15: Histogrammes de σ1pc = σ(|v|)L−γpc , calculé de deux manières différentes : à gauche, les
valeurs de γ mesurées sur les ajustements des figures 4.14 sont utilisées, à droite, on utilise
la valeur théorique γ = 1/3 attendue pour la turbulence subsonique afin de comparer ces
résultats aux travaux de Wolfire et al. (2003) et à la valeur estimée dans la partie 2.4.2.
pour du WNM dans une boîte de 40 pc. Le fait que cette valeur soit aussi bien reproduite pour
les structures du CNM indique que la dynamique des grumeaux de gaz froid est intimement liée
à celle du WNM.
Table 4.4: Table récapitulative des valeurs obtenues au cours de l’étude des grumeaux des simulations
1024n01 et 1024n02 pour la dispersion de vitesse turbulente à 1 pc σ1pc, les dispersions de
vitesses turbulente 〈σ(|v|)〉 et thermique 〈σtherm〉moyennes, et la dispersion de vitesse relative
entre grumeaux σnn.
Simulation σ1pc 〈σ(|v|)〉 〈σtherm〉 σnn
1024N01 0.5 0.4 1.7 2.3
1024N02 0.8 0.3 1.3 1.9
Par ailleurs, si l’on calcule les moyennes des dispersions de vitesse des structures froides, on
obtient 〈σ(|v|)〉 = 0.4 km s−1 pour 1024n01 et 0.3 km s−1 pour 1024n02, nettement inférieures
aux dispersions de vitesse thermiques moyennes des grumeaux : 1.7 km s−1 pour 1024n01 et
1.3 km s−1 pour 1024n02 8. Les structures froides individuelles sont donc bien subsoniques. En
revanche, les mouvements relatifs des grumeaux sont eux plus importants. On peut en effet
calculer la dispersion de vitesse d’un nuage à l’autre σnn de la façon suivante, Ng étant le nombre
de grumeaux :
σ2nn =
∑Ng
0 (v0 − 〈v0〉)2
Ng
. (4.8)
On obtient σnn = 2.3 km s−1 pour 1024n01 et 1.9 km s−1 pour 1024n02 (table 4.4). Ces valeurs
sont très proches des dispersions de vitesse totales des boîtes (2.77 km s−1 pour 1024n01 et
2.20 km s−1 pour 1024n02) indiquant que les mouvements des grumeaux sont liés à ceux du
WNM. L’élargissement observé des raies est donc dû aux mouvements relatifs des régions froides
mais ne sont pas le résultat de mouvements supersoniques internes. Ces résultats sont en accord
8. Ces vitesses correspondent respectivement à des températures moyennes de 350K et 200K. Elles sont
légèrement supérieures à la température moyenne attendue pour du gaz CNM car le seuil en densité choisi pour
sélectionner les grumeaux est assez bas
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avec ceux de Heitsch et al. (2005, 2006) qui arrivent à la même conclusion sur des simulations
de formation de nuages moléculaires par des flots convergents de H i.
4.4 Discussion
Nous venons d’analyser les propriétés des deux simulations 10243 du H i thermiquement
bistable produites pour étudier en détail le lien entre la turbulence et l’instabilité thermique dans
la structuration de la matière. Les deux simulations diffèrent par leur densité initiale et donc
par leur pression P0, puisque leur température T0 est égale dans les deux cas. Leurs principales
caractéristiques initiales sont :
1. une hausse d’un facteur 4 de la pression du WNM par rapport à la valeur moyenne observée
et un forçage de la turbulence avec une répartition naturelle de l’énergie dans les modes
compressibles et solénoidaux pour 1024n02 et
2. une pression plus proche de la valeur moyenne observée mais une turbulence entretenue
avec une majorité de l’énergie dans les modes compressibles pour 1024n01.
Nous avons vu dans un premier temps que ces simulations reproduisent bien les quantités
physiques observées qui ont servi de contraintes lors de l’étude des paramètres au chapitre 3 : la
dispersion de vitesse turbulente σturb évaluée pour 40 pc à ∼ 3 km s−1, la fraction de masse du
CNM autour de 40% pour un taux d’occupation du volume allant de 1 à 4% et le nombre de
Mach transsonique. Il est important de noter ici que l’instabilité thermique permet aux simula-
tions de créer un fort contraste en densité sans qu’une turbulence supersonique soit nécessaire,
contrairement à ce qu’il se passe dans les flots isothermes. Par ailleurs, la masse du gaz se répartit
de manière semblable à ce qui est observé par Heiles & Troland (2003b) entre le régime instable
et le WNM définis par un critère en densité. Finalement, les pressions sont en très bon accord
avec celles observées par Jenkins & Tripp (2011), à la fois en terme de moyenne et de dispersion.
Il est remarquable que les pressions moyennes se stabilisent dans l’intervalle autorisant le gaz à
être thermiquement bistable (Field et al. 1969; Wolfire et al. 2003) bien que les pressions initiales
soient élevées.
Résultats principaux
Je résume ici différentes propriétés du H i qui sont, de manière générale, similaires dans les
deux simulations.
1. Comme pour les travaux de Seifried et al. (2011) et Audit & Hennebelle (2005), on ob-
serve une anti-corrélation des cartes de densité et de la température. Ce résultat n’est pas
surprenant puisque les zones les plus denses sont aussi les plus froides. Par ailleurs, ces
zones présentent de forts gradients de température et de densité, créant des fronts abrupts
autour des structures.
2. Le gaz thermiquement instable, défini pour des températures comprises entre 200 et 5000K,
a deux comportements. Le gaz compris entre 200 et 2000K se situe à l’interface du CNM
et du gaz chaud comme le notent aussi Gazol & Kim (2010). En revanche, le gaz au-delà
de 2000K est très lié au WNM et est largement distribué dans la boîte de simulation.
3. Les distributions de la densité sont bimodales et portent la caractéristique d’un gaz thermi-
quement bistable comme l’ont remarqué Piontek & Ostriker (2004) et Audit & Hennebelle
(2010) dans leurs simulations d’un gaz multiphasique. Cette caractéristique est observable
ici car la turbulence est transsonique. En effet, une turbulence trop forte entretient le gaz
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dans le régime où il est thermiquement instable (Gazol et al. 2005; Walch et al. 2011) et
annule la bimodalité de la distribution. Pour tenter d’interpréter cette bimodalité en terme
de phases et parce que les fluctuations de densité des flots isothermes sont bien modélisées
par des lognormales dont la largeur dépend du nombre de Mach, j’ai essayé d’ajuster les
distributions par des lois lognormales. J’ai tout d’abord tenté d’ajuster deux lognormales
sur la distribution de la densité totale, puis ai essayé sur chacune des phases séparément.
Finalement, parce qu’il a été démontré que l’instabilité thermique crée un indice polytro-
pique effectif du gaz tel que P ∝ ργeff (Elmegreen 1991; Vázquez-Semadeni et al. 1996) et
que cet indice peut engendrer une queue en loi de puissance aux grandes densités (Passot &
Vázquez-Semadeni 1998), j’ai essayé d’ajuster la distribution de densité du CNM par une
lognormale et une loi d’échelle. Aucune de ces tentatives ne donne de résultat convaincant,
les lognormales ne reproduisant pas bien les distributions, et la loi de puissance ne pouvant
être ajustée sur toute une décade en densité. Le meilleur ajustement est celui de la distribu-
tion totale par deux lognormales bien que cette paramétrisation n’ait pas d’interprétation
physique.
4. Les spectres de puissance de la vitesse des simulations avec instabilité thermique suivent
la loi de Kolmogorov de -8/3 en 2D avec des pentes égales à -2.4 pour 1024n01 et -2.3 pour
1024n02. En revanche, les spectres de puissance de la densité sont beaucoup plus plats (-1.3
et -1.4), ce qui est causé par le fort contraste en densité (autour de 4). Selon Hennebelle &
Audit (2007), ce fort contraste en densité résulte de l’instabilité thermique qui domine pour
les faibles nombres de Mach. Ces résultats montrent que le comportement des spectres de
puissance de la densité et de la vitesse du gas bistable transsonique a les mêmes propriétés
que les simulations isothermes supersoniques pour lesquelles le spectre de puissance de la
densité s’aplatit avec le nombre de Mach (Kim & Ryu 2005) et le spectre de puissance de la
vitesse est proche de l’estimation de Kolmogorov (1941) (Kritsuk et al. 2007). Les spectres
de la densité sont ici caractéristiques d’une structure fortement contrastée tandis que les
spectres de la vitesse suivent ceux de la turbulence incompressible.
5. La loi masse-échelle des grumeaux de gaz froid ayant une densité supérieure à 5 cm−3 est
ici bien reproduite avec des exposants égaux à 2.25 et 2.28. Ces valeurs concordent avec
celles observées (Elmegreen & Falgarone 1996; Roman-Duval et al. 2010) ainsi qu’avec
celles estimées sur des simulations numériques, bien que les conditions et la méthodologie
diffèrent (Kritsuk et al. 2007; Federrath et al. 2009; Audit & Hennebelle 2010). Ces résultats
suggèrent que la structure auto-similaire des nuages moléculaires pourrait être héritée de
celle du H i à partir duquel ils se sont formés. L’indice γ de la relation dispersion de
vitesse-échelle est lui aussi bien reproduit dans les deux simulations et prend comme valeurs
0.41 et 0.42. Ces valeurs sont elles-aussi semblables à celles obtenues sur les simulations
numériques du H i (Audit & Hennebelle 2010) mais aussi à partir des observations de nuages
moléculaires (Larson 1981; Heyer & Brunt 2004) et elles sont proches de l’indice attendu
γ = 1/3 dans le cas d’une turbulence subsonique.
6. Une dernière chose qu’il m’a semblé important d’évaluer dans cette analyse est la valeur
de la dispersion de vitesse interne des grumeaux normalisée à l’échelle de 1 pc σ1pc =
σ(|v|)L−γ . Les valeurs finales de σ1pc sont ici égales à 0.5 et 0.8 km s−1 pour respective-
ment 1024n01 et 1024n02. Elles sont en accord avec celle estimée dans le WNM à partir
des observations (σ1pc = 0.89 km s−1, voir partie 2.4.2) ce qui indique que les mouvements
des grumeaux de CNM sont étroitement liés à ceux du WNM. Par ailleurs, les dispersions
de vitesse turbulente des grumeaux, de l’ordre de 0.4 km s−1, sont nettement inférieures à
celles de leurs mouvements thermiques, de l’ordre de 1.5 km s−1. Les mouvements internes
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Figure 4.16: Évolution temporelle de la dispersion de vitesse turbulente (bas) et des fractions de masse
(haut) des phases CNM (trait plein noir), instable pour 200K < T < 5000K (trait
pointillés bleus) et WNM (trait tirets verts). La turbulence de cette simulations à basse
résolution (1283) est entretenue pendant les 40 premiers millions d’années puis coupée à
40Mans.
des structures froides sont donc nettement subsoniques. En revanche, la dispersion de vi-
tesse nuage-nuage est égale à 2.3 km s−1 pour 1024n01 et à 1.9 km s−1pour 1024n02. Ces
valeurs sont semblables à celles des dispersions totales de vitesse des boîtes (2.8 km s−1
pour 1024n01 et 2.2 km s−1 pour 1024n02) et confirment que les mouvements relatifs des
grumeaux sont liés à la dynamique du WNM. Ce qui suggère que les mouvements entre
ces structures sont supersoniques par rapport à la température du CNM. Ces résultats
confirment ceux de Heitsch et al. (2005, 2006) qui concluent que l’élargissement observé
des raies, est dû aux mouvements relatifs des structures froides mais ne résulte pas de
mouvements supersoniques internes.
Différences entre les deux simulations
Bien que les deux simulations reproduisent un nombre important d’observables, il existe des
différences significatives entre les deux.
La première est le temps que prend chaque simulation à fabriquer du froid. Il apparaît clairement
qu’une hausse de pression, due à un flot convergent par exemple, rend la transition vers la phase
CNM beaucoup plus efficace qu’une turbulence majoritairement compressible. Ce travail montre
qu’une augmentation de la pression d’un facteur 4 mène à une production efficace de gaz froid.
La deuxième est l’écart net de température du WNM entre les deux simulations. La 1024n01
a un histogramme de T plus classique tandis que la 1024n02 a beaucoup plus de gaz thermi-
quement instable. Ici il est intéressant de voir que la compression de départ (n = 2.0 cm−3 est
clairement dans le régime instable) pousse une grande partie du WNM à des densités et des
températures du régime thermiquement instable. Les perturbations du gaz induites par la tur-
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bulence entretenue empêche le WNM de revenir à son état stable. La répartition du gaz instable
évolue en effet lorsque le forçage de la turbulence est coupé. La figure 4.16 illlustre l’évolution
temporelle de la dispersion de vitesse turbulente et des fractions de masse des différentes phases
(CNM, WNM et instable entre 200 et 5000K) d’une simulation à basse résolution (1283) pour
laquelle le forçage de la turbulence a été coupé à 40Mans et qui a les mêmes conditions initiales
que 1024n02 : n0 = 2.0 cm−3, une projection spectrale naturelle ζ = 0.5 et vS =7.5km s−1. Alors
que le WNM se stabilise à 8000K, une grande majorité du gaz thermiquement instable transite
vers le CNM, dont la quantité augmente très nettement. Le processus de compression menant à
n = 2.0 cm−3 est donc très efficace même s’il est passager. De plus, il est irréversible, puisque le
CNM subsiste dans le régime de turbulence en déclin.
Cette augmentation de pression peut se produire dans le cas de la rencontre de deux flots
ayant une vitesse relative ∆V . On peut calculer simplement la vitesse relative nécessaire pour
que se produise une augmentation isotherme de la pression de P1 à P2 :
∆V =
[
(P2 − P1)
(
1
ρ1
− 1
ρ2
)]1/2
(4.9)
où ρ = µmpn et P = ρkBT/µmp. Considérant le cas qui nous intéresse, c’est-à-dire n1 = 0.5 cm−3
(densité caractéristique du WNM), n2 = 2.0 cm−3 (densité initiale de 1024n02) et T = 8000K,
on obtient ∆V = 10.3 km s−1. L’augmentation de pression requise pour placer le WNM dans
des conditions très favorables pour la transition de phase peut donc se produire avec des flots
convergents ayant une vitesse relative de 10 km s−1, ce qui est tout à fait possible dans le cas d’ex-
plosions de supernovæ ou de vents stellaires. Il nous semble donc plus probable que la formation
du H i froid se passe par une augmentation de la pression locale du WNM plutôt que par l’injec-
tion d’énergie turbulente à majorité de modes compressibles (tout en restant sub/transsonique
par rapport au WNM).
Ces simulations de la turbulence du H i biphasique, de taille 10243 avec un forçage en Fourier
sont les premières réalisées à réunir ces trois paramètres. Leur haute résolution a permis une
analyse approfondie des structures de CNM et le forçage pseudo-spectral l’étude des spectres de
puissance pour lesquels la cascade est reproduite sur une décade spatiale. Comme nous l’évoque-
rons dans le chapitre suivant, elles serviront de référence pour guider l’analyse et l’interprétation
des données à 21 cm.
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L’une des grandes difficultés pour analyser et interpréter les observations est que toute l’in-
formation que nous recevons des objets observés est intégrée le long de la ligne de visée ce qui ne
nous donne pas accès aux informations en trois dimensions. Si nous mesurons l’émission en un
point du ciel, nous n’avons accès qu’à la somme des photons émis et il est impossible de savoir
exactement comment cette émission est répartie le long de la ligne de visée. De plus certains
phénomènes, comme l’auto-absorption viennent encore compliquer notre interprétation. En ef-
fet, dans le cas simple, dit optiquement mince où tous les photons émis par le H i le long de la
ligne de visée nous arrivent, il est assez facile d’en déduire certaines propriétés fondamentales
comme la densité de colonne et la dispersion de vitesse. Dans le cas contraire, dit optiquement
épais, un nuage dense et froid se trouve spatialement en avant de la ligne de visée. Ce nuage a
tendance à absorber les photons émis par un nuage chaud se trouvant en arrière dans la ligne de
visée réduisant ainsi l’émission totale que nous recevons. Ce phénomène nous fait sous-estimer
la densité de colonne totale du H i et est difficile à corriger. Nous avons aussi précédemment
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abordé le problème de l’élargissement des raies du CNM par ses mouvements turbulents. Les
simulations suggèrent que cet élargissement n’est pas dominé par les mouvements internes d’une
même structure dense mais plutôt par les mouvements relatifs de plusieurs structures sur la ligne
de visée. Cela reste difficile à vérifier directement à partir des observations.
L’objectif ici est la création des observations synthétiques de la raie à 21 cm dans le but de
développer un cadre de comparaison simulations-observations adéquat. En effet, interpréter les
observations synthétiques est plus aisé puisque les simulations nous donnent accès à l’information
en trois dimensions et peut nous donner des pistes pour l’interprétation des observations.
5.1 Propriétés générales du H i dans le voisinage solaire
Je décris dans cette section un travail en cours auquel je participe (Miville-Deschênes et al.,
en préparation) basé sur l’analyse de données à 21 cm de nuages à haute latitude galactique.
Ma contribution concerne surtout la validation d’outils et de méthodes d’analyse des données,
à l’aide d’observations synthétiques à 21 cm construites à partir des simulations numériques. Je
présente ici brièvement les données utilisées et quelques résultats observationnels utiles pour la
suite.
5.1.1 Observations à 21 cm au Green Bank Telescope
Ce projet est basé sur des observations de nuages à haute latitude galactique obtenues au
Green Bank Telescope (GBT), un radio-télescope de 100m permettant d’observer la raie à 21 cm
avec une résolution angulaire de 9’. Plus de 800 degrés carrés ont été observés au GBT dans le
cadre de ce projet. Ces observations ont été regroupées en 14 champs différents. 13 d’entre eux
sont dans l’hémisphère galactique nord et sont présentés dans la figure 5.1. Ces observations
explorent un intervalle de densité de colonne du H i, des zones les plus diffuses du ciel (N1, SP)
aux premières étapes de la formation des nuages moléculaires (UMA, POL).
Un travail important de traitement des données GBT a été fait (Boothroyd et al. 2011),
entre autres pour corriger l’effet de la contamination par les lobes secondaires (stray radiation),
ce qui permet d’obtenir une mesure précise de la température de brillance en fonction de la
vitesse et une incertitude sur l’émission intégrée de l’ordre de 3 K km s−1 (ce qui correspond à
NHI = 5× 1018 cm−2 dans le cas optiquement mince).
Ces 14 champs sont la base de l’analyse de Planck Collaboration et al. (2011) qui combine les
observations GBT et les données du satellite Planck pour déterminer les propriétés de la poussière
dans l’environnement du Soleil et dans le halo de notre Galaxie. Plusieurs autres publications
sur les propriétés du H i sont en préparation.
5.1.2 Description générale des données à 21 cm du H i à haute latitude
Une série de 84 spectres choisis au hasard dans la totalité des observations GBT est présentée à
la figure 5.2. Elle permet de visualiser la diversité des formes spectrales observées à haute latitude
avec une résolution angulaire de 9’ et une résolution en vitesse de 0.8 km s−1. De manière générale
on constate que les spectres présentent toujours une structure large sur laquelle se superposent
des structures étroites de brillance et de complexité variables. Cette description est en accord
avec la présence de gaz sous deux phases à des températures très différentes, avec la composante
chaude présente sur toutes les lignes de visée. Plusieurs de ces spectres sont très peu structurés ;
sur ces lignes de visée le H i est clairement dominé par la phase WNM. En général l’apparition
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Figure 5.1: Une fraction du ciel à haute latitude galactique (100µm, IRAS). Les rectangles noirs in-
diquent les régions qui ont été observées avec le Green Bank Telescope (GBT). Ces obser-
vations ont été regroupées en 13 champs dont les noms sont donnés ici.
de structures plus étroites dans les spectres est observée lorsque la brillance augmente ; le CNM
apparaît donc dans des zones de densité de colonne plus élevée. Ceci n’est pas une règle absolue
car on observe aussi des structures spectrales étroites de très faible brillance (quelques K).
Dans cette figure, l’intervalle en vitesse présenté est de -30 à 30 km s−1, centré sur les vitesses
du H i local. Hors de cet intervalle, il existe aussi de l’émission qui correspond au H i situé dans
le halo de notre Galaxie : ce sont les nuages à vitesse intermédiaire et les nuages à haute vitesse
(voir Planck Collaboration et al. 2011, pour une description de l’émission à 21 cm de ces nuages).
Il est également intéressant de visualiser les cartes par canal, c’est-à-dire les cartes de la
température de brillance pour chaque intervalle en vitesse. À titre d’exemple, la figure 5.3 présente
ces canaux en vitesse obtenus au GBT pour le champ SPIDER, un cirrus qui fait partie de la
North Celestial Loop (Meyerdierks et al. 1991), une grande boucle de gaz neutre observée à 21 cm
et dans l’infrarouge/submillimétrique. Ce nuage est principalement atomique mais il présente les
signes du début de la transition vers le gaz moléculaire (excès d’émission de la poussière par
rapport au H i et faible émission CO, Barriault et al. 2010; Planck Collaboration et al. 2011).
Les observations GBT présentées à la figure 5.3 sont exceptionnelles. Elles montrent l’émission
du H i avec une résolution de 9’ sur plus de 100 degrés carrés. En faisant l’hypothèse que ce nuage
est à une distance de 100 pc, ces observations révèlent la structure du H i sur des échelles physiques
de 0.25 à 17 pc, une gamme d’échelles explorées avec les simulations présentées dans cette thèse.
L’émission dans ces cartes par canal est un mélange complexe de la structure en densité et en
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vitesse du milieu. On ne peut donc pas interpréter simplement ces cartes mais l’aspect clairement
filamentaire révèle une dynamique particulière, potentiellement liée à la présence du champ
magnétique. On remarque également qu’il existe une grande cohérence spatiale, d’un canal en
vitesse à l’autre, même pour des structures à petite échelle. Cela se traduit aussi lorsqu’on
inspecte les spectres à 21 cm : les structures spectrales étroites vues sur un spectre sont en
général présentes sur les spectres voisins. Nous verrons ensuite que cette cohérence spatiale et
spectrale peut être exploitée pour décomposer les spectres à 21 cm en une somme de gaussiennes
et ainsi séparer l’émission provenant des différentes phases du H i.
5.1.3 Décomposition en gaussiennes des spectres et propriétés du CNM et
du WNM
Pour un gaz sub/transsonique les mouvements thermiques sont dominants et la forme spec-
trale d’une raie d’émission se rapproche d’une gaussienne. Le cas du H i est plus complexe du fait
de la présence de gaz à différentes températures sur la ligne de visée mais si, comme on l’a vu, le
CNM est constituté de structures discrètes individuellement sub/transsoniques (potentiellement
plusieurs sur la ligne de visée) et que le WNM est aussi sub/transsonique, on peut envisager de
décomposer les spectres à 21 cm comme une somme de gaussiennes. Du fait de leur grand écart
en température, les deux phases du H i ont des élargissements thermiques très différents : 0.9
km/s pour du gaz à 100 K et 8.1 km/s pour du gaz à 8000 K. On s’attend donc naturellement
à ce que les spectres à 21 cm présentent des structures spectrales étroites superposées à des
structures beaucoup plus larges. En pratique, le WNM étant un milieu inter-nuages qui remplit
la majorité du volume occupé par le H i on peut espérer ajuster les spectres avec une gaussienne
large et plusieurs gaussiennes étroites.
La décomposition en gaussiennes est une méthode souvent utilisée pour estimer les para-
mètres du H i dans la comparaison d’observations à 21 cm en émission et en absorption (Heiles
& Troland 2003a). Étant donné que le WNM et le gaz thermiquement instable ne sont pas vus
en absorption, la comparaison émission/absorption permet de gagner en confiance sur le résul-
tat de la décomposition. Par contre cette méthode est beaucoup plus difficile à appliquer pour
décomposer uniquement les spectres en émission (Haud 2000). La figure 5.4 présente un exemple
de ce type de décomposition. Cet exemple est particulier car la décomposition en gaussiennes
est ici simple et évidente, ce qui n’est que rarement le cas. En regardant les spectres présen-
tés à la figure 5.2, on constate que la forme des spectres est généralement trop complexe pour
qu’une solution unique existe. En effet les spectres sont accidentés mais relativement lisses. Au-
trement dit, la structure spectrale est présente à différentes échelles. Cela traduit le fait que les
nuages CNM sur la ligne de visée se superposent en vitesse, ce qui ne permet pas de les sépa-
rer facilement. Une fraction importante du gaz est aussi à des températures intermédiaires et
thermiquement instables, ce qui introduit des structures spectrales à des échelles intermédiaires
entre le CNM et le WNM. Ce sera illustré et discuté plus loin à l’aide des simulations numériques.
Miville-Deschênes et al. (en préparation) développent une méthode permettant d’optimiser
cette décomposition en profitant de la cohérence spatiale. L’analyse détaillée des données à 21 cm
révèle en effet que la forme des spectres change relativement lentement spatialement. C’est cette
cohérence spatiale qui permet d’identifier des solutions plus crédibles que d’autres. En pratique
une solution est considérée plus probable si les spectres voisins peuvent être décomposés avec
une solution similaire. La description détaillée de cette méthode n’est pas le sujet de cette thèse.
Je présente seulement les résultats de cette décomposition sur certains champs observés au GBT
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et discute des implications concernant certaines propriétés du WNM et du CNM.
J’ai appliqué cette méthode de décomposition en gaussiennes sur les 13 champs observés au
GBT. Les résultats pour trois champs sont présentés aux figures 5.5 à 5.7. Ces trois champs
représentent trois cas différents de l’état de la formation du CNM. Le champ SP (figure 5.5)
est un des plus diffus de notre échantillon. Dans ce cas la majorité de l’émission à 21 cm a été
décomposée dans des gaussiennes larges avec σ ∼ 10 − 11 km s−1. Dans ce champ, seulement
6% de l’émission sont représentés par des structures spectrales étroites avec σ < 6 km s−1. L’his-
togramme des valeurs de σ des gaussiennes identifiées dans cette décomposition est clairement
bimodal, avec une composante à σ ∼ 2 − 3 km s−1 et une à σ ∼ 10 − 11 km s−1 qui dominent
clairement. Ces deux composantes sont parfaitement compatibles avec notre représentation du
H i comme un milieu biphasique. Les cartes de la figure 5.5 présentent la distribution spatiale de
ces deux composantes : celle de gauche a été construite en utilisant uniquement les gaussiennes
larges ( σ > 6 km s−1 ) et celle de droite les gaussiennes étroites ( σ < 6 km s−1). On remarque
que le CNM a une structure nettement différente de celle du WNM. Le CNM est beaucoup plus
structuré à petite échelle tandis que le WNM est plus diffus et uniforme.
Les figures 5.6 et 5.7 présentent deux champs (SPC et UMA) où l’émission à 21 cm est plus
forte. Dans les deux cas, et comme pour le champ SP discuté précédemment, l’histogramme
des valeurs de σ des gaussiennes est bimodal avec des valeurs qui sont représentatives des deux
phases du H i. Le champ SPC représente un cas intermédiaire où la masse du CNM est compa-
rable à celle du WNM : précisément 39% de l’émission sont représentés par des gaussiennes avec
σ < 6 km s−1. Dans le cas du champ UMA, 65% de l’émission sont dans des composantes étroites,
donc la majorité de la masse se trouve dans la phase froide. Ce nuage est d’ailleurs connu pour
avoir une fraction significative de sa masse sous forme moléculaire (Pound & Goodman 1997;
Barriault et al. 2010).
5.1.4 Structure des cirrus
Comme nous l’avons vu au chapitre précédent, le milieu H i est biphasique ce qui produit une
distribution légèrement bimodale de la densité. Il est intéressant de voir si cette bimodalité est
également présente dans les observations. La statistique de la densité n’étant pas directement
accessible à l’observateur, la figure 5.8 présente l’histogramme de la densité de colonne pour les
trois champs GBT étudiés précédemment. Il est cependant difficile de tirer des conclusions claires
de ces histogrammes ; ils présentent de la structure mais pas de bimodalité évidente. En revanche
il est intéressant de noter que l’histogramme du champ UMA, celui dominé par le CNM, a une
forme très proche d’une lognormale, comme ce qui est observé dans certains nuages moléculaires
(Kainulainen et al. 2011).
Le spectre de puissance nous permet aussi de qualifier la structure du milieu. Nous avons
calculé le spectre de puissance des cartes de densité de colonne du CNM et du WNM des trois
champs. Aucune différence notable n’a été mise en évidence pour SPC et UMA ; le CNM et le
WNM semblent avoir une pente de l’ordre de -2.8 à -3.0. Pour le champ SP, la structure est
clairement différente visuellement ; le CNM est constitué de structures compactes qui occupent
une fraction relativement faible de la surface du champ tandis que le WNM est observé partout
avec de la structure à toutes les échelles. Cependant, ce champ est plus petit que les deux autres
et la dynamique spatiale n’est pas suffisante pour estimer la pente du spectre de puissance avec
précision.
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Une autre façon d’explorer les modifications de la structure de la matière qui accompagne
sa condensation est de comparer le spectre de puissance du gaz atomique et du gaz moléculaire.
Une analyse de ce type est présentée à la figure 5.9 pour le champ UMA. La carte de gauche
représente l’émission de la poussière à 100µm (IRAS), la carte du centre est la densité de colonne
du H i aux vitesses du gaz local (i.e. CNM+WNM) et la carte de droite est une estimation de la
densité de colonne du gaz moléculaire. Cette dernière est obtenue suivant :
IH2 = I100µm − αNHI . (5.1)
On estime le coefficient α en effectuant une corrélation de la carte à 100µm et de la densité de
colonne du H i. La différence (IH2) donne la contribution du gaz moléculaire à l’émission de la
poussière observée à 100µm. Dans ce type d’environnement relativement diffus, on fait géné-
ralement l’hypothèse que la poussière est uniformément éclairée et que son émission permet de
tracer la totalité de la densité de colonne sur la ligne de visée.
Les spectres de puissance de ces trois cartes sont également présentés à la figure 5.9. On
constate que le H i a une pente de -2.8 tandis que la composante moléculaire est beaucoup plus
structurée à petite échelle avec une pente de -2.3. C’est une différence significative qui illustre la
modification de la structure de la matière qui accompagne son refroidissement.
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Figure 5.2: Sélection aléatoire de spectres à 21 cm tirés des données GBT de champs à haute latitude
galactique. L’intervalle en vitesse présenté ici est centré sur les vitesses du gaz local.
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Figure 5.3: Canaux en vitesse de la température de brillance (donnée en Kelvin) du champ SPIDER.
Observations GBT.
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Figure 5.4: Exemple d’un spectre à 21 cm dans le nuage de Polaris, décomposé ici en une somme de 6
gaussiennes qui révèle la présence des deux phases thermiques du H i ainsi que d’un nuage
à vitesse intermédiaire (IVC) vers v ∼ −67 km/s.
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Figure 5.5: Champ SP : à gauche, cartes de la densité de colonne du WNM et du CNM exprimées en
1020 cm−2 ; à droite, histogramme normalisé des σ des gaussiennes de la composante locale
(LVC, v > −20 km s−1) pondéré par la densité de colonne de chaque gaussienne. 6% de la
masse se trouvent dans les gaussiennes avec σ < 6 km s−1.
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Figure 5.6: Champ SPC : à gauche, cartes de la densité de colonne du WNM et du CNM exprimées en
1020 cm−2 ; à droite, histogramme normalisé des σ des gaussiennes de la composante locale
(LVC, v > −25 km s−1) pondéré par la densité de colonne de chaque gaussienne. 39% de la
masse se trouvent dans les gaussiennes avec σ < 6 km s−1.
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Figure 5.7: Champ UMA : à gauche, cartes de la densité de colonne du WNM et du CNM exprimées
en 1020 cm−2 ; à droite, histogramme normalisé des σ des gaussiennes de la composante
locale (LVC, v > −20 km s−1) pondéré par la densité de colonne de chaque gaussienne. 65%
de la masse se trouvent dans les gaussiennes avec σ < 6 km s−1.
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Figure 5.8: Histogrammes de la densité de colonne totale des champs SP (gauche), SPC (centre) et
UMA (droite).
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Figure 5.9: Le champ UMA. Émission de la poussière à 100µm (gauche), densité de colonne du H i
(somme des canaux en vitesse correspondant au gaz local) convertie en MJy sr−1 (au centre)
et émission de la poussière associée au gaz moléculaire (droite) obtenue après la soustraction
de la contribution du H i à la carte à 100µm (voir texte). Le graphe du bas présente le spectre
de puissance des trois cartes.
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Figure 5.10: Schéma de la géométrie de l’auto-absorption à 21 cm tiré de Dickey & Lockman (1990).
Les structures du profil d’émission dépendent de la position relative des nuages chauds et
froids par rapport à l’observateur. Le profil de droite est auto-absorbant.
5.2 Observations synthétiques du H i
5.2.1 Raie d’émission à 21 cm
La raie à 21 cm est le principal traceur du H i. Elle correspond à la transition entre les deux
niveaux hyperfins de l’état fondamental de l’atome d’hydrogène : l’énergie de l’atome est plus
élevée de 6 10−6 eV lorsque les spins de l’électron et du proton sont parallèles que lorsqu’ils
sont anti-parallèles. Cette transition fortement interdite a une probabilité d’émission spontanée
Aul = 2.87 10
−15 s−1 ce qui lui donne une durée de vie 1/Aul = 1.1 107 ans. L’atome d’hydrogène
étant très majoritaire dans l’Univers, cette transition est malgré tout aisément observable.
La température d’excitation Tx de la raie est définie telle que
n2
3n1
= exp−E/(kTx) (5.2)
où n1 et n2 sont respectivement les densités atomiques du niveau fondamental de la transition
et du niveau excité de la transition. La température correspondant à l’énergie de séparation
E/k est très faible : 70 mK. La température d’excitation est appelée température de spin TS
par convention dans le cadre de la raie à 21 cm. Les populations n1 et n2, et donc TS, sont
déterminées par l’excitation des atomes H i par collisions, par le rayonnement du fond diffus
cosmologique à 2.7 K et indirectement par les photons Lyα. Si l’émission du fond fait tendre la
température vers 2.7 K, les deux autres mécanismes poussent TS vers la température cinétique
du gaz TK. Si l’on néglige les collisions des atomes avec les électrons, ce qui semble raisonnable
pour le milieu neutre, l’excitation par collisions entre atomes d’hydrogène devient dominante sur
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le rayonnement quand (Kulkarni & Heiles 1987)
nHI > ncrit = 4.7 10
−3(Tk/103K)0.77 cm−3. (5.3)
Cette densité est assez basse pour que la condition soit respectée pour le milieu interstellaire
galactique et que l’on puisse considérer TS = Tk (Field 1958).
5.2.2 Température de brillance
L’intensité spécifique B(ν) d’un corps au voisinage de la fréquence ν, aussi appelée brillance
dans le cas d’une source étendue, ne dépend que de sa température et de sa capacité à absorber
les radiations de fréquence ν. Pour un corps noir, qui absorbe complètement toutes les radiations
qu’il reçoit, la brillance spectrale ne dépend plus que de sa température et de la fréquence
considérée. Elle est donnée par la loi de Planck
B(ν) =
2hν3
c2
1
e−
hν
kT
−1 (5.4)
où h est la constante de Planck, c la vitesse de la lumière, k la constante de Boltzmann et T la
température du corps qui émet une radiation. Pour les ondes radio, hν devient beaucoup plus
petit que kT , la loi de Planck se simplifie et donne la loi de Rayleigh
B(ν) =
2kT
c2
ν2. (5.5)
La température de brillance est la température qu’aurait un corps noir d’intensité B(ν). En
radioastronomie (étude de la raie à 21 cm), l’approximation de Rayleigh-Jeans nous permet
d’exprimer l’intensité spécifique B(ν) en fonction de la température de brillance TB (Kulkarni &
Heiles (1987)) :
B = 2ν2kTBc
−2 (5.6)
L’équation de transfert de la raie à 21 cm peut s’écrire :
dTB(u)
dτ(u)
= TS − TB(u) (5.7)
où τ est la profondeur optique le long de la ligne de visée à la vitesse u. La solution de l’équation
de transfert s’écrit simplement dans le cas d’un nuage de H i isolé et isotherme (Kulkarni & Heiles
1987)
TB(u) = Tbge
−τ(u) + TS[1− e−τ(u)] (5.8)
où Tbg est la température de brillance de la radiation d’arrière-plan et où τ(u) est reliée au
nombre d’atomes ayant une vitesse u sur la ligne de visée N(u) (densité de colonne à la vitesse
u) par :
τ(u) =
N(u)
C TS
(5.9)
avec C = 1.83 1018 cm−2 K−1 (km s−1)−1. Deux cas extrêmes se présentent alors pour un nuage
isolé sans radiation d’arrière plan (TS  Tbg) : le cas optiquement mince pour lequel τ(u)  1
et celui optiquement épais τ(u) 1.
Cas optiquement mince : dans ce cas, pour lequel tous les photons émis à 21 cm arrivent
jusqu’à l’observateur, TB = TS τ(u) = N(u)/C et la mesure de la température de brillance est
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proportionnelle à la densité de colonne pour chaque canal en vitesse.
Cas optiquement épais : dans ce cas, la température de brillance est égale à la température
de spin (ou cinétique) des atomes, et l’émission reçue n’est plus directement dépendante de la
densité de colonne du nuage, la rendant ainsi bien plus difficile à déterminer.
5.2.3 Modélisation de la raie à 21 cm
Les observations du H i sont des cubes d’émission dans l’espace position-position-vitesse
(ppv) : chaque position (x, y) observée donne un spectre d’émission exprimé comme la tem-
pérature de brillance TB en fonction du décalage en vitesse. Il est possible de modéliser ces
spectres en fonction des variables 3D dans l’espace ppp disponibles dans la simulation : la densité
n(x, y, z), la température T (x, y, z) et la composante de la vitesse suivant l’axe z vz(x, y, z), puis
d’intégrer les spectres pour créer des cartes synthétiques.
Cas général
Les champs 3D n, vz et T de la simulation nous donnent une information moyenne en chaque
cellule (x, y, z). En chaque (x, y, z), on peut considérer le nuage isotherme à l’équilibre ther-
modynamique et sans mouvement turbulent car l’échelle est très petite. La distribution des
particules N(x, y, z, u)dz dans l’espace des vitesses suit, en chaque cellule (x, y, z), la loi de
Maxwell-Boltzmann,
N(x, y, z, u)dz =
n(x, y, z)√
2pi∆
× exp
(
− (u− vz(x, y, z)
2)
2∆2
)
dz, (5.10)
avec ∆ =
√
kT (x, y, z)/mH l’élargissement thermique.
On peut ainsi déduire une expression générale de TB prenant en compte l’auto-absorption du
H i : les cellules froides en avant du nuage (en z′) absorbent le rayonnement des cellules situées
en z tel que z > z′ (Gibson et al. 2000) :
TB(x, y, u) =
∑
z
T (x, y, z)[1− exp (−τ(x, y, z, u))]× exp (−∑
z′<z
τ(x, y, z′, u)
)
(5.11)
où l’opacité de la raie à 21 cm est définie à la vitesse u telle que
τ(x, y, z, u)dz =
N(x, y, z, u)
C × T (x, y, z)dz. (5.12)
Cas optiquement mince
Le H i est généralement considéré comme optiquement mince du fait de sa température et de
l’effet de l’auto-absorption très difficile à traiter. Dans ce cas, l’opacité étant négligée (τ  1),
le calcul de la température de brillance se simplifie pour devenir, comme décrite par Miville-
Deschênes & Martin (2007) :
TB(x, y, u) =
∫ H
0
T (x, y, z)× τ(x, y, z, u)dz (5.13)
=
1
C
∫ H
0
N(x, y, z, u)dz (5.14)
=
1
C
√
2pi∆
∫ H
0
n(x, y, z)× exp
(
− (u− vz(x, y, z))
2
2∆2
)
dz (5.15)
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où :
– TB est la température de brillance à la position sur le ciel (x, y) dans l’intervalle de vitesse
[u, u+ du].
– ∆ = kT (x, y, z)/mH + σ2psf représente l’élargissement thermique de la raie à 21 cm, avec
k la constante de Boltzmann et mH la masse de l’atome d’hydrogène. On suppose que la
réponse spectrale suit une loi gaussienne de largeur σpsf .
– n(x, y, z), vz(x, y, z), T (x, y, z) sont les champs physiques en trois dimensions (densité, com-
posante de la vitesse le long de la ligne de visée, température) issus de la simulation.
– H est la profondeur du nuage.
5.2.4 Cartes des grandeurs intégrées
Les spectres ainsi obtenus, il est possible de calculer les cartes des grandeurs intégrées de
la densité de colonne, du centroïde de vitesse et de la dispersion de vitesse selon les relations
suivantes :
– densité de colonne
NobsH (x, y) = 1.823× 1018
∑
u
TB(x, y, u)∆u (5.16)
– centroïde de vitesse
Cobs(x, y) =
∑
u u.TB(x, y, u)∑
u TB(x, y, u)
(5.17)
– dispersion de vitesse
(σobs)2(x, y) =
∑
u u
2.TB(x, y, u)∑
u TB(x, y, u)
(5.18)
leurs expressions théoriques étant
– densité de colonne
N theoH (x, y) =
∫ H
0
n(x, y, z)dz (5.19)
– centroïde de vitesse
Ctheo(x, y) =
∫ H
0 n(x, y, z).vz(x, y, z)dz∫ H
0 n(x, y, z)dz
(5.20)
– dispersion de vitesse
(σtheo)2(x, y) = σ2turb + σ
2
therm (5.21)
où
σ2turb(x, y) =
∫ H
0 n(x, y, z).v
2
z(x, y, z)dz∫ H
0 n(x, y, z)dz
(5.22)
σ2therm(x, y) =
k
m
∫ H
0 n(x, y, z).T (x, y, z)dz∫ H
0 n(x, y, z)dz
. (5.23)
Les grandeurs théoriques et observationnelles ne sont égales que dans le cas d’un nuage op-
tiquement mince. En effet, nous avons vu que la densité de colonne n’est proportionnelle à la
température de brillance que lorsque τ  1. Dans le cas contraire, toute l’émission ne nous arrive
pas et la densité de colonne totale est sous-estimée. Nous reviendrons ensuite sur ces notions en
comparant des observations synthétiques avec et sans prise en compte de l’auto-absorption.
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5.3 Auto-absorption
Je présente ici les observations synthétiques créées à partir des deux simulations puis la
comparaison des résultats obtenus avec et sans prise en compte de l’opacité lors du calcul des
spectres de température de brillance.
5.3.1 Spectres et canaux synthétiques de l’émission à 21cm
Les figures 5.11 et 5.12 présentent 50 spectres synthétiques sélectionnés aléatoirement dans
chaque simulation. Leur calcul prend en compte l’auto-absorption du H i pour plus de réalisme.
Ils sont réalisés avec une résolution en vitesse de 0.2 km s−1. Ces spectres synthétiques sont
semblables aux spectres des observations à 21 cm du GBT présentés sur la figure 5.2. Ils se
composent d’une base large qui trace le WNM sur laquelle peuvent s’ajouter des pics plus étroits
qui décrivent l’émission des structures froides, certaines lignes de visée très peu structurées ne
contenant que du WNM. Les structures étroites du CNM sont observées pour les valeurs les plus
élevées de la température de brillance correspondant aux zones où la densité de colonne est la
plus grande. Enfin, ces spectres synthétiques sont lisses bien que structurés indiquant que les
mouvements turbulents ne peuvent pas être très dominants sur les mouvements thermiques. Par
ailleurs, les canaux en vitesse représentés par les figures 5.13 et 5.14 -on montre ici les canaux
tous les 0.8 km s−1- illustrent ici la même cohérence spatiale que ceux issus des observations du
champ SPIDER (figure 5.3) et une structure filamentaire.
La principale différence entre les observations synthétiques et les observations issues du GBT
est la largeur des spectres illustrée par les intervalles en vitesse sur lesquels ils sont tracés :
l’émission issue des observations du H i local s’étend sur 60 km s−1 alors que la largeur des spectres
synthétiques est inférieure à 40 km s−1. Cela n’est pas surprenant puisque la profondeur des lignes
de visée issues des simulations est de seulement 40 pc, ce qui est très inférieur à la réalité des
observations et, comme je l’ai évoqué à maintes reprises, la dispersion de vitesse turbulente
augmente avec l’échelle. De plus, on ne considère que les mouvements internes à la simulation,
la boîte étant ici considérée comme statique. La rotation de la Galaxie n’est donc pas prise en
compte. L’effet est surtout visible sur la base large émise par le gaz chaud puisque le WNM se
distribue de manière continue.
5.3.2 Effets de l’auto-absorption
La figure 5.15 présente à gauche les cartes de la densité de colonne estimée à partir des spectres
optiquement minces pour les deux simulations. Ce cas théorique suppose que toute l’émission à
21 cm arrive à l’observateur. La densité de colonne estimée est, dans ce cas, la densité de colonne
réelle de la boîte. Les cartes de droite de la figure 5.15 sont estimées à partir des spectres calcu-
lés avec prise en compte de l’opacité (équation 5.11). Ces spectres sont équivalents au résultat
d’une observation. Pour chaque simulation, les cartes avec et sans auto-absorption sont créées
sur le même intervalle de densité de colonne allant de 0.4 à 6.5 1020 cm−2 pour 1024n01 et de
0.5 à 8.0 1020 cm−2 pour 1024n02. Il apparaît ainsi clairement que les estimations de la densité
de colonne à partir des spectres observables sous-estiment la quantité de matière le long d’une
partie des lignes de visée et ce d’autant plus que le gaz est froid (et donc dense).
Je montre sur la figure 5.16 les distributions de la température, de la densité et de la vitesse
(composante vz) suivant l’axe z et les spectres sans et avec auto-absorption pour trois lignes de
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Figure 5.11: Sélection aléatoire de spectres synthétiques à 21 cm créés à partir de 1024n01
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Figure 5.12: Sélection aléatoire de spectres synthétiques à 21 cm créés à partir de 1024n02
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Figure 5.13: Cartes de canaux en vitesse pour la simulation 1024n01.
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Figure 5.14: Cartes de canaux en vitesse pour la simulation 1024n02.
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visée caractéristiques de la simulation 1024n01. La première (en haut) se trouve dans une zone où
la densité de colonne est faible (NH = 4.6 1019 cm−2). La ligne de visée ne contient que du WNM,
comme le montrent les valeurs de la densité, qui ne dépassent pas 1.0 cm−3, et de la tempéra-
ture, toujours proche de 8000K. Dans ce cas, les deux spectres sont des gaussiennes absolument
identiques. En effet, l’opacité dépendant de l’inverse de la température, l’approximation d’une
raie optiquement mince est tout à fait justifiée pour le WNM.
La deuxième ligne de visée (au milieu, fig. 5.16) a une densité de colonne plus élevée, mais
modérée : NH(mince) = 7.2 1020 cm−2 dans le cas théorique et NH(epais) = 4.6 1020 cm−2 dans
le cas des observables. 35% de la densité de colonne sont ici perdus avec l’auto-absorption. De
nombreuses structures froides se trouvent le long de la ligne de visée. Elles se répartissent dans
deux zones en vitesse, l’une proche de 0 km s−1 et l’autre de -10 km s−1. Cet écart en vitesse crée
ainsi deux pics distincts dans les spectres. En effet, les émissions des structures ayant des vitesses
vz proches ont tendance à se confondre en un même pic. L’effet de l’auto-absorption est ici très
net : la température de brillance des structures froides placées en arrière de la ligne de visée est
réduite du fait de l’absorption des photons à 21 cm par les structures plus en avant. Ainsi, le pic
centré autour de 1 km s−1 est réduit de 200K à 35K.
La dernière ligne de visée (en bas, fig. 5.16) a une forte densité de colonne (NH(mince) =
39 1020 cm−2 dans le cas théorique et NH(epais) = 2.8 1020 cm−2 dans le cas des observables),
créée par l’intégration de deux grumeaux extrêmement denses le long de la ligne de visée. Ces
grumeaux, de l’ordre de 1 pc, avec une densité proche de 1000 cm−3 et une température très
basse de ∼ 10 − 20K, sont semblables aux grumeaux non gravitationnellement liés observés
dans des nuages de H i contenant du matériel moléculaire, comme Polaris, récemment observé
par Herschel (Miville-Deschênes et al. 2010). Ici, à cause de ces grumeaux très froids, 93% de
l’émission sont perdus par l’effet de l’auto-absorption, ce qui réduit la température de brillance
de 2300K à 30K. Leur vitesse relative étant très faible, leurs émissions se confondent en un seul
pic dans le cas optiquement mince. En revanche, le spectre optiquement épais porte la trace de
l’auto-absorption avec une légère séparation en haut du pic.
Cette étude montre que l’effet de l’auto-absorption n’est pas négligeable, même dans le cas des
cirrus. Une correction peut être appliquée pour tenter de réduire son impact. La partie suivante
présente deux méthodes de correction et les teste sur les simulations, ce qui permet d’évaluer
leur efficacité.
5.3.3 Correction de l’auto-absorption
La méthode généralement utilisée pour tenter de corriger les effets de l’auto-absorption
consiste à considérer une température constante sur la ligne de visée. En effet, l’opacité est
fonction de l’inverse de la température telle que τ(u) = N(u)/C TS, et si l’on revient à la solu-
tion de l’équation de transfert 5.8, en négligeant les radiations d’arrière-plan
TB(u) = TS[1− e−N(u)/C TS ], (5.24)
on obtient :
N(u) = −C TS ln
[
1− TB(u)
TS
]
. (5.25)
Ainsi, la densité de colonne étant la somme NH =
∑
uN(u),
NH =
∑
u
(
− C TS ln
[
1− TB(u)
TS
])
du. (5.26)
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Figure 5.15: Cartes de densité de colonne théorique (simple intégration de la densité le long de la ligne
de visée, gauche) et avec prise en compte de l’auto-absorption (intégration à partir de
spectres d’émission calculés avec opacité, droite) pour 1024n01 en haut et 1024n02 en
bas.
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Figure 5.16: A gauche, distribution le long de la ligne de visée de la température (en K), la densité (en
cm−3) et la composante de la vitesse suivant z (en km s−1), à droite, spectres d’émission
optiquement mince (graphe du haut) et optiquement épais, pour trois lignes de visée choisies
pour leurs caractéristiques : en haut, la ligne de visée ne contient que du WNM, au milieu,
l’auto-absorption a un effet modéré et en bas, l’auto-absorption est extrêmement forte.
Notons que les échelles des spectres d’émission varient entre les cas optiquement mince et
optiquement épais pour les deux dernières lignes de visée (au milieu et en bas).
5.3. Auto-absorption 113
Plusieurs méthodes ont été explorées ici pour tenter de déterminer la température la plus
adaptée à corriger l’effet de l’auto-absorption. La première, la plus couramment utilisée, est de
supposer que TS = 80K sur toutes les lignes de visée (Lockman & Condon 2005). J’ai ensuite
regardé s’il était avantageux d’utiliser la méthode de décomposition en gaussiennes pour déter-
miner une température pour chaque composante de l’émission sur la ligne de visée. Ces tests ont
été effectués sur une simulation à basse résolution, avec 1283 cellules, ayant les mêmes condi-
tions initiales que 1024n01 (n0 = 1cm−3, ζ = 0.2 et vS=12.5 km s−1). Comme nous venons de
le voir, l’auto-absorption affecte la densité de colonne du H i déduite des spectres d’émission.
Pour évaluer l’effet des méthodes de correction utilisées, regardons les histogrammes de densité
de colonne.
Première méthode : T = 80K
Dans ce cas, la correction est simplement appliquée à chaque ligne de visée en supposant que
TS = 80K. Ce premier résultat permet de corriger une partie de la densité de colonne comme on
peut le voir sur les cartes et l’histogramme de la figure 5.17. Cependant, les pics d’émission les
plus forts ne sont pas bien reproduits.
On observe que, globablement, l’effet de l’auto-absorption n’affecte qu’une faible fraction des
lignes de visée. L’histogramme de la densité de colonne estimée sans correction (courbe rouge
de la figure 5.17) se superpose très bien à celle de la véritable densité de colonne (courbe noire)
jusqu’à des densités de colonne de l’ordre de 4 − 5 1020 cm−2. On remarque finalement que la
correction classique supposant une température uniforme sur la ligne de visée de TS = 80K
permet de faire une très bonne approximation sauf pour les quelques pixels les plus brillants.
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Figure 5.17: En haut, cartes de densité de colonne pour, à gauche, le cas optiquement épais, au
milieu, celui corrigé par T = 80K et, à droite, celui optiquement mince. Toutes les cartes
sont représentées sur le même intervalle de densité de colonne allant de 0.3 à 10.4 1020 cm−2.
En bas, histogrammes de densité de colonne pour les différents cas cités ci-dessus.
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Deuxième méthode : T ∼ σ2
Pour essayer d’améliorer la méthode précédente, j’ai exploré une méthode qui utilise la décom-
position des spectres en gaussiennes. L’idée est d’appliquer une correction pour chaque gaussienne
composant le spectre. En effet, pour chacune d’elles, on peut évaluer une température en fonction
de sa largeur telle que
TS =
mH
k
σ2 = 121
[ σ2
km s−1
]
K, (5.27)
si l’on suppose que l’élargissement est purement thermique. Lorsque la valeur de 121σ2 est
inférieure à la valeur maximale de la température de brillance, l’équation 5.26 n’est pas définie
et on considère que TS = 1.1 max (TB). Ainsi la correction est appliquée sur chaque gaussienne
de la ligne de visée avant de toutes les intégrer pour obtenir la densité de colonne totale de la
ligne de visée. Cette méthode est inefficace comme le montre la figure 5.18 : la carte de densité
de colonne est identique à celle du cas optiquement épais, et les histogrammes (en rouge pour
le cas optiquement épais et en bleu pour la correction) se superposent pour toutes les valeurs
de NH. Cela est surtout causé par la surestimation de la température car la contribution de la
turbulence au σ de chaque composante gaussienne est non négligeable.
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Figure 5.18: En haut, cartes de densité de colonne pour, de gauche à droite, le cas optiquement épais,
une correction simple par T ∼ 121 [σ2/km s−1]K, une correction par T = f(σ,Mobs) avec
Mobs=10 et le cas optiquement mince. Toutes les cartes sont représentées sur le même
intervalle de densité de colonne allant de 0.3 à 10.4 1020 cm−2. En bas, histogrammes de
densité de colonne pour les différents cas cités ci-dessus.
J’ai donc étudié la possibilité de corriger l’effet de l’auto-absorption en essayant d’estimer la
contribution de la turbulence au σ de chaque composante gaussienne. En effet, il est possible
d’évaluer plus précisément l’élargissement thermique en utilisant le fait que le nombre de Mach
et la largeur de raie sont reliés aux dispersions de vitesse thermique et turbulente par les relations
suivantes :
Mobs = σturb
σtherm
(5.28)
σ2 = σ2turb + σ
2
therm. (5.29)
5.4. Comparaison aux observations 115
Ainsi, l’élargissement thermique est relié au nombre de Mach par :
σtherm =
σtot√
M2obs + 1
. (5.30)
La troisième carte en partant de la gauche et l’histogramme en vert de la figure 5.18 présentent
les résultats obtenus pour un nombre de Mach égal à 10. Cette valeur est extrême et n’est pas
réaliste dans le H i. Elle révèle que les structures de plus grande densité de colonne pourraient être
produites par la superposition de plusieurs structures CNM indépendantes sur la ligne de visée.
Ce nombre de Mach élevé serait alors plutôt représentatif de la dispersion de vitesse nuage-nuage.
Bien qu’il semble peu réaliste dans le milieu atomique neutre, il est nécessaire de l’atteindre par
le calcul pour observer un effet significatif de la correction pour les zones les plus brillantes de la
carte. En effet, avec des nombres de Mach de 2 ou 3, plus réalistes pour le CNM, cette correction
n’a qu’un effet mineur. Malgré cette valeur extrême, les pics les plus intenses de l’émission ne
sont pas tellement mieux reproduits que dans l’approximation de TS = 80K, tout en étant bien
plus longue à appliquer puisqu’elle requiert une décomposition des spectres en gaussiennes.
Cette étude nous a permis d’évaluer les effets de l’auto-absorption sur l’estimation de la
densité de colonne. On en conclut que, pour le type de milieu simulé ici, l’effet n’est important que
pour une faible fraction des pixels, où la densité de colonne est supérieure à 4− 5 1020 cm−2. J’ai
exploré une méthode pour corriger les effets d’opacité basée sur une décomposition des spectres
en gaussiennes. Les résultats obtenus montrent qu’il est nécessaire d’estimer la contribution de la
turbulence à chaque gaussienne et qu’un nombre de Mach unique n’est pas satisfaisant. En fait,
l’étude montre surtout que la méthode classique, qui utilise une température de spin constante
de TS = 80K, donne les meilleurs résultats.
5.4 Comparaison aux observations
Nous venons de voir que l’auto-absorption est certes difficile à corriger mais qu’elle n’affecte
qu’une petite fraction de l’émission dans nos simulations. Dans la suite de cette étude sur les
observations synthétiques, je ne considérerai plus que les spectres à 21 cm construits en prenant
en compte l’opacité, dans le soucis d’être plus proche de la réalité. Par contre je n’appliquerai pas
de correction d’opacité sur les spectres synthétisés, pour pouvoir comparer directement avec les
observations à 21 cm présentées en début de chapitre pour lesquelles aucune correction d’opacité
n’a été faite.
Dans cette section je présenterai les résultats de l’analyse des observations synthétiques,
décomposées en gaussiennes par la procédure aussi utilisée sur les observations. L’objectif est
d’une part de valider cette méthode sur des simulations, puisqu’il y est effectivement possible
de séparer les phases grâce aux informations en trois dimensions et, d’autre part, de fournir de
nouveaux diagnostics permettant d’évaluer le réalisme des simulations.
5.4.1 Séparation des phases grâce à la décomposition en gaussiennes
Histogrammes de sigma et températures
Les figures 5.19 et 5.20 présentent tout d’abord les histogrammes pondérés par la densité de
colonne des valeurs de σ des gaussiennes obtenues lors de la décomposition. Ces PDFs présentent
une forme bimodale, avec un pic pour des faibles valeurs de σ et un pic pour les grandes valeurs.
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Figure 5.19: 1024n01 : cartes des composantes WNM et CNM exprimées en 1020 cm−2. Les cartes
du haut sont créées directement à partir de la simulation, celles du bas à partir de la
décomposition en gaussiennes des spectres synthétiques. L’histogramme présenté en haut
est la PDF normalisée des σ des gaussiennes en km s−1 pondéré par la densité de colonne.
Les gaussiennes ayant un σ < 5 km s−1 représentent 35% de la masse. Théoriquement, 45%
de la masse ont une température inférieure à 3000K.
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Figure 5.20: 1024n02 : cartes des composantes WNM et CNM exprimées en 1020 cm−2. Les cartes
du haut sont créées directement à partir de la simulation, celles du bas à partir de la
décomposition en gaussiennes des spectres synthétiques. L’histogramme présenté en haut
est la PDF normalisée des σ des gaussiennes en km s−1 pondéré par la densité de colonne.
Les gaussiennes ayant un σ < 3 km s−1 représentent 55% de la masse. Théoriquement, 66%
de la masse ont une température inférieure à 1000K.
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La ressemblance avec des histogrammes semblabless obtenus à partir des observations est frap-
pante (figures 5.5 à 5.7). L’élargissement thermique étant proportionnel à la température par la
relation σtherm=
√
kBT/mH, cet histogramme est directement représentatif de la distribution de
température, si l’on considère que σturbσtherm. Cette approximation permet de relativement
bien évaluer la température du WNM. En effet, le pic du gaz chaud de 1024n01 a une largeur
de 7 km s−1, ce qui correspond à 6000K, comparée à la température moyenne de 7000K esti-
mée sur l’histogramme 3D de la température. Concernant 1024n02, le pic se trouve à 5 km s−1
correspondant à une température de 3000K, pour une valeur théorique de 3500K. Les pics des
histogrammes correspondant aux petites valeurs de σ, et donc au gaz froid, sont proches de
1 km s−1 pour les deux simulations, ce qui équivaut à une température de 120K, légèrement
supérieure aux résultats obtenus théoriquement de 40-50K. Nous avons vu à plusieurs reprises
que si les structures froides ont une structure interne subsonique, leurs mouvements relatifs sont
susceptibles d’élargir la raie, ce qui explique les nombres de Mach légèrement supersoniques ob-
servés (Heiles & Troland 2003b). Il semble donc approprié de considérer un nombre de Mach aux
alentours de 1 ou 2 pour appliquer une correction sur le calcul de la température en utilisant la re-
lation 5.30 qui relieMobs à σtherm. Ainsi, pourMobs égal à 1, la température est proche de 60K,
et pourMobs=2, T ∼ 25K, permettant de retrouver la valeur du pic de température théorique
du CNM. Les histogrammes bimodaux des largeurs de gaussiennes portent donc bien la trace de
l’instabilité thermique du H i et donnent une bonne estimation des températures des deux phases.
L’intervalle de σ est plus réduit, pour les grandes comme pour les petites valeurs, que dans
le cas des observations. Cela peut s’expliquer par la profondeur de la ligne de visée. En effet, les
spectres synthétiques ne sont intégrés que sur 40 pc alors que les lignes de visée peuvent s’étaler
sur plusieurs centaines de parsecs. Et, comme je l’ai évoqué à plusieurs reprises, la dispersion
de vitesse turbulente augmente avec l’échelle telle que σturb∼ L1/3. L’échelle caractéristique de
hauteur du WNM étant évaluée à L ∼ 300 pc (Kalberla & Kerp 2009; Dickey & Lockman 1990),
la dispersion de vitesse est réduite d’un facteur 2 entre les observations et les simulations telle que
σL ∼ 2.0σ40pc, ce qui permet de retrouver les dispersions de vitesse observées, plus proches de
10 km s−1. Concernant le gaz froid, la différence est plutôt interprétée par le nombre de structures
froides le long de la ligne de visée. L’échelle de hauteur du CNM, bien qu’inférieure à celle du
WNM est aussi supérieure à 40 pc ; on peut donc supposer que la ligne de visée croise un plus
grand nombre de grumeaux dans l’espace réel que dans la simulation. Le nombre de structures
augmentant, il est raisonnable de supposer que la dispersion de vitesse turbulente due à leurs
mouvements relatifs augmente aussi, déplaçant et élargissant le pic de l’histogramme des σ aux
petites valeurs.
Séparation des phases
Les deux pics des histogrammes de σ étant bien marqués, il est relativement aisé de déter-
miner une valeur de σ, et donc une température, permettant de séparer les deux phases. Pour
1024n01, la coupe est faite à 5 km s−1(∼ 3000K) et à 3 km s−1 (∼ 1000K) pour 1024n02. Les
figures 5.19 et 5.20 présentent tout d’abord les cartes théoriques du CNM et du WNM. Ces cartes
sont fabriquées directement à partir des champs 3D issus de la simulation. Seuls les pixels ayant
une température inférieure au seuil choisi sont considérés lors de l’intégration de la densité (en
cm−3) pour créer la carte de CNM, et inversement pour le WNM (cartes du haut des figures 5.19
et 5.20). Elles sont convoluées par une fonction d’appareil de 9 arcmin égale à celle du GBT.
Parallèlement, il est possible d’intégrer les gaussiennes ayant une largeur inférieure au seuil en σ
choisi pour créer une carte de densité de colonne du CNM ; l’intégration de la carte de densité de
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Table 5.1: Fractions de masse du CNM pour chacune des simulations dans les cas théorique et de
décomposition en gaussiennes. Les valeurs seuils de σseuil et Tseuil sont données à titre indicatif
pour les deux simulations.
Simulation σseuil Tseuil fCNM théorique fCNM gaussiennes
1024n01 3 km s−1 3000K 45% 35%
1024n02 5 km s−1 1000K 66% 55%
colonne du WNM se faisant sur les gaussiennes pour lesquelles σ > σseuil. Ces cartes sont celles
du bas sur les figures 5.19 et 5.20.
Tout d’abord, la structure des cartes de CNM est très bien reproduite par l’intégration des
gaussiennes étroites, bien que la densité de colonne soit un peu inférieure à celle des cartes théo-
riques. Mais, la reconstruction des cartes du WNM est plus délicate. En effet, dans les deux cas,
des trous inattendus peuvent être observés dans les cartes, alors que la théorie montre du WNM
sur toutes les lignes de visée. Il est possible, dans certains cas, que le code ajuste le spectre avec
des gaussiennes trop étroites et s’ajuste mal à la composante large. En revanche, si les cartes
du CNM reproduites à partir de la décomposition en gaussiennes sous-estiment la densité de
colonne du CNM, celles du WNM la surestiment. Cela suggère qu’une partie du gaz froid est
interprétée comme du WNM, ce que confirment les fractions de masse des deux phases. En effet,
pour les deux simulations, la fraction de CNM est sous-estimée d’environ 10% (voir table 5.1) :
les calculs à partir de la décomposition donnent 35% de masse dans le CNM pour 1024n01 et
55% pour 1024n02, alors que les calculs théoriques ont respectivement pour résultats 45% et 66%.
Malgré ces différences, cette première étude est très encourageante. Elle montre que la mé-
thode de décomposition en gaussiennes permet d’estimer, au moins au premier ordre, des para-
mètres physiques importants du milieu. L’utilisation des simulations numériques offre un cadre
idéal pour valider et améliorer la méthode.
5.4.2 Spectres de puissance
Comme il a été présenté au début de ce chapitre, certains éléments laissent penser que le
spectre de puissance de la densité de colonne du gaz froid est plus plat que celui de la phase
tiède, c’est-à-dire que la condensation du gaz s’accompagne d’une amplification des structures à
petite échelle. C’est ce que nous avons vu pour le CNM et le WNM du champ SP (section 5.1.4)
et c’est également ce qui semble être le cas lorsque l’on compare la structure du gaz moléculaire
et celle du gaz atomique dans UMA (figure 5.9).
Ici j’ai étudié la structure en densité du WNM et du CNM des simulations numériques à
partir d’une estimation du spectre de puissance de leur densité de colonne respective. Pour ce
faire, j’ai utilisé les cartes de densité de colonne présentées par les figures 5.19 et 5.20 , c’est-à-dire
d’une part celles dites théoriques, construites à partir d’une projection du cube de densité 3D en
séparant les phases tiède et froide à l’aide d’un seuil en température et, d’autre part, les cartes
de densité de colonne des deux phases estimées à partir de la séparation en gaussiennes.
Les spectres de puissance de ces cartes sont présentés à la figure 5.21. Pour pouvoir comparer
directement les spectres de puissance des cartes tirées de la décomposition en gaussiennes et des
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Table 5.2: Valeurs des pentes des spectres de puissances pour les cartes de densité de colonne du
CNM et du WNM pour les deux simulations. Les spectres de puissance sont calculés sur les
cartes créées théoriquement avec un seuil en température, puis sur les cartes produites par
intégration des gaussiennes avec un seuil en σ.
CNM WNM
Simulation théorie théorie décomposition théorie théorie décomposition
convoluée en gaussiennes convoluée en gaussiennes
1024n01 -2.15 -2.27 -2.53 -3.14 -3.27 -2.26
1024n02 -2.57 -2.70 -2.48 -2.75 -2.70 -1.70
cartes théoriques, ces dernières ont été convoluées avec une gaussienne de 9’ (FWHM) (ce sont
les courbes en rose). Les pentes mesurées sur ces différents spectres de puissance sont compilées
dans la table 5.2.
Tout d’abord il est intéressant de comparer le spectre de puissance du CNM et du WNM dans
le cas théorique. Pour les deux simulations, on constate que le spectre de puissance du CNM est
significativement plus plat que celui du WNM, en accord avec les observations. Par ailleurs on
remarque une différence significative entre les deux simulations. La simulation 1024n01 présente
une différence beaucoup plus nette entre le CNM (-2.15) et le WNM (-3.14) que la simulation
1024n02 (CNM : -2.57, WNM : -2.75). On remarque par ailleurs que la fraction de CNM de la
1024n01 est plus faible ; on s’attend en effet à ce que cette différence soit plus marquée lorsque
le CNM occupe une plus petite fraction du volume.
Par ailleurs, les pentes estimées sur les cartes déduites de la séparation en gaussiennes ne sont
clairement pas crédibles. Les effets de traitement sont encore trop importants pour conclure. On
notera par contre que la puissance dans la carte WNM est supérieure à celle estimée théorique-
ment (le spectre de puissance du WNM de la décomposition en gaussiennes est significativement
au-dessus du spectre de puissance théorique - figure 5.21 droite). Ce qui confirme qu’une frac-
tion non négligeable de l’émission provenant du CNM est passée dans la carte du WNM; il est
effectivement possible que plusieurs structures CNM sur la ligne de visée produisent une struc-
ture spectrale large décomposée comme une seule gaussienne large. Une analyse plus détaillée de
certaines lignes de visée problématiques reste à faire.
5.5 Conclusion
J’ai présenté dans ce chapitre la méthodologie pour construire des observations synthétiques
à partir des simulations numériques dans le cas optiquement mince mais aussi en tenant compte
proprement de l’auto-absorption de la raie à 21 cm. L’effet de l’auto-absorption est relativement
limité, c’est-à dire qu’une grande partie des lignes de visée n’est pas touchée. L’auto-absorption
n’affecte en effet que les zones les plus denses. Cependant, l’effet n’est pas négligeable et une
corretion peut-être apportée. J’ai testé deux méthodes, l’une classiquement utilisée et l’autre
basée sur la décomposition en gaussiennes, et conclu qu’aux densités de colonne du H i observées
à haute latitude, la méthode classique de correction (Ts = 80K) semble la plus adaptée.
La décomposition en gaussiennes des spectres d’émission du H i m’a semblé une piste in-
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Figure 5.21: Spectres de puissance des cartes de densité de colonne du CNM et du WNM pour les deux
simulations. On compare sur chaque graphe les spectres de puissance des cartes théoriques
avec et sans convolution et ceux des cartes reproduites par l’intégration des gaussiennes.
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téressante à explorer. Je l’ai donc appliquée aux spectres synthétiques produits à partir des
simulations. Les cartes de la densité de colonne du CNM et du WNM déduites de cette dé-
composition souffrent encore d’effets de traitement mais elles sont, au premier ordre, en très bon
accord avec les cartes théoriques. Cette méthode permet certainement d’extraire des observations
des informations physiques nouvelles. La comparaison avec les simulations numériques permet
de la valider, de l’optimiser et de développer de nouveaux outils d’analyse. En particulier, les
histogrammes des σ des gaussiennes permettent de faire une bonne approximation de la masse
contenue dans chacune des phases. Par ailleurs, la décomposition de l’émission suivant les deux
phases peut donner des informations intéressantes sur les spectres de puisance du CNM et du
WNM.
Cette analyse a aussi porté sur l’étude de la structure de la matière dans les deux phases.
L’analyse des spectres de puissance, des observations et des simulations, montre que la matière
froide et condensée est plus structurée à petite échelle que le gaz diffus, comme l’illustrent les
pentes des spectres de puissances plus plates dans le cas des cartes théroriques de CNM que
dans celui des cartes de WNM. On remarque aussi que les PDFs de la densité de colonne ne
présentent pas de bimodalité marquée, autant dans les observations que dans celles déduites des
simulations numériques. La bimodalité de la distribution en densité semble donc être atténuée
par la projection 3D-2D.
Chapitre 6
Conclusion et perspectives
J’ai ici présenté les simulations de turbulence du milieu atomique neutre biphasique produites
au cours de ma thèse dans le but d’étudier la transition du WNM vers le CNM et de définir un
cadre adapté pour une comparaison avec les observations de la raie à 21 cm. L’originalité de ce
travail se trouve dans le lien continuel établi entre les simulations et les observations : la défini-
tion de quantités à reproduire, leur utilisation lors de la restriction de l’espace des paramètres
et lors de la validation des simulations à haute résolution, et finalement, la production d’obser-
vations synthétiques permettant de comparer les informations fournies par les espaces ppp et ppv.
Conditions permettant au WNM de transiter
Nous avons montré que, peu importent leur amplitude et leurs propriétés, les mouvements
turbulents ne permettent pas de provoquer la transition vers le CNM lorsque le WNM ini-
tial se trouve dans les conditions physiques moyennes observées (n = 0.5 cm−3, T = 8000K et
P = 4000Kcm−3), qui sont aussi des conditions de stabilité du WNM selon les modèles multipha-
siques (Field et al. 1969; McKee & Ostriker 1977). Les simulations à basse résolution (1283-5123)
indiquent qu’une compression est nécessaire pour déclencher la transition. Cette dernière peut
être simulée soit par (1) une majorité de modes compressibles dans le forçage de la turbulence,
soit par (2) une augmentation de la pression initiale du WNM. L’analyse des simulations 10243
a montré que l’augmentation de la pression initiale du WNM d’un facteur 4 (modélisée ici par
l’augmentation de la densité de 0.5 cm−3 à 2.0 cm−3) est le processus le plus efficace, et qu’il
peut être réalisé par des flots convergents dont la vitesse relative serait ∼ 10 km s−1, vitesse très
réaliste dans le milieu interstellaire.
Caractéristiques de l’instabilité thermique
Dans ce manuscrit, j’ai étudié en détail les diverses propriétés physiques du gaz thermique-
ment bistable modélisé à l’aide de simulations 10243. Les distributions de température et de
densité ont une forme bimodale caractéristique d’un milieu biphasique, comme le mentionnent
Piontek & Ostriker (2004) et Gazol et al. (2005). De même, la distribution de la pression en
fonction de la densité montre bien deux phases, l’une composée de WNM, l’autre de CNM. Nous
avons aussi remarqué que les pressions s’accordent très bien aux observations (Jenkins & Tripp
2011) et se stabilisent dans l’intervalle qui permet au gaz d’être biphasique (Field et al. 1969;
Wolfire et al. 2003), même lorsque la pression de départ est significativement plus élevée. De plus,
la quantité de gaz instable situé à des températures et densités intermédiaires est significative.
Le gaz instable froid se situe à l’interface du CNM et du WNM, autour des structures, comme
l’ont observé Gazol & Kim (2010). Le gaz instable chaud est, lui, très lié au WNM. La turbulence
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entretient une partie du gaz dans le régime instable : lorsque le forçage est coupé et que la turbu-
lence est en déclin, le gaz instable se transforme presque entièrement en CNM (comme l’ont aussi
montré Walch et al. 2011). Ce résultat est encore préliminaire et il demande à être étudié plus
en détail mais il apparaît que l’injection permanente d’énergie turbulente n’est pas nécessaire
pour maintenir la structure très contrastée observée dans le gaz interstellaire froid, comme c’est
le cas pour un fluide isotherme compressible. Ce résultat reflète bien la nature particulière de la
turbulence thermiquement bistable.
Nombre de Mach du CNM
Nous avons vu à plusieurs reprises que les grumeaux de gaz froid ont une structure interne
subsonique alors que leurs mouvements relatifs sont intimement liés à la dynamique du WNM,
ce qui les rend supersoniques par rapport à la faible température des grumeaux. En effet, l’his-
togramme de σturb,CNM calculé sur une simulation 1283 pique autour de 0.2 km s−1, alors que la
vitesse thermique d’un gaz à 80K est égale à 0.8 km s−1. De plus, comme le mentionnent Heitsch
et al. (2005, 2006), les distributions de la vitesse et de la densité le long de la ligne de visée
suggèrent que l’élargissement des raies à 21 cm observées est dû aux mouvements relatifs des
structures. Finalement, cela a été confirmé sur les simulations 10243 par l’étude, d’une part, des
dispersions de vitesse interne, qui sont subsoniques, et, d’autre part, de la dispersion de vitesse
internuage qui est de l’ordre de la dispersion de vitesse totale de la boîte, ce qui confirme que les
mouvements relatifs des structures sont liés à ceux du WNM.
Structure du H i
Comme l’ont observé Hennebelle et al. (2007) sur des simulations à deux dimensions, nous
avons montré que le fort contraste de densité des simulations qui résulte de l’instabilité thermique
aplatit le spectre de puissance de la densité. Par ailleurs, nous avons montré que le spectre de
puissance de la vitesse reste caractéristique d’une turbulence compressible subsonique. De plus,
nous avons montré que le spectre de puissance de la densité de colonne du CNM est plus plat
que celui du WNM; il s’aplatit donc avec la formation de structures froides à petite échelle. Ce
comportement est semblable à celui observé dans le champ Ursa-Major ; nous avons montré que
dans ce champ où l’on observe les premières étapes de la formation d’un nuage moléculaire, le
spectre de puissance de la matière moléculaire est plus plat que celui du H i. Finalement, un des
résultats importants de ce travail concerne les structures froides identifiées dans les simulations
(celles dont la densité est supérieure à 5.0 cm−3). En effet, ces dernières reproduisent bien les
lois de puissance reliant la masse et la dispersion de vitesse à l’échelle qui sont observervés dans
les nuages moléculaires. Il est en effet remarquable que les relations obtenues pour le CNM
(M ∝ L2.25 et σ ∝ L0.4) coïncident avec celles observées dans les nuages moléculaires bien que
nous n’ayions pas simulé des nuages moléculaires.
On peut ainsi se demander si les nuages moléculaires héritent leur structure et leur dynamique
du H i. L’exposant γ de la loi σ ∝ Lγ des nuages moléculaires (Larson 1981) peut être interprété
comme le résultat de mouvements turbulents subsoniques. Cette interprétation est controversée ;
l’exposant γ pourrait aussi s’expliquer par une turbulence supersonique ou du simple fait de
la gravité (Elmegreen & Scalo 2004). Cette question reste ouverte : l’exposant du spectre de
puissance de la densité de colonne des nuages moléculaires et sa distribution lognormale indiquent
de forts contrastes en densité généralement associés à la turbulence supersonique, même si les
chocs n’ont pas encore été observés directement dans les nuages moléculaires. En revanche,
nous avons vu que l’instabilité thermique peut aussi être responsable de forts contrastes de
densité et que les propriétés structurelles observées dans les nuages moléculaires, telles que les
relations masse-échelle et dispersion de vitesse-échelle, l’aplatissement du spectre de puissance
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Figure 6.1: Canal en vitesse de la température de brillance (donnée en Kelvin) du champs SPIDER.
Observations obtenues au DRAO. Le canal, d’une largeur de 0.8 km/s, est centré à 7.6 km/s.
de la densité avec l’augmentation de la densité, sont très bien reproduites dans les simulations du
milieu atomique ici présentées. Il n’est donc pas exclu que la turbulence des nuages moléculaires
soit directement liée à celle multiphasique et transsonique du H i. Dans ce scénario, les nuages
moléculaires seraient des entités transitoires, dont la formation est associée à celle du CNM.
Étant donné la ressemblance morphologique et dynamique des structures CNM et des nuages
moléculaires, il me semble très intéressant d’étudier la formation du gaz moléculaire à partir des
grumeaux denses du H i. Une des pistes que je souhaite explorer est de produire des simulations
qui inclueraient la formation de H2 et le refroidissement par H2. En effet, certains grumeaux très
froids et très denses dans les simulations ne semblent pas réalistes car les conditions physiques qui
y règnent permettent de former des molécules. Les travaux très récents de Clark et al. (2012) ont
exploré ce sujet à l’aide de simulations de flots convergents de WNM. Le court temps de formation
de H2 remarqué par ces auteurs est en accord avec le temps de formation des structures de CNM
dans les simulations présentées dans cette thèse.
De telles simulations pourront être comparées aux données à haute résolution disponibles
grâce aux observations à 21 cm du radio-télescope DRAO et à celles en infrarouge du satellite
Herschel. La comparaison des données à 21 cm et celles en infrarouge montrent une forte corré-
lation entre l’émission du gaz et celle de la poussière (Joncas et al. 1992; Boulanger et al. 1996;
Planck Collaboration et al. 2011) jusqu’à un seuil en densité de colonne où un excès d’émission
de la poussière est observé. Cet excès est attribué à la présence de gaz moléculaire puisque les
régions où il apparaît sont favorables à la formation de H2. En particulier, nous souhaitons étu-
dier le champ SPIDER (figure 6.1) où un excès d’émission de poussière sans contrepartie CO a
été mis en évidence par Barriault et al. (2010) et par Planck (Planck Collaboration et al. 2011),
ce qui nous permettra d’étudier la transition H i-H2 à petite échelle.
Observations artificielles
La comparaison simulations-observations confirme aussi que les simulations présentées ici
reproduisent bien le H i. Les spectres à 21 cm artificiels sont lisses, bien que structurés et
semblables aux observations. Les observations synthétiques ont permis d’évaluer les effets de
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Figure 6.2: Cartes du logarithme de la densité de colonne de simulations 5123. À gauche, cas hydro-
dynamique et à droite, cas MHD incluant un champ magnétique initial de 1 10−6Gauss
parallèle à l’axe x. Les conditions initiales sont n0 = 1.0 cm−3, ζ = 0.2 et vS=12.5 km s−1.
l’auto-absorption qui ne sont importants que pour les densités de colonne les plus élevées qui
correspondent, dans les simulations, aux lignes de visée comprenant le plus de CNM en masse et
où la transition vers H2 est probable. Elles ont aussi permis de tester une méthode de décompo-
sition en gaussiennes comme outil de séparation des phases chaude et froide. Cette méthode est
efficace au premier ordre, les fractions de masse étant à peu près bien estimées, mais pose encore
quelques problèmes. La quantité de CNM est en effet sous-estimée dans les deux simulations et
il est difficile de reconstruire les cartes de WNM.
Ces premiers résultats sont néanmoins très encourageants, offrant une perspective vraiment
nouvelle concernant l’analyse des données à 21 cm. L’utilisation des simulations numériques nous
offre un cadre permettant de travailler au développement et à l’amélioration de la méthode de
décomposition en gaussiennes. En effet, nous possédons maintenant des simulations reproduisant
assez bien le H i pour être utilisées comme un outil de test. Ceci nous permettra d’étudier plus
en détail les résultats de la décomposition en gaussiennes sur les différents champs du GBT,
puis sur ceux de DRAO (figure 6.1). Leur interprétation pourrait nécessiter de nouvelles simula-
tions, celles disponibles ne s’appliquant pas obligatoirement au cas par cas puisque nous avons
reproduit des grandeurs moyennées sur tout le ciel. Dans ce travail nous croyons avoir clairement
montré l’avantage de l’utilisation de simulations numériques pour l’interprétation des données
à 21 cm, ouvrant de belles perspectives pour l’analyse en cours de nombreuses observations de
nuages à haute latitude auxquelles je suis associée.
Effets du champ magnétique et de la gravité
Les travaux présentés dans cette thèse ne prennent pas en compte le champ magnétique et
la gravité. La gravité aurait pour effet d’augmenter encore la fragmentation du gaz, alors que le
champ magnétique aurait plutôt un effet stabilisateur. Certaines études (Hennebelle & Pérault
1999; Inoue et al. 2007; Inoue & Inutsuka 2008, 2009) ont commencé à explorer l’influence du
champ magnétique sur la dynamique spécifique provoquée par l’instabilité thermique. Il semble
que l’ajout de la pression magnétique modifie la transition de phase car la pression thermique ne
réagit pas directement pour compenser la pression dynamique imposée par les flots convergents.
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En effet, puisque le champ magnétique peut opposer une pression à la pression dynamique, la
pression thermique est plus basse et la transition de phase devient moins efficace que dans le
cas hydrodynamique. Ces études ont aussi montré que l’efficacité de la formation des structures
froides dans le cas MHD est maximale quand le flot convergent est parallèle aux lignes de champ.
Une des étapes suivant directement mon travail de thèse sera donc l’inclusion du champ
magnétique dans les simulations dans un premier temps, puis la gravité. En effet, un travail
préliminaire montre qu’en plus d’avoir un effet sur la transition de phase, le champ magnétique
favorise la formation des filaments plutôt que des grumeaux (voir figure 6.2). Il semble donc
intéressant de quantifier cet effet par une comparaison entre le cas purement hydrodynamique
et le cas MHD, mais aussi par une étude plus poussée des propriétés des filaments dans les
observations à haute résolution maintenant disponibles grâce au satellite Herschel.
Dans ce cadre, et grâce aux données en polarisation de Planck, une des perspectives les plus
importantes de ce travail concerne l’étude des propriétés du champ magnétique interstellaire. En
effet, la production de simulations MHD permettra de créer des cartes synthétiques de polari-
sation de la poussière qui pourront être confrontées aux récentes données du satellite Planck.
Cette comparaison permettra de contraindre les propriétés du champ magnétique qui est proba-
blement un ingrédient de la physique du milieu interstellaire aussi important que la turbulence
et la gravité mais pour lequel encore peu de choses sont connues. La combinaison simulations
numériques-observations me semble être, dans ce cas aussi, un axe de recherche très prometteur.
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ABSTRACT
This paper is a numerical study of the condensation of the warm neutral medium (WNM) into cold neutral medium (CNM) structures
under the effect of turbulence and thermal instability. It addresses the specific question of the CNM formation in the physical condition
of the local interstellar medium (ISM). Using low resolution simulations we explored the impact of the WNM initial density and
properties of the turbulence (stirring in Fourier with a varying mix of solenoidal and compressive modes) on the cold gas formation
to identify the parameter space that is compatible with well established observational constraints of the H i in the local ISM. Two sets
of initial conditions which match the observations were selected to produce high resolution simulations (10243) allowing to study in
detail the properties of the produced dense structures.
For typical values of the density, pressure and velocity dispersion of the WNM in the solar neighborhood, the turbulent motions of
the H i can not provoque the phase transition from WNM to CNM, whatever their amplitude and their distribution in solenoidal and
compressive modes. On the other hand we show that a quasi-isothermal increase in WNM density of a factor of 2 to 4 is enough to
induce the phase transition, leading to the transition of about 40 percent of the gas to the cold phase within 1 Myr. Given the observed
properties of the H i in the local ISM, the WNM and individual CNM structures in the local ISM are sub or transsonic and their
dynamics are tightly interwoven. The velocity field bears the evidence of subsonic turbulence with a 2D power spectrum following
the Kolmogorov law as P(k) ∝ k−8/3 while the density is highly contrasted with a singificantly shallower power spectrum, reminiscent
of what is observed in the cold ISM. Supra-thermal line width observed for CNM might be the result of relative velocity between cold
structures. Finally, the cold structures denser than 5 cm−3 reproduce well the laws M ∝ L2.25−2.28 and σ(|v|) ∝ 0.5 − 0.8 L1/3 generally
observed in molecular clouds.
Key words. turbulence - instabilities - hydrodynamics - ISM:clouds - ISM:structure
1. Introduction
Understanding the star formation process remains one of the
main area of research of modern astrophysics. It is directly
linked to the way interstellar gas is organized and how dense and
cold structures form. Turbulence plays a fundamental role here.
It creates local increases of density that are amplified by gravity
and that, in some cases, might lead to gravitational contraction.
At the same time the kinetic energy of turbulent motions needs
to be dissipated in order for the gravitational collapse to happen.
The overall star formation process is therefore directly linked to
the way turbulence shapes the density structure of the ISM and
how kinetic energy is transferred from large to small scales.
Molecular clouds, where star formation occurs, exhibit
supra-thermal line widths and large contrast of density revealed
by a log-normal PDF of column density (Va´zquez-Semadeni &
Garcı´a 2001; Goodman et al. 2009; Federrath et al. 2010; Brunt
2010) and by power spectra of column density shallower (-2.5,
Bensch et al. 2001) than predicted for subsonic or transonic tur-
bulence (-3.66), and than what is observed in the diffuse H i
(Miville-Descheˆnes et al. 2003). For these reasons they are often
modeled as isothermal and supersonic turbulent flows. On the
other hand, because turbulence should dissipate in one dynami-
cal time if it is not maintained at large scale it is thought that star
formation might occur within a dynamical (or free fall) time. In
this scenario the gravitational collapse occurs along the cloud
formation. Therefore, the initial conditions of the star formation
process depend on the structure of the cold clouds in the atomic
phase (H i).
Most of the mass of the Galactic interstellar medium (ISM) is
H i and there are clear observational evidences that it is thermally
bi-stable (Dickey et al. 2003); it consists of two thermally stable
states at significantly different temperatures (the Cold Neutral
Medium - CNM - and the Warm Neutral Medium - WNM). This
is a natural result of the density and temperature dependance of
the cooling processes at play in the diffuse ISM. Like molecular
clouds the structure of the H i is highly complex with large den-
sity contrasts (the CNM fills only about 1 percent of the volume
but has a density 100 times larger than the WNM) but here the
combination of turbulence and thermal instability (Field 1965;
Field et al. 1969) is the main driver of the structure. It is im-
portant to note that the nature of the density fluctuations in an
isothermal and supersonic flow is conceptually different than in
a thermally bi-stable fluid. An isothermal turbulent flow with
supersonic velocity fluctuations will naturally develop strong
density fluctuations (∆ρ/ρ ∼ M2s , Va´zquez-Semadeni 2012b).
In such a flow the density fluctuations are transient, associated
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with the compression and depression of the turbulent motions.
In a two-phase medium, once a high density structure is cre-
ated by a local compression it remains at high density even when
the gas re-expand because it is in pressure equilibrium with the
inter-cloud medium. A two-phase medium will therefore pro-
duce long-lived high density structures contrary to supersonic
flows in which the fluctuations appear and disappear on dynam-
ical timescales. Therefore the thermally bistable H i offers a nat-
ural way of producing highly structured initial conditions for the
star formation in molecular clouds.
Because of the complex dynamical processes involved, ded-
icated numerical simulations are useful to develop insights on
the exact scenario that leads to the formation of cold struc-
tures in the H i. Several studies based on numerical simula-
tions have explored the thermally bi-stable physics of the H i
since the early one-dimensional work of Hennebelle & Pe´rault
(1999) who showed the effect of compression in a WNM con-
verging flow on the triggering of the phase transition and the
production of CNM structures. Similarly Koyama & Inutsuka
(2000, 2002) studied the impact of the propagation of a shock
wave into WNM. They showed how CNM structures form in the
post-shock region through the thermal instability which operates
faster than the duration of the shock (galactic spiral shock or su-
pernova). In both cases the resulting density contrast between
the CNM and WNM is ∼ 100. To obtain a similar contrast in
isothermal supersonic turbulence, Mach numbers of the order of
10 are required. These studies have been extended to two and
three dimensions simulations of thermally bistable flows with
turbulence induced by a converging flow (Audit & Hennebelle
2005; Hennebelle & Audit 2007; Hennebelle et al. 2007; Audit
& Hennebelle 2010; Heitsch et al. 2005, 2006), by the magne-
torotational instability (Piontek & Ostriker 2004, 2005, 2007;
Piontek et al. 2009) or by a driving in Fourier space (Gazol et al.
2005; Gazol & Kim 2010; Seifried et al. 2011).
It was established that compression of the WNM in transonic
converging flows triggers the thermal instability; the increase in
density can be such that the gas cools rapidly to temperatures of
a few tens of degrees. The cold gas then fragments into clumps,
in particular through the Kelvin-Helmholtz instability (Heitsch
et al. 2006). The thermal pressure of the cold gas is in approxi-
mate equilibrium with the sum of the ram and thermal pressure
of the surrounding warm gas. Once pushed at high enough densi-
ties, the cold structures can have densities and temperature close
to values typical of molecular clouds (Va´zquez-Semadeni et al.
2006; Banerjee et al. 2009).
In general previous works showed that the efficiency of the
formation of the CNM depends directly on the nature and ampli-
tude of the injected energy. One question we wanted to explore
in this study is related to the driving of the compression. Most
studies have explored the case of converging flows where the
increase of the WNM density needed to trigger the thermal in-
stability is obtained by a sustained ram pressure. The origin of
such large scale convergent flows is unclear so here we want to
see if compression in turbulent motions alone, driven at large
scales, could lead to the production of cold gas. In more details,
we wanted to see if turbulent motions, at the level they are ob-
served in the WNM, can induce the phase transition and if not,
what are the required physical conditions of the WNM to trig-
ger the formation of cold structures. To do so, like Gazol et al.
(2005); Gazol & Kim (2010); Seifried et al. (2011), we used
turbulent forcing in Fourier space. In addition, similarly to the
study of Federrath et al. (2010) based on isothermal simulations
of molecular clouds, we wanted to study the impact of compres-
sive and solenoidal modes in the injected turbulent field.
In this paper we present a parameter study of WNM initial
density and turbulent forcing properties on the formation of the
CNM in forced turbulence and thermally bi-stable flows. In a
similar study, Seifried et al. (2011) chose initial densities (1 to
3 cm−3) that are in the thermally unstable regime, to expect the
production of a two-phase medium. Our intent is to expand the
parameter space to identify the dynamical conditions that lead
to the formation of the cold phase. In addition, one fundamental
aspect of the current study is that we guide our parameter search
based on all available observational constraints of the local ISM.
We present 90 simulations performed on a 1283 grid allowing
to identify more precisely the physical conditions that favor the
formation of cold structures while reproducing in detail the ob-
served properties of the H i in the local ISM. For two specific
cases that match the observations we performed two 10243 sim-
ulations in order to study in greater details the properties of the
H i: temperature, pressure and density histograms, power spec-
tra, power laws of the cold structures.
The paper is organized as follow. HERACLES, the numeri-
cal code used in this study is briefly presented in § 2. The ob-
servational constrains used to lead the parameter study are de-
tailed in § 3. The methodology is presented in § 4. The results of
the parametric study and of the high resolution simulations are
presented in § 5 and § 6, and then discussed in § 7. The main
conclusions of the study are given in § 8.
2. Numerical methods
Despite their great importance in the interstellar medium, we
won’t consider magnetic field or gravity in this study to focus on
the impact of vortical and compressive turbulence motions on the
formation of CNM. All the following simulations are thus hy-
drodynamical. We performed our simulations with HERACLES
(Gonza´lez et al. 2007). The numerical methods are similar to
those described in paper from Audit & Hennebelle (2005).
2.1. Euler equations and Godunov scheme
The Euler equations for a radiatively cooling gas are the clas-
sical equations of hydrodynamics in order to treat the flows at
high Reynolds number, which is the case in the ISM. An exter-
nal force f is adding to generate the turbulent motions. It has the
dimension of an acceleration. We also include cooling and heat-
ings terms based on the prescription of Wolfire et al. (2003) (see
Fig. 1) in the net cooling rate L.
∂tρ + ∇ · [ρu] = 0, (1)
∂t[ρu] + ∇ · [ρu ⊗ u + P] = ρf, (2)
∂tE + ∇ · [u(E + P)] = ρf · u − L(ρ,T ) (3)
where ρ is the mass density, u the velocity, P the pressure and E
the total energy. The considered atomic gas is perfect and ideal
with an adiabatic index γ = 5/3 and a mean atomic weight
µ = 1.4mH (mH is the mass of the proton). The weight µ takes
into account the cosmic abundance of other elements : helium
and metals, and so the mass density ρ = µ × n. The net cooling
function is defined as L = n2Λ− nΓ (expressed in erg cm−3 s−1),
where Λ is the cooling and Γ the heating. They include the most
relevant processes in the diffuse medium for our range of tem-
perature [10K, 1000K] and are plotted and quickly described on
the Figure 1 (for more details, see Audit & Hennebelle 2005).
The equations solver in HERACLES is a second order Godunov
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Fig. 1. Heating and cooling processes implemented in HERACLES
based on Wolfire et al. (2003). We represent the respective energy densi-
ties versus the temperature at the fixed density n=1 cm−3, typical of the
WNM. The total cooling (black solid curve) is decomposed in its dif-
ferent components: CII (dark blue), OI (light blue), recombination on
interstellar grains (red), Lyman α (green). The dashed blue line is the
heating dominated by the photo-electric effect on small dust grains. We
considered a spatially uniform radiation field with the spectrum and in-
tensity of the Habing field (G0/1.7 whereG0 is the Draine flux) (Habing
1968; Draine 1978).
scheme (see Audit & Hennebelle 2010) for the conservative part.
It is a MHD solver of type MUSCL-Handcook(Londrillo & Del
Zanna 2000; Fromang et al. 2006). The cooling is applied after
(see Audit & Hennebelle 2005).
2.2. Turbulence forcing
The force field f generates the large scales motions and is applied
in Fourier space. We define the amplitude given to the field as
vS. The magnitude of the applied force is thus FS = v2s/LS where
LS = Lbox/k0 is the characteristic integration scale and k0 = 2 the
characteristic wave number of the stirring. The auto-correlation
time of the process is given by TS = (LS/FS)1/2 = LS/vS. The
stirring is applied at large scale, and thus to the small wave
numbers k that fulfill 0 < |k| < 2k0. The modes of the turbulent
forcing are computed with the stochastic process of Ornstein-
Uhlenbeck (Eswaran & Pope 1988; Schmidt et al. 2006). The
method is similar to Schmidt et al. (2009) and Federrath et al.
(2010). A Helmholtz decomposition is applied to the random
field and project it on its compressive and solenoidal compo-
nents:
Pζi j = ζP⊥i j + (1 − ζ)P‖i j = ζδi j + (1 − 2ζ)
kik j
|k|2 . (4)
Choosing a spectral weight ζ = 1 creates a physical force di-
vergence free, i.e. purely solenoidal. Taking ζ < 1 generates di-
latational components which compress or rarify the gas. Finally,
ζ = 0 creates a rotation-free field, i.e. purely compressive. In a
natural state, meaning that the energy is naturally distributed be-
tween the compressive and solenoidal modes as the 2:1 mixing,
ζ takes the value of 0.5. In this case, the Helmholtz operator is
proportional to the identity operator and the projection does not
alter the energy repartition between the different modes.
3. Observational constraints
In this section we present global properties of the Galactic H i
as deduced from the observations. These properties guided us in
the choice of the initial conditions of the simulations and on the
qualification of the results obtained. The simulations presented
in this study are dedicated to the H i thermal instability and to the
formation of CNM out of pure WNM gas. What are reasonable
properties of the WNM and what are exactly the observational
constraints ?
3.1. Pressure and thermal bi-stability of the H i
Because of the density and temperature dependance of the heat-
ing and cooling processes in the diffuse ISM (see Fig. 1) it has
been shown early on by Field (1965); Field et al. (1969) and up-
dated by Wolfire et al. (1995, 2003) that there is a range of pres-
sure where the neutral atomic gas can be in two thermally stable
phases in pressure equilibrium. This is generally displayed in di-
agrams like the ones shown in Fig. 2 where the solid curves in
the two panels indicate the locus of thermal equilibrium in the
P − n and T − n parameter spaces.
The thermal stability is not preserved everywhere along these
curve but only where dP/dn > 0. The two dash-dotted verti-
cal lines mark the boundaries in density where the H i is ther-
mally unstable. Any perturbation of the gas sitting on the equilib-
rium curve in the thermally unstable range would move towards
the cold or warm branches. From Fig. 2 one can appreciate the
steepness of the equilibrium curve in T − n space, highlighting
the great difference in temperature and density of the two stable
phases of the H i.
It is important to point out that the bi-stability of the H i
is only present in a given range of pressure, determined by
the maximum density of the warm branch (n ∼ 0.8 cm−3) and
the minimum density of the cold branch (n ∼ 7 cm−3). For
P < 1000 K cm−3 there is no CNM and for P > 6000 K cm−3
all the H i is cold.
On the top panel the dashed curve gives the average pressure
observed in the local ISM. According to Jenkins & Tripp (2011)
the pressure of the cold phase follows a log-normal distribu-
tion with an average of log10(P/k) equals to 3.58 and minimum
and maximum values (at the 99 percent level) equal to 3.04 and
4.11. The minimum CNM pressure reported by Jenkins & Tripp
(2011) corresponds exactly to the minimum CNM pressure (3.06
dex) allowed by the thermal instability (see Fig. 2) as predicted
by the modeling of the heating and cooling processes of Wolfire
et al. (2003). On the other hand, the maximum pressure reported
by Jenkins & Tripp (2011) is significantly higher than the maxi-
mum pressure allowed for the thermally stable WNM (3.74). In
fact, the mass fraction of the CNM found at higher pressure by
Jenkins & Tripp (2011) is about 30 percent. In those cases most
of the WNM is in the thermally unstable regime or in a cooling
phase; in any case the warm gas is an over-pressured state that is
likely to be transient.
3.2. WNM density and temperature
Here we want to estimate what is the true density (as opposed
to space-averaged) and temperature of the WNM in the local
ISM. Typical numbers cited are n ∼ 0.2 − 0.5 cm−3 and T ∼
6000 − 104 K (Ferrie`re 2001), but, as emphasized by Kalberla
& Dedes (2008), the density of the WNM varies greatly with
galacto-centric radius and galactic height z. It is also subject to
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Fig. 2. Equilibrium temperature and pressure as a function of density.
These equilibrium curves were computed equating the heating and cool-
ing processes described in Wolfire et al. (2003). The dashed line corre-
sponds to the average pressure of the cold diffuse ISM measured by
Jenkins & Tripp (2011). The dotted lines show the maximum and min-
imum pressures that include 99 percent of the data of Jenkins & Tripp
(2011). The dash-dotted lines show the density range of the thermally
unstable phase.
local variations due to star formation activity (e.g. supernovae,
Joung et al. 2009) and between the arm and inter-arm regions.
According to Dickey & Lockman (1990) (see also Celnik
et al. 1979; Malhotra 1995; Kalberla et al. 2007), the distribu-
tion of the H i density with z close to the Sun can be decomposed
in a narrow Gaussian of HWHM=106 pc, a larger Gaussian
of HWHM=265 pc and an exponential with a scale height of
403 pc. Generally the narrow Gaussian is attributed to the CNM
and the sum of the two others to the WNM. In this scheme, and
still following Dickey & Lockman (1990), the space-average
density of the CNM and WNM at z = 0 are 0.395 cm−3 and
0.172 cm−3 respectively. These values are weighted by the vol-
ume filling factor f and thus correspond to n f , where n is the
true volume density. The filling factor of the WNM is difficult to
estimate; according to Kalberla & Kerp (2009) it is ∼ 0.4 which
implies a true density of nWNM = 0.43 cm−3.
This value is close to the one that can be derived based on
the knowledge of the heating and cooling processes. For the av-
erage pressure of P = 3980 K cm−3 found by (Jenkins & Tripp
2011), using the heating and cooling curves of Wolfire et al.
(2003) and assuming a spatially uniform radiation field with the
spectrum and intensity of the Habing field (G0/1.7 where G0 is
the Draine flux – Habing 1968; Draine 1978), the equilibrium
density and temperature of the WNM are nwnm = 0.5 cm−3 and
Twnm = 7960 K.
Fig. 3 shows how n, T and P vary with z assuming a
scale height of HWHM=265 pc for the WNM disk at R = R
(Dickey & Lockman 1990; Malhotra 1995; Kalberla et al. 2007).
Assuming a true volume density nWNM = 0.5 cm−3 at z = 0, the
corresponding temperature profile T (z) of the WNM can be esti-
mated using the thermal equilibrium curve based on the heating
and cooling processes described in Wolfire et al. (2003). It shows
that the variations with z of the WNM properties due to the hy-
drostatic equilibrium become important only at scales larger than
100 pc.
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Fig. 3. Vertical distribution of the WNM density, temperature and pres-
sure. The density profile assumes n(z = 0) = 0.5 cm−3, in accordance
with the mean pressure of Jenkins & Tripp (2011) and the heating and
cooling processes described in Wolfire et al. (2003). The scale height
of the WNM is the value of Dickey & Lockman (1990) : HWHM =
265 pc. The temperature is computed at each position z assuming ther-
mal equilibrium at density n(z). The pressure is simply P/k = n T .
3.3. WNM turbulent velocity dispersion and Mach number
Apart from its density and temperature, the other relevant pa-
rameter for this study is the level of turbulence in the WNM, or
equivalently its Mach number. The direct estimate of the Mach
number of the WNM is difficult due to the fact that its temper-
ature can not be easily measured. The traditional method to es-
timate the H i temperature is based on a comparison of 21 cm
absorption and emission measurements. Due to its low opac-
ity, the warm phase produces almost undetectable absorption
once observed in front of a strong radio-continuum source. Only
a few detections were reported so far (e.g. Carilli et al. 1998;
Kanekar et al. 2003; Begum et al. 2010), with deduced tempera-
tures closer to the thermally unstable regime (T ∼ 500−6000 K)
than to what is expected for the WNM (T ∼ 8000 K).
Nevertheless there are indirect evidences that the warm
ISM is subsonic. Recent findings on the warm ionized medium
(WIM) by Gaensler et al. (2011) confirmed the work of
Armstrong et al. (1995) and Redfield & Linsky (2004) that
showed that the WIM has the properties of a low Mach num-
ber and incompressible turbulent flow. Regarding the WNM, an
indication of its low Mach number comes from the smoothness
of the 21 cm profiles. Haud & Kalberla (2007) found that the
simplest 21 cm spectra of the LAB data (Kalberla et al. 2005)
at high Galactic latitudes are well modeled by a single Gaussian
of σtot = 10.2 ± 0.3 km s−1. Here we assume this value to be
representative of the WNM total velocity dispersion in the Solar
neighborhood.
The WNM velocity dispersion is the quadratic sum of the
thermal (σtherm) and turbulent (σturb) contribution to the gas mo-
tions, integrated along the line of sight. Considering the specific
line of sight at the Galactic pole, the thermal contribution to the
line width of the WNM is an integral over Galactic height z:
σtherm =
 km
∫ L
0 n(z)T (z)dz∫ L
0 n(z)dz

1/2
(5)
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Fig. 4. Time evolution of the CNM mass fraction fCNM , the mean velocity dispersion σturb and the mean Mach numberMobs for simulations with
the following initial conditions: on the left n0 = 1cm−3, ζ=0.2, vS = 12.5 km s−1, on the right n=2 cm−3, ζ=0.5, vS = 7.5 km s−1, and different
resolutions: 5123 (solid black line), 2563 (dotted blue line) and 1283 cells (dashed green line).
where n(z) is assumed to be a Gaussian with HWHM=265 pc
(Dickey & Lockman 1990). Using the corresponding T (z) shown
in Fig 3, integrating Eq. 5 gives σtherm = 8.3 km s−1, a value es-
sentially identical to the thermal width of an isothermal 8000 K
gas (σtherm = 8.1 km s−1) which reflects the fact that the WNM
temperature does not vary significantly with Galactic height.
Assuming σtot = 10.2 km s−1 (Haud & Kalberla 2007), the
contribution of turbulent motions to the observed line width is
σturb = 5.9 km s−1. The fact that σturb < σtherm is another indi-
cation that thermal motions dominates over turbulent motions at
any scale in the Solar neighborhood.
Due to the nature of the turbulent cascade, the turbulent ve-
locity dispersion increases with scale like σturb = σ(1)lq, where
q ∼ 1/3 for subsonic turbulence and, following the notation of
Wolfire et al. (2003), σ(1) is the velocity dispersion (in km s−1)
at a scale of 1 pc and l is the scale (in pc). Assuming that the tur-
bulent contribution to the observed line width is representative
of motions at the scale of the H i scale height at the Sun location
(l = hz = 265 pc), one obtains σ(1) = 0.92 km s−1. This calcula-
tion is similar to the one of Wolfire et al. (2003) who estimated
σ(1) = 1.4 km s−1 for the WNM. The fact that we obtain a sig-
nificantly lower value can be attributed mostly to the fact that we
took into account the thermal contribution to the line width.
3.4. CNM mass fraction and volume filling factor
One important quantity we want to reproduce in the simulations
is the amount of mass in the cold phase. The CNM mass frac-
tion was estimated to 40 percent by Heiles & Troland (2003)
by comparing 21 cm absorption and emission measurements on
79 random lines-of-sights. This is also compatible with the de-
composition of the H i density distribution with z of Dickey &
Lockman (1990); their narrow component (h = 106 pc) that can
be associated to the CNM contributes to 44 percent of the total
H i surface density of the disk. Because the scale height of the
CNM is smaller than that of the WNM, the CNM mass fraction
varies with z. The CNM contributes to 60 percent of the H i mass
for z < 200 pc.
Like for the WNM one can compute the expected CNM vol-
ume density based on the heating and cooling processes (Wolfire
et al. 2003). For the average pressure of Jenkins & Tripp (2011)
(P = 3980 K cm−3) the equilibrium density and temperature are
ncnm = 111 cm−3, Tcnm = 35.9 K. Following Dickey & Lockman
(1990), the space-average density of the CNM is ∼ 0.4 cm−3 at
z = 0, which implies a volume filling factor of the cold phase
lower than 1%.
4. Methodology
Based on the observational constraints described in the previ-
ous section, we conclude that the WNM in the Solar neighbor-
hood has a mean temperature T ∼ 8000 K, a mean density of
n ∼ 0.2 − 0.5 cm−3 and subsonic turbulent motions following
σturb = 0.92 (l/1pc)1/3 (km s−1). The first step of this study is
to evaluate what are the plausible physical conditions that lead
to the formation of CNM gas, of the order of 40 percent in
mass, from WNM gas with such physical properties. We ex-
plored those conditions with 90 simulations at low resolution
(1283 cells). In this section we validate this choice by testing
the use of 1283 simulations for the exploration of the parameter
space by comparing with higher resolution (2563 and 5123) sim-
ulations, after having described the characteristic scales involved
in the simulations. Two sets of initial conditions that match the
observations will then be used to produce high resolution simu-
lations (10243).
5
Saury et al.: The structure of the thermally bistable and turbulent atomic gas in the local interstellar medium
10 100 1000 10000
temperature (K)
0.01
0.10
1.00
n
o
rm
a
liz
ed
 h
ist
og
ra
m
 w
ei
gh
te
d 
by
 d
en
sit
y
5123
2563
1283
0.001 0.010 0.100 1.000 10.000 100.0001000.000
Density (cc)
0.0001
0.0010
0.0100
0.1000
1.0000
n
o
rm
a
liz
ed
 h
ist
og
ra
m
5123
2563
1283
Fig. 5. Temperature histogram weighted by density (on top) and density
pdf (at the bottom) for simulations with the following initial conditions:
n = 1 cm−3, ζ=0.2, vS = 12.5 km s−1, and different resolutions: 5123
(solid black line), 2563 (dotted blue line) and 1283 cells (dashed green
line) at 40 Myr.
4.1. Characteristic scales
4.1.1. Dynamical time and cooling scale of the WNM
If, during the perturbation of an initial WNM cloud, the cooling
processes act slower than the compressive ones, the gas will tend
to return to its initial state of temperature and density by decom-
pression. The transition WNM-CNM becomes possible when
the radiative time is lower than the dynamical time (Hennebelle
& Pe´rault 1999), allowing the condensed gas to keep its higher
density even during the decompression:
tcool < tdyn. (6)
The dynamical time is defined as the time needed by an atom to
cross the cloud (of size d) at the sound speed velocity cS:
tdyn =
d
cS
. (7)
The radiative time is the characteristic time needed by the
medium to cool. It is thus equal to the ratio of the energy (U)
and the energy transfer () applied to the medium:
tcool =
U

. (8)
We thus can calculate the critical size below which the WNM
will be unstable and will condense into the unstable regime or
CNM structures. We consider typical conditions of the WNM
(T = 8000 K and n = 0.5 cm−3) and a static medium, assuming
that the energy is fully thermal. Using equation 6 and the heat
capacity per mass unity CV = kB/mH(γ − 1):
U = mHCVT the gas energy and (9)
 = nΛ the cooling applied to the WNM (10)
The cooling time thus becomes:
tcool =
kBT
(γ − 1)nΛ . (11)
Considering the main cooling processes of the diffuse H i de-
scribed in Section 3.1 to evaluate Λ and cS =
√
γkBT/(1.4 mH),
one obtains for the WNM cooling scale:
tcool < tdyn ⇒ d > λcool = tcool × cS,WNM ∼ 22 pc. (12)
Thus, for the condition tcool < tdyn to be observed and the ther-
mal instability to develop, the initial scale d of the perturbed
zone must be greater than λcool ∼ 22 pc. Similarly, a perturba-
tion of size lower than λcool do not efficiently trigger the phase
transition.
4.1.2. Sizes of the simulations
To study the WNM-CNM transition it is important to evaluate
the scales of cold structures to adjust the numerical resolution.
To first order one can estimate the size of a cold structure result-
ing from the condensation of a WNM cloud with a typical size
of 22 pc. Because the CNM density is a hundred times higher
than the WNM density, the CNM structures should be a hun-
dred times smaller than the initial WNM cloud, leading to a
rough size of 0.2 pc. In fact, as illustrated by Hennebelle & Audit
(2007), the size of the CNM clumps follow a distribution with
a maximal size of 0.6 pc. Moreover, the Field length λF (Field
1965; Begelman & McKee 1990), which give the typical scale
of the thermal front between the WNM and the CNM, and the
front shock in the CNM are of the order of 10−3 pc. In principle,
simulations of the thermally bistable H i require a scale range
from 10−3 to ∼ 20 pc but, as suggested by Hennebelle & Audit
(2007), the important scale to resolve in simulations of thermally
bistable and turbulent H i is the ’sound crossing scale’ which is
the sound speed times the cooling time. As mentioned earlier, for
typical values of the density, this scale is ∼ 22 pc and ∼ 0.2 pc in
the WNM and CNM respectively.
We chose to assure the phase transition with a box size equal
to 40 pc and therefore larger than λcool. In this study we used first
a box size of 1283, leading to a resolution of 0.3 pc. Even though
we barely resolve the typical cold structure scale, using higher
resolution simulations we will demonstrate that this set up can
be used to explore efficiently the parameter space for the for-
mation of the CNM. The second part of the results presented in
this paper is dedicated to the detailed study of 10243 simulations
(resolution of 0.04 pc) for specific initial conditions.
4.2. Effect of resolution
Here we validate the use of low resolution simulations in the
context of a parameter exploration study. Figure 4 shows the
evolution over time of the CNM massive fraction, the disper-
sion of the line of sight turbulent velocity σturb and the ob-
servational Mach number for two representative simulations
([n=1 cm−3, ζ=0.2, vS = 12.5 km s−1] and [n=2 cm−3, ζ=0.5,
vS = 7.5 km s−1]) done on 1283, 2563 and 5123 grids.
We calculate the cold mass fraction fCNM as the sum of the
density in the pixels where T < 200 K over the total density in
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Fig. 7. Maps of the logarithm of the column density (density integrated along the direction z). The initial density increases from the left to the right
and takes the following values: 1.0, 1.5, 3.0, 10.0 cm−3. The projection weight and the large scale velocity are fixed to ζ = 0.5 et vS = 7.5 km s−1.
All maps are displayed with the same column density range [0.6 1020 cm−2, 40 1020 cm−2].
the box. The turbulent velocity dispersion is computed the fol-
lowing way (see Miville-Descheˆnes & Martin 2007, equation 8):
σ2turb(x, y) =
∑Lbox
z′=0 n(x, y, z
′)v2z (x, y, z′)∑Lbox
z′=0 n(x, y, z′)
−C2(x, y) (13)
where C(x, y) is the velocity centroid map:
C(x, y) =
∑Lbox
z′=0 n(x, y, z
′)vz(x, y, z′)∑Lbox
z′=0 n(x, y, z′)
. (14)
In numerical simulations, the Mach number is often com-
puted as the ratio of the velocity and the sound speed on each
cell:
Mtheo =< |u|/cs >x,y,z (15)
where cS =
√
(γP(x, y, z))/ρ(x, y, z). Because this parameter can
not be directly deduced from observations we consider an ex-
pression for the Mach number calculated from integrated quan-
tities along the line of sight: the turbulent velocity dispersion and
the thermal velocity dispersion:
Mobs =< σturb
σtherm
>x,y (16)
where the thermal velocity dispersion is defined as
σ2therm =
kB
mH
∑Lbox
z′=0 n(x, y, z
′)T (x, y, z′)∑Lbox
z′=0 n(x, y, z′)
. (17)
Obviously the total1 velocity dispersion is simply
σ2tot = σ
2
turb + σ
2
therm. (18)
All quantities shown in Fig 4 are spaced averaged over the
box at different time steps. The mean values of σturb and Mobs
are in the same range, and their variations are of the same order,
as illustrated in Figure 4. These two quantities are thus statisti-
cally well represented even in small resolution simulations.
The temperature and density pdfs (Fig. 5) and time evolution
(Fig. 4) show that the ratio of cold gas depends on the numer-
ical resolution. Higher resolution runs lead to a slightly higher
amount of cold gas. The cold peak of the temperature histogram
(Fig. 5) is lower in the 1283 and 2563 cases. The time evolution
of fCNM is increasing slower for the smallest resolution run and
fCNM is then lower. However the massive fractions of gas with
T < 200K reached at 40 Myr are similar (0.27, 0.31 and 0.33).
We then deduce that the estimation of fCNM on 1283 simulations
is still worthwhile if we remember that it increases slightly with
resolution.
The same resolution study on simulations with different
initial conditions presents similar results. Like Seifried et al.
(2011), we conclude that the resolution does not affect the time
evolution of σturb and Mobs and has a moderate effect on the
formation of CNM. Therefore doing a statistical study on small
simulations (1283) is legitimate. Higher resolution simulations
are needed to study in details the CNM properties, especially its
structure.
1 or observed in the case of an optically thin line
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Fig. 8. Velocity dispersions histograms: on top σtherm, in the middle
σturb and at the bottom σtot, for different temperature ranges: in black
the all box, in dark blue the WNM (T > 5000 K), in blue the unstable
gas (200K < T < 5000 K) and in light blue the CNM (T < 200 K) for
the following high resolution simulation: 10243, n0=2.0 cm−3, ζ = 0.5
et vS=7.5 km s−1.
4.3. Convergence
In order to evaluate the time needed for the 1283 simulations
to reach a stationary state, we evaluated σturb, Mobs and fCNM
at each Myr. Most simulations converge in 10 Myr but some
needed a much longer time to transit to cold phase and never
achieve a stationary state for the massive fraction of CNM.
However we choose to stop all simulations at 40 Myr because of
the typical time between two supernovae explosions estimated
to be around 20 Myr (see Ferrie`re 2001, equation 17 at z = 0 in
a volume of (40 pc)3).
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Fig. 9. Density, temperature and velocity (z-component) profiles for
a given simulation (10243, n0=2.0 cm−3, ζ = 0.5 et vS=7.5 km s−1)
and for two distinct lines of sight characterized by their value of
σturb(CNM). On top: σturb(CNM)=0.14 km s−1 and at the bottom:
σturb(CNM)=4.7 km s−1.
5. Parametric study
According to Fig. 3, we can consider constant n and T as ade-
quate initial conditions for a box size of 40 pc centered on z = 0.
For all simulations the initial conditions are a uniform and static
WNM at a temperature of T = 8000 K. The boundary conditions
are periodic. The velocity field is modified at every time step by
the turbulent stirring in Fourier space.
This section presents the parameter study we did on the ini-
tial density and the two properties of the stirring velocity field:
the spectral weight ζ and the large scale velocity vS. We per-
formed 90 simulations with 1283 cells, varying the density from
its fiducial WNM value 0.2 to 10 cm−3, the velocity at large scale
vS from 5 to 20 km s−1 and the spectral weight from 0 (rotation
free field) to 1 (divergence free). We computed for each simula-
tion the CNM mass fraction fCNM, the mean Mach numberMobs
(Eq. 16) and the mean velocity dispersion (Eq. 13) at each Myr
and averaged them over time after a stationary state has been
reached, that is on the time interval [20 Myr,40 Myr].
5.1. Effect of the initial density increase
Table 1 and Figure 6 present the results for the 48 simulations for
which the turbulence has been kept to a natural state, meaning
that the spectral weight is fixed to ζ = 0.5 and that the Helmholtz
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Table 1. Results of the 1283 simulations with natural turbulence ζ=0.5 : the two first columns are the initial density and the large scale velocity
of the turbulent stirring, the last five are the obtained results: average theoretical and observational Mach numbers, average and standard deviation
of the cold massive fraction, and turbulent velocity dispersion of the line-of-sight velocity component. The average and standard deviation were
computed between 20 and 40 Myrs.
n0 vS <Mtheo > <Mobs > < fCNM > σ( fCNM) < σturb >
(cm−3) (km s−1) (km s−1)
0.2 20 1.8 0.8 0.0 0.0 6.1
0.2 15 1.3 0.6 0.0 0.0 5.0
0.2 12.5 1.1 0.5 0.0 0.0 4.3
0.2 10 0.8 0.4 0.0 0.0 3.6
0.2 07.5 0.6 0.3 0.0 0.0 2.8
0.2 05 0.4 0.2 0.0 0.0 1.9
1.0 20 1.9 0.8 0.002 0.001 6.0
1.0 15 1.4 0.7 0.000 0.00 5.0
1.0 12.5 1.2 0.6 0.000 0.00 4.2
1.0 10 0.9 0.5 0.000 0.00 3.6
1.0 07.5 0.7 0.4 0.000 0.00 2.8
1.0 05 0.5 0.3 0.07 0.03 1.8
1.5 20 2.0 0.9 0.02 0.02 6.0
1.5 15 1.6 0.7 0.07 0.02 4.8
1.5 12.5 1.5 0.7 0.13 0.02 4.0
1.5 10 1.3 0.7 0.25 0.02 3.1
1.5 07.5 1.1 0.5 0.32 0.01 2.3
1.5 05 0.7 0.4 0.47 0.02 1.5
2.0 20 2.3 1.0 0.11 0.02 5.9
2.0 15 2.0 0.9 0.22 0.02 4.4
2.0 12.5 1.9 0.9 0.30 0.02 3.7
2.0 10 1.6 0.8 0.39 0.02 2.9
2.0 07.5 1.3 0.7 0.46 0.02 2.2
2.0 05 0.9 0.5 0.52 0.02 1.5
2.5 20 2.6 1.1 0.19 0.02 5.8
2.5 15 2.3 1.0 0.34 0.03 4.3
2.5 12.5 2.2 1.0 0.41 0.02 3.6
2.5 10 1.9 1.0 0.50 0.01 2.8
2.5 07.5 1.5 0.8 0.54 0.02 2.1
2.5 05 1.0 0.5 0.60 0.01 1.4
3.0 20 2.9 1.2 0.27 0.03 5.7
3.0 15 2.7 1.2 0.43 0.02 4.3
3.0 12.5 2.4 1.2 0.50 0.02 3.5
3.0 10 2.1 1.1 0.57 0.02 2.8
3.0 07.5 1.6 0.9 0.60 0.01 2.1
3.0 05 1.1 0.6 0.65 0.01 1.4
5.0 20 3.8 1.6 0.47 0.02 5.6
5.0 15 3.6 1.7 0.63 0.02 4.0
5.0 12.5 3.3 1.7 0.68 0.01 3.4
5.0 10 2.7 1.5 0.73 0.01 2.8
5.0 07.5 2.1 1.2 0.75 0.01 2.0
5.0 05 1.4 0.8 0.77 0.01 1.4
10.0 20 5.6 2.4 0.71 0.01 5.4
10.0 15 4.9 2.6 0.81 0.01 4.0
10.0 12.5 4.4 2.5 0.84 0.008 3.3
10.0 10 3.6 2.2 0.87 0.005 2.7
10.0 07.5 2.8 1.7 0.88 0.004 2.0
10.0 05 1.9 1.2 0.88 0.003 1.4
projection operator (Eq 4) is equal to half the identity and there-
fore keeps the rate of compressible over solenoidal modes of the
velocity field in its initial state. In this case, we only vary the
large scale velocity vS and the density. Obviously, as the initial
temperature is 8000 K for each simulation, increasing the initial
density is equivalent to increasing the initial pressure.
We first observe that simulations with initial values of the
WNM density between 0.2 and 1.0 cm−3 do not transit to cold
gas. At larger densities, the efficiency of the CNM formation in-
creases rapidly with the density. For n0 = 0.2 or 1.0 cm−3, the
cold mass fraction is indeed very close to zero while a small in-
crease of the density (n0 = 1.5 cm−3) leads to fCNM= 0.3 − 0.4
and densities greater then 3.0 cm−3 allow more than half of the
mass to transit (see Fig.6 left part). This behavior is also well
represented by the differences regarding the structures on the
integrated density maps (Figure 7). The map on the left, that
only contains WNM, is completely smooth while the structures
appear clearly when the initial density increases. One can no-
tice that the equivalent pressure at n0 = 1.5 cm−3 is equal to
12000 K cm−3, much larger than the maximum pressure allowed
for the WNM (see Sec. 3.1). The gas starts in the thermally un-
stable regime; at these values of density and pressure the gas is
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Table 2. Results of the 1283 simulations with initial density n=1 cm−3 : the first two columns are the turbulence parameters (solenoidal over
compressible modes rate and amplitude of the turbulent forcing), the next five are the obtained results: average theoretical and observational Mach
numbers, average and standard deviation of the cold massive fraction and turbulent velocity dispersion of the line-of-sight velocity component.
The average and standard deviation were computed between 20 and 40 Myrs.
ζ vS <Mtheo > <Mobs > < fCNM > σ( fCNM) < σturb >
(km s−1) (km s−1)
0.0 20 1.8 0.7 0.39 0.05 4.1
0.0 15 1.1 0.5 0.45 0.03 2.9
0.0 12.5 0.8 0.4 0.42 0.03 2.3
0.0 10 0.6 0.3 0.44 0.03 1.8
0.0 07 0.4 0.2 0.49 0.04 1.1
0.0 05 0.2 0.16 0.50 0.07 0.7
0.1 20 1.7 0.7 0.36 0.04 4.0
0.1 15 1.1 0.5 0.37 0.04 3.0
0.1 12.5 0.8 0.4 0.36 0.02 2.4
0.1 10 0.6 0.3 0.42 0.04 1.8
0.1 07 0.4 0.2 0.45 0.05 1.2
0.1 05 0.2 0.14 0.46 0.09 0.8
0.2 20 1.7 0.7 0.24 0.03 4.2
0.2 15 1.1 0.5 0.26 0.03 3.3
0.2 12.5 1.0 0.45 0.28 0.03 2.7
0.2 10 0.7 0.4 0.30 0.03 2.2
0.2 07 0.4 0.2 0.38 0.02 1.5
0.2 05 0.3 0.17 0.42 0.05 1.1
0.3 20 1.7 0.7 0.08 0.02 4.8
0.3 15 1.2 0.6 0.11 0.02 3.8
0.3 12.5 1.0 0.5 0.13 0.03 3.3
0.3 10 0.7 0.4 0.12 0.04 2.6
0.3 07 0.6 0.3 0.25 0.03 2.0
0.3 05 0.4 0.2 0.22 0.05 1.3
0.4 20 1.8 0.8 0.02 0.02 5.5
0.4 15 1.3 0.6 0.02 0.02 4.5
0.4 12.5 1.1 0.5 0.002 0.001 3.8
0.4 10 0.8 0.4 0.001 0.001 3.2
0.4 07 0.6 0.3 0.03 0.01 2.2
0.4 05 0.5 0.2 0.13 0.05 1.5
0.5 20 1.9 0.8 0.002 0.001 6.0
0.5 15 1.4 0.7 0.000 0.00 5.0
0.5 12.5 1.2 0.6 0.000 0.00 4.2
0.5 10 0.9 0.5 0.000 0.00 3.6
0.5 07 0.7 0.4 0.000 0.00 2.6
0.5 05 0.5 0.3 0.07 0.03 1.8
1.0 20 2.7 1.0 0.000 0.00 8.3
1.0 15 2.0 0.9 0.000 0.00 6.7
1.0 12.5 1.6 0.8 0.000 0.00 5.8
1.0 10 1.3 0.6 0.000 0.00 4.8
1.0 07 0.9 0.5 0.000 0.00 3.6
1.0 05 0.7 0.4 0.000 0.00 2.7
indeed located above the stable branch of the WNM and thus
in a cooling zone that allows it to evolve rapidly and efficiently
towards the cold gas.
From Table 1 and Figure 6 one could note that the final tur-
bulent velocity dispersion is lower for higher initial densities;
σturb is thus lower for higher values of the cold mass fraction
fCNM. To understand this behavior we studied the distributions
of the three following velocity dispersions: σturb, σtherm and σtot
computed for each thermal phase in a given simulation at high
resolution (10243,n0 = 2.0 cm−3, ζ = 0.5 and vS=7.5 km s−1).
All distributions are plotted on Figure 8. As expected σtherm de-
pends on the temperature of the gas. We note that it is also the
case for the distributions of σturb, the one computed in the CNM
phase (T < 200 K) being especially different from the other two
thermal phases. Its peak lies at very small values between 0.1
and 0.2 km s−1 and presents a wide tail reaching 5 km s−1. To
better understand the shape of this distribution, we looked at
two distinctive lines of sight for which σturb(CNM) is equal to
0.14 and 4.7 km respectively. The density, temperature and ve-
locity (z-component) profiles are plotted on Figure 9. The line
of sight with a low velocity dispersion (top of Fig.9) is com-
posed of four CNM structures with temperatures between 100
and 500 K. These clumps have homogeneous internal velocities
and their relative velocity is small (∼ 3km s−1), explaining the
low value of σturb(CNM) integrated along the line of sight. On
the other hand, if the internal velocities of the CNM structures
on the second line of sight are also homogeneous, their relative
velocity is high and close to 15 km s−1. Thus, the shape of the
histograms ofσturb(CNM) reveals that individual clumps have an
internal velocity dispersion close to 0.2 km s−1 and that the large
values are the result of the relative velocities between clumps.
Besides, the three graphs on Figure 8 show that the shape of the
σtot histograms is dominated by the thermal motions suggesting
a subsonic Mach number. Like Heitsch et al. (2005, 2006) we
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Fig. 10. Behavior of fCNM (on the left) and σturb (on the right) with the variation of the projection weight ζ, for the different values of the large
scale velocity vS (from 5 to 20 km s−1). The dotted lines frame the observational values of fCNM and σturb that we want to reproduce.
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Fig. 11. Maps of the logarithm of the integrated density along the direction z. The projection weight decreases from the left to the right and takes
the following values: 0.5, 0.4, 0.2 and 0.0. The initial density and the large scale velocity are fixed to n0 = 1.0 cm−3 and vS = 12.5 km s−1. All maps
are computed on the same column density range [0.3 1020 cm−2, 32 1020 cm−2].
conclude that the cold gas structures have subsonic internal mo-
tions and that the supersonic Mach number generally observed
in the CNM (Heiles & Troland 2003) can be the result of their
relative motions.
A similar explanation is proposed for the increase of the ob-
served Mach number with density (see Table 1). By increasing
the density, the cold mass fraction increases and so the number
of cold clumps in the box. These have relative velocities inher-
ited from the WNM and therefore supersonic with regard to their
low temperature.
As mentioned by Audit & Hennebelle (2005), we note that
at a given initial density, the efficiency of the CNM formation
decreases when the large scale turbulent velocity increases (see
Fig.6 on the left) and thus when the Mach number increases.
Va´zquez-Semadeni (2012a) argues that supersonic turbulence
acts faster than TI and thus dominates the evolution of the cloud.
It has been recently confirmed by Walch et al. (2011). As stated
in Eq. 6 and as emphasized by Hennebelle & Pe´rault (1999) the
radiative time needs to be smaller than the dynamical time for
the thermal instability to occur. Equivalently, the cooling time
must be smaller than the typical time of the stirring.
kBT
(γ − 1)nΛ < LS/vS. (19)
For fixed box size (LS ) and initial temperature, this offers a natu-
ral explanation why the transition is inefficient at the lowest den-
sities and the highest amplitudes vS. In our case LS is 20 pc and,
for typical initial conditions of n = 1 cm−3 and T = 8000 K, the
cooling time is tcool = 1.7 Myr implying that vs < 11.4km s−1.
5.2. Effect of the compressive modes
Federrath et al. (2008, 2010) showed on isothermal simulations
that the ratio of compressible to solenoidal modes in the forced
velocity field changes the structure of the gas. To understand the
effect of the nature of the turbulent forcing on the cold gas for-
mation in the thermal instability frame, we performed 42 simula-
tions (1283 pixels) with different values of the projection weight
ζ and a fixed initial density n0 = 1.0 cm−3, close to the typi-
cal WNM density. We voluntarily chose an initial density that
we showed does not induce CNM formation in the case of the
natural state of turbulent forcing (ζ = 0.5, see section 2.2) in
order to see if a different combination of compressive versus
solenoidal modes can trigger the phase transition at low density.
Like previously the velocity field amplitude vS was varied from
5 to 20 km s−1. The velocity field is either purely compressive
(ζ = 0), either purely solenoidal (ζ = 1) or a mixing of both
components (0.1 ≤ ζ ≤ 0.9). Table 2 summarizes the values
of Mobs,Mtheo, fCNM and σturb in the stationary regime for the
42 simulations. The behavior of fCNM and σturb with ζ are also
presented on Figure 10.
These results show that a turbulent field with a majority of
solenoidal modes or with an energy equilibrium between com-
pressible and vortical modes (ζ ≥ 0.5) cannot trigger the tran-
sition to CNM with this intermediate value of the initial density
(Figure 10, left). This behavior is obvious on the representations
of the integrated density on Figure 11: the more compressive
modes the velocity field has (right side), the more cold gas is
formed. For a WNM initial density of n0 = 1 cm−3, ζ needs to
be smaller than 0.3 to reach 30% of the mass in the cold phase.
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Table 3. Values of the theoretical Mach number computed at first on
all pixels and then only on the pixels with a temperature greater than
200 K, of the observational Mach number and of the turbulent velocity
dispersion for both simulations at high resolution.
Simulation Mtheo Mtheo(T>200) Mobs σturb (km s−1)
1024N01 0.85 0.80 0.47 2.77
1024N02 1.20 1.20 0.68 2.20
Besides, as previously showed and for the same reason, fCNM
increases at lower values of the large scale velocity at a given
value of the spectral weight ζ (Fig.10 left part).
One can notice that σturb continually increases with the pro-
jection weight ζ (right part of Fig.10), even when no cold gas
is created in the simulation. The turbulent motions estimated
with σturb are thus affected by their repartition in the compres-
sive and solenoidal modes. σturb increases with the energy frac-
tion injected in the solenoidal modes for the same total amount
of energy injected. The solenoidal modes are efficient at mix-
ing and uniformizing the density more efficiently than the com-
pressive modes, which create higher density contrasts correlated
with the velocity field (Federrath et al. 2010). The σturb compu-
tation gives more weight to the high density regions and thus to
the compression regions where the velocity field is close from
uniform, explaining why σturb decreases when the compressive
modes become dominant.
6. High resolution simulations
All the results presented hereafter are concerning the two
10243 cells simulations after 16 Myr. We selected two different
sets of initial conditions leading to the formation of 30 to 50%
of cold gas, a subsonic Mach number and a turbulent veloc-
ity dispersion between 2 and 3 km s−1. The first one (hereafter
1024N01) has an initial density of 1 cm−3, a majority of com-
pressible modes with ζ = 0.2, and a large scale velocity vS of
12.5 km s−1. The second one (hereafter 1024N02) has an initial
density of 2 cm−3, high enough to allow us to study the natural
state of the turbulent velocity field with ζ = 0.5, and a large scale
velocity vS of 7.5 km s−1.
Both simulations are shown on Figure 12 that represents
the integrated density along the z-axis. They reveal structures
in clumps and filaments comparable to observations. Besides,
1024N02 creates much more structures than 1024N01, suggest-
ing that it is more efficient at triggering the transition, which we
will discuss later.
6.1. Mach number
Table 3 summarizes the values ofMtheo, computed at first on all
the pixels, and then only on the pixels with a temperature greater
than 200 K,Mobs and σturb. The theoretical Mach numbers show
that 1024N01 is subsonic while 1024N02 is transsonic. Besides,
removing the cold pixels of the box (T < 200 K) in the compu-
tation of Mtheo does not change the results, suggesting that the
turbulent motions are dominated by the WNM motions, as we
will discuss it while studying the CNM structures. The observa-
tional Mach number is in both cases clearly subsonic, in agree-
ment with observations. Lastly, the computed values of σturb also
show that the observed properties of turbulence are well repro-
duced in both simulations although it is slightly lower than the
estimated value in a WNM cloud of 40 pc (∼ 3 km s−1). This is
due to the cold structures present in the simulations for which
the velocity dispersion is much lower.
6.2. Thermal distribution of the gas
As expected with the thermal instability at low Mach number,
the distributions in the P, n,T space present the evidences of a
multiphasic medium. The temperature histograms (Fig. 13) have
indeed a clear bimodal shape, with a peak in the warm phase
and one in the cold phase. Similarly the massive distributions of
the gas in a pressure-density diagram (Fig. 14) clearly show two
preferential zones: the first one at high densities and the second
one at low densities, suggesting again CNM and WNM.
However, the properties of the warm gas are slightly different
in both simulations. If the cold gas peaks at similar temperatures
in both cases (40 K for 1024N01 and 50 K for 1024N02), it is
not true for the warm gas: while the WNM of 1024N01 has a
mean temperature of 7000 K, close from the prediction of the
two-phases model (Field et al. 1969), the warm gas in 1024N02
peaks around 3500 K, two times smaller. This effect can also
be seen in the pressure-density diagrams (Fig. 14), where the
pressure of 1024N02 is smaller than the one of 1024N01 at low
densities. Therefore, while the gas at low density of 1024N01
follows the stable branch of the WNM, the gas at low density
of 1024N02 is shifted below the equilibrium curve where the
heating is dominant. This pressure difference is confirmed by
the pressure histograms presented on Figure 15, where the mean
pressure of 1024N02 (bottom) is lower than the mean pressure of
1024N01 (top). On the other hand, the density distributions pre-
sented on Figure 16 peaks around 0.5 − 0.6 cm−3 in both cases,
similar to the mean density estimated from observations proper-
ties.
Two factors can be considered to explain the presence of
such a warm gas out of equilibrium. First, raising the initial
density induces the decrease of the cooling time in the WNM
(eq. 8): tcool goes from 1.75 Myr for n0 = 1.0 cm−3 to 1.15 Myr
for n0 = 2.0 cm−3. Therefore, the warm gas at low density lo-
cated below the equilibrium in 1024N02 is cooled down faster
than in 1024N01 and does not have time to be heated enough to
reach the equilibrium curve. Secondly, the thermal equilibrium
curve considered in the pressure-density diagrams is established
for a static gas and does not take into account the energy con-
tribution of turbulence. Depending on the properties of the tur-
bulence, WNM gas can stabilized at a temperature significantly
lower than the prediction of the two-phases model.
The mass fractions of the different thermal phases have been
calculated using two different temperature thresholds and one
density threshold. All results are summarized in Table 4. We
first note that the amount of CNM created by the simulations
is 30% for 1024N01 and 50% for 1024N02. These quantities are
in perfect agreement with the predictions deduced from the 1283
simulations and with the observational constraint of Heiles &
Troland (2003) who emphasized that 40% of the mass of the H i
lie in the cold phase. Besides, we estimated in Section 3 the cold
mass fraction around 44% and the CNM volume filling factor at
1% from observations properties of H i. The CNM volume fill-
ing factor is here also well reproduced with 1% for 1024N01 and
4% for 1024N02.
Regarding the warm gas, about 20% of its mass is lying
between 2000 and 5000 K in both simulations. In 1024N02,
where the WNM-CNM transition is highly efficient, the unsta-
ble regime holds the major part of the mass (46% between 200
and 5000 K) and half of it has a temperature lower than 2000 K;
in 1024N01, where the WNM-CNM transition is less efficient,
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Fig. 12. Integrated density (along the z-axis) maps for 1024N01 on the left and 1024N02 on the right, in 1020 cm−2.
10 100 1000 10000
T (K)
105
106
107
Te
m
pe
ra
tu
re
 h
ist
og
ra
m
 (in
 cm
-
3 )
1024N01
1024N02
Fig. 13. Temperature histograms weighted by the density: 1024N01
(solid black line) and 1024N02 (dashed blue line). For the 1024N02
simulation, the histogram is normalized by 2 to be comparable to
1024N01
only 10% are lying in the unstable regime under 2000 K and a
significant amount of the gas lies in the WNM range beyond
5000 K (40%).
If we use a density threshold to separate the phases, we note
that both simulations hold the same amount of mass of unstable
gas (∼ 30%) and that the difference between the two simulations
only lies in the CNM and WNM phases : the amount of gas that
does not transfer to CNM in 1024N01 stays in the WNM phase.
Besides, in the 1024N01 case, the three thermal phases are
distributed like 1/3-1/3-1/3, as observed by Heiles & Troland
(2003), while in the 1024N02 case, the mass fraction of WNM is
lower of a factor 2 and more than 50% of the mass is in the CNM.
2D density slices with isocontours placed at 200 K (blue) and
2000 K (red) are presented on Figure 17. The highest tempera-
ture threshold has been consciously chosen lower than the usual
limit at 5000 K in order to see the distribution of the thermally
unstable gas. The gas lying between 2000 and 5000 K is indeed
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Fig. 14. Distributions of mass in a pressure-density diagram with on
the top the 1024N01 simulation and on the bottom the 1024N02 sim-
ulation. The unit of the 2D histogram is the logarithm of the density
(in cm−3). The solid blue curve shows the thermal equilibrium (cooling
equal to heating) with the processes implemented in HERACLES, the
dashed-dotted lines are the 200 K (green) and 5000 K (yellow) isother-
mal curves.
widely distributed and does not show any preferential location.
On the other hand, the thermally unstable gas below 2000 K lies
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Table 4. Mass fractions for the three thermal phases : cold, warm, unstable range, Mach number and turbulent velocity dispersion at 16 Myr for
two different criteria in temperature and a density criterion.
simulation fCNM fUNSTABLE fWNM CNM volume WNM volume
T<200K 200K<T<5000K T>5000K filling factor filling factor
1024N01 0.30 0.29 0.41 1% 66%
1024N02 0.51 0.46 0.03 4% 14%
T<200K 200K<T<2000K T>2000K
1024N01 0.30 0.10 0.59 1% 95%
1024N02 0.51 0.25 0.24 4% 73%
n > 7.0 cm−3 0.8 cm−3< n <7.0 cm−3 n < 0.8 cm−3
1024N01 0.33 0.32 0.35 1% 75%
1024N02 0.54 0.31 0.15 4% 60%
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Fig. 15. Pressure histograms from 1024N01 (top) and 1024N02 (bot-
tom). The black line is the histogram of the 3 dimensional pressure,
the blue one is the histogram of the averaged pressure along the line of
sight. The associated colored dashed lines are the lognormal fits. The
red dashed-dotted line represent the lognormal fit found by Jenkins &
Tripp (2011) on observations. The lognormal coefficients ([a1, a2] – see
Eq. 20) are [3.58,0.175] for Jenkins & Tripp (2011) For the 3D and
averaged pressure, they are [3.58, 0.29], [3.58,0.14] for 1024N01 and
[3.35, 0.20], [3.38, 0.09] for 1024N02.
preferentially around the cold structures as sheets around the
denser regions, in agreement with Gazol & Kim (2010).
6.3. Pressure range
Jenkins & Tripp (2011) used observations in absorption to study
the distribution of the thermal pressure in the diffuse, cold neu-
tral medium. They found that the pressure distribution, weighted
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Fig. 16. Density pdfs for both simulations: 1024N01 (solid black line)
and 1024N02 (dashed blue line).
by the mass density, is well fitted by a lognormal. The pressure
histograms weighted by the density of our simulations are also
well represented by lognormal distributions. Figure 15 show the
3D pressure histograms weighted by the density (black lines),
the averaged pressure weighted by the column density (blue
lines), the fitted lognormal distributions (dashed lines) and the
lognormal distribution found by Jenkins & Tripp (2011) (red
dotted line). The averaged pressure is computed on each line of
sight and is itself weighted by the density of each cell. By do-
ing this, we try to get closer to real observations in which the
3-dimensional pressure is not available. Following the definition
of Jenkins & Tripp (2011),
dn
d log P/k
= a0 × exp
(
− (log P/k − a1)
2
2 × a22
)
, (20)
the values found for our lognormal fits are given in the cap-
tion of Fig. 15. The simulation 1024N01 peaks at the same
value than their results, meaning 3800 K cm−3. The pressure
peak of 1024N02 stays close although slightly lower at 3.35 dex
(2200 K cm−3). These two values lie exactly in the pressure
range allowing a two-phase medium according to Field et al.
(1969). As expected, we note that the width of the distributions
are larger for the 3D pressure histograms than the averaged pres-
sure histograms in both cases (0.29 and 0.20 compared to 0.14
and 0.09 respectively). The average along the line of sight indeed
smoothes the most extreme values. Besides, the distributions of
1024N01 are larger than 1024N02, which can be explained by
the lower amplitude of the turbulent stirring used in 1024N02.
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Fig. 17. Logarithme of a density (cm−3) snapshots from the 10243 simulations, with contours from the temperature at 200 K (blue lines) and 2000 K
(red lines). Left: 1024N01, right: 1024N02
However, the width obtained in these simulations are close to
the result of Jenkins & Tripp (2011) and thus are in agreement
with the observations.
6.4. Density pdfs
The density distribution is of great importance in turbulence
studies. Many simulations of molecular clouds have shown that
the density distribution of an isothermal gas follows a lognor-
mal law with a widening that depends on the Mach number
(Va´zquez-Semadeni 1994; Passot & Va´zquez-Semadeni 1998;
Federrath et al. 2008). The density distribution of a two-phases
gas is however more complex and often presents a bimodal
shape (Hennebelle et al. 2008; Audit & Hennebelle 2005, 2010).
Piontek & Ostriker (2005), Gazol et al. (2005) and Walch et al.
(2011) showed that density pdfs are broadened and loose the bi-
modal shape when the Mach number increases, as most of the
gas move to the thermally unstable range. The density distribu-
tions presented on Figure 16 point the evidence of a transsonic
biphasic gas with two distinct peaks, one at low densities, 0.4-
0.5 cm−3, in agreement with the density estimation in the WNM,
and the other one around 10-20 cm−3, in agreement with the den-
sity in the CNM.
To compare with studies of molecular clouds, we tried to
fit lognormals on cold peaks for each simulation. Regarding the
high density part, it is possible to fit the right tail with a lognor-
mal, but for both simulations, the lognormals are overly broad.
The left tail of the lognormals are indeed going to too low den-
sities to be a good approximation of the CNM density pdf. To
confirm this, we separated the cells of the box where T < 200K
and plotted the pdfs of the CNM. They did not show any charac-
teristic shape, and it was impossible to fit lognormals on them.
We also didn’t find any evidence of a power law tail as Seifried
et al. (2011) did. Therefore, if some lognormal fit is possible on
the high density part of the pdf, it cannot be used to draw any
physical conclusion.
6.5. Power spectra
Compared with converging flow simulations, the stirring in
Fourier provides a way to better study the velocity and density
power spectra and therefore characterize the specific properties
of the turbulence in a two-phase medium. What is shown here
is a study of the statistical properties of the density and veloc-
ity fields in 2D slices along the z-direction2. We choose the z-
component of the velocity and not its norm to stay closer to
what observations have acces to. For comparison purposes, we
also ran a 10243 cells isothermal simulation, using the same tur-
bulent stirring than 1024N01 (ζ = 0.2 and vS = 12 km s−1), an
initial density of n = 1 cm−3 and a temperature of 8000 K. For
each simulation, we calculated for each cut along the z-axis the
density contrast < n > /σ(n), the maximum of the density and
computed 2D power spectra of the density and the velocity. We
present on Figures 18 and 19 the evolution of the contrast, the
density maximum, and the slopes of the power spectra with z
and on Figures 20 and 21 the compensated mean power spectra
k8/3P(k) of the density and velocity cuts for 1024N01 and for
the isothermal simulation (these power spectra for 1024N02 be-
ing similar to those of 1024N01, they are not displayed here).
The errors bars represent the (1σ) variations on the 1024 cuts.
As shown by Kim & Ryu (2005), the density power spectrum
of the isothermal and subsonic simulation has a Kolmogorov
slope of -8/3. We note that the velocity power spectrum also fol-
lows the Kolmogorov law. The estimation of the slope of the
power spectrum in the inertial zone of numerically simulated
turbulence can only be done on a small scale range due to the
turbulent forcing at large scale and the numerical dissipation at
small scales. The size of the simulations (10243) and the use of
an isothermal simulation are of great help in the estimation of
the inertial range, since the result is known (P(k) ∝ k−8/3 in 2D).
We deduce from the power spectra of the isothermal simulation
2 the choice of the axis is not important as the simulations are
isotropic due to the turbulent stirring in Fourier space.
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Fig. 18. Isothermal simulation. Bottom: 2D power spectra slopes of den-
sity (Pk(n)) and velocity (Pk(vz)) cuts along z. For each cut, the plots on
the top give the maximum of the density map and the density contrast.
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Fig. 19. Simulations with thermal instability. Bottom: 2D power spectra
slopes of density (Pk(n)) and velocity (Pk(vz)) cuts along z. For each
cut, the plots on the top give the maximum of the density map and the
density contrast.
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Fig. 21. Mean velocity compensated power spectra Pkk2.67 for 1024N01
that the Kolmogorov slope is well reproduced on the decade of
scales 0.003 < k < 0.03 (or −2.52 < log k < −1.52). All the
values of slopes fitted on the simulations with thermal instability
have been computed on this range of scales.
Regarding the TI simulations, the velocity power spectra
are slightly flatter from Kolmogorov with slopes of -2.4 for
1024N01 and -2.3 for 1024N02. On the other hand, the den-
sity power spectra are far from Kolmogorov with slopes of
-1.3 for 1024N01 and -1.5 for 1024N02. This is due to the
much higher density contrast. Its values are indeed around 4
(< Cn01 >= 4.6± 1.4 and < Cn02 >= 3.8± 0.7) while the density
contrast of the isothermal simulation is almost constant from a
cut to another and stays close from 0.6 (fig. 18).
In supersonic turbulent flows it is generally observed that the
slope of the density power spectrum flattens with the increase of
the Mach number. This effect has been reported for isothermal
(Kim & Ryu 2005) and supersonic, thermally bistable (Gazol
& Kim 2010) flows. This effect is related to the increase of the
width of the log-normal PDF of the density with Mach num-
ber (Va´zquez-Semadeni 2012b). It was also noted that while the
the density power spectrum flattens with the Mach number, the
velocity power spectrum stays close from Kolmogorov (Kritsuk
et al. 2007), slightly steeper tough.
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We observe a similar behavior on simulations of transsonic,
thermally bistable turbulence; the density power spectrum is
much flatter while the velocity power spectra stay close to
Kolmogorov estimate. Hennebelle & Audit (2007) emphasized
that the density fluctuations of the H i, and thus the density
contrast, are due to the thermal instability at low Mach num-
bers while supersonic shocks dominate at high Mach numbers.
The TI simulations are indeed much more structured at small
scales than the sub-sonic isothermal one. We also want to point
out that the power spectrum of the logarithm of the density
(Pk(log(n)) ), which traces more directly the velocity power
spectra through the equation of continuity, has a slope very close
to the Kolmogorov law for both 1024N01 and 1024N02.
6.6. CNM structures
Two observational facts often attributed to the self-similarity in-
duced by the turbulent cascade in the interstellar medium are the
mass-scale (M ∝ Lα – Larson 1981; Elmegreen & Falgarone
1996; Roman-Duval et al. 2010) and velocity dispersion-scale
(σturb=σ1pcLγ – Larson 1981; Heyer & Brunt 2004) relations ob-
served in molecular clouds. If CNM clumps are the precursors of
the molecular matter, it is interesting to see of they follow simi-
lar laws. To identify CNM clumps in the simulations we selected
pixels having a density greater than 5 cm−3. Structures were then
identified as islands of spatially connected pixels. Following the
approach of Hennebelle et al. (2007), the size of a structure is
defined using the largest eigenvalue λ1 of its inertial matrix I:
Iii =
∫
(x2j + x
2
k)dm (21)
Ii j =
∫
xix jdm (22)
I ji = Ii j with i, j, k ∈ [1, 2, 3] and i , j , k (23)
The xi, i ∈ 1, 2, 3, are the pixels coordinates and dm the infinites-
imal mass. One can thus estimate the size of the structure by
computing L =
√
λ1/M, where M is its mass. We point out that
Audit & Hennebelle (2010) investigated other choices than the
largest eigenvalue, as the geometrical mean of the eigenvalues,
and found very similar results.
Figure 22 shows the relation between the mass and the size
of the structures for 1024N01 (this relation for 1024N02 being
similar to that of 1024N01, it is not displayed here). We found
slopes of 2.25 ± 0.05 and 2.28 ± 0.03 for 1024N01 and 1024N02
respectively. This results are in agreement with previous work
on isothermal simulations (Kritsuk et al. 2007; Federrath et al.
2009) and on simulations including the thermal instability (Audit
& Hennebelle 2010). They are also in agreement with the re-
sults obtained on CO observations by Elmegreen & Falgarone
(1996) who found a value between 2.2 and 2.5 on a large sample
of independent molecular clouds. Recently, Roman-Duval et al.
(2010) measured an index of 2.36 on 580 molecular clouds. The
structure observed here on H i simulations is similar to molecular
clouds.
Similarly we investigated the relation between the velocity
dispersion and the size of the CNM clumps. The velocity disper-
sion is computed as:
σ(|v|) =
∑
ρ(|v| − |v0|)2∑
ρ
(24)
Fig. 22. Structures mass versus their size for 1024N01.
Fig. 23. Distribution of the velocity dispersion inside each clump versus
their size. We overplotted in red the fit of the scatter 0.70 × L0.41
with v0 the mean velocity of each structure weighted by the den-
sity ρ
v0 =
∑
ρ|v|∑
ρ
. (25)
Figure 23 represents the values of σ(|v|) versus size for the struc-
tures found in simulation 1024N01 (this relation for 1024N02
being similar to that of 1024N01, it is not displayed here).
The fits obtained are 0.70 × L0.41 for 1024N01 and 0.51 × L0.42.
These are compatible with the results of Audit & Hennebelle
(2010) who found 0.33 < γ < 0.53. They are also in agreement
with the values measured on observations : 0.37 in H i clouds
(Larson 1979) and molecular clouds (Larson 1981), and 0.5 ob-
tained on a large sample of molecular clouds by Heyer & Brunt
(2004). All these values are also close to the estimated value of γ
for subsonic turbulence. On the other hand, the values obtained
here for σ1pc, 0.70 and 0.51 km s−1, are lower than the results
presented by Audit & Hennebelle (2010) who found values be-
tween 1.2 and 3.3 km s−1but with a different forcing scheme. The
turbulence in their simulation is indeed produced by WNM con-
verging flows with a Mach number close from 1.5. This type of
forcing is very efficient to create cold structures but induces a
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Fig. 24. Histograms of σ(vZ)/L1/3 for the 1024N01 simulation in the
solid black line, and 1024N02 in the dashed blue line.
Mach number in the WNM higher than the one observed in the
diffuse medium.
To compare to the work of Wolfire et al. (2003) and to
the value 0.92 km s−1 estimated in § 3, we computed σ(1) =
σ(|v|)/L1/3pc for each CNM structure using the the theoretical
value γ = 1/3 expected for a subsonic turbulence. The his-
tograms presented on Figure 24 peak around 0.8 and 0.6 km s−1
for 1024N01 and 1024N02 respectively. These values are in
agreement with the velocity dispersion at 1 pc we wanted to re-
produce in these simulations and with the work of Wolfire et al.
(2003). The fact that σ1pc is well reproduced suggests that the
internal dynamics of the CNM clumps is related to the dynamics
in the WNM. To confirm this assertion, we computed the mean
velocity dispersion < σ(|v|) >. We obtained 0.3 and 0.4 km s−1,
much lower than the mean thermal velocities inside the clumps:
1.7 km s−1 for 1024N01 and 1.3 km s−1 for 1024N02. The indi-
vidual cold structures are therefore subsonic. On the other hand,
the relative motions between the clumps are greater. We com-
puted the cloud-cloud velocity dispersion as
σ2cc =
∑Ng
0 (v0− < v0 >)2
Ng
(26)
Ng being the number of clumps. We obtained σcc = 2.3 km s−1
for 1024N01 and σcc = 1.9 km s−1. These values are very close
from the total velocity dispersions in the boxes (2.8 km s−1 for
1024N01 and 2.2 km s−1 for 1024N02), suggesting again that the
clumps motions are related to the motions in the WNM. This
means that the CNM structures keep the memory of the flow
in which they were formed and that little dissipation occurs in
cloud-cloud collisions. We thus conclude that a significant frac-
tion of the observed 21 cm line broadening is due to the relative
motions of the clumps and is not the result of internal supersonic
motions. This is in agreement with the work of Heitsch et al.
(2005, 2006) who simulated the formation of molecular clouds
from H i converging flows and reached the same conclusion.
7. Summary and discussion
The discussion of the results are divided in two parts. First we
discuss the physical conditions that favor the formation of CNM
in the local ISM. Second we describe the results on the physical
properties of the CNM itself, based on the analysis of the two
simulations at high resolution (10243).
7.1. Formation of the CNM
1. The first main result of the parameter study on 1283 sim-
ulations is that the fiducial conditions of the warm neutral
medium (n = 0.2 cm−3 and T = 8000 K) do not lead to the
formation of cold gas, whatever the turbulence properties in
the range we explored. With a slight increase of the den-
sity (1 cm−3), a majority of compressive modes of the stir-
ring are needed to trigger the transition. A higher increase
of the initial WNM density (above 1.5 cm−3) produces CNM
very efficiently. A moderate compression effect is therefore
needed to trigger the transition with either a compressive ve-
locity turbulent field or with an increase of the WNM density
(or pressure). To first order the required increase in pressure
(from P1 to P2) for the WNM-CNM transition could happen
by the confluence of two flows with a relative velocity ∆V :
∆V =
[
(P2 − P1)
( 1
ρ1
− 1
ρ2
)]1/2
. (27)
Considering n1 = 0.5 cm−3 (typical density in the WNM),
n2 = 2.0 cm−3 (initial density of 1024N02) and T = 8000 K,
one obtains ∆V = 10.3 km s−1. The pressure increase needed
to place the WNM into suitable conditions to trigger the tran-
sition can happen with converging flows with a relative ve-
locity of 10 km s−1, which is completely feasible in cases of
supernovæ explosions or stellar winds and compatible with
the idea that turbulence at large scales is produced by con-
verging flows induced by the star formation activty (Ferrie`re
2001; Elmegreen & Scalo 2004; McKee & Ostriker 2007; de
Avillez & Breitschwerdt 2007; Kim et al. 2010, 2011).
2. The second main result is that a sub or transsonic turbulence
is required to get CNM gas with properties in agreement with
observations ( fCNM∼ 40% and σturb∼ 3 km s−1). In oppo-
sition to an isothermal gas, it is rather inefficient to inject
supersonic turbulence to produce high density structure in a
thermally bistable turbulent flow. This result ties up with the
idea of Va´zquez-Semadeni (2012b) and can be explained by
Eq. 6: when tdyn is lower than tcool, turbulent compressions
and depressions act quicker than the thermal instability and
prevent its development. On the contrary, when tcool < tdyn,
the gas has time to cool down while turbulence is compress-
ing it and to reach the stable branch of the CNM before its
reexpansion. This argument is in agreement with previous
studies. Walch et al. (2011) observed that, in the conditions
of the solar neighborhood, the two phases appear only for
low Mach number. Gazol et al. (2005) also gathered that the
ratio tcool/tdyn increases with the Mach number and that the
structures become transient and move away from the cold
branch of the thermal equilibrium. At the same time, Heitsch
et al. (2005) deduced from their simulations of H i converg-
ing flows that the thermal instability is dominant when the
density is high and the velocity of the flow low.
3. The third important result is related to the impact of the
distribution of the turbulent energy between the solenoidal
and compressive modes. Simulations with moderate initial
WNM density (n0 = 1.0 cm−3) and a purely compressive
forcing field (ζ = 0) leads to a good fraction of CNM,
close to what is deduced from observations, but in a very
long time (> 20 Myr). Besides, the Mach number and the
turbulent velocity dispersion also need more than 10 Myr
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to converge to the observed values, suggesting that the
turbulence takes a long time to be fully developed, namely
to distribute the energy of the compressive modes towards
the solenoidal modes that are responsible for the turbulent
cascade. The convergence and the conversion of the WNM
in CNM is much faster (∼ 1 Myr) in the case of turbulence
with a natural ratio of solenoidal to compressive modes but
in this case a slightly higher WNM density (n0 > 1.5 cm−3)
is required to trigger the transition. Given these timescales,
we conclude that it is more likely that the formation of CNM
structures occurs by an increase of the WNM density rather
than purely compressive turbulent energy injection at lower
density.
7.2. Structure of the bistable and turbulent H i
We summarize here the main results obtained on the H i simula-
tions at high resolution.
1. We initially showed that these simulations reproduce well
the observed physical quantities used as constraints for the
parameter study : a cold mass fraction around 40% with a
CNM volume filling factor going from 1 to 4%, a transsonic
Mach number and a turbulent velocity dispersion estimated
around 3 km s−1 for 40 pc. Furthermore, the mass of the gas
is distributed in the simulations as it is observed by Heiles &
Troland (2003) between the thermally unstable regime and
the WNM defined by a density criterion. Finally, the pres-
sures are in very good agreement with the observations of
Jenkins & Tripp (2011), for both the mean and the disper-
sion. It is remarkable that the pressures are stabilized right in
the pressure range allowed by the two-phases medium (Field
et al. 1969; Wolfire et al. 2003), even when the initial pres-
sures are higher.
2. We noted that the thermally unstable gas, defined with tem-
peratures included between 200 and 5000 K behave in two
different ways, depending on its temperature. The gas be-
tween 200 and 2000 K is located at the interface of the cold
clumps and the warm gas while the gas beyond 2000 K is dy-
namically connected to the WNM and is widely distributed
in the box. This wide distribution of the unstable gas has also
been noticed by Gazol & Kim (2010) who observed that the
boundaries between CNM and WNM are sharper when the
Mach number is very low (0.2), due to the unperturbed de-
velopment of the thermal instability by turbulence.
3. The density distribution is bimodal, bearing the character-
istic of a bistable gas, as noticed by Piontek & Ostriker
(2004) and Audit & Hennebelle (2010) in a multiphasic
medium. This characteristic can be seen here because the gas
is transsonic. Indeed, a high turbulence maintains the gas in
the thermally unstable regime (Gazol et al. 2005; Walch et al.
2011) and breaks the bimodality of the distribution that tends
to be close from a single peak lognormal function. As men-
tioned by Va´zquez-Semadeni (2012a), this is due to the fact
that for strong turbulence, the gas is not in the thermal equi-
librium locus of the pressure-density phase diagram but it is
rather mostly in the thermally unstable range. This might not
be representative of the Solar neighborhood where the WNM
is thought to be transsonic, implying a bimodal density PDF.
In this case we showed that the modelling of the density PDF
as a lognormal is not convincing, not even the high density
part where we do not observed a power law tail either.
4. The velocity power spectra of the simulations with ther-
mal instability follow the Kolmogorov law (-8/3 in 2D) with
slopes equals to -2.4 and -2.3 for 1024N01 and 1024N02 re-
spectively. On the other hand, the density power spectra are
much flatter (-1.3 and -1.4) and the density contrasts high
(around 4). These signatures are the direct result of the for-
mation of dense structure by the thermal instability in a low
Mach number flow (Hennebelle & Audit 2007). It is inter-
esting to point out that the power spectra behavior observed
here is similar to the one seen in supersonic isothermal flows
where the density power spectrum flattens with the increase
of the the Mach number (Kim & Ryu 2005) while the veloc-
ity power spectrum stays close to Kolmogorov (Kritsuk et al.
2007) or even steeper.
5. The mass-scale relation M ∝ Lα found (α = 2.25 and 2.28)
for clumps with a density higher than 5 cm−3 are in good
agreement with observations (Elmegreen & Falgarone 1996;
Roman-Duval et al. 2010) as well as with previous numer-
ical studies, even when different conditions and algorithm
are used (Kritsuk et al. 2007; Federrath et al. 2009; Audit
& Hennebelle 2010). The γ-index of the velocity dispersion-
scale relation (σ ∝ Lγ) is also well reproduced in both sim-
ulations with values of 0.41 and 0.42. These values are sim-
ilar to the ones obtained on numerical simulations (Audit
& Hennebelle 2010), to the observed in molecular clouds
(Larson 1981; Heyer & Brunt 2004), but also to the value ex-
pected for a subsonic turbulence γ = 1/3. These results sug-
gest that the self-similar density structure observed in molec-
ular clouds could be inherited from the H i from which they
formed.
6. The internal velocity dispersion of the cold structures (0.3-
0.4 km s−1) indicate that they are clearly subsonic (the ther-
mal velocity dispersion is 1.3-1.7 km s−1). Like for the
WNM, the turbulent velocity dispersion of clumps in-
creases with scale with a normalisation at 1 pc of σ(1) =
0.6 − 0.8 km s−1, very close to the value found in the
WNM. Similarly, the cloud-cloud velocity dispersion is
1.9-2.3 km s−1, close to the total velocity dispersions in
the boxes (2.2-2.8 km s−1). This implies that the turbulent
motions inside clumps and the relative velocities between
them are related to the motions of the WNM from which
they were formed. Individually, the clouds are subsonic but
their relative velocities are supersonic relative to the CNM
sound speed (in accordance with Koyama & Inutsuka 2002;
Heitsch et al. 2005). This result is in complete agreement
with the work of Hennebelle & Audit (2007) who noticed
that the CNM velocity dispersion estimated from 21 cm
spectra is greater than the mean velocity dispersion of the
CNM structures identified in their simulation. This means
that a non negligible fraction of the measured velocity dis-
persion is caused by the relative motions of the clumps along
the line of sight, suggesting that the observed line broaden-
ing is likely to be due to the relative clumps motions rather
than supersonic turbulence.
8. Conclusion
We have presented a set of 90 low resolution simulations (1283
pixels) in order to study the physical conditions that lead to the
production of CNM structures out of purely WNM gas, given
the observational constraints (velocity dispersion, density, pres-
sure) and the model of Wolfire et al. (2003) of the heating and
cooling processes at play in the diffuse ISM. These simulations
show that WNM gas at typical values of density, temperature
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and turbulent motions do not transit to CNM gas. The typical
volume density of the WNM in the disk lies between 0.2 and 0.5
cm−3. We showed that WNM with initial density under 1 cm−3
never transit into a cold phase, whatever the turbulent conditions.
Stronger turbulent motions clearly does not help in producing
cold gas, in fact we showed that it is the opposite. On the other
hand a moderate increase of the WNM density (or equivalently
of its pressure) is very efficient; all simulations with an initial
density higher than 1.5 cm−3 do transit and the amount of cold
gas in the simulation increases with the density. When the initial
density reaches 3 cm−3, all simulations achieve to create at least
90% of CNM. These results were obtained with a natural bal-
ance between compressive and solenoidal modes in the injected
velocity field. In this case the formation of CNM gas is almost
instantaneous as soon as the turbulence is fully developed. We
also explored the case of an intermediate initial density (1 cm−3)
but with varying the ratio of solenoidal to compressive mode in
the turbulent forcing. We showed that, at this density, the tran-
sition into CNM only occurs when there is a majority of com-
pressible modes in the turbulent velocity field but this process is
much slower (10 – 20 Myr).
We conclude that the ISM turbulence cascade on its own
cannot induce a transition from WNM into CNM at the average
density of the WNM. The production of CNM is likely to be
due to turbulent motions of moderate amplitude associated to a
compressive event of the WNM that could be led by transient
phenomena such as outflows, supernova explosion or spiral
density waves. This would trigger the phase transition without
delay. Once formed, the amount of CNM gas is dynamically
stable. Therefore there is no need for a constant energy injection
to maintain the high density contrast of the H i.
We also have presented a detailed study of the H i based on
two higher resolution (10243 pixels) simulations. To our knowl-
edge these are the largest simulations to date that include the
thermal instability and a pseudo-spectral turbulent stirring. The
bimodal temperature and density histograms show the evidence
of a bistable medium and the massive fractions of each phase,
the Mach number of the WNM and the pressure distributions are
all in agreement with observations. With these simulations we
confirm a number of results of previous studies based on con-
verging flows (Heitsch et al. 2006; Hennebelle & Audit 2007;
Audit & Hennebelle 2010) that showed that the structure of the
CNM and WNM are tightly interwoven: the two media share
the same velocity fields and the CNM cloud-cloud velocity dis-
persions is close to the WNM sound speed. While the individ-
ual CNM structures are clearly subsonic, their relative motions
are supersonic with respect to their own temperature. In addi-
tion, thanks to the pseudo-spectral forcing method, the statisti-
cal properties of the turbulent bi-stable flow could be analysed
on a larger range of scales than could be done in previous stud-
ies. We found that for such sub/transsonic bistable flows, the
velocity field keeps the properties of subsonic turbulence with
P(k) ∝ k−8/3 while the density is highly contrasted, reminis-
cent of what is observed for supersonic flows and in molecular
clouds. In the case of the H i simulated here, the joined action of
the turbulence and the thermal instability allows the formation
of long-lasting cold and dense structures without need for super-
sonic motions, providing a favorable terrain for the formation of
highly contrasted molecular couds. We now intent to use these
high resolution simulations to create synthetic observations and
to test and improve some analysis methods used on observations.
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