НАВЕДЕННАЯ ЗАВИСИМОСТЬ, ВЗАИМОДЕЙСТВИЕ ФАКТОРОВ И РАЗЛИЧЕНИЕ КАУЗАЛЬНЫХ СТРУКТУР.  ПРИЧИННО-СЛЕДСТВЕННЫХ СВЯЗЕЙ by Балабанов  А.С.
26.04.2016 1
О.С. Балабанов
док. фіз.-мат. наук,   к.т.н. 
(Інститут програмних систем НАН України,
Київ)
Індукована залежність,                          
взаємодія факторів
та розрізнення каузальних структур
2016
Induced dependence, factor interaction,                                  
and discriminating between causal structures
O.S. Balabanov
26.04.2016 2
Розглядається модель (ситуація) :    
дві взаємно незалежних змінних впливають на третю змінну –
їхній спільний ефект (відгук). 
~ (Абстрактно: дві взаємонезалежні змінні, обидві залежні від третьої).   
X
Y
ZЗагальний опис:   (x,z)├→ p(y) ; 
Info(x;z)=0;     Info(y; (x,z)) ≠ 0 . 
y = ax + bz + ε3. 
x = ε1 ; z = ε2 ;
),(~ iii mN σε ji εε ⊥
y = f(x,z) + e;  
x~g(x);  z~h(z);  e~q(e); 
x ┴ z ;   x ┴ e ;   z ┴ e . 
– нешунтований “колайдер” (“колізор”)
( Collider ;  коллайдер )
Безпосер. зв’язок ~ ребро
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Незалежність X та Y
p(X,Y) = p(X)p(Y); 
Info(X,Z)=0;     Ind(X,Z)
Умовна незалежність Ind(X,Z|S);  
Залежність
p(X,Y) ≠ p(X)p(Y); 
Dep(X,Z)
Умовна залежність Dep(X,Z|S);  




y = f(x)+ ε2 ; z = g(y)+ ε3 .
Марковська властивість –
Ind(X,Z|Y) . 
Ind(X,Z) -?  v Dep(X,Z) - ?. 
Припущення “Каузальної неоманливості”






Нехай в сумісному розподілі ймовірностей ,                 
де змінна Y – бінарна,   маємо . 







p(Z|X) = p(Z)= (3/4, 1/4); – незалежність Ind(X,Z);
Аномальна модель (оманлива)
Аномальний паттерн:
Ind(X,Z) & Ind(X,Z|Y)  & Dep(X,Y)  & Dep(Y,Z) 
X Y Z
[2]               [3]               [2]   
Параметри: 
p(Y|x1)=( 1/4, 5/16, 7/16);               
p(Y|x2)=( 1/2, 3/8, 1/8); 
p(Z|y1)=( 2/3, 1/3);    
p(Z|y2)=( 7/8, 1/8);           
p(Z|y3)=( 17/24, 7/24).  
Цю модель можна описати як колайдер (аномальний) 
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z = by + ε3. 
x = ε1 ;
y = ax + ε2 ;
),(~ iii mN σε ji εε ⊥
ρxz = ρxy · ρyz ;   
-
Неперервні змінні




Неперервні змінні (“не-транзитивність” ?)
Не вдалося зробити змінні X та Z незалежними; 













обратной функции  только по














Характеристика Ind(X,Z) & Dep(X,Z|Y). 
“Контрастні” каузальні структури : 
Наведена, індукована, провокована залежність між X та Z : 
Ind(X,Z) & Dep(X,Z|Y) ; (провокується за допомогою Y )  
p(XYZ) = p(X)·p(Z)·p(Y|XZ);p(XYZ) = p(X)·p(Y|X)·p(Z|Y); 
Визначення: 
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y = ax + bz + ε3. 
x = ε1 ; z = ε2 ;
),,(~ iii mN σε ji εε ⊥
Провокована залежність: 






Не-транзитивність залежності для трійки змінних – підстава
для ідентифікації колайдера, = орієнтація ребер
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Доведено :   _
Лема .
Якщо в сумісному умовному розподілі ймовірностей , 
де змінна Y – бінарна, виконується та , 
то справедливо .  
)|,Ind( SZX )|,Ind( SYZX
))|()|(( SS XYpYp − 0))|()|(( =−⋅ SS ZYpYp
( )S|XYZp
Твердження . Якщо в сумісному розподілі ймовірностей , де
змінна Y – бінарна, виконується ,                                        та
,   то тоді буде . 
( )XYZp
),Ind( ZX ≠)|( XZYp )|( ZYp




SВипадок бінарної центральної змінної
(провокована залежність)
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Чому самої “не-транзитивності” недостатньо










Проте з'являється інша проблема :    
справжній колайдер іноді не розпізнається
(коли провокована залежність r xz.y –
нижче порога). Але таких випадків – менше.  
X Y Z X Y Z
Лінійна модель
Спрощена техніка орієнтації ребер:  
Відбираємо випадки r xy > t &  r yz > t ;
паттерн (r xy > t ) & ( r yz > t ) & ( r xz < t )          
трактуємо як колайдер.  
Для t =0,005   => 2% помилок. 
Для t =0,05 => 11% помилок.
Для t =0,1 => 17% помилок.
Розпізнання колайдера
тільки за підтвердження у
формі r xz.y > t 
=> помилки виключаються. 
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Розрізнення “ланцюга” та “колайдера” за допомогою
провокованої залежності для дискретних змінних
X Y Z X Y Z




як колайдерів : 
50% ÷ 70%  (бінарні змінні) 




Info(X,Z|Y) > t . 
=> не всі справжні колайдери
розпізнаються, а тільки
≈50% (бінарні змінні) та
77% ÷ 83%  (тризначні змінні) . 
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Каузальні зв'язки (відносини) ?
Чи дійсно зазначені змінні як причини впливають на
третю змінну ?
– спостерігаємо не самі “причини”, а їх індикатори (якісь дві
















Q W Змінна Y не впливає на ті
змінні, між якими вона
провокує залежність
26.04.2016 14
Для виявлення спрямованого впливу вирішальним є
ідентифікація “хвоста” зв'язку. 
Процес орієнтації зв'язків стартує від ідентифікації “вістря”
ребер. 
Визначення зв'язків моделі та їх орієнтація базуються на
принципі вибору мінімальної моделі серед адекватних.   




[Spirtes, Glymour & Schenes ]
Ідеологи : 
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У не-виродженому колайдері одна чи дві дуги можуть бути маскованими, –
Ind(X,Y) ,    Ind(Y,Z) . 






Масковані ребра (дуги)  
У твердженні на 9-му слайді записано не Dep(X,Y) та Dep(Y,Z) ,   а
p(Y|X,Z)≠p(Y|X),   p(Y|X,Z)≠p(Y|Z) .  
Приклад. Колайдер з бінарними змінними; 
параметри визначені так: 
p(X)=(6/7, 1/7);            
p(Z) = (2/7, 5/7);  X   Z          p(Y)
0     0       0.3    0,7
1 0       0.8 0,2
0     1 0.4 0,6
1 1 0.2 0,8
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Аномалий паттерн ( без бінарності )
Неможливість такої декомпозиції ефекту – взаємодія факторів
Лема . 
Якщо в сумісному умовному розподілі ймовірностей ,  
виконується та , 
то справедливо .  
)|,Ind( SZX )|,Ind( SYZX
( )S|XYZp
=)|( SXZYp )|()|( SS ZYpXYp ⋅ ( )S|/ Yp
– інформаційна міра провокованої залежності в колайдері
ZYX ←→
)|,Info( YZX
)),(,Info( ZXY – повна “родинна” інформація
Декомпозиція (“факторизація”) умовного розподілу
ймовірностей залежної змінної за факторами –
означає не-взаємодію факторів
p(Y|X,Z) = p(Y|X)·p(Y|Z)/p(Y) 
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)|,Info( YZX+=),Info( XZY ),Info(),Info( YZYX +
=)|,Info( YZX ),Info( XZY ),Info(),Info( YZYX −−
або: 
Використовуючи посилку вивели рівняння),Ind( ZX
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Абстрактна (алгебраїчна) характеристика:                                    
[ Darroch & Speed, - / Annals of Statistics, 1983 ].
В практичних дослідж. –
Нелінійність, неадитивність
(добуток факторів) 
В моделях логічного типу –
набір кон'юнкцій достатньої причини
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=λ ),/Info()|,Info( YXZYZX
Показник сили взаємодії факторів






коефіцієнта детермінації)  
Показник сили взаємодії факторів для
лінійних залежностей –
λ(L) = rxz.y / Ry(x,z)   




Для тризначних X,Y, Z
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У колайдері з дійсними змінними
дуги теж можуть сприйматися як масковані
(одновимірна залежність не проявляється) 
для всіх x :   M[Y|x] = M[ε] = const ;
(В “однофакторному аналізі” змінні X та Z
не впливають на середнє значення Y ) 
Рівняння моделі: 
Y = X·Z + ε ;
• ф-ї щільності f(x) та f(z) –
– будь-які симетричні навколо 0 ; 
• щільність f(Eps) –
– довільна (середнє існує )
Більшість відомих показників (зокрема, 
кореляційне відношення) не виявлять цих






– суміш нормальних,  
симетрична навколо 0. 
=)(zf 2/))5,10()5,10(( ++− NN
щільність розподілення f(x)
– трикутна,    
симетрична навколо 0. 
Приклад
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Щільність розподілення f(ε) –
несиметрична трапеція.
Для обчислення умовної залежності (та врахування не-лінійності) 
дані розбито за значеннями Y
Експеримент
Генеровано вибірки даних 125000 та 250000 записів.  
Дані розбито на 10-12  страт за значеннями Y
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– Цей показник залежності не виявляє ребер (зв'язків)  X~Y та Z~Y , 




X               Y              Z
Матриця кореляцій :    





= 0,000055 ;CorrRat_X(y) = 2 )(YXη




Кореляція (X,Z) по стратам: 
від –0,915  до 0,916 
Оцінка провокованої залежності (приклад)
Це залежність (X~Z), провокована за допомогою кондиціонування Y . 
Провокована залежність –









Геометрія (X,Z) у стратах
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