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Abstract
In this paper we give a survey of what is currently known about Diophantine
exponents of lattices and propose several problems.
1 Introduction
Let L1, . . . , Ln be n linearly independent linear forms in R
d, n 6 d. One of the basic
questions in Diophantine approximation is how small the n-tuple(
L1(z), . . . , Ln(z)
)
can be for large z ∈ Zd. There are two classical ways to measure the “size” of this
n-tuple. The first one is to consider an arbitrary norm, say, the sup-norm, and the
second one is to consider the product of the absolute values of the entries. Then, the
question is how fast this quantity can tend to zero with the growth of the “size” of z.
For n = 1 the “norm” approach gives us the problem of approximating zero with
the values of a given linear form at integer points. For n = d − 1 it leads to the dual
problem of simultaneous approximation of d − 1 real numbers with rationals having
same denominator.
The multiplicative approach leads to a variety of more complicated problems, of
which probably the most famous one is the Littlewood conjecture, which claims that,
given two forms L1, L2 in three variables with coefficients written in the rows of(
θ1 1 0
θ2 0 1
)
,
for each ε > 0 the inequality ∏
i=1,2
|Li(z)| 6 εz
−1
1
admits infinitely many solutions in z = (z1, z2, z3) ∈ Z
3, z1 6= 0.
In this paper we are interested in the case n = d. Then, if z is large, the “norm” ap-
proach cannot give small values of
(
L1(z), . . . , Ld(z)
)
, so, we cannot properly talk about
Diophantine approximation in this sense. But the multiplicative approach brings us to
an area that is rich with very natural unsolved problems concerning dynamics in the
∗This research was supported in part by RSF grant 14-11-00433
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space of unimodular lattices. Since L1, . . . , Ld are assumed to be linearly independent,
the set
Λ =
{(
L1(z), . . . , Ld(z)
) ∣∣∣ z ∈ Zd} (1)
is a lattice of rank d. Let us set for each x = (x1, . . . , xd) ∈ R
d
Π(x) =
∏
16i6d
|xi|
1/d.
The main purpose of this paper is to give a survey of what is currently known about
how fast Π(x) can decay as x ranges through the points of Λ, and to formulate some
questions that need answering.
Probably the simplest quantity that characterizes the asymptotic behaviour of Π(x)
is the Diophantine exponent of Λ.
Definition 1. Let Λ be a lattice of full rank in Rd. The Diophantine exponent of Λ is
defined as
ω(Λ) = sup
{
γ ∈ R
∣∣∣Π(x) 6 |x|−γ for infinitely many x ∈ Λ},
where | · | is the sup-norm.
In other words,
ω(Λ) = lim sup
v∈Λ
|v|→∞
log
(
Π(v)−1
)
log |v|
. (2)
Clearly, Definition 1 does not depend on the choice of the norm.
It follows from Minkowski’s convex body theorem that
ω(Λ) > 0.
This trivial bound is sharp. For instance, Schmidt’s subspace theorem provides a rich
family of lattices having zero exponent. The following statement can be found in [1],
[2].
Theorem 1 (Corollary to Schmidt’s subspace theorem). Let L1(z), . . . , Ld(z) be lin-
early independent linear forms in d variables with algebraic coefficients. Suppose that
for each k-tuple (i1, . . . , ik), 1 6 i1 < . . . < ik 6 d, 1 6 k 6 d, the coefficients of the
multivector
Li1 ∧ . . . ∧ Lik
are linearly independent over Q. Then for each ε > 0 there are only finitely many
points z ∈ Zd satisfying ∏
16i6d
∣∣Li(z)∣∣ < |z|−ε.
Thus, in the case of algebraic coefficients satisfying the independence condition
mentioned in Theorem 1 we have ω(Λ) = 0 for Λ defined by (1). It appears that,
same as with real numbers, such an algebraic lattice behaves as an average unimodular
lattice. Denote by Ld the space of full rank lattices in R
d of covolume 1,
Ld ∼= SLd(R)/SLd(Z).
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It was shown by Skriganov [1] that for almost every Λ ∈ Ld we have
Π(x)d ≫Λ,ε (log(1 + |x|))
1−d−ε for x ∈ Λ\{0}.
Thus, for almost every Λ ∈ Ld we have ω(Λ) = 0. Later on D.Kleinbock and
G.Margulis [3] completed Skriganov’s theorem to a proper multidimensional multi-
plicative generalization of Khintchine’s theorem.
Theorem 2 (Kleinbock, Margulis, 1999). Let f : [1,+∞) → (0,+∞) be a non-
increasing continuous function. Then for almost every (resp. almost no) Λ ∈ Ld
there are infinitely many x ∈ Λ such that
Π(x)d 6 |x| · f(|x|),
provided the integral ∫ ∞
1
(log x)d−2f(x)dx
diverges (resp. converges).
Among the lattices with zero Diophantine exponent there is a class of lattices that
can be viewed as a multidimensional multiplicative generalization of badly approx-
imable numbers. Those are the lattices with positive norm minimum
N(Λ) = inf
x∈Λ\{0}
Π(x)d.
According to Mahler’s compactness criterion (see [4]) N(Λ) is positive if and only if
the orbit DdΛ of Λ under the action of the group of diagonal matrices
Dd =
{
diag(et1 , . . . , etd)
∣∣∣ t1, . . . , td ∈ R, d∑
i=1
ti = 0
}
(3)
is relatively compact. From this point of view ω(Λ) is responsible for how fast Λ can
leave any given compact set under the action of Dd.
It is an intriguing question which lattices have positive norm minimum. For in-
stance, if E is a totally real algebraic extension of Q of degree d, σ1, . . . , σd are its
embeddings into C (actually into R), and θ1, . . . , θd is a basis of E over Q, then it can
be easily shown with the help of Liouville-type argument that N(Λ) > 0 for
Λ =


σ1(θ1) σ1(θ2) · · · σ1(θd)
σ2(θ1) σ2(θ2) · · · σ2(θd)
...
...
. . .
...
σd(θ1) σd(θ2) · · · σd(θd)

Zd.
It is a famous conjecture, sometimes referred to as Margulis–Cassels–Swinnerton-Dyer
conjecture, that for d > 3, up to homotheties and the action of Dd, these are the only
lattices with positive norm minimum. Dynamically, it states that for d > 3 an orbit
DdΛ is compact if and only if it is relatively compact (see [6], [7]). It is well known (see
[7]) that the three-dimensional Margulis–Cassels–Swinnerton-Dyer conjecture implies
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the Littlewood conjecture, and that the set of counterexamples has zero Hausdorff
dimension (see [8]).
The rest of the paper is organized as follows. Section 2 is devoted to the two-
dimensional case. We show that in this case lattice exponents are closely connected to
the measure of irrationality of a real number, which can be easily dealt with due to
regular continued fractions, a powerful tool that is available when d = 2. In Section
3 we are concerned about the set of values lattice exponents can attain. In Section
4 we generalize to the multidimensional case the connection between the measure of
irrationality and the growth of partial quotients, taking Klein polyhedra as a multidi-
mensional analogue of continued fractions. Finally, in Section 5 we discuss a possible
way to generalize Schmidt–Summerer’s parametric geometry of numbers to our setting.
2 Two-dimensional background
2.1 Lattice exponents and irrationality measure
Let θ1, θ2 be distinct real numbers. Consider linear forms L1, L2 in two variables with
coefficients written in the rows of
A =
(
θ1 −1
θ2 −1
)
(4)
and set
Λθ1,θ2 = AZ
2 =
{(
L1(z), L2(z)
) ∣∣∣ z ∈ Z2}. (5)
Then for each x =
(
L1(z), L2(z)
)
∈ Λ, where z = (q, p) ∈ Z2, we have
Π(x)2 = |L1(z)| · |L2(z)| = |qθ1 − p| · |qθ2 − p| (6)
and
|x| ≍ |Li(z)| ≍ |z| ≍ |q| whenever |Lj(z)| 6 1, i 6= j. (7)
Hence
ω(Λθ1,θ2) =
1
2
max
(
µ(θ1), µ(θ2)
)
− 1, (8)
where
µ(θ) = sup
{
γ ∈ R
∣∣∣ ∣∣θ − p/q∣∣ 6 |q|−γ admits ∞ solutions in (q, p) ∈ Z2}
is the measure of irrationality of a number θ.
Thus, in the two-dimensional case lattice exponents simply provide another view-
point at irrationality measure. Particularly, results concerning irrationality measure
can be reformulated in terms of lattice exponents. For instance, the Jarn´ık–Besicovitch
theorem turns into
Theorem 3 (Reformulation of the Jarn´ık–Besicovitch theorem).
dimH
{
Λ ∈ L2
∣∣∣ω(Λ) > λ} = λ+ 2
λ+ 1
.
It is also worth mentioning the connection between the norm minimum of Λθ1,θ2
and the property of θ1, θ2 to be badly approximable. It follows from (6), (7).
Proposition 1. N(Λθ1,θ2) > 0 if and only if both θ1 and θ2 are badly approximable.
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2.2 Irrationality measure and growth of partial quotients
Given a real number θ and its continued fraction expansion θ = [a0; a1, a2, . . .], let
pn/qn denote its n-th convergent. Then, as is well known,
µ(θ) = 2 + lim sup
n→∞
log an+1
log qn
. (9)
Thus, in the two-dimensional case, knowing (8) and (9), we can easily construct lattices
with any given nonnegative Diophantine exponent. For instance, given ω > 0, we can
take as θ1 a badly approximable number, i.e. a number with bounded partial quotients,
and define θ2 = [a0; a1, a2, . . .], say, by the recurrence relation
an+1 =
[
q2ωn
]
.
Then by (8) and (9) we have ω(Λθ1,θ2) = ω.
2.3 Klein polygons
There is a nice geometric interpretation of (9) in terms of lattice exponents and Klein
polygons.
Let θ1, θ2 be real numbers, as in Section 2.1, and let L1, L2, Λθ1,θ2 be defined by (4)
and (5). Suppose for simplicity θ1 > 1, −1 < θ2 < 0. This assumption slightly affects
generality, but it helps to see the essence more clearly. Set
K1 = conv
({
z ∈ Z2
∣∣∣L1(z) > 0, L2(z) < 0}),
K2 = conv
({
z ∈ Z2
∣∣∣L1(z) < 0, L2(z) < 0}).
These convex hulls (see Fig.1) are called Klein polygons.
The integer-combinatorial structure of he boundaries ∂K1 and ∂K2 is closely con-
nected to the continued fractions of θ1 and θ2. A detailed exposition of this connection
can be found, for instance, in [9] or [10]. Here we shall confine ourselves to mention-
ing that the vertices of K1 and K2 have coordinates equal to the denominators and
numerators of convergents of θ1 and θ2, and the integer lengths of their edges equal
the corresponding partial quotients of θ1 and θ2. We remind that the integer length
of an integer segment (i.e. a segment with integer endpoints) is the number of empty
integer subsegments contained in it. Moreover, in the same way partial quotients are
“attached” to the edges of K1 and K2, they can also be “attached” to the vertices of K1
and K2. The reason for this is illustrated by Fig.2. More precisely, there is a bijection
between the vertices of K1 and the edges of K2 such that a vertex v corresponds to an
edge whose integer length is equal to
α(v) = | det(r1, r2)|,
where r1 and r2 are primitive integer vectors parallel to the edges incident to v. At
Fig.2 we have r1 = w−v, r2 = u−v. The quantity α(v) is referred to as integer angle
at v.
Thus, Klein polygons equipped with integer lengths of edges and integer angles at
vertices can be viewed as a geometric interpretation of continued fractions.
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Figure 1: Klein polygons and continued fractions
Let us denote by V(K1) and V(K2) the sets of vertices of K1 and K2 respectively.
Then, due to (7), (8), and the correspondence described above, the relation (9) can be
rewritten as
ω(Λθ1,θ2) =
1
2
lim sup
|v|→∞
v∈V(K1)∪V(K2)
log(α(v))
log |v|
. (10)
In other words, Diophantine exponents of lattices are responsible for the growth of
integer angles at vertices of Klein polygons.
This point of view proposes also the following reformulation of Proposition 1.
Proposition 2.
N(Λθ1,θ2) > 0 ⇐⇒ sup
v∈V(K1)∪V(K2)
α(v) <∞.
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Figure 2: Edge–sprout correspondence
3 Spectra Ωd and Ω˜d
3.1 Spectrum of ω(Λ)
We remind that Ld denotes the space of full rank lattices in R
d of covolume 1. One of
the first questions concerning lattice exponents is what values this quantity can attain.
It follows from the definition of Π(x) that for each positive t we have ω(tΛ) = ω(Λ).
Thus, all possible values of ω(Λ) are provided by Ld, so, we can define the corresponding
spectrum as
Ωd =
{
ω(Λ)
∣∣∣Λ ∈ Ld}.
As it was shown in the Introduction, Ωd ⊂ [0,∞]. It is very natural to expect and
challenging to prove that, not only for d = 2, but in any dimension, every nonnegative
value is attainable by lattice exponents.
Problem 1. Prove that Ωd = [0,∞].
Theorem 1 can be applied to prove the existence of lattices with certain positive
values of ω(Λ). This way it was proved in [2] that the (finite) set
{ ab
cd
∣∣∣ a, b, c ∈ N
a+ b+ c = d
}
(11)
is contained in Ωd.
Recently, it was shown in [11] that at least starting with some positive boundary
every real number is contained in Ωd.
Theorem 4 (O.G., 2018). For each d > 3[
3−
d
(d− 1)2
, +∞
]
⊂ Ωd .
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It is also natural to seek a corresponding analogue of the Jarn´ık–Besicovitch theo-
rem, i.e. a multidimensional generalization of Theorem 3.
Problem 2. Calculate or estimate
dimH
{
Λ ∈ Ld
∣∣∣ω(Λ) > λ}.
Prove that, as a function of λ, it is strictly decreasing for λ > 0.
Obviously, a positive solution to Problem 2 implies the statement of Problem 1.
3.2 Combined spectrum
For each full rank lattice Λ let us denote by Λ∗ the dual lattice,
Λ∗ =
{
y ∈ Rd
∣∣∣ 〈y,x〉 ∈ Z for each x ∈ Λ},
where 〈 · , · 〉 is the inner product. It appears that, same as in many other Diophan-
tine approximation settings, the phenomenon of transference can be observed. This
phenomenon connects dual problems. In the current setting those are the problems
concerning Λ and Λ∗, in particular ω(Λ) and ω(Λ∗).
Of course, if d = 2 then Λ∗ coincides up to a homothety with Λ rotated by pi/2,
so, in the two-dimensional case we obviously have ω(Λ) = ω(Λ∗). In [2] the following
transference theorem was proved.
Theorem 5 (O.G., 2016). For each Λ ∈ Ld we have
ω(Λ) >
ω(Λ∗)
(d− 1)2 + d(d− 2)ω(Λ∗)
. (12)
Here we mean that if ω(Λ∗) =∞, then ω(Λ) >
1
d(d− 2)
.
Thus, the structure of the combined spectrum
Ω˜d =
{(
ω(Λ), ω(Λ∗)
) ∣∣∣Λ ∈ Ld}
is expected to be more complicated than that of Ωd. At least we definitely have
Ω˜d 6= [0;+∞]× [0; +∞].
Since (Λ∗)∗ = Λ, along with (12) a symmetric inequality holds, the one with Λ and
Λ∗ interchanged. Therefore,
Ω˜d ⊂


(
x, y) ∈ [0,+∞]2
∣∣∣∣∣∣∣
x >
y
(d− 1)2 + d(d− 2)y
y >
x
(d− 1)2 + d(d− 2)x

 . (13)
Particularly, (13) implies that
ω(Λ) = 0 ⇐⇒ ω(Λ∗) = 0.
Notice that this equivalence is similar to
N(Λ) > 0 ⇐⇒ N(Λ∗) > 0
(see [1] or [12]).
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Problem 3. Describe Ω˜d for d > 3. Is it true that
Ω˜d =


(
x, y) ∈ [0,+∞]2
∣∣∣∣∣∣∣
x >
y
(d− 1)2 + d(d− 2)y
y >
x
(d− 1)2 + d(d− 2)x

 ?
In the proof of Theorem 4 (see [11]) the dual lattice is neglected, so, the only nonzero
pairs
(
ω(Λ), ω(Λ∗)
)
currently known to the author are (ω,+∞), where ω is of the form
(11). Moreover, the corresponding examples described in [2] have a certain flaw, as
in each of them the dual lattice has some nonzero points in the coordinate planes, so
that the condition ω(Λ∗) = +∞ is provided by a kind of degeneracy. It would be more
interesting to construct lattices that are totally irrational, i.e. such that neither the
lattice, nor its dual contains nonzero points in the coordinate planes. In this context
it is worth mentioning the following result by N.Technau and M.Widmer [13].
Theorem 6 (Technau, Widmer, 2016). Let f : (0,+∞) → (0, 1) be non-increasing.
Then there is a totally irrational lattice Λ ∈ Ld such that
Π(x)≫ |x|−d for nonzero x ∈ Λ,
Π(x) 6 f(|x|) for infinitely many x ∈ Λ∗.
Clearly, Theorem 6 implies the existence of a totally irrational Λ such that
0 6 ω(Λ) 6 d, ω(Λ∗) = +∞.
Notice that in view of (13) the inequality 0 6 ω(Λ) 6 d for such Λ can be substituted
by
1
d(d− 2)
6 ω(Λ) 6 d.
3.3 Linear forms of a given Diophantine type
The proof of Theorem 4 is based on an existence theorem concerning linear forms of a
given Diophantine type. It is rather difficult to control the values of all the d forms at
once. Controlling the values of each one of them separately is much simpler.
Given γ, δ ∈ R,
γ > δ > 1, (14)
suppose we can construct a linear form L and a sequence (zk) ⊂ Z
d\{0}, |zk| → ∞,
such that
(i) |L(z)| · |z|d−1 ≍ |z|−dγ for z ∈ (zk);
(ii) |L(z)| · |z|d−1 ≫ |z|−d(γ−δ) for z ∈ Zd\
⋃
k Zzk;
(iii) the set of accumulation points of the sequence (zk/|zk|) is not too large, for
instance, consists of finitely many points.
Take arbitrary linear forms L1, . . . , Ld such that none of them is zero at the accu-
mulation points of (zk/|zk|) and
ω(Λ) 6 δ − 1 (15)
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for Λ defined by (1) (for instance, ω(Λ) = 0). Then
|Li(z)| ≍ |z|, i = 1, . . . , d, for z ∈ (zk),
|Li(z)| ≪ |z|, i = 1, . . . , d, for z ∈ Z
d,
and
|L1(z) . . . Ld−1(z)L(z)| ≍ |z|
−dγ for z ∈ (zk),
|L1(z) . . . Ld−1(z)L(z)| = |L1(z) . . . Ld(z)|
|L(z)| · |z|d−1
|Ld(z)| · |z|d−1
≫
≫ |z|−d(δ−1)−d(γ−δ)−d = |z|−dγ for z ∈ Zd\
⋃
k Zzk.
Hence
ω(Λ′) = γ,
where
Λ′ =
{(
L1(z), . . . , Ld−1(z), L(z)
) ∣∣∣ z ∈ Zd}.
Notice that the construction described cannot provide values of the exponent smaller
than 1. Nevertheless, Theorem 4 does not reach even this bound.
Problem 4. Given γ > 0, prove that there is a linear form L and a sequence (zk) ⊂
Zd\{0}, |zk| → ∞, such that
(i) |L(z)| · |z|d−1 ≍ |z|−dγ for z ∈ (zk);
(ii) |L(z)| · |z|d−1 ≫ 1 for z ∈ Zd\
⋃
k Zzk;
(iii) the set of accumulation points of the sequence (zk/|zk|) is separated from some
(d− 1)-dimensional subspace of Rd.
In order to apply the statement of Problem 4 as described above, we need γ > 1 so
that (14) and (15) are consistent. Then it would give [1,+∞] ⊂ Ωd, which is weaker
than the statement of Problem 1, but Problem 4 seems to be of independent interest.
As Nikolay Moshchevitin noticed, the existence of a linear form and a sequence of
integer points satisfying statements (i), (ii) of Problem 4 should follow from Schmidt–
Summerer’s parametric geometry of numbers (see [14], [15], [16]) due to Roy’s theorem
(see [16]). The reason for this lies in the difference between best approximation vectors
and all the other points. If z ∈ Zd is not an integer multiple of a best approximation
vector for L, there is a point z′ ∈ Zd linearly independent with z such that{
|L(z′)| 6 |L(z)|
|z′| 6 |z|
,
where the underscore means the orthogonal projection to the hyperplane of the first
d− 1 coordinates. Then
λ2
(
C
(
|z|
/
|L(z)|
))
6 |z|,
where
C(Q) =
{
x ∈ Rd
∣∣∣ |x| 6 1, |L(x)| 6 Q−1}
and λj
(
C(Q)
)
is the j-th successive minimum of C(Q) w.r.t. Zd. Thus, any lower
bound for λ2
(
C(Q)
)
gives a lower bound in the spirit of statement (ii) of Problem 4.
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However, Roy’s theorem does not seem to immediately give any information concerning
accumulation points of the set{
z
|z|
∣∣∣∣ z is a best approximation vector for L
}
,
which we rely upon when obtaining a bound for the lattice exponent.
4 Multidimensional continued fractions
4.1 Facets and edge stars of Klein polyhedra
As it was mentioned in Section 2.3, in the two-dimensional case Diophantine exponents
of lattices are responsible for the growth of integer angles at vertices of Klein polygons.
It is natural to ask whether this connection can be generalized to arbitrary dimension.
Let Λ ∈ Ld. Suppose Λ has no nonzero points in the coordinate planes. Let O be
one of the 2d orthants, and let us consider the convex hull
K = conv(O ∩ Λ\{0}).
By analogy with the two-dimensional case, this convex hull is named Klein polyhedron.
As we assume Λ not to have any nonzero points in the coordinate planes, K is a
generalized polyhedron, i.e. its intersection with any bounded polyhedron is itself a
polyhedron (see [17]). Hence its boundary ∂K has nice polyhedral structure, each
vertex of K is a lattice point incident to finitely many edges of K.
In the two-dimensional case the role of partial quotients is played by edges and
pairs of adjacent edges of a Klein polygon. It is natural to expect that in the multidi-
mensional case the same role is played by some local objects such as faces of different
dimensions or by their unions. Besides that, we can consider some quantitative char-
acteristics of those objects similar to integer lengths and integer angles.
Following this idea, in [12], [18], [19] facets (faces of dimension d−1) and edge stars
(unions of the edges incident to a vertex) are considered.
Given a facet F of K with vertices v1, . . . ,vk, its determinant is defined as
detF =
∑
16i1<...<id6k
| det(vi1 , . . . ,vid)|.
Given a vertex v of K, let r1, . . . , rk be the primitive lattice vectors parallel to the
edges incident to v. Denote by Stv the edge star of v. Then its determinant is defined
as
det Stv =
∑
16i1<...<id6k
| det(ri1 , . . . , rid)|.
These quantities also equal the volumes of the Minkowski sums of v1, . . . ,vk and
of r1, . . . , rk respectively. They allow formulating a multidimensional generalization of
Propositions 1 and 2. The following statement was proved in [12], [18].
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Theorem 7 (O.G., 2007). Let K1, . . . ,K2d be the Klein polyhedra corresponding to Λ
and all the 2d orthants. Let V(Ki) and F(Ki) denote respectively the set of vertices
and the set of facets of Ki. Then
N(Λ) > 0 ⇐⇒ sup
F∈
⋃
i
F(Ki)
detF <∞ ⇐⇒
⇐⇒ sup
v∈
⋃
i
V(Ki)
det Stv <∞ ⇐⇒


sup
F∈F(K1)
detF <∞
sup
v∈V(K1)
det Stv <∞
.
It is reasonable to expect that this approach can be fruitful for generalizing not
only Propositions 1 and 2, but also relation (10).
Problem 5. Is it true that
ω(Λ) ≍ lim sup
|v|→∞
v∈
⋃
i
V(Ki)
log(det Stv)
log |v|
? (16)
Of course, instead of det Stv one can consider any other local integer linear or affine
invariant, should it seem more appropriate.
4.2 An argument in favour of (16)
Let Λ and K be as in 4.1. Let | · |, as before, denote the sup-norm. Let v be a vertex
of K, v = (v1, . . . , vd). Set
D = diag
(
Π(v)
/
|v1|, . . . ,Π(v)
/
|vd|
)
.
Then K′ = DK is one of the 2d Klein polyhedra corresponding to Λ′ = DΛ, v′ = Dv
is its vertex, and
det Stv′ = det Stv.
Moreover, v′ is the shortest nonzero vector of Λ′ and
|v′| = Π(v′) = Π(v).
Suppose we can choose vectors r1, . . . , rd among the primitive vectors of Λ
′ that are
parallel to the edges of K′ incident to v′ so that they satisfy
(i) |r1 ∧ . . . ∧ ri| ≫ |r1 ∧ . . . ∧ ri−1| · |ri| for each i = 2, . . . , d;
(ii) any d vectors among v′, r1, . . . , rd are linearly independent.
Then, on the one hand,∏
16i6d
|ri| ≍ | det(r1, . . . , rd)| 6 det Stv′ = det Stv. (17)
On the other, ∏
16i6d
(
|v′|
∏
06j6d
j 6=i
|rj|
)
≫ (det Λ′)d = 1,
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whence ∏
16i6d
|ri| ≫ |v
′|−
d
d−1 = Π(v)−
d
d−1 . (18)
Combining (17) and (18) we get
Π(v)−
d
d−1 ≪ det Stv. (19)
Suppose, as before, K1, . . . ,K2d are all the 2
d Klein polyhedra of Λ, and V(Ki) is
the set of vertices of Ki. Since the vertices of a Klein polyhedron give local minima of
Π(x), (2) can be rewritten as
ω(Λ) = lim sup
|v|→∞
v∈
⋃
i
V(Ki)
log
(
Π(v)−1
)
log |v|
.
Thus, (19) implies
ω(Λ) 6
d− 1
d
lim sup
|v|→∞
v∈
⋃
i
V(Ki)
log(det Stv)
log |v|
,
which is a “half” of (16).
Of course, statements (i), (ii) are still to be properly proved, but they seem to be
quite natural.
5 Multiplicative parametric geometry of numbers
5.1 Successive minima
In the spirit of fundamental works [14], [15], [16] it is natural to propose the following
approach. Most of the argument proposed is a translation to the current context of
the argument of Schmidt and Summerer [14], and also of the paper [20]. We remind
that | · | denotes the sup-norm.
Let Λ ∈ Ld. Set
B =
{
x ∈ Rd
∣∣∣ |x| 6 1}.
For each τ = (τ1, . . . , τd) ∈ R
d, τ1 + . . .+ τd = 0, set
Dτ = diag(e
τ1 , . . . , eτd)
and
Bτ = DτB.
Set also
|τ |+ = max
{
τi
∣∣∣ τi > 0}, |τ |− = | − τ |+ = max{|τi| ∣∣∣ τi 6 0}.
Clearly,
|τ | = max(|τ |−, |τ |+),
|τ |+/(d− 1) 6 |τ |− 6 (d− 1)|τ |+ .
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Let λi(Bτ ), i = 1, . . . , d, denote the i-th successive minimum, i.e. the infimum of
positive λ such that λBτ contains at least i linearly independent vectors of Λ. Finally,
for each i = 1, . . . , d, let us set
Li(τ ) = log
(
λi(Bτ )
)
.
Proposition 3. The functions Li(τ ) enjoy the following properties:
(i) −|τ |+ +O(1) 6 L1(τ ) 6 . . . 6 Ld(τ ) 6 |τ |− +O(1);
(ii) − log d! 6
∑
16i6d Li(τ ) 6 0;
(iii) Li(τ ) is continuous and piecewise linear.
Proof. The inequalities L1(τ ) 6 . . . 6 Ld(τ ) follow immediately from the definition
of successive minima. The leftmost and the rightmost inequalities follow from the
inclusions
e−|τ |+Bτ ⊂ B ⊂ e
|τ |−Bτ .
Statement (ii) follows from Minkowski’s second theorem, which states that
1
d!
6
∏
16i6d
λi(Bτ ) 6 1.
Let us prove (iii). For each nonzero v ∈ Λ let us denote by λv(Bτ ) the infimum of
positive λ such that λBτ contains v, and set
Lv(τ ) = log
(
λv(Bτ )
)
.
If v = (v1, . . . , vd), then
λv(Bτ ) = max
16i6d
(|vi|e
−τi),
and
Lv(τ ) = max
16i6d
(
log |vi| − τi
)
,
i.e. Lv(τ ) is continuous and piecewise linear. Notice that for each τ and each i =
1, . . . , d there is a v = v(τ , i) ∈ Λ such that λi(Bτ ) = λv(Bτ ). Hence, denoting
Λi =
{
v ∈ Λ
∣∣∣∃τ : λi(Bτ ) 6 λv(Bτ )},
we get
Li(τ ) = min
v∈Λi
Lv(τ ).
Thus, Li(τ ) is indeed continuous and piecewise linear.
5.2 Schmidt–Summerer exponents
Definition 2. We define the Schmidt–Summerer lower and upper exponents of the first
type as
ψ
i
(Λ) = lim inf
|τ |→∞
Li(τ )
|τ |+
, ψi(Λ) = lim sup
|τ |→∞
Li(τ )
|τ |+
,
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and of the second type as
Ψi(Λ) = lim inf
|τ |→∞
∑
16j6i
Lj(τ )
|τ |+
, Ψi(Λ) = lim sup
|τ |→∞
∑
16j6i
Lj(τ )
|τ |+
.
The following inequalities are a straightforward corollary of Proposition 3:
−1 6 ψ
1
(Λ) 6 . . . 6 ψ
d
(Λ) 6 d− 1,
−1 6 ψ1(Λ) 6 . . . 6 ψd(Λ) 6 d− 1,
Ψd(Λ) = Ψd(Λ) = 0.
Schmidt–Summerer exponents of lattices are, in a sense, global characteristics,
whereas we could consider a one-parametric path
{
τ (s)
∣∣ s ∈ R+} and the correspond-
ing lim inf’s and lim sup’s as s → ∞. This is performed in [20] for the path defined
by
τ1(s) = . . . = τm(s) = s, τm+1(s) = . . . = τd(s) = −ms/n,
which corresponds to the problem of simultaneous approximation of zero with the
values of n linear forms in m variables, n +m = d. In that case Schmidt–Summerer
exponents can be expressed in terms of intermediate Diophantine exponents (see [20]).
In the current setting we have a similar situation: the exponents ψ
1
(Λ) and ω(Λ) are
but two different points of view at the same phenomenon.
Proposition 4. ω(Λ)−1 + ψ
1
(Λ)−1 + 1 = 0.
Proof. For each v ∈ Λ let us set
τ (v) =
(
log
(
|v1|
/
Π(v)
)
, . . . , log
(
|vd|
/
Π(v)
))
.
Then
λv(Bτ (v)) = Π(v),
Lv(τ (v)) = log(Π(v)),
|τ (v)|+ = log |v| − log(Π(v)).
Hence
ψ
1
(Λ) = lim inf
|τ |→∞
L1(τ )
|τ |+
= lim inf
|τ |→∞
minv∈Λ1 Lv(τ )
|τ |+
= lim inf
|τ |→∞
minv∈Λ Lv(τ )
|τ |+
=
= lim inf
v∈Λ
|v|→∞
Lv(τ (v))
|τ (v)|+
= lim inf
v∈Λ
|v|→∞
log(Π(v))
log |v| − log(Π(v))
=
= −
(
1 +
(
lim sup
v∈Λ
|v|→∞
log
(
Π(v)−1
)
log |v|
)−1)−1
= −
(
1 + ω(Λ)−1
)−1
.
Proposition 4 allows reformulating statements concerning Diophantine exponents
of lattices in terms of Schmidt–Summerer exponents. Let us reformulate Problems 1,
3 and Theorem 5.
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Problem 6 (Reformulation of Problem 1). Prove that ψ
1
(Λ) can attain any value in
the interval [−1, 0].
Theorem 8 (Reformulation of Theorem 5).
ψ
1
(Λ) 6
ψ
1
(Λ∗)
(d− 1)2
. (20)
Problem 7 (Reformulation of Problem 3). Is it true that the set of all possible values
of
(
ψ
1
(Λ), ψ
1
(Λ∗)
)
coincides with
{(
x, y) ∈ [−1, 0]2
∣∣∣∣ (d− 1)2x 6 y 6 x(d− 1)2
}
?
Inequality (20) stimulates the following natural question in the spirit of the papers
[21], [22], [20].
Problem 8. Split the inequality (20) into a chain of inequalities between the ψ
i
(Λ) or
Ψi(Λ).
And of course, we cannot omit the following most challenging question.
Problem 9. Prove an analogue of Roy’s theorem on rigid systems (see [16]) for the
functions L1(τ ), . . . , Ld(τ ).
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