On Decoding of Reed-Muller Codes Using Local Graph Search by Kamenev, Mikhail
ar
X
iv
:2
00
9.
04
33
8v
1 
 [c
s.I
T]
  9
 Se
p 2
02
0
On Decoding of Reed-Muller Codes Using Local Graph Search
Mikhail Kamenev
Moscow Research Center, Huawei Technologies Co., Ltd., Moscow, Russia
Abstract
We present a novel iterative decoding algorithm for Reed-Muller (RM) codes, which takes advan-
tage of a graph representation of the code. Vertexes of the considered graph correspond to codewords,
with two vertexes being connected by an edge if and only if the Hamming distance between the corre-
sponding codewords equals the minimum distance of the code. The algorithm starts from a random
node and uses a greedy local search to find a node with the best heuristic, e.g. Euclidean distance
between the received vector and the corresponding codeword. In addition, the cyclic redundancy
check can be used to terminate the search as soon as the correct codeword is found, leading to a
decrease in the average computational complexity of the algorithm.
Simulation results for both binary symmetric channel and additive white Gaussian noise channel
show that the presented decoder achieves the performance of maximum likelihood decoding for RM
codes of length up to 512 and for the second order RM codes of length up to 2048. Moreover,
it is demonstrated that the considered decoding approach significantly outperforms state-of-the-art
decoding algorithms of RM codes with similar computational complexity for a large number of cases.
1 Introduction
Binary Reed-Muller (RM) codes were firstly discovered by Muller [1] and then by Reed, who also proposed
a majority decoding algorithm for this family of error correction codes [2]. Although it has been proven
that RM codes achieve the capacity on an erasure channel under maximum a posteriori (MAP) decoding
[3], no MAP decoding algorithm that can be efficiently used for decoding of RM codes is known.
However, there are several decoding algorithms of RM codes that allows achieving the performance
of a maximum likelihood (ML) decoder for a large number of cases. For instance, a recursive list decoder
with list size less or equal than 1024 allows achieving almost ML decoder performance for codes of
length up to 256 [4]. Unfortunately, much larger list size is required for codes of length greater than
256, significantly affecting the computational complexity of the algorithm. Also, the algorithm processes
received codeword in a sequential manner that increases the latency of a hardware implementation of
the decoder.
Both these issues can be solved by recursive projection-aggregation decoding of RM codes [5]. The
algorithm is based on projecting the code on its cosets, recursively decoding the projected codes, and
aggregating the reconstructions. The decoder demonstrates almost ML decoding performance for RM
codes of length up to 256 and for second order RM codes of length up to 1024. Moreover, it allows for
parallel implementation.
Several other approaches for decoding of RM codes have been proposed recently. However, they
demonstrate near ML error correction performance for codes of length up to 128 [6,7] or applicable only
for a binary erasure channel [8].
In the paper, we propose a new approach for RM codes decoding, which benefits from the represen-
tation of a code as a graph. The nodes of the considered graph correspond to codewords. Any two nodes
of the graph are connected by an edge if and only if the Hamming distance between two corresponding
codewords equals the minimum distance of the code. The algorithm starts from a random node and
aims to find the codeword with the best metric using a greedy local search. Simulation results demon-
strate that the proposed algorithm achieves the performance of the ML decoder for RM codes of length
up to 512 and for second order RM codes of length up to 2048, with computational complexity being
reasonable. We also observe that our algorithm outperforms both recursive lists decoding and recursive
projection-aggregation decoding with similar computation complexity in most cases.
The rest of the paper is organized as follows. In section II, we shortly introduce RM codes. In
section III, we provide a high-level description of our decoding algorithm. In section IV, we present
1
a sub-optimal version of the algorithm that allows significantly decrease its computational complexity.
Numerical results are presented in section V. We conclude the paper in section VI.
2 RM codes
Denote by f (v) = f (v1, . . . , vm) a Boolean function ofm variables that is written in the algebraic normal
form. Let f be the vector of length 2m containing values of f at all of its 2m arguments. The binary
RM code R (r,m) of order r and length 2m, 0 ≤ r ≤ m, is the set of all vectors f , where f (v) is a
Boolean function of degree at most r. Note that the minimum distance of the RM code R (r,m) equals
2m−r [9, Sec. 13.3].
The RM code R (r + 1,m+ 1) can be represented in a recursive manner using |u|u ⊕ v| construc-
tion, where u ∈ R (r + 1,m) and v ∈ R (r,m) [9, Sec. 13.3]. It follows that the generator matrix
G (r + 1,m+ 1) of the code R (r + 1,m+ 1) can be written as
G (r + 1,m+ 1) =
[
G (r + 1,m) G (r + 1,m)
0 G (r,m)
]
.
RM codes can also be considered in terms of finite geometries. Such representation is used to prove
many properties of RM codes [9, Sec. 13.4]. Let EG(m, 2) denotes the Euclidean geometry of dimension
m over GF(2), which by definition contains 2m points, whose coordinates are all binary vectors of length
m. With any subset of points of EG(m, 2), we associate a binary incidence vector of length 2m, containing
a 1 in those components that are in the subset and zeros elsewhere. Then a codeword of R (r,m) can be
considered as an incidence vector of length 2m.
RM codes have the permutation group, which is isomorphic to the whole affine group GA(m) [9,
Sec. 13.9]. Recall that the permutation group of a code contains permutations of the code positions
that transform any codeword of the code to another or the same codeword. For RM codes, these
transformations can be expressed in terms of Boolean functions as follows: replace f (v1, . . . , vm) with
f (
⊕
a1jvj ⊕ b1, . . . ,
⊕
amjvj ⊕ bm), where A = (aij) is an invertible m×m binary matrix and b = (bi)
is a binary vector [9, Sec. 13.9].
3 Graph search based decoding of RM codes
Consider the RM code R (r,m) of dimension k and a graph G with 2k nodes. Assign to each node in the
graph G a codeword of R (r,m). Then two nodes are connected by an edge if and only if the Hamming
distance between corresponding codewords equals 2m−r, i.e. the minimum distance of the code. Assume
that y is a log-likelihood ratio (LLR) vector of a binary-input additive white Gaussian noise (BI-AWGN)
channel. Then for each node in the graph G, we can set LLR based metric M , defined by
M =
2m∑
i=1
(1− 2ci)yi,
where c is a codeword assigned to the node. Note that the ML decoder returns a codeword with the
largest metric M [10].
Using graph traversal algorithm (breadth-first search or depth-first search), one can start from a
random node, check all reachable nodes, and return the codeword that corresponds to the node with the
largest metric.
Proposition 1. The algorithm described above is equivalent to the ML decoder.
Proof. Observe that the algorithm achieves the performance of the ML decoder if it can check all nodes
in the graph G. It is possible if and only if the graph G is connected. The connectivity of the graph
immediately follows from Theorem 12 in [9, Sec. 13.6] that states that the minimum weight codewords
generate the code.
Unfortunately, the computational complexity of the algorithm grows exponentially with the code
dimension that makes it infeasible for practical usage. To decrease the complexity of the search algorithm,
we propose the following greedy approach. The algorithm starts from a random node in the graph G.
Then it moves to the adjacent node that has the biggest metric value M and has not been visited before.
The algorithm continues till a maximum number of moves is reached, or all connected nodes are already
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visited. The output of the algorithm is the codeword corresponding to the visited node with the biggest
metric.
The maximum number of moves is used here to limit the computational complexity of the algorithm
and the amount of memory used to store checked nodes. In addition, if all adjacent nodes are visited,
then the algorithm can be finished until the maximum number of moves is reached. Another option
that can be used to decrease average computational complexity is the termination of the algorithm if a
codeword that has the best metric found so far satisfies the cyclic redundancy check (CRC). The formal
description of the proposed decoding algorithm is given in Fig. 1.
4 Greedy check of adjacent nodes
The bottleneck of the algorithm presented in Fig. 1 is the computational complexity of the function
NextStep. The naive implementation of this function runs over all codewords c of the code R (r,m)
such that the Hamming distance between c and the current codeword equals 2m−r, i.e. the minimum
distance of the code. The number of codewords of minimum weight in R (r,m) is defined as [9, Sec 13.4]
A2m−r = 2
r
m−r−1∏
i=0
2m−i − 1
2m−r−i − 1
.
For instance, the number of minimum weight codewords of the code R (4, 9) is approximately 53 · 106.
So, if the function NextStep enumerates all adjacent nodes in a brute-force manner, it will significantly
affect the computational complexity of the algorithm for the codes of large length. To solve this issue,
we propose a greedy version of the NextStep function that has complexity O(2m log 2m).
Consider the RM code R (r + 1,m+ 1) and a code that is obtained from R (r + 1,m+ 1) by short-
ening the first 2m coordinates. Since a codeword of R (r + 1,m+ 1) can be represented using |u|u⊕ v|
construction, where u ∈ R (r + 1,m) and v ∈ R (r,m) [9, Sec. 13.3], it follows that the shortened code
is R (r,m). This procedure can be continued in a recursive manner until the repetition code of length
2m−r. It follows that R (r + 1,m+ 1) contains minimum weight codeword that has ones in the last
2m−r coordinates. In fact, one can traverse all minimum weight codewords of R (r + 1,m+ 1) using a
variation of the recursive approach discussed above. To prove it, we need the following lemma.
Lemma 1. There are 2m+1 − 2 ways to shorten 2m coordinates in R (r + 1,m+ 1) in such a way that
the resulting code is R (r,m).
Proof. A codeword f of R (r + 1,m+ 1) comes from a polynomial f (v1, . . . , vm+1) of degree at most
r + 1. It can be written as
f (v1, . . . , vm+1) = g (v1, . . . , vm)⊕ vm+1h (v1, . . . , vm) ,
where deg (g) ≤ r+1 and deg (h) ≤ r. Assume that g (v1, . . . , vm) is the zero polynomial. It follows that
the codeword f has 2m zero coordinates. If one removes these coordinates, then we will get a codeword
of the code R (r,m).
Note that the monomial vm+1 defines the positions of zero coordinates. Observe that one can change
these positions by applying transformation defined by the permutation group of the code, namely replace
f (v1, . . . , vm+1) with f
(⊕
a1jvj ⊕ b1, . . . ,
⊕
a(m+1)jvj ⊕ bm+1
)
, where A = (aij) is an invertible (m+
1) × (m + 1) binary matrix and b = (bi) is a binary vector. Then positions of zero coordinates are
defined by
⊕
a(m+1)jvj ⊕ bm+1, and there are 2
m+1 − 2 such non-constant polynomials. Since we apply
transformation defined by the permutation group of the code, vectors defined by the rest coordinates are
from R (r,m).
Corollary 1. Shortening patterns of the code R (r,m) are defined by zeros positions of the codewords of
weight 2m−1 from the code R (1,m).
Proof. Recall that a polynomial f =
⊕
amjvj ⊕ bm defines a zeros pattern of the code R (r,m). Since
deg (f) = 1, the polynomial f defines a vector of weight 2m−1 from the code R (1,m).
Consider the RM code R (r,m) and a rooted tree G constructed in the following way. Each node of
the tree is assigned a vector of coordinates. The vector of the root contains all coordinates from 1 to
2m. Each child is assigned a vector that is obtained from the vector of the parent node by removing half
of the coordinates as it is described above. So, each node has 2n− 2 children, where n is the length of
the assigned vector. A node in the tree G is a leaf if and only if the length of the assigned vector equals
2m−r. The tree G for the RM code R (2, 3) is illustrated in Fig. 2.
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Input: RM code parameters r and m, a vector of LLRs y, a maximum number of moves N , a flag t
whether to use CRC to terminate the algorithm
Output: A codeword res
1: function GraphSearch(r, m, y, N , t)
2: Set C to be an empty set of codewords
3: Let c be a random codeword of the code R (r,m)
4: Add c to C
5: res← c
6: M ← 0
7: for i = 1 to 2m do
8: M ←M + (1− 2c[i])y[i] ⊲ Compute metric for codeword c.
9: end for
10: for i = 1 to N do
11: c′,M ′ ← NextStep (r,m, c, C,y) ⊲ Function NextStep checks all codewords x, x /∈ C, such
that the Hamming distance between x and c equals 2m−r, and returns the codeword c′ that has the
biggest metric. M ′ is the metric of the output codeword. If all x ∈ C, then M ′ = −∞.
12: if M ′ = −∞ then
13: break ⊲ All adjacent nodes are already visited.
14: end if
15: c← c′ ⊲ Move to an adjacent node.
16: Add c to C
17: if M ′ > M then ⊲ Save current codeword if it is better than one found so far.
18: res← c
19: M ←M ′
20: if t and res satisfies CRC then
21: break
22: end if
23: end if
24: end for
25: return res
26: end function
Figure 1: The local graph search decoding algorithm
Proposition 2. Leaf nodes of the tree G are assigned non-zero coordinates of all minimum weight
codewords of the code R (r,m).
Proof. Consider the Euclidean geometry EG(m, 2). From Theorem 7 in [9, Sec. 13.4] it follows that
minimum weight codewords in R (r,m) are exactly the incidence vectors of an (m− r)-dimensional flat
in the Euclidean geometry EG(m, 2). Any (m− r)-dimensional flat consists of points v that satisfy r
linear equations that can be written as
r∧
i=1

 m⊕
j=1
aijvj ⊕ bi

 = 1. (1)
Observe that leaves of the tree G contain vectors of non-zero coordinates that satisfy the equation of the
form (1). From the construction of the tree G, it follows that for any system of r linear equations there
exist a leaf node with coordinates that satisfy this system. So, traversing leaf nodes of the tree G, one
can enumerate all minimum weight codewords of R (r,m).
The greedy version of the NextStep function can be implemented using the tree G. Recall that this
function aims to find a codeword that is on the minimum distance from the current codeword c and has
the best metric. To decrease the complexity of the algorithm, we consider a depth-first search that is
terminated when the first leaf is reached. So, it is required to find a leaf in the tree G such that if we
swap bits in the codeword c at the coordinates from the vector of the leaf, we will get the codeword with
the best metric.
For simplicity, we first consider the case when the current codeword is the zero vector. Consider a
leaf with the vector v. If we choose this leaf as a solution, then the metric of the output codeword is
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[1, 2, . . . , 8]
[1, 3, 5, 6]
[1, 5] . . . [3, 5]
[1, 4, 5, 8]
[1, 5] . . . [4, 5]
[2, 3, 5, 8]
[2, 5] . . . [3, 5]
. . .
Figure 2: A tree that is used to enumerate all minimum weight codewords of the RM code R (2, 3)
evaluated as
2m∑
i=1
yi − 2
∑
i∈v
yi, (2)
where y is a vector of input LLRs. Observe that it equals the metric of the current codeword minus
the sum of LLRs at coordinates defined by v multiplied by two. Since we are required to maximize the
metric of the output codeword, the algorithm needs to find a leaf that minimizes the second sum of (2).
Consider a node of the tree G with vector v. At each step of the greedy depth-first search, one
requires to choose the child that provides the best solution. To solve this task, we propose to use
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∑
i∈v
yi (3)
as a search heuristic. Observe that the leaf with minimum heuristic value (3) provides the best solution
in terms of (2). So, among all children of the current node, we propose to move to the one that has
the smallest heuristic value (3). The algorithm continues until the leaf node is reached. The output of
the algorithm is the codeword that is obtained from the current one by swapping bits at the coordinates
from the vector v of the leaf node. So, it is a greedy approach that does not guarantee that the best
solution will be found. However, we observe that it generates quite a good codeword for the next step
of the decoding algorithm.
If the current codeword c is not the zero vector, one requires to change the sign of LLRs at coordinates
i such that ci = 1. Then the discussion above is valid for an arbitrary codeword c.
The version of the greedy algorithm described above is able to find only one solution. However,
the output codeword can be in the set of checked codewords C, leading to early termination of the
decoding algorithm. We observe that in such case the algorithm terminates before the correct codeword
is found, significantly decreasing performance of the decoder. So, one requires to modify the greedy
approach described above in such a way that it can check multiple leaves and select one that generates
the codeword c, c /∈ C. For instance, one can choose l children of the root of the tree G and run the
depth-first search for each child independently. Then the algorithm can check up to l different codewords
and chose one that is not in C. We call parameter l a search breadth of the decoding algorithm.
Note that the complexity of the decoding algorithm depends on the value of the search breadth. If
search breadth is too small, then the algorithm has a high probability of early termination. On the other
side, large search breadth significantly increases the computational complexity of the algorithm. We
found that a good trade-off here is to run the search with relatively small l, for instance, l = 8. However,
if all checked codewords are in the set C, then we allow running the depth-first search for lˆ additional
children of the root of the graph G. This operation is allowed to be run only s times for the one launch
of the decoder. If the algorithm is not able to find a codeword c, c /∈ C, for the given search breadth l
and the algorithm has already checked additional lˆ children s times, then decoding is terminated. This
limitation is introduced to decrease the average computational complexity of the algorithm. Note that if
the search for each child node of the root is run sequentially, one can stop the search procedure as soon
as a codeword c, c /∈ C, that improves the metric of the current codeword is found.
As mentioned before, this greedy algorithm can be implemented with complexity O(2m log 2m). As-
sume that one requires to evaluate all heuristic values (3) for the children of the node with a vector v
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of length n. Recall that all shortening patterns that are used to define children nodes are described by
the vectors of the first order RM code. It follows that (3) for the children nodes can be evaluated using
Fast Hadamard Transform (FHT) [11] that has complexity O(n logn).
Assume that y¯ is obtained from the input LLR vector y by taking values at the coordinates v. Let
H =
[
1 1
1 −1
]⊗ log
2
n
,
where X⊗m denotes m-times Kronecker product of the matrix X with itself. Then the result of FHT
applied to the vector y¯ can be expressed in terms of matrix multiplication as h = y¯H. Note that the
columns of the matrix H correspond to a half of the first order RM code codewords. Namely, if c is a
codeword and x is the corresponding column of H, then ci = (1−xi)/2. The rest codewords are defined
by the columns of −H. So, (3) can be calculated as (−1)
x
hi +h1, where i ∈ [2, n] , x ∈ {0, 1}. It follows
that (3) can be evaluated for all children of the given node with complexity O(n log n).
The formal description of the proposed greedy NextStep function is given in Figs. 3 – 4.
NextStepGreedyRec function uses a depth-first search to find a leaf that minimizes the search heuristic
(3). At each recursive step, the function NextStepGreedyRec chooses a node of the tree G that minimizes
(3) (see lines 13 – 23). Condition on line 2 checks whether a leaf node has been reached. If so, then the
algorithm swaps bits of the current codeword c in the coordinates from the vector of the node (see lines
4 – 6). If the new codeword is not in the set C, then the new codeword and the value of (3) are returned.
Otherwise, the algorithm returns ∞ instead of the value of the metric (3).
NextStepGreedy function calculates the metric (3) for the children of the root node of the tree G (see
lines 6 – 8). Then it uses NextStepGreedyRec function to perform a depth-first search for l children with
the smallest metric values. If a new codeword has been found during first l iterations, then the loop on
lines 9 – 27 is terminated (see lines 10 – 16). If additional lˆ checks are required to find a new codeword,
then the algorithm set a flag ec to one. This flag is used to check how many times the algorithm uses
the option to check additional lˆ children of the root of the tree. If NextStepGreedy returns ec that
equals one s times during decoding of the received vector, then the graph search algorithm prohibits
NextStepGreedy function from checking lˆ extra nodes. For instance, it can be done by setting lˆ to be
equal to zero. Note that the loop on lines 9 – 27 is also terminated if a codeword with a better metric
has been found (see line 26). If NextStepGreedy function is not able to find a codeword that is not in
C, then the function returns the input codeword c and −∞ as a metric value.
Finally, we estimate the computational complexity of the greedy NextStep function in terms of
operations required to calculate all FHTs. In the worst case, the algorithm checks l leaves, where l is the
search breadth. Then it is required about
n logn+ l
r−1∑
i=1
n
2i
log
n
2i
≈ (l + 1)n logn (4)
operations, where n is the code length. In the best case, the algorithm checks only one leaf that improves
the current metric and generates a codeword c such that c /∈ C. It requires
r−1∑
i=0
n
2i
log
n
2i
≈ 2n logn (5)
operations.
5 Simulation results
We consider RM codes of length 512 and the second order RM codes of length 1024 and 2048. The
simulation is performed for a binary symmetric channel (BSC) and a BI-AWGN channel. The graph
search decoder (GSD) is compared with recursive projection-aggregation (RPA) decoding without list [5]
and the recursive lists decoder (RLD) [4].
The computational complexity of projection-aggregation decoding and the graph search decoder can
be expressed in terms of the number of FHT used. For simplicity, we consider that the complexity of
one FHT of length n equals the complexity of two FHT of length n/2. Note that the computational
complexity of the recursive lists decoder with list size L is O(Ln logn). So, we assume that its complexity
equals the complexity of L FHT of length n.
6
Input: RM code parameters r and m, a vector of LLRs y, a codeword c, a set of codewords C, a vector
of coordinates v, a local metric value M ′
Output: A codeword res, a metric M that is used to find res
1: function NextStepGreedyRec(r, m, y, c, C, v, M ′)
2: if r = 0 then
3: res← c
4: for i = 1 to 2m do
5: res[v[i]]← res[v[i]]⊕ 1
6: end for
7: if res ∈ C then
8: return res,∞
9: else
10: return res,M ′
11: end if
12: end if
13: Let ci, 1 ≤ i ≤ 2
m+1 − 2, denote all codewords of the code R (1,m) with the Hamming weight
2m−1
14: Let a be a vector of length 2m+1 − 2, a[i]←
∑
j,ci[j]=1
y[i]
15: Let i be an index of the minimum value in a
16: Let vˆ denotes a vector of size 2m−1
17: h← 1
18: for j = 1 to 2m do
19: if ci[j] = 1 then
20: vˆ[h]← v[j], h← h+ 1
21: end if
22: end for
23: return NextStepGreedyRec(
r − 1,m− 1,y, c, C, vˆ, a[i])
24: end function
Figure 3: Recursive calculations used in a greedy version of the NextStep function
In order to fairly compare the graph search decoder with the recursive lists decoder with list size
L, we upper bound its computational complexity by the complexity of L FHT of length n. All the
simulations for the graph search decoder are run with parameters l = 8, lˆ = 8, and s = 5.
Simulation results of RM codes of length 512 for a BI-AWGN channel are presented in Fig. 5. The
graph search decoder significantly outperforms the recursive list decoder with the same computational
complexity. Namely, the gap is more than 1 dB for the codes of the second and the third order, while
the gap is about 0.5 dB for the code of order four. The performance of recursive projection-aggregation
decoding is similar to that of graph search decoding for the considered cases. However, the computational
complexity of the recursive projection-aggregation decoder, which equals O(nr logn) [5], is much higher
than the complexity of the considered graph search decoder.
Using the graph search decoder, we measure the ML decoder lower bound for RM codes of length
512. The lower bound is constructed using an approach described in [4]. Namely, we check the metric
of the output codeword of the graph search decoder with a large L. If this metric is better than the
metric of the transmitted codeword, it follows that the ML decoder also returns incorrect codeword.
Simulation results of the graph search decoder with a large L for RM codes of length 512 is presented
in Fig. 6. Although the maximum computation complexity of the graph search decoder is quite large,
its average computational complexity, which is depicted in Fig. 7, is much smaller. For instance, in high
signal-to-noise region, it requires less than 300 FHT for L = 1024 and less than 104 FHT for L = 219.
In addition, CRC allows decreasing the average computational complexity at least two times.
The results for RM codes of length 512 on a BSC are presented in Fig. 8. Observe that the graph
search decoder with the maximum complexity L = 1024 achieves the performance of the ML decoder
and significantly outperforms the recursive list decoder with similar computational complexity.
Simulation results of the second order RM codes of length 1024 and 2048 on a BI-AWGN channel are
presented in Fig. 9. The graph search decoder demonstrates 1.7 dB gain for R (2, 10) and 2.7 dB gain for
R (2, 11) in comparison with the recursive list decoder. Considered graph search decoder and the recur-
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Input: RM code parameters r and m, a vector of LLRs y, a codeword c, a set of codewords C, search
breadth l and lˆ
Output: A codeword res, a metric M of the codeword res, a flag ec whether the algorithm didn’t find
a codeword using l first attempts
1: function NextStepGreedy(r, m, y, c, C, l, lˆ)
2: res← c, Mc ← 0, M ←∞, ec← 0
3: for i = 1 to 2m do
4: Mc ←Mc + (1− 2c[i])y[i]
5: end for
6: Let ci, 1 ≤ i ≤ 2
m+1 − 2, denote all codewords of the code R (1,m) with the Hamming weight
2m−1
7: Let a be a vector of length 2m+1 − 2, a[i]←
∑
j,ci[j]=1
y[i]
8: Let k denotes a vector that index the vector of metrics a in ascending order
9: for i = 1 to l + lˆ do
10: if i > l then
11: if M =∞ then
12: ec← 1
13: else
14: break
15: end if
16: end if
17: Let v denotes a vector of size 2m−1
18: h← 1
19: for j = 1 to 2m do
20: if ck[i][j] = 1 then
21: v[h]← j, h← h+ 1
22: end if
23: end for
24: c′,M ′ ← NextStepGreedyRec(
r − 1,m− 1,y, c, C,v, a [i])
25: if M ′ < M then M ←M ′, res← c′
26: if M < 0 then break
27: end for
28: if M =∞ then
29: M ← −∞
30: else
31: M ←Mc − 2M
′
32: end if
33: return res,M, ec
34: end function
Figure 4: A greedy version of the NextStep function
sive projection-aggregation decoder have similar computational complexity for R (2, 10). However, the
graph search decoder demonstrates 0.25 dB gain in comparison with the recursive projection-aggregation
decoder. Note that the graph search decoder with L = 1024 is enough to achieve the ML lower bound
in case of R (2, 10), while for R (2, 11) there is a gap about 0.35 dB between the graph search decoder
with L = 1024 and the ML lower bound.
Finally, we present simulations results for the second order RM codes of length 1024 and 2048 on a
BSC (Fig. 10). The graph search decoder outperforms the recursive list decoder with the similar com-
plexity, however, in contrast to the BI-AWGN channel case, L = 1024 is enough to achieve performance
close to that of the ML decoder for both R (2, 10) and R (2, 11).
6 Conclusion
A new decoder for RM codes is presented. It benefits from the representation of the code as a graph. Such
representation allows using a greedy local search algorithm that is able to return the output codeword
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Figure 6: Comparison of the graph search de-
coder performance of RM codes of length 512
with an experimental ML lower bound on a BI-
AWGN channel.
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Figure 7: The average complexity of R (4, 9)
decoding on a BI-AWGN channel.
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Figure 8: The block error rate performance of
RM codes of length 512 on a BSC.
with low complexity. The algorithm demonstrates significantly better performance in comparison with
the state-of-the-art decoders of RM codes that have similar computational complexity. In case of a BSC,
it allows achieving the performance of the ML decoder with low maximum computational complexity,
while in case of a BI-AWGN channel, the ML decoder performance is achieved with feasible average
computational complexity. In addition, the algorithm benefits from the CRC that allows decreasing the
average computational complexity.
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