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Abstract
Air speed and ﬂight attitude angles are fundamental parameters for manual of automatic control of ﬂying bodies. Conventional measurement
methods rely on probes (e.g. Pitot tubes or vanes) having a one-to-one correspondence with the physical quantities of interest and requiring speciﬁc
placements. Here, a novel measurement approach is proposed, relying on indirect measurement and on a plurality of pressure readings made by
thincapacitivesensorsdirectlyplacedontheaircraftskin.Aredundantnumberofprobesrelaxestheaccuracyrequirementsposedontheindividual
units and helps achieving fault detection or fault tolerance. A strategy for efﬁciently processing/combining sensor data is herein presented together
with an error propagation analysis, and experimental data.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
Modern aircrafts require a vast amount of data coming from
on board sensors, either to provide information to the pilot, to
implementFly-by-Wire(FBW)systems,ortoachieveautomatic
ﬂight control as in unmanned air vehicles (UAVs). Speciﬁcally,
air data is fundamental to infer many high-level ﬂight parame-
ters,includingthefree-streamairspeedandtheattitudeofﬂight.
In this regard, it is worth considering that conventional mea-
surement techniques tend to rely on a few specialized, highly
accurate elements, in the form of Pitot tubes, electromechani-
cal devices such as vanes, or multifunction units such as self-
aligningslot-typesensors[1],etc.Inotherterms,inconventional
systems emphasis is on the transducers, which should make the
most direct measurements of the quantities of interest and make
them ready available at a good precision. While undoubtedly
successful, conventional techniques have a few drawbacks: (1)
different probe types may be needed for reading different phys-
ical quantities, leading to device proliferation (at times hidden
by the use of multi-functional probes [1]); (2) highly accurate
probes are generally required, leading to high costs (possibly
critical for certain classes of ﬂiers); (3) probe installation may
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be intrusive, or constrained to very speciﬁc locations, or probes
maybetoobulkyforsmallvehicles;(4)probeplacementmaybe
critical with regard to perturbation and wake effects (at times, to
the point of requiring booms to bring probes outside the aircraft
proﬁle); (5) the use of a small number of sensing devices may
make faults extremely critical.
These issues are well recognized and a few attempts have
been made to their solution. For instance, multi-hole/multi-
functional probes have been introduced to infer a plurality of
ﬂight parameters at once [1,2]; techniques have been introduced
to get free-stream parameters from measurement made on the
air vehicle skin [3]; replicated systems have been introduced to
enhance availability [4].
In this paper, a radically different approach is considered and
experimented, where the above issues are avoided a-priori by
moving the emphasis from the transducers to the signal pro-
cessing [5]. This is generally sensible, as the processing power
made available to designers is rapidly increasing in magnitude
and decreasing in cost. Rather than using a few specialized
probes, many low cost transducers of the same type and provid-
ing homogeneous raw data are employed, showing that efﬁcient
signal processing can anyway assure the possibility of inferring
apluralityofhigh-levelparametersatanadequateaccuracy.The
sensors are designed favoring low cost and low intrusivity over
othermeritfactors.Thankstotheirlargenumber,thesystemcan
be made tolerant of faults. Eventually, sensor placement con-
0924-4247/$ – see front matter © 2005 Elsevier B.V. All rights reserved.
doi:10.1016/j.sna.2005.12.026156 S. Callegari et al. / Sensors and Actuators A 130–131 (2006) 155–165
Fig. 1. Analogy between a ﬂuid-dynamic sensing systems used in Nature and the proposed approach: (A) proposed instrumentation to be applied on the aerodynamic
surfacesofanaircraft;(B)laterallineofneuromasts(nanoscaleﬂuidicsensors)usedbysomeﬁshesandamphibianstoinferswimmingattitudeandotherinformation.
straints are relaxed, since the existence of regions of the ﬂight
envelope where some sensors are perturbed can be treated as a
transient failure of a minority of units.
For transducing, the proposal relies on conformable strips
hostingcapacitivepressuresensitiveunits,directlyplacedonthe
aircraft aerodynamic surfaces as shown in Fig. 1(A). In many
senses, this approach can be considered more “natural” than
conventional ones. In fact, Nature often uses large arrays of
simplesensingelementsinconjunctionwithsophisticatedsignal
processing. Particularly, ﬁshes and aquatic amphibians know
about their attitude in water as a part of the signal processing
practiced by the lateral system which involves a plurality of
elementary pressure and shear sensors (neuromasts) aligned on
theirbody,asshowninFig.1(B)[6].1Analogywiththeproposed
system is remarkable.
Inthispaper,theanalysisislimitedtoprobeslocatedonairfoil
sections but the generalization to three-dimensional bodies (and
thus to side-slip detection) is possible. It is worth mentioning
that attempts at exploiting distributed sensors surveying local
pressures have already proven successful to the inference of
high-level aeronautic data [7].
The design of the sensor system described in this paper fol-
lowsmanyparalleltracks,reﬂectedbythepaperorganizationas
follows:
• Section 2 summarizes the development of a suitable sensing
technology, following the approach presented in [8] which
focuses on the application of Printed Circuit Board (PCB)
technologies to the implementation of pressure sensors.
• Section 3 describes the mathematical methods used in the
system and illustrates the development of suitable algorithms
and data structures, expanding the approach preliminarily
presented in the conference paper [9]. Speciﬁcally, an error
propagation model leading from uncertainties on pressure
readings to ﬁnal uncertainties on ﬂight parameters is here
fully developed and techniques for fault detection and fault
tolerance are introduced.
1 In nature, signal processing is so evolved that the lateral system can provide
information related to obstacle avoiding or prey detection.
Fig. 2. Sample placement of “region of interest” and spots where information
about pressure gradients over the airfoil is returned.
• Section 4 describes validation methods. These include sim-
ulation and wind tunnel experiments. For convenience, the
latter can employ conventional instrumentation (as reported
in the conference paper [10]). However, here we also present
the results of the ﬁrst wind tunnel tests based on real sensor
prototypes.
2. Sensing technologies
As it will get clear in Section 3, the proposed measurement
system requires sensors capable of delivering partial views of
the pressure gradients applied by the airﬂow over the aircraft
surfaces. It is assumed that such views are provided in the form
of vectors each of which represents a spatial discretization of
the pressure gradient at some location. Fig. 2 helps to illus-
trate this assumption by showing an airfoil section where ﬁve
sample “regions of interest” (R1 toR5) are marked. For each
regionRj,speciﬁcspotsxj,0 toxj,n exist,contributingtothespa-
tial discretization. With this, the sensor in charge of region Rj
is expected to return a vector2   Pj = (Pj,1,...,P j,n−1)T where
entryPj,i representsthepressuredifferencebetweenthespotsxj,i
and xj,0. The vectors   Pj can then be concatenated into a single
2 Here and in the following, the matrix transposition operator T is used to
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Fig. 3. Strip sensor array in PCB technology. Prototype photography (A); section and schematic operation (B). Sensor readout is capacitive.
vector of readings   R. Note that   R does not represent a pressure
gradient itself, as the pressure differences between the various
locations Rj need not to be known.
From the above, it should be clear that the requirements over
the sensor sub-system are particularly mild. First of all, sensors
can be differential as one is interested in pressure gradients and
notinabsolutedistributions.Thiscangreatlysimplifythesensor
design, neglecting absolute pressures which can signiﬁcantly
vary with altitude and meteorological conditions. Secondly, the
sensorsinchargeofthemanyregionscanbeindependentofeach
other as no pressure difference needs to be evaluated between
them.
Evidently, many technologies can be used for satisfying the
aboverequirements.Forinstance,onecoulddrilloriﬁcearraysin
the regions of interests and pneumatically link them to conven-
tional multi-point pressure scanners [3,11]. Alternatively, one
couldthinkofsensorsbasedonsiliconmicro-electromechanical
systems (MEMS) and/or hybrid technologies [12]. In practice,
however, one should make the sensor system as cheap, robust
andeasytoinstallaspossible.Tothisaim,sensorstripsbasedon
PCB technologies are being prototyped and tested, as reported
in [8], and as shown in Fig. 3. These are three-layer structures
where the mid-layer is shaped to make the device hollow and
organized in chambers. The chambers can communicate with
each other and with a pressure inlet, so that the same reference
pressure can be propagated within them. Their top is ﬂexible,
so that it can operate as a membrane, deforming according to
the pressure difference between the inside and the outside. The
chamber ﬂoor and ceiling are metal plated, so that such defor-
mation can be read as capacitance variations. The structure can
be made conformable to mildly curved surfaces, less than 1mm
thick (minimizing ﬂow perturbations) and in length between
10cm and over 50cm, depending on manufacturing facilities.
Furthermore, good mechanical robustness can be achieved. The
fact that each strip hosts many units is noteworthy, as it lowers
manufacturing costs and eases installation, favoring the deploy-
ment of very redundant setups. Furthermore, it enables a strip
to directly represent a “regions of interest” so that from the vec-
tor   Cj of its capacitance readings one can immediately get the
corresponding vector   Pj, once the characteristics of the elemen-
tarytransducersisdetermined/assigned[8,13].Theresolutionis
expected to be about 5–10Pa over a range spanning over 1kPa
(7–8 bit of effective resolution), which is sufﬁcient for air speed
and angle of attack detection, as shown in the following sec-
tions. Note that the sensor reading can be performed by analog
interface circuits carrying out capacity measurement and A/D
conversion.Thecollectionofdatathusneedsonlyelectricmeans
and can require as little as a couple of wires shared among all
sensorsifserialcommunicationisadopted.Theinterestedreader
is invited to check [8] and [14] which offer an in-depth view of
the sensing strips and interfacing.
3. Theory of operation
From the above, it should be clear that m strip sensors with
n sensitive spots each (n−1 pressure differences per sensor)
represent m regions of interest and deliver a compound readout
vector
  R =
⎛
⎜
⎜
⎝
   P1
. . .
   Pm
⎞
⎟
⎟
⎠ = ( P1,1,..., P 1,n−1, P 2,1,...,
 P2,n−1,..., P m,n−1)T (1)
The vector   R thus holds l=m(n−1) elements where n can typ-
ically be any integer between two and a few tens.3
The signal processing aspects involve the deﬁnition of algo-
rithms to properly consume this data and return high-level ﬂight
parameters including the free-stream air speed (V∞) and the
angle of attack (α). In general terms, one can think of a vec-
tor   Φ = (V∞,α)T of quantities of interest with the provision of
extendingittoincludetheside-slipangleβ too.4 Thealgorithms
should exploit the functional tie that must exist between   Φ and
  R, and which can be captured in most general terms as
  R = F(  Φ,   E) (2)
where   E is a vector of environmental parameters that might
affect the tie (e.g. air density). In the following, dependence on
  E will be implicitly assumed without marking it, to keep the
notation simpler.
3 Alternatively, and with trivial modiﬁcations to the following mathematical
methods, one can think of ﬁlling   R directly with the capacitive readings of the
strip sensors as   R = (C1,1,...,C 1,n−1,C 2,1,...,C 2,n−1,...,C m,n−1)T.
4 To this aim it is clearly not enough to ﬁt horizontal airfoil surfaces with
sensors, and one needs also to deﬁne “region of interests” on vertical planes.
However, no structural modiﬁcations to the mathematical methodologies pre-
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Fig. 4. (A) Contour plots of the various components of F for a test case where l=3. (B) Corresponding graphical determination of attack angle and air speed for
a readout vector   R whose components are those on the corresponding isoclines. Test conditions: data obtained by simulation for a normalized NACA 0012 airfoil
at room pressure and temperature. Airfoil is equipped with three two-units sensor strips: ﬁrst strip on top surface, with sensing spots at x1,0 =0.2m and x1,1 =0.4m
from leading edge; second strip on bottom surface with x2,0 =0.2m and x2,1 =0.4m; third strip on top surface with spots at x3,0 =0.7m and x3,1 =0.9m.
Note that knowledge about F can be obtained by various
means, e.g. exploiting analytical methods (by ﬂuid-dynamic
modeling), by simulation or measurements (sampling the space
of deﬁnition of   Φ at signiﬁcant points and applying interpo-
lation) or by mixture of these techniques. Assuming that F is
known, one should ideally use its inverse to compute   Φ once a
readingvector   Risdeliveredbythesensorsystem.Thedetermi-
nation of F is thus crucial and can be regarded as a calibration
phase. For the moment, assume that F is known and C1 in   Φ.
With this, the ﬁrst issue to clear is to assess that F is invertible.
In intuitive terms the inversion problem consists in taking
the various components of F,a si nFig. 4(A), and in ﬁnding the
intersection point of their isoclines corresponding to the com-
ponents of the sensor readout vector   R = (R1,...,R l)T as in
F1(  Φ) = R1,...,F l(  Φ) = Rl.ThisisshowninFig.4(B).From
the example, it is evident that the invertibility of F cannot be
generally assured. For instance, if in Fig. 4(B) one had consid-
ered only two isoclines (ignoring the output of a sensing unit),
there would have been two intersection points and inversion
ambiguity. For some speciﬁc sensor placements proving invert-
ibility might be possible, but deriving invertibility conditions
for arbitrary sensor placements and numbers would most likely
be cumbersome. Fortunately, this is practically not needed as
one can rely on the probability of F being not invertible to
decrease extremely rapidly when the number of sensing units
l is increased. In fact the diversity among the components of F
makes it extremely hard not to be one-to-one when l is large.
Hence, one can simply consider invertibility not be an issue as
long as the proposed measurement system uses a sufﬁciently
large number of sensing units, as it is actually meant to do.
Once invertibility is assessed, one needs to consider how to
exploit this property. In fact, naive inversion approaches can-
not be practiced due to uncertainties affecting the readout of   R.
Unavoidablemeasurementerrorshavetheconsequencethatone
cannot operate on   R directly. Only “perturbed instances”   S of   R
are available, built as
  S = ( P1,1 + ε1,1,..., P 1,n−1 + ε1,n−1, P 2,1 + ε2,1,...,
 P2,n−1 + ε2,n−1,..., P m,n−1 + εm,n−1)T (3)
where the vector   ε = (ε1,1,...,ε m,n−1)T summarizes the read-
ingerrors.KeepingreferencetotheexampleinFig.4,theireffect
is to make it virtually impossible to have a single point where
all the isoclines of the F components intersect.
This fact can be seen from another perspective by consider-
ing that F maps points from Rq (where q is the dimensionality
of   Φ, e.g. (2)) to a subset D of Rl which is an l-dimensional
manifold.5 As an example, Fig. 5(A) shows a possible image set
of an interval (V∞, α)T through F when l=3.
In this light, one sees that reading errors make it unlikely
for   S to fall on the image set D of F, so that even knowing
F−1 : D  → Rq one could not employ it to compute   Φ.
In conclusion, one is left with a classical estimation problem
[15]. A very practical approach to its solution is maximum like-
lihood estimation (MLE). The approach requires knowing the
probability density function (PDF) of   S once   Φ is assumed to
be deterministically set at a given value. Such PDF ρ(  S;   Φ)i s
termed a likelihood function whenever it is viewed as a func-
tion of the unknown   Φ with   S ﬁxed. MLE is hence practiced by
maximizingρ(  S;   Φ)in  Φwhen   S isgiven.Inthespeciﬁcestima-
tion problem being tackled, the ﬁrst step is to make reasonable
hypothesisaboutthestatisticaldistributionof  ε,sincethisenters
the deﬁnition of ρ(  S;   Φ). It seems reasonable to assume   ε to be
5 Excluding a pathological case where l is 1.S. Callegari et al. / Sensors and Actuators A 130–131 (2006) 155–165 159
Fig. 5. (A) Image set of an interval in the   Φ = (V∞,α)T plane through function F. Interval is deﬁned by α∈[−5◦,+8◦] and V∞ ∈[15,60]m/s. (B) Projection operator
used for the inversion of F when the reading vector is affected by measurement errors. Test conditions are the same as for the previous ﬁgure.
independentfrom   Φ(atleastinaﬁrstorderapproximation).Fur-
thermore, presuming that the various sensing units are identical
and correctly built not to inﬂuence each other, it seems also rea-
sonable to assume that the many εi,j are independent identical
distributed(IID)randomvariables,sothattheﬁrstorderstatistics
of   ε can easily be factorized. Additionally, assuming that εi,j are
non-systematic, it seems reasonable to assume εi,j ∼ N(0,σ ε),
i.e. that errors distribute normally with zero mean and a certain
variance σ2
ε. With all this:
ρ(  S;   Φ) =
1
(2πσ2
ε)
1/2 exp
 
−
1
2σ2
ε
l  
i=1
(Si − Fi(  Φ))
2
 
(4)
where Si and Fi are the components of   S and F, respectively.
Notethatthesumin(4)isjustthesquaredeuclideandistance
||F(  Φ) −   S||. Hence, the maximization of (4) can be conve-
niently restated as
minimize
in   Φ
||F(  Φ) −   S|| (5)
The minimization can be performed numerically [16], for
instance by gradient descent or Newton methods. However, if F
is modeled by an interval-wise polynomial function, exact solu-
tions may also be achievable. The MLE expression (5) lends to
a further interpretation of the estimation mechanism. Since F−1
is not sufﬁcient by itself for the inversion problem in presence
of reading errors one needs a generalization G : Rl  → Rq of
F−1 in order to be able to deal with them. Since the proposed
MLE framework – with the assumed error model – reduces to
least square estimation by (5), the optimal solution is clearly
represented by deﬁning G as the combination of F−l with an
orthogonal projection operator T taking   S onto D as shown in
Fig.5(B).InothertermsF−1 getsappliedtothepointofDclos-
est to the reading   S. While this interpretation is not convenient
for the practical implementation of a computation algorithm, it
can be useful for the prediction of estimation uncertainties, as
shown in the following Section 3.3.
3.1. System extension to fault detection and to fault tolerant
operation
After the optimization (5), the quantity object of minimiza-
tion can be employed as a merit factor to qualify the estimation
procedure. Under the assumption that the components of   ε are
IID and distributed according to N(0,σ ε), for each given   Φ, the
quantity ||F(  Φ) −   S|| can be expected to be a random variable
withaChi-likedistribution.Letusindicatebyσ
(l)
CS(x)theproba-
bilitydensityfunctionofthenormalizedChi-squaredistribution
with l degrees of freedom and deﬁne a quantity dmax so that
  d2
max
0
1
σ2
ε
ρ
(l)
CS
 
x
σ2
ε
 
dx = θ (6)
where θ is a quantity close to 1 (e.g. 99%). With this, the prob-
ability that a measure vector   S leads to a ||F(  Φ) −   S|| >d max
should be less than 1−θ (e.g. less than 1%). This consideration
opens the way to a convenient fault detection mechanism for the
proposed air data system. Whenever the quantity minimized in
(5) exceeds a threshold (dmax or presumably a larger quantity to
have some clearance), one knows that   S is degraded by anoma-
lously large errors. The latter might be caused by sensor faults,
data transmission errors, or transient errors due to ﬂow pertur-
bations or wake effects.6 In mission-critical systems the ability
to derive a reliability index from measured data can be a fun-
damental feature. Note that this comes as a direct beneﬁt of the
exploitationofaredundantsensorsetwhereincoherenceamong
the sensor readings can trigger alerts. If the sensor redundancy
6 Theapproachisalsoabletodetectconvergenceproblemsintheminimization
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is large enough, the fault detection mechanism can be easily
extended to achieve fault tolerance. In fact, when ||F(  Φ) −   S||
istoolarge,onecanprogressivelyexcludesomesensorreadings
from the estimation phase, until the minimization residue goes
back to normality. At this point, the faulty part of the system is
isolated.
3.2. System calibration
Having discussed the usage of function F for the estimation
of   Φ, it is worth considering the determination of F itself. Obvi-
ously, F depends on the particular shape of the aerodynamic
surfaces on which the sensors are placed and on their particular
locations. Note that the possibility of obtaining a closed-form F
fromphysicalmodelsisgenerallyhinderedbythecomplications
of ﬂuid-dynamics. For instance, in [3] it was possible to rely on
analyticalmodelsonlythankstotheusageofparticularlysimple
aerodynamic shapes. In this paper, F is approximated by using
results from simulation and experimental data. Particularly, F
is expressed by a F - (  Φ,   E,   K) where F - represents a ﬁxed func-
tional structure and   K is a vector of calibration parameters. In
othertermsacompactmodelissoughtforthephysicalphenom-
ena. The choice of the structure F - is extremely important as it
stronglyaffectsthepossibilityofaccuratelyexpressing Fwitha
minimal number of parameters and to calibrate it by a minimal
set of experimental data. Furthermore, the form of F - inﬂuences
the possibility of efﬁciently computing the minimization (5).
As already mentioned, the latter can normally be performed by
numerical methods such as gradient descent of Newton algo-
rithms, but for particular expressions of F - (e.g. interval-wise
polynomial) exact solutions might also be achievable. The latter
may result particularly advantageous thanks to the possibility of
pre-determining computation times, which favors the set up of
real-time systems.
In this paper a preliminary approach has been pursued in
order to get a proof of principle of the proposed techniques.
This involves the deﬁnition of a limited region of   Φ points
admissible in a realistic ﬂight envelope (e.g. α∈[−8◦,8◦] and
V∞ ∈[20,45]m/s). In this region, signiﬁcant sample points are
identiﬁed by uniformly stepping V∞ and α. At these points,
pressure data is obtained either by simulation or by wind tun-
nel experiments. This data is then used to obtain an optimal
  K by ﬁtting techniques, when F - is set to have an interval-
wisepolynomialform(3rdorder).Fluid-dynamicconsiderations
can then be used to introduce dependencies on environmen-
tal parameters such as temperature, barometric pressure, etc.
Clearly, this approximation method is almost uninformed of the
underlyingﬂuid-dynamicphenomena,andassuchopentomany
optimizations. In the future, more sophisticated approximation
techniques should be introduced to reduce the sets of experi-
mental data needed for calibration. With the current approach,
sample algorithm implementations have shown that a commod-
itycomputeriscapableofdeliveringasolutiontotheestimation
probleminabout0.1swhenthereadoutspaceis10-dimensional
(l=10). Such result is obtained by applying an unspecialized
minimization algorithm in an interpreted software environment,
so signiﬁcant computation time reductions should be at hand.
3.3. Estimation of accuracy bounds
In order to proﬁciently exploit the techniques described in
the previous section, one should be able to forecast how the
sensors reading errors propagate onto the ﬁnal   Φ values. It is
intuitive that, due to the inherent non-linearity of the computa-
tions, errors must propagate differently in different areas of the
ﬂight envelope.
A common index used in estimation theory is the
Cramer–Rao lower bound (CRLB) [15]. Although it is a bound
and not an exact variance evaluation, its usage can offer signif-
icant insight. Particularly, it alerts to the physical impossibility
of ﬁnding unbiased estimators whose variance is less than its
amount.
In general terms the CRLB states that:
var(ˆ θi) ≥ [I−1(  θ)]i,i (7)
where   θ is the vector of the parameters to estimate, ˆ θi is an esti-
mated parameter and I is the Fisher information matrix deﬁned
as
[I(  θ)]i,j =− E
 
∂2 lnρ(  x;  θ)
∂θi∂θj
 
(8)
where   x is the vector of observations on which the estimation is
based.ThespecializationoftheCRLBtotheestimationproblem
described above has a particularly compact form thanks to the
hypotheses made on measurement errors: considering that the
covariance matrix of the observations is diagonal with entries
σ2
ε, that   θ is   Φ and that   x is   S, one has:
I(  Φ) =
1
σ2
ε
X (9)
where X=(J[F])TJ[F] and J[F] is the Jacobian matrix of F.
From this, when   Φ=(V∞, α)T
σV∞ ≥ σε
 
[((J[F])TJ[F])
−1]1,1;
σα ≥ σε
 
[((J[F])TJ[F])
−1]2,2 (10)
where σV∞ and σα are the standard deviations to expect on V∞
and α, respectively.
It is also worth considering that in the particular application,
the CRLB can be attained in an approximate sense. In other
terms it can be used to forecast the effective accuracy that can
beobtainedfromtheproposedairdatasystem,giventhesensors
characteristics (and thus σε), number and location. Once accu-
racy speciﬁcations are provided for the whole system this can
be precious to chose the sensors to adopt and to optimize their
placement. The possibility to use (10) as an excellent approxi-
mationoftheeffectiveperformanceoftheMLEfortheproposed
application derives from F being locally not too far from linear
(almost quadratic in V∞ and smooth in α).
In geometrical terms, this can be seen by considering the
framework of Fig. 5(B), where the estimation of   Φ is obtained
as   F
−1
(  T(  S)) = G(  S). If F is not too far from linear, in the
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linearization Flin, expressed by the Jacobian J[F]a t  Φ. Note
that the image set of Flin is not D, rather the (hyper)plane Dlin
tangenttoDat   R = F(  Φ).Withthis,onecanapproximateG(  S)
as Glin(  S) = F−1
lin (Tlin(  S)) where Tlin is a projection operator
taking   S onto Dlin. Since the columns of J[F] deﬁne a basis for
Dlin,avariationof   S,    S,getsconvertedbyGlin intoavariation
of   Φ that can be expressed as    Φ = (J[F]TJ[F])
−1J[F]T    S.
With this formula, one can compute the covariance matrix for
   Φ,assumingadiagonalcovariancematrixσ2
ε1l for   S (where
1l is the l×l identity matrix). The covariance expression is
E[   Φ   ΦT]
= E[(J[F]TJ[F])
−1
J[F]T    S   STJ[F](J[F]TJ[F])
−1
]
= (J[F]TJ[F])
−1
J[F]Tσ2
ε1lJ[F](J[F]TJ[F])
−1
= σ2
ε(J[F]TJ[F])
−1
(11)
i.e. it is equivalent to (10) when equalities are substituted for
the inequalities in (10) and one is only interested in the variance
(diagonal) terms of (11).
Once the sensor accuracy is known and expressed as a stan-
dard deviation, formulas like (10) and (11) enable plots such
as those of Fig. 6 to be drawn. Here, the pressure sensor accu-
racy is related to the global accuracy that can be obtained in the
measurementof   Φ,oncethesensorplacementisassigned.Obvi-
ously, the global accuracy that can be obtained depends on the
speciﬁcpointoftheﬂightenvelopewhereoneoperates.Notably,
the accuracy is better at low angles of attack and at high speeds.
This seems to be a major regularity, independent of the speciﬁc
sensor placement being adopted.
As a ﬁnal remark, note that the possibility of estimating the
accuracy of the approach by a closed form expressions such
as (10) and (11) can be fundamental in the practical design of
an air data system. Particularly, expressions such as (10) and
(11) enable the coding of optimization procedures where the
placement of the sensors over the aerodynamic surfaces of an
aircraftisincrementallyadjusteduntilthebestpossibleaccuracy
in the estimation of   Φ is obtained.
4. Experimental results
The methodologies described in the previous section have
been validated by three independent means, involving both
numerical simulation and experiments practiced in a wind tun-
nel. The usage of three different validation tracks can be very
advantageous since different experiment types permit different
level of control of environmental information and are character-
izedbydifferentpiecesofreturninformation.Forinstance,wind
tunnel experiments offer realistic operating conditions, while
simulation-basedtechniquesallowstrictcontrolofsecondorder
aerodynamic effect and exclude that equipment set up problems
can compromise the interpretation of data. Furthermore, exper-
imental tracks that do not require the strip pressure sensors to
be physically available make it possible to start experiments
before prototypes sensors are available, enabling the concurrent
developmentofthesoftwareandhardwarepartsoftheproposed
measurement system.
4.1. Simulation tests
By simulation one gets “ideal” input data to which numbers
obtained by wind tunnel experiments can then be confronted for
interpretation. Furthermore, simulation allows one to check the
hypothesis that the CRLB can be used to forecast ﬂight parame-
ters uncertainties, without interference from second order aero-
dynamicphenomena.Finally,simulationprovidesdatausefulto
drive and optimize the sensor design.
Thesimulationtestshereinreportedconsistedintheextensive
application of Monte Carlo methods to accumulate sufﬁcient
information to derive the statistics of estimation errors. Simula-
tion tests were practiced with the aid of the ﬂuid-dynamic code
Xfoil [17,18], linked to a Computer Algebra System by some
ad hoc glue software. Particularly, the simulations procedure
comprises the following steps:
1. A simulation setup is assigned, including an airfoil descrip-
tion, a sensor characterization and information about sensor
placement over the airfoil.
Fig. 6. Sample standard deviation surfaces obtained from Eqs. (10) and (11). (A) Standard deviation on V∞; (B): standard deviation on α. Test conditions: data
obtained by simulation for a NACA0012 airfoil (50cm chord) equipped with two symmetrically placed strip sensors with nine sensitive spots each: ﬁrst strip is on
top surface of the airfoil, second strip on bottom; sensitive spots positions are at x·,j =(5+2.5·j)cm from leading edge. The sensor resolution is assumed to be eight
bits (σε ≈2Pa over a 1500Pa range). The plots show the possibility of measuring the free-stream speed at an accuracy within ±2m/s and the attack angle at an
accuracy within ±1◦ for this particular sensor setup.162 S. Callegari et al. / Sensors and Actuators A 130–131 (2006) 155–165
Fig. 7. Model airfoil equipped with oriﬁce arrays for the proposed experiments.
2. Xfoil is ﬁrst run to create calibration data and to generate an
approximating function   F - (  Φ,   E,   K) as described in Section
3.
3. A cycle begins, including:
• the generation of a random nominal   Φ;
• the usage of Xfoil to compute an ideal sensor reading vec-
tor   R for such   Φ;
• the random perturbation of   R to simulate measurement
errors and to obtain a vector   S;
• the estimation of a vector   ˆ Φ from   S;
• the recording of   Φ and the difference between the real   Φ
and the estimated   ˆ Φ;
4. The cycle is repeated many times (>20,000).
5. At the end of the cycle standard deviations are computed for
the estimation errors.
The above procedure conﬁrmed the correctness of using the
CRLB to forecast estimation uncertainties. Data obtained by
simulation was coherent with analytically derived data such as
that in Fig. 6.
4.2. Tests with conventional instrumentation
Tests with conventional instrumentation consist in creat-
ing a realistic wind tunnel setup. The tests employ an airfoil
model. However, in this experimental track the airfoil is not
yet equipped with capacitive strip sensors. Conversely, oriﬁce
arrays are drilled on its surfaces and linked to a conventional
multi-point pressure scanner. The oriﬁce arrays are then used to
emulate the readings of the capacitive strip sensors.
Theadvantagesofthis“intermediate”experimentalapproach
are two-fold. First of all, one can check the ﬂight parameter
inference algorithm relaying on well-acceded and documented
instrumentation. Secondly, one can build data to be used as a
benchmark for the further experiments using the real capacitive
sensors. In this way, potential issues limited to the capacitive
strip sensors can be easily isolated.
The experiments herein reported employed a NACA0015
(310mm chord) airfoil model equipped with two symmetrically
placed arrays of oriﬁces emulating the readings of two 16-units
PCB strips, as shown in Fig. 7. The right side of the ﬁgure also
reports the position of the individual oriﬁces from the airfoil
leading edge.
The experiment consisted in a training phase and in a valida-
tion phase. In the training phase, data was collected either from
simulation or from wind tunnel instrumentation sampling the
(α, V∞) region of interest at regular points (1◦ and 5m/s steps).
Training data was used to extract two calibration sets   Ks and   Ke
for F - (  Φ,   E,   K), referring to simulation data and experimental
data, respectively. Then, in the validation phase, the proﬁle was
placed in the wind tunnel at unknown angle and air speed. A
reading   S was made from the pressure probes and used to infer
α and V∞ as described in Section 3. Measurement of α and V∞,
were also taken by the wind tunnel scales and compared. It is
important to remark that calibration and validation were always
practiced on different data sets.
Fig. 8 helps better perceiving the discrepancy between mea-
surementsmadebyestimationandbythewindtunnelscales,for
the case where the calibration vector   Ke is used. The case with
  Ks is substantially similar, with only slightly larger errors. The
x-axis reports α, the y-axis reports V∞, and the z-axis (vertical)
reports the magnitude of the measurement errors.
Note the generally good agreement, with errors smaller than
1◦ (∼6% of range) and 1m/s (∼2.5% of max tested speed).
Also note that although the amount of data is insufﬁcient for
statisticalconsiderations,theplotsappeartoshowslightlylarger
discrepancies at higher speeds. This suggests that aerodynamic
effects ignored by simulation may play a signiﬁcant role. This
is interesting, particularly when confronted with data based on
error propagation analysis, such as that presented in Section 3.3
and Fig. 6, where errors were larger at lower speeds when the
errorsintroducedbythesensorshadlargerrelativeimportance.7
4.3. Tests with strip sensors
The last experimental track consists in tests based on real
strip sensors prototypes in a wind tunnel setup. Hence, all the
components of the proposed measurement system are ﬁnally
7 Actually, the regular structure of errors in α deserves some observations,
since it suggests that errors might be partially imputable to the experimental
setup rather than the proposed measurement approach itself. In fact, the error
propagation models devised in Section 3.3 indicates that errors on α and V∞
should have a random structure, where the patterns in Fig. 8 do not clearly ﬁt.
A possible explanation might be to ascribe part of the errors to the mechanical
clearanceofthesystemusedtosettheairfoilangularpositioninthewindtunnel.
Modiﬁcations of the experimental setup shall help clarify this point.S. Callegari et al. / Sensors and Actuators A 130–131 (2006) 155–165 163
Fig. 8. Plots of discrepancy among data inferred by estimation and data obtained by conventional instruments. (A) Errors on V∞, in m/s; (B) errors on α in degrees.
Fig. 9. Model airfoil equipped with a prototype strip sensor for the proposed experiments.
included. In this tests, the experimental setup is similar to the
above, but a PCB strip sensor is glued on the skin of the model
airfoil to be placed in the wind tunnel.
As above, the tests exploited a NACA 0015 airfoil (310mm
chord). A single prototype PCB sensor was actually employed,
being glued on the upper airfoil surface as illustrated in Fig. 9.
The right side of the ﬁgure also report the exact placement of
the sensitive spots.
The experiment followed the same guidelines of the previ-
ous section, with a notable exception: function F - (  Φ,   E,   K)w a s
taken to model a link between (V∞, α) and the sensor capaci-
tance readings, not between (V∞, α) and pressure readings.8 In
other terms   F - was asked to incorporate the non-linear charac-
teristics of the sensor, as pictured in Fig. 10. This could happen
most naturally thanks to the extensive parametrization of   F - .
In operation the capacitance value for the sensing elements
at rest were approximately 3.4pF (slightly varying among the
many sensitive spots). Capacitance readings were made at V∞,
8 See also footnote 3.
Fig. 10. Non-linear pressure to capacitance relationship of the prototype strip
sensor used for the experiments.164 S. Callegari et al. / Sensors and Actuators A 130–131 (2006) 155–165
Table 1
Experimental veriﬁcation of the correct operation of the proposed measurement
system
Setup Estimation Error
V∞ (m/s) α (◦) V∞ (m/s) α (◦) | V∞| (m/s) | α| (◦)
30.15 −4 30.08 −4.04 0.07 0.04
40.06 −4 39.42 −4.04 0.63 0.04
29.91 0 29.14 +0.30 0.78 0.30
39.90 0 39.20 +0.14 0.70 0.14
30.10 +4 30.80 +3.17 0.70 0.82
40.08 +4 35.94 +5.80 4.13 1.80
29.91 +8 30.04 +7.97 0.13 0.03
40.03 +8 39.73 +8.15 0.30 0.15
0.09 – 0.45 – 0.37 –
In tests, the set of measurements used for calibration was always disjoint from
the measurements used in validation.
equal to 0, 25, 30, 35, 40m/s and α equal to −8◦, −4◦,0 ◦,4 ◦,
8◦. These test conditions made the sensor capacitance vary in a
[−500,+900]fFrangearoundtheirquiescentvalue.Capacitance
measurements showed a repeatability of approximately ±9fF
(±0.7% of the available range).
Table1showstheabilityofthecalibratedsystemtocorrectly
infer V∞, and α at various speeds and angles of attack, resulting
consistent with the theory presented so far. Errors are clearly
largerthanthosepresentedintheprevioussection.Thislasttrack
of experiments provided valuable results. Namely:
• Substantial coherence of the experimental data with data pro-
vided by theory and by other experimental tracks proved the
generally correct operation of the capacitive sensors and the
possibility of effectively using on-skin capacitive sensing for
the measurement of high-level ﬂight parameters.
• Thepossibilityofseamlesslyincorporatingthenon-linearities
of the sensor model in the estimation procedure was shown.
• The possibility of reliably inferring high-level ﬂight parame-
ters even with the monitoring of a single airfoil surface was
proved.
The larger estimation errors, obtained in this experimental
track with regard to the previous one can be ascribed to some
concurrent causes. First of all, it is worth noticing that the
monitoring of a single airfoil surface reduces the diversity
among the various sensor reading. From the CRLB-based error
propagation analysis it is known that this negatively affects
the ﬁnal accuracy. Secondly, in this experiment the length of
the readout vector l was 5, while in the previous track of
experiments l was 30. From the CRLB-based error propaga-
tion analysis it could also be foreseen that a reduction in the
input redundancy could negatively affect accuracy. Finally, the
experiments revealed a second order phenomena in the sen-
sors themselves. This is a long-term dynamical phenomena
known as creep [8] that derives from the sensor materials, con-
struction and sizing. In the future, results shall be improved
also by contrasting this phenomena or accounting for it in the
models.
5. Conclusions and future work
A novel measurement approach for air data has been pre-
sented, enabling the determination of free-stream air speed and
ﬂight attitude angles from measurement taken by a redundant
set of identical pressure sensors directly applied on the skin of
the aircraft. In the proposed methodology the aircraft itself is a
part of the measurement system.
The theory of operation has been developed with the aid of
estimation theory and accuracy bounds have been determined
for the proposed approach. Experiments have been practiced in
a wind tunnel to conﬁrm the correctness of the theory.While
the results obtained so far are satisfactory, research is still in
progress, speciﬁcally dealing with the following goals:
1. Enhancement of the experimental equipment, to get a better
perception of the achievable accuracy.
2. Enhancement of the experimental equipment, allowing air-
foils to be equipped with many sensors at the same time, to
test fault detection/fault tolerance schemes.
3. Extension of the methodology to side-slip detection.
4. Algorithmreﬁnementandportingtoanembeddablecomput-
ing system.
5. Coding of procedures to help ﬁnding optimal sensor place-
ment.
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