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This dissertation is comprised predominantly of two topics of research. On the first topic,
standard penalized methods of variable selection and parameter estimation in the linear regression
model rely on the magnitude of coefficient estimates to decide which variables to include in the
final model. However, coefficient estimates are unreliable when the design matrix is collinear.
To overcome this challenge an entirely new perspective on model selection is presented within a
generalized fiducial inference framework. This new procedure is able to effectively account for
linear dependencies among subsets of covariates in a high-dimensional setting where p can grow
almost exponentially in n. Furthermore, with a typical sparsity assumption, it is shown that the
proposed method is consistent in the sense that the probability of the true sparse subset of covariates
converges in probability to 1 as n→∞, or as n→∞ and p→∞.
The model selection methodology is also extended from the linear regression setting to the vector
autoregressive (VAR) setting. In the extension, we construct methodology via the ε-admissible
subsets (EAS) approach for posterior-like inference of relative model probabilities over all sets
of active/inactive components of the VAR transition matrix. We provide a mathematical proof
of pairwise and strong graphical selection consistency for the EAS approach for stable VAR(1)
models, and demonstrate numerically that it is an effective strategy in high-dimensional settings.
The second topic is motivated by the Mayo Clinic Study of Aging data for 4742 subjects
since 2004, and how it can be used to draw inference on the role of aging in the development of
dementia. We construct a hidden Markov model (HMM) to represent progression of dementia from
states associated with the buildup of amyloid plaque in the brain, and the loss of cortical thickness.
A hierarchical Bayesian approach is taken to estimate the parameters of the HMM with a truly
iii
time-inhomogeneous infinitesimal generator matrix, and response functions of the continuous-valued
biomarker measurements are cut-point agnostic.
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This dissertation is comprised predominantly of two topics of research. One involves exten-
sive theoretical work on nonpenalized model selection problems encompassing both the high-
dimensional linear regression and vector autoregression setting. The second is an application of a
hidden Markov model (HMM) to the study of aging and the progression of dementia. Significant
contributions of these projects are the implementation of alternative frameworks for statistical in-
ference, namely, generalized fiducial inference (GFI) and Bayesian inference. A major theme of
my research is to develop methods of statistical inference from epistemic perspectives which more
naturally facilitate the interpretation of uncertainty quantification from data based on degrees of
believe.
The nonpenalized model selection methodology and theory are presented in Chapters 2 and 3,
the Bayesian HMM application is given in Chapter 4, and an additional chapter, Chapter 5, presents
an exposition of an important theorem introduced recently in the literature which broadly impacts
the foundations of statistical inference. Note that Chapter 3 is research which extends from the
foundations built in Chapter 2. Nonetheless, each chapter in this dissertation represents completely
developed and standalone research ideas. Each of these research topics are briefly introduced the
remaining subsections.
1.1 Nonpenalized model selection via generalized fiducial inference
The basic idea behind the proposed model selection methodology is to re-think what one should
hope to recover as the “true data generating model”. Namely, in the linear model setting the con-
structed approach scales to high-dimensions, without relying on penalty functions, by focusing on
recovering a nonredundant subset of the true model. For instance, a subset of candidate covari-
ates with a linear prediction within some chosen precision of a subset of fewer covariates contains
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redundant information. Such subsets are common in situations with collinear covariates, and if
it happens that the “true” data generating covariates are collinear, then only a strict subset of
the covariates are needed to predict/explain the observed response data. We argue that in finite
sample settings, focusing only on these nonredundant subsets is an avenue in which one can begin
to relax assumptions of sparsity. Nevertheless, we prove mathematically that under a standard
sparsity assumption, our variable selection procedure will assign probability 1 to the true model
with probability converging to 1 as both the number of data observations, n, and covariates, p, are
taken to infinity. Furthermore, p can be allowed to grow almost exponentially in n.
In extending the variable selection methodology from the linear regression setting to the multi-
variate vector autoregressive (VAR) setting, we demonstrate an analogous asymptotic consistency
result assuming the data are generated from a VAR(1) model (VAR model of order 1). Model selec-
tion in this setting is best described as graph selection (determining the active/inactive components
of the transition matrix) because all variables (i.e., components of the VAR(1) model) are a part
of the observed data, and thus cannot be omitted in the way covariates in a linear regression can.
Theoretical investigations into high-dimensional VAR models are a very unexplored topic within
the Bayesian, and of course GFI, literature. However, we are able to prove pairwise and strong
graphical selection consistency of the true graph, and demonstrate the effectiveness of our approach
on high-dimensional synthetic data as well as real data.
1.2 A Bayesian approach to multi-state HMM: application to dementia progression
This research was entirely motivated by the Mayo Clinic Study of Aging (MCSA) and how the
resulting data can be used to draw inference on the role of aging in the development of dementia.
The goal was to create a model of progression to dementia which can accommodate: (1) a wide
variation in age (the dominant variable under consideration), (2) significant fluctuation in the time
between subject visits, (3) different amount of information available for each subject (e.g., missing
visits and/or clinical data), and (4) subject specific covariates.
This work provides an innovative statistical analysis of the MCSA data via a continuous-
time, discrete-state HMM estimated within the Bayesian paradigm. Additionally, we demonstrate
the existence of and provide solutions for various methodological gaps in the analysis of disease
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progression for studies like the MCSA. First, we provide an approach for correcting a common bias
in delayed enrollment studies which has been overlooked in the literature. Second, we introduce
a methodological framework for estimating the strength and persistence of a separate death rate
bias specific to death rates, which could be present in any study relying on enrollment of subjects.
Our final methodological innovation is a Bayesian approach to estimating the biomarker regions
most associated with high/low burden states in a manner that does not require the specification
of cut-points. Hard cut-points for discretizing continuous measurements of biological processes are
practically and philosophically problematic, and have to be chosen more or less arbitrarily.
Note, the term delayed enrollment, here, is used to describe a study with a given baseline (age
50 in the case of the MCSA) such that some or all subjects are not observed at baseline. We
demonstrate empirically that the effects of this bias cannot be ignored, and existing software is
not equipped to handle this feature. Moreover, we illustrate a general and effective framework for
fitting a continuous-time, discrete-state HMM within the Bayesian paradigm, and the infinitesimal
generator matrix of the underlying Markov process is allowed to be truly time-inhomogeneous (as
a function of an individual’s age).
1.3 An exposition of the false confidence theorem
A recent paper (Balch et al., 2017) presents the “false confidence theorem” (FCT) which has
potentially broad implications for statistical inference using Bayesian posterior uncertainty. We
consider a number of examples demonstrating the paradoxical nature of false confidence to begin
to understand the contexts in which the FCT does (and does not) play a meaningful role in sta-
tistical inference. The fact that probabilities (specifically, posterior probabilities) are additive is
problematic because they do not leave room for ignorance (i.e., events are either true or false),
which is a major underpinning of the FCT. There is currently little theoretical understanding of
the phenomenon of false confidence or of when it plays a significant role in statistical analysis.
We demonstrate ramifications of false confidence in standard, single parameter models as well as
models involving the marginalization of multiple parameters. Our examples seem to illustrate that
models involving the marginalization to non-linear, not one-to-one functions of multiple parameters
play a key role in more extreme manifestations of false confidence.
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CHAPTER 2
Nonpenalized variable selection in high-dimensional linear model settings via
generalized fiducial inference
2.1 Introduction
A strategy for developing variable selection procedures with desirable consistency properties
entails exploiting some distinguishing property of the theoretical true data generating model. For
example, standard penalized methods of variable selection within a linear model framework such
as LASSO of Tibshirani (1996), SCAD of Fan and Li (2001), and the Dantzig Selector of Candes
and Tao (2007) rely on the magnitude of the coefficients in the true data generating model being
relatively larger than those of the other coefficients. Johnson and Rossell (2012) use this property
to construct nonlocal prior densities over all subsets of covariates. The defining property of their
nonlocal density is that it takes the value of zero for subsets containing a covariate with a zero-
valued coefficient.
We propose a more desirable way for eliminating redundancies from the sample space of candi-
date subsets which does not explicitly rely on coefficient magnitudes. That is, any candidate true
model should be non-redundant in the sense that it contains the minimal amount of information
necessary for explaining and/or predicting the observed data. One such criterion to exploit this
non-redundancy property is that the only subsets with nonzero posterior probability should be those
which cannot be predicted to some chosen precision by a subset of fewer covariates. Such a criterion
requires constructing a probability distribution on the space of candidate models, which is consis-
tent with a Bayesian or fiducial variable selection paradigm. The literature on high-dimensional
linear models is vast, but we hope to contribute to it by using this setting to build a foundation
for a fresh perspective on variable selection.
Recent work in the Bayesian high-dimensional linear model setting includes Ročková and George
(2018) who develop methods for separable and non-separable spike-and-slab penalized estimation,
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the credible set approach of Bondell and Reich (2012), and Narisetty and He (2014) who propose
a method based on shrinking and diffusing coefficient priors in which the variance of the priors are
sample size dependent. Lai et al. (2015) layout framework for penalized estimation within a GFI
approach.
Ghosh and Ghattas (2015) provide insights into complications in Bayesian variable selection.
Namely, the size of the sample space (2p) is often too large to compute all model probabilities,
and even typically larger than can reasonably be sampled by Markov chain Monte Carlo (MCMC)
methods. Thus, the nonlocal prior approach of Johnson and Rossell (2012) can achieve asymptotic
consistency (where other approaches can only achieve asymptotic pairwise consistency) because it
is able to effectively eliminate a large enough portion of the 2p subsets from the sample space. To
illustrate this point, consider the following simple example. Let
Y ∼ Nn
(
β1 · x(1) + · · ·+ βp · x(p), σ2In
)
, (2.1)
where βj ∈ R and x(j) ∈ Rn for j ∈ {1, . . . , p}, and σ > 0. Further, suppose that the
true but unknown values of (β1, β2, β3, . . . , βp)
′ are (b1, b2, 0, . . . , 0)
′. Within the nonlocal prior
framework, the only subsets with non-negligible posterior probability are contained in the set{
{x(1)}, {x(2)}, {x(1), x(2)}
}
.
When viewed as a prior density on the coefficients, nonlocal priors assign zero prior density
to the true parameter value when the true parameter value is zero. From a Bayesian perspective
this is philosophically problematic, but very insightful for consistency of model selection. The
insight lends itself to the question: What other properties might the true model have which can
be exploited to develop a statistical procedure with the ability to effectively eliminate subsets from
the sample space?
In addressing this question, we build our proposed methods from the idea that any candidate
true model, as determined by the actual non-zero parameter values, should be non-redundant in the
sense that it contains the minimal amount of information necessary for explaining and/or predicting
the observed data. We denote such subsets of the parameter space as ε-admissible, and define them
precisely in Definition 2.1. Then, using the above nonlocal prior example, the entire model space
of {x(1), x(2), x(3)} for instance, is not ε-admissible because it can be perfectly predicted by the
smaller subset {x(1), x(2)}.
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To further illustrate the intuition behind our proposal, consider an example where x(2) is
highly collinear with all of x(3), . . . , x(p) but is not correlated with x(1), and where the true values
of (β1, β2, β3, . . . , βp)
′ are (b1, b2, b3, . . . , bp)
′ with bj 6= 0 for all j ∈ {1, . . . , p}. In this case, assuming
strong enough collinearity, ∃c ∈ R with c · x(2) ≈ b2 · x(2) + · · ·+ bp · x(p), i.e.,∥∥(b1 · x(1) + · · ·+ bp · x(p))− (b1 · x(1) + c · x(2))∥∥ < ε
where ε > 0 is some desired precision. Thus, for much of the parameter space the subset
{x(1), . . . , x(p)} is not ε-admissible, but would be assigned nonzero posterior probability in the
nonlocal prior framework.
We construct a posterior-like probability distribution over all subsets, which assigns negligible
probability to elements that are not ε-admissible. In constructing the posterior-like probability
distribution we adopt a generalized fiducial inference (GFI) approach because it has similar to an
objective Bayes interpretation with data driven priors, gives a systematic method of constructing a
distribution function given a data generating equation such as a linear model, and it does not suffer
from the issue of arbitrary normalizing constants which arise in many objective Bayesian priors
(Berger and Pericchi (2001)). In this manuscript we will provide a gentle introduction to GFI. A
fuller account of GFI is given in the recent review paper Hannig et al. (2016).
An advantage of both our approach and the nonlocal prior approach of Johnson and Rossell
(2012) is that in addition to providing theoretical guarantees, our statistical procedures yield es-
timates of the posterior distribution over subsets of covariates. This is in contrast to frequentist
penalization based methods or Bayesian procedures fully dedicated to maximum a posteriori prob-
ability (MAP) estimation. Such methods do not yield the posterior probability of a chosen model
(i.e., the relative probability, given the observed data, of a given model against competing models).
Furthermore, Ghosh and Ghattas (2015) argue that joint summaries of subsets of covariates are
more robust to collinearity.
With our approach to constructing a posterior-like distribution whose probability mass function
value is negligible for subsets of the parameter space which are not ε-admissible, with a typical
sparsity assumption we are able to show that the probability of the true data generating model
converges to 1 asymptotically in n and p. This consistency is shown to be true even with p growing
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almost exponentially in n. The reason being that the true model yields a stronger signal since it
no longer has to compete within an overly redundant sample space.
The paper is organized as follows. Section 2.2 serves to introduce the general methodology
and computational algorithm for carrying out our variable selection procedure based on a recent
algorithm for explicit L0 minimization (Bertsimas et al. (2016)), which is fast enough to be used
on real data. The conditions needed for the main results, and the main results are presented and
discussed in Section 2.3. Proofs are organized in the appendix. We demonstrate the empirical per-
formance of our procedure and compare it to other Bayesian and frequentist methods in simulation
setups on synthetic data in Section 2.4. Computer code implementing our procedure is provided
at https://jonathanpw.github.io/software.html.
2.2 Methodology
As described in the previous section, our idea behind exploiting a non-redundancy property of
the true data generating model relies on constructing a probability distribution concentrated on
what we denote as ε-admissible subsets. This object is defined precisely in Definition 2.1, but first
an aside on the notation used throughout the paper.
The function |·| denotes the absolute value function if its argument is scalar-valued, and denotes
the cardinality function if its argument is set-valued. The norms ‖ · ‖2 and ‖ · ‖0 refer, respectfully,
to the usual L2 and L0 norms defined on finite-dimensional Euclidean spaces. Lastly, ‖ · ‖F denotes
the matrix Frobenius norm.
Let Y be an n-dimensional random vector, X an n × p matrix with columns scaled to have
unit norm, and β0 a fixed p-dimensional vector with nonzero (or active) components indexed by











The design matrix denoted by XMo is defined as the matrix composed of only those columns of
X corresponding to the index set Mo. The subscript ‘o’ refers to the interpretation of Mo as
corresponding to the ‘oracle’ subset of covariates. Moreover, β0Mo denotes the true values of the
oracle coefficients, while βMo is understood as a random vector whose uncertainty resides in not
knowing the true coefficients β0Mo . For any subset M the vector β
0
M refers to the projection of the
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column space of XM on the true coefficients β
0
Mo







The subscript on Ey(·) is used to denote the expectation taken with respect to the sampling
distribution of the data Y . Lastly, σ0Mo > 0 denotes the true unknown error standard deviation,




under the oracle model.
The objective is to construct a statistical procedure which can be shown, asymptotically and
demonstrated empirically, to be able to identify Mo as the index set of the oracle model within the
sample space of all 2p candidate subsets M ⊂ {1, . . . , p}. For each index set, M , in the sample
space the conditional sampling distribution of the data is assumed as







The centerpiece of our methodology is then the following definition.
Definition 2.1. Assume fixed ε > 0. A given βM coupled within some index subset M ⊂ {1, . . . , p}
is said to be ε-admissible if and only if h(βM ) = 1, where




‖X ′(XMβM −Xbmin)‖22 ≥ ε
}
, (2.4)




‖X ′(XMβM −Xb)‖22 subject to ‖b‖0 ≤ |M | − 1.
Observe that this definition is consistent with the heuristic description of ε-admissible subsets
given in the previous section. In particular, if the subset of covariates indexed by M is linearly
dependent or if one of the components of βM is zero, then h(βM ) = 0. The subtlety in this definition
is assuming an appropriately chosen ε which is able to strike an optimal balance for distinguishing
signal from noise. Intuitively, ε = ε(n, p,M), i.e., is a function of the amount of information
available given by n, the difficulty of the problem represented by p, and information about a given
M being considered such as |M |. For instance, if |M | > n then h(βM ) = 0 because XM cannot
have full rank. In this case any ε > 0 will work, but the choice of ε matters a lot if |M | ≤ n. The
choice of ε is a major focus of Section 2.3 where the main results of the paper are presented, and
from where we suggest the following default choice:

















−1X ′M , and the vector y an observation from the true model (2.2). The parameter
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po represents prior belief about |Mo|, the number of covariates in the true model Mo. In practice,
a value of po can be directly specified or selected by cross-validation. A built-in cross-validation
procedure is included in the accompanying software to this paper. Details are provided with the
simulation study in Section 2.4.
Within the h function in Definition 2.1 the quantity 12‖X
′(XMβM − Xbmin)‖22 represents the
difference in prediction for a subset M against all subsets with fewer covariates. This measure of
distance has been adapted from Candes and Tao (2007), but they deal with the error ‖X ′(y−Xb)‖∞
over b ∈ Rp. This is very different from using XMβM in place of y because the former results in a





= ‖X ′(XMoβMo −Xb)‖22 + σ2Mo · p.
There are various reasons for using the quantity X ′(XMβM − Xb) from the Dantzig selector
(Candes and Tao (2007)) versus simply the difference in predictions (XMβM−Xb) as in the LASSO
(Tibshirani (1996)). One reason is that X ′(XMβM −Xb) accounts for difference in predictions as
well as correlations with the explanatory data, as discussed in Berk (2008). If the difference in
predictions is small but is highly correlated with the design matrix, then it is likely that the smaller
subset of covariates is unable to account for the effect of one or more of the covariates in M . Thus,
using X ′(XMβM −Xb) instead of just the difference in predictions is a method of controlling for
potential omitted variable effects which could incorrectly find a close fitting subset to M . Another
advantage of X ′(XMβM −Xb) is that it is invariant under orthogonal transformations of the design
matrix, as pointed out in Candes and Tao (2007).
Now that the foundation for ε-admissible subsets of the parameter space has been laid out, it
remains to show how Definition 2.1 can be coupled with a likelihood based approach for constructing
a probability distribution over index subsets M ⊂ {1, . . . , p}. This is a common strategy for
Bayesian approaches, i.e., construct a prior density with desirable properties for variable selection
and then couple the prior with a likelihood function of the data to study the resulting posterior
distribution. However, it is not clear what sort of a prior to use within our ε-admissible subsets
approach, and recent developments in generalized fiducial inference (GFI) offer a systematic method
of deriving objective Bayes-like posterior distributions.
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To illustrate as in Hannig et al. (2016), suppose that some data Y = G(U, θ) for some determin-
istic data generating equation G(·, ·), some parameters θ, and some random component U whose
distribution is independent of θ and is completely known. The generalized fiducial distribution of
θ is then given by




where f is the likelihood function and








with D(A) = (detA′A)
1
2 . The component J(y, θ) is termed the Jacobian because it results from
inverting the data generating equation on the data. We are committing a slight abuse of notation
as r(θ|y) is not a conditional density in the usual sense. Instead, we are using this notation to
stress that the generalized fiducial distribution is a function of the observed data y.
To make matters concrete in the linear model setting of (2.3), the parameters are θ = (βM , σM ),
the data generating equation is specified as G
(
U, (βM , σM )
)
= XMβM +σMU where U ∼ Nn(0, In),
and the Jacobian term reduces to J
(
y, (βM , σM )
)






















M · h(βM ),
where the factor of h(βM ) appears in the likelihood from only considering ε-admissible subsets of
the parameter space. Accordingly, as is done with a Bayesian posterior density and in Section 3
of Hannig et al. (2016), define the GFI probability of a given subset M to be proportional to the
normalizing constant of r
(











y, (βM , σM )
)












y, (βM , σM )
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M E(h(βM )), (2.6)











with β̂M := (X
′
MXM )
−1X ′My. Notice that the quantity E(h(βM )) is a function of the observed
data y.
Observe that (2.6) expresses the relative likelihood of the subset M over all 2p possible subsets.
The expression can be described as a product of two terms, the first being comprised of information
from the sampling distribution of the data and largely driven by the residual sum of squares, RSSM ,
and the second having to do with the ε-admissibility of βM , in the form of E(h(βM )). Thus, the
support of r(M |y) in (2.6) is dominated by the ε-admissible subsets, as desired.
Section 2.3 provides the conditions and supporting lemmas and theorems needed to show that
r(Mo|Y ) → 1 in probability as n, p → ∞. First however, a few remarks are provided about
computing r(M |y) on actual data.
2.2.1 Remarks on computation
With a probability distribution now defined over ε-admissible subsets, it must be demonstrated
that r(M |y) in (2.6) can be efficiently computed. There are two main computational issues to deal
with. The first is to evaluate h(βM ) for a given βM , and the second is to sample subsets M via
pseudo-marginal based MCMC. The computational complexity and the need for pseudo-marginal
based MCMC arises because neither h(βM ) nor E(h(βM )) have a closed form solution.
To evaluate h(βM ) for a given βM we adapt an explicit L0 minimization algorithm introduced
in Bertsimas et al. (2016). The authors state that their algorithm borrows ideas from projected
gradient descent and methods in first-order convex optimization, and solves problems of the form
minb∈Rp g(b) subject to ‖b‖0 ≤ κ, where g(b) ≥ 0 is convex and has Lipschitz continuous gradient:
‖∇g(b) −∇g(̃b)‖2 ≤ l‖b − b̃‖2. The algorithm is not guaranteed to find a global optimum (unless
formal optimality tests are run, which can take a long time), but Bertsimas et al. (2016) provide
provable guarantees that the algorithm will converge to a first-order stationary point, which is
defined as a vector b̃ ∈ Rp with ‖b̃‖0 ≤ κ which satisfies b̃ = b̃ − 1l∇g(b̃). Paraphrasing from
Bertsimas et al. (2016), their algorithm detects the active set after a few iterations, and then takes
additional time to estimate the coefficient values to a high accuracy level. In our application of
their algorithm we are not first-most interested in finding a global optimum. To evaluate h(βM ),
we need only determine if minb∈Rp
1
2‖X
′(XMβM − Xb)‖22 is smaller than ε (as in (2.5)). For βM
which are not ε-admissible, the objective function, 12‖X
′(XMβM −Xb)‖22, can be made small very
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quickly via our implementation of the L0 minimization algorithm. To illustrate how consider the
following specifics of our implementation. The precise details regarding the algorithm can be found
accompanying our software documentation at https://jonathanpw.github.io/software.html.
First, to estimate E(h(βM )) we use a sample mean of sample vectors drawn from the location-
scale multivariate T distribution in (2.7). This multivariate T distribution is centered at the least
squares estimator, β̂M , and multivariate theory suggests that β̂M will on average be close to the
coefficients β0M . By warm starting the L0 minimization algorithm at β̂M with the smallest coefficient
removed, subsets corresponding to β0M with at least one zero coefficient typically yield h(βM ) = 0
within a few steps of the algorithm.
Second, as per the definition of h(·) in (2.4) the objective function is minimized over all b ∈ Rp
with ‖b‖0 ≤ |M |−1. Hence, the κ required for the L0 minimization algorithm from Bertsimas et al.
(2016) is naturally chosen for us as κ = |M | − 1. Knowing how to choose κ greatly reduces the
L0 optimization problem. Moreover, our implementation is further simplified by the fact that the
closest prediction to XMβM for a given M is guaranteed to have |M | − 1 covariates. Accordingly,
the objective function in h(βM ) need not be minimized over all b ∈ Rp with ‖b‖0 ≤ |M | − 1, but
can be minimized over all b ∈ Rp with ‖b‖0 = |M | − 1.
The second computational issue is to sample subsets M via pseudo-marginal based MCMC. We
do this by using the Grouped Independence Metropolis Hastings (GIMH) algorithm from Andrieu
and Roberts (2009), but originally introduced in Beaumont (2003). The reason standard MCMC
techniques do not apply is that there is no obvious closed form expression for the probability mass
function (2.6) because of the expectation, E(h(βM )), in the expression. As described in Andrieu and
Roberts (2009) such situations warrant introducing a latent variable to yield analytical expressions
or easier implementation.
In the case of r(M |y) in (2.6), we introduce the latent location-scale multivariate T vector in
(2.7) from within the expectation E(h(βM )). Our pseudo-marginal based MCMC is carried out by
sampling an index subset M along with sampling some pre-specified number, N , of multivariate
T vectors (corresponding to M) from (2.7). The sample of multivariate T vectors, say B, is then
used to compute the sample mean estimate of E(h(βM )). Accordingly, we define a joint Markov
chain on (M,B), but discard B to obtain samples from the marginal distribution of M . As argued
in Andrieu and Roberts (2009), this is a valid MCMC sampling strategy, but is known to suffer
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from slower mixing than if we were able to integrate the βM out of the mass function r(M |y)
in (2.6), i.e., analytically evaluate E(h(βM )). However, this is not possible given the h function
in (2.4). Additionally, the mixing associated with pseudo-marginal approaches is known to be
poor when the number of importance samples (N , the sample size of B) is small. These practical
bottlenecks outline avenues for future research. Nonetheless, we demonstrate in Section 2.4 that
our computational strategies are efficient enough to be implemented on actual data, in comparison
to other common penalized likelihood and Bayesian approaches.
2.3 Theoretical results
The main objective of this section is to show under what conditions, asymptotically, r(Mo|Y )
in (2.6) will converge to 1, particularly if p >> n. The ε-admissible subsets approach is able to
achieve such a strong consistency result because the resulting sample space is effectively reduced to
only those subsets with no redundancies. The essence of the mathematical result is that the space
of ε-admissible sets is small enough that the true model can be detected. This addresses the issue
raised in Ghosh and Ghattas (2015) that high-dimensional settings often lead to arbitrarily small
probabilities for all models (including the true model) simply because there are too many models
to consider.
2.3.1 Discussion of the conditions
The first two conditions, Condition 1 and Condition 2, are to ensure that the true model,
Mo, is identifiable. Observe from (2.4) that ε is used to control the sensitivity and specificity for
identifying ε-admissible subsets. In particular, if ε is too large, then h(βMo) will incorrectly be set
to zero implying that βMo is not ε-admissible. Condition 1 specifies how large ε can be whilst the
true model remains identifiable. This condition turns out to be critically important in actual data
applications because computing h(βMo) is closely related to the comparison in equation (2.8).





2 ≥ ε (2.8)






2 subject to ‖b‖0 ≤ |Mo| − 1.
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Condition 2 is born from Lemma 3 which is an important necessary result for the main result
of this paper, Theorem 3. The term log(n)γ represents the sparsity assumption for the true model,
i.e., the number of covariates in the true model must not exceed log(n)γ for some fixed scalar γ > 0.
The γ parameter indicates that the asymptotic results remain true if the true model grows faster
than log(n), but not faster than some power of log(n). In finite-sample applications, γ has no
consequence and can be ignored.
The constant α ∈ (0, 1) reflects the only explicit restriction needed on the sample space of
2p subsets to show that r(Mo|Y ) → 1 in probability for large n and p, Theorem 3. The residual
sum of squares term in r(M |Y ) in (2.6) cannot be controlled (as a ratio to r(Mo|Y )) for arbitrary
subsets M with |M | = O(n) because the column span of XM includes y ∈ Rn when rank(XM ) = n.
To eliminate such subsets from the sample space, Condition 2 requires that only subsets of size
|M | ≤ nα can be given nonzero probability. However, recall from Definition 2.1 that h(βM ) = 0
if |M | > n because in this case the columns of XM must be linearly dependent. Accordingly, all
subsets M with |M | > n are given zero probability, by definition. Evidenced by this fact, the only
explicit restriction placed on the sample space is that subsets M with |M | ∈ (nα, n) are excluded.
In sparse settings it is assumed that |Mo| << n anyway, so neglecting such subsets is reasonable.
Convergence to the true model Mo will be quicker for smaller α because there are less models to
consider, but too small of an α will exclude Mo from the sample space.
In Condition 2, and for the remainder of this section assume that γ > 0, say γ = 1, and
α ∈ (0, 1), say α = .5, have been chosen and fixed at appropriate values.















> 2, and log(p) <
n− |Mo| − 1
4 log(n)γ
,
for large n and p, where ∆M := ‖XMoβ0Mo −HMXMoβ
0
Mo
‖22 as in Lai et al. (2015).
This is a slightly weaker version of condition (11) in Lai et al. (2015). They relate Condition
2 to the sparse Riesz condition (Zhang and Huang (2008)) which requires that the eigenvalues
of X ′MXM/n are uniformly bounded away from 0 and ∞. Essentially, ∆M is a measure of how
distinct the true model predictions XMoβ
0
Mo
are from their projection onto the column space of
14
XM for M 6= Mo and |M | ≤ |Mo|. Recall that HM := XM (X ′MXM )−1X ′M . In particular, if XM
is orthogonal to XMo , then ∆M = ‖XMoβ0Mo‖
2
2 which will be much larger than the denominator,
|Mo| log(p). The requirements of this condition are reasonable because ∆M grows very fast for M
such that Mo 6⊆M .
Condition 2 is important for being able to identify the true model amongst other models M
with |M | ≤ |Mo|. The next two conditions address the requirements for M with |M | > |Mo|, which
primarily rely on the fact that such subsets are not ε-admissible.
Conditions 3 and 4 demonstrate how large ε needs to be to achieve the consistency result of the
main theorem. Condition 3 states that for subsets of covariates with redundancies, ε needs to be
larger than the difference in projections of the true model prediction, XMoβ
0
Mo
, onto M and onto a
strict subset of M . This condition facilitates the intuition that the variable selection procedure will
not concentrate on subsets M with redundant covariates. If a given subset M is not ε-admissible,
then the difference in projections will be small so that the condition is easily achieved.














Condition 3 holds trivially.
Lastly, Condition 4 describes the rate at which ε needs to grow to achieve the consistency of
the main result. The distinction between Condition 3 and Condition 4 is that the former provides
a necessary lower bound for arguing that E(h(βM )) vanishes for M such that |M | > |Mo|, while















ϕ(M,n, p) := 4e2nα + (D1 + (1 + 4e


















< n−|M |2 for all M with |M | ≤ n
α.
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The terms which compete with ε arise in the proofs of Lemma 3 and Theorem 3. Recall that
σ̂2M := RSSM/(n − |M |), where RSSM is the classical residual sum of squares for model M , and
that ΛM := ‖HMX‖2F . The ΛM term arises from Lemmas 1 and 2. It is intimately related to the
presence of collinearity amongst the covariates, and Condition 4 implies that ε must account for
collinearity by controlling for ΛM . Observe that if X is orthogonal, then ΛM = |M |.
2.3.2 Main result
The first two results are lemmas which are needed in the proofs of Theorems 1 and 2. Lemma
1 illustrates the rate at which βM concentrates around its mean, β̂M , the least squares estimator,
and Lemma 2 illustrates the rate at which β̂M concentrates around its mean, Ey(β̂M ). Theorem
1 uses these two lemmas to bound the rate at which βM concentrates around Ey(β̂M ) for subsets
M with |M | > |Mo|. This yields an upper bound on E(h(βM )) with a probabilistic guarantee, and
implies that E(h(βM )) vanishes for large n and p, for large non-ε-admissible subsets. The proofs
are relegated to Appendix 2.7.
Lemma 1. For any fixed c1 ∈ (0, 1) assume |M | ≤ c1n, and choose n and p such that ε9ΛM σ̂2M <
n−|M |
2 . If
































In the next lemma, Py is used to denote the probability measure associated with the sampling
distribution of the data Y .






. Then the least squares esti-






























Combining these two lemmas gives the following non-asymptotic concentration result for models
that are larger than the true model. Recall that the expectation E(h(βM )) depends on the observed
data y. The following two theorems study the frequentist behavior of this quantity with respect to
the sampling distribution of Y .
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The next result is a probabilistic guarantee the true model is ε-admissible given ε satisfies
Condition 1. This result is a statement that Mo is identifiable.
Theorem 2. For any fixed c1 ∈ (0, 1) suppose |Mo| ≤ c1n, choose n and p such that ε9ΛMo σ̂2Mo
<
n−|Mo|



























The following result is the main result of the paper. It shows that the ratio of the generalized
fiducial probability of the true model to the sum over that of all other subsets of covariates M
satisfying |M | ≤ nα will converge to 1 in probability for large n and p. Note that the restriction to
subsets M with |M | ≤ nα is a stronger restriction than |M | ≤ c1n, which is sufficient for Theorems
1 and 2. The reason being that the main result is stronger than the results of these two theorems.
In fact, Theorems 1 and 2 are non-asymptotic results that hold for each fixed model M separately,
while Theorem 3 is an asymptotic result which applies uniformly over all |M | ≤ nα. Just like with
a conditional distribution, r(M |Y ) is obtained by replacing the observed data y with the random
variable Y (random with respect to the sampling distribution), in (2.6).




M :|M |=j r(M |Y )
Py−→ 1
as n→∞ or n, p→∞.
Although this is an asymptotic result, many of the ingredients that are used in its proof are
non-asymptotic concentration results which are valid if Conditions 1-4 are satisfied. Therefore, it
can be expected that when these conditions are satisfied, in finite-sample situations the generalized
fiducial distribution will concentrate on the true model Mo. This expectation is indeed validated
by the empirical performance of the procedure, which is demonstrated in the following section.
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2.4 Simulation results
This section serves to demonstrate the empirical performance of our algorithm on synthetic
data. It is comprised of essentially two simulation setups. The first setup, similar to that presented
in Johnson and Rossell (2012), compares our procedure to the nonlocal prior approach, the spike
and slab LASSO of Ročková and George (2018), the elastic net as implementated in the Python
module scikit-learn (Pedregosa et al. (2011)), and to the SCAD as implementated in the R
package ncvreg (Breheny and Huang (2011)). The authors of the nonlocal prior and the spike and
slab LASSO, respectively, have made available the R packages mombf and SSL for implementing
their methods.
The second setup illustrates a critical difference between our ε-admissible subsets and the
nonlocal prior approach. Namely, for highly collinear finite-sample settings in which the true model
is not uniquely expressed, given the level of noise in the data (i.e., σ0Mo), we demonstrate that our
approach concentrates (in the sense of the MAP estimator) on subsets with fewer covariates without
sacrificing prediction error. The intuition for why this should be the case was discussed in Section
2.1.
2.4.1 Simulation setup 1
Here we generate 2000 data vectors y according to model (2.2) with Mo consisting of 8 covariates
corresponding to β0Mo = (−1.5,−1,−.8,−.6, .6, .8, 1, 1.5)
′, and σ0Mo = 1. The n × p design matrix
X is generated with rows from the Np(0,Σ) distribution, where the diagonal components Σii = 1
and the off-diagonal components Σij = ρ for i 6= j. The first 1000 y correspond to an independent
design with ρ = 0, while the last 1000 y correspond to ρ = .25, as in the simulation setup of Johnson
and Rossell (2012). Note that 2000 design matrices X are generated, and one y is generated from
each design. The sample size n is set at n = 100, and p = 100, 200, 300, 400, 500 are all considered.
We implement our algorithm on each of the 2000 synthetic data sets for 15000 MCMC steps
with the first 5000 discarded. Squared coefficient estimates from elastic net (using scikit-learn)
added by n−2 serve as MCMC covariate proposal weights. The default ε in (2.5) is used, and we
implemented a 10-fold cross-validation scheme for choosing our tuning parameter po.
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Figure 2.1: The average r(Mo|y), or average P (Mo|y) is displayed in the first row, the average proportion
of correct model selections in the second row, and the average RMSE in the third. Averages are over 1000
synthetic data sets (for ρ = 0 and ρ = .25, respectively). For the GFI and Bayesian procedures the MAP
subset is used as the estimator of the true model, and in the frequentist procedures the estimated model is
considered to be the subset of covariates with nonzero coefficient estimates. The RMSE is computed on an
out-of-sample test set of 100 observations.
The cross-validation consists of breaking the data into 10 folds (with a different set of 10 obser-
vations held out at each fold since n = 100), and implementing our MCMC algorithm separately
for each po in the grid {1, 2, . . . , 10}, on each of the 10 training sets. Each of the 10 implemen-
tations of the MCMC on each of the 10 training sets is run for 200 steps with the first 100 steps
discarded (N = 30 is set during the cross-validation procedure). Squared nonzero coefficient esti-
mates from elastic net (using scikit-learn) serve as MCMC covariate proposal weights within the
cross-validation procedure. The MAP estimated subset for each MCMC chain is used to compute
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the Bayesian information criterion (BIC) on the held-out test set, and the computed BIC values are
averaged over the 10 test sets, for each po ∈ {1, 2, . . . , 10}. The po corresponding to the minimum
average test set BIC is then selected.
Finally, for our implementation of the algorithm post-selection of po, the number of importance
samples for estimating E(h(βM )) within each step of the algorithm is set at N = 100 which, through
empirical experimentation, seems to be enough. All competing variable selection procedures are
implemented using existing software at default specifications. The one exception is that the nonlocal
prior procedure is set to run for 5000 steps, as is the case in the simulation setup of Johnson and
Rossell (2012). The nonlocal prior procedure/software did not scale well for increased p, and
required over a weeks worth of parallel computations on a computing cluster to obtain the results
for the first simulation setup. The tuning parameters for all methods are chosen with the default
cross-validation procedures provided with the software. Lastly, as in the simulation section for
Ročková and George (2018) their λ1 is set at 1 (with a grid of 20 λ0 values ending at 50), and their
adaptive (best performing) procedure is used with θ ∼ Beta(1, p).
Figure 2.1 shows results of the first simulation setup. The first row of plots displays the average
generalized fiducial probability of the true model (i.e., average r(Mo|y)), or the average posterior
probability of the true model for the Bayesian nonlocal procedure (i.e., average P (Mo|y)), over the
1000 synthetic data sets (for ρ = 0 and ρ = .25, respectively). Conditional on the data, these
plots address the consistency of the procedures with respect to the uncertainty from not knowing
Mo. This generalized fiducial or Bayesian-like consistency is that which is dealt with in Theorem 3.
Note that frequentist and MAP estimators do not yield posterior probability estimates, and thus
cannot be compared to in the first row of plots.
The second row of Figure 2.1 shows the average proportion of correct model selections over
the 1000 synthetic data sets (for ρ = 0 and ρ = .25, respectively). For the GFI and the Bayesian
procedures the MAP subset is taken to be the estimator of the true model, and in the frequentist
procedures the estimated model is considered to be the subset of covariates with nonzero coefficient
estimates. These plots address the consistency of the procedures with respect to repeated sampling
(i.e., frequentist) uncertainty. Finally, the third row of Figure 2.1 presents the average root mean
squared error (RMSE) over the 1000 synthetic data sets (for ρ = 0 and ρ = .25, respectively). The
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MAP estimated model is used to compute the RMSE for the GFI and Bayesian procedures. For
all procedures, the RMSE is computed on an out-of-sample test set of 100 observations.
Note that the criterions used in the first two rows of Figure 2.1 are very strict. They only
reflect instances when the procedures are exactly correct, and count the procedure as incorrect
if it is missing even one covariate from the true model or includes even one spurious covariate.
Often the elastic net and SCAD are able to identify all of the true covariates but estimate extra
coefficients to be nonzero. This results in poor identification of the true subset, and worse out-of-
sample prediction error. The remaining procedures (including our ε-admissible subsets method)
struggle to identify the two covariates with smallest coefficient magnitudes, but typically do not
introduce more than one or two false positives.
Our ε-admissible subsets procedure evidently performs the best at assigning highest posterior
probability to the true model. And even in comparison to the frequentist-oriented metrics, pro-
portion of correct model selections and out-of-sample RMSE, our ε-admissible subsets procedure
performs more or less on par with the best performing methods considered.
In collinear design settings (i.e., ρ > 0) it may be the case that a strict subset of the true
data generating model is identified as the ‘true’ model within the ε-admissible framework. This
is meaningful because it manifests the fact that the true model may not be minimal (i.e., con-
tains redundant predictors) in collinear, finite-sample settings. Furthermore, it explains the larger
difference in proportion of true model selections between the ε-admissible and nonlocal prior per-
formances in the ρ = .25 case (versus the ρ = 0 case), which is accompanied by only a very small
change in the difference between RMSE performance. An interpretation is that for highly correlated
covariates the ε-admissible subsets method may not recover the correct set of predictors (or does
so less frequently), but instead it recovers a smaller set that results in almost the same predictions
(as can be seen from the RMSE in Figure 2.1). This phenomenon is illustrated in a more extreme
case of collinearity in the next simulation setup.
2.4.2 Simulation setup 2
The ε-admissible subsets approach has been developed in this paper as a method of obtaining
a posterior-like distribution which effectively eliminates (i.e., assigns negligible probability to) all
subsets with redundancies. To illustrate that our constructed methods do just that, consider the
21




1 · x(1) + 1 · x(2) + · · ·+ 1 · x(9), In
)
, (2.9)
where x(1), x(2), x(3)
iid∼ Nn(0, In), and
x(4) ∼ Nn
(




















x(1) + x(2) + x(3) , .12In
)
With standard deviations of .1 and a model error standard deviation of 1, covariates x(4), . . . , x(9)
can all be approximately expressed as a linear combination of x(1), x(2), x(3). Accordingly, with a
small increase in error variance, model (2.9) can be re-expressed using various combinations of the
9 predictors. However, observe that a subset with 4 or more predictors predominantly contains
redundant information.
Recall from Section 2.1 that the nonlocal prior approach of Johnson and Rossell (2012) is
designed to assign negligible probabilities to subsets containing predictor(s) with coefficients of
zero. So, in theory, the full subset {x(1), . . . , x(9)} will remain the best candidate for the true model
within the nonlocal prior framework. In fact, this is demonstrated to be the case in Table 2.1 which
shows the performance of both the nonlocal prior and the ε-admissible subsets approach on 1000
data vectors y generated according to (2.9), with each covariate having a ‘true’ coefficient of 1.
Note that as in the first simulation setup 1000 design matrices X are generated to generate the
1000 y vectors.
model size RMSE r(MMAP|y) or P (MMAP|y)
ε-admissible subsets 3.476 1.138 .365
nonlocal prior 8.997 1.197 .333
Table 2.1: The average number of covariates in the MAP estimator, MMAP, (|MMAP|) is presented in the
first column, the average RMSE in the second, and the average r(MMAP|y) or P (MMAP|y) in the third.
Averages are over 1000 synthetic data sets from model (2.9). The RMSE is computed on an out-of-sample
test set of 30 observations.
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Table 2.1 shows that the MAP estimate for the ε-admissible subsets approach contains 3-4
covariates, on average, and that in fact the average RMSE is smaller than that of the nonlocal
prior approach. Indeed, the MAP estimates for the nonlocal prior procedure typically includes
all 9 covariates even though the y vectors can be mostly explained by only 3 of the predictors.
This simple simulation illustrates a pivotal difference between the nonlocal prior and ε-admissible
subsets approaches. With p = 9 the implication of not discriminating against redundant subsets
may seem trivial. However, the 2p size of the sample space grows rapidly in p and thus, puts
exponentially more burden on procedures which do not discriminate based on redundancies. This
is reflected by comparing the differences in strength of asymptotic consistency achieved for the two
procedures. Though, the consistency result of the nonlocal prior method from Johnson and Rossell
(2012) is argued to be stronger in an as-of-yet unpublished manuscript by Shin et al. (2018).
2.5 Concluding remarks
In this paper we have developed a new perspective for variable selection to exploit a non-
redundancy property of a true data generating model. The basic idea calls for defining a true
model as one which contains minimal amount of information necessary for explaining and/or pre-
dicting the observed data. The difference between our definition of a true model and the usual
definition arises only in finite-sample applications, and was illustrated in Section 2.4.2. Within
our variable selection framework, this definition allows us to show that under a typical sparsity
assumption the posterior-like probability of the true model converges to 1 asymptotically, even
with p growing almost exponentially in n, with the intuition that redundancies in the sample space
are very effectively eliminated. Moreover, our empirical simulation results are consistent with this
strong consistency result, and as desired, it is demonstrated in a situation of high collinearity that
the ε-admissible subsets approach yields a posterior-like distribution which is concentrated over
subsets with fewer covariates, without sacrificing prediction error.
A non-redundancy property of a true data generating model is seemingly general enough to
extend to variable or feature selection problems beyond the linear model setting, but would seem
infeasible if it could not be developed for the linear model setting. Thus, the goal of this paper has
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been to establish the potential feasibility of exploiting such a property. In future work we hope to
extend our methods to more complicated settings.
2.6 Technical details for algorithm computations
2.6.1 Evaluating the model complexity decision function
The purpose of this section is to provide the technical details for evaluating h(·) as defined in
(2.4). Algorithm 1 which is adapted from (Bertsimas et al., 2016) is implemented for this purpose.
Following the discussion in Section 2.2.1, evaluating h(βM ) amounts to solving
min
b∈Rp






As discussed in (Bertsimas et al., 2016), this L0 minimization problem can be solved for a first-order
stationary point with Algorithm 1 since g(b) ≥ 0 is convex and has Lipschitz continuous gradient:
∇g(b) = X ′XX ′(Xb−XMβM ) and
‖∇g(b)−∇g(̃b)‖2 ≤ λmax((X ′X)2)‖b− b̃‖2,
where λmax((X
′X)2) is the maximum of the eigenvalues of (X ′X)2.
The basic intuition is to update the solution vector iteratively in a gradient decent fashion.
The cardinality constraint is imposed by only retaining the |M | − 1 largest in magnitude vector
components in the gradient direction, at every iteration.
Algorithm 1. (1) Initialize with some b(0) ∈ Rp with ‖b(0)‖0 ≤ |M |, and set b(1) = b(0)−1 where b
(0)
−1
is the vector b(0) with its smallest component (in absolute value) removed.





ci if i ∈ {(1), . . . , (|M | − 1)}
0 else
, for i ∈ {1, . . . , p},
where
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c = b(m) − 1
l
∇g(b(m)) = b(m) − X
′XX ′(Xb(m) −XMβM )
λmax((X ′X)2)
,
and |c(1)| ≥ |c(2)| ≥ · · · ≥ |c(p)|.
(3) Repeat until one of the following conditions are satisfied.
(i) g(b(m+1)) = 12‖X
′(XMβM −Xb(m+1))‖22 < ε, or
(ii) g(b(m))− g(b(m+1)) is arbitrarily small (not in absolute value), or
(iii) Some maximum number of iterations has been exceeded.
2.6.2 Setting up the MCMC algorithm
This section serves to provide the details of pseudo-marginal MCMC from (Andrieu and
Roberts, 2009) used to compute the subset probabilities, r(M |y) as in (2.6). Begin by defining















denote the conditional density of v given a subset of covariates M , where QM (v) is the density




r(M,v|y)QM (v) dv︸ ︷︷ ︸
= r(M |y)
= r(M,v|y). (2.10)
Lastly, let the columns B(i) of a new matrix B consist of a sample of size N from distribution
(2.7), and denote the joint density function of the sample as QNM (B) :=
∏N
i=1QM (B(i)), by in-
dependence. Then, in the convention of (Andrieu and Roberts, 2009), the GIMH algorithm has
target distribution














where the second line is true by (2.10). Observe that rN (M,B|y) has the desired distribution,
r(M |y), as its marginal distribution. The results of (Andrieu and Roberts, 2009) guarantee that
MCMC with target distribution rN (M,B|y) will produce samples of M according to r(M |y) asymp-
totically, as long as N is large enough.
Use M(t) and B(t) to denote the subset of covariates and sample of vectors, respectively, at step
t of the GIMH algorithm. Then at step t + 1 propose a new model, M̃ ∼ q(·|M(t)), and a new
sample of vectors, B̃ ∼ QN
M̃
(·). This results in the following acceptance ratio
ρ(M(t), M̃) = min
 r
N (M̃, B̃|y)q(M(t)|M̃)QNM(t)(B(t))





















The pseudo-code for the constructed MCMC algorithm is presented next.




M(t) ∪ {a new covariate} w.p. 13
M(t) \ {an existing covariate} w.p. 13(
M(t) \ {an existing covariate}
)
∪ {a new covariate} w.p. 13
where a covariate is added to the subset M(t) with probability w
(t)
j for j ∈ {1, . . . , p− |M(t)|},
and is dropped from M(t) with probability v
(t)

















i if |M̃ | = |M(t)|
,
for j ∈ {1, . . . , p − |M(t)|} and i ∈ {1, . . . , |M(t)|}. The vectors ~w(t) and ~v(t) are vectors of
weights depending on M(t), which sum to 1.

























M̃ w.p. ρ(M(t), M̃)
M(t) w.p. 1− ρ(M(t), M̃)
where the acceptance ratio is given by ρ(M(t), M̃) as in (2.11).

















, for i ∈ {1, . . . , |M(t)|},
where the coefficient estimates are the least squares estimates for the simple linear regression of each
covariate on the response, y, separately. Another choice of weights could correspond to penalized
regression coefficient estimates for the weights, such as those from LASSO. In practice, a well
thought out choice of weights (versus uniform weights) can greatly improve the time it takes for
the algorithm to find the true subset of covariates.
2.7 Proofs







2 (βM − β̂M ) ∼ tn−|M |(0, I|M |).
Thus,










2 is a p × |M | matrix which has the singular value decomposition














Z̃ =: T̃ ,
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where V ∼ χ2n−|M | and Z, Z̃ ∼ MVN(0, I|M |). Then
‖AT‖22 = ‖QDT̃‖22 = T̃ ′D′DT̃ =
|M |∑
1
T̃ 2i λi ≤ ΛM max T̃ 2j
where ΛM =
∑|M |
1 λi, and λi is the ith eigenvalue of A
′A. Observe that ΛM also has the more
intuitive expression ΛM = tr(A
′A) = ‖HMX‖2F .

























































) v n−|M|2 −1e− v2
2
n−|M|















) v n−|M|2 −1e− v2
2
n−|M|



































n− |M | − 1
. (2.13)













By assumption |M | ≤ c1n, and ε9ΛM σ̂2M <
n−|M |


































Proof of Lemma 2. Similar to the proof of Lemma 1. 
Proof of Theorem 1. Recall that
h(βM ) = I
{1
2
‖X ′(XMβM −Xbmin)‖22 ≥ ε
}
,




‖X ′(XMβM −Xb)‖22 subject to ‖b‖0 ≤ |M | − 1. Observe that
E(h(βM )) = P
(1
2













where β̂M(−1) is the least squares estimate corresponding to the subset of covariates M with one
covariate removed so that ‖Ey(β̂M(−1))‖0 ≤ |M |−1. The covariate removed is chosen to correspond
to the smallest (in magnitude) component of β̂M . To refine the bound on E(h(βM )), decompose




































where HM := XM (X
′
MXM )



















Note that the last two terms are written as an indicator function because the uncertainty here comes



























Recall that Py is used to denote the probability measure associated with the sampling distribution
of Y . The third term in (2.16) must be zero by Condition 3. 
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‖X ′(XMoβMo −Xb′min)‖22 ≥ ε
}
,




‖X ′(XMoβMo − Xb)‖22 subject to ‖b‖0 ≤ |Mo| − 1. To show the desired
result, let bmin be the solution to min
b∈Rp
‖X ′(XMoβ0Mo − Xb)‖
2
2 subject to ‖b‖0 ≤ |Mo| − 1. Then
observe that






≤ ‖X ′XMo(β0Mo − βMo)‖2
+ ‖X ′(XMoβMo −Xb′min)‖2.
Note the difference between bmin and b
′
min here. The rightmost term is the quantity of interest
because it will become E(h(βMo)) in the next few steps. The term on the left of the inequality
corresponds to the quantity in Condition 1.
Adding and subtracting β̂Mo inside the first term on the right side of the second inequality, and
















‖X ′XMo(β̂Mo − Ey(β̂Mo)‖22 ≥ ε
}
+ E(h(βMo)),




























where the middle term is written as an indicator function because the uncertainty here comes from
βMo . This indicator is 0 by Lemma 2 with probability exceeding (2.17). Therefore, since Condition
























due to the uncertainty in observing Y . 
The following lemma is needed for the proof of the main result, Theorem 3.
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Lemma 3. Assume all conditions and notations of Theorem 3, and without loss of generality
suppose σ0Mo = 1, where σ
0
Mo
is the true but unknown error standard deviation. Then the following
holds.











2 ≤ e−2 log(n)γ log(p)
} ≥ 1− V1,

























and ξn,j = 1− 2 log(n)
γ log(p)
(n−j−1)/2 → 1.











2 ≤ ee2(nα+j log(p))

















] + nαe−n−nα−|Mo|2 +nα log(p)√





Note that V1 and V2 both vanish for large n and p by Condition 2. This condition also ensures
that ξn,j ∈ (0, 1) which is needed in the proof of this lemma.
Proof of Lemma 3. There are two cases to consider.
Case 1. For M ∈ Mj with j ≤ |Mo| let ξn,j = 1 − 2 log(n)
γ log(p)
(n−j−1)/2 ∈ (0, 1) by Condition 2 for


















since by assumption Y = XMoβ
0
Mo
+ U with U ∼ Nn(0, In), and so
RSSMo = U
′(In −HMo)U and




Mo(In −HM )U + U
′(In −HM )U
= Z∆M + U
′(In −HM )U
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where Z∆M := ∆M + 2
√
∆MZ, and Z ∼ N(0, 1). Recall that ∆M := β0
′
Mo
































The last inequality follows because the χ2|Mo| random variable is nonnegative, and removing it

































For the second and third term, apply the Chernoff bound, and evaluate the moment generating
function for the χ2j and χ
2























Finally the remaining probability can be controlled by the bound for the CDF of a standard































where the last inequality follows by observing that j ≤ |Mo|, and recalling the expression for ξn,j .


















































p(p− 1) · · · (p− j + 1)
j!
=




≤ pj . (2.20)
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Since ξn,|Mo| → 1, this bound vanishes by Condition 2. Therefore, with probability exceeding one







(n− j − 1)/2
)n−j−1
2 ≤ e−2 log(n)γ log(p)
uniformly over all M such that |M | ≤ |Mo|.
Case 2. Consider any subset M with |Mo| < |M | ≤ nα for some positive constant α < 1,
and let {an} be an arbitrarily sequence of numbers. To begin, repeating the steps in (2.19), but
subtracting χ2n−j/ξn,j on both sides instead of χ
2


















where Z∆M = ∆M +2
√






. Since Mo ⊂M
implies ∆M = 0, the above bound can be simplified by including in the subset M any covariates
in Mo not already included in M . Accordingly, let M
′ := M ∪Mo which includes j + l covariates,
where l ∈ {0, . . . , |Mo|} is the number of covariates not shared by M and Mo. Then because





























































Consider each of these last two terms in turn. For the first term apply the Chernoff bound,
and evaluate the moment generating function for the χ2j+l distribution at 1/4. That gives
Py
(











For the second term in (2.21) write out the expression to evaluate the probability explicitly, and
then apply the simple bound e−x ≤ 1 for all x ≥ 0. Noting that s > 0,
Py(χ
2




























2 e−x for x > 0.
It is clear from the last expression that for the probability to vanish, e · s must grow no faster than
n−j−l













π(n− j − l)
.
















π(n− j − l)
.
It only remains to choose the smallest an such that the first term in the bound vanishes exponentially
fast so that the cumulative probability will vanish in probability over all subsets M with |M | ≤ nα.
Accordingly, it should become apparent shortly that a good choice is
an = 1 +
8e2(nα + j log(p))




































































































n−|Mo|−2 → 1. Note that this bound vanishes by Condition 2. Therefore, with










2 ≤ e4e2(nα+j log(p)),
uniformly over all M such that |Mo| < |M | ≤ nα.
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but unknown error standard deviation. For j ∈ {1, . . . , p} define the following classes of subsets
Mj := {M 6= Mo : |M | = j}. Recall that σ̂2M := RSSM/(n − |M |). It will first be shown that
for any subset of covariates M 6= Mo the ratio r(M |Y )r(Mo|Y ) vanishes in probability for large n and p.












































Before proceeding with the rest of the proof, a the following notation is needed. V1 and V2 are









































by bounding the binomial coefficient as in (2.20). Note that V4 then vanishes by Condition 4.











With this notation it is now possible to account for all of the uncertainty due to Y .


































Further, fix A1 ∈ (0, 1), and by Condition 4 choose n and p sufficiently large so that g1(Mo, n, p) <
A1.





























Applying Lemma 3 to bound the ratio of residual sums of squares, and bounding the expectation



















where the last inequality follows for all n ≥ |Mo|
1− 1
6π
. Since n >> |Mo|, assume without loss of
generality that n is sufficiently large.
Conversely, suppose |Mo| < j ≤ nα. In this setting, as in Jameson (2013), the ratio of gamma





































Applying Theorem 1 to bound the expectation, and applying Lemma 3 to bound the ratio of



































Notice that Theorem 1 is being applied here with nα in place of c1n. This can be done without
loss of generality because nα grows slower than c1n, for any choices of α, c1 ∈ (0, 1).






r(Mo|Y ) vanishes in probability for large n and p.





























r(Mo|Y )︸ ︷︷ ︸
=: S2
Consider S1 and S2 separately.


















































for some positive constant A2. The last inequality follows by Condition 4.







































The EAS approach for graphical selection consistency in vector autoregression
models
3.1 Introduction
As evidenced by various recent and significant papers within the frequentist literature, along
with numerous applications in macroeconomics, genomics, and neuroscience, there has been sub-
stantial interest to understand the theoretical estimation properties of high-dimensional vector
autoregression (VAR) models. To date, however, while Bayesian VAR (BVAR) models have been
developed and explored empirically (primarily in the econometrics literature) there exist very few
theoretical investigations of the repeated sampling properties for Bayesian VAR models in the lit-
erature. Despite this fact, Bayesian methodology can surely offer important contributions to the
high-dimensional VAR model literature, beyond what could be developed in a frequentist frame-
work. One notable such contribution is the construction of posterior distributions over the set of
all relative model probabilities. This framework of posterior inference has been widely exploited
over the last decade in the high-dimensional linear regression literature, and we anticipate it will
see comparable success for high-dimensional VAR models in the near future.
In this direction, we construct methodology via the ε-admissible subsets (EAS) approach for
posterior-like inference of relative model probabilities over all sets of active/inactive components
(graphs) of the VAR transition matrix. We provide mathematical proofs of pairwise and strong
graphical selection consistency for the EAS approach for stable VAR(1) (VAR of order 1) models,
and demonstrate numerically that it is an effective strategy in high-dimensional settings. Moreover,
the constructed graphical selection procedure is self-tuning (i.e., no cross-validation is needed for
calibration to data sets), and estimates relative model probabilities for all graphs. Such Bayesian
model selection approaches are very useful for learning important relationships among the various
components (univariate time-series) in the VAR model. The EAS methodology is an entirely new
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perspective on model selection which was originally developed to effectively account for linear
dependencies among subsets of covariates in the high-dimensional linear regression setting.
To the best of our knowledge, our established pairwise and strong model selection consistency
results are the first of their kind in the BVAR literature. This type of result is sure to be followed
by similar results in the high-dimensional BVAR literature, analogous to the emergence of model
selection strong consistency results in the high-dimensional Bayesian linear regression literature
such as (Johnson and Rossell, 2012; Narisetty and He, 2014; Williams and Hannig, 2019).
Further, we demonstrate how to construct an alternative framework for posterior-like inference
in the VAR(1) model setting which eliminates prior choice and specification. We avoid the necessity
of prior distributions altogether by implementing a generalized fiducial inference (GFI) approach
(see (Hannig et al., 2016)). And while our model selection consistency results derive from a Gaussian
assumption on the VAR(1) model errors, they are actually the first ever results about a fiducial
distribution under model misspecification. This is due to the fact that all of the supporting theorems
and lemmas we contribute are non-asymptotic, and rely on a collection of explicit fourth moment
bounds given in Section 3.3.3. Consequently, as long as the VAR(1) model errors are independent
within and across time and there exist bounded fourth moments, our generalized fiducial consistency
results (which assume Gaussian data) still hold even if the true data is not Gaussian.
A gentle introduction to GFI is provided in Section 3.2. We validate our methods empirically
in low and high-dimensional settings on both synthetic and real data, and provide Python code for
implementing our algorithm. This code, and the workflow for reproducing all numerical results can
be found at https://jonathanpw.github.io/software.
Recent theoretical work on VAR models is largely comprised of considerations of regularized
estimation procedures, most notably (Basu et al., 2015). The Bayesian literature has not yet
caught up. There do exist numerous papers on BVAR methodology, especially in the econometric
literature, but on predominantly empirical investigations, see for example (Bańbura et al., 2010;
Korobilis, 2013; Giannone et al., 2015; Ahelegbey et al., 2016). The primary tool of the BVAR
literature has been implementations of the Minnesota (shrinkage) prior and its variants (Litterman,
1986).
It has been found that BVAR with shrinkage priors is effective for large VAR models of economic
time-series, but little has been provided in the way of theoretical guarantees (a notable exception
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is (Ghosh et al., 2018)) or even uncertainty quantification of competing model choices (a notable
exception is (Korobilis, 2013)). To the best of our knowledge, (Ghosh et al., 2018) is the first in the
literature to establish posterior parameter estimation consistency in the “large p large n” BVAR
setting with p = o(n), where p is the dimension of the VAR model and n is the number of observed
time instances.
We loosely adopt notation for multivariate time-series from (Lütkepohl, 2005). The time-series
X(1), . . . , X(n) ∈ Rp is taken to denote data from a VAR(1) model with no serial correlation, and
so is generated as
















p × n matrix with U (t) iid∼ Np(0, Ip) for t ∈ {1, . . . , n}, A is a p × p matrix of coefficients, and
Σ := diag{σ21, . . . , σ2p}. Assume X(0) is the p-dimensional zero vector. Further, let G ⊆ {1, . . . , p2}
be a set of indices denoting a graph of active components of A, and take Ag to be the p× p matrix
A with active components corresponding to the graph G (all other components are zero).
We extend the high-dimensional linear regression ε-admissible subsets (EAS) methodology
developed in (Williams and Hannig, 2019) to this VAR(1) setting. The idea behind the EAS
procedure is to efficiently make inference on the space of 2p
2
graphs, G, by discriminating on graphs
which contain redundant active components. Our notion of redundancy is defined rigorously by
the ‘h-function’ given later in (3.4).
However, the basic intuition is to assign negligible posterior-like probability to all Ag that
can be closely approximated, predictively, by a graph containing fewer active components. This
can occur for a variety of reasons, namely, correlated time-series in the VAR system of equations,






. Then the coefficient matrix Ag for some graph G is not ε-admissible if for some












where ‖·‖ is some measure of distance. In this case, predictions from the graph {1, 2, 4} approximate
that of Ag within ε precision, and so Ag is said to contain redundant information.
Note that in finite sample, and particularly high-dimensional, settings with highly-correlated
data the EAS framework has the intuition that the oracle graph itself may not be ε-admissible.
In these settings, the EAS methodology re-defines the notion of the ‘true’ graph to be some non-
redundant subgraph of the oracle graph, at least non-asymptotically. This idea is important because
it suggests that to develop inherently scalable methodology the key may be to re-define the notion of
what one should hope to recover from a ‘true’ data generating model in high-dimensional settings.
Additional intuition for the EAS methodology is provided in (Williams and Hannig, 2019) in the
context of linear regression.
The remainder of the paper is organized as follows. Section 3.2 defines the notion of ε-
admissibility as well as constructs the generalized fiducial distribution for the EAS approach,
and describes the Markov chain Monte Carlo (MCMC)-based computations. The main theoretical
results are presented in Section 3.3, and numerical results are provided in Sections 3.4 and 3.5. The
majority of the proofs are moved to the supplementary materials.
3.2 Methodology
To adapt ideas more smoothly from the linear regression setting of (Williams and Hannig,
2019), re-express the VAR(1) model in (3.1) in the form




where Y := vec(Y), Z := X ′ ⊗ Ip, W0 := In ⊗ Σ0, α := vec(A), and Go (as well as go seen later)
denotes the oracle graph. Here and throughout, the superscript-zero notation denotes the true
fixed values of the corresponding quantities. The subscript notation, ZGo (or αGo), refers to the
sub-matrix (or sub-vector) with columns (or components) corresponding to the active components
given by the index set Go. The vec(·) operator transforms an n× p matrix into an np× 1 vector by
stacking columns in descending order, from left to right. For example, vec(Y) = (X(1)′ ··· X(n)′ )′.
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This linear model representation is also more convenient for expressing the likelihood function,
f
(














(Y−ZGoαGo )′W−1(Y−ZGoαGo ), (3.3)
which will be needed later on. For conciseness, the notation {σj} is used as shorthand for
{σ1, . . . , σp}.
Additional notation used for the remainder of the paper includes the following. For a scalar-
valued argument | · | represents the absolute value, but for a set-valued argument it represents the
cardinality. The norms ‖ · ‖ and ‖ · ‖0 denote the vector L2 and L0 norms, respectively, while
for a matrix A, ‖A‖2 :=
√
λmax(A′A) and ‖A‖F :=
√
tr(A′A) represent the matrix spectral and
Frobenius norms, respectively. Additionally, the quantities λmin(A) and λmax(A) denote the min-
imum and maximum eigenvalues of a given matrix, A, respectively. The notation P (·) and E(·)
refer, respectively, to the probability measure and expectation with respect to the joint generalized
fiducial distribution of Ag and Σ. Conversely, the notation Px(·) and Ex(·) refer, respectively, to
the probability measure and expectation associated with the uncertainty from the VAR(1) pro-
cess, rather than the probability measure for the generalized fiducial distribution of the unknown
parameters.
The centerpiece of methodology for the EAS model selection approach is a definition of model
redundancy, as made rigorous by our notion of ε-admissibility and the h-function, presented next.
As described in Section 3.1, the main intuition is that αG is considered non-redundant, or ε-
admissible, if and only if there does not exist a close fitting graph with strictly fewer active
components. However, there are also two additional constraints embedded in the h-function for
ε-admissibility.
Definition 3.1. Assume ε, d > 0 and c ∈ (0, 1). A given coefficient matrix Ag, equivalently αG,













‖Z ′GW−1ZG(αG − bmin)‖2 ≥ ε, min
1≤j≤p








‖Z ′GW−1ZG(αG − b)‖2 subject to ‖b‖0 ≤ |G| − 1,




(Y − ÂgX )(Y − ÂgX )′
}
, (3.5)
and Âg := YZ ′G(ZGZ ′G)−1 is the least squares estimator for graph G.
To begin to understand the behavior of the h-function, first note that
‖Z ′GW−1ZG(αG − bmin)‖2 = ‖Z ′GW−1(ZGαG −ZGbmin)‖2,
is analogous to a noiseless version of the Dantzig selector (Candes and Tao, 2007) where ZG is the
design matrix for the linear model representation (3.2). One reason to use Z ′GW−1ZG versus simply
ZG is that the former is scale-invariant to the {σj} and invariant to orthogonal transformations of
the data. Second, note that if ZG contains linearly dependent columns, then for any coefficients
αG, the linear prediction ZGαG can be exactly recovered by ZGbmin (since ‖bmin‖0 ≤ |G|−1). This





by definition. For high-dimensional settings where p > n, then by construction, considering only
ε-admissible graphs reduces the model selection problem from 2p
2
candidate graphs to only 2np.
This fact makes the EAS methodology inherently scalable.
The quantities c, d, and ε will now be described in alphabetical order. The component, ‖Ag‖2 ≤
c, in the h-function concentrates the distribution of Ag to only allow for stable VAR(1) models with
c ∈ (0, 1). In practice, since ‖A0‖2 is typically not known the constraint ‖Ag‖2 ≤ c is replaced by
‖Ag‖2 < 1. The second component in the h-function is the expression min1≤j≤p{mgj} ≥ d, where
mgj for j ∈ {1, . . . , p} is understood as the residual sum-of-squares (RSS) for the jth component of
the VAR system. The basic idea is that the data-dependent quantity d = d(Y,X , Go) should be
calibrated to min1≤j≤p{mgoj } which corresponds to the oracle graph, and so any graphs which have
a better fit than the oracle will be excluded from consideration via the h-function. Accordingly,
this device is designed to eliminate graphs which over-fit the data, and is important for establishing
our asymptotic consistency results. However, in practice d can be set to a small value and left
alone; more will be said about this in Section 3.4 with the numerical results.
43
For ZG which have full column rank, the degree to which the features associated with graph
G are redundant depends on the correlations between the p components of the VAR model, the
distribution of the coefficients αG (i.e., the transition matrix Ag), scale matrix components {σj},
and the specified level of precision, ε. Our proposed default choice of ε, formulated from theoretical
investigations (based on the Gaussian contemporaneous errors assumption), is for some ρ ∈ (0, 12),




.5 log(log(n))|G| − |Go|
)}
. (3.6)
There are predominantly two components to ε; the quantity Λg := ‖W−
1
2ZG‖2F is particularly
calibrated to the observed data since it originates from a tight concentration inequality for the
transition matrix Ag, and the term n
1−ρp2 log(log(n))|G| is necessary asymptotically for managing
the accumulating data and rapidly growing number of candidate graphs as n, p → ∞. The basic
idea is that Λg will always contribute, and the remaining terms will contribute for sufficiently large
n or for |G| which exceeds the number of active components in the oracle model. However, as is
demonstrated in Section 3.4, for observed data Λg is so well-calibrated that it suffices to set ε = Λg,
and thus also eliminating the need for a tuning parameter. More details about Λg are given in
Section 3.3.2, particularly its expectation in (3.12).
With the EAS methodology now developed a framework of statistical inference is required for
implementing it. A suitable such framework is GFI because it will allow us to construct posterior-
like inference over the 2p
2
candidate graphs without having to specify any prior distributions.
The intuition for GFI is to begin with a data generating equation such as (3.2) and invert the
equation on the data to solve for the unknown parameters. The resulting quantity is defined as the
generalized fiducial distribution of the unknown parameters. Precise details for the construction of
this approach are provided in (Hannig et al., 2016). The generalized fiducial probability density
function for the parameters in the VAR(1) model (3.2) has the form
r(αG, {σj} | Y ) =
f
(






























where the multiplication by the h-function appears as an infusion of the EAS methodology into the

















with D(A) = (detA′A)
1
2 and V denoting the data generating equation (3.2). The Jacobian term
results from inverting the data generating equation on the unknown parameters. Note that the
{σj} are also dependent on the the particular graph G, but this dependence is suppressed in the
notation for conciseness.
The likelihood function in (3.7) is given by (3.3), the h-function is given by (3.4), and the
derivation of the Jacobian term is presented in the supplementary material. From the generalized
fiducial density of αG and {σj}, the generalized fiducial mass function for a graph G is propor-
tional to the normalizing constant in (3.7). In Bayesian theory, this constant of proportionality is
understood as the marginal density of the data. Evaluating the integral in the denominator of (3.7)
gives,

























∣∣∣∑nt=1X(t−1)rgj X(t−1)′rgj ∣∣∣ 12
, (3.8)
where rgj is the set of active row indices of Ag for column j ∈ {1, . . . , p}, and D̃g is a data-dependent
and parameter-free (np) × (|G| + p) matrix defined in the supplementary material as part of the














distribution. To ensure that r(G | Y ) defines a proper probability mass function, the




G:|G|=i r(G | Y ) = 1.
Lastly, the relative model probabilities (3.8) can be computed via psuedo-marginal MCMC
algorithms. Traditional MCMC is not feasible because the expected value appearing in (3.8)
is not available in closed form. We implement the grouped independence Metropolis-Hastings
(GIMH) algorithm described in (Andrieu and Roberts, 2009), which replaces the expected value
with the empirical mean of importance samples at each step of the MCMC algorithm. In the

















distributions for αG and σj , respectively. The GIMH algorithm we
construct is a Markov chain on the set of graphs G ⊆ {1, . . . , p2}, and proposals are made by either
adding, removing, or replacing a component index in the current iterate of G in the chain.
A point of caution about the GIMH algorithm is that the mixing conditions are usually par-
ticularly sensitive to the number of importance samples taken to estimate an expectation at each
step of the algorithm. However, the algorithm mixed well enough to yield very encouraging numer-
ical results for the high-dimensional linear regression setting in (Williams and Hannig, 2019), and
Sections 3.4 and 3.5, here, serve to demonstrate that the algorithm is not only computationally
feasible but also favorable for graph selection in the VAR(1) model setting. Further discussion of
the algorithm is provided in (Williams and Hannig, 2019), and a detailed pseudo-code description
of the algorithm is provided at https://jonathanpw.github.io/software.
3.3 Theoretical results
The problem of graphical selection is difficult because the number of candidate graphs to
choose among grows super-exponentially in the dimension of the VAR(1) model, 2p
2
. Accordingly,
the utility of the EAS procedure is its inherent ability to effectively manage a very large number
of candidate graphs by assigning negligible posterior-like probability to redundant graphs. The
meaning of this assertion is made precise in Theorem 6 which states that the generalized fiducial
distribution obtained from the EAS methodology exhibits pairwise graph selection consistency as
both n and p are taken to infinity, and as a corollary, strong selection consistency for fixed p. The
necessary mathematical conditions are discussed next.
3.3.1 Conditions
The first two conditions presented are related to the identifiability of the true data generating
graph, Go. We consider only a stable VAR(1) model for our theoretical investigation, and adopt
the common notion of stability that for the true transition matrix ‖A0‖2 ≤ c for some c ∈ (0, 1).
It is assumed throughout that a valid c has been fixed a-priori.
Condition 5 arises in the proof of Lemma 15 which is a necessary result for Theorem 5. It
guarantees that the Jacobian term for the oracle graph in (3.8) will be lower bounded away from
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7) which manages the uncertainty resulting from the minimum eigenvalue of the Jacobian matrix
D̃′goD̃go , where Ω :=
1
n
( XX ′ XU ′







. It is also assumed that a valid δ > 0
has been fixed a-priori.












 > 4(1 + c2),



















Note that Lemma 7 guarantees λmin
(
Ω − Ex(Ω)
) Px−→ 0 as n → ∞, assuming the p versus n
relationship given by Condition 8. Thus, the condition can reasonably be verified on real data by









to 4(1 + c2),
where 1nXX
′ is the obvious sample analogue to the population quantity considered in Condition 5.
Since c is unknown in practice, for the purposes of checking this condition on real data evaluate
4(1 + c2) = 8 for the worst case with c replaced by 1. We demonstrate on synthetic data in Section
3.4 that this verifiable condition is indeed meaningful for practical applications.
Condition 6, which originates from the proof of Theorem 5, is also well calibrated to real data.
This condition states the maximum rate at which ε can be allowed to grow as a function of n, p,
and Λgo , whilst the oracle model Go remains identifiable (i.e., no faster than n
1−ρp2Λgo). The fixed
quantity ρ ∈ (0, 12) represents the ‘gap’ between how fast ε must grow (stated in Condition 8) to
effectively manage the set of all 2p
2
candidate graphs under consideration, and how slow it must
grow to not eliminated the oracle graph from consideration. Namely, ε ∝ n1−ρp2Λg simultaneously
satisfies Conditions 6 and 8 for any ρ ∈ (0, 12). It is assumed throughout that a valid ρ has been
fixed a-priori. The quantities on the left side of the inequality in Condition 6 are expected values
of the corresponding quantities on the left side of the first constraint in the h-function (3.4).
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Condition 6. The oracle graph, Go, satisfies min1≤j≤p{mgoj } ≥ d,
1
18
∥∥(Γn(0)⊗ (Σ0)−1)Go,Go(α0Go − b̃)∥∥2 ≥ εn1−ρp2Λgo ,
where ρ ∈ (0, 12), b̃ solves minb∈R|Go|
∥∥(Γn(0)⊗ (Σ0)−1)Go,Go(α0Go − b)∥∥2 subject to ‖b‖0 ≤ |Go| − 1,
and ε = Λgo · ε̃ for some ε̃ not depending on Σ or Ago.
Unless the oracle model is known, Condition 6 is not verifiable on real data, but in Section 3.4
we are able to demonstrate the varying performance of the EAS procedure on simulated data when
this condition is and is not satisfied. Note, that the coefficient of 118 is a constant more pertinent
to asymptotic considerations (and our proof technique), and should be understood as closer to the
value of 12 (which appears in the h-function).
The next condition is a component in the proof of Theorem 4 for guaranteeing that the
h-function will drive the EAS procedure to assign negligible posterior-like probability to non-ε-
admissible graphs, G, via the mass function r(G | Y ) in (3.8).
Condition 7. For any G with G 6⊆ Go,
9
2





where b̃ solves minb∈R|G|
∥∥(Ex(Z ′GZG))−1Ex(Z ′GY ) − b∥∥2 subject to ‖b‖0 ≤ |G| − 1, and ε = Λg · ε̃
for some ε̃ not depending on Σ or Ag.
The intuition for Condition 7 is that for graphs containing redundant active components the
central tendency of the least squares estimator α̂g can be closely approximated by a vector of fewer




Ex(Z ′GY ) is an approximation to Ex(α̂g). Since the
least squares estimator is asymptotically well behaved for Gaussian VAR models, this condition is
not particularly interesting and is easily satisfied in numerical experiments. Furthermore, it will
hold trivially, for instance, if the columns ZG are linearly dependent.
The final condition in this section is Condition 8, which simply states the asymptotic rate at
which ε must increase as n, p→∞ for our main result, Theorem 6, to be established. In fact, the
previous three conditions were all for establishing non-asymptotic bounds of concentration.
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= o(n). For the positive constant K1


































and n = Op(q), where q := min1≤j≤p{mj} with m1, . . . ,mp corresponding to the full model (i.e., all
components active), and ε = Λg · ε̃ for some ε̃ not depending on Σ or Ag.
A important attribute of Condition 8 is the requirement that while the dimension of the VAR(1)
model, p, can be taken to infinity, it must be exceeded polynomially by the number of observed
time instances, n. This is in contrast to the model selection consistency result established for the
high-dimensional linear regression setting in (Williams and Hannig, 2019), where p was allowed to
grow sub-exponentially in n. The primary difference here is that we derive model selection consis-
tency results for the multivariate VAR model setting which are robust to model misspecification,
namely the assumption of Gaussian VAR model errors. Such a robust generalized fiducial result
requires (to the best of our understanding) non-asymptotic second moment concentration bounds.
High-dimensional (p > n) consistency results require exponential tail bounds when establishing con-
centration of data-dependent quantities such as in Lemma 6 in the next section, and exponential
tail bounds here are intimately related to the assumption of Gaussianity.
Note that no assumption of sparsity is made in any of the conditions. This section concludes
with a definition of various quantities that will be referenced in the next section, and throughout
the proofs.






N2 is any positive constant such that n ≥ N2 implies
1 + c2 − 2c
2 − (c2)n+1
n(1− c2)
≤ 1 + c2.



























with ξ = 2δ
2
9Λg






























Our strategy for establishing graph selection consistency in Theorem 6 is largely composed of
the contents of Lemmas 4 and 6 and Theorems 4 and 5. Lemmas 4 and 6 describe, respectively, the
generalized fiducial concentration of the VAR(1) transition matrix around its least squares estimate
and the concentration of the least squares estimate around an approximation to its expectation.
The probability bounded in Lemma 4 is with respect to the joint generalized fiducial distribution of
Ag and Σ. In contrast, Lemma 6 is a concentration inequality with respect to the data generating
mechanism (3.2) which derives its distribution from the errors U (t)
iid∼ Np(0, Ip) for t ∈ {1, . . . , n}.
Lemma 4. For any G with |G| ≤ np,
P
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where ε = Λg · ε̃ for some ε̃ not depending on Σ or Ag, α̂g :=
(
Z ′GZG





Recall that Λg, which comes from the proof of this lemma, is a key component of our suggested
default ε in (3.6) and of Condition 8. This results from the fact that ε must control for Λg in order
to establish the well-behaved concentration of the generalized fiducial distribution of αG which is
exhibited by this lemma. The W−
1
2 plays the role of appropriately scaling the design matrix ZG.
Observe that for the full model G = {1, . . . , p2},
Λ = ‖W−
1




= tr(XX ′) · tr(Σ−1),
which gives
Ex(Λ) = n · tr(Γn(0)) · tr(Σ−1). (3.12)
Thus, for a given graph G, Λg is a combined measure of the covariance or dependence among the
p univariate time-series in the VAR model, the contemporaneous error precision matrix, and the
number of observed instances of the time-series. This is what makes Λg effective as apart of ε in
the h-function for determining the ε-admissibility of a given αG. Lemma 5 gives a probabilistic
bound on Λg as a function of n and p, given the h-function constraint that min1≤j≤p{mgj} ≥ d.





















where Λg := ‖W−
1
2ZG‖2F .
Next, consider the concentration of the least squares estimate.















where ε = Λg · ε̃ for some ε̃ not depending on Σ or Ag, and V1 is as in (3.9).
Notice that the more natural concentration inequality to be considered in Lemma 6 would
bound the quantity
∥∥α̂g − Ex(α̂g)∥∥2, instead, which has the factor (Z ′GW−1ZG)−1 inside the





Ex(Z ′GoY ) = α
0
go , for the oracle model.
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Materially, the three preceding lemmas are needed in the proofs of Theorems 4 and 5, pre-
sented next. These theorems are results about the behavior of the EAS methodology coupled with
the generalized fiducial distribution (i.e., the Jacobian term); they are analogous to studying the
behavior of given priors for a (Bayesian) posterior distribution. Theorem 4 is a non-asymptotic
concentration inequality which yields an upper bound on the rate at which the expected value
(w.r.t. the joint generalized fiducial distribution of Ag and Σ) of the h-function times the Jacobian
term diverges for non-ε-admissible graphs, G.
Theorem 4. Take any G with G 6⊆ Go and |G| ≤ np, and assume Conditions 5 and 7 hold. Then














































with probability exceeding 1− V1, where V1 is as in (3.9), rgmax := max1≤j≤p |rgj |, and ε = Λg · ε̃ for
some ε̃ not depending on Σ or Ag.
Conversely, Theorem 5 is a non-asymptotic lower bound on the h-function times the Jacobian
term for the oracle graph, Go.
Theorem 5. Assume Conditions 5, 6, and 8 hold. Then for all n ≥ max{N1, N2, N3}, with N3

















≥ 1− V1 − Ṽ1 − 2V2 − 2e−
np
4 − V3,
where V1 and Ṽ1, V2, and V3 are as in (3.9), (3.10), and (3.11), respectfully, and ε = Λgo · ε̃ for
some ε̃ not depending on Σ or Ago.
Before stating the main result of this paper one final condition, Condition 9, is needed. In its
absence a less strong, yet still meaningful statement of posterior-like graphical consistency holds;
we formulate this alternative statement as Corollary 1. The importance of Condition 9 is that
it covers the gap left open in Theorem 4 since the theorem only bounds the generalized fiducial
probability of non-ε-admissible graphs (i.e., G 6⊆ Go).
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as n→∞ or n, p→∞.
Recall from (3.5) that mgj is the univariate RSS, corresponding to graph G, for the j
th compo-
nent of the VAR(1) model. Hence, this condition is a statement that the product of the ratio of
RSS components for the true graph over that of any strict sub-graph, taken to a power on the order












. This is not unreasonable to expect
since for each j ∈ {1, . . . , p}, mgj = Op(n), m
go




j for G ∈ {G : G ⊂ Go}, and
an explicit condition about the oracle model being sufficiently better fitting than all sub-models is
typical of model consistency results.
The main result of our paper, a statement of pairwise graphical selection consistency for the
constructed EAS methodology, is now presented. This result demonstrates that the generalized
fiducial probability of the oracle graph will asymptotically dominate that of all other graphs. Note
that there is no assumption of sparsity.
Theorem 6 (pairwise selection consistency). Given Conditions 5-9, for any G ⊆ {1, . . . , p2} \Go,
r(G | Y )
r(Go | Y )
Px−→ 0
as n→∞ or n, p→∞.
If Condition 9 is violated, Corollary 1 demonstrates that the generalized fiducial mass function
r(G | Y ) will concentrate asymptotically on the subset of graphs {G : G ⊆ Go}. In practice, for
sufficiently large n, this means that there will be a few graphs which the algorithm visits frequently,
and the largest one (in cardinality) likely contains the greatest number of the oracle components.
Corollary 1 (pairwise selection consistency). Relaxing Condition 9 in Theorem 6 gives, for any
G ⊆ {1, . . . , p2} \ {G : G ⊆ Go},
r(G | Y )
r(Go | Y )
Px−→ 0
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as n→∞ or n, p→∞.
The additional corollary stated next demonstrates that the EAS methodology will concentrate
all generalized fiducial mass on the true model, asymptotically, for fixed p.
Corollary 2 (strong selection consistency, fixed p). Given Conditions 5-9 and fixed p,
r(Go | Y )
Px−→ 1
as n→∞.
Note the following short remark about the meaning of the difference between pairwise and
strong model selection consistency. The statement of strong graph selection consistency is essen-
tially a statement that the true model will be assigned large probability and all other models will
be assigned small probabilities. Conversely, the implication of pairwise graph selection consistency
is that the probability assigned to the true model will be large relative to each of the other model
probabilities, individually, but that all models (including the true model) may have small probabil-
ities. Such a phenomenon is common for model selection paradigms in which the set of candidate
models grows very fast with dimension (i.e., like 2p
2
in the case of a VAR(1) model).
The next subsection illustrates the additional attribute that our model selection consistency
results are robust to model misspecification, namely, the assumption of Gaussian VAR model errors.
3.3.3 Standalone supporting results
This subsection provides five lemmas which were foundational to our proof techniques for
establishing our theory for the EAS methodology. Non-asymptotic moment bounds on products of
X and U (in the VAR model formulation (3.1)), with respect to n and p, are the building blocks
for any theoretical pursuit of understanding high-dimensional, multivariate VAR models. These
results are essentially a collection of second moment bounds of the quantities and cross-quantities
in Ω := 1n
( XX ′ XU ′
UX ′ UU ′
)
, and establish the notion that our preceding fiducial consistency results will
remain true under model misspecification. This is due to the fact that as long as the VAR(1)
model errors are independent within and across time and there exist bounded fourth moments (i.e.,
components appearing in Ex(Ω
2)), the following collection of lemmas will remain true (up to some
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constants of proportionality). And as a consequence, our generalized fiducial consistency results
(which assume Gaussian data) will still hold even if the true data is not Gaussian.










where V3 is as in (3.11), Ω :=
1
n
( XX ′ XU ′
UX ′ UU ′
)

















































Lemma 11. Assume that Condition 5 holds. Then for all n ≥ N2,
Px
(
λmin(XX ′/n) ≥ δ/2
)
≥ 1− V2,
where V2 is as in (3.10).
3.4 Simulation results
While the theoretical pursuits of this paper have been focused on the conditions and supporting
lemmas/theorems needed for the EAS procedure to assign highest probability to the oracle graph
with probability converging to 1 as n, p → ∞, we ultimately designed the EAS approach with
more practical intuitions in mind. In applications, the true data generating model, Go, may itself
contain redundant information (i.e., unnecessary active components), and through our h-function
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methodology we are able to focus on recovering only the necessary active components. In doing so,
at least for finite sample settings the EAS approach re-defines what is meant by the true graph. The
purpose of our asymptotic considerations was to illustrate the conditions needed for our re-defined
notion of the true graph to correspond precisely to the oracle graph.
In this section, we demonstrate on synthetic data that when the theoretical conditions are
satisfied the EAS procedure performs as our asymptotic theory suggests, and is also able to perform
as well as or better than existing methods in high-dimensional settings with respect to out-of-
sample prediction error and estimation error. In fact, we find and present evidence to suggest that
Conditions 5 and 6 are useful for high-dimensional settings. Moreover, Condition 5 is a simple and
verifiable condition for actual observed data which informs of the sample size needed for competitive
performance, and is so well calibrated that we demonstrate deteriorating performance when it is
not satisfied.
Furthermore, the theory is even well calibrated enough that the EAS algorithm does not
require any tuning parameter to achieve at or better than the out-of-sample predictive perfor-
mance of competing methods such as LASSO or elastic net. The latter, more conventional meth-
ods, require cross-validation over a grid of tuning parameters, and the appropriateness of the
grid depends on the scaling of the data (i.e., Σ). On the contrary, via our Λg component in




.5 log(log(n))|G| − |Go|
)}
(see (3.6) with ρ = .49) the EAS algorithm is
scale invariant.




j }, where Genet are the active components estimated by elastic net. And as
discussed previously, the constraint ‖Ag‖2 ≤ c in the h-function is replaced with ‖Ag‖2 < 1 since c
is not available on real data.
In the following two subsections we present both low (p = 4, n = 120) and high (p = 10, n = 20
and p = 30, n = 180) dimensional simulation studies on synthetic data generated according to model
(3.2). For each of 100 random data generating seeds, the transition matrix is randomly generated
according to each of the five patterns described in (Han et al., 2015). In each instance of a transition
matrix A0 the p diagonal components are active, and for patterns with additional randomly assigned
active/inactive components the probability of each component being generated as active is .01.
Values of each diagonal component are assigned by sampling from the N(±12, 1) distribution,
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while off-diagonal component values are assigned by sampling from the N(±3, 1) distribution. As
is common practice (e.g., (Han et al., 2015)), after a given A0 is randomly generated it is rescaled
so that ‖A0‖2 = .5 =: c, and as in (Han et al., 2015) the contemporaneous error covariance matrix
Σ0 := Ip.
In all simulation designs, the performance of the EAS algorithm is compared to that of LASSO
and elastic net implementations, and to a recent “direct estimation of high-dimensional stationary
VAR” estimation procedure proposed by (Han et al., 2015) which is formulated as a linear program
(we denote this procedure by DELP for “direct estimation linear program”). The LASSO and
elastic net routines are implemented from the Python module scikit-learn (Pedregosa et al.,
2011), along with their builtin cross-validation procedures for time-series data. For the DELP
routine, the authors of (Han et al., 2015) were kind enough to provide their R code. However, we
had to supplement their provided code by writing code to implement the cross-validation procedure
they propose in (Han et al., 2015) for selecting their tuning parameter. Note that we generate
synthetic data consistent with that described in (Han et al., 2015) so that the scaling of the data
is appropriate for their default grid of tuning parameters for cross-validation.
The entirety of the simulation study was computed in parallel on a computing cluster, and
completed in approximately one day of run time. The code/workflow for reproducing all numerical
results presented in this paper can be found at https://jonathanpw.github.io/software.
3.4.1 Definitions of performance metrics
A variety of metrics are considered for evaluating performance across procedures. For each
random generator seed for each simulation design, 2n instances of the time-series are generated
with X(0) = 0p×1. The first n are used for estimation, and the last n are set aside as an out-of-
sample test set. As in (Han et al., 2015), on the out-of-sample test set we compute the L2 prediction
error, 1n‖Y − ÂX‖2, and the LF prediction error,
1
n‖Y − ÂX‖F , where Â represents the estimated
transition matrix on the first n, in-sample, time instances. As in (Basu et al., 2015) and (Ghosh
et al., 2018), we also calculate the estimation error, ‖Â−A0‖F /‖A0‖F . For the EAS procedure, Â
is computed analogously to Bayesian model averaging, with least squares estimates used for every
visited graph in the MCMC chain.
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Additionally, we report |GMAP| as the number of nonzero (or active) components in the es-
timated graph for the frequentist LASSO, elastic net, and DELP procedures, and as the number
of active components in the most frequently visited graph (i.e., maximum a-posteriori probability
or MAP) for the MCMC-based EAS algorithm. The false positive rate (FPR) is computed as
the number of the p2 components in the estimated transition matrix incorrectly set active, as a
proportion of the number of truly inactive components. Conversely, the false negative rate (FNR)
is computed as the number of the p2 components in the estimated transition matrix incorrectly set
inactive, as a proportion of the number of truly active components. For the EAS procedure, the
FPR and FNR are computed based on the estimated GMAP.
3.4.2 Low-dimensional setting
This first simulation design serves to demonstrate that the EAS procedure performs consistent
with what the theory in Section 3.3 suggests for data with p2 < n. For this simulation we present
two additional performance metrics, r̂(Go | Y ) and #{GMAP = Go}. The former is the estimated
generalized fiducial probability of the oracle model, calculated as the number of times the MCMC
algorithm visited Go divided by the number of steps of the chain. This metric is only available
within the EAS framework because relative model probabilities are computed. The latter metric,
#{GMAP = Go}, is the proportion, over all 100 generated data sets, of instances in which the
estimated GMAP corresponds precisely to Go.
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Random pattern transition matrix
p = 4, n = 120
oracle eas delp lasso enet
L2 1.27 1.28 1.31 1.3 1.3
(0.11) (0.11) (0.12) (0.12) (0.12)
LF 2.01 2.02 2.03 2.03 2.03
(0.07) (0.07) (0.07) (0.07) (0.07)
est err 0.17 0.21 0.32 0.32 0.33
(0.06) (0.1) (0.11) (0.1) (0.1)
|GMAP| 4.12 4.0 7.84 7.94 8.39
(0.35) (0.32) (3.34) (2.97) (3.24)
FPR 0.01 0.32 0.33 0.36
(0.02) (0.28) (0.25) (0.27)
FNR 0.04 0.01 0.01 0.01
(0.09) (0.05) (0.05) (0.05)
r̂(Go | Y ) 0.7
(0.32)
#{GMAP = Go} 0.81 0.08 0.11 0.11
r.h.s. Condition 5 = 10.10 (s.e. 0.90) vs 5
prop data sets Condition 6 satisfied = 0.83
Table 3.1: See Section 3.4.1 for definitions of each performance metric, except for the last two which are
described in Section 3.4.2. All metrics are quantities averaged over 100 generated data sets, and standard
errors are in parentheses. The ‘oracle’ column displays corresponding characteristics in the case that the
oracle graph, Go, is known, and using the least squares estimate of A
0. Note that for Condition 5, 4(1+c2) =
5. Recall that a new set of active components Go are generated for each data set, which gives the variability
for |GMAP| in the ‘oracle’ column.
Observe from Table 3.1 that the EAS procedure performs very competitively with these existing
methods; better average performance metric values across the board, but all routines are within
about one standard error of each other. Furthermore, the EAS algorithm selected a GMAP with
3-4 fewer active components, on average, with GMAP = Go for 81 of the 100 of the data sets.
This is far better graph selection than the competing methods which consistently over-select active
components. Note that based on the proportion of data sets in which Condition 6 is satisfied, the
oracle model is only identifiable for the EAS algorithm in 83 percent of the data sets. In other
words, our theory would suggest that the EAS procedure should identify the true model in 83 of
the 100 data sets considered, and in actuality the EAS algorithm identified the true model in 81 of
the 100 data sets.
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3.4.3 High-dimensional setting
The tables in this section display the results of two high-dimensional simulation designs in which
p2 > n, and for all five transition matrix patterns. An important distinction to observe between
the two designs, for all transition matrix patterns, is that for the p = 10, n = 20 case Condition 5
is never satisfied, while it is always satisfied for the p = 30, n = 180 case. This occurrence is by
design to demonstrate the deteriorated performance of the EAS algorithm when this important,
well-calibrated, and verifiable condition is not satisfied. In the p = 30, n = 180 case the EAS
algorithm performs just as well, or better than the competing methods, with respect to all metrics.
Notice also that the high-dimensional numerical results presented in this section do not list
r̂(Go | Y ) nor #{GMAP = Go} as performance metrics. For each of the estimation methods, the
metric #{GMAP = Go} (and r̂(Go | Y ) for EAS) produces zeros in almost all cases. For the EAS
algorithm, this is due to the fact that Condition 6 is never satisfied for these high-dimensional
simulation designs, and so the oracle model is not identifiable for the EAS procedure. However,
we would not necessarily expect Condition 6 to be satisfied when p2 > n since our theory does
not apply. Moreover, recall that in finite sample, and particularly high-dimensional, settings with
highly-correlated data the EAS framework was developed with the intuition that the oracle graph
itself may not be ε-admissible. In these settings, the EAS methodology re-defines the notion of the
‘true’ graph to be some non-redundant subgraph of the oracle graph, at least non-asymptotically.
This is validated empirically in the tables that follow by observing that when Condition 5 is satisfied
the EAS algorithm almost always requires fewer active components to achieve on par or better
performance than the competing methods, with respect to all metrics. Recall also that the EAS
algorithm has no tuning parameter, while the competing methods use cross-validation to optimize
out-of-sample prediction accuracy.
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Band pattern transition matrix
p = 10, n = 20 p = 30, n = 180
oracle eas delp lasso enet oracle eas delp lasso enet
L2 3.04 3.29 4.13 2.94 2.9 1.92 2.02 2.03 2.02 2.02
(0.68) (0.65) (5.9) (0.49) (0.45) (0.09) (0.09) (0.1) (0.1) (0.1)
LF 3.46 3.54 3.55 3.4 3.39 5.53 5.64 5.67 5.65 5.65
(0.22) (0.24) (0.71) (0.18) (0.18) (0.06) (0.06) (0.07) (0.07) (0.07)
est err 1.07 1.24 1.15 0.97 0.94 0.34 0.63 0.68 0.64 0.65
(0.17) (0.18) (0.77) (0.04) (0.05) (0.03) (0.06) (0.05) (0.06) (0.06)
|GMAP| 28.0 11.64 8.89 3.43 19.63 88.0 22.32 43.43 49.78 60.85
(0.0) (2.88) (23.38) (4.56) (18.44) (0.0) (2.92) (25.39) (11.55) (29.62)
FPR 0.1 0.08 0.02 0.17 0.0 0.01 0.02 0.03
(0.03) (0.24) (0.04) (0.18) (0.0) (0.03) (0.01) (0.03)
FNR 0.83 0.88 0.93 0.74 0.75 0.63 0.59 0.57
(0.06) (0.23) (0.07) (0.21) (0.03) (0.05) (0.05) (0.07)
r.h.s. Condition 5 = 0.7112 (s.e. 0.2384) vs 5 r.h.s. Condition 5 = 5.7756 (s.e. 0.4147) vs 5
prop data sets Condition 6 satisfied = 0 prop data sets Condition 6 satisfied = 0
Table 3.2: See caption for Table 3.1.
Cluster pattern transition matrix
p = 10, n = 20 p = 30, n = 180
oracle eas delp lasso enet oracle eas delp lasso enet
L2 2.66 3.52 10.35 3.22 3.16 1.91 1.96 2.03 2.01 2.01
(0.37) (0.85) (44.59) (0.51) (0.48) (0.1) (0.12) (0.11) (0.11) (0.11)
LF 3.28 3.6 4.05 3.51 3.48 5.5 5.55 5.63 5.61 5.61
(0.16) (0.24) (2.06) (0.18) (0.18) (0.06) (0.07) (0.07) (0.06) (0.06)
est err 0.48 1.08 1.42 0.95 0.92 0.17 0.34 0.5 0.46 0.46
(0.12) (0.16) (1.49) (0.05) (0.06) (0.03) (0.09) (0.05) (0.05) (0.05)
|GMAP| 10.39 12.16 18.51 4.33 21.05 31.24 27.64 42.28 47.76 48.14
(0.68) (2.28) (34.53) (5.52) (19.45) (1.26) (2.47) (23.75) (8.28) (8.4)
FPR 0.09 0.17 0.03 0.18 0.0 0.01 0.02 0.02
(0.03) (0.35) (0.04) (0.19) (0.0) (0.03) (0.01) (0.01)
FNR 0.63 0.68 0.8 0.55 0.14 0.04 0.04 0.04
(0.14) (0.33) (0.19) (0.29) (0.08) (0.04) (0.04) (0.04)
r.h.s. Condition 5 = 0.6941 (s.e. 0.2265) vs 5 r.h.s. Condition 5 = 6.0315 (s.e. 0.4613) vs 5
prop data sets Condition 6 satisfied = 0 prop data sets Condition 6 satisfied = 0
Table 3.3: See caption for Table 3.1. Recall that a new set of active components Go are generated for each
data set, which gives the variability for |GMAP| in the ‘oracle’ column.
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Hub pattern transition matrix
p = 10, n = 20 p = 30, n = 180
oracle eas delp lasso enet oracle eas delp lasso enet
L2 3.06 3.3 6.52 3.02 2.98 1.93 2.03 2.05 2.03 2.03
(0.64) (0.66) (29.28) (0.61) (0.58) (0.09) (0.09) (0.1) (0.1) (0.1)
LF 3.44 3.54 3.68 3.41 3.4 5.53 5.63 5.66 5.64 5.65
(0.21) (0.2) (1.53) (0.2) (0.2) (0.06) (0.06) (0.06) (0.06) (0.06)
est err 1.06 1.23 1.26 0.98 0.96 0.33 0.63 0.69 0.65 0.66
(0.17) (0.17) (1.15) (0.03) (0.05) (0.03) (0.05) (0.05) (0.06) (0.05)
|GMAP| 26.0 11.95 11.9 2.89 19.74 78.0 21.97 41.24 47.64 61.35
(0.0) (2.48) (29.42) (4.84) (20.78) (0.0) (2.72) (24.41) (11.38) (32.45)
FPR 0.1 0.11 0.02 0.17 0.0 0.01 0.02 0.03
(0.03) (0.3) (0.04) (0.2) (0.0) (0.03) (0.01) (0.03)
FNR 0.82 0.86 0.94 0.73 0.73 0.6 0.57 0.54
(0.07) (0.29) (0.09) (0.25) (0.03) (0.05) (0.05) (0.07)
r.h.s. Condition 5 = 0.7 (s.e. 0.2323) vs 5 r.h.s. Condition 5 = 5.667 (s.e. 0.4128) vs 5
prop data sets Condition 6 satisfied = 0 prop data sets Condition 6 satisfied = 0
Table 3.4: See caption for Table 3.1.
Random pattern transition matrix
p = 10, n = 20 p = 30, n = 180
oracle eas delp lasso enet oracle eas delp lasso enet
L2 2.6 3.36 5.21 3.06 3.03 1.91 1.99 2.03 2.01 2.01
(0.4) (0.8) (9.99) (0.49) (0.5) (0.09) (0.1) (0.1) (0.1) (0.1)
LF 3.24 3.55 3.71 3.45 3.43 5.51 5.58 5.64 5.62 5.62
(0.17) (0.26) (0.95) (0.21) (0.22) (0.05) (0.06) (0.06) (0.06) (0.06)
est err 0.49 1.07 1.2 0.95 0.92 0.2 0.44 0.55 0.51 0.51
(0.15) (0.16) (0.82) (0.06) (0.07) (0.03) (0.08) (0.05) (0.05) (0.05)
|GMAP| 10.9 12.49 14.51 3.69 19.28 38.72 25.65 45.45 50.07 50.55
(0.96) (2.68) (30.43) (4.68) (20.07) (3.13) (2.68) (30.98) (9.95) (10.89)
FPR 0.1 0.13 0.02 0.17 0.0 0.02 0.02 0.02
(0.03) (0.31) (0.03) (0.19) (0.0) (0.03) (0.01) (0.01)
FNR 0.63 0.72 0.82 0.58 0.35 0.21 0.19 0.19
(0.15) (0.31) (0.18) (0.31) (0.09) (0.07) (0.07) (0.07)
r.h.s. Condition 5 = 0.6961 (s.e. 0.2523) vs 5 r.h.s. Condition 5 = 5.7805 (s.e. 0.43) vs 5
prop data sets Condition 6 satisfied = 0 prop data sets Condition 6 satisfied = 0
Table 3.5: See caption for Table 3.1. Recall that a new set of active components Go are generated for each
data set, which gives the variability for |GMAP| in the ‘oracle’ column.
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Scale–free pattern transition matrix
p = 10, n = 20 p = 30, n = 180
oracle eas delp lasso enet oracle eas delp lasso enet
L2 3.37 3.19 8.31 2.86 2.83 1.94 2.0 2.01 2.01 2.0
(0.81) (0.75) (30.93) (0.47) (0.47) (0.09) (0.1) (0.1) (0.1) (0.1)
LF 3.51 3.49 3.83 3.36 3.35 5.53 5.61 5.62 5.63 5.62
(0.22) (0.22) (1.73) (0.19) (0.18) (0.06) (0.06) (0.06) (0.07) (0.06)
est err 1.36 1.32 1.56 0.99 0.96 0.52 0.84 0.87 0.9 0.86
(0.27) (0.19) (1.76) (0.03) (0.04) (0.04) (0.04) (0.04) (0.06) (0.05)
|GMAP| 28.0 11.8 15.88 2.07 16.97 88.0 15.14 23.22 17.66 77.21
(0.0) (2.85) (34.04) (3.76) (18.88) (0.0) (2.24) (4.07) (10.06) (35.83)
FPR 0.1 0.15 0.01 0.15 0.0 0.01 0.0 0.06
(0.03) (0.34) (0.03) (0.18) (0.0) (0.0) (0.0) (0.03)
FNR 0.84 0.82 0.96 0.78 0.86 0.79 0.83 0.63
(0.07) (0.34) (0.07) (0.22) (0.03) (0.04) (0.09) (0.11)
r.h.s. Condition 5 = 0.6866 (s.e. 0.2609) vs 5 r.h.s. Condition 5 = 5.3767 (s.e. 0.4072) vs 5
prop data sets Condition 6 satisfied = 0 prop data sets Condition 6 satisfied = 0
Table 3.6: See caption for Table 3.1.
3.5 Real data application
As a final exposition of the EAS methodology developed for the VAR(1) model, this section
presents results of implementing the algorithm on real data. Monthly closing stock price data for
eight well-known companies from 1995-2018 are downloaded from Yahoo Finance via the R package
BatchGetSymbols (Perlin, 2019). First-differences of the time-series are used for stationarity, and
the data is split into two time periods, 1995-2006 and 2007-2018. It is verified that Condition 5
is satisfied for the time period 2007-2018 (9.33 versus 8 = 4(1 + 12)), but not for 1995-2006 (2.05
versus 8 = 4(1 + 12)). This occurance is useful for observing performance of the EAS procedure on
real data when the condition is and is not satisfied.
The results are displayed graphically in Figures 3.1 and 3.2. Nodes represent individual com-
pany stocks, and each edge label represents the marginal generalized fiducial (or posterior-like)
inclusion probability of a particular component of A. That is, the proportion of graphs, G, (over
all MCMC-sampled graphs) in which each component (i.e., edge) of A is active. Line widths are
proportional to inclusion probabilities, and inclusion probabilities less than .05 are omitted.
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Note that such a graphical representation of the results, with marginal inclusion probabilities for
all components of A, is not possible via frequentist nor Bayesian point estimation based procedures.
This is a major advantage of estimating relative model probabilities (i.e., r(G | Y )) versus simply
coefficients. MCMC-based approaches are computationally more expensive, but they provide more


































Figure 3.1: Directed graph of inclusion probabilities of components of the transition matrix, A, for monthly
closing stock price of 8 companies. First differences of the data are used. Each edge label represents the
marginal generalized fiducial (or posterior-like) inclusion probability of a particular component of A. That
is, the proportion of graphs, G, (over all MCMC-sampled graphs) in which each component (i.e., edge) of























Figure 3.2: See description for Figure 3.1.
The code/workflow for obtaining the real data and reproducing these result can be found at
https://jonathanpw.github.io/software.
3.6 Concluding remarks
In summary, while BVAR models have been developed and explored empirically (primarily in
the econometrics literature) there exist very few theoretical investigations of the repeated sampling
properties for BVAR models in the literature. To the best of our knowledge, our established
pairwise and strong model selection consistency results are the first of their kind in the BVAR
literature. These types of results are sure to be followed by similar results in the high-dimensional
BVAR literature, analogous to the emergence of model selection strong consistency results in the
high-dimensional Bayesian linear regression literature such as (Johnson and Rossell, 2012; Narisetty
and He, 2014; Williams and Hannig, 2019).
All things considered, while it is required for our theory that n exceeds some polynomial of
p, consistent with our survey of the literature, it is claimed in (Ghosh et al., 2018) that general
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posterior consistency results are not available for “large p small n” settings. Furthermore, our
graphical selection consistency results provide a theoretical guarantee for model selection, which is
stronger than establishing estimation consistency of a point estimator of the VAR model parameters,
and our theory is robust to model misspecification.
Moreover, recall that in finite sample, and particularly high-dimensional, settings with highly-
correlated data the EAS framework was developed with the intuition that the oracle graph itself
may not be ε-admissible. In these settings, the EAS methodology re-defines the notion of the
‘true’ graph to be some non-redundant subgraph of the oracle graph, at least non-asymptotically.
Accordingly, with our EAS methodology, we hope to demonstrate the idea that to develop inher-
ently scalable methodology the key may be to re-think what one should hope to recover for useful
statistical inference from a data generating model.
3.7 Additional lemmas and select proofs

























with probability exceeding 1− V2 − e−
np
4 , where V2 is as in (3.10).

















where rgmax := max1≤j≤p |rgj |.








where fX is the spectral density for a VAR(1) process with coefficient matrix A and error covariance
matrix Σ = diag{σ21, . . . , σ2p}.
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where V3 is as in (3.11).











) ≥ 1− 2V2,
where V2 is as in (3.10).
Lemma 17. Assume that Condition 5 holds, and that 1 ≤ d ≤ min
1≤j≤p









































where q := min1≤j≤pmj with m1, . . . ,mp corresponding to the full model.
Proof of Theorem 6. Assume throughout this proof that n ≥ max{N1, N2, N3} (see Definition
3.2). From (3.8),
r(G | Y )
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Further, by Lemmas 13 and 16,
r(G | Y )





























































with probability exceeding 1 − 2V2, where V2 is as in (3.10). Then by Theorem 5, for the fixed
K3 ∈ (0, 1),
r(G | Y )






















































with probability exceeding 1 − V1 − Ṽ1 − 4V2 − 2e−
np
4 − V3. Gathering terms, for some positive
constant K2 (not depending on n nor p),
r(G | Y )



























with probability exceeding 1− V1 − Ṽ1 − 4V2 − 2e−
np







bounded as in the following two cases.






r(G | Y )





















with probability exceeding 1− V1 − Ṽ1 − 4V2 − 2e−
np
4 − V3. Then by Condition 9, r(G|Y )r(Go|Y )
Px−→ 0 as
n→∞ or n, p→∞.
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Case 2: G 6⊆ Go and |G| ∈ {1, . . . , p2}. By Lemma 17, and for some positive constant K1 (not
depending on n nor p),
r(G | Y )














































with probability exceeding 1 − V1 − Ṽ1 − 5V2 − 3e−
np







. Therefore, by Theorem 4
and Condition 8,
r(G | Y )
































with probability exceeding 1 − 2V1 − Ṽ1 − 5V2 − 3e−
np







. Thus, by Condition 8,
r(G|Y )
r(Go|Y )
Px−→ 0 as n→∞ or n, p→∞. 
Proof of Corollary 1. Omit case 1 in the proof of Theorem 6. 
Proof of Corollary 2. Observe that
r(Go | Y ) =
r(Go | Y )∑p2
j=1
∑
















r(G | Y )
r(Go | Y )
Px−→ 0
as n→∞, which proves the desired result. 
3.8 Derivation of the generalized fiducial mass of G and the Jacobian
This section presents the details of deriving the generalized fiducial probability mass func-
tion (3.8) for each graph, G, beginning with (3.7). In particular, the closed-form mathematical




, in (3.7) is worked out.
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where D̃ is D with the σi omitted and n−
1










· · · ∂X(1)∂App
∂X(1)
∂σ1










· · · ∂X(n)∂App
∂X(n)
∂σ1
· · · ∂X(n)∂σp
 .
Note that we have rescaled D from its definition in (Hannig et al., 2016) by the factor of n−
1
2 .
This scaling is necessary for controlling the asymptotic rate of growth of the Jacobian. The first
p2 columns are partial derivatives with respect to the components Aij of the transition matrix over

























= J ijX(t−1) +AJ ijX(t−2) +A2J ijX(t−3) + · · ·+At−1J ijX(0) + 0,
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where J ij is the matrix whose only nonzero element is a 1 in the ijth coordinate. Thus, the column
of D corresponding to the ijth partial derivative of A can be expressed as










An−3J ijX(0) + · · · + J ijX(n−3) + 0 + 0
An−2J ijX(0) + · · · + AJ ijX(n−3) + J ijX(n−2) + 0















An−3 · · · Ip 0 0
An−2 · · · A Ip 0
An−1 · · · A2 A Ip

. (3.15)
Note that the notation Θg will be taken to mean the matrix Θ with Ag replacing every occurrence
of A in (3.15).
Next, the remaining p columns of D require the partial derivatives of the time instances of the












+ J iiU (t−1)
)






+ J iiU (t−2)
)
+AJ iiU (t−1) + J iiU (t)
...
= At−1J iiU (1) +At−2J iiU (2) + · · ·+AJ iiU (t−1) + J iiU (t),
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and so the column of D corresponding to the partial derivative of σi can be expressed as










An−3J iiU (1) + An−4J iiU (2) + · · · + 0 + 0
An−2J iiU (1) + An−3J iiU (2) + · · · + J iiU (n−1) + 0









With expressions for all p2+p columns of D now derived, the Jacobian can be written in closed-form.




in mind, the marginal distribution,
r(G, {σj} | Y ) =
∫
r(αG, {σj} | Y ) dαG
∝
∫
























































































)−1Z ′GW−1)Y is the corresponding weighted sum-of-squared resid-









distribution. Further, since W is a diagonal matrix it can be factored
out of α̂g and from parts of SG. This is a well-known fact from linear model theory, and the details
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are as follows.

























= ZG(Ip ⊗ Σ)−1G,G,





















Next, simplify |Z ′GW−1ZG| as follows. Observe that
Z ′GW−1ZG = (X ′ ⊗ Ip)′G(In ⊗ Σ)−1(X ′ ⊗ Ip)G
=
(
(X ′ ⊗ Ip)′(In ⊗ Σ−1)(X ′ ⊗ Ip)
)
G,G
= (X ′ ⊗ Σ−
1




Permuting the columns of (X ′ ⊗ Σ−
1

























































Note that rearranging the same number of rows as columns preserves the sign of the determinant.
Accordingly,
r(G, {σj} | Y ) ∝
∏p
j=1








































j (Inp −Hg)′(t−1)p+jY . Hence,






r(G, {σj} | Y ) dσ1 · · · dσp
∝
∫∞











































































‖Z ′GW−1ZG(αG − bmin)‖2 ≥ ε, min
1≤j≤p
{mgj} ≥ d, ‖Ag‖2 ≤ c
}




‖Z ′GW−1ZG(αG − b)‖2 subject to ‖b‖0 ≤ |G| − 1. By Lemma 13 the



















































where b̃ solves minb∈R|G|
∥∥(Ex(Z ′GZG))−1Ex(Z ′GY )− b∥∥2 subject to ‖b‖0 ≤ |G|−1. Recall that the
least squares estimate α̂g :=
(
Z ′GZG





















































































































































































with probability exceeding 1− V1 where V1 is as defined in (3.9). 










−1ZGo(αGo − bmin)‖2 ≥ ε, min
1≤j≤p
{mgoj } ≥ d, ‖Ago‖2 ≤ c
}





−1ZGo(αGo − b)‖2 s. t. ‖b‖0 ≤ |Go| − 1. To show the desired
result, let b̃ be the solution to
min
b∈R|Go|
∥∥(Γn(0)⊗ (Σ0)−1)Go,Go(α0Go − b)∥∥2 subject to ‖b‖0 ≤ |Go| − 1.
Then
∥∥(Γn(0)⊗ (Σ0)−1)Go,Go(α0Go − b̃)∥∥2
≤
∥∥(Γn(0)⊗ (Σ0)−1)Go,Go(α0Go − bmin)∥∥2
=
∥∥(Γn(0)⊗ (Σ0)−1)Go,Go(Z ′GoW−1ZGo)−1Z ′GoW−1ZGo(α0Go − bmin)∥∥2
≤









and so for ρ ∈ (0, 12),
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(∥∥Z ′GoW−1ZGo(α0Go − α̂go)∥∥2 ≥ 2ε)
+ P
(∥∥Z ′GoW−1ZGo(α̂go −αGo)∥∥2 ≥ 2ε)
+ P




)−1Z ′GoY is the least squares estimator. Applying Lemma 4, multiplying
both sides of the inequality by 1
{
min1≤j≤p{mgoj } ≥ d
}






















































































Next, by Condition 6 the indicator function on the left side is equal to 1, and for all n ≥ N2, by



















































with probability exceeding 1 − V2 − e−
np

















































with probability exceeding 1− V1 − V2 − e−
np
4 , where V1 is as in (3.9).
Finally, Condition 5 allows for the following probabilistic bound on ω.



































‖αGo − α̂go‖2 > c2
)
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where, as in the proof of Lemma 4, Z := (Z ′GoW
−1ZGo)
1
2 (αGo − α̂go) ∼ N|Go|(0, I|Go|). Then
P
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with probability exceeding 1− V2 − e−
np























with probability exceeding 1− Ṽ1 − V2 − e−
np
4 .

































































with probability exceeding 1−V1− Ṽ1−2V2−2e−
np
4 . Lastly, for any fixed K3 ∈ (0, 1), by Condition
8, choose a positive constant N3 such that for all n ≥ max{N1, N2, N3},







with probability exceeding 1− V1 − Ṽ1 − 2V2 − 2e−
np
4 . Multiplying both sides of the inequality by
e
|Go|+p
4 , and applying Lemma 15 yields the desired result. 
Proof of Lemma 4. It follows from the generalized fiducial distributional of αG that
Z := (Z ′GW−1ZG)
1
2 (αG − α̂g) ∼ N|G|(0, I|G|).
Thus,
‖Z ′GW−1ZG(αG − α̂g)‖2 = ‖LZ‖2 = ‖UDV ′Z‖2
where L := (Z ′GW−1ZG)
1
2 is a |G| × |G| matrix which has the singular value decomposition L =
QDV ′ for Q and V each orthogonal matrices. Since V is an orthogonal matrix and Z follows the
standard multivariate normal distribution, Z̃ := V ′Z ∼ N(0, I|G|). Then
‖LZ‖2 = ‖UDZ̃‖2 =
|G|∑
j=1
Z̃2j λj ≤ Λg max Z̃2j
where Λg =
∑|G|
j=1 λj , and λj is the jth eigenvalue of L



























































Proof of Lemma 6. First consider the expressions,






































































































These will be needed shortly.

















































· 1 ≥ δ2,
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where the first inequality follows from the Poincaré separation theorem (see (Rao, 1979)) because
(Γn(0)⊗ Ip)G,G is a principal submatrix of Γn(0)⊗ Ip.
Accordingly, for now set ξ = 2δ
2
9Λg
ε. Then by the triangle and Markov inequalities,
Px
(









































Consider each right side quantity in turn. The first can be bounded as
Px
(







(∥∥∥[(nΓn(0)⊗ Ip)G,G −Z ′GZG](Z ′GZG)−1∥∥∥2
2







(∥∥(Γn(0)⊗ Ip)G,G −Z ′GZG/n∥∥22 · ∥∥(Z ′GZG/n)−1∥∥22 ≥ n−2ρ)
+ Px
(





































Then, again by the Poincaré separation theorem,
Px
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and by Lemma 11 (assuming Condition 5), for all n ≥ N2,
Px
(

























Next, applying the Markov inequality gives,
Px




















for all n ≥ N2 by Lemma 9. Hence, for all n ≥ N2, and by (3.19),
Px
(





















































Thus, by Lemmas 8, 9, and a slight modification of the proof of Lemma 10, for all n ≥ max{N1, N2},
Px
(




























































This bounds the first right side term in (3.20).






























































































· p · const.
Therefore, returning back to the original inequality (3.20), for all n ≥ max{N1, N2},
Px
(
































Recalling the expression for ξ yields the desired result. 




























































































































































































































































(XX ′)2 + XU ′UX ′ − n2Γ2n(0) XX ′XU ′ + XU ′UU ′




















































































































 1n2Ex((XX ′)2 + XU ′UX ′)− Γ2n(0) 1n2Ex(XX ′XU ′)
1
n2































Applying Lemmas 8 and 9 gives the desired result. 
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where for t 6= s,





























































For t > s,





































































For s > t,






































































And for s = t,

























































































































































































































































































min{|Go|, p}+ min{|Go|, p}2
)
.































































































































































































































































































































































































































































































Proof of Lemma 11. Define Σ̂ := 1nXX


































































































































































































n− |rgoj | − 2











n− |rgoj | − 2
≤ 1



























Additionally, since λmin(Z ′Z) = λmin(XX ′) ·1, it follows from Lemma 11 (assuming that Condition
5 holds) that for all n ≥ N2,
Px
(
λmin(Z ′Z) ≥ nδ/2
)


























































Proof of Lemma 13. Consider the following upper bound on the natural logarithm of the
determinant of the positive definite matrix, D̃′gD̃g,
log(|D̃′gD̃g|) ≤ tr(D̃′gD̃g − I|G|+p) = tr(D̃′gD̃g)− |G| − p. (3.23)























































where rgj is the set of active row indices of Ag for column j ∈ {1, . . . , p}, and Θg is as in (3.15) with
Ag in place of A.
Denote Υn := Cov(Y, Y ), and note that Υ̃n := ΘgΘ
′
g is the covariance matrix of a VAR(1)
process with an identity contemporaneous error covariance matrix, and coefficient matrix Ag. Since































In ⊗ J ji
)(









In ⊗ J ii
)(






























where |rj | is the number of active rows of Ag for each column j ∈ {1, . . . , p}.
By Proposition 2.3 in (Basu et al., 2015), and by Lemma 14,




(θ)‖2 ≤ (1− ‖Ag‖2)−2,
recalling that Υ̃n is the covariance matrix for the VAR(1) process with an identity contemporaneous
error covariance matrix, and coefficient matrix Ag. The function fX̃ denotes the spectral density
































= ‖Y ‖+ ‖Ag‖2‖vec(X )‖





































Proof of Lemma 14. For a stable VAR(1) process, i.e. ‖A‖2 < 1, the spectral density has the























∥∥(Ip −Ae−iθ)−1∥∥22 max1≤i≤pσ2i ,
for Σ = diag{σ21, . . . , σ2p}.
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Bk = Ip − lim
r→∞
Br+1 = Ip,









































which is easily proven with the fact that log(x) ≤ x− 1 for all x > 0 implies log(y) ≥ 1− 1y for all





























where Θgo is as in (3.15) with Ago in place of A,
BGo :=
(










































































where B is of the form (3.26) corresponding to the graph with all components of A active, and the
last inequality follows from the Poincaré separation theorem (see (Rao, 1979)) because B′GoBGo is
a principal submatrix of B′B.





































































−1) ≤ 2(1 + ‖Ago‖22) ≤ 2(1 + c2),






(1 + c2)−1. (3.28)
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It remains to derive a lower bound for 1√
n
λmin(B′B). For any v ∈ Rp
2+p, expressing v =






































































XX ′ XU ′



























































































where the final inequality comes from (3.29). Finally, for all n ≥ max{N1, N2}, appealing to Lemma




























Proof of Lemma 16. Observe
p∏
j=1







∣∣Σ̂rgoj ,rgoj ∣∣ 12∣∣Σ̂rgj ,rgj ∣∣ 12 , (3.30)
where Σ̂ := 1nXX
′. First, establish the following lower bound for the denominator. For each





















































where the last inequality follows by Lemma 11 (and thus requires Condition 5) with V2 is as in
(3.10).






























where the final inequality follows again by the Poincaré separation theorem. Further, by the same

























Therefore, substituting back into (3.30) yields for all n ≥ N2,
p∏
j=1








































with probability exceeding 1− 2V2. 
Proof of Lemma 17.













































































































































where the last inequality follows by the arithmetic-geometric inequality and q := min
1≤j≤p
mj . Next,












































































where Hgo := ZGo(Z ′GoZGo)

























where the last inequality follows by the Chernoff bound (evaluating the moment generating function
at 1/4).
Further, from (3.33) it also follows that
RSSgo −RSS =
∥∥(Inp −Hgo)(W0) 12 vec(U)∥∥2 − ∥∥(Inp −H)(W0) 12 vec(U)∥∥2
≤







where H := Z(Z ′Z)−1Z ′. Then


























































































where the last inequality follows by the Markov inequality and Lemma 11 (assuming Condition 5)
for all n ≥ N2, and V2 is as in (3.10). Finally, by Lemma 8, for all n ≥ N1,
Px
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A Bayesian Approach to Multi-State Hidden Markov Models: Application to
Dementia Progression
4.1 Introduction
People are living longer and with this arises new complications and challenges for humanity.
Among the most pressing of these challenges is of understanding the role of aging in the development
of dementia. Such is the initiative of the Mayo Clinic Study of Aging (MCSA), a large prospective
study with the goal of understanding the natural history of dementia and particularly Alzheimer’s
Disease.
This paper is motivated entirely by the MCSA and how the resulting data can be used to draw
inference on the role of aging in the development of dementia. The goal is to create a model of
progression to dementia which can accommodate: (1) A wide variation in age (the dominant variable
under consideration), (2) Significant fluctuation in the time between subject visits, (3) Different
amount of information available for each subject (e.g., missing visits and/or clinical data), and (4)
Subject specific covariates.
The main contribution of this work is to provide an innovative statistical analysis of this im-
portant and unique data set via a continuous-time, discrete-state hidden Markov model (HMM)
estimated within the Bayesian paradigm. Additionally, we demonstrate the existence of and provide
solutions for various methodological gaps in the analysis of disease progression for studies like the
MCSA. First, we provide an approach for correcting a common bias in delayed enrollment studies
which has been overlooked in the literature. Second, we introduce a methodological framework
for estimating the strength and persistence of a separate death rate bias specific to death rates,
which could be present in any study relying on enrollment of subjects. Our final methodological
innovation is a proposed Bayesian approach to estimating the biomarker regions most associated
with high/low burden states in a manner that does not require the specification of cut-points.
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The term delayed enrollment, here, is used to describe a study with a given baseline (age 50 in
the case of the MCSA) such that some or all subjects are not observed at baseline. We demonstrate
empirically that the effects of this bias cannot be ignored, and existing software is not equipped to
handle this feature.
We formalize the discrete-state space exhibited in Figure 4.1 in which many of the states are
defined by continuous biomarkers. The previous work of (Jack et al., 2016) defined a state space
similar to Figure 4.1, but in which the high/low burden biomarker states were defined by practi-
tioner chosen, hard biomarker cut-points. Hard cut-points for discretizing continuous measurements
of biological processes are practically and philosophically problematic, and have to be chosen more
or less arbitrarily.
Moreover, we illustrate a general and effective framework for fitting a continuous-time, discrete-
state HMM within the Bayesian paradigm, and the infinitesimal generator matrix of the underlying
Markov process is allowed to be truly time-inhomogeneous (as a function of an individual’s age).
Time must be treated as continuous because, as in much of medical research, subjects are often
observed irregularly in time.
Our final contribution is that in addition to the effect of age, the effects of the covariates
gender, number of years of education, and presence of an APOE-ε4 allele on the infinitesimal
transition rates are also estimated. The importance of these variables has been well documented
in the medical literature but their effect on aging has not been studied in this context (i.e., how
they affect the transition rates between states in Figure 4.1). In addition to the new insights these
features bring to the medical community, flexible software to fit the models described below is
provided at https://jonathanpw.github.io/software.html.
Our analysis builds on the work of (Jack et al., 2016) with more sophisticated modeling which
allows for deeper insights. They found that a Markov model of disease progression for dementia is
indeed a natural approach, that almost all rates are log-linear, and at age 50 nearly everyone is in
state A−N− (i.e., low Amyloid burden and low cortical thickness loss burden which is state 1 in
Figure 4.1) but that soon begins to change.
Most implementations of a continuous-time, discrete-state HMM, including (Jack et al., 2016)
estimate parameters in a maximum likelihood fashion. However, as mentioned in (Jack et al.,
2016) optimization becomes exceedingly difficult as more parameters are introduced in the model.
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Convergence time for standard methods may become impractical, and analytical gradient formulas
for use in more efficient optimization procedures can become intractable. Additionally, it is often
difficult/awkward to fit prior information into an optimization-based frequentist approach (e.g.,
via constrained optimization or penalty functions which require tuning parameters), and deriving
confidence intervals becomes a challenge. Further, as the model becomes more complex to better
capture reality in our application, prior information becomes necessary for practical identifiability
of HMM parameters which makes Bayesian methodology a natural approach. For these reasons,
we propose a hierarchical Bayesian framework with model estimation via Markov chain Monte
Carlo (MCMC). Using MCMC for the estimation of complicated models requires creative proposal
strategies, but is extremely flexible for a variety of model specifications. Moreover, credible regions
become a convenient way to represent uncertainty.
Accounts of continuous-time, discrete-state HMM are given by (Lange and Minin, 2013; Bureau
et al., 2003; Jackson et al., 2003; Titman and Sharples, 2008; Jack et al., 2016), and within a
Bayesian framework, (Zhao et al., 2016). Further, (Satten and Longini, 1996) is a very complete
account of how to implement such a model, and is recommended reading for anyone not familiar
with the methodology.
More relevant to the present application, the work of (Jackson et al., 2003) uses an HMM to
model the state misclassification error of a disease, and includes age as a covariate on the transition
rates. However, they make a very restrictive assumption that the transition rates are constant
between subject observation times. The work of (Jack et al., 2016) is seemingly the first in the
literature to estimate the transition rates as a function of age, in a truly continuous-time fashion
for a multi-state model of dementia, however, (Yu et al., 2010) also treated transition probabilities
as a function of age, in a discrete-time fashion.
The organization of the rest of the paper is as follows. Section 4.2 describes the MCSA data set
and the HMM methodology. An illustration of the death rate bias and the delayed enrollment bias
is then given in Section 4.3, and a simulation study is provided in Section 4.4 which implements our
Bayesian estimation procedure on synthetic data generated to resemble the MCSA data set. Finally,
a detailed analysis of the MCSA data is presented in Section 4.5, accompanied by a discussion and
interpretation of the biological findings. This paper also has accompanying supplementary material
containing details of the computations and further MCSA analysis results.
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4.2 Methodology
4.2.1 Description of the Mayo Clinic Study of Aging data
The MCSA has enrolled a large age/sex stratified random sample from Olmsted County, Min-
nesota. Subjects are followed forward approximately every 15 months, and clinical visits collect
information on major aspects of the disease. The MCSA study began in 2004, currently has 4742
subjects, and is still ongoing (at the time of this writing) and enrolling new subjects. Estimates
of quantities such as expected time in a given state, probability of ever entering a given state, or
the fraction of the population that will pass through a high amyloid burden state on the way to
dementia, are all of clinical interest.
It is known in the medical community that amyloid protein buildup in the brain, and significant
neuro-degeneration are strongly associated with dementia. Accordingly, amyloid buildup, as mea-
sured by Pittsburgh Compound B (PIB) from a Positron Emission Tomography (PET) scan, and
neuro-degeneration, as measured by cortical thickness (Thickness) from Magnetic Resonance Imag-
ing (MRI), are continuous outcomes measured during the regular clinical visits for approximately
50 percent of the subjects.
With regard to dementia, high amyloid burden is a notion which refers to a build-up of amyloid
plaques in the brain significant enough to effect pathways and lead to neuro-degeneration, but
precise measurements of the extent of amyloid protein would require autopsy (PIB measurements
serve as a proxy for measuring this extent). Likewise, high neuro-degeneration burden refers to
a state of loss of neurons and synapses denoted by atrophy of the cerebral cortex in Alzheimer’s-
sensitive areas.
For the (approximately 50 percent of) subjects who were not chosen to undergo regular brain
scans less clinical information is available. However, the Mini Mental State Exam (MMSE) is almost
always observed. The MMSE is a questionnaire-based test administered by a medical professional
to assess cognitive impairment on an integer scale out of 30 points (Xu et al., 2015). Furthermore,
baseline data such as age, sex, clinical and genetic markers is always recorded in the data.
Finally, at the time of observation all subjects are determined to be either cognitively unim-
paired, or to be demented. This represents a substantial amount of information for making inference
115
{ PIB | A+ } 
{ Thickness | N− } 
{ MMSE | A+N− } 
{ Diagnosis | non-Dem } 
{ PIB | A− } 
{ Thickness | N− } 
{ MMSE | A−N− } 
{ Diagnosis | non-Dem } 
{ PIB | A− } 
{ Thickness | N+ } 
{ MMSE | A−N+ } 
{ Diagnosis | non-Dem } 
{ PIB | A− } 
{ Thickness | N+ } 
{ MMSE | A−Dem } 









{ PIB | A+ } 
{ Thickness | N+ } 
{ MMSE | A+N+ } 
{ Diagnosis | non-Dem } 
{ PIB | A+ } 
{ Thickness | N+ } 
{ MMSE | A+Dem } 







Figure 4.1: State space. Emitted response variables are displayed in brackets above the respective hidden
state. A+ corresponds to high amyloid burden, and N+ corresponds to high neuro-degenerative burden.
States 1-4 are all non-demented.
on the underlying cognitive state of a subject. However, diagnosing dementia is not an exact science,
and so the observed label is not without error.
4.2.2 The HMM state space and emitted response variables
A simplistic formalization of the biology is to theorize a seven-state model to describe cognitive
health in relation to dementia. Figure 4.1 illustrates such states, and depicts the allowed transitions
with directional arrows. A notable feature of the state space is that an individual must be in a
high neuro-degeneration burden state (i.e., N+) to develop dementia, but not necessarily in a high
amyloid burden state (i.e., A+). In fact, the transition from A+N+ (state 4) to A+Dem (state
6) is identified as Alzheimer’s Disease, a particular type of dementia. Isolating this Alzheimer’s
Disease transition is not possible using the previous state space of (Jack et al., 2016).
Time must be treated as continuous because patient visit times are irregular, and the underlying
sequence of states visited for an individual is hidden by uncertainty (even when PIB/Thickness are
available, they are only proxies for the true level of amyloid/neuro-degeneration burden). Moreover,
the states of high amyloid burden and neuro-degenerative burden are not precisely defined and are
best treated as hidden. It is worth remarking that amyloid build-up and neuro-degeneration each
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Figure 4.3: Observed response data for PIB which is a measure of amyloid buildup from a PET scan,
and (cortical) Thickness which is associated with neuro-degeneration. Note that the response densities for
PIB correspond to the data transformation, log(PIB− 1). The component density estimates correspond to
the posterior mean estimates from Section 4.5. The blue dashed lines represent the normal mixture density
estimates.
develop on a continuum, but the time spent in any intermediate states, not explicitly represented
by the state space in Figure 4.1, is believed to be relatively short and thus ignorable in these data.
Distribution of observed MMSE






















Figure 4.2: Observed response data for MMSE test
scores associated with the six non-death states in the
state space. The component density estimates here
correspond to the posterior mean estimates from Sec-
tion 4.5. The blue dashed line represents the normal
mixture density estimate.
The PIB and Thickness values associated
with amyloid buildup and neuro-degeneration,
respectively, are used as emitted response vari-
ables (in a traditional hidden Markov model
sense) to make inference on an underlying se-
quence of states visited. States 2, 4, and 6
which correspond to increased amyloid burden
will emit PIB values from a distribution corre-
sponding to A+, while states 1, 3, and 5 will
emit PIB from the distribution corresponding to
A−, and similarly for neuro-degenerative burden
(N+ or N−).
The prior distributions for these response
distribution parameters was chosen to corre-
spond to biomarker values which are consistent
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with the medical community’s most up-to-date understanding of the biology. Using a Gaussian
distribution for Thickness and for log(PIB− 1) appears to be quite reasonable, as there is evidence
that the error from the PIB measurements follows more closely to a constant coefficient of variation
than to a constant variance. Figure 4.3 displays histograms of the observed response data along
with the respective normal mixture densities resulting from the posterior mean estimates from the
full HMM described in the coming sections.
The MMSE score serves as an additional emitted response, and a separate Gaussian emission
distribution for each of the first six states is assumed (deceased subjects do not emit cognitive test
scores). Figure 4.2 overlays the estimated six-component normal mixture density function on top
of a histogram of the observed MMSE scores from the study subjects’ visits.
Lastly, a simple misclassification response model is used to allow for a probability of a dementia
diagnosis given the underlying state is a dementia state (i.e., states 5 or 6), and given it is not a
dementia state. Death is the only state in the state space which is known without error, and the
exact time of death is known, as well.
4.2.3 Continuous-time transition probabilities
This section serves to specify the hidden Markov model in the context of the state space
illustrated in Figure 4.1. For r, s ∈ {1, 2, 3, 4, 5, 6, 7} and h, t ≥ 0, the probability of transitioning
from state r at time h to state s at time h+ t is denoted by Pr,s(h, t) = P (S(h+ t) = s|S(h) = r).
Assuming these probabilities are differentiable functions in t and that the Markov process is time-
homogeneous, it can be shown that they satisfy the Kolmogorov forward equations ((Karlin and
Taylor, 1981)),
P ′(t) = P (t)Q, (4.1)
where Q is called the transition rate matrix, and P (t) is the matrix with components
Prs(t) := Prs(h = 0, t). (4.2)
Note that h can be taken to be 0 in (4.2) because the probabilities are assumed for now to be
time-homogeneous. The off-diagonal components of Q are interpreted as the change in transition
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probabilities for an infinitesimal amount of time into the future, i.e.,
qrs = lim
t↓0
P (S(t) = s|S(0) = r)
t
, r 6= s, (4.3)
with diagonal elements qrr = −
∑
s 6=r qrs.
The forward equations in (4.1) have the matrix exponential solution, P (t) = etQ. However, as
discussed in Section 4.1, the transition rates will be expressed as a function of a subject’s age at the
time of transition. That is, Q = Q(t) which violates the time-homogeneity of the Markov process.
A simple work around is to discretize the effect of age and assume that the transition rates only
change when a subject’s integer age changes. Doing so implies that subjects’ transition rates, Q,
remain constant between birthdays and yields
P (h, t) = e(bh+1c−h)Q(bhc) · eQ(bh+1c) · · · eQ(bh+tc−1) · e(h+t−bh+tc)Q(bh+tc), (4.4)
for bhc 6= bh + tc, where h represents the subject’s current age, t is the time (in years) into the
future, and b·c is the floor function.
Observe that with expression (4.4) all transition probabilities can be computed, as long as
the components of Q(t) are specified. As mentioned above, the transition rates will be modeled
as a function of age, gender, presence of an APOE-ε4 allele, and number of years of education.
Specifically, denoting each of the 13 nonzero transition rates illustrated in Figure 4.1 by ql for





1 · age + β
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−q1 − q2 − q3 q1 q2 0 0 0 q3
0 −q4 − q5 0 q4 0 0 q5
0 0 −q6 − q7 − q8 q6 q7 0 q8
0 0 0 −q9 − q10 0 q9 q10
0 0 0 0 −q11 − q12 q11 q12
0 0 0 0 0 −q13 q13



















































Figure 4.4: Annualized natural logarithm of
Minnesota overall population death rates. Solid
line corresponds to female, and dashed line cor-
responds to male.
Overall death rates over age 50 are log-linear (see
Figure 4.4) which makes the log-linear function of
age a natural starting place. This functional form
was also argued in (Jack et al., 2016) to be reason-
able for all of the rates except the rate from A−N−
(state 1) to A+N− (state 2). They compared log-
linear rate to that obtained from log-cubic splines.
We came to the same conclusion and accordingly, a
cubic spline is used for estimating only the rate of
transition from state 1 → 2, with knots at ages 55,
65, 75, 90, and boundary knots at 50 and 120.
4.2.4 Likelihood function
If the states were known for each subject at each
observation, then the contribution to the likelihood function from each subject consists of a product
of matrix exponentials, i.e., apply (4.4) to get the probability of being in a given state for each
observation time. However, the underlying state sequences are not observed. Within an HMM,
rather, responses emitted from the underlying process (conditional on the true state of the process
at a given point in time) are used to inform of the underlying state. In this application, there
are four emitted responses (i) log(PIB − 1), (ii) Thickness, (iii) MMSE (see Figures 4.3 and 4.2),
and (iv) dementia diagnosis (binary). Denote the observations for each of these four responses by
yi,k = [yi,k,1, yi,k,2, yi,k,3, yi,k,4]
′, respectively, for the ith subject’s kth clinical visit (observation).
Further, the ith subject has ni clinical visits, and has for each visit k ∈ {1, . . . , ni} an (unknown)
state si,k.























where the sum is taken over all possible states (since the true state sequence is unknown). If a given
response yi,k,j is missing (e.g., missing PIB scan), then the missing value is integrated out of the
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likelihood (i.e., the response density of the missing value contributes a 1 to the likelihood function).
It is assumed that missing response values are predominantly Missing At Random (MAR). While it
could be suspected that missing clinical visits might be associated with deteriorating mental health,
conditional on the underlying state, si,k, it is reasonable to assume that no systematic pattern of
missingness persists. Furthermore, the approximately 50 percent of subjects chosen to undergo
regular brain imaging were assigned randomly, so a large portion of missing PIB and Thickness
values are Missing Completely At Random (MCAR).
Making the standard assumption that the responses are conditionally independent given an
underlying state sequence si,1, . . . , si,ni , and applying the Markov property for the state sequence
gives,


















P (si,2|si,1)f(yi,2|si,2) · · ·
7∑
si,ni=1
P (si,ni |si,ni−1)f(yi,ni |si,ni)
= π′0D(i,1) · P (ti,1, ti,2 − ti,1)D(i,2) · · ·P (ti,ni−1, ti,ni − ti,ni−1)D(i,ni) · 1, (4.6)
where π0 is the baseline state probability vector, D(i,k) is a diagonal matrix with diagonal compo-
nents f(yi,k|si,k) for each si,k ∈ {1, . . . , 7} in the state space, P (ti,k−1, ti,k− ti,k−1) is the transition
probability matrix given in (4.4) with ti,k denoting the (continuous) age of subject i at visit k,
and 1 is a column vector of ones. Note that for equation (4.6) it is assumed that ti,1 is equal to
the baseline age of 50 for the MCSA. Relaxing this assumption along with two other subtle but
important features of the MCSA data must to be addressed, and results in slight modifications of
this likelihood function. These topics will be addressed in Sections 4.2.4.1, 4.3.1, and 4.3.2.
Next, in order to complete the specification of the likelihood, the form of the response density
f(yi,k) and the baseline state probability vector π0 must be specified. It is assumed that the four
responses, yi,k,1 = log(PIB − 1), yi,k,2 = Thickness, yi,k,3 = MMSE, and yi,k,4 = Dementia, are
conditionally independent given state si,k and subject specific covariates. As illustrated in Figure
4.3, the transformed PIB measurements are assumed to be generated according to two normal
random variables with different means. One of the means, say µA−, corresponds to the distribution
of transformed PIB measurements for an individual in a low amyloid burden state, and the other,
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say µA+, corresponds to a high amyloid burden state. Specifically,
f(yi,k,1|si,k) = N(yi,k,1|µA−, σpib) · I{si,k∈{1,3,5}} + N(yi,k,1|µA+, σpib) · I{si,k∈{2,4,6}}, (4.7)
where IA is the indicator function equal to 1 if A and 0 otherwise. The variance of both Gaussians
are assumed to be equal to aid in identifiability of the two groups. The density function for
Thickness and MMSE are defined analogously.
For the Thickness response variable,
f(yi,k,2|si,k) = N(yi,k,2|µN−, σthick) · I{si,k∈{1,2}} + N(yi,k,2|µN+, σthick) · I{si,k∈{3,4,5,6}}, (4.8)
and for the MMSE response variable,





αj · I{si,k=j} + α7 · age + α8 ·male + α9 · educ + α10 · apoe4 + α11 · ntests.
The first four covariates are the same as those in Section 4.2.3, and ‘ntests’ is the number of times
a subject has taken the MMSE by a given clinical visit. It is observed in the medical practice that
scores on the MMSE may improve as an individual becomes familiar with the exam, and so the
‘ntests’ covariate is included to control for this effect.
The probability mass function for misdiagnosis of dementia is
P (yi,k,4|si,k) = Bernoulli(yi,k,4|p0) · I{si,k∈{1,2,3,4}} + Bernoulli(1− yi,k,4|p1) · I{si,k∈{5,6}}, (4.10)
where yi,k,4 = 1 if the subject was diagnosed with dementia, and yi,k,4 = 0 if not. Accordingly,
p0 and p1 are misclassification probabilities, with p0 the probability of an incorrect diagnosis of
dementia, and p1 the probability of an incorrect non-diagnosis of dementia.
Lastly, the baseline state probability vector is π0 = [π0,1, π0,2, π0,3, π0,4, 0, 0, 0]
′ where π0,j =
P (si,1 = j) for j ∈ {1, 2, 3, 4}, for all subjects, i. As the MCSA did not enroll demented or
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deceased individuals, subjects would necessarily have been in states 1-4 at baseline. Accordingly,∑4
j=1 π0,j = 1, and the last three components of π0 must be zero.
4.2.4.1 Treating time of death as known without error
One feature common to many population-based studies is that death is observed without error
and time of death is known exactly, so the likelihood must be modified to account for this more
precise information (Satten and Longini, 1996). Suppose that subject i transitions to death at time
ti,ni . The final term in the subject’s contribution to the likelihood can be re-expressed as follows.
For a state si,ni−1 at time ti,ni−1, and ε ∈ (0, ti,ni − ti,ni−1), let,
B(ε) := {si,ni(ti,ni) = 7, s(ti,ni − ε) < 7},
where s(ti,ni − ε) represents the underlying state of the ith subject ε amount of time before ti,ni .
Then B :=
⋂
εB(ε) is the event that the i










si,ni(ti,ni) = 7|s(ti,ni − ε)
)
.
Thus, dividing both sides by ε and taking the limit as ε→ 0 gives a likelihood function value of
6∑
s(ti,ni )=1
P (s(ti,ni)|si,ni−1) ·Qs(ti,ni ),7(bti,nic) (4.11)
evaluated at the event {B|si,ni−1}. The quantity in (4.11) is interpreted as the average probability
of being in each of the first six states the instant prior to death, each weighted by the probability of
transitioning to death at the next instant (given by the instantaneous transition rates Qs,7(bti,nic)).
Note that the response functions are not needed/defined when si,ni = 7 because death is assumed
observed without error.
4.3 Population-based study challenges for an HMM
The purpose of this section is to demonstrate the existence of and provide solutions for two
critical methodological gaps in the analysis of disease progression for studies like the MCSA. After
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describing these two overlooked sources of bias in the literature, Section 4.3.3 serves to demonstrate
empirically on a simple synthetic data set the impact that ensues when the delayed enrollment bias
is not properly addressed. We argue that the effects of this bias cannot be ignored, and existing
software is not equipped to handle this feature.
4.3.1 The death rate bias
A common feature of many human population based studies (delayed enrollment or not), is
the following death rate bias. In addition to not representing those members of the population
who would have enrolled if they were not already dead (which is tied into the delayed enrollment
bias), it is often the case that people are much less likely to enroll in a study if they are very
sick and/or dying. As a result, the death rate for the sub-population of individuals who are most
likely to enroll is probably smaller than the overall population death rate, for at least the first
few years after enrollment into the study. Consistent with the difference between this healthier
sub-population and the overall population, this phenomenon will lead to a reduced estimate of the
death rate and higher likelihoods of other paths in the state space. This represents a bias with
respect to the true parameter values of the overall population.
Our proposed approach to correct for the death rate bias is to explicitly estimate the bias on
the non-dementia to death rate. This can be done in a linear fashion by including two additional
parameters in the log-linear rate equation (4.5). The first, say c ≤ 0, will be for estimating the
baseline effect of the death rate bias, and the second, say d ≥ 0, will be for estimating the linear
slope at which the death rate bias vanishes for every integer year in the study (since the time
effect is discretized annually). That is, equation (4.5) for only the non-dementia to death rate





1 · age + β
(l)
2 ·male + β
(l)
3 · educ + β
(l)
4 · apoe4 + g(iyears), (4.12)
where ‘iyears’ is integer years enrolled, and g(iyears) := min
{
c+ d · iyears, 0
}
. The death rate bias
term is only allowed to decrease the non-dementia to death rate. Further, the smallest root of g is
the duration for which the death rate bias persisted in the study.
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The coefficients in equation (4.12) become identifiable due to strong prior information available
for the overall population death rate. We provide evidence that this bias exists in the MCSA data
by appealing to the fact that c and d are both estimated to be nonzero (see Figure 4.9), and by
demonstrating in Section 4.4 that all parameters in equation (4.12) can be accurately estimated in
a similar, truth known synthetic data setting.
4.3.2 The delayed enrollment bias
The delayed enrollment bias occurs in situations in which the first observation time for the ith
subject, ti,1, is not necessarily equal to the baseline age of 50 years old (in the case of the MCSA).
In this case, the probability of transitioning from the (unknown) underlying state at baseline to
the (unknown) underlying state at the first observation must be accounted for in the likelihood
function. That is, the baseline state probability vector π0 in (4.6) is replaced with,





′ = π′0P (50, ti,1 − 50). The last three components are set equal to zero due to the fact
that demented and dead subjects are not enrolled into the study.
If the initial probabilities from baseline to enrollment age were not conditioned on the underlying
states being non-demented and non-dead, then the transition rates (especially those to dementia
and death) will exhibit strong downward bias (with respect to the true population parameter values)
due to the fact that neither demented nor dead subjects are enrolled. We refer to this bias as the
delayed enrollment bias, and it will be illustrated empirically in Section 4.3.3. Relevant standard
software such as the msm package in R (Jackson, 2011) does allow for specification of a common
baseline in a delayed enrollment study (after manually adding censored observations in the data
set at baseline), but unfortunately does not offer the ability to perform conditioning (rescaling) on
the initial state probability vector, as in (4.13).
4.3.3 Demonstrating the effect of a delayed enrollment bias
The Cardiac Allograft Vasculopathy (CAV) data set from the msm package was collected from a
study of the progression of CAV, which is a common cause of death after heart transplant (Sharples
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et al., 2003). The state space as described in (Jackson, 2011) includes four states labeled ‘no CAV’
(state 1), ‘mild/moderate CAV’ (state 2), ‘severe CAV’ (state 3), and ‘death’ (state 4), and forward-
only transitions are assumed (patients can only get worse). Observed remissions in the state of a
patient is considered a result of misclassification error. In the CAV data, baseline is defined as time
of heart transplant. All patients are observed at baseline, and in fact at baseline all patients are in
state 1 because CAV does not develop immediately.
In this simple data set, the only response variable is the observed state at each visit which is
assumed to follow a categorical distribution. In particular, given a patient is in state 1, 2, or 3
there is a nonzero probability of observing an adjacent state. Additionally, as is the case for the
MCSA, death and time of death are known without error. Formally, given a true state (row) the
response probability mass function takes the form given in Table 4.1, where the probabilities p1,
p2, p3, and p4 are each interpreted as the probability a of particular misclassification. Note that
the rows must sum to one.
Observed state
no CAV mild severe death
True state
no CAV 1− p1 p1 0 0
mild p2 1− p2 − p3 p3 0
severe 0 p4 1− p4 0
death 0 0 0 1
Table 4.1: Misclassification response function.
Time is treated as continuous and discretized annually. Integer years since heart transplant,





1 · iyears + β
(l)




−q1 − q2 q1 0 q2
0 −q3 − q4 q3 q4
0 0 −q5 q5
0 0 0 0

.
To replicate the CAV data in a ‘known truth’ simulation, first the HMM parameter estimates
were obtained using the msm package on the original CAV data. As suggested in (Jackson, 2011),
the ‘BFGS’ quasi-Newton optimization algorithm was specified to estimate the HMM parameters
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with the ‘msm’ function. The parameter estimates from the CAV data set are then used as the
‘true’ values in order to generate new data sets.
Important features of the MCSA as distinct from the CAV data are that not all subjects are
in state 1 at baseline, and virtually none of the subjects are observed at baseline. Thus, to more
closely resemble the MCSA data, each patient in the simulated CAV data is generated with a
baseline state according to the following distribution,
si,1 no CAV mild severe death
P (si,1) 0.95 0.04 0.01 0
.
See the Supplementary Material for complete detail on how synthetic data was generated.
A sample size of 2000 was generated for 100 simulated data sets. Figure 4.5 shows estimates of
the log-rate intercept coefficients from equation (4.14) using the posterior mean from the proposed
Bayesian approach, and the MLE obtained via msm. The box plots are over the 100 estimates of
each parameter and demonstrate that in a simple idealized setting the Bayesian and MLE estimates
are very similar.
In the synthetic data example above, all patients are observed at baseline; this is the type of
study for which the msm package was designed. To illustrate the bias that ensues when subjects
are not observed at baseline, the 100 data sets are generated once more from the same random
generator seeds. However, instead of beginning with the initial observations at baseline (zero years
after heart transplant), the time of initial observation is generated, with probability 0.75, from
a Gaussian distribution with a mean of 5 integer years and a standard deviation of 1, i.e., the
initial observations remain at baseline with probability 0.25. Additionally, if a patient transitions
to death prior to the generated initial observation time, then the patient is not included in this
delayed enrollment study. This is a critical point because it illustrates a root cause of the bias: the
delayed enrollment study is less likely to include patients with immediate adverse reactions to heart
transplant. If the sample were truly representative, then all 2000 patients would be represented.
However, studies typically only sample from the living. The average sample size of the 100 synthetic
data sets for the delayed enrollment study is 1686.
In Section 4.3.2 the procedure for accounting for the delayed enrollment bias in the likelihood
function was described. It amounts to evaluating the transition rate matrix, Q, (here, annually)
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.95 coverage = 0.93 Bayes, 0.92 MLE (msm)
Figure 4.5: Intercept coefficient estimates for a traditional study in which all subjects are enrolled at a
common baseline time. ‘Bayes’ corresponds to the Bayesian posterior mean estimates, and ‘MLE (msm)’
corresponds to maximum likelihood estimates computed from the ‘msm’ function. Green dashed lines rep-
resent the true values. Coverage is the proportion of .95 probability credible intervals (confidence intervals
for the MLE) which contain the true parameter value.
states of enrollment. This conditioning feature is not available in the msm package which was not
designed for a delayed enrollment study. Figure 4.6 illustrates the effect of ignoring this feature and
estimating as though enrollment is not conditional on being alive, i.e., MLE (msm). The estimates
from Bayes and MLE are analogous to those in Figure 4.5, however, they do explicitly account for
the initial probability according to (4.13). Without accounting for the delayed enrollment effect in
the likelihood function certain estimates are significantly biased downward, suggesting slower rates
of transition. The biases become more extreme as fewer patients are observed at baseline; recall
that about 25% of the patients are still observed at baseline in this example.
The bias also filters into other HMM parameter estimates; see the Supplementary Material for
the full results of these two simulation setups. The objective of this synthetic delayed enrollment
study example is to demonstrate one of the crucial reasons why the analysis of the MCSA data
requires methodological developments which are not readily available in standard software. The
msm package, as well as other similar software, are not flawed, rather they were simply not designed
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State 2 (mild)   −−−>   State 4 (dead)
.95 coverage = 0.93 Bayes, 0.11 MLE (msm)
Figure 4.6: Intercept coefficient estimates for a delayed enrollment study. ‘Bayes’ corresponds to the
Bayesian posterior mean estimates, ‘MLE’ corresponds to the MLE obtained via optimizing the likelihood
function from Section 4.2.4 using the ‘optim’ function in R, and ‘MLE (msm)’ corresponds to maximum
likelihood estimates computed from the ‘msm’ function. Green dashed lines represent the true values.
Coverage is the proportion of .95 probability credible intervals (confidence intervals for the MLE) which
contain the true parameter value.
4.4 Synthetic Mayo Clinic Study of Aging data
Section 4.3.3 presented the results of the proposed estimation procedure in a simple idealized
simulation example. In this section a more realistic simulation is presented which is intended to
closely replicate the MCSA data generating process with respect to sample size, the frequency
of clinical visits, and the proportion of biomarker measurements available. The three objectives
are to (i) provide evidence that the synthetic data reasonably resembles the real data in an effort
to verify that the data generating mechanisms of the real data are sufficiently understood, (ii)
validate the estimation procedure by demonstrating that credible regions concentrate around the
true parameter values, and (iii) demonstrate the reliability of the estimates with respect to the true
parameter values.
The standard R package for estimating an HMM with arbitrary continuous-time observations is
msm ((Jackson, 2011)). While msm is a well written and powerful package, it does not offer Bayesian
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estimation options, and as discussed previously it cannot correct for the biases on the transition
rates that arise from a delayed enrollment sample.
The same techniques used to generate data resembling the CAV data set are applied here, just
with more features to simulate such as the additional response functions and a death rate bias. See
the Supplementary Material for the particulars of how the synthetic data was generated. Before
diving right into the estimation results, a few estimation details are discussed, mainly relating to
prior information.
In the state space of Figure 4.1, there are a number of assumptions which can reasonably be
made about the biology of this process. For instance, the rate of transition to the N+ state with high
amyloid burden should be at least as fast as with low amyloid burden. That is, the rate parameter
from Q for transitioning from A+N− to A+N+ should be at least as big as the rate parameter
for transitioning from A−N− to A−N+. Similar constraints should be true for transitioning from
low to high amyloid burden with respect to high/low neuro-degeneration burden (i.e., having N+
cannot lower the rate of transitioning to A+), and those with dementia die at a rate no less than
those without dementia. These constraints are a mathematical formulation of the assumption that
having a larger burden may not escalate disease progression, but it certainly cannot help. A table
with the full list of rate constraints is given in the Supplementary Material.
In addition to these constraints, it is reasonable to assume that all of the age coefficients on
the rate parameters (see equation (4.5)) are nonnegative. That is, becoming older will not slow
down an individual’s rates of progression. Next, constraints are placed on the response variable
parameters to help with identifiability. The mean log(PIB − 1) measurement associated with the
low amyloid burden state should not exceed that of the high amyloid burden state. Analogously,
the mean Thickness measurement associated with high neuro-degeneration burden should be less
than or equal to that for low neuro-degeneration burden (low Thickness is associated with high
burden). Lastly, the mean MMSE scores should be monotone non-increasing in the state ordering
{4, 5, 6}, the mean MMSE score for state 1 should be no smaller than that for states 2 and 3, and
the mean MMSE score for states 2 and 3 should be no smaller than that for state 4. No constraint
is placed between the mean scores for states 2 and 3.
One of the advantages of the Bayesian approach of estimation is that imposing this long list
of important constraints in the model can be easily handled through specification of the priors,
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and the priors have a natural ability to accommodate other known information about the model
parameters. In particular, the MCSA sampled subjects are from the greater Rochester, MN area,
and Minnesota death rates for women and men of all ages (from 1970 to 2004) are made available
in the US Decennial Census, which are captured in the “survexp.mn” data set in the survival
package in R (Therneau, 2015). These gender-specific rates are used to set the prior means placed
on the baseline and gender coefficients for the log death transition rate (equation (4.12)), see Table
4.2. It is assumed that all non-dementia to death rates are the same (and hence share the same
coefficients in equation (4.12)). The fact that the A and N states do not have obvious external
manifestations makes this assumption reasonable.
A multivariate normal prior is placed on the vector of HMM parameters, and multivariate
normal proposals are used. The full table of prior distribution specifications for each of the 81
parameters in the model is provided in Table 4.2. For parameters which are non-negative, such as
the variance parameters for the response functions, the Gaussian priors are placed (and Gaussian
proposals are made) on the natural logarithm of the parameter. For parameters which are con-
strained to be between 0 and 1, such as the dementia misclassification parameters and the baseline
state probability parameters, the logit transformation of the parameters is used. For example, the
baseline state probability vector is re-expressed as
π0 =
[
1 , eξ1 , eξ2 , eξ3 , 0 , 0 , 0
]′ 1
1 + eξ1 + eξ2 + eξ3
(4.15)
where ξ1, ξ2, and ξ3 are assigned Gaussian priors and proposals.
Although commonly done in the literature (mostly due to conjugacy), we hesitate to use
inverse-gamma priors on variances for reasons discussed in (Gelman et al., 2006); namely, the
inverse-gamma(ε,ε) family of priors is very sensitive to the choice of ε, which does not naturally
lend itself as weakly-informative nor uninformative. Moreover, we view our priors in general as
weakly-informative in the sense of (Gelman et al., 2006). That is, they are set intentionally weaker
than what we believe the expert domain knowledge warrants, with the exception of the priors for
parameters associated with the non-dementia to death rate and the death rate bias. Further, with-
out having more knowledge about the shape of the prior distributions, the symmetry, exponential
tails, and mathematical simplicity of Gaussian priors make them a natural choice. They allow us to
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Prior means and standard deviations











4 c c+ d
non-dem→7 -4.41 (.1) .094 (.01) .47 (.05) 0 (.1) 0 (1) -.75 (.375) -.60 (.3)
5→7 and 6→7 -4 (1) .1 (.05) 0 (1) 0 (.1) 0 (1)
all others -3 (1) .1 (.05) 0 (1) 0 (.1) 0 (1)
Cubic spline parameters for state 1 to state 2 as a function of age
c1 c2 c3 c4 c5 c6 c7 c8
-5 (1) -4 (2) -3 (2) -2 (2) -1 (2) 0 (3) 1 (3) 2 (3)
log(PIB− 1) response (see (4.7)) Thickness response (see (4.8))
µA− µA+ log(σ
2
pib) µN− µN+ log(σ
2
thick)









MMSE response (see (4.9))
α1-α4 α5-α6 α7 α8 α9 α10 α11 log(σ
2
mmse)
-.28 (.75) -7.3 (3) 0 (1) 0 (1) 0 (1) 0 (1) 0 (1) -.7 (2)
Dem misclass (see (4.10)) Baseline probabilities (see (4.15))
logit(p0) logit(p1) ξ1 ξ2 ξ3
-3 (1) -3 (1) -3.5 (.25) -6 (1) -6 (1)
Table 4.2: Displayed are the means and standard deviations of the (independent) normal priors placed on
the 81 model parameters. Standard deviations are in parentheses, and these priors assume that the data
have been centered. The parameters c1, . . . , c8 are the control points used to estimate the cubic spline for
the state 1 to state 2 transition (for baseline and age), as discussed at the end of Section 4.2.3.
be as diffuse as we believe appropriate without affording a questionably large amount of mass at the
extreme values of the distributions. We investigate/discuss sensitivities of our posterior estimates
to specifications of our priors in Section 4.5.1.
The simulation study consisted of simulating 50 synthetic data sets resembling the MCSA data.
The synthetic data sets were simulated to contain similar amounts of information to the real data
set. That is, 4742 subjects were simulated starting from random ages and assigned other covariates
randomly from the empirical distribution of the MCSA data. The simulated subjects are “observed”
at times which are determined by sampling from the actual inter-observations times in the MCSA
data.
The maximum length of time in the study for subjects in the MCSA is not much longer than
12 years. Thus, for reasonable comparison, subjects in the synthetic data sets are observed for a
maximum of 12 years or until time of death, whichever comes first. To simulate attrition in the
study, for each generated clinical visit there is a .9125 probability that the given subject remains
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in the study. The probability of .9125 was chosen because it yields a comparable distribution of
number of clinical visits and observed deaths in the synthetic data to that of the real MCSA data,
as discussed shortly. Exactly 2718 (approximately 57%) of subjects in the MCSA data set have at
least one observed biomarker measurement, and both biomarkers were observed for 1740 subjects.






not measured 0.002 0.540
.
To keep consistent with this feature, ∼43% of the synthetically generated subjects were given no
biomarker data for any of their visits, while the remaining ∼57% were randomly given observed
PIB or Thickness measurements, at each clinical visit, according to the above distribution.
Death was observed for just over 28% of the actual MCSA study subjects, and the number of
clinical visits for study subjects varied between 1 and 10 visits, with a median of 4. The synthetic
data sets observe death for ∼31% of subjects on average, and the number of clinical visits for
synthetic study subjects varies between 1 and 11 visits, with a median of around 6.
Figure 4.7 provides a summary of the results in the form of box plots of the posterior mean
estimates, and coverage for 95 percent credible intervals, for 11 of the more interesting model pa-
rameters. The Supplementary Material contains a more detailed summary of the results, including
box plots, coverages, histograms, and MCMC trace plots for all 81 model parameters. Overall, this
simulation exercise lends some confidence to the results of the actual MCSA analysis presented
next.
4.5 Analysis of the Mayo Clinic Study of Aging Data
This section presents analysis and interpretation of the HMM parameter estimates of the actual
MCSA data. Since there are 81 HMM parameters, some playing very different roles, presenting the
output in a concise manner is challenging and depends on the question being asked. We present a
targeted summary of a few important questions here. See the Supplementary Material for estimates













































































































































































.95 coverage = 0.98
Figure 4.7: Intercept and death rate bias coefficient estimates for the synthetic MCSA data, see (4.5) and
(4.12). Note that the covariates in the data are centered. Presented are box plots of posterior means of
the labeled parameters, from 50 synthetic MCSA data sets. Green dashed lines represent the true values.
Coverage is the proportion of .95 probability credible intervals which contain the true parameter value.
intervals. We parallelize our likelihood computation (within each MCMC step) over 30 threads on a
computing cluster, and for 10 unique random number generator seeds we run the MCMC algorithm
(i.e., using a total of 300 threads) for about 3 days on the real MCSA data set.
The state space as it is defined in Figure 4.1 allows for the computation of transition probabilities
broken down for particular types of dementia. Most notably, the development of Alzheimer’s Disease
as defined here corresponds to a transition from state 4 (A+N+) to state 6 (A+Dem), i.e., there
was Amyloid build up prior to the neuro-degeneration leading to Dementia. See Figure 4.8 for
the estimates of how these transition probabilities evolve over time. While Alzheimer’s Disease is
slightly more prominent among females of a given age versus males of the same age, it is interesting
that the likelihood of dementia (of any kind) is nearly the same, i.e., males are more likely to
develop non-Alzheimer’s related dementia.
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The estimated death rate bias for this study is also of interest, particularly due to the novel
approach taken to account for it. It is observed that individuals just enrolled in the study experience
a death rate which is ∼31 percent (posterior mean) of the population death rate and it remains
lower than the rest of the population for several years after enrollment; See Figure 4.9. This suggests
that the death rate bias cannot be ignored.
Another feature of the analysis is that it is cut-point agnostic, by design. Instead of hardwiring
cut-points, the suggested cut-points in the medical literature have been used as prior information
for the response distributions from high/low amyloid burden and high/low cortical thickness loss
burden in the log(PIB− 1) and Thickness measurements, respectively. Recall, Figure 4.3 displayed
the estimated distribution of these response biomarkers for high/low burden states.











































































Figure 4.8: Evolution of transition probabilities. The curves represent the probability of transitioning to
the respective state for each given age, computed using the posterior mean estimates of the HMM parameters.
The probabilities are conditional on not transitioning to state 7 (Dead), and correspond to an individual in
state 1 (A−N−) at the baseline age of 50. The label ‘apoe4 negative’ corresponds to an individual with no
APOE-ε4 alleles, and ‘apoe4 positive’ corresponds to an individual with at least one APOE-ε4 allele. The
curve labeled ‘Alzheimer’s’ depicts the probability of making the transition from state 4 (A+N+) to state 6
(A+Dem), given not dead.
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Figure 4.9: Posterior mean estimate of the death rate bias (4.12). Values are interpreted as the proportion
of the population death rate that is experienced by subjects in the MCSA, for each integer year a subject is
enrolled in the study. For example, subjects just enrolled in the study experience a death rate which is 31
percent of the population death rate. The dotted lines are 95% credible bands.
Observed status
Diagnosed not demented Diagnosed demented
True status
Not demented 0.992 0.008 [0.007, 0.009]
Demented 0.107 [0.072, 0.152] 0.893
Table 4.3: Posterior mean estimates of the dementia diagnosis response parameters. The components are
probabilities. Note that each row corresponds to only one parameter, but both columns have been filled in
for ease of interpretability (rows must sum to one). The brackets represent 95 percent credible intervals (for
the components directly corresponding to the parameters which were estimated).
Table 4.3 shows the estimated dementia misclassification probabilities. These estimates indicate
that physicians tend to be conservative in diagnosing dementia. That is, they very seldom diagnose
an individual without dementia as demented, but about 1 out of 10 individuals that truly have
dementia is not diagnosed as such.
Finally, Figures 4.10 and 4.11 provide heat maps of the state space corresponding to individual
specific estimated transition intensities (posterior mean estimates). These depictions of the state
space in relation to the estimated parameters captures a holistic picture of the model as a physical
system. With these plots, it is easy to identify which transition rates are most intense at different
ages, and to get a general sense of when rates begin to ‘heat up’. In fact, these plots can be
created for every integer age greater than or equal to 50, and they are presented as a movie in the
Supplementary Material.
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Figure 4.10: Posterior mean estimates of the reciprocal transition rate components of Q at age 60. The
numerical values can be interpreted as the estimated mean times (in years) to transition, conditional on age.
These plots correspond to an individual with a college degree. Recall that transitions to dead from states
1-4 are constrained to be equal, and so for ease of presentation only one transition arrow is shown.
There are many variables whose effect is known medically that could be used to validate some
of the results. For example, it is observed that the rates are relatively dormant for the first two
decades starting from 50 years old. After that, transition rates among the first four states seem
to increase slower than the transition rates to more advanced states. Transitions particularly to
A+Dem from A+N+ or from A−Dem are the most intense over almost all ages. APOE-ε4 is
known to increase risk of A+ by a factor of 2-3. Based on this, the model should yield a higher rate
estimate of A−N− (state 1) to A+N− (state 2) and A−N+ (state 3) to A+N+ (state 4) among
APOE-ε4 carriers than non-carriers. Examination of Figures 4.10 and 4.11 illustrates that at both
ages and for both men and women, the relationship between both of these transition rates and
APOE-ε4 in the model output is exactly as would be expected. Additionally, the rate of A+N+
to A+Dem should be greater in APOE-ε4 carriers than non-carriers. This is the case in the model
for both ages shown and for both men and women as would be predicted from the known biology.
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Figure 4.11: Posterior mean estimates of the reciprocal transition rate components of Q at age 80.
4.5.1 Sensitivity to prior densities
As with any Bayesian analysis one must consider the sensitivity of the resulting posterior
estimates with respect to the prior specifications. Since the non-dementia to death rate is known
to not deviate far from the overall Minnesota death rate, tight priors serve to untangle ambiguity
between the death rate and other parameters in a broad sense, or “on average”. It should be
noted that the non-demented to death rate and death rate bias parameters are quite sensitive
to the variances placed on their respective priors. We remark once more that the methodology
we propose in Section 4.3.1 for estimating/correcting the death rate bias relies on strong prior
information available for the overall population death rate. In investigating the sensitivity of the
HMM parameter estimates to the priors for the non-dementia to death rate parameters we find
that the only unstable parameter estimates are those associated with the rate itself and the death
rate bias, due to a lack of identifiability.
To study sensitivities to the specification of all priors other than those related to the non-
dementia to death rate, we increased all other prior standard deviations by a factor of 10 and
re-computed the HMM parameter estimates. See the Supplementary Material to compare the
posterior estimates between the more and less diffuse prior specifications. It was observed that
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the estimated posterior distributions of each parameter were largely unchanged, with the exception
of the log-cubic spline parameters for the transition from state 1 to state 2, and the baseline
state probabilities. This can most likely be attributed to the large amount of flexibility afforded
by a cubic spline, and a degree of un-identifiability between the cubic spline and baseline state
parameters because all other parameter estimates are unaffected. Moreover, the original tighter
priors set in Table 4.2 for the baseline state probabilities are well-informed and reasonable, according
to population data.
4.6 Conclusions & Future work
A continuous-time HMM was developed for the analysis of the MCSA data. Much care was
taken to make this model as realistic of an approximation to the actual data generating process
as possible, including the treatment of important features such as delayed enrollment and death
rate bias. A Bayesian computational framework was developed in order to facilitate computation
and quantification of uncertainty, as well as allow for essential prior information on many of the
parameters. The model and its estimation performance was validated via several simulation studies,
prior to presenting the results of its application to the MCSA data. Several important findings were
that (i) the delayed enrollment and death rate bias play a significant role in this study, (ii) females
of a given age are more prone to Alzheimer’s related dementia than male counterparts, but they
are less prone to non-Alzheimer’s related dementia, and (iii) individuals with at least one APOE-ε4
allele are more than twice as likely to develop Alzheimer’s than those with no alleles.
Our work builds on the simpler Markov model of the MCSA from (Jack et al., 2016), and could
be viewed as a competing model. We include the additional covariates for gender, education, and
presence of an APOE-ε4 allele on the state transition rates, and introduce the emitted response
variables associated with amyloid and cortical thickness to allow for agnostic biomarker cut-points.
Additionally, we consider the emitted response variables for MMSE scores and physician diagnosis
misclassification of dementia, as well as provide methodology for estimating/correcting the death
rate bias. The model from (Jack et al., 2016) used fixed death rates from Minnesota population
data. These added features of our model allow for greater flexibility in the theorized data gener-
ating model, and deeper understanding of the biology. Admittedly, though, if the proposed model
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became much more complex with additional covariates (or other features) it would require some
decisions about which covariates to include in which equations. Stochastic search variable selection
is a viable option as it has been used successfully on event rate models (Storlie et al., 2013; George
and McCulloch, 1993). Other options include spike and slab priors (Ishwaran et al., 2005), or com-
puting competing models and comparing them with some criterion such as the Widely Applicable
Information Criterion (WAIC, see (Watanabe, 2010)).
One limitation of the proposed approach is that it does not allow for rates to vary depending
on the extent of Amyloid (or cortical thickness) burden. It is known that once there is sufficient
Amyloid build up, then the rate of neuro-degeneration is elevated, however, this effect may not
be constant across all levels of Amyloid build up. This could be tested by allowing for multiple
discrete Amyloid states (e.g., low, medium, high). However, this feature would be best addressed
with a continuous-state space for both Amyloid and cortical thickness burden. This is a subject of
future work.
An additional remark is that the various constraints placed within our model such as on the
transition rates and on the response function parameters are rather stringent, but they reflect
expert domain knowledge. Moreover, constraints such as those on the PIB and Thickness mean
parameters simply make the parameters identifiable. Nonetheless, imposition of such constraints
should not be decided ad hoc. And when concerns arise as to the reasonability of various constraints,
sensitivity tests should be performed to more fully understand the implications. A similar remark
applies to prior specifications, and as we noted in Section 4.5.1 we find that our estimated model,
particularly for parameters associated with the death rate and death rate bias, are heavily reliant
on the availability of strong prior information for population death rates.
Lastly, it is likely the case that our computations could be made more efficient by implementing
Hamiltonian Monte Carlo methods. This paper lends credibility to and provides verification for
our theorized model and features of the MCSA data. Accordingly, a natural next step is to sharpen
our computational strategies which would facilitate deeper explorations of the features of the data.
140
CHAPTER 5
An exposition of the false confidence theorem
5.1 Introduction
In a recent paper, (Balch et al., 2017) presents the phenomenon of “false confidence” associated
with Bayesian posterior uncertainty. The authors come about the concept of false confidence from
an alarming application to satellite collision risk analysis when estimating the posterior probability
of the event that two satellites will collide. They found that increased measurement error of satellite
trajectory data leads to decreased posterior probability of satellites colliding. Essentially, as more
noise is introduced into trajectory measurements we become less certain about satellite trajectories,
and thus the probability of two satellites colliding decreases. However, since a posterior probability
is an additive belief function (probabilities of mutually exclusive and collectively exhaustive sets
sum to one) the probability of the two satellites not colliding must increase accordingly, making
their respective trajectories appear safer. When taken to the extreme, a large enough measurement
error will cause an analyst to be (mistakenly) certain the satellites will not collide. Conversely,
when viewed from a likelihood-based sampling distribution framework, more noise in the trajectory
data suggests that the satellite trajectories are less certain and therefore are less likely to collide
because of the infinitely large number of possible paths they could each take. This alternative
interpretation is not problematic.
More on the specifics and importance of satellite collision risk analysis are provided in (Balch
et al., 2017). To study the mechanics behind what is happening at a more fundamental level the
authors present what they term the “false confidence theorem” (FCT). This theorem says that with
arbitrarily large (sampling/frequentist) probability, there exists a set which does not contain the
true parameter value, but which has arbitrarily large posterior probability. Such a phenomenon
is unsettling for a practitioner making inference based on a posterior distribution. Moreover,
the authors prove that false confidence effects all types of epistemic uncertainty represented by
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additive probability measures. This includes Bayesian posterior probabilities, fiducial probabilities,
and probabilities derived from most confidence distributions (Balch et al., 2017).
Our goal is to illustrate the intuition and mechanics of the FCT in simple examples so that
we can begin to understand more complicated manifestations of the FCT. Such insight provides
a particularly useful contribution to the literature as the use of Bayesian methods becomes more
popular. Our contributions in this paper are the following.
First, we present a simple example to illustrate the mechanics of the FCT with the statistical
problem of estimating the support parameter of the U(0, θ) distribution. This is an example in
which the mathematics for the FCT can be worked out analytically and demonstrates where each
piece in the statement of the FCT originates from. In most other situations the mathematics cannot
be worked out analytically due to the fact that the typical posterior distribution function does not
have a readily understood sampling distribution. In the Appendix we provide similar results for a
one parameter Gaussian model.
Next, we show that the FCT manifests in an even more pronounced way by extending the first
example to a two parameter model, i.e., U(0, θx) and U(0, θy) with θx 6= θy, and considering the
marginal posterior distribution of the parameter ψ = θxθy. This example alludes to the intuition
that false confidence is likely at play in situations in which the Gleser-Hwang theorem applies (Gleser
and Hwang, 1987). Such examples are characterized in the frequentist paradigm by exhibiting
infinitely large confidence intervals required to obtain less than 100 percent coverage (Berger et al.,
1999; Gleser and Hwang, 1987). One such famous problem appears in Fieller’s theorem (Fieller,
1954) which has been discussed as recently as the last two meetings of the Bayesian, Fiducial, and
Frequentist Conference (2017, 2018), and in the forthcoming paper (Fraser et al., 2018).
Finally, we demonstrate that the manifestation of the FCT is immediately apparent in a problem
related to Fieller’s theorem. We show that in reasonable situations the FCT applies to sets which
would be concerning in practice. The contribution of such a striking example of false confidence is
worrisome in an era in which Bernstein-von Mises type results are unhesitatingly appealed to even
when it may not be appropriate (e.g., certain small sample situations). Such a phenomenon should
be properly understood for the appropriate use of Bayesian methodology in practice.
Broadly, the axioms of probability laid down by (Kolmogoroff, 1933) have enabled a rich math-
ematical theory, however, their suitability for modeling epistemic uncertainty has been met with
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some discontent, particularly the axiom of additivity (Shafer, 2008). The issue with additivity is
that it does not leave room for ignorance (i.e., events are either true or false) which is a major
underpinning of the FCT. Theories of inference which weaken additivity assumptions include in-
ferential models (Martin and Liu, 2016b) and imprecise probabilities (Weichselberger, 2000; Gong
and Meng, 2017).
The paper is organized as follows. Section 5.2 presents and describes the FCT as given in
(Balch et al., 2017). Sections 5.3, 5.4, and 5.5 present and analyze the illustrative examples, and
additional analysis is provided in the Appendix. The R code to reproduce the numerical results
presented in this paper is provided at https://github.com/idc9/FalseConfidence.
5.2 Main ideas
This section presents the false confidence theorem from (Balch et al., 2017).
Theorem 7 ((Balch et al., 2017)). Consider a countably additive belief function BelΘ|X character-
ized by an epistemic probability density function πx(·) on Ωθ (the parameter space), with respect to
the Lebesgue measure, satisfying supθ∈Ωθ πx(θ) <∞, for PX|θ-almost all x. Then, for any θ ∈ Ωθ,
any α ∈ (0, 1), and any p ∈ (0, 1), there exists a set A ⊆ Ωθ with positive Lebesgue measure such
that A 63 θ, and
PX|θ
({





Figure 5.1: A sample of realizations from the sampling distribution of the posterior density of the mean,
θ, for Gaussian data with known variance and normal prior on θ. The green shaded region (Ac) is an ε-ball
around the true parameter value of θ.
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While Theorem 7 pertains to any form of epistemic probability, for concreteness we will focus












To better understand the statement of (5.1), Figure 5.1 demonstrates the pieces at play. The
green region represents an example of a particular Ac as described in the theorem, and each curve
represents a particular realization of the posterior distribution (associated with PΘ|X) over the
sampling distribution of the data (associated with PX|θ).
Heuristically speaking, false confidence says that for some set, say A ⊆ Ωθ, which does not
contain the true parameter value, the (epistemic) posterior probability PΘ|X(A) can be made ar-
bitrarily large with arbitrarily large (aleatory) sampling/frequentist probability, i.e., with respect
to PX|θ. Although the simple existence of such sets A does not immediately raise concerns about
statistical inference, for a given situation there may exist practically important sets, such as in
the satellite collision risk analysis example of (Balch et al., 2017). Note that these sets A may be
particularly concerning for finite sample sizes.
The proof given in (Balch et al., 2017) of the false confidence theorem relies on constructing a
neighborhood around the true parameter value. Accordingly, we investigate further the properties
of such sets which satisfy Theorem 7 in a few simple and illustrative examples.
5.3 Uniform with Jeffreys’ prior
Here we investigate the FCT for uniformly distributed data where the goal is to estimate
the support of the distribution. The motivation for considering this example is that it is simple
enough that all of the mathematics can be worked out analytically. Let X1, . . . , Xn be a random
sample from the U(0, θ) distribution where θ is an unknown parameter. Using the Jeffreys’ prior,
π(θ) = 1/θ, the posterior will be θ | Xn1 ∼ Pareto(n,X(n)) where X(n) is the maximum of the
observed data (see (Robert, 2007)).
144
Suppose the true value of θ is θ0 and fix α, p ∈ (0, 1). Then by the proof of Theorem 7 (see
(Balch et al., 2017)) there exists ε > 0 such that
PXn1 |θ0
({
Xn1 : Pθ|Xn1 (Aε) ≥ 1− α
})
≥ p, (5.2)
where Aε , [θ0−ε, θ0 +ε]c, Pθ|Xn1 is the posterior law of θ (the additive belief function), and PXn1 |θ0
is the probability measure associated with the sampling distribution of the data. Note that in
this example the Jefferys’ prior is a probability matching prior in the Welch-Peers sense (see (Reid
et al., 2003)); in particular, the interval Cx := (−∞, X(n)α−
1




n ≥ θ0). Since the probability matching prior property in one-dimensions pertains
to intervals, this fact provides further justification for considering the Jeffreys’ prior for analyzing
sets of the form Aε.
To compute the left side of (5.2), first re-express as
PXn1 |θ0
(



























































X(n) ≥ (1− α)
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The second equality comes from the fact that the CDF of the Pareto(k,m) distribution is given







1{x ≥ m}. The third equality comes from considering the two cases of the




∼ Beta(n, 1) (i.e., maximum order statistic of a U(0, 1) random sample)






















































Setting the right side of equation (5.3) equal to p gives p as a function of the α, n, and ε which
satisfy the false confidence theorem. Specifically, we want to know if ε can be large enough to have
a practically meaningful or harmful effect for statistical inference on θ0. The relationship between
ε and p, for α = .5, is plotted in Figure 5.2.















































Figure 5.2: The leftmost panel is a plot of the sampling probability, p, as a function of ε, as given by
equation (5.3), for α = .5. The center and rightmost panels are randomly observed realizations of the
posterior density of θ, with a .3-ball around θ0 represented by the shaded green regions. In all panels, the
true parameter value is set at θ0 = 1.
The leftmost panel in Figure 5.2 shows, for α = .5, the sampling probability (i.e., p) that the
posterior probability of Acε = [θ0− ε, θ0 + ε] is less than α, for ε-balls of various radii. For example,
with n = 1 the posterior probability of Acε (which contains the true parameter value) will not exceed
.5 for ε ≤ .3, for more than 80 percent of realized data sets. This has the interpretation that the
Bayesian test of “accept Acε” if and only if Pθ|Xn1 (A
c
ε) > .5 would be wrong more than 80 percent
of the time.
Displayed on the next two panels of the figure are a few randomly observed realizations of
the posterior density of θ, with a .3-ball around θ0 represented by the shaded green regions. The
realizations of the posterior density are typically concentrated around the true value, θ0 = 1. The
next section demonstrates how to extend this example into a situation even more amenable to false
confidence.
Remark 5.3.1. This uniform example is one of the few simple examples where we can analytically
work out the FCT in a straightforward manner. For example, for interval sets, equation (5.2) shows
the posterior CDF needs an analytic sampling distribution.
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5.4 Marginal posterior from two uniform distributions
Assume X1, . . . , Xn
iid∼ U(0, θx), and independently Y1, . . . , Ym
iid∼ U(0, θy). Using the Jeffreys’
prior, gives θx | Xn1 ∼ Pareto(n,X(n)) and θy | Y m1 ∼ Pareto(m,Y(m)). Further, define the nonlinear
functional ψ = θxθy, and derive the posterior distribution of Ψ as follows. By independence,


























where the last expression results from the form of the Pareto CDF. If n 6= m, then this equation
simplifies to











and if n = m, then the distribution function has the form
PΨ|Xn1 ,Ym1 (Ψ ≤ ψ) = 1−
[









In both cases, the support of Ψ is (X(n)Y(m),∞).
For simplicity, attention will be restricted to the n = m case. This analytic marginal posterior






















where k is the number of simulated data set pairs {Xn1 , Y n1 }. This is done in Figure 5.3 for generated
data sets. The true values are set at θ0x = 10 and θ
0
y = 1 which gives ψ0 = 10. Also displayed are a
few realizations of the posterior density to illustrate where things go wrong.
From Figure 5.3 it becomes clear how the FCT manifests. For n = 1, the ε-ball around ψ0 = 10
with diameter even larger than 12 has posterior probability not exceeding α = .5, with sampling
probability, p, essentially equal to 1. As in the previous section, this has the interpretation that
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Figure 5.3: The leftmost panel is a plot of the estimated sampling probability, p̂k, as a function of ε, as
given by equation (5.4), for α = .5. The center and rightmost panels are randomly observed realizations of
the posterior density of Ψ, with a 6-ball around ψ0 represented by the shaded green regions. In all panels,
the true parameter value is set at ψ0 = 10.
the Bayesian test of “accept Acε” if and only if Pθ|Xn1 (A
c
ε) > .5 would essentially always be wrong.
Furthermore, in this case the Bayesian test would fail for an interval (containing the true parameter
value) which has length longer than the magnitude of the true parameter value.
Although this is a toy example being used for pedagogical purposes, it is nonetheless alarming.
One would hope that the small sample size of n = 1, while resulting in less posterior certainty
about the location of the true parameter value, would be accompanied by more sampling variabil-
ity/uncertainty. Rather Figure 5.3 implies the interpretation that we are more certain about an
answer which is in fact false. The center and rightmost panels of Figure 5.3 illuminate part of what
is happening behind the scene; the posterior densities are typically diffuse around ψ0. The next
section presents a more extreme instance of this phenomenon.
5.5 Marginal posterior from two Gaussian distributions
Assume X1, . . . , Xn
iid∼ N(θx, σ2), and independently Y1, . . . , Yn
iid∼ N(θy, σ2). Suppose also that
σ is known. Using independent Jeffreys’ priors, gives θx | Xn1 ∼ N(X̄n, σ2n−1) and θy | Y n1 ∼
N(Ȳn, σ
2n−1). In this context, the nonlinear functional ψ = θxθy is related to the classical Fieller’s
theorem in which infinite confidence intervals are required to attain frequentist coverage (Fieller,
1954; Gleser and Hwang, 1987; Berger et al., 1999).
The posterior density function for ψ can be derived by transforming the two-dimensional pos-
terior of (θx, θy) into the space of (ψ, γ) = (
θx
θy
, θy) =: g(θx, θy) and then computing the marginal
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distribution of ψ. Observe that g−1(ψ, γ) = (ψγ, γ) which gives the Jacobian for the transformation,




Then the joint posterior density has the form
πψ,γ|Xn1 ,Y n1 (ψ, γ) = πθx|Xn1 (ψγ) · πθy |Y n1 (γ) · |γ| · 1{γ 6= 0}.
Recalling the forms of the posterior densities for θx and θy, and integrating over γ gives
πψ|Xn1 ,Y n1 (ψ) =
∫



























This marginal posterior density is easily estimable, and p :=








, for Acε = [ψ0 − ε, ψ0 + ε] and various values of ε,
can be estimated with an approximating Riemann sum using equation (5.5). The estimated p as
a function of ε is displayed in Figures 5.4 and 5.5 for α = .5 and α = .05, respectfully, and for
various noise levels, σ. The true mean values are set at θ0x = .1 and θ
0
y = .01 which gives ψ0 = 10.
Displayed in Figure 5.6 are a few random realizations of the posterior densities from (5.5), for
various sample sizes, n, with σ = 1, to illustrate part of where things go wrong.
Remarkably, for almost all values of n and σ considered in Figure 5.4 the Bayesian test of
“accept Acε” if and only if Pθ|Xn1 (A
c
ε) > .5 would fail for ε as large as 8. Even considering the
extreme choice of α = .05 as in Figure 5.5, the sampling probability, p, exceeds 80 percent chance
(in the case of σ = 1) that Pθ|Xn1 (A
c
ε) ≤ .05 for ε as large as 4, with n = 100.
A further illustration of what is happening is once again provided with random realizations of
the marginal posterior densities presented in Figure 5.6. For this problem they heavily concentrate
away from the true value ψ0 = 10. Consequentially, any inference on the true value of ψ is sure to be
misleading, and hence this situation is an extreme example of the manifestation of false confidence
in a well-studied classical problem. Similar results hold for the manifestation of false confidence
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Figure 5.4: Each panel is a plot of the estimated sampling probability of p, as a function of ε, using the
posterior density equation (5.5), and setting α = .5. The true parameter value is ψ0 = 10.
in other non-linear marginalization examples, e.g., the coefficient of variation which is discussed in
the Appendix.




















































































Figure 5.5: Each panel is a plot of the estimated sampling probability of p, as a function of ε, using the
posterior density equation (5.5), and setting α = .05. The true parameter value is ψ0 = 10.
5.6 Concluding remarks and future work
There is currently little theoretical understanding of the phenomenon of false confidence or
of when it plays a significant role in statistical analysis. We demonstrate ramifications of false
confidence in standard, single parameter models as well as models involving the marginalization
of multiple parameters. Our examples illustrate that models involving the marginalization to non-
linear, not one-to-one functions of multiple parameters seem to play a key role in more extreme
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Figure 5.6: Each panel exhibits randomly observed realizations of the posterior density of ψ, equation
(5.5), with a 4-ball around ψ0 = 10 represented by the shaded green regions.
manifestations of false confidence. In future work we seek to gain an understanding of why the
FCT is problematic in these situations.
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5.8 Gaussian with Gaussian prior
Here we provide additional analysis to investigate the FCT for normally distributed data where
the goal is to estimate the population mean. Let X1, . . . , Xn be a random sample from N(θ, σ
2),
where σ2 is known, but θ is not and is the object of inference. Consider a prior distribution of
θ ∼ N(µ, τ2).















, and X̄n , n−1
∑n
j=1Xj . See (Hoff, 2009) for details.
Suppose the true value of θ is θ0 and fix α, p ∈ (0, 1). Proceeding through the analogous steps
as in Sections 5.3-5.5 (i.e., we compute ε, α, and p such that equation (5.2) holds),
Pθ|Xn1
(
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Figure 5.7: Contour plots of ε as a function of α and p for three different values of n when θ0 = 1 and
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Figure 5.8: Gaussian model. ε as a function of n where α and p are fixed at 0.5 and 0.95, respectively.
The true parameter is θ0 = 1.





















Notice that the data appear in (5.6) only through µn, however, we cannot express µn as an analytic
function of α. If one could do so, then one could define the region of integration to evaluate the
outside probability. Hence, a similar analytic expression to equation (5.3) cannot be immediately
derived. Therefore, we use Monte Carlo simulation to better understand Equation (5.6).
To make matters concrete, fix θ0 = 1, σ
2 = 1 (i.e., Xn1
iid∼ N(1, 1)), and assign a diffuse prior
θ ∼ N(0, 100). Using Monte-Carlo simulation we compute the value of ε satisfying equation (5.6)
for a range of α and p between 0 and 1, and for the values of n = 1, 5, 10, 20, 50, 100, 200, 500, and
1000.
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Figure 5.7 show a contour plot of ε as a function of α and p for three different values of n.
On each of these panels we mark the value of ε for α = 0.5 and p = 0.95. This value of ε has
the following meaning: with high sampling probability (p = 0.95), a large posterior probability
(1−α = 0.5) is assigned to the set Aε = [θ0− ε, θ0 + ε]c which does not contain the true parameter,
θ0. In other words, over repeated sampling of the data, with high probably we will put a lot of
belief on values that are at least ε away from the truth.
The contour plots in Figure 5.7 also show that ε shrinks across the board as n increases. This
is made more clear in Figure 5.8 showing ε as a function of n for fixed α and p (0.5 and 0.95,
respectively). For these values of α and p, the largest value of ε is 0.65 (when n = 3).
5.9 Coefficient of variation
Here we consider the coefficient of variation model, and carry out a similar analysis as in the
above section. Let X1, . . . Xn
iid∼ N(θ, σ2) where both θ and σ2 are unknown. Let ψ := σθ be
the parameter of interest. The true parameters are taken to be (µ0, σ0) = (1, 10) so ψ0 = 10.
Figure 5.9 shows ε as a function of n for α and p fixed (0.5 and 0.9, respectively), and n =
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Figure 5.9: Coefficient of variation. ε as a function of n where α and p are fixed (0.5 and 0.9, respectively).
The true parameter is ψ0 = 10.
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