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Über das Rechnen mit den Elementen abstrakt präsentierter 
Halbgruppen 
V o n H . JÜRGENSEN 
Herrn Professor László Kalmár zum Gedächtnis 
A V 0 sei eine endliche Menge, X+ die von X erzeugte freie Halbgruppe. R sei 
eine endliche Menge von Gleichungen (Relationen) über X+. q(X,R) sei die von R 
erzeugte Kongruenz auf X+. Dann ist S(X<R) = X+/Q^X R) die durch (X, R) präsen-
tierte Halbgruppe. In der vorliegenden Arbeit geht es darum, eine Klasse 91 von 
endlichen „normier ten" Präsentationen anzugeben, für die gilt: 
(1) 91 wird „modulo Gruppen" formal beschrieben. 
(2) Jede endliche Halbgruppe besitzt in 91 eine Präsentation. 
(3) Für (X, R) € 91 ist die durch (X, R) präsentierte Halbgruppe endlich. 
(4) Aus der Beschreibung von 91 läßt sich „modulo Gruppenelementen" eine 
formale Beschreibung „normierter Wör te r" angeben, so daß für jede Präsentation 
(X, Ä)€9i jede o ( J f R ) -Klasse ein normiertes Wor t enthält . 
(5) Zu jeder endlichen Halbgruppe gibt es eine Präsentation (X, R)£9i, so daß 
jede ő(x,R) -Klasse genau ein normiertes Wort enthält . 
(6) Aus der Beschreibung von 91 und der normierten Wörter läßt sich ein 
„modulo Gruppenelementen" leicht programmierbarer, recht effizienter Algo-
rithmus zum Normieren von Wörtern und damit zum Rechnen mit den normierten 
Wörtern angeben. 
Wie schon in diesen Forderungen formulieren wir die meisten Aussagen und 
den Algorithmus zunächst nur „modulo Gruppen" , d. h. unter Verwendung von 
Orakeln für das Rechnen mit Gruppen. Im Abschnitt 3 geben wir dann einige Hin-
weise auf Realisierungsmöglichkeiten unter der Voraussetzung spezieller Gruppen-
präsentationen. 
1. Normierte Präsentationen und normierte Wörter 
1.1. Definition. (X, R) sei eine Halbgruppenpräsentation. (X, R) ist eine nor-
mierte Präsentation, wenn gilt: 
(1) (X, R) ist endlich. 
(2) X besitzt eine Partition in Mengen X0, Xt, ..., X„ mit Xt={<^} oder Xt = 
= ' { 4 , é j , ...,blm}vE, für / = 1 ( 1 ) « u n d J T o ^ K , - , a l , b ° 0 , 
küE0 mit k 0 , m0, k h w , € N U { 0 } = N0 und E0, E^Q. Sei X'= (J X,. 
o 
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(3) R enthält genau die folgenden Relationen (jeweils für alle Indizes, für die die 
Symbole erklärt sind): 
(a) Mengen St von Relationen über , so daß (£ ; , 5,) Halbgruppenpräsenta-
tion einer endlichen Gruppe G, ist. e ' 6 E + sei das Einselement von 
(b) ai, = e> = bi>. 
(c) a) e' = a). 
(d) e'b) = b). 
(e) b)a\ = p'jlaEi+ (JiX'-iy fü r ( ; , / ) * (0, 0). 
( f ) xy = q x , y a x m i a 0 J ) y f ü r y i X j , i ^ j . 
(g) c'V = r ' € ( A ' i _ 1 ) + . 
Mit 9i sei die Klasse aller normierten Präsentationen bezeichnet. Die offenbar 
überflüssigen a'0, b'0 dienen nur zur Vermeidung von Fallunterscheidungen. 
1.2. Lemma. Sei (X, e = Q(X,R)- Jede g-Klasse von X"1" enthält ein W o r t 
der Form c' oder a'jg'b'k mit g'£E;+. 
Beweis. w=x1...x„ sei ein Wort mit . . . , xv£X. Sei zunächst v=l. Falls 
WT^C' ist, gilt 
iv = a'jQaje lb'0 
oder 
w = b'jOa'oe'b'j 
oder 
w = g'ee'g'e'ga'og'bi, mit g'' € Ei. 
Sei also jetzt a(w) sei das Maximum der oberen Indizes der Symbole in w, 
ß(w) das Minimum. y(w) sei die Anzahl der Symbole in w mit oberem Index a(w). 
Wir unterscheiden zwei Fälle: 
a ( w ) ^ ß ( w ) : Dann gibt es in w Xj, xj+1 mit Xj£Xx(w), xJ + 1$Xa{w) oder um-
gekehrt. Anwendung von (f), d. h. Ersetzen von XjXj+1 durch qXj,Xj+1 ergibt ein 
zu w ^-äquivalentes Wort w' mit ct(w)=a(w'), y(w)>y(w')^l oder a ( w ) > a ( w ' ) . 
Mit endlich vielen Anwendungen von (f) erhält man daher so ein zu w g-äquivalentes 
Wort w" mit ot(w") = ß(w")^ß(w). 
a(w) = ß(w): Falls Xa(w}= {ca(w)} ist, ist w wegen (g) zu 
( v ' = ra(w)ca(w) t.2(n') 
v — 2 mal 
ß-äquivalent; dabei ist für i>=~2 a ( w ) = a ( w ' ) ^ ß ( w ' ) und für o = 2 x(w')<cc(w). 
Durch endlich viele Anwendungen von (f) und (g) erhält man also ein zu w ^-äqui-
valentes Wort w ' m i t a(w') = ß(w') und {c*(K,,)} oder |w>'|=l. Wir kön-
nen dies also schon für w voraussetzen. Durch endlich viele Anwendungen von (b) 
bis (e), nämlich durch Ersetzen 
von b)a\ für ( j , 1)^(0,0) durch p),, 
von b'0a'0 durch e\ 
von hla) durch h'p'oj, von b)hl durch p'j0ti für h'£Eh 
von a'jal durch a'jp'0l für M O und durch a) für 1=0, 
von b'jb'i durch p'jab\ für jVO und durch ¿»j für 7 = 0, 
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erhält man ein zu w ¿»-äquivalentes Wort w' mit ß(w')<x(w') oder oder 
w'ia)Ei+ oder oder w ' b [ . Im ersten Falle schließt man für w' 
statt w wie oben weiter. In den übrigen Fällen hat a'uw"b'0, w'b'0, a'0w', bzw. w' die' 
gewünschte Form und ist zu w ^-äquivalent wegen (b). • 
1.3. Lemma. Für. (Jf, Ä ) £ h a t S i X \R ) höchstens die Ordnung 
< 5 ( ^ Ä ) = c + I | G i | ( f c ; + l ) ( m i + l ) , 
wobei die Summation über die i mit ¡X^ 1 durchgeführt wird und c die Anzahl 
der / mit ^ ¡ ¡ = 1 ist. 
Beweis. Es gibt höchstens C Wörter der Form c', und wegen 1.1. (3a) gibt es 
zu festen j, l höchstens |G,| paarweise nicht-äquivalente Wörter der Form a)g'b[ 
mit g'£Ei+. Damit gibt es höchstens ö(X, R) paarweise nicht-äquivalente Wörter 
dieser Formen, und aus 1.2 folgt die Behauptung. • 
1.4. Definition. Sei (X, Zu jedem vorkommenden Paar (Et, St) sei ein 
Repräsentantensystem {.?'} der -Klassen beliebig, aber fest gewählt. Die Wör-
ter der Form c' und a)s'bj heißen normiert. 
Zusammenfassend erhält man : 
1.5. Satz. Die durch (X, präsentierte Halbgruppe ist endlich. Sie hat 
genau dann die Ordnung ö(X, R), wenn jede ß ( X j R )-Klasse genau ein normiertes 
Wort enthält. 
Aus dem Beweis von 1.2 folgt weiter, indem man ein Orakel für das Rechnen 
mit Gruppenelementen voraussetzt: 
1.6. Satz. Sei (X, R)€9l und Ö(X, R) = |S (XiJ{) | . Es gibt „modulo Gruppen" 
einen Algorithmus, der zu jedem Wort das 0 ( X R )-äquivalente normierte Wort be-
rechnet. 
Einen allgemeinen Beweis der Entscheidbarkeit des Wortproblems „modulo 
Gruppen" für beliebige normierte Halbgruppenpräsentationen (d. h. ohne die For-
derung 5(X, J?) = R) |) erhält man wegen 1.5 aus [5], wo wir das Todd—Coxeter-
Verfahren auf Halbgruppen übertragen haben. Der daraus resultierende Algorithmus 
für das Wortproblem ist jedoch sehr aufwendig. 
Die Umkehrung von 1.5 erhält man mit Hilfe bekannter Struktursätze für 
endliche Halbgruppen [z. B. 1]: 
1.7. Satz. Jede endliche Halbgruppe 5 besitzt eine normierte Präsentation {X, R) 
mit Ö(X, Ä ) = | S | . 
Beweis. S sei eine endliche Halbgruppe. S hat eine Kompositionsreihe 
wobei T0 einfach und I i + 1 / I i 0-einfach oder 0 von der Ordnung 2 ist. Die Behaup-
tung wird durch Induktion nach n bewiesen. 
/7 = 0: S = I 0 ist als endliche einfache Halbgruppe vollständig einfach und daher 
Rechteckhalbgruppe isomorpher Gruppen Hjt mit _/ = 0(l)fcg , / = 0 ( I ) m 0 . (E0 , S0) 
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sei eine endliche Halbgruppenpräsentation von H00 = G0, und ea£Zf0+ sei das Eins-, 
element von G0. Sei cft = eo = bo und JjzHjt, b?£Hol beliebig für j, / i ? l . Sei 
= K , a\, ..., flg.} VJ {bl bl . . . > > £ , . 
Die so gewählten Elemente erfüllen die Bedingungen aus 1.1 für X=X0: (3a), (3b) 
gelten nach Wahl von X0. Es ist a°jHm = Hj0 und daher a0jg=a0j für ein g£H00, 
also 
a y = a°jge° =a°jg = a) 
und daher (3c). Analog folgt (d). Wegen Hm HJ0=Hm folgt (e), wenn man für 
das Produkt wählt, (f) und (g) sind leer. S ist daher homomorphes Bild der 
durch (X, R) mit 
R = S 0 U = bl a y = e°bj = b% bfa} = />?,-. 
J = 0(l)k0 
' = 0(1 )m0 
Ü, 0 ^ ( 0 , 0 ) 
präsentierten Halbgruppe S(XR). Wegen 
ist S=S(x,R)-
Die Behauptung sei nun für alle Halbgruppen mit Kompositionsketten der 
Länge s « - 1 für n ^ l bewiesen. S sei eine endliche Hälbgruppe mit Komposi-
tionskette der Länge 
» s l : Für sei eine normierte Präsentation (X',R') gegeben. Wir unter-
scheiden zwei Fälle: 
IJIn-1 ist Nullhalbgruppe: c"€l'„/2'„_1 sei das von 0 verschiedene Element, 
Xn={c"},X=X'UXn, 
R = Ä'U{c"c" = rn, xc" = qx<cn, cnx = qc«iX\x£X'}. 
Dabei sind r", qx cn, qcn x Darstellungen der entsprechenden Produkte in S, die 
in X' + = (X"~1)+ gewählt werden können, weil sie in In_1. liegen. Damit ist 
(X, Rja^l mit S(X, R) = \S\. Weil R in S gilt, wird S durch (X, R) präsentiert. 
IJI„-1 ist 0-einfach: Mit j = 0(\)kn, l = 0(\)m„ seien die ^-Klassen und 
if-Klassen von IJIn_1 o. B. d. A. so indiziert, daß die Jf-Klasse Hm eine Gruppe 
ist. (En, S„) sei eine endliche Halbgruppenpräsentation der Gruppe G„ = Hm, und 
e" sei eine Darstellung ihres Einselementes. Sei 
= {«S, al, ..., a"kr}v{b"u, bl, ..., bnmn}uEn, 
wo a"j€.HJ0, bn,£HM beliebig und gewählt werden. (3c) und (3d) gel-
ten wie oben. Für (l,j)7i(0,0) liegt das Produkt bla" in HW) oder in r „ _ 1 ; kann 
also als 
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dargestellt werden. Damit gilt (3e). Die qx y mit x£Xn oder y£X„ können in 
(Xn~1) + gewählt werden, weil die entsprechenden Produkte in Zn_l liegen. Also 
gilt auch (f). (g) ist leer. S ist daher homomorphes Bild der durch (X, R) mit 
X=X'UXn und 
a"0 = e" = bn0, aX = a% eh) = b% b?a"j = f i } 
j = 0(1) fc0 
Z = 0 ( l ) m o 
Ü , 0 * (0 , 0 ) 
U {xy = qxJ(x, yK(XX X)\(XnX Xn)} 
präsentierten Halbgruppe S(XtRy Wegen 
|s| = !!„-!!+\zjz.-t\-i 
= ö(X',R') + \H0l)\(kn+l)(mn+l) 
= Ö(X,R) 
gilt S=S{X,R). • 
Die normierten Präsentationen bestimmen also genau die endlichen Halb-
gruppen, und jede endliche Halbgruppe besitzt sogar eine solche normierte Präsenta-
tion, bei der jedes Element durch genau ein normiertes Wort dargestellt wird. Dieser 
Fall ist unter algorithmischen Gesichtspunkten besonders interessant, weil sich dann 
sämtliche Rechenoperationen mit den Elementen der Halbgruppe auf das Bestim-
men der zugehörigen normierten Wörter zurückführen lassen. Einer normierten 
Präsentation (X, R) kann man es jedoch im allgemeinen nicht ansehen, ob S<X,R) 
die Ordnung ö(X, R) hat. Einige Kriterien ergeben sich aus Sätzen über Idealer-
weiterungen von Halbgruppen [z. B. 9]. Algorithmisch läßt sich diese Frage „modulo 
Gruppen" z. B. mit dem Programm aus [5] lösen. 
Es ist noch — insbesondere hinsichtlich der im weiteren zu behandelnden 
algorithmischen Fragen — zu bemerken, daß in 1.6 vorausgesetzt wird, daß von 
der Präsentation (X, R) nicht nur die Normiertheit, sondern auch die Partition 
in die Xt und £, bekannt ist. Dies ist wegen des folgenden Satzes wichtig:' 
1.8. Satz. Es ist unentscheibdar, ob eine endliche Halbgruppenpräsentation 
normiert ist. Setzt man ein Orakel zur Entscheidung der Frage „definiert eine 
endliche Halbgruppenpräsentation eine endliche Gruppe?" voraus, so wird die 
Normiertheit für endliche Halbgruppenpräsentationen entscheidbar. 
Beweis. Bekanntlich ist die Endlichkeit präsentierter Halbgruppen oder Grup-
pen unentscheidbar. Sei also (X', R') eine beliebige endliche Grüppenpräsentation. 
Durch Hinzunahme der Inversen erhält man in kanonischer Weise eine Halbgruppen-
präsentation derselben Gruppe. Mit dem Beweis von 1.7 konstruiert man daraus 
eine Präsentation (X, R) dieser Gruppe, die genau dann normiert ist, wenn die 
Gruppe endlich ist. Damit ist die Normiertheit unentscheidbar. Setzt man jedoch 
ein Orakel für die genannte Frage voraus, so kann man die Normiertheit einer 
Präsentation folgendermaßen entscheiden: Für jede Partition von X gemäß 1.1 (2) 
prüfe man 
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(a) 1.1 (3b) bis (3g), 
(b) ob die übrigen Relationen sich zu Mengen S¡ über den E,+ aufteilen lassen, 
(c) ob die (E¡, 5¡) endliche Gruppen präsentieren, 
(d) ob das durch (a) gegebene e'£E¡+ Einselement der entsprechenden Gruppe 
ist. 
Davon sind (a) und (b) formal zu entscheiden, (c) erhält man vom Orakel, (d) is t 
entscheidbar (z. B. mit [5]), wenn (c) bejaht wird. • 
Selbstverständlich kann man das Orakel von 1.8 durch geeignete formale Vor-
aussetzungen über die Präsentationen der Gruppen vermeiden. Auf diese F rage 
kommen wir im Abschnitt 3 zurück. 
I 
\ 
2. Der Multiplikationsalgorithmus 
Sei ( X , zusammen mit der Partition von X gemäß 1.1 gegeben, und sei 
<5(.V, R) = |S(x,R)|. Wir formulieren „modulo Gruppen" einen Algorithmus, der zu 
zwei normierten Wörtern u, v£X+ das zu ihrem Produkt uu Q(X,R)-äquivalente 
normierte Wort berechnet. 
Wegen 1.2 kann man „modulo Gruppen" die zu den p\j, qxy, /•' ^ - ä q u i -
valenten normierten Wörter berechnen. Indem man in R die p\j, qxy, > ' durch die 
entsprechenden normierten ersetzt, erhält man — „modulo Gruppen" effektiv — 
eine normierte Präsentation für SiX R), in der die rechten Seiten zu 1.1 (3e—g) 
normiert sind. Mann kann also, und dies soll im folgenden geschehen, o. B. d. A. 
voraussetzen, daß R selbst schon diese Gestalt hat. Durch diese theoretisch irrele-
vante Forderung wird die Lösung der obigen Aufgabe sehr vereinfacht. 
Zu w £ X + sei vv das Q(X,R)-äquivalente normierte Wort und T(W) der Index i 
mit w£X¡+. Für |A"r(w)| = l ist somit vv = c t ( w ) ; andernfalls hat vv die Fo rm 
gl™ ¿1$) 
mit 
Die Beschreibung des Multiplikationsalgorithmus M U L T erfolgt in einer leicht 
programmierbaren und (hoffentlich) aus sich verständlichen Weise. Er besteht neben 
wenigen elementaren Anweisungen aus zahlreichen Aufrufen von Unte rp rogram-




geschrieben werden. Die zunächst wohl künstlich anmutende Unterscheidung zwi-
schen Parametern und Argumenten dient dazu, Programmverzweigungen, die nach 
Kenntnis der Präsentation unabhängig von den zu multiplizierenden Elementen 
feststehen, und solche, die von den jeweils zu multiplizierenden Elementen abhän -
gen, zu trennen. Damit bereiten wir die spätere zweistufige Programmrealisierung 
von M U L T vor, bei der ähnlich [2, 3, 6, 7, 8] aus (X, R) in einem Vorbereitungs-
schritt das eigentliche Multiplikationsprogramm erst berechnet wird. Aus diesem 
Grunde verzichten wir auch auf formale Vereinfachungen und Zusammenfassungen, 
die für diese Realisierung nur hinderlich wären. Es folgt die Definition des Algo-
r i thmus: 
Über das Rechnen mit den Elementen abstrakt präsentierter Halbgruppen 109 
M U L T (u, v): Voraussetzung: u, v normiert. 
Wirkung: MI berechnen. 
V E R T E I L E R S P R U N G A U F M[x{u), T(U)]. 
M[iJ]: Für / , / = 0 ( 1 ) « . ' 
Fall 1: \X;\ = \, i=j. 
R Ü C K S P R U N G M I T r'. 
Fall 2: = |A";| = 1, i ^ j . 
R Ü C K S P R U N G MIT qc> cj. 
Fall 3: |Jir,| = l7£|Ar,|. ' 
v:=C[i,j](ü) 
R Ü C K S P R U N G M I T v. 




v :=A[i](;.(u), v) 
R Ü C K S P R U N G M I T v. 
B[i,j](l, v): Für /,y = 0 ( l ) « mit 
Voraussetzung: t; normiert, v £ X f . 
Wirkung: b)v berechnen. 
Fall l: \Xj\ = l. 
R Ü C K S P R U N G M I T qb[cj. : 
Fall 2: \Xj\*\, i=j. " 
IST / = ; . ( b ) = 0 ? 
W E N N JA: R Ü C K S P R U N G MIT v 
SONST: V E R T E I L E R S P R U N G A U F BA[i, l,j, ?.(v)]. 
Fall 3: \Xj\^\, 
V E R T E I L E R S P R U N G A U F BA[i, l,j, ?.{v)}. 1 
BA[i,l,j,k]: Für / , / = 0 ( 1 ) « mit 1 *\Xj\ und für / = 0 ( 1 ) m , 
k=Q(\)kj und (l,.k)*(0,0) bei i=j. 
Fall 1: /=/, x=p\k£ai0Ei+b'0. 
= GF[i,giXMJ(giVl...gi^)) 
= GF[i,giXMx)_1](g) 
g-GF[i, ^ J ( g ) 
R Ü C K S P R U N G M I T a\,gblvM. 
Fall 2: i=j, x=p\k<taiEi+bi0 oder i ^ j , x = qb,tiűí 
Fall 2a: | Z t W | = l . 
v := C5[T (X), j] (gJvl... gJVii(v) b{(v)) 
R Ü C K S P R U N G M I T v . 
Fall 2b: 
v:=BS[r (x), v (x), j] (gJvl... giM b{<v)) 
v:=EF[T(x),g«£jiv) 
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o : = £ / ' [ T ( x ) , f l ? l x > l ( i > ) 
v.= AF[x(x), A (*)](») 
R Ü C K S P R U N G M I T v. 
BS[i, lj](v): Für / ,7=0(1)«, \Xt\* 1 * \Xj\, / = 0 ( 1 ) « , . 
Voraussetzung: v=gi1...giMv1bJHo) m i t / i ( u ) s l ist 
Postfix eines normierten Wortes. 
Wirkung: b\v berechnen. 
Fall 1: i=j, 1=0. 
R Ü C K S P R U N G M I T a'0v. 
Fall 2: i=j, 0, x=p\0ZaiEi+bi0. 
g := GF [/, glXMJ (g'Bl... giMJ 
g ^ G F l ü g ^ J i g ) 
gUGFl^g'tJig) 
R Ü C K S P R U N G M I T A ^ G B ^ Y 
Fall3: i=j, 1*0, x=pil0$a\>Ei+bi0. 
Fall 3a: |Xt(x)|= 1. 
» : = C S [ T ( X ) , . / ] ( » ) 
R Ü C K S P R U N G M I T v. 
Fall 3b: 
» : = 5 S [ T ( J C ) , V ( X ) J ] ( D ) 
v.= EF[z(x),gl^{v) 
v'.=EF[x{x),gl\^\{v) 
v:=AF[ r(*),A (*)](») 
R Ü C K S P R U N G M I T v. 
Fall 4: i ^ j -
V E R T E I L E R S P R U N G A U F BSS[i, I J , gJvl]. 
BSS[i, l,j, *]: Für i,j=0(1)«, 1^1 * 1 \Xj\, frj, 1=0(l)m;, g£Ej. 
•Sei x = qbig. 
Falll: \Xx(x)\ = \. 
IST /i(y) = l ? 
W E N N J A : R Ü C K S P R U N G M I T Q C ^ \ B I V W 
S O N S T : v := C S [ T ( * ) , j ) ( g i 2 . . . b { w ) 
R Ü C K S P R U N G M I T v. 
Fall 2: 
IST /!(»)= 1? 
W E N N J A : I>:=2Ü?[T(;C), V ( X ) , J ] ( V ( V ) ) ; W E I T E R B E I 
SONST: v :=BS[r(x) , v (x ) J ] (g i . . . g i M u ) b{ ( u ) ) * [* (* ) ,£&, ] (» ) . 
v : = E F [ r ( x ) , g ^ ] ( v ) 
v :=JF[r (x) ,Ä(x)] (v) 
R Ü C K S P R U N G M I T v . 
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BB[i,l,j)(k): Für / , j = 0 ( l )« , { X ^ l * ^ , / = 0 ( l ) m i . 
Wirkung: b\b{ berechnen. 
Fall 1: i=j, x=p'm, \XrU)\=). 
R Ü C K S P R U N G M I T ?CR(*>JTJ. 
Fall 2: i=j, x=p\0, \XUx)\*\. 
V:=BB[T(X), v(x),j](k) 
ü:=EF[z(x),gl[^](v) 
v.= AF[x(x), X(x))(v) 
R Ü C K S P R U N G MIT v. 
Fall 3: i*j. 
R Ü C K S P R U N G MIT q ^ j . 
E[i](g,v): Für ¡ = 0(1)«, [ X ^ L 
Voraussetzung: g£Eh v normiert. 
Wirkung: gv berechnen. 
V E R T E I L E R S P R U N G A U F EFFr[i, gl 
EF[i,g](v): Für / = 0 ( 1 ) « , [ X ^ l , g£Et. 
Voraussetzung und Wirkung wie v). 
EFF[i,g]: 
IST 1 ^ ) 1 = 1? . . . 
W E N N JA: R U C K S P R U N G M I T qg „ 
SONST: V E R T E I L E R S P R U N G A U F EF\[i,g;x{v), X{v)}. 
EF\[i,g,j,l]: Für /,7 = 0(1)«, ¡ X ^ l ^ X j l l=0(\)kj. 
Fall 1: i=j, 1=0. 
h:=GF[i,g](giVl...giViiM) 
R Ü C K S P R U N G M I T a ^ h b ' ^ . 
Fall 2: i=j, 1*0, x=pi0l£ai(!£i+bi0. 
h:=GF[i,giXiiiJ(giVl...gU 
h:=GF [/, g'XllM _ J (h) 
h^GF[i,glXlKh) ' ' 
h:=GF[i, g](h) 
R Ü C K S P R U N G MIT a ^ h b ^ y 
Fall 3: i=j, 1*0, x=pim({ai0Ei+bi0, |Jf t ( 3 t ) l=l. 
ü:=CS[T(x),j](gi1...giMv)bi(v)) 
v:=EF[i,g](v) . 
R Ü C K S P R U N G MIT v. 
Fall 4: i=j, 1*0, x=pi0l£ai0Ei+bi0, \Xx(x)\*\. 
v := BS [x (x), v (x),j) (gJvl... g> b'v(v)) 
v.= EF[x{x),g^x)]{v) 
v.= EF[x(x),g^](v) 
v.= AF[x{x), '/.(.v)J(v) ' .... 
v:=EF[i,g](v) 
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R Ü C K S P R U N G M I T v. 
Fall 5: i ^ j , x = qgaj, 1^,1 = 1. 
» := C5[T ( * ) J ] ( g J V l . . . g{„,„,b{,iv)) 
R Ü C K S P R U N G M I T v. 





R Ü C K S P R U N G M I T v. 
A[i](k,v): Für / = 0 ( 1 ) « , 
Voraussetzung: v normier t . 
Wirkung: a'kv berechnen. 
V E R T E I L E R S P R U N G A U F AFF[i, k]. 
AF[i,k](v): Für / = 0(1)«, \Xt\*\, * = 0(1)* , . 
Voraussetzung und Wirkung wie A[i](k,v). 
AFF[i, k]: 
I S T |JRTW| = L ? „ 
W E N N J A : R U C K S P R U N G M I T q a l v . 
S O N S T : V E R T E I L E R S P R U N G A U F ' U F I [/, Ar, T ( U ) , A(O)]. 
AF\[i,k,j,l}-. Für / , 7 = 0 ( 1 ) « , ¡ X ^ l ^ l X j l , k=0(l)kt, / = 0 ( l ) w ; . 
Fall 1: i=j, / = 0 . 
R Ü C K S P R U N G M I T a ^ . . . g ^ ^ . 
Fall 2: i=j, MO, x=piol£ai0Ei+ b\,. 
g:= GF[i, « • • • g'v^J 
g:=GF[i,g'Xii(x)J(g) 
g\=GF[i, g g ( g ) 
R Ü C K S P R U N G M I T a[gb\(v). 
Fall 3: i=j, MO, x^p^a^Efbi, \Xt(x)\ = l. 
v.^CSiTWJKg^.. ' &J0,i(v) bU»>) 
v :=AF[i, k](v) 
R Ü C K S P R U N G M I T v. 
Fall 4: i=j, MO, x=p\>lia\)Ei+b\), \Xl(x)\^l. 





R Ü C K S P R U N G M I T v. 
Fall 5: i ^ j , x = qa^aj, [ J f t W | = l. 
v : = CS[T (X), j] (g^... gl^ biiv)) 
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R Ü C K S P R U N G M I T v. 





R Ü C K S P R U N G M I T v. 
C[i , ; ] (») : Für ( , . /=0(1)« , 1^1 = 1 ^ 1 ^ 1 . 
Voraussetzung: v £ X f normiert . 
Wirkung: c'v berechnen. 
V E R T E I L E R S P R U N G A U F CA[i,j,X(v)]. 
CA[i,j, k]: Für / , y = 0 ( l ) « , \Xt\ = \*\Xj\, k=0(\)kj. 
Sei x=qc',a>k. 
Falll: \Xz(x)\ = l. 
v := CS[z (x),j) ( ^ . . . g> b{M) 
R Ü C K S P R U N G M I T v. 
Fall 2: 
v\=EF[z(x), 0 0 
v:=EF[z(x),gl^](v) 
v:=AF[x (.v), ;.(.V)](Ü) 
R Ü C K S P R U N G M I T v. 
CS[i,j)(v): Für / , 7 = 0 ( 1 ) « , 1^1 = 1 ^ 1 ^ 1 . 
Voraussetzung: v=g>Vi . . .g'Vi iMb[MZ.Xf mit ist 
Postfix eines normierten Wortes. 
Wirkung: c'v berechnen. 
V E R T E I L E R S P R U N G A U F CSS[/ ,y, «¿J. 
CSS[i,j,g]: Für / , 7 = 0 ( 1 ) « , \Xt\ = l*\Xj\, g£Ej.. 
Sei x = qciy9. 
Falll: = 
IST fi(v) = n 
W E N N JA: R Ü C K S P R U N G M I T q c « * , > b j M . 
SONST: v:=CS[r(x),j](gi2...glMbi(v)) 
R Ü C K S P R U N G M I T v. 
Fall 2: \Xr(x)\*l. 
IST ß(v) — \1 
W E N N JA: v.= BB[x{x), V(jc),7'](v00); W E I T E R BEI * 




R Ü C K S P R U N G M I T v. 
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GF[i,g](h): Für , = 0 ( l ) / i , \Xt\*\, geEt. 
Voraussetzung: h £ E ? in G; normiert. 
Wirkung: gh in G, normiert berechnen. 
O R A K E L (Zur Realisierung vgl. Abschnitt 3). 
3. Programmierung und Einsatz von M U L T 
Für den beschriebenen Algorithmus M U L T gilt in verstärktem Maße das fü r 
das Rechnen mit den Elementen abstrakt präsentierter Gruppen in [2, 3, 6, 7, 8} 
Gesagte: Durch die wiederholten Abfragen der für das Rechnen innerhalb einer 
Halbgruppe konstanten Relationen wird der Algorithmus extrem langsam. So bietet 
sich auch im vorliegenden Fall an, M U L T zweistufig zu realisieren, indem alle von 
den jeweiligen zu multiplizierenden Elementen unabhängigen Entscheidungen in einer 
Vorbereitungsphase V getroffen werden. Entsprechende Programme V wurden fü r 
speziell geformte Präsentationen auflösbarer Gruppen in [2, 3, 6, 7, 8] dokumentier t . 
Unsere — zur Vereinfachung allerdings in LISP durchgeführte — Implementation 
von V für M U L T basiert auf der wegen ihrer Portabilität besonders günstigen Ver-
sion VF aus [2]. Hier wie dort besteht das durch V generierte eigentliche Multiplika-
tionsprogramm MULT[X, Ä] aus einer Folge von Unterprogrammen, die jedes selbst 
wieder im wesentlichen nur aus vereinzelten Befehlen zum Holen von Konstanten 
usw. und aus zahlreichen Unterprogrammaufrufen bestehen — ihre jeweilige Gestalt 
ist für die entsprechenden Parameterwerte und Fälle durch den Algorithmus des 
vorigen Abschnitts vorgegeben. Die Beschleunigung von MULT[J( , 7?] gegen M U L T 
ist im allgemeinen sehr groß, und die Erfahrungen lassen bei aller Problematik eines 
Vergleichs erkennen, daß MULT[X, 7?] von der Geschwindigkeit her mit Multiplika-
tionsprogrammen für andere Darstellungen von S(X>R) gut konkurrieren kann. 
Der typische Einsatz von M U L T ist analog den Gruppen Programmen aus 
[2, 3, 6, 7, 8] folgendermaßen: Zur Lösung der Aufgabe, Eigenschaften der durch 
die normierte Präsentation (X , R) gegebenen Halbgruppe zu berechnen, wird zunächst 
mit dem Programm aus [5] nachgeprüft, ob ö(X, R ) = |S(A-jR)| gilt. Falls nein, ver-
sucht man, die Präsentation geeignet zu modifizieren; häufig kann man dabei Zwi-
schenergebnisse dieses Programmes ausnutzen. Falls die Bedingung erfüllt ist, wird 
mit Kdas Programm MULT[Jf , /?] generiert, welches dann vom eigentlichen Rechen-
programm (wie z. B. [4]) für die einzelnen Multiplikationen aufgerufen wird. 
Die bisherigen Überlegungen erfolgten sämtlich unter der Voraussetzung 
geeigneter Orakel für das Rechnen mit den Elementen der durch die Halbgruppen-
präsentationen (£;, S t) gegebenen Gruppen G ; . Die Realisierungsmöglichkeit und 
Realisierungsweise dieser Orakel GF[i,g](h) hängt stark von der Form der Präsenta-
tionen (£•,-, SJ ab. So kann man als einen Extremfall etwa ^,— G, und St als die 
volle Cayleytafel von G( wählen; dadurch erhält man mit den normierten Präsenta-
tionen sämtliche endlichen Halbgruppen, und die Orakel werden triviale Programme; 
der erforderliche Speicheraufwand wird jedoch schon für mäßig große Halbgruppen 
unerträglich groß. Günstiger wird es z. B., wenn man voraussetzt, daß die Präsenta-
tionen (E^ Si) als Halbgruppenpräsentationen von Gruppen durch die üblichen 
Umformungen aus „AG-Systemen" [3] (/»c-presentation [2]) (£ / , S'-) hervorgehen. 
Als Orakel GF[i, g] (h) kann man dann die entsprechenden Teile des mit VF aus 
(E[, S'i) gewonnen eigentlichen Multiplikationsprogrammes für G( verwenden. Die 
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Beschränkung auf die Klasse 9tpc der normierten Präsentationen, in denen die (Eh Sj) 
kanonisch aus pc-Präsentationen gewonnen werden, hat noch weitere Vorteile: 
Ersetzt man 1.1 (3a) durch die pc-Forderungen aus [2] und die Umformungsregeln, 
so erhält man aus 1.1 für 9fpc eine formale, entscheidbare Charakterisierung. Unter 
der Voraussetzung (X, K) SRpc kann man daher auf die Angabe der Partition von 
X verzichten, weil diese für ö(X, ,/?)= |S(A- R) | bis auf die Indizierung eindeutig 
mit 1.8 bestimmt werden kann. Algebraisch bedeutet die Beschränkung auf 
daß nur und genau die endlichen Halbgruppen mit ausschließlich auflösbaren Unter-
gruppen betrachtet werden, eine praktisch auch noch bei mäßig großen Halbgruppen 
fast unbedeutende Einschränkung. 
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