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ABSTRACT 
Initial Orbit Determination Error Analysis of Low-Earth Orbit Rocket Body Debris and 
Feasibility Study for Debris Cataloguing from One Optical Facility 
Kyle Stoker 
This paper is predicated on determining the effectiveness of angles-only initial 
orbit determination (IOD) methods when limited observational data is available for low-
Earth orbit (LEO) rocket body debris. The analysis will be conducted with data obtained 
from Lockheed Martin Space’s Space Object Tracking (SpOT) facility, focusing on their 
observational data from 2018 that contains tracking of rocket body debris for less than 
one minute per overhead pass. After the IOD accuracies are better understood, a 
feasibility study will follow that investigates the possibility of cataloguing LEO orbital 
debris from a single optical observation facility with similar observational capabilities as 
that of the SpOT facility. 
The IOD accuracy analysis will investigate nine different rocket bodies, with a 
total of 50 orbital passes of data included in the research. Three main IOD approaches 
will be tested for each data set to determine the best method in achieving high levels of 
IOD accuracy: a traditional three-point method, an iterative method, and an assumed-
circular orbit method. Application of the iterative approach results in increased accuracy 
for the resultant initial orbit determination as compared to the three-point IOD method, 
and an assumed-circular orbit assumption allows for a further increase in accuracy, 
especially for observed objects in near-circular orbits. The feasibility of cataloguing 
debris from a singular optical facility shows promise, as subsequent target acquisition 
after an object’s initial observation is determined to be achievable under the correct 
circumstances. By choosing a correct telescope pointing angle based on the IOD results 
from one pass of data, an observed rocket body debris object would pass through the field 
of view of SpOT’s spotter scope (0.7-degrees) during its next overhead pass for two 
different test cases. An increase field of view would increase both the likelihood of 
acquiring the target object and the amount of time the object is visible by the telescope. 
v 
 
ACKNOWLEDGMENTS 
 
 Special thanks to my graduate advisor Dr. Kira Abercromby for her support and 
guidance throughout this whole project. Additionally, thank you to my whole committee 
for assisting in whatever capacity required. I sincerely appreciate all of the assistance that 
was provided, as it was invaluable in helping shape this project for the better.  
 Thank you to Lockheed Martin Space, and specifically everyone at the SpOT 
Facility, whose efforts allowed this project to come together in the first place. The work 
done in this paper would not have been possible without the data provided, and I hope 
that the results of this research can help potentially shape more work on the subject 
matter. 
 Thank you to my fiancée Georgina Plested, who helped keep me motivated to 
work when I hit roadblocks along the way. Finally, thank you to my family, whose efforts 
in helping me reach this point of my life can not be understated. 
 
 
 
 
 
 
 
 
vi 
 
TABLE OF CONTENTS 
           Page 
 
LIST OF TABLES ............................................................................................................................ viii 
LIST OF FIGURES  ............................................................................................................................ x 
LIST OF NOMENCLATURE ......................................................................................................... xii 
LIST OF SYMBOLS ........................................................................................................................ xiii 
CHAPTER 
1. INTRODUCTION ........................................................................................................................... 1 
 1.1 Preface ...................................................................................................................................... 1 
 1.2 Purpose of Study...................................................................................................................... 3 
 1.3 Structure of Paper .................................................................................................................... 7 
2. BACKGROUND ............................................................................................................................. 9 
 2.1 Initial Orbit Determination Methods ..................................................................................... 9 
 2.2 Orbital Elements and Observation Angles ......................................................................... 14 
 2.3 Space Debris .......................................................................................................................... 21 
 2.4 Optical Orbit Determination ................................................................................................. 23 
 2.5 SpOT Facility ......................................................................................................................... 31 
3. METHODOLOGY ........................................................................................................................ 33 
 3.1 SpOT Facility Data Collection ............................................................................................. 33 
 3.2 Gaussian IOD ........................................................................................................................ 36 
 3.3 TLE Comparison and STK .................................................................................................. 43 
 3.4 Data Processing ..................................................................................................................... 47 
 3.5 Three-Point IOD .................................................................................................................... 50 
 3.6 Iterative Approach ................................................................................................................. 51 
 3.7 Assumed-Circular Orbit IOD............................................................................................... 54 
 3.8 Instrument Error .................................................................................................................... 57 
 3.9 Lambert’s Problem ................................................................................................................ 61 
4. RESULTS AND DISCUSSION ................................................................................................. 65 
 4.1 Observational Data Summary .............................................................................................. 65 
vii 
 
 4.2 Reliability of Data and Gauss IOD ...................................................................................... 67 
 4.3 Three-Point IOD .................................................................................................................... 70 
 4.4 Iterative IOD .......................................................................................................................... 79 
 4.5 Pointing Error Iterative IOD ................................................................................................. 84 
 4.6 ACO IOD ............................................................................................................................... 89 
 4.7 IOD Accuracy Comparison (Summary) ............................................................................ 95 
 4.8 Feasibility of Subsequent Target Acquisition .................................................................... 96 
 4.8.1 Test Case 39 ................................................................................................................. 96 
 4.8.2 Test Case 22 ............................................................................................................... 103 
 4.8.3 Feasibility Discussion ............................................................................................... 107 
 4.9 Multi-Rev Lambert’s IOD Improvement ......................................................................... 111 
5. CONCLUSION ............................................................................................................................ 114 
6. FUTURE WORK ........................................................................................................................ 116 
 6.1 Comparison with Alternative IOD Methods .................................................................... 116 
 6.2 Orbit Determination System Creation ............................................................................... 116 
 6.3 Expanding the Observed Object List ................................................................................ 117 
 6.4 Performing IOD for Different Orbital Arc Periods ......................................................... 117 
BIBLIOGRAPHY ............................................................................................................................ 119 
APPENDICES 
A. Rocket Body Characteristics for STK Propagation ........................................................ 122 
B. IOD Results for All Test Cases ......................................................................................... 123 
 
 
 
 
 
 
 
 
viii 
 
LIST OF TABLES 
Table               Page 
 
2.1.    Completeness of SCC in 1990 from GEODSS Observations ......................................... ...25 
2.2.    Summary of SpOT Performance in 2018 .............................................................................. 32 
3.1.    Grouping of Data for Iterative IOD Scheme ...................................................................... ...54 
3.2.    Pointing Error in Right Ascension and Declination.............................................................. 60 
4.1.    Overview of Observational Data ............................................................................................ 66 
4.2.    Three-Point IOD State Error ................................................................................................... 71 
4.3.    Three-Point IOD Orbital Elements Error ............................................................................... 72 
4.4.    Test Case 18 Three-Point IOD Results .................................................................................. 73 
4.5.    Test Case 14 Three-Point IOD Results .................................................................................. 76 
4.6.    Iterative IOD State Error .......................................................................................................... 80 
4.7.    Iterative IOD Orbital Elements Error ..................................................................................... 80 
4.8.    Test Case 18 Iterative IOD Results ......................................................................................... 81 
4.9.    Test Case 14 Iterative IOD Results ......................................................................................... 82 
4.10.   Positive Bias Iterative IOD State Error ................................................................................. 85 
4.11.   Negative Bias Iterative IOD State Error ............................................................................... 85 
4.12.   Positive Bias Iterative IOD Orbital Elements Error............................................................. 86 
4.13.   Negative Bias Iterative IOD Orbital Elements Error ........................................................... 86 
4.14.  ACO IOD State Error .............................................................................................................. 90 
4.15.  ACO IOD Orbital Elements Error .......................................................................................... 90 
4.16.  Orbital Period Error for ACO IOD of Rocket Bodies .......................................................... 91 
ix 
 
4.17.  Test Case 18 ACO IOD Results ............................................................................................. 92 
4.18.  Test Case 3 ACO IOD Results ............................................................................................... 93 
4.19.  IOD Accuracy Comparison .................................................................................................... 95 
4.20.  Test Case 39 IOD Accuracies ................................................................................................. 97 
4.21.   Improvement in Accuracy Using Izzo-Gooding (Test Cases 1 and 2) ........................... 112 
4.22.   Improvement in Accuracy Using Izzo-Gooding (Test Cases 3 and 4) ........................... 112 
A.1.    Rocket Body Debris Upper Stage Characteristics ............................................................. 122 
B.1.    Three-Point IOD State Vector Errors .................................................................................. 124 
B.2.    Three-Point IOD Orbital Element Errors ............................................................................ 125 
B.3.    Iterative IOD State Vector Errors ......................................................................................... 126 
B.4.    Iterative IOD Orbital Element Errors .................................................................................. 127 
B.5.    Iterative (Negative Bias) IOD State Vector Errors ............................................................. 128 
B.6.    Iterative (Negative Bias) IOD Orbital Element Errors ...................................................... 129 
B.7.    Iterative (Positive Bias) IOD State Vector Errors .............................................................. 130 
B.8.    Iterative (Positive Bias) IOD Orbital Element Errors ........................................................ 131 
B.9.    Assumed-Circular Orbit IOD State Vector Errors ............................................................. 132 
B.10.  Assumed-Circular Orbit IOD Orbital Element Errors ...................................................... 133 
 
 
 
 
 
 
 
x 
 
LIST OF FIGURES 
Figure                 Page 
 
2.1.   Three Distinct Observations Required for Initial Orbit Determination ............................... 10 
2.2.   Subset of Orbital Elements ....................................................................................................... 15 
2.3.   Azimuth and Elevation Angles ................................................................................................ 19 
2.4.   Right Ascension and Declination Angles ............................................................................... 20 
2.5.   Space Debris Accumulation Over Time ................................................................................. 21 
3.1.   SpOT Data Acquisition and Transfer to Cal Poly ................................................................. 35 
3.2.   TLE Format and Structure ........................................................................................................ 44 
3.3.   Overview of TLE Orbital Element Retrieval in STK ............................................................ 46 
3.4.   Unfiltered Observation Data for R/B 00694 ........................................................................... 49 
3.5.   Summary of Iterative IOD Scheme ......................................................................................... 54 
3.6.   Summary of ACO IOD Scheme ............................................................................................. 57 
3.7.   Telescope Pointing Error Methodology Summary ................................................................ 61 
3.8.   Summary of Izzo-Gooding and Multi-Revolution Methodology ........................................ 64 
4.1.   Test Case 13 Propagated Orbit Solution ................................................................................. 67 
4.2.   Test Case 13 Right Ascension and Declination Angles ........................................................ 68 
4.3.   Test Case 18 Three-Point IOD Orbital Plot Comparison ..................................................... 74 
4.4.   Test Case 18 Three Point IOD Observational Angles Over Time ....................................... 75 
4.5.   Test Case 14 Three-Point IOD Orbital Plot Comparison ..................................................... 77 
4.6.   Test Case 14 Three Point IOD Observational Angles Over Time ....................................... 78 
4.7.   Test Case 18 Iterative IOD Observational Angles Over Time ............................................. 82 
xi 
 
4.8.     Test Case 14 Iterative IOD Observational Angles Over Time ........................................... 83 
4.9.     Three Iterative Scheme Solutions for Test Case 11 ............................................................. 87 
4.10.   Three Iterative Scheme Solutions for Test Case 45 ............................................................. 88 
4.11.   Test Case 18 ACO IOD Observational Angles Over Time ............................................... 93 
4.12.   Test Case 3 ACO IOD Observational Angles Over Time ................................................. 94 
4.13.   Test Case 39 Right Ascension and Declination Over Time ............................................... 98 
4.14.   Test Case 39 Shared Observation Angle Trends ............................................................... 100 
4.15.   Error Between Telescope Pointing Direction and Observed Object ............................... 101 
4.16.   Test Case 39 Observation Angles Compared to Field of View Limitation .................... 102 
4.17.   Test Case 22 Right Ascension and Declination Over Time ............................................. 103 
4.18.   Test Case 22 Observation Angles Compared to Field of View Limitation .................... 104 
4.19.   Test Case 22 Observational Angle Error with Expanded Field of View ........................ 105 
4.20.   Two Consecutive Ground Tracks for R/B 12139 .............................................................. 109 
 
 
 
 
 
 
 
 
 
xii 
 
LIST OF NOMENCLATURE 
Abbreviation Full Meaning 
  
ACO Assumed-Circular Orbit 
AGI Analytical Graphics, Inc. 
DOMES Distributed Observatory Manager for Enhanced SSA 
ECI Earth Centered Inertial 
FoV Field of View 
GEO Geosynchronous Orbit 
GEODSS Ground-Based Electro-Optical Deep Space Surveillance 
GTO Geosynchronous Transfer Orbit 
IOD Initial Orbit Determination 
JSC Johnson Space Center 
LEO Low-Earth Orbit 
LLA Latitude, Longitude, and Altitude 
MATLAB Matrix Laboratory 
MODEST Michigan Orbital Debris Survey Telescope 
NaN Not a Number 
NORAD North American Aerospace Defense Command 
R/B Rocket Body 
RAAN Right Ascension of Ascending Node 
RSO Resident Space Object 
SCC Space Command Catalog 
SGP4 Simplified General Perturbations Model 
SpOT Space Object Tracking 
SDA Space Domain Awareness 
SSN Space Surveillance Network 
STK Systems Tool Kit 
TLE Two-Line Element 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
xiii 
 
LIST OF SYMBOLS 
 
Symbol Meaning Units 
   
𝐴𝑧  Azimuth Angle degrees 
El  Elevation Angle degrees 
?⃗?   Site Vector km 
Rmag  Magnitude of Position Vector km 
Rx X-Position km 
Ry Y-Position km 
Rz Z-Position km 
T Period minutes 
Vmag  Magnitude of Velocity Vector km s⁄  
Vx X-Velocity km s⁄  
Vy Y-Velocity km s⁄  
Vz Z-Velocity km s⁄  
a Semi-major axis km 
e Eccentricity --- 
f, g  Lagrange Coefficients --- 
h Angular Momentum km2 s⁄  
i Inclination degrees 
q  Uncertainty Value  --- 
𝑟  Position Vector of Object km 
𝑡𝑖  Time at i
th Observation Point seconds 
u Argument of Latitude degrees 
𝑣  Velocity Unit Vector --- 
?⃑?  Velocity Vector km s⁄  
Ω Right Ascension of Ascending Node degrees 
α  Right Ascension Angle degrees 
δ  Declination Angle degrees 
θ  True Anomaly degrees 
𝜇  Gravitational Parameter of Earth km3 s2⁄  
ρ  Slant Range Magnitude km 
?̂?  Slant Range Unit Vector --- 
𝜑  Latitude degrees 
ω Argument of Periapsis degrees 
1 
 
Chapter 1 
Introduction 
1.1 Preface 
The increasing number of objects in Earth-orbit over the last decade has placed an 
emphasis on having up-to-date coverage and tracking of debris in space, as the risk of 
collision between objects can be minimized through knowledge of the constantly 
evolving debris environment. While operational spacecraft can utilize their onboard 
electronics to aid in their orbit determination processes, debris tracking requires the use 
of ground-based radar or optical observation facilities to obtain data that can be used in 
determining the orbital parameters of debris.  
The United States operates the Space Surveillance Network (SSN), whose 
combination of optical and radar telescopes allow for around the clock data collection for 
spacecraft and debris. With more than 20 facilities across the globe, the SSN is capable of 
observing objects at a multitude of orbital altitudes and locations around Earth [14]. The 
data collected on orbiting objects is used to maintain an up-to-date awareness of where 
objects are at any current time, as well as their predicted location in the future.  
 The most common public source for orbital information on any tracked object is 
the two-line element (TLE) sets posted online for every object that is tracked and 
catalogued by the SSN. These succinct descriptions of an object’s orbital parameters at a 
certain time stamp are frequently updated and kept up to date with new observational data 
from the SSN when available [14]. While these TLE sets are provided to the public, not 
all of the algorithms that go into creating the TLE sets are available to the public. 
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The orbital model used in generating TLE sets is the Simplified General 
Perturbations (SGP4) model, and the code that runs this has been published into the 
public domain. The SGP4 orbital model used by the United States Department of Defense 
has been updated since its original publication in 1980, and these changes, although not 
comprehensively re-released by the Department of Defense, have been studied and 
amended through independent study into the SGP4 orbital model [31]. It is important to 
note that all propagation of a TLE data set should use the SGP4 model in order to 
maintain the highest level of accuracy, as it is the same model that is used in creating the 
TLE data. Using any other propagator would create an inconsistency in the orbital 
modeling and result in errors when propagating an object’s orbit forward in time.  
 The orbit determination algorithms that go into creating TLE sets, however, are 
not available to the public. These algorithms are used with the observational data in order 
to estimate an object’s orbital path, and these algorithms can incorporate new data as it 
becomes available, allowing for updated TLE sets to be posted regularly. TLE sets are 
generally accurate to approximately one kilometer for the epoch time at which they are 
posted [32], but this can vary for different objects depending on many factors, including 
quantity of observational data, quality of the observation equipment, and the type of orbit 
the object is in [14]. While tracked objects (greater than 10 cm in diameter for LEO, 1 
meter in GEO) have well-understood orbits due to observational data being obtained 
regularly, objects that are untracked will have no data in which to base an orbital estimate 
on. This leads to uncertainty in orbital accuracy when trying to estimate an object’s orbit 
for the first time, and without access to either the data or the algorithms that help create 
TLE sets, it is difficult to understand how accurate an initial orbit determination will be. 
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 When attempting to identify, track, and catalog an unidentified debris object, 
there will be no a priori information available on which to base any orbit determination 
calculations upon. Thus, any initial orbit determination process will need to produce 
results that are accurate enough to allow for the object to be found again in successive 
passes, wherein the initial orbit determination results can be refined and improved upon 
further.  
For low-Earth orbit (LEO) objects, visible passes only last around 10-15 minutes 
during a direct overhead pass, and can be much shorter during sub-optimal conditions 
where the object does not pass directly overhead. Additionally, time must be allocated to 
find an object, track it overhead, and begin collection of data. This results in actual 
observational data on the scale of a few minutes at most. When compared to orbital 
period of LEO objects, which average approximately 90-100 minutes [30], the orbital arc 
observed during any one observational period encompasses only a small fraction of the 
entirety of the orbit. This makes LEO object orbit determination especially difficult as 
compared to other orbital regimes. 
1.2 Purpose of Study 
 To better understand the accuracies one can expect when performing initial orbit 
determination for a LEO object, a study will be performed using observational data from 
Lockheed Martin Space’s Space Object Tracking (SpOT) facility, focusing primarily on 
their observations of rocket body debris in 2018. The choice of rocket bodies as the 
studied object, and more detailed information about the SpOT facility, will be discussed 
later in this paper. 
4 
 
 In order to understand the inherent error present in an initial orbit determination 
solution, a true orbital solution must be known and used as comparison. The baseline 
solution will be historical TLE data for the observed rocket bodies, whose orbital 
ephemeris can be propagated to the observation times and directly compared in terms of 
its orbital state and elements. While there will be no comparative benchmark in which to 
qualify results when attempting to analyze untracked debris, it is a necessary comparative 
tool in order to better understand the accuracy one can expect from an initial orbit 
determination solution. Once this expected accuracy is better understood, this knowledge 
can be applied to situations where there is no TLE data to reference, and can help assist in 
the observation and tracking of uncatalogued debris. 
 After an understanding of expected IOD errors is formed based on the analysis of 
rocket body debris, a feasibility study will follow that looks into the possibility of one 
optical facility having the capability of observing and cataloguing unknown debris 
objects. As mentioned in the preface, this task is normally accomplished by the SSN, 
which has numerous facilities and many resources at their disposal to keep track of the 
objects in space. Being able to perform a similar function with only one optical facility, 
and making the gathered results and procedural methods directly available to the public, 
would benefit the overall knowledge of the space environment. 
 In pursuing the goal of better characterizing the accuracy of initial orbit 
determination and analyzing the feasibility of an optical facility’s ability to observe 
untracked debris in the future, some general project goals were developed in order to 
guide the work performed. These goals include: 
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1. Developing the code to perform orbit determination to a high degree of 
accuracy 
In order to achieve the goal of performing an accuracy analysis of initial orbit 
determination for LEO debris, IOD algorithms and procedures will need to be 
developed, tested, and validated. For the purposes of quantifying the accuracy of 
initial orbit determination, the IOD orbital solutions will be compared to historical 
TLE data for the rocket bodies, which will be treated as the true orbit of the 
observed debris object. The error between each IOD solution and the true orbit of 
the object will then be used to analyze the accuracy of the IOD solution by 
propagating the solution forward in time, comparing the orbital elements and 
observation angles in the future. This will lead directly into the feasibility of 
cataloguing debris, which is further explained in the fourth project goal.  
Many different functions are required to perform orbit determination, and thus all 
these functions must be thoroughly reviewed to ensure there are no errors that 
could cause illegitimate results. The development of these procedures and all code 
written are completed in MATLAB R2016b. The majority of the functions used 
are the author’s own work, while any supplementary functions that are not will be 
clearly identified and referenced.  
2. Identifying, through testing, the best method to maximize the effectiveness of 
the data provided by the SpOT facility 
As mentioned in the preface, LEO debris observations are very short in duration. 
Specifically speaking on the rocket body debris data collected in 2018 from the 
SpOT facility, the longest observation of an object during one pass is 
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approximately one minute long. Because there is no means to obtain more 
observational arc from this data, the focus must shift to maximizing the 
effectiveness of short arc observations in order to accurately depict the entire orbit 
of an object. Multiple different methods will be discussed and analyzed 
throughout this paper as an attempt to maximize the efficacy of the data, including 
traditional three-point IOD, an iterative approach, and an assumed-circular orbit 
(ACO) approach.  
3. Analyzing the error in orbit estimation from the applied IOD methods 
Through the data transfer from the SpOT facility to Cal Poly, a large quantity of 
observational data was made available for use in this paper. Out of this data, a 
large subset falls within the range of 50 to 60 seconds of observational coverage 
per pass, with the rest of the data below the 50 second threshold. The analysis of 
orbit determination error will be focused on the 50 to 60 second subset, as this 
data group exemplifies the optical capabilities of the SpOT facility with regard to 
rocket body debris coverage in 2018. Additionally, this data has the maximum 
observation time per pass of the available data, and will theoretically yield the 
most accurate results due to the larger orbital arc that is covered by this data.  
Each of the aforementioned initial orbit determination approaches (three-point, 
iterative, ACO) will be applied to each pertinent data set. The respective errors for 
specific passes, as well as a total average and median error, can be computed and 
quantified for each method. This will allow for direct comparison between each 
orbit determination method, and ultimately give insight into which method 
performs best for short arc LEO observational data.  
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4. Determining the feasibility of using short-arc optical data as a means to 
characterize and catalog untracked orbital debris in LEO  
After the analysis of orbit estimation error has been finished, a feasibility study 
will be conducted on the IOD results. This will delve into the specific errors in the 
IOD solutions for all data sets, and look at the feasibility of utilizing an optical 
facility such as SpOT for future cataloguing of orbital debris. The main question 
looking to be answered in this portion of the paper will be: Are the initial orbit 
determination solutions of rocket bodies accurate enough for the object to be 
observed on subsequent passes, allowing for the object’s orbital solution to be 
further refined towards ultimately being added to the catalog of known space 
debris? If the answer is yes, further investigation towards attempting to catalog an 
unknown object with a system such as SpOT can be undertaken. If the answer is 
no, more analysis will need to be conducted to find what changes can be made to 
an optical observation system to allow for this goal to be achieved, or it may be 
deemed currently infeasible with current technology. 
Through the accomplishment of these project goals, IOD accuracies for LEO 
debris can be characterized, and the feasibility of using angles-only orbit determination 
techniques to catalog LEO debris will be better understood. The next section will give a 
brief overview of the layout of this thesis document, and how the future chapters will be 
structured. 
1.3 Structure of Paper 
This section will conclude Chapter 1, which gave a little bit of insight into why 
this project was undertaken, as well as outlining the general scope and purpose of the 
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paper. Background information, including information on topics such as traditional IOD 
methods, the threat of space debris, similarly themed optical orbit determination projects, 
and more detailed info on Lockheed Martin Space’s SpOT facility will follow in Chapter 
2. Chapter 3 will dive into the methodology and some of the specific algorithms that were 
implemented as part of this thesis in order to achieve the project’s goals. Chapter 4 will 
introduce the results of the project, with graphical and tabular results highlighting the 
section. These results will be accompanied by discussion on the results and how they 
relate to the goals of the project. Chapter 5 will include a summary of this project’s 
findings, and Chapter 6 will include some potential projects and future work that can 
build from the results of this paper.  
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Chapter 2 
Background 
Before discussing the specific work and results of this paper, it is important to 
understand some background information on the topic of initial orbit determination and 
why space debris is an important topic of study, as well as review some similar projects 
that have been conducted in this area of research. The first section will give a synopsis of 
IOD methods and how their application to observational data allows for an object’s orbit 
to be estimated. 
2.1 Initial Orbit Determination Methods 
Obtaining a first estimation of an object’s orbital parameters requires solving for 
six independent quantities. This can be expressed in terms of the classical orbital 
elements (inclination, right ascension of ascending node, eccentricity, true anomaly, 
argument of periapsis, and semi-major axis), or in terms of a state vector with radius and 
velocity vectors (Rx, Ry, Rz, Vx, Vy, and Vz). Optical telescopes are able to provide only 
two independent quantities for a single observation: right ascension and declination. With 
only two values and six unknown quantities to solve for, three distinct observations of an 
object must be made to perform initial orbit determination [8]. A visual description of 
this can be seen on Figure 2.1. 
On Figure 2.1, C represents the center point of Earth, from which two different 
types of position vectors extend. R1-3 represent the site vectors, which are the position 
vectors of the observation location on Earth’s surface at t1-3, the three observations times. 
r1-3 represents the position vectors of the actual orbiting object with respect to the center 
of the Earth, also calculated at each of the three observation times. The slant range, 
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denoted as ρ1-3, is the position vector that extends from the observation location O to the 
observed object at each observation time. Finally, the velocity vector v2 depicts the 
velocity of the orbiting object with respect to Earth’s center, C. Out of these variables, the 
only known values before observation are the site vectors at each observation time and 
the exact time at which each observation takes place. The slant range, position vector of 
the observed object, and the velocity vector of the observed object are unknowns that 
must be solved for in order to generate an initial orbit determination. 
 
Figure 2.1: Three Distinct Observations Required for Initial Orbit Determination [8] 
The major distinction between angles-only IOD and the other main form of 
observational orbit determination, radar IOD, is the lack of data regarding the slant range 
and the range rate. Radar observations provide the user with information about both the 
slant range and the range rate, which is the rate at which the observed object is moving 
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overhead during observation. Angles-only optical observations are thus tasked with 
solving for the slant range using only the output of look angles from the telescope. After 
solving for the slant range, position vectors can be calculated through addition of the site 
vector and the slant range vector for each observed location. With these values found, a 
velocity vector can be calculated at the middle observation point using the position 
vectors at each of the three observation times. A more detailed explanation of the angles-
only IOD methodology used in this paper will occur in Section 3.2. 
 There are multiple different optical IOD methods that have been developed in the 
past for use with angles-only input data. Some of these methods include Gaussian IOD, 
Double-R IOD iteration, and Gooding IOD. These three methods were considered for use 
in this paper due to their differing strengths and weaknesses with regard to initial orbit 
determination, with each method presenting different advantages depending on the work 
being performed. The benefits and limitations of each of these methods were investigated 
in order to decide which method best aligned with the goals of this project. 
Gauss’ method was originally applied to interplanetary studies of orbiting bodies, 
but has more recently been used in satellite orbit determination. For IOD of Earth-
orbiting objects, this method is most accurate when the angular separation between 
observations is small, with less than 10 degrees of separation between observations being 
optimal. On a timescale, this translates to observations that are around 5 to 10 minutes 
apart for LEO objects. One limitation of the Gauss IOD method is that it can suffer from 
singularity issues when the observed line-of-sight vector lies in the same plane as the 
observed object’s orbital plane [11]. The Gauss IOD method also requires that the roots 
of an 8th-order polynomial be solved for, and an appropriate positive, real root chosen as 
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the range estimate for the object. While this method is limited to use with closely spaced 
data, its formulation lends itself to be a fairly robust way to initially determine an object’s 
orbit given angles-only data [33].  
The Double-R IOD method is a combination of numerical and dynamical 
techniques that helps solve for orbital parameters given angles-only data. This method, 
contrary to the application of Gauss’ method, works most effectively for data that is 
separated by large differences in orbital arc between observations. The Double-R method 
has the benefit of being able to incorporate data that spans multiple days if observations 
occur during one orbit of an observed object, but it is not capable of solving for a solution 
if the data spans multiple revolutions [33]. For LEO observation, the Double-R method is 
limited in its ability to produce accurate results, where the observations of an object are 
likely to be separated by minutes at most. Additionally, the Double-R method requires 
initial range estimates as inputs to the algorithm that are to be iterated upon, and if these 
estimates are not close enough to the true solution, the method has a difficult time 
converging to a meaningful solution [11]. 
The Gooding method builds upon the Double-R iterative method, but utilizes 
Gooding’s own Lambert’s solution. The method is iterative, can solve for orbits of any 
eccentricity, and works with data from multiple revolutions [33]. This is important for 
when a pass of a LEO object lasts only a few minutes, limiting the time to obtain data 
points from the ground. Being able to incorporate data from multiple passes makes the 
Gooding method very robust and useful with almost any data set [33]. Although the 
Gooding method is very useful in that it can incorporate a multi-revolution solution, it 
also has its limitations. The Gooding method requires an initial range estimate similar to 
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Double-R, and struggles to converge to an accurate solution if this initial estimate is not 
close to the true range of the object. The number of revolutions between observations 
must be specified as an input as well, so this value must be known in order to obtain 
accurate results for an object’s orbit. Lastly, the Gooding method can yield multiple 
solutions, so deciding which of the solutions is suitable for the input data can prove 
difficult, especially when the target object’s orbit is unknown to the observer [11]. 
The benefits and limitations of these three methods were all considered in 
choosing the most appropriate method to use alongside the data provided by SpOT to 
analyze initial orbit determination accuracies. Given that each pass from the SpOT 
dataset lasts at most 1 minute in duration, Gauss IOD was deemed more appropriate than 
Double-R in creating an accurate initial orbit determination due to its success with 
closely grouped data points. While the Gooding method has the strong advantage of 
being capable of incorporating multiple revolutions worth of data, this will not be 
applicable initially when only one pass of data is available for a debris object. Thus, the 
major strength of the Gooding method would not be of benefit in achieving the goals of 
this paper, and the method would still require the initial estimate of range to be accurate 
enough to allow for convergence to a solution. For these reasons, Gauss IOD was chosen 
as the primary IOD method in which the analysis of this paper will be founded. 
Gauss IOD performs with inputs of three observational points, but being able to 
include more than three points can help in refining the accuracy of an IOD solution from 
one pass of observational data [33]. For any one pass of data for the rocket body debris 
that will be analyzed in this paper, hundreds and sometimes thousands of observational 
data points were collected and are available for use in the initial orbit determination of 
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each object. Only using three of these data points can provide a reasonable estimate for 
an object’s orbit, but incorporating many of these points can potentially increase the 
accuracy of the IOD results. In order to include more than just three data points for each 
data set available, an iterative approach and an iterative assumed-circular orbit approach 
will be used that iterate on multiple data points using the Gauss IOD method in pursuit of 
better estimating the observed object’s orbit. These methods will be further developed in 
the methodology section of this paper, and compared with the baseline Gauss IOD results 
from only using three points in generating an initial orbit determination. 
Throughout the Results and Discussion section of this paper, the orbital solutions 
will be presented and compared with regards to their state vector (position and velocity) 
as well as their orbital elements. The next section will introduce all of the relevant orbital 
elements that will be used as a comparative tool for analysis later on in the paper. 
Additionally, the next section will define the observational look angles of right ascension 
and declination, as well as azimuth and elevation, which will be referenced throughout 
the paper.  
2.2 Orbital Elements and Observation Angles 
Orbital elements are often used to describe an object’s orbit, as they allow for a 
generic and universal way to understand what type of orbit an object is in. There are 
many different ways to express the orbital parameters of an object, each requiring at least 
six parameters to be defined. Some of the traditional orbital elements are depicted in 
Figure 2.2. 
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Figure 2.2: Subset of Orbital Elements [15] 
 One of the classical elements depicted above is inclination (i), which describes the 
incline of the orbital path with respect to the plane of reference. This reference plane is 
the x-y plane of an Earth Centered Inertial (ECI) celestial reference frame, which 
correlates to the equatorial plane of Earth. The inclination is best defined as the tilt of the 
orbital path, and is measured from the equatorial plane to the orbital plane at the point of 
the ascending node, shown in Figure 2.2. Inclination is measured from 0 to 180 degrees, 
where an orbit with either 0- or 180-degree inclination represents an equatorial orbit that 
stays positioned over Earth’s equator for the entirety of its orbit. Any value in between 
represents an inclined orbit of some magnitude. Orbits between 0- and 90-degrees 
inclination are moving prograde with Earth, meaning that the object’s orbital path is 
moving in the same direction as Earth’s rotation beneath it. From 90- to 180-degrees, the 
orbit is considered retrograde, and the object is moving in the opposite direction of 
Earth’s rotation below. Finally, an exact 90-degree inclined orbit represents a polar orbit, 
wherein the object would pass over both poles of Earth during its orbit [33]. 
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 Longitude of ascending node, often written as the right ascension of the ascending 
node (RAAN or Ω), is the angle measured eastward from the reference direction to the 
point of the ascending node. This reference direction in an ECI reference frame is the 
directional vector pointing towards the First Point of Aries, or Vernal Equinox, and 
defines the x-direction of the ECI frame. The ascending node is defined as the point at 
which the orbit passes the equatorial plane from South to North, which gives the name 
“ascending” node. RAAN can thus have values ranging from 0- to 360-degrees. 
 Argument of periapsis (ω) defines the angular value between the ascending node 
and the periapsis, which is the point at which the object is closest to Earth during its orbit. 
True anomaly (θ) represents the angle between the location of periapsis and where the 
object currently is in its orbital path. Both of these values can be seen in Figure 2.2 as 
well.  
 Specific angular momentum (h) is often used as a classical orbital element when 
describing the orbit of an object. Specific angular momentum refers to the angular 
momentum of the object, but divided by the mass term that would normally be included 
[33]. It is calculated using the following equation: 
    ℎ⃗⃑ =  𝑟 𝑥 ?⃑?       (2.1)   
where 𝑟 and ?⃑? are the position and velocity vectors of an orbiting object in an Earth-
centered inertial reference frame. 
 The eccentricity (e) of an object’s orbit determines how circular or non-circular 
the orbital path is. Object’s with an eccentricity of zero are in a circular orbit, where the 
positional magnitude of the object remains constant throughout the entire orbit. 
Eccentricities between 0 and 1 represent elliptical orbits, where the object will have both 
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a time of closest approach to Earth (periapsis) and a time of farthest approach to Earth 
(apoapsis). Eccentricities above 1 depict hyperbolic orbits for objects that are unbounded 
in the Earth system; these objects do not have orbits that remain within Earth’s sphere of 
influence.   
 While these six values completely define an orbit, there are other variables that 
are useful for describing an orbit depending on the situation and specific characteristics 
of the orbit that are being discussed. Argument of latitude (u) is defined as the angle 
between the ascending node to the position of the object at a certain epoch. It is more 
easily written as the sum of true anomaly and argument of periapsis. Specifically with the 
analysis to come in this paper, comparing orbital solutions against one another by using 
solely ω and θ will be difficult, as it requires that the solution can solve for the exact 
position of periapsis of the orbit as compared to the real orbital solution. This can become 
difficult for orbits that are very close to circular, as a truly circular orbit has infinite 
points that can be defined as the point of periapsis. Argument of latitude is not limited by 
this factor, and will give a better representation of the IOD solutions accuracy as 
compared to the true orbit of the observed object.  
 Semi-major axis (a) is a measure of an eccentric orbit’s size and shape. It is 
defined as the sum of the periapsis and apoapsis distances divided by two. The semi-
major axis is a useful comparative metric between two orbits to see if the orbital paths 
match up in magnitude and overall shape. If both the periapsis and apoapsis of an orbit 
are solved for correctly, this accuracy is clearly shown through matching semi-major axes 
when comparing two orbits.  
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 Lastly, the orbital period (T) is a measure of how long an object takes to complete 
one full revolution around Earth. Something that will become more apparent in the 
Results and Discussion section is the difficulty in calculating a highly accurate velocity 
vector using angles-only IOD methods, especially when the orbital arc covered by the 
observations is very small. If the calculated velocity at a certain epoch is too large in 
magnitude, it causes the orbital solution to have a larger orbit and thus a longer period 
than the true orbit. If the calculated velocity is too small in magnitude, the opposite effect 
is observed, and the period is shorter than the true orbit. This leads to period being a good 
means of comparison between an IOD and true orbital solution, especially when the goal 
is to be able to find an object again in the future at a specific time and place in the sky.  
 This top-level background on orbital elements covers the basis of what is needed 
to understand the comparative nature of the results that constitutes the foundation of this 
paper. Next, some background information on observational angles will be discussed, as 
they will be mentioned throughout this paper and are fundamental to the methodology of 
this research. 
 Optical telescopes express their pointing direction in two main ways, either in 
azimuth and elevation angles, or right ascension and declination angles. Azimuth and 
elevation are expressed in a topocentric horizon frame of reference centered at the 
observation location on Earth, and their specific meanings can be seen visually in Figure 
2.3. 
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Figure 2.3: Azimuth and Elevation Angles [34] 
 Azimuth is defined clockwise from due north of the observation location, 
describing which direction the object is in the sky from this vector. Azimuth can have 
values from 0 degrees up to 360 degrees. Elevation defines the angle between the horizon 
and the line-of-sight angle of the observed object, and can have a value between 0 and 90 
degrees [34]. These two angles, and the time at which the observation takes place, fully 
define where an object is located overhead at any single instance in time, and will be 
discussed further when looking at telescope pointing angle errors in Section 3.8. 
 Right ascension and declination also define where an object is observed with 
respect to the observation location, and their definitions can be seen visually in Figure 
2.4. 
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Figure 2.4: Right Ascension and Declination Angles [8] 
 Right Ascension (α) and declination (δ) can be defined in both a geocentric 
reference frame as well as a topocentric frame with its center located at the point of 
observation. For the application of initial orbit determination, these angles will be defined 
in the topocentric frame. The topocentric frame is similar to the geocentric frame, with 
the added translation of moving the center of the frame to the location of interest. Right 
Ascension in a topocentric frame is defined along the x-axis, measured eastward from 
this axis until reaching the observed object, with values ranging from 0 to 360 degrees. 
Declination is defined by the topocentric x-y plane, and is a measure of how north or 
south the observation direction is from this plane. A positive declination (0 to 90 degrees) 
represents an object north of the x-y plane, while a negative declination (-90 to 0 degrees) 
represents an object that is south of the x-y plane in the topocentric frame [32]. The IOD 
methods within this paper will utilize right ascension and declination observational 
angles, and these angles will also be a topic of discussion when the IOD solutions are 
compared to the true orbital paths of the observed objects. 
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The next section will give a brief overview of the growing space debris problem, 
and some rationale behind choosing rocket debris as the test subject for this paper. 
2.3 Space Debris 
Since the launch of Sputnik in 1957, the number of objects in space has been 
tracked and catalogued, allowing for a better understanding on a global viewpoint of 
where all spacecraft and debris are located at any given time. Figure 2.5 shows the 
accumulation of Earth-orbiting objects that have been tracked on a year-to-year basis 
(greater than 10 cm in diameter for LEO, 1 meter in GEO). 
 
Figure 2.5: Space Debris Accumulation Over Time [2] 
 The last ten years have seen an approximate doubling of the objects being tracked 
in Earth-orbit, an alarming spike that has seen the total object count surpass 22,000 as of 
2019 [2]. This presents a multitude of problems, mainly with the potential risk of 
collisions between objects in space. Being able to accurately define the orbit of all debris 
in space is critical in preventing future collisions of satellites and debris, which can 
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damage or destroy active spacecraft, and can potentially create hundreds of new pieces of 
space debris as fallout of a collision.  
 When orbital collisions take place, such as the collision between Iridium 33 and 
Cosmos 2251 in 2009 (approx. 2000 pieces of debris > 10 cm in diameter were created) 
[24], tracking the fallout debris and resultant trajectories of all debris pieces that are 
generated by the collision is essential. Limited data will be available on the debris, and 
understanding the confidence to have in initial orbit determination results is an important 
factor when looking at warning active satellites of collision probabilities and allowing 
them time to perform an orbital maneuver to minimize the risk of collision [29]. 
Additionally, as the technology allows for it, smaller pieces of debris will be tracked and 
catalogued. When getting initial data back on uncatalogued debris objects, it is important 
to understand the accuracy of the orbit determination results based on your optical data 
input. 
 Optical orbit determination techniques work in a similar manner regardless of the 
object being observed, but the focus for the testing done in this paper will be rocket body 
upper-stage debris in LEO. This is due to a few reasons. First, the large size of rocket 
body debris makes them one of the easier groups of objects to observe from an optical 
facility, lending to them being one of the more readily available sources of data for 
debris. Next, rocket body debris is non-controlled, meaning that there is no chance that 
the object will perform any controlled maneuver that would alter the orbit. This ensures 
that the orbit determination methods that are used will not produce inaccurate results due 
to corrective maneuvering of the object. Lastly, rocket body stages are tumbling objects, 
meaning they will exhibit varying brightness magnitudes and other lighting issues when 
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observed with optical instrumentation [18]. Other groups of debris types are similarly in a 
tumbling state, making rocket bodies a good representation of debris in general. 
Analyzing rocket body debris will be representative of debris as a whole, and the results 
obtained from performing orbit determination on rocket bodies will be directly relatable 
to all debris types.  
While steps are being taken to limit the potential harm of space debris, it is 
impossible to completely eradicate the threat that all current debris pose to current and 
future space operations. The growing amount of debris in orbit is a mounting problem 
that needs to be well understood in order to preserve the future of space activity. Being 
well prepared for debris-creating events when they occur is one of the best ways to 
minimize the negative potential of the debris. The next section will discuss how systems 
centered around optical observation and orbit determination have been used to study 
space debris and increase our knowledge of the debris environment. 
2.4 Optical Orbit Determination 
Optical telescopes have been increasingly utilized in the application of spacecraft 
and debris tracking in recent years. Due to their inherent design, optical telescopes can be 
heavily affected by factors such as light pollution, weather, and atmospheric turbulence, 
so observational locations are often chosen based on limiting the negative effects that 
these factors can have.  
For any optical instrumentation, observational times in LEO are limited to when 
an object is sunlit and the observation location is dark, resulting in optical telescopes 
working in conditions of astronomical twilight: 1 to 2 hours before dawn, and 1 to 2 
hours after the sunset. Despite this limitation, optical surveys of LEO debris have been 
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well-studied since 1984 and thoroughly investigated over the past three decades, leading 
to an increased knowledge of the debris environment in the LEO regime [27]. 
In 1990, the space science branch at Johnson Space Center (JSC) worked towards 
improving the knowledge of orbital debris between the altitudes of 500 and 1100 
kilometers, with a majority of their optical observational data gathered from their 
Ground-Based Electro-Optical Deep Space Surveillance (GEODSS) telescopes in Maui, 
Hawaii and Diego Garcia, British Indian Ocean Territory [10]. These telescopes have an 
aperture of 1 meter, a field of view of 1.6 x 1.2 degrees, and a limiting magnitude of 16.0 
for stationary images, which denotes the brightness of the faintest object that can be seen 
by the telescope.  
Observational data was acquired one hour prior to morning nautical twilight, with 
5 minutes spent observing a standard star field, and the rest of the hour allocated to 
pointing the telescope at the zenith. These data tapes were then analyzed to identify all 
objects that passed through the field of view of the telescope, with a total of 80.9 hours of 
search time included in the analysis [10].  
Using the time, position angle, and the rate of motion of each object seen in the 
data tapes, many of the objects could be identified based on the predicted look angles 
when compared to the United States Air Force Space Command Catalog (SCC), a catalog 
of all known objects in space. If an object did not match any predicted look angles of the 
object’s in the SCC, the object was considered unidentified and not catalogued at the 
time. In total, the GEODSS telescopes identified 622 Earth-orbiting objects, 2649 
meteors, and 16 objects of uncertain identity over the approximate 81 hours of 
observation time.  
25 
 
One of the major findings of this project was that the SCC at the time was very 
incomplete, specifically in the LEO region. The comparison of the GEODSS 
observations compared to the Space Command Catalog is shown below in Table 2.1, 
taken from the paper detailing the findings of their work [10]. 
Table 2.1: Completeness of SCC in 1990 from GEODSS Observations [10] 
 
The comparisons are done for 200 km regions from 500 to 1100 km in altitude, as 
well as for various sizes of object (10-30 cm, 30-100cm, 100-200cm, >200 cm in 
diameter). Over the entire 500-1100 km range, the total completeness factor of the SCC 
was only 46%, meaning that only 46% of the objects seen by the GEODSS observations 
were matched to objects in the Space Command Catalog. The other 54% of the objects 
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were uncatalogued and not being tracked at the time. While 87% of objects between 100-
200 cm and 78% of objects greater than 200 cm were successfully identified using the 
SCC, a mere 26% of objects between 10 and 30 cm were a part of the catalog. The 
research done by JSC at the time highlighted a very large discrepancy between the 
catalogued debris and the actual amount of debris in orbit, and a lot of work has been 
done since 1990 to narrow this discrepancy.  
A more recent project was investigated in 2006 using the Michigan Orbital Debris 
Survey Telescope (MODEST) telescope in Chile, focusing on the feasibility of 
performing a survey of the GEO regime followed by immediate tracking of the objects 
surveyed to obtain more precise orbital parameters of the debris [1]. Tracking of objects 
after surveying can be critical in fully understanding the scope of debris in orbital 
regimes, as circular orbit assumptions are often made (as was the case for this project) for 
objects when performing initial orbit determination. This assumption falls apart for 
objects in highly eccentric geosynchronous transfer orbits (GTO), where the orbit only 
mimics a geostationary orbit while at apogee. Therefore, follow-up observations serve 
two purposes: to identify if an object is truly in a geostationary orbit, and to get a better 
orbital solution that takes into account more data than the mere ~ 5 minutes of orbital arc 
that are seen when the telescope is in survey mode. These 5 minutes are extremely minor 
compared to the full orbit that lasts approximately 1440 minutes, and any additionally 
observational data can strongly improve the accuracy of the orbit determination. 
The trial runs for this process of “Survey and Chase” were successful. Objects 
were located during the survey mode of the MODEST optical telescope, and initial orbit 
determination techniques gave the researchers orbital parameters of the object for which 
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they could use to spot the target again after approximately 1 hour had passed. For all 
near-circular objects, the objects were able to be identified after this time period had 
passed, giving them more orbital data to work with. This resulted in more accurate orbital 
parameters of these objects when compared to TLE data, specifically reducing the errors 
in inclination, right ascension of ascending node, and mean motion. However, for the 
elliptical objects, 1 hour between surveying and tracking proved to be too long, as the 
team was unable to find objects in elliptical orbits using this method. Their 
recommendation on improving the effectiveness of future studies is to shorten the delay 
between survey and chase in order to improve the chances of reacquiring the object after 
the survey phase.  
While ground-based observations of GEO objects are mostly done by optical 
facilities and equipment, radar is the predominant method of observation in LEO. Due to 
the fact that radar can be done continuously without the constraint of weather and lighting 
conditions, radar is often the traditional choice for LEO debris observation. In GEO, 
however, the capabilities of radar observation are more limited. Signal from a radar beam 
falls off as the fourth power of altitude, compared to only the second power for the 
reflected sunlight needed for optical observation. Additionally, optical observations for 
GEO objects can extend through most of the night, a less harsh limitation as compared to 
optical observations in LEO that can only occur for a couple of hours [27].  
As LEO debris is the subject of interest within this paper, it is important to 
understand the current work being done in debris observation for both radar and optical 
systems. One of the prominent radar systems used in orbital debris characterization in the 
LEO regime is NASA’s Goldstone Orbital Debris Radar, or Goldstone. The Goldstone 
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radar is a part of the larger Goldstone Deep Space Communications Complex, which is 
one of three sites that constitute the NASA Deep Space Network [22]. Nominally tasked 
with communicating with deep space missions, the radar has collected orbital debris data 
on an as available basis since 1993. Utilizing a 70-meter reflector antenna to transmit and 
a 34-meter reflector that listens for return signals off orbital debris, Goldstone operates in 
a fixed staring mode, not attempting to track any objects that pass through the radar 
beam. The Goldstone radar is capable of getting data for debris as small as 2 mm; this 
size range is still capable of inflicting significant damage to spacecraft through collisions, 
although it poses a much smaller risk for complete spacecraft loss compared to larger 
debris objects [22]. All of the observational data obtained from Goldstone is processed by 
Jet Propulsion Laboratory and delivered to the Orbital Debris Program Office at Johnson 
Space Center, where it can be utilized for better characterizing the debris environment in 
low-Earth orbit. 
A larger-scale radar system is being developed by LEOLabs, who are building a 
global network of radar arrays that can track orbital debris in LEO. With an emphasis on 
better understanding the smaller debris objects that are not currently tracked by the SSN, 
the radar network will be capable of detecting and tracking objects down to 2 
centimeters, whereas the SSN cutoff is 10 centimeters for the size of a tracked object in 
LEO. The first radar facility is operational in New Zealand, with more to follow that will 
allow for coverage of most orbital regimes in LEO [7]. LEOLabs plans to incorporate all 
of the data from their observational radar facilities into an orbital debris tracking service 
for satellite operators that will alert companies of any potential collisions with debris that 
could jeopardize a spacecraft’s safety. The work done by LEOLabs offers an interesting 
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commercial aspect to debris observation that can lead to an increased knowledge of the 
debris environment in LEO. 
While radar is very prevalent in the field of LEO debris observation, optical 
telescopes such as the Eugene Stansbery Meter Class Autonomous Telescope (ES-
MCAT) are still utilized in the LEO regime. The NASA ES-MCAT continues the optical 
observation tradition of NASA’s Orbital Debris Program Office which began in 1984. 
This includes the GEODSS telescopes, whose work in characterizing the LEO debris 
environment was described earlier. The primary focus of the ES-MCAT telescope is to 
statistically characterize under-sampled orbital regimes such as low-inclination LEO 
orbits, while also providing data that can help protect satellites and spacecraft in orbit 
[19]. Additionally, the observation facility has the objective of rapidly respond to any 
debris-creating event so that the fallout of the resultant debris can be understood as 
quickly as possible, allowing for immediate response to any other possible collisions. 
With the advantages of radar observation in LEO that have been discussed, the 
question lies in what benefits arise from LEO debris observation using optical telescopes. 
For radar systems that are tasked with providing updated observational data for all orbit 
types in LEO, a large infrastructure and multiple facilities are required to achieve this 
goal. This inherently comes with a high price tag, as building multiple large radar 
facilities at varying locations around the globe is not a trivial task by any means. Optical 
telescopes can thrive in improving debris knowledge in low-Earth orbit through specific, 
smaller mission goals that can be achieved from smaller, optical telescopes that are cost 
effective. This line of reasoning has given way to an effort in developing raven-class 
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optical telescopes, which can be capable of tracking objects at all altitudes while also 
detecting some of the fainter objects in orbit. 
Raven-class telescopes are not defined by any specific hardware, but by their 
small size and use of commercial off-the-shelf parts to achieve designated mission 
requirements. There has been extensive work on the use of global, Raven-class telescopes 
for use in improving Space Domain Awareness (SDA), which describes the ability to 
monitor the status of all objects in Earth-orbit, allowing for proper action to be taken in 
advance of any predicted threat of collision. These smaller telescopes are capable of 
tracking objects in any Earth-orbit, and their ability to work autonomously has led them 
to be used predominantly in the surveying and tracking of debris [6]. 
In 2001, a raven telescope at the Maui Space Surveillance Site became a 
contributing sensor for the Space Surveillance Network. In 2006, the Japan Aerospace 
Exploration Agency installed 0.35-meter Raven telescopes in their Mt. Nyusaka optical 
facility for help in detecting space debris smaller than 10 centimeters in LEO. 
Additionally, the United States Air Force has partnered with several institutions to create 
a global network of small-aperture telescopes known as the Falcon Telescope Network, 
which supports the improvement of SSA through astronomical research and satellite 
imaging [6]. The efforts of raven-class telescopes are a growing area of research for 
improving our knowledge of the debris environment, and their potential use in LEO 
debris observation, specifically with the application of cataloguing untracked space 
debris, will be the focal point of research for this paper,  
Lockheed Martin Space is one of the companies embracing the potential of 
Raven-class telescopes. Their Space Object Tracking facility uses raven-class telescopes 
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as its main form of optical observation, and more detailed information about their 
capabilities and other telescope specifications will be discussed in the next section. 
2.5 SpOT Facility 
Lockheed Martin Space’s Space Object Tracking (SpOT) facility, in the Santa 
Cruz mountains of California, has utilized small telescopes to observe space debris since 
becoming operational in 2012. The telescope suite at the SpOT facility consists of three 
1-m telescopes, which have two optical paths: a 1-meter primary mirror with a field of 
view of 0.25 degrees, and a secondary 0.106-meter spotter scope with a 0.7 degree field 
of view [35]. Together, in conjunction with the autonomous Distributed Observatory 
Manager for Enhanced SSA (DOMES) system, these telescopes operate on a priority-
based scheduler that helps maximize the observational efficiency of the LEO regime. The 
mounts for each telescope have the capability of slewing fast enough to track LEO 
objects, while the telescopes themselves have enough sensitivity to detect dim objects in 
GEO. This allows for optimal tracking of all objects in LEO during overhead passes, and 
a capability to locate many of the smaller pieces of debris that have low brightness 
magnitudes [35]. With the aforementioned characteristics, the SpOT facility exhibits 
great qualities in which to be a source of rocket stage debris data, and their partnership 
will be a tremendous help in helping achieve the goals of this paper. 
The SpOT facility was able to observe and collect data for over 3600 resident 
space objects (RSO) in 2018 alone, with RSO’s being defined as any natural or artificial 
object orbiting Earth. A quick summary of the performance of SpOT is shown in Table 
2.2, which comes from the published paper on the results of their work in 2018 [35]. 
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Table 2.2: Summary of SpOT Performance in 2018 [35] 
Total Observation Time 145 hours 11.6 minutes 
Total RSO’s Observed 3606 
Total Calibrated Detections 3,143,653 
Average Processing Time 2 min 42.5 sec 
 
With over 145 hours of observation time, the SpOT facility was capable of 
logging a significant amount of observational time to collect data on RSO’s such as 
rocket body debris. While the main focus during this time frame was to aid in improving 
SSA through observational data collection on objects that are currently tracked and 
catalogued, the facility (and potentially other facilities with similar architectures and 
optical capabilities) could be used alternatively to help catalog untracked debris. This 
possible secondary function of facilities that operate primarily using small, raven-class 
telescopes is something that would help improve current SSA, and the feasibility of such 
a function will be discussed further in the Results and Discussion section of the paper.  
With some general background information on initial orbit determination 
methods, space debris, historical examples of optical observation applied to orbit 
determination, and the SpOT facility, the next section will jump into the methodology 
used in accomplishing the project goals laid out earlier in the introduction. The methods 
and algorithms implemented, as well as explanations on why they were chosen for this 
project, will be expanded upon in the next chapter.  
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Chapter 3 
Methodology 
To begin the methodology section of this paper, it is important to first understand 
the system that was used at the SpOT facility during which the observational data from 
2018 was obtained. The first section will thus expand more on the specific processes and 
equipment used in the LEO debris observation and data collection at the SpOT facility.  
3.1 SpOT Facility Data Collection 
 Lockheed Martin Space’s Space Object Tracking facility was launched to help 
improve space domain awareness in any capacity possible, including efforts to be a 
testbed for advanced sensor research and development along with its operation as an 
observational SSA facility [35]. In 2019, an agreement was made between Cal Poly, San 
Luis Obispo and Lockheed Martin Space to transfer observational data from the SpOT 
facility to the aerospace department at Cal Poly for the application of educational 
research. This data transfer is the foundation for the research being conducted in this 
paper. Although the author of this paper was not directly involved in any of the data 
collection that produced the observational data that will be analyzed, the methods and 
instrumentation should still be understood such that future work can better utilize the 
results of this paper. A majority of this information will come directly from “LEO SSA at 
the SpOT Facility,” a publicly released paper depicting some of the accomplishments and 
methodologies of the SpOT facility during 2018 [35]. 
 It is important to note that the data transfer from Lockheed Martin Space and Cal 
Poly contained data from both 2018 and 2019; however, the observational data on rocket 
body debris, the focus of this paper, occurred during 2018. More specifically, this time 
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frame of observation begins in May 2018 and ends in December 2018, which 
encompasses all of the available rocket body debris data that was transferred to Cal Poly.  
 As discussed in Section 2.5 of this paper, the instrumentation at the facility 
consists of three telescopes, with two optical paths each. The observational data of rocket 
bodies from 2018 was collected using the second optical path, the 0.106-meter spotter 
scope. As part of the Raven-class telescope ideology, the spotter scope for each telescope 
is the commercially available Basler Aviator 2300 spotter scope. This spotter scope is a 
wide field tracking camera that measures the observational angles of the object that is 
being observed and tracked, and this data will be used with the initial orbit determination 
methods that will be developed in this chapter.  
 In 2018, the autonomous Distributed Observatory Manager for Enhanced SSA 
system that manages the facility’s telescope activities operated on a prioritization system 
that would task the telescopes to observe the brightest object in the sky for as long as it is 
visible. When one object’s visibility ended, the telescopes would be tasked with 
observing the next brightest object. In this way, the efficiency of the observational 
coverage in LEO was optimized, which is an important aspect of any optical facility due 
to the short time span in which objects are visible overhead. This prioritization scheme is 
the method in which the SpOT facility collected its data for the applicable time frame in 
2018, and because rocket body debris are large in size and thus have larger brightness 
magnitudes, the observational data from 2018 mainly consists of rocket body debris.  
 A high-level summary of the data collection process that occurs at the SpOT 
facility and the transfer of this data to Cal Poly for use in this paper is shown in Figure 
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3.1. The highlighted blue portion depicts the prioritization scheme that loops through 
observing the brightest object overhead during an observation period.  
 
Figure 3.1: SpOT Data Acquisition and Transfer to Cal Poly 
With a general understanding of the method in which the observational data was 
obtained, the next step is to understand the functions and algorithms that will be used to 
analyze this data. As mentioned previously, a few different IOD methods will be tested in 
order to determine which is the most accurate for the data provided by the SpOT facility. 
These methods can be encapsulated into three categories: traditional three-point IOD, 
iterative IOD, and assumed-circular orbit IOD. While the way in which these methods are 
applied have fundamental differences, each shares the similarity of being centered around 
Gaussian initial orbit determination. Due to the short orbital arc covered by each pass 
(less than one minute), Gaussian IOD was chosen as the best available option for 
achieving the highest levels of accuracy. Before going into how the different methods 
will utilize Gaussian IOD, the general formulation and algorithm of Gauss will be 
explained as a basis for all of the analysis to follow. 
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3.2 Gaussian IOD 
While most of the major steps in the Gaussian IOD formulation are shown below, 
some of the mathematical reduction and simplification steps are omitted. A more detailed 
derivation of all steps involved can be found inside David Vallado’s Fundamentals of 
Astrodynamics and Applications [33] or Howard Curtis’ Orbital Mechanics for 
Engineering Students [8], both of which were used as references for the formulation 
below.   
As mentioned previously, the Gauss IOD algorithm provides the basis for all IOD 
methods applied towards the SpOT data in the pursuit of accurate initial orbit 
determination. The steps below were all coded in MATLAB R2016b and validated using 
numerical examples from the two textbooks listed above to ensure that the function was 
error-free and working as intended.  
Previously discussed in Section 2.1, an angles-only IOD method such as Gauss is 
founded in the goal of solving for the positional vector of an observed object using the 
observer’s known location on Earth along with observational angles of an object at three 
different times. This can be represented by the following equations: 
 𝑟1⃗⃗⃗  = 𝑅1⃗⃗⃗⃗ +  𝜌1?̂?1                            (3.1a) 
  𝑟2⃗⃗  ⃗ = 𝑅2⃗⃗ ⃗⃗ +  𝜌2?̂?2                  (3.1b) 
𝑟3⃗⃗  ⃗ = 𝑅3⃗⃗ ⃗⃗ +  𝜌3?̂?3                (3.1c) 
 
 The final goal is to solve for an object’s positional vector, 𝑟  , which can be 
calculated as shown above if the site vector, slant range, and slant range unit vector 
(?⃗? , 𝜌, and ?̂? respectively) are known. To calculate the site vector, ?⃗? , a conversion can be 
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made from latitude, longitude, and altitude directly into a position vector in the ECI 
coordinate frame. These three values, often abbreviated LLA, are a known constant for 
any observation location. Knowledge of these values, as well as the time stamp for each 
observation, allows for a transformation directly into an ECI position vector for the site 
vector at the three observation times. For this algorithm, MATLAB’s lla2eci function 
was utilized as the method of transforming the LLA and time information into a site 
vector. 
 With the site vectors calculated, the next step is to calculate the slant range unit 
vectors, which are often referred to as the topocentric direction cosine vectors. These 
three unit vectors give the topocentric direction of the slant range vectors from the 
observation location, and are calculated directly using the observed angles of the object. 
The calculation for these vectors come from the matrix equation: 
[
?̂?1
?̂?2
?̂?3
]     =     [
cos(δ) cos(α)
cos(δ) sin(α)
sin(δ)
]                           (3.2) 
where δ is the declination angle of an observation and α is the right ascension.  
 With both the direction cosine vectors and the site vectors calculated, the 
remaining unknowns in Equations 3.1a-c are the slant range magnitudes and the three 
position vectors at each observation time. Calculation of the site vector and direction 
cosine vector are essentially universal between all angles-only IOD methods; the 
divergence between IOD methods occurs in their approach in calculating the slant range 
and position vectors. 
 Looking back at Equations 3.1a-c, there are a total of 12 unknowns with 9 scalar 
equations, thus assumptions must be made and other equations utilized in order to solve 
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for the position vectors. Gaussian IOD begins with the assumption that all three 
observations lie within the same plane. Most real-world data will not lie perfectly in the 
same plane, but for the purposes of short arc observational data this is a fair assumption 
to make. This assumption gives way to the following equation: 
𝑐1𝑟1⃗⃗⃗  +  𝑐2𝑟2⃗⃗  ⃗ +  𝑐3𝑟3⃗⃗  ⃗    =   0⃗                     (3.3) 
where the constants c can be solved for if the position vectors are known, and vise-versa. 
 The next step is to take the cross product of Equation 3.3, once with the first 
position vector and separately with the third position vector. This gives the following two 
equations: 
𝑟1⃗⃗⃗   𝑥 𝑟3⃗⃗  ⃗(𝑐1) =  𝑟2⃗⃗  ⃗ 𝑥 𝑟3⃗⃗  ⃗(−𝑐2)                     (3.4a) 
𝑟1⃗⃗⃗   𝑥 𝑟3⃗⃗  ⃗(𝑐1) =  𝑟2⃗⃗  ⃗ 𝑥 𝑟3⃗⃗  ⃗(−𝑐2)              (3.4b) 
 Additionally, a supplementary equation using Lagrange coefficients can be 
utilized that incorporates f and g functions. This provides two more equations that put the 
middle position and velocity vectors in terms of the first and last position and velocity 
vectors. Combining this relation with Equations 3.4a-b, and setting 𝑐2 equal to -1 for 
mathematical simplicity, the values for 𝑐1 and 𝑐3 can be rewritten as: 
𝑐1 = 
𝑔3
𝑓1𝑔3− 𝑓3𝑔1 
                        (3.5a) 
𝑐3 = 
−𝑔1
𝑓1𝑔3− 𝑓3𝑔1 
                 (3.5b) 
 With this new relation for both 𝑐1 and 𝑐3, the focus shifts to working with the 
Lagrangian coefficients in order to solve for the position vector. The next step is to 
introduce 𝜏𝑖, where 𝜏𝑖 is equal to 𝑡𝑖 − 𝑡2. In this equation, 𝑡𝑖 is equal to the time at 
observation point 1 or the time at observation point 3. These 𝜏𝑖 values are used in the 
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calculation for the first two terms of the series expansion for the Lagrange coefficients f 
and g. The Lagrange coefficients and 𝜏𝑖 functions can thus be expressed as: 
𝜏1 = 𝑡1 − 𝑡2                 (3.6a) 
𝜏3 = 𝑡3 − 𝑡2                 (3.6b) 
and 
𝑓1 ≈ 1 − 
𝜇
2𝑟2
3 𝜏1
2       (3.7a) 
𝑓3 ≈ 1 − 
𝜇
2𝑟2
3 𝜏3
2                  (3.7b) 
𝑔1 ≈ 𝜏1 − 
𝜇
6𝑟2
3 𝜏1
3                   (3.7c) 
𝑔3 ≈ 𝜏3 − 
𝜇
6𝑟2
3 𝜏3
3                   (3.7d) 
With expressions for the Lagrange coefficients in terms of all known values 
besides the position vector at 𝑡2, Equations 3.6a-b and 3.7a-d can be plugged into 
Equations 3.5a and 3.5b. This leaves the constants 𝑐1 and 𝑐3 in terms of only the time gap 
between observations and the soon to be solved vector 𝑟2. After some algebra and 
reduction of terms, these terms are simplified as: 
𝑐1  ≈   
𝜏3
𝜏
[1 + 
𝜇
6𝑟2
3 (𝜏
2 − 𝜏3
2)]               (3.8a) 
𝑐3  ≈  −
𝜏1
𝜏
[1 + 
𝜇
6𝑟2
3 (𝜏
2 − 𝜏1
2)]                (3.8b) 
where τ = 𝜏3 − 𝜏1 and μ is the gravitational parameter of the central body, Earth.  
 The next step is to derive expressions that allow for calculation of the slant-range 
values needed in Equations 3.1a-c. This process starts out by substituting Equations 3.1a-
c into Equation 3.3, and through some term rearrangement the following equation is 
obtained: 
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𝑐1𝜌1?̂?1 − 𝜌2?̂?2 + 𝑐3𝜌3?̂?3 = −𝑐1𝑅1⃗⃗⃗⃗ +  𝑅2⃗⃗ ⃗⃗ − 𝑐3𝑅3⃗⃗ ⃗⃗                      (3.9) 
 To solve Equation 3.9 for the slant range values, each side of the equation is 
multiplied by the cross-product of ?̂?2 and ?̂?3. With multiple cross products and dot 
products being used, intermediate variables can be introduced as a means to break the 
equation down into smaller, more easily trackable parts. These intermediate variables 
include: 
𝐷0 = ?̂?1 ∙ (?̂?2 𝑥 ?̂?3)                   (3.10a) 
𝐷 =  [
𝐷11 𝐷12 𝐷13
𝐷21 𝐷22 𝐷23
𝐷31 𝐷32 𝐷33
] =  [
𝑅1⃗⃗⃗⃗ ∙ (?̂?2 𝑥 ?̂?3) 𝑅1⃗⃗⃗⃗ ∙ (?̂?1 𝑥 ?̂?3) 𝑅1⃗⃗⃗⃗ ∙ (?̂?1 𝑥 ?̂?2)
𝑅2⃗⃗ ⃗⃗ ∙ (?̂?2 𝑥 ?̂?3) 𝑅2⃗⃗ ⃗⃗ ∙ (?̂?1 𝑥 ?̂?3) 𝑅2⃗⃗ ⃗⃗ ∙ (?̂?1 𝑥 ?̂?2)
𝑅3⃗⃗ ⃗⃗ ∙ (?̂?2 𝑥 ?̂?3) 𝑅3⃗⃗ ⃗⃗ ∙ (?̂?1 𝑥 ?̂?3) 𝑅3⃗⃗ ⃗⃗ ∙ (?̂?1 𝑥 ?̂?2)
]       (3.10b) 
 Through simplification of Equation 3.9 after the cross product of  ?̂?2 and ?̂?3 is 
applied to both sides, the slant range at the middle observation time can be expressed as: 
𝜌2 = 𝐴 + 
𝜇𝐵
𝑟2
3                          (3.11a) 
where 
𝐴 =  
1
𝐷0
(−𝐷12
𝜏3
𝜏
+ 𝐷22 + 𝐷32
𝜏1
𝜏
)               (3.11b) 
𝐵 =  
1
6𝐷0
[𝐷12(𝜏3
2 − 𝜏2)
𝜏3
𝜏
 + 𝐷32(𝜏
2 − 𝜏1
2)
𝜏1
𝜏
]             (3.11c) 
 Similar substitutions can be made to create expressions for 𝜌1 and 𝜌3, but the 
focus will remain on 𝜌2 which can help in solving for 𝑟2, the positional magnitude at the 
middle observation point. Equations 3.11a-c and 3.1b are employed in order to solve for 
𝑟2, which can be shown to equal the following 8
th-order polynomial equation: 
 𝑟2
8 + 𝑎𝑟2
6 + 𝑏𝑟2
3 + 𝑐 = 0             (3.12a) 
where 
𝑎 =  −(𝐴2 + 2𝐴𝐸 + 𝑅2
2)          (3.12b) 
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𝑏 =  −2𝜇𝐵(𝐴 + 𝐸)                   (3.12c) 
𝑐 =  −𝜇2𝐵2              (3.12d) 
𝐸 =  𝑅2⃗⃗ ⃗⃗  ∙ ?̂?2                   (3.12e) 
 The position magnitude at the middle observation can now be solved for by 
solving for the roots of the 8th-order polynomial equation shown in 3.12a. The correct 
root must then be chosen out of the 8 solutions that result from solving this equation. 
When looking at what 𝑟2 physically means, it is the position magnitude of the orbiting 
object in an ECI frame. The root must therefore be real, positive, and be an appropriate 
magnitude that is realistic for an orbiting body around Earth. This root is often the 
largest, positive real root that results from Equation 3.12a, but each root should be 
considered when choosing an appropriate solution for 𝑟2. For the work in this paper, the 
roots of this equation were solved for using MATLAB’s roots function, and an 
appropriate positive, real root was chosen as the solution for 𝑟2. 
 With 𝑟2 solved for, this value can be plugged directly into Equation 3.11a to solve 
for the slant range at the middle observation time, 𝜌2. 𝑟2 can also be plugged into 
equations for 𝜌1 and 𝜌3, so that all three slant range values are known at each observation 
time. With these values, all the values in Equations 3.1a-c are known and the position 
vector for each observation time can be calculated. 
 With the position vectors now calculated, the velocity vector at the middle 
observation point can be found through the expression: 
𝑣2 = 
1
𝑓1𝑔3− 𝑓3𝑔1
(−𝑓3𝑟1⃗⃗⃗  +  𝑓1𝑟3⃗⃗  ⃗)                         (3.13) 
 The position and velocity vectors at the middle observation point are now 
calculated, and an initial estimate of the object’s state is obtained. If only a rough 
42 
 
estimate is needed for an object’s state at a given time, these two values will provide a 
reasonable solution for the object’s position and velocity. If a higher accuracy solution is 
desired, an extended portion of Gauss IOD is available in which the position and velocity 
vectors are iterated upon until a tolerance is reached. This process involves solving for 
the exact expressions for the Lagrange coefficients f and g, using universal variables to 
aid in the solution. The slant range and c coefficients are re-solved using a more accurate 
solution for the Lagrange coefficients, and thus the position and velocity vectors can be 
iterated upon. This iterative process is ended when the change in slant range values 
reaches a chosen tolerance. The exact algorithm for this process will not be fully 
developed in this paper, but can be found in many references, including the 
aforementioned Orbital Mechanics for Engineering Students by Howard Curtis [8]. 
 Due to the fact that the analytical goals of this paper are founded in a pursuit of 
the highest possible levels of accuracy for IOD, all of the IOD analysis performed will 
include the extended portion of the Gaussian IOD algorithm. To balance a high degree of 
accuracy with a relatively short computational time, a tolerance of 1E-9 km in the change 
of calculated slant range values from one iterative step to the next was chosen as the 
stopping criteria of each Gaussian IOD solution. This correlates to a change in slant range 
of micrometers, which will be more than sufficient for ensuring this iteration helps to 
improve upon the accuracy of the initial solution. 
 The formulation of Gaussian IOD as explained above is no simple task, as the 
calculations and many variables involved lend themselves to simple errors that can be 
missed when the function is coded into MATLAB. As such, extensive time was spent on 
ensuring that all steps of the process were coded exactly as intended with no syntax or 
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other algebra errors present that might cause illegitimate results for initial orbit 
determination. The finished function allows for an initial estimate of an object’s position 
and velocity to be calculated with the following inputs: right ascension and declination 
angles at three unique observation times, the accompanying time stamp of each 
observation, the LLA of the observation site, and the gravitational parameter constant of 
Earth: 398,600 
𝑘𝑚3
𝑠2
.  
 Together with the rocket body debris data provided from the SpOT facility, this 
function will provide the foundation of the IOD analysis to come in the Results and 
Discussion section of the paper. The next major component of this analysis is the 
comparative metric that will be used to evaluate the accuracy of the IOD results. This 
comparative tool will be the historical TLE for the objects observed by the SpOT facility. 
3.3 TLE Comparison and STK 
 Briefly discussed in Section 1.1, a two-line element set represents an object’s 
orbital elements at a specific epoch time. These TLE sets are frequently updated in order 
to ensure the highest levels of accuracy, as perturbational effects can cause an object’s 
orbit to change substantially over a short period of time. An example of a TLE format is 
shown in Figure 3.2. 
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Figure 3.2: TLE Format and Structure [12] 
 A majority of the important values for any object are listed in a TLE set, including 
parameters such as the object ID, its inclination, eccentricity, RAAN, epoch time of the 
TLE, etc. While this information is beneficial in understanding the general orbital 
elements of an object at a certain time, TLE data is updated at irregular intervals and 
cannot specifically be requested for any specific epoch time of interest. For the purposes 
of the IOD error analysis in this paper, it will be necessary to understand the elements at 
the specific time that an object is observed so that the comparison between the known 
TLE orbital solution and the IOD solution is as accurate as possible. Additionally, a TLE 
posting only lists orbital elements, and these will need to be converted into position and 
state velocity vectors for direct comparison to an IOD solution as well.  
 The best method in which to translate an object’s TLE information at one epoch 
time to a specific time of interest is to propagate the object’s orbital elements forward or 
backwards to the exact time of observation. To achieve this, use of AGI’s Systems Tool 
Kit 11 (STK) will be applied in order to propagate the TLE orbit to the exact observation 
time of the observed rocket body debris. STK is a versatile program that allows for many 
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different research and space mission planning projects, including extensive options for 
the creation of orbital scenarios for real or hypothetical space objects.  
If the object is a tracked object by the SSN that has its TLE sets posted to 
websites such as Celestrak regularly [13], STK will have the object in its database and its 
orbit can be directly loaded into the program. STK has all historical TLE data of these 
objects retrievable through the AGI server, so an object’s orbit can be updated if chosen 
by the user. For example, if the scenario in STK was set to begin on October 1st, 2018 at 
12:00:00 UTC, STK would automatically load in the closest TLE data prior to this start 
date, and propagate forward to this time using the SGP4 orbital model (which as 
discussed in section 1.1, should be chosen as the propagator in order to maintain the 
highest levels of accuracy for any TLE data). If this object’s orbit was then to be 
propagated forward to October 31st, 2018 at 12:00:00 UTC, STK would automatically 
update the object’s referenced TLE set for any point in that period when another 
historical TLE data set was available in STK’s standard object database [28]. In this way, 
the propagated solution keeps the highest level of accuracy as possible, which is the most 
important factor when creating a comparative metric in which to base all of the IOD 
analysis upon.  
One important factor to be aware of when propagating any object with 
perturbational effects included is the mass, size and orientation of the object as it orbits 
Earth. This can have a direct effect on the magnitude of perturbational forces such as drag 
and solar radiation pressure, so adding in any specific knowledge on the studied rocket 
body debris properties can help in further refining the TLE propagation. For all studied 
rocket bodies in this paper, research was conducted into the approximate dimensions and 
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dry mass of each object, and estimated inertia matrices were calculated assuming a solid 
cylindrical shape for each object. Additionally, each object was modeled with a spin rate 
of 10 revolutions per minute about nadir to simulate tumbling. This spin rate 
approximation stems from work on the spin rate of Ariane 5 rocket body debris done by 
Kimberly Andersen, where five rocket bodies were observed and seen to have a sidereal 
rotation period from 5 to 20 revolutions per minute depending on the specific rocket body 
being observed [3]. This information was used as an input for the SGP4 propagation of 
all TLE data used in this paper, and the specific values used are recorded in Appendix A. 
The final step is to obtain the position and velocity vectors and orbital elements at 
this time, which is accessible through STK’s Report Manager. A summary of the 
procedural process taken to obtain the TLE orbital elements at a desired time is shown 
below in Figure 3.3. 
 
Figure 3.3: Overview of TLE Orbital Element Retrieval in STK 
 With both a layout of the Gauss IOD methodology employed to obtain initial orbit 
determination results on SpOT data, and a method in which to gather comparative orbital 
parameters from TLE data, the next step is to begin the data processing for all rocket 
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body data from the SpOT facility. The methodology in which the data was parsed and 
processed before IOD analysis was undertaken will be the focus of the next section. 
3.4 Data Processing 
 The data transferred to Cal Poly for use in this paper is private information of 
Lockheed Martin Space, and as such the specific formatting and entirety of the data 
cannot be released publicly. However, a brief summary of the process in which this data 
was processed is important in understanding the inputs of optical data that will be used in 
the IOD analysis to follow.  
 The rocket body debris data from SpOT was already reduced to angles-only 
observational data through the data transfer to Cal Poly. As mentioned in Section 3.1, this 
data spanned from May 2018 to December 2018. The first step was to isolate each 
observed rocket body debris object by their respective NORAD identification number. 
With each object separated, each individual pass of data for each object could begin to be 
identified. To isolate one pass of data from another, a function was created that would 
identify the point in a grouping of data where the time step to the next row of data 
exceeded a maximum time; for the purposes of LEO observation, this value was set to 20 
minutes, as no data from one pass in LEO can contain a time gap of 20 minutes between 
observations from one optical facility. 
 Data from 15 different rocket bodies that had been observed by SpOT was made 
available for use in this paper. Most of these objects had dozens of passes worth of data 
in which to analyze; however, the observational time period for one pass of an object 
ranged anywhere from a few seconds up to one minute in length. An IOD solution that 
only uses observations spanning a few seconds would be highly inaccurate, as this 
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correlates to only a tiny fraction (< 0.1%) of the object’s entire orbital path. During 
preliminary data testing, IOD results using observational data that lasted only a few 
seconds were highly inconsistent and inaccurate compared to the longer observation 
times. This led to the decision to only perform analysis on object’s where the observation 
time exceeds 50 seconds.  
A lower threshold would give more inaccurate results than desired, and does not 
give a realistic representation of the observational capabilities of the SpOT facility. A 
higher threshold would limit the analysis to only a few objects, as the maximum 
observational period from the available data was approximately 60 seconds long. The 50 
second threshold balanced the two factors of wanting accurate results while still having a 
large enough sample size for worthwhile analysis. All in all, there were 50 instances of 
object passes with observation times in the 50 to 60 second range, and these 50 
observational passes constitute the data for the results and discussion to follow. As 
mentioned previously, the original data available was of 15 rocket bodies, but only nine 
of these rocket bodies had observational passes that met this 50 to 60 second range. Thus, 
nine rocket bodies and 50 total passes will encompass the final analysis of the paper. 
With the entire data set narrowed down to 50 observational passes, investigation 
into the quality of data within these data sets occurred to ensure that there was reasonable 
and expected trends in the data, especially for the observational angles. The optical 
system at SpOT is capable of gathering rapid observational data on the order of fractions 
of a second between data points. Unexpected spikes due to instrument error or data 
collection error are always a possibility, and these irregularities could potentially cause 
errors in the initial orbit determination of the debris.  
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Figure 3.4 shows the most common data abnormality that needed to be amended 
before the data could be used. Any data that trailed off at the beginning or the end of a 
pass is most likely representative of the object still being acquired by the telescope, or 
where the telescope is losing acquisition of the object near the end. These sections of data 
were omitted from each of the 50 data sets (when an inconsistency occurred) in order to 
ensure only true observations of an object were included.  
 
Figure 3.4: Unfiltered Observation Data for R/B 00694 
 The filtering of data led to one of the 50 chosen data sets dropping down to 
49.875 seconds of observation time. This data set is still included in the analysis of this 
paper, as the slightly shorter observation time was deemed to be sufficiently close enough 
to the 50 second threshold as to not significantly affect the comparative results of the 
IOD methods. With all of the data filtered for any inconsistencies, the IOD methods can 
be applied and the accuracies compared with the TLE solutions previously developed. 
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The next section will explain the first method of initial orbit determination applied to the 
data, a simple three-point IOD.  
3.5 Three-Point IOD 
 The simplest method applied to the data supplied by SpOT is a Gauss IOD 
algorithm wherein only 3 data points are used to calculate an initial orbit. To maintain 
consistency between all the data sets, a common time gap between observations needed 
to be chosen. This was done so that all IOD results would work with a common 
observation time, allowing for a more direct comparison of the accuracies from one test 
case to another. To keep all 50 data sets that lasted between 50 and 60 seconds included, 
the common time gap for the three-point IOD solutions was chosen as 50 seconds.  
 The three observations chosen are the first data point that occurs at t = 0 seconds, 
the second data point that contains the data point closest to t = 25 seconds, and the last 
point chosen as the closest data point to t = 50 seconds. While an exact data point did not 
always occur at exactly 25 and 50 seconds, the variance was less than a tenth of a second 
for all test cases, and will not create a identifiable difference in the IOD solutions 
between data sets.  
 For all 50 observational sets, this 50 second timespan was used as the first IOD 
solution using the observational data (with the exception of one test case that will use 
49.875 seconds), and the results will be discussed in the Results and Discussion section. 
While a three-point Gauss IOD solution is a suitable method in which to gather an 
estimate of an object’s orbital parameters, using more than three points can help improve 
the accuracy of the results. The method employed in this paper in which to utilize more 
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of the observational data points is an iterative scheme that will be discussed in the next 
section. 
3.6 Iterative Approach  
 The SpOT telescope system is capable of tracking and recording data for 
observations at an extremely fast rate, resulting in hundreds and sometimes thousands of 
data points for one object during an overhead pass. After preliminary testing with the 
three-point IOD method described above, an initial takeaway was that the IOD orbital 
solution when using three points over such a short time span gave extremely inconsistent 
results. One IOD solution using three points at t = 0, 25, and 50 seconds may give a poor 
result as compared to the TLE solution, whereas using the subsequent data points at t = 
0.025, 25.025, and 50.025 gave a much more accurate result, despite no apparent 
difference in the quality of these data points. An iterative approach to the data was 
created in order to refine the accuracy of the IOD results by using as many data points as 
possible, aiming to reduce the inconsistency seen from one three-point IOD solution to 
the next. 
The basis of this method involves grouping the beginning, middle, and end 
sections of one data set into three separate groups. The first group of data at the 
beginning will only be used as the first point in a three-point IOD solution, the second 
grouping in the middle will only be used as the second point of the IOD solution, and the 
third grouping will only be used as the third point of the IOD solution. By performing a 
three-point IOD solution for every combination of data points in groups 1, 2 and 3 and 
averaging these solutions at a shared epoch, a more accurate result could potentially be 
achieved. 
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 To better understand this, it is best to look at a specific example of how this was 
implemented. The data set for one pass of an SL-3 rocket body debris (NORAD ID 
00877) lasted 59.1 seconds, and contained 1183 observation points with a separation of 
0.05 seconds between each data point. This data was then grouped into three groups: 
group 1 contained the first 50 data points from t = 0 to t = 2.5 seconds, group 2 contained 
the 50 data points from t = 25 to t = 27.5 seconds, and group 3 contained the 50 data 
points from t = 50 to t = 52.5 seconds. For simplicity, let the data in group 1 be 
represented by the values 1.1, 1.2, up to 1.50, the data in group 2 be represented by 2.1 up 
to 2.50, and the data in group 3 be represented by 3.1 up to 3.50.  
With the data separated, the process of iterating through each combination of 
these data groups can begin. Starting with the grouping [1.1, 2.1, 3.1], Gauss IOD was 
used to calculate a three-point IOD solution for the object. The next grouping would be 
the data points [1.1, 2.1, 3.2], and a separate result using Gauss IOD is calculated. This 
process iterates through all possible combinations of the three groupings of data, which in 
this example would be 50x50x50 iterations, or 125,000 iterations and 125,000 unique 
IOD solutions from one observational set of data. At this point, all of these solutions can 
be propagated back to a single time at t = 0 seconds (which is the first point of the data 
set after the processing that was described in Section 3.4), and their position and velocity 
magnitudes averaged to create one nominal IOD estimate for the object. Because of the 
short timespan needed for propagating each solution (around 25 seconds), a two-body 
propagative model is used to propagate each solution to the initial observation time, as 
perturbational effects should be negligible.  
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An important note to make is that this iterative process takes time, as running 
through 125,000 iterations of the Gauss IOD algorithm is no trivial task. 125,000 
iterations were completed after 50 minutes had elapsed, so the capability of this process 
is 2,500 iterations per minute. The 50-minute time span to run this method is still well 
below the time frame of when an object would again be visible (with LEO orbits 
averaging 90-100 minutes in orbital period, and thus sufficient time would still be left 
over in which to prepare for tracking when an object becomes visible again. 
Because both the number of data points and the gap between data points was not 
uniform for all of the data provided by the SpOT facility, a consistent method of grouping 
each set of data was difficult to achieve. The goal was to group data into three sets of 50 
observation points for the iterative method, however, sometimes less points needed to be 
chosen in order to maintain an approximate 50 second gap for each IOD iteration. No 
single iteration calculated an IOD solution using less than 45 seconds of orbital arc, nor 
greater than 55 seconds of orbital arc, so as to keep the results comparable to the initial 
three-point IOD solutions that spanned 50 seconds of orbital arc. Additionally, with some 
data sets only lasting around 51 or 52 seconds in length, the number of data points 
available for the third grouping was limited, and less iterations could be achieved. An 
overview of the groupings and iterations chosen for all 50 data sets is shown below in 
Table 3.1. With some limitations in certain data sets, nearly 80% of the data could still be 
iterated on 125,000 times while maintaining the requirements mentioned above. 
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Table 3.1: Grouping of Data for Iterative IOD Scheme 
 
This iterative process was used for each data set in order to create a second IOD 
estimate termed the iterative IOD solution, as compared to the first IOD estimate that will 
be described and referenced as the three-Point IOD solution. An overview of the 
methodology used in creating the iterative IOD solution is shown below in Figure 3.5. 
 
Figure 3.5: Summary of Iterative IOD Scheme 
3.7 Assumed-Circular Orbit IOD 
 The final scheme for IOD that will be applied to the SpOT data and analyzed for 
its accuracy is an assumed-circular orbit (ACO) IOD. As seen in its name, this method 
will assume that the object being observed is in a circular orbit, and the IOD estimate will 
Data Point Groupings Number of Occurrences Number of Iterations 
11 x 11 x 11 2 1,331 
25 x 25 x 25 1 15,625 
30 x 30 x 30 2 27,000 
40 x 40 x 40 6 64,000 
50 x 50 x 50 39 125,000 
Entire Set of 
Data 
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50 Points 
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t = 25 for 
Group 2  
50 Points 
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t = 50 for 
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 Gauss IOD 
Performed for 
Combinations 
of Data Points 
All IOD 
Solutions 
Propagated 
Back to t = 0 
Iterative 
Solutions 
Averaged to 
One Solution 
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be forced into an orbit that is approximately circular. On the surface, this appears to only 
be beneficial if the object being observed is known to be in a near circular orbit. 
However, as will be shown in the Results section of this paper, an object does not need to 
have a zero eccentricity for an ACO solution to give a good estimate of an object’s orbit. 
 The fundamental change that is needed in order to transition from a traditional 
Gauss IOD towards an ACO Gauss IOD lies within the velocity vector solution that 
results from the Gauss method itself. After solving for the position vector, the velocity 
vector is calculated using the mathematical relationships previously discussed in Section 
3.2. This velocity vector has no bounds on it, and the magnitude and direction of this 
vector along with its accompanying position vector can gave a solution that has any range 
of eccentricities. 
 To force the solution into a circular outcome, the first step is to look at the 
position vector output of the Gaussian IOD solution. If the object was in a circular orbit, 
the velocity magnitude can be calculated using the equation: 
𝑣𝑐𝑖𝑟𝑐𝑢𝑙𝑎𝑟 = √
𝜇
𝑟𝑚𝑎𝑔
                    (3.14) 
where μ is the gravitational parameter of Earth and 𝑟𝑚𝑎𝑔 is the magnitude of the position 
vector. 
 This equation gives the magnitude of velocity of the object if assumed to be in a 
circular object. In order to obtain a velocity vector, not just a magnitude, it is required 
that a unit vector is obtained for the direction that the velocity vector is pointing in. With 
the magnitude and unit vector, the velocity vector can be obtained through the following 
relationship: 
?⃑?  =  𝑣𝑐𝑖𝑟𝑐𝑢𝑙𝑎𝑟 ∙ 𝑣                             (3.15) 
56 
 
where ?⃑? is the desired ACO velocity vector, 𝑣𝑐𝑖𝑟𝑐𝑢𝑙𝑎𝑟 is the magnitude obtained in 
Equation 3.14, and 𝑣 is the unit vector that needs to be calculated. 
Fortunately, the unit vector can be obtained directly from the velocity vector of 
the original Gauss solution before any circular assumptions were made. The velocity 
vector result that stems from the IOD solution will have a certain magnitude and unit 
vector that correlates to the orbital solution arrived upon. This unit vector is 
representative of the direction that the object’s velocity is pointed, and can be used in 
Equation 3.15 to obtain the desired velocity vector of the object under an assumed-
circular orbit restriction.  
Together with the original position vector solution of the Gauss IOD algorithm, 
this new velocity vector results in an orbital solution for the observed object that is 
approximately circular. In order to obtain the highest level of accuracy possible using this 
method, its application towards the data was combined with the iterative approach 
discussed in the previous section. The assumed-circular orbit IOD results will also 
incorporate the same iteration of data points of the iterative method, but apply the ACO 
assumption to the velocity vectors before averaging the iterative IOD solutions at the 
initial observation time. As will be seen in Chapter 4, the iterative approach results in 
better accuracies for the position vector of the object, and thus utilizing the iterative 
approach as part of the ACO method will allow for more accurate IOD solutions from the 
ACO approach. Figure 3.6 summarizes the steps made in order to arrive upon an ACO 
initial orbit determination solution. 
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Figure 3.6: Summary of ACO IOD Scheme 
 With the three major IOD methods fully developed, the data provided by SpOT 
can be used to gather results for the accuracies of each method compared to the TLE 
solutions. Before jumping into these results and the accompanying discussion of these 
IOD schemes, there are two more important methods in which the SpOT data will be 
analyzed. The first of these methods incorporates the inherent pointing accuracy errors 
within the optical system at the SpOT facility directly into an IOD solution, and its 
methodology will be developed in the following section. 
3.8 Instrument Error 
 For any telescope system, there will be some magnitude of accuracy that be 
achieved in its pointing. For the SpOT system, the accuracy of the mount model for the 
telescopes was evaluated using observations of stars within the Hipparcos star catalog 
[35]. The pointing error with respect to Azimuth and Elevation was less than 400 
arcseconds and less than 100 arcseconds, respectively. For the purposes of the error 
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analysis, these two values will serve as an approximation for the pointing accuracy of 
SpOT optical system.  
 When converted to degrees, the pointing error can be calculated to be 0.1̅ for the 
azimuth angle and 0.027̅ for the elevation angle. As previously stated in Section 3.2, 
however, the analysis of this paper is based on right ascension and declination angles of 
the observed objects. The pointing errors in azimuth and elevation thus need to be 
converted into right ascension and declination pointing errors. To calculate the 
uncertainty of a value in terms of several functions (in this case, azimuth and elevation), 
the general formula is [25]: 
𝜕𝑞 =  √(
𝜕𝑞
𝜕𝑥
𝜕𝑥)
2
+ . . + (
𝜕𝑞
𝜕𝑧
𝜕𝑧)
2
                       (3.16) 
where q is the uncertainty value to be solved for, and the variables x, z, and any others 
needed are the measured values that are known. First looking at solving for the 
declination uncertainty, q can be replaced by declination (δ), x can be replaced by 
azimuth (Az), and z can be replaced with elevation (El). This turns Equation 3.16 into the 
following:  
𝜕𝛿 =  √(
𝜕𝛿
𝜕𝐴𝑧
𝜕𝐴𝑧)
2
+ (
𝜕𝛿
𝜕𝐸𝑙
𝜕𝐸𝑙)
2
                       (3.17) 
where 𝜕𝐴𝑧 and 𝜕𝐸𝑙 are the pointing errors of the telescope system for azimuth and 
elevation that are known. This leaves two unknowns: the partial derivative of declination 
with respect to azimuth, and the partial derivative of declination with respect to elevation. 
Equation 3.18a shows the equation to solve for declination in terms of azimuth, elevation 
and latitude (φ), with their respective partial derivatives shown in Equations 3.18b and 
3.18c. 
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𝛿 =  𝑠𝑖𝑛−1(sin(𝐸𝑙) ∙ sin(𝜑) + cos(𝐸𝑙) ∙ cos(𝜑) ∙ cos(𝐴𝑧))                (3.18a) 
𝜕𝛿
𝜕𝐴𝑧
= 𝐶1   ∙  (cos(𝐸𝑙) cos(𝜑)sin (𝐴𝑧))                    (3.18b) 
𝜕𝛿
𝜕𝐸𝑙
=  𝐶1   ∙  (cos(𝐸𝑙) sin(𝜑) − sin(𝐸𝑙) cos(𝜑) cos(𝐴𝑧))           (3.18c) 
where 𝐶1 = √
2
2 − 2𝑠𝑖𝑛2(𝐸𝑙)𝑠𝑖𝑛2(𝜑) − sin(2∙𝐸𝑙) sin(2∙𝜑)cos(𝐴𝑧) − 2𝑐𝑜𝑠2(𝐸𝑙)𝑐𝑜𝑠2(𝜑)𝑐𝑜𝑠2(𝐴𝑧)
. 
 With these expressions developed, they can be plugged into Equation 3.17 to 
solve for the uncertainty of the declination angle. However, the two partial derivatives in 
Equations 3.18b and 3.18c are both dependent on specific values of azimuth, elevation, 
and latitude. As the desired output of this process is an average error in the accuracy of 
declination, the next step is to plug in a range of values for azimuth and elevation 
(latitude of the observation location will remain a constant), and take the average error in 
declination as the final result in which to use.  
 To choose which range of values to iterate through before taking an average, the 
minimum and maximum values from the SpOT data set were calculated. In elevation, the 
values ranged from 24.4236 degrees as a minimum up to 85.652 degrees as a maximum. 
As such, 100 equally spaced values between these two boundary conditions were created. 
Similarly, 100 equally spaced values were created between the minimum and maximum 
values in azimuth from the entire SpOT data set available, which was found to be 0.0012 
degrees at a minimum and 359.9994 degrees at a maximum.  
With these two vectors created, the values could be substituted into Equations 
3.17b and 3.17c, and iterated upon for each combination of values of azimuth and 
elevation. With 100 points in each of these two variables, 10,000 iterations occur and 
10,000 approximations of the partial derivative with respect to azimuth and elevation are 
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found. These approximations are then averaged to obtain a singular value that can be 
substituted into Equation 3.16, and the error in declination is now approximated.  
A similar process is used to solve for the error in right ascension, with the two 
differences being the equation for right ascension is used instead of the equation for 
declination, and new partial derivatives are solved for with respect to azimuth and 
elevation. These two derivations result in the two nominal error values shown below in 
Table 3.2 for right ascension and declination. 
Table 3.2: Pointing Error in Right Ascension and Declination 
 
  
With these two values obtained, they can be used as a method to check if there is 
any inherent bias within the raw observational data. To perform this analysis, each data 
set can be re-run through an IOD method twice: once with the pointing errors in right 
ascension and declination added to the raw data, and again with these errors subtracted 
from the raw data. If the solutions are more accurate for either of these two methods, then 
a conclusion on a possible bias in the pointing of the telescopes can possibly be reached.  
This analysis makes the assumption that any possible pointing error is consistent 
for each pass of data; either all of the data is skewed to the positive pointing error, or all 
of the data is skewed to the negative pointing error. This requires that the pointing error 
for the system is something that was not changing from data point to data point for a 
single pass, but was rather consistently biased in one direction or another for the entirety 
of a data set for an object during one overhead pass. The results of this portion of the 
analysis will be discussed Chapter 4. 
Angle Measurement Approximate Pointing Error 
(degrees) 
Right Ascension 0.1203 
Declination 0.0917 
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A summary of the methodology used in both finding and utilizing the pointing 
errors of the SpOT telescope system is shown in Figure 3.7. 
 
Figure 3.7: Telescope Pointing Error Methodology Summary 
3.9 Lambert’s Problem 
 The last major portion of this paper addresses the notion of improving on IOD 
accuracy when multiple passes of data are utilized in creating an orbital estimation of an 
object. As mentioned in the preface, the main goal of an IOD solution is to reach a level 
of accuracy that may not be perfect, but allows for an object to be found again on 
successive passes wherein the object’s IOD results can be refined and better understood. 
There are many methods in which to utilize multiple passes worth of data to refine orbital 
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estimates, but this paper will focus on use of the Izzo-Gooding Lambert’s solution, and 
look specifically at the increase in orbital accuracy that can be achieved when a second 
pass of data is obtained for an object.  
 Often posed as an initial orbit determination problem, Lambert’s problem boils 
down to solving for the orbital path between two known position vectors with a known 
time of travel between these two points. In the context of this paper, this can be seen as 
having the IOD solution of two position vectors from two separate passes of data, with a 
known time difference between these two solutions, and solving for the orbital path 
between these two solutions. Although there are already velocity vector solutions at these 
two points from the Gaussian IOD method, these velocities are often highly inaccurate as 
a result of having no range or range-rate information on the object, as well as a very small 
orbital arc to work with. The position vectors, however, are comparatively more accurate 
than the velocity vectors (as will be seen in the Results section to follow), and utilizing 
their accuracy with a Lambert’s solution can be very beneficial in refining an orbit 
estimation.  
 There are many different solutions and methods developed that solve Lambert’s 
problem in different approaches, but the scheme that will be utilized in this paper is the 
Izzo-Gooding method. The Izzo-Gooding Lambert formulation allows for data from 
multiple passes to be used if a specified number of revolutions is known, whereas many 
other methods only work when the data is separated by less than one full revolution of the 
object. The number of revolutions between the two observation points can best be found 
by using the period of the two IOD estimations and dividing this number by the total time 
elapsed between the position vectors. This value will approximate revolutions completed, 
63 
 
and rounding this number down to the nearest integer will give the number of full orbits 
completed that is needed for the Izzo-Gooding method. 
 The formulation of this Lambert’s solution is fully developed and explained in 
R.H. Gooding’s paper titled “A Procedure for the Solution of Lambert’s Orbital 
Boundary-Value Problem” [9]. The specific code that was used on MATLAB to utilize 
this method was downloaded from Mathworks’ MATLAB file exchange [23]. Developed 
by Rody Oldenhuis, the code developed implements the Izzo-Gooding Lambert’s 
solution into MATLAB for use with any data set. 
 The inputs for the function are simple: two position vectors, the time of flight 
between the two position vectors, the number of complete revolutions that have been 
completed between the two position vectors, and the gravitational parameter of Earth. 
The two position vectors that will be inputs are the position vectors of two IOD solutions 
from two different observational passes of an object, which will be calculated using the 
iterative method that was previously developed in this chapter. The outputs are the 
velocity vectors of the orbital solution at both the first and second position vectors. 
 The Izzo-Gooding Lambert’s solution will be applied to two consecutive 
observational passes of one object that occur within the same observation period, as any 
single-pass initial orbit determination solution was found to be too inaccurate to find an 
unknown object multiple full orbits into the future. While not a frequent occurrence, data 
can be obtained twice during one observational period for the same object, and can 
feasibly be done successfully for most LEO objects (which will be expanded upon further 
in Section 4.8.3). Consecutive passes of data were obtained twice from SpOT out of the 
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50 data sets (two sets of two observational passes), and these two examples will be 
analyzed in the Results and Discussion section. 
 A summary of the procedural efforts towards refining IOD results with the Izzo-
Gooding Lambert’s solution is shown below in Figure 3.8. 
 
Figure 3.8: Summary of Izzo-Gooding and Multi-Revolution Methodology 
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Chapter 4 
Results and Discussion 
The Results and Discussion section will be grounded in the main goals that were 
laid out in Section 1.2. The major goal is to determine the feasibility of using short-arc 
optical observation data to help in the cataloguing of untracked debris objects. This will 
be investigated using the methods that were developed involving Gaussian IOD: three-
point IOD, iterative IOD, and ACO IOD. Deciding which of these methods is most 
accurate and translatable to potentially tracking uncatalogued debris will be the first step 
in analyzing the feasibility of such an endeavor. Additionally, the pointing accuracy of 
the SpOT system will be analyzed for any conclusions that can be made on the potential 
effect this can have on the IOD results. Finally, with an understanding of the feasibility of 
performing IOD for one pass of an object, there will be a short investigation into the IOD 
refinement that can be achieved if a second pass of data is obtained for an object, using 
the Izzo-Gooding Lambert’s solution. 
4.1 Observational Data Summary 
 50 sets of data were analyzed with the IOD methods discussed and include 
observations of nine different rocket bodies. A complete list of the observational data 
used is shown below in Table 4.1. 
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Table 4.1: Overview of Observational Data  
*All data from 2018, time rounded to nearest second  
**Originally longer than 50 seconds, had to be truncated 
 due to data trail off at end (See Section 3.4) 
 
 As previously mentioned, the data range for all rocket body data from SpOT fell 
between May and December of 2018. All 50 of the passes that were at least 50 seconds in 
length occurred more specifically between October 19th and December 11th of 2018. This 
two-month observation period provides the data set that will be analyzed in this chapter. 
Before going into the accuracy achieved by the different IOD methods, a discussion on 
the reliability of Gauss IOD will occur in Section 4.2. 
 
NORAD 
ID 
Test 
Case 
Observ. Start 
(UTC)* 
Obs. Time 
(sec.) 
NORAD 
ID 
Test 
Case 
Observ. Start 
(UTC)* 
Obs. Time 
(sec.) 
694 1 19-Oct 11:32:10 58.725 3230 26 29-Oct 13:43:10 58.570 
694 2 19-Oct 13:20:03 58.725 3230 27 8-Nov 02:01:58 59.275 
694 3 20-Oct 11:28:53 58.875 5118 28 23-Oct 13:32:19 53.000 
694 4 20-Oct 13:16:15 58.200 5118 29 24-Oct 03:21:43 59.325 
694 5 21-Oct 11:25:38 58.000 5118 30 29-Oct 13:52:32 59.200 
694 6 22-Oct 11:22:24 56.250 5730 31 7-Nov 12:56:34 58.550 
694 7 23-Oct 11:19:14 50.400 5730 32 8-Nov 02:11:48 58.200 
694 8 8-Nov 03:04:21 59.100 5730 33 9-Nov 02:09:23 58.350 
694 9 13-Nov 02:47:03 58.950 5730 34 16-Nov 01:52:26 59.325 
694 10 11-Dec 14:05:04 52.500 5730 35 17-Nov 01:49:59 58.500 
877 11 22-Oct 02:25:10 59.100 5730 36 18-Nov 01:47:32 59.150 
877 12 22-Oct 12:45:53 58.450 12139 37 22-Oct 01:50:17 58.200 
877 13 23-Oct 03:06:48 58.200 12139 38 31-Oct 13:01:05 50.000 
877 14 23-Oct 11:48:50 49.875** 12139 39 1-Nov 12:06:51 58.875 
877 15 24-Oct 02:07:13 58.050 22830 40 20-Oct 03:24:15 57.575 
877 16 25-Oct 02:48:59 59.150 22830 41 23-Oct 03:31:37 59.375 
877 17 26-Oct 01:49:17 58.525 22830 42 25-Oct 04:10:18 58.450 
877 18 27-Oct 02:31:11 59.200 22830 43 26-Oct 03:39:46 59.325 
877 19 29-Oct 02:13:25 58.800 22830 44 27-Oct 03:09:23 57.550 
877 20 26-Nov 03:17:43 59.050 22830 45 28-Oct 04:18:28 58.050 
2802 21 29-Oct 03:33:05 55.000 22830 46 29-Oct 03:47:54 59.650 
2802 22 30-Oct 02:51:58 58.500 22830 47 31-Oct 02:47:12 58.300 
2802 23 30-Oct 13:19:47 56.250 22830 48 8-Nov 03:44:09 51.250 
2802 24 1-Nov 03:17:18 58.750 29507 49 13-Nov 02:49:02 56.600 
2802 25 1-Nov 13:34:05 58.625 29507 50 15-Nov 02:50:10 59.200 
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4.2 Reliability of Data and Gauss IOD 
 While Gauss IOD was chosen for this project due to its inherent success with 
providing accurate IOD solutions with limited orbital arc, there are drawbacks for the 
method. Gauss’ method draws mixed reviews from the astrodynamics community due to 
the fact that although it does work well with closely grouped data, its original application 
of studying interplanetary objects does not always lend itself to working without error for 
Earth-bound objects [33]. Out of the 50 above data sets, five of the IOD results returned 
with no solution or orbital solutions with eccentricities greater than 1, which represents a 
hyperbolic orbit for an object that would eventually leave Earth’s sphere of influence. 
Out of these five data sets, three give hyperbolic orbits and two result in a Not a Number 
(NaN) solution. Figure 4.1 shows the forward-propagated results of Test Case 13, which 
is one of the three test cases which resulted in a hyperbolic IOD solution. 
 
Figure 4.1: Test Case 13 Propagated Orbit Solution 
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 The IOD solution and the true orbital path from TLE data are propagated 8 hours 
forward using a simple two-body propagator model to highlight the large error present in 
the IOD solution. The true orbital path of the object is that of NORAD ID 00877, which 
is in a near-circular orbit in LEO. Using the iterative method, the IOD solution results in 
a hyperbolic trajectory that is not representative of the target object’s orbit, and the 
trajectory of this orbit will continue until leaving Earth’s sphere of influence. The large 
error in this solution can also be seen through comparison of the right ascension and 
declination angles of the two orbits over time, which is shown in Figure 4.2. 
 
Figure 4.2: Test Case 13 Right Ascension and Declination Angles 
 The right ascension and declination angles are shown plotted for the first 90 minutes 
past the initial observation time of the rocket body debris. During the first few minutes of 
propagation, the angles line up fairly well with each other, with this time correlating to the 
portion where the two orbits initially have similar trajectories. This quickly falls apart 
around the 5 to 10 minutes mark, however, as the true orbit of the object begins to orbit 
back around Earth, while the IOD solution continues outward on its hyperbolic trajectory 
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shown in Figure 4.1 The right ascension and declination angles degrade in accuracy 
between the IOD and true observation angles, highlighting the prominent error in this 
particular test case. 
The data for Test Case 13, and the other four high-error or no-solution test cases, 
had similar trends in its right ascension and declination data from SpOT as compared to 
the test cases that gave accurate IOD results. Additionally, the elevation angles were not 
unique compared to the other examples, in that none of the passes were directly overhead, 
nor close to the horizon. All of the algorithms that went into creating an IOD solution for 
these five data sets are identical to the ones used in the other 45 sets of data, so time was 
spent investigating if there was any error in the functions that could have caused this. 
Unfortunately, no discernible error was found in any of the code that could have been 
identified as the root cause of the five solutions given poor or no results. As discussed in 
Section 2.1, the Gauss IOD method has the limitation of potential singularity issues that 
can occur, which is a likely cause for the two test cases that give NaN solutions. When 
the observation line-of-sight vector from the ground facility to the object is plotted 
alongside the orbital plane of the true orbit of the object for these two test cases, the 
vector can be seen to lie very close to the orbital plane of the target object. These two test 
cases likely fail due to the singularity issue that can occur in the solution of the Gauss 
IOD method. 
The root cause of the three hyperbolic orbital solutions is more uncertain. The 
problem possibly stems from the data itself, or more likely the limitations of the Gauss 
method with respect to observing Earth-bound objects. The original application of Gauss 
was interplanetary studies, so although it can provide very accurate results for short-arc 
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observational data, the method is not robust enough to work without flaw for all possible 
inputted observation parameters.  
For the results that follow, these five data sets (three hyperbolic and two NaN 
solution sets) will be excluded, but the impact this has on the results will be touched upon 
again in the future work chapter at the end of the paper. Referencing Table 4.1, the five 
data sets that did not produce quality results are Test Cases 13, 24, 27, 38, and 40. The 
numbering scheme will remain consistent throughout the rest of the paper, keeping the 
same numbering convention as shown in Table 4.1 despite these 5 sets not being included 
in the results and discussion to follow. 
With this clarification, the next section will showcase the results and some 
discussion for the application of the three-point IOD scheme to the data. 
4.3 Three-Point IOD  
 The three-point IOD method is the simplest way to obtain an IOD result, and the 
results gathered from its application gave way to the other schemes that hoped to improve 
upon the accuracy of these results. For all 45 data sets that were tested with this method, 
the resultant IOD state vector and pertinent orbital elements can be compared to the state 
vector and orbital elements of the TLE solution, which will be treated as the true orbit of 
the object being observed. The specific results of all 45 test cases can be seen in 
Appendix B, while a summary of the results is shown in Table 4.2 and Table 4.3.  
 Table 4.2 shows the error of the IOD solution with respect to the position and 
velocity vector at the first observation point of the three-point IOD solution. Compared to 
the true orbit generated by the TLE propagation of each object on STK, the mean error of 
the 45 test cases in positional magnitude is around 76.3 kilometers, which results in an 
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approximate 1.07% error. The velocity of the solutions was noticeably more inaccurate, 
with the mean velocity magnitude error at nearly 0.5 km/s and a percent error of more 
than 6%. With such a short orbital arc, it is extremely difficult to nail down the velocity 
magnitude, as a small error in the observational data can become magnified when trying 
to generate the velocity vector and magnitude for only 50 seconds of orbital arc coverage.  
 In addition to the mean error and mean percent error, it is important to look at the 
median error as well. A few of the test cases gave results that were more erroneous than 
the averages seen in the mean error of Table 4.2. These outlier results skew the mean 
errors of the three-point method upward. The median error was noticeably lower than the 
mean, with an approximate 57.5 km error in positional magnitude as compared to the 
76.3 km mean error. Additionally, the velocity magnitude is much lower in the median 
error, at around 0.3 km/s and less than 4% error.  
Table 4.2: Three-Point IOD State Error 
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Mean 
Error 40.3192 41.1584 29.0229 76.3196 0.2380 0.2009 0.2933 0.4654 
Median 
Error 37.0397 24.5848 12.4925 57.5351 0.1462 0.1249 0.1646 0.2966 
 Rx  
(%) 
Ry  
(%) 
Rz  
(%) 
Rmag  
(%) 
Vx  
(%) 
Vy  
(%) 
Vz  
(%) 
Vmag  
(%) 
Mean 
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% Error 1.1783 0.5686 0.3272 0.8029 4.8865 4.2519 3.8947 3.9051 
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Table 4.3: Three-Point IOD Orbital Elements Error 
 
 Looking at Table 4.3 and the error in orbital elements between the IOD and TLE 
solutions, the inclination, RAAN, and argument of latitude are all very low in error, with 
less than half a degree of error in both the mean and median of the results. This is 
important to note, as these three variables help to define the orbital plane of the observed 
object. At the very least, the orbital plane is being defined correctly by the IOD results, 
which helps to validate that the method is working correctly. For all 45 test cases and 
each IOD method, the orbital plane of the IOD solution is accurate to the true orbit of the 
object. There are much higher errors seen in elements such as eccentricity and period, 
however. Perhaps the most important orbital element to keep track of throughout these 
results is going to be the orbital period of the various methods. The goal of the IOD 
results is to provide an accuracy that allows for the object to be observed again on a 
future pass. If the solution is 12 minutes off in orbital arc, such as shown in the median 
error of the three-point IOD solutions in Table 4.3, then trying to observe the object on 
the next pass will be difficult as the object will not be where expected. A 12 minute 
delay, coupled with the rotation of the Earth below the object, will cause the object to 
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pass overhead at different look angles than calculated, and if these do not fall within the 
field of view of the telescope, then a second pass of data cannot be obtained.  
 To better understand the results of the three-point method, two test cases will be 
analyzed for their respective IOD accuracies. These two test cases can later be compared 
with the iterative and ACO results, allowing for a clearer understanding of the difference 
in accuracies between the methods. These two examples will be Test Cases 14 and 18, 
which are both observational passes of the rocket body debris object with NORAD ID 
00877, as shown in Table 4.1.  
The results of Test Case 18 for the three-point method will be discussed first, with 
the results of this specific example shown in Table 4.4 in terms of the orbital elements of 
the real orbit and the IOD solution. 
Table 4.4: Test Case 18 Three-Point IOD Results 
 
 Test Case 18 is one of the more accurate examples of the three-point IOD results. 
The inclination, RAAN, and argument of latitude are all very low in error, with fractions 
of a degree separating the IOD results and the true orbit of the object in terms of these 
variables. The orbital period is fairly close to the true orbital period as well, with less than 
a five-minute difference between these two values. To better visualize how these 
differences manifest themselves in the full orbit of the IOD solution, the real orbit and the 
IOD orbit were plotted and are shown in Figure 4.3. 
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True Orbit 
53092.5331 64.9762 280.1659 44.1887 0.0073 7072.1717 98.6482 
Three-
Point Orbit 53936.6077 65.2196 280.4204 44.2062 0.0255 7303.1829 103.5209 
Numerical 
Error 844.0747 0.2433 0.2545 0.0175 0.0182 231.0112 4.8727 
Percent 
Error 1.5898 % 0.3745 % 0.0909 % 0.0397 % 248.7350 % 3.2665 % 4.9395 % 
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Figure 4.3: Test Case 18 Three-Point IOD Orbital Plot Comparison 
 These full orbital paths of the true orbit and the IOD solution were created 
through a two-body propagative model to highlight the differences between the two 
orbits. The IOD solution matches the true orbital plane very well, which makes sense 
given the low error in the inclination, RAAN, and argument of latitude. Near the time of 
observation, the orbits line up nearly exactly at the scale shown; the differences in the 
orbital paths becomes more evident as the orbit is propagated forward, as the IOD 
solution orbit extends further outward than the true orbit of the object. This difference 
comes as a result of the difference in velocity magnitude for the IOD solution at the 
observation time compared to the true velocity of the observed object. The velocity 
component of the IOD solution is one of the most difficult things to calculate with 
precision, and any slight error in the velocity vector becomes evident when looking at the 
full orbit of the IOD solution. In this case, the velocity of the IOD orbit is greater than 
that of the real object at the initial solution time, and thus the orbit will extend further out 
than the true orbital path. Being able to accurately determine the velocity vector will be 
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one critical aspect of obtaining an accurate IOD solution that accurately depicts the true 
orbit of the object. 
 An important method of comparison for all test cases is to look at the right 
ascension and declination angles of the IOD and real orbits over time, looking for similar 
trends in these two observational angles that will help determine if the results of the IOD 
method will be accurate enough to allow for the target object to be observed again during 
a subsequent pass overhead. The plot of the right ascension and declination angles over 
time for Test Case 18 are shown in Figure 4.4. 
 
Figure 4.4: Test Case 18 Three Point IOD Observational Angles Over Time 
 Similar to how the two orbits initially line up very well in Figure 4.3, both the 
right ascension and declination angles overlap for a considerable amount of time when 
the object’s orbits are propagated forward. Around the 40th minute mark, the variance 
begins to show, however, and the two angles for the IOD solution begin to drift away 
from the true observation angles for the rocket body. Because the IOD solution has a 
longer period than the true orbit of the object, the right ascension and declination angles 
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begin to fall behind the angles of the true orbit. A similar trend can be seen in right 
ascension and declination for both the true orbit and IOD orbit, with a similar peak in 
right ascension and declination occurring at similar magnitudes, but shifted in time due to 
the orbital period error. Looking at declination specifically, the peaks occur at very 
similar magnitudes between the 100 and 110 minute marks, but occur approximately 5 
minutes apart from each other. Analyzing the right ascension and declination errors will 
be the focal point of discussion for Section 4.8, where the feasibility of target 
reacquisition is examined. 
 As previously stated, the results exhibited by Test Case 18 are on the more 
accurate end of the spectrum with regard to the three-point IOD method, with an orbital 
period error below 5 minutes, compared to the mean error of 27 minutes. The main issue 
with the three-point method is the large variance in results, with some being fairly 
accurate, while others were much more inaccurate. Table 4.5 shows the results of Test 
Case 14 using the three-point method, which are noticeably less accurate than the 
previous example.  
Table 4.5: Test Case 14 Three-Point IOD Results 
 
 The orbital plane for this example is once again defined with a high level of 
accuracy, with fractions of a degree separating the inclination, RAAN, and argument of 
latitude of the two orbits. However, the eccentricity of the true orbit is very near-circular, 
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True Orbit 
53100.945 64.9858 290.7007 144.2532 0.0072 7074.3973 98.6948 
Three-
Point Orbit 57637.161 65.4619 290.9158 144.9573 0.1603 8554.0367 131.2250 
Numerical 
Error 4536.2161 0.4762 0.2151 0.7041 0.1531 1479.6394 32.5302 
Percent 
Error 8.5426 % 0.7328 % 0.0740 % 0.4881 % 2139.7910 % 20.9154 % 32.9605 % 
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whereas the IOD solution has a calculated eccentricity of over 0.16, which is a fairly 
elliptical orbit. The issue here can once again be traced back to the velocity vector at the 
solution time, which is significantly greater in magnitude than the real orbit. This leads to 
the orbital period error of approximately 32.5 minutes. The effect this has on the entire 
orbital solution can be seen in Figure 4.5. 
 
Figure 4.5: Test Case 14 Three-Point IOD Orbital Plot Comparison 
 The IOD orbit solution, with an orbital period that is 32.5 minutes greater than 
that of the true orbit, extends much further out than the true orbit. The orbital paths are 
similar near the point where the observation and subsequent IOD solution takes place, 
and the orbital planes match well, but the larger orbit is something that was a common 
occurrence using the three-point method. A comparison of the right ascension and 
declination angles over time is shown in Figure 4.6 to further highlight the error for this 
particular test case. 
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Figure 4.6: Test Case 14 Three Point IOD Observational Angles Over Time 
 The right ascension and declination angles for the IOD and real orbits have some 
commonality near the beginning, but this quickly dissipates at around the 20-minute 
mark. The longer orbital path of the IOD solution results in a similar trend in the two 
angles, but at a much slower rate, as the peaks in both observation angles for the IOD 
solution occur more than 30 minutes after the real orbit. The difference between the 
angles is much larger than what was observed for Test Case 18, where the orbital solution 
was more accurate in capturing the entire orbit of the observed rocket body. One thing to 
note is that the apparent drop in right ascension is not really a sudden change in this 
angle; due to the way it is defined, when the right ascension angle becomes greater than 
360 degrees, it goes back down to zero degrees. The continuous plot connects these two 
points, making it seem as if a sudden change in right ascension occurs, when this is not 
actually the case. 
 One important takeaway from the three-point IOD results is that despite some 
larger errors in the velocity magnitude and orbital period, the positional magnitude and 
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orbital plane are accurately solved for. Additionally, the median error of the test cases 
may be of more importance due to outlier IOD solutions that skew the mean error to be 
higher than the results are truly indicative of. The two analyzed test cases show that 
although there are some examples where the three-point method performed well, many of 
the solutions were highly inaccurate, with test case 14 specifically having an orbital 
period error greater than 30%. 
The three-point IOD results give some quality insight into the strengths and 
weaknesses of optical initial orbit determination with a short arc, but the results are more 
than likely not accurate enough to find an object again on a subsequent pass. The iterative 
IOD scheme was developed to utilize more of the data points for each observational pass, 
and hopefully refine the results that are seen for the three-point IOD technique.  
4.4 Iterative IOD 
 The iterative scheme is beneficial in that it helps to mitigate the effects that any 
one erroneous IOD solution has on the resultant orbit estimation. With 125,000 IOD 
iterations averaged (sometimes less iterations were done due to data limitation, as 
depicted in Table 3.1), the singular result at the end should in theory be more 
representative of the true orbit of the object. The results of the iterative IOD process that 
was described earlier in Section 3.6 are shown in Table 4.6 and Table 4.7, with all the 
results for each test case in Appendix B.  
 Employing the iterative approach, there is a significant increase in accuracy when 
comparing the IOD and TLE-propagated solutions. The positional magnitude error is 
down to 42 kilometers at the median, at an error of 0.56%. The velocity magnitude is also 
more accurate, down to an error of 0.18 km/s error and a percent error below 2.5%. A 
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more comprehensive comparative chart will follow later in Section 4.7 that compares all 
of the IOD methods and their resultant errors in IOD solutions. 
Table 4.6: Iterative IOD State Error 
 
Table 4.7: Iterative IOD Orbital Elements Error 
 
 The inclination, RAAN, and argument of latitude are of similar accuracy as 
compared to the three-point method, with the error in both the mean and median on the 
order of tenths of a degree for each element. With all three of these variables, the 
difference between the three-point and iterative method is very marginal, with less than 
0.05 degrees in median error separating each of the three variables for both methods. 
There is a substantial difference, however, between the three-point and iterative IOD 
methods. The mean error went down from 27 minutes to 15 for the iterative method, and 
the median went from nearly 12 minutes down to 8 minutes. This represents a 33% 
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increase in accuracy with respect to the period of the IOD solution for the median error. 
This is a significant increase in accuracy when attempting to try and locate and track an 
object again in the future, but this is still a sizable error to try and overcome when 
propagating an object’s orbit forward.  
 To better understand the difference in accuracy achieved from the three-point 
method to the iterative method, Test Cases 14 and 18 will again be analyzed, this time 
using the iterative IOD results. Table 4.8 shows the iterative IOD results compared to the 
true orbit of the observed rocket body debris for Test Case 18. 
Table 4.8: Test Case 18 Iterative IOD Results 
 
 Test Case 18 was one of the more accurate three-point IOD examples out of the 
45 data sets tested, and this accuracy is further improved upon through use of the iterative 
method. The orbital plane is defined accurately, and the orbit period error is 
approximately 1.7 minutes, compared to nearly 5 minutes for the three-point method for 
the same test case. By incorporating more data points and averaging all IOD solutions to 
one nominal solution, the iterative method is successful in improving the accuracy of the 
IOD results for this data set. Similar to the three-point method, the right ascension and 
declination angles were calculated for the propagated iterative solution and the real orbit, 
and are shown in Figure 4.7. 
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53092.5331 64.9762 280.1659 44.1887 0.0073 7072.1717 98.6482 
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Figure 4.7: Test Case 18 Iterative IOD Observational Angles Over Time 
 The increase in accuracy of the iterative method for Test Case 18 can be seen in 
the plots of right ascension and declination angles. The real orbit and iterative IOD 
solution mirror each other for a longer time, and the eventual drift that can be seen to 
occur around the 60th minute is much less pronounced than it was for the three-point 
method. The trend in these angles are very much similar, and the time shift between the 
real and IOD solutions is much smaller. The iterative IOD solution for Test Case 18 
would yield better results for attempting to observe the target object again during a 
second overhead pass. 
Table 4.9: Test Case 14 Iterative IOD Results 
 
 h 
(𝑘𝑚
2
𝑠
) 
i 
(deg.) 
Ω 
(deg.) 
u 
(deg.) 
e a 
(km) 
T 
(min) 
True Orbit 
53100.945 64.9858 290.7007 144.2532 0.0072 7074.3973 98.6948 
Iterative 
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The iterative method’s IOD results for Test Case 14 are shown in Table 4.9. For 
the three-point method, this test case highlighted the large errors in the IOD solution that 
were prevalent in many of the three-point solutions. The iterative method is successful in 
reducing the error for the three-point IOD solution significantly. The orbital plane 
elements have a similarly low error, while the orbital period error drops from over 32 
minutes to under 10 minutes when comparing the three-point method to the iterative 
approach, an approximate 70% reduction in orbital period error. This is a drastic 
reduction in error that likewise reduces the error in right ascension and declination 
between the real and IOD solution orbits, which are shown in Figure 4.8. 
 
 
Figure 4.8: Test Case 14 Iterative IOD Observational Angles Over Time 
 The right ascension and declination angles as a result of using the iterative 
method still have large errors between the IOD solution and real orbit, but are higher in 
accuracy than the three-point method results from Figure 4.6 that were earlier discussed. 
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The shift in time is much shorter for when the IOD solution’s right ascension and 
declination angles peak compared to the true orbit, reduced from around 30 minutes using 
the three-point method down to 10 minutes for the iterative method. This will be an 
important factor in the feasibility of debris cataloguing that will be discussed in Section 
4.8.  
Overall, the iterative scheme represents a considerable increase in overall 
accuracy for the IOD results. Using the iterative method, 36 of the 45 test cases were 
either more accurate or of similar accuracy when the orbital solutions were directly 
compared to the three-point IOD results. It will be analyzed in Section 4.8 if this increase 
in accuracy will provide the level of accuracy needed for subsequent target acquisition 
after the IOD of an object’s first pass. Before going into the results of the ACO IOD 
method, the results of incorporating the pointing accuracy of the SpOT telescopes will be 
presented and discussed. 
4.5 Pointing Error Iterative IOD 
 As developed in Section 3.8, the pointing accuracy of the telescope system at 
SpOT can possibly impact the accuracy of the IOD results if a discernible bias is 
identified in either direction. To see if this is the case, each data set was re-run using the 
iterative IOD scheme once by adding the pointing error value to each right ascension and 
declination observation angle, and again by subtracting the pointing error value to each 
angle. The results of this analysis can be seen below in Table 4.10 through Table 4.13. As 
with the other methods, the full results of each test case will be located in Appendix B. 
 Looking at the positive bias scenario in Table 4.10, adding on the pointing error to 
the data made the accuracy of both the positional and velocity magnitudes marginally 
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worse as compared to the normal iterative scheme. The negative bias results in Table 4.11 
are marginally better than the iterative scheme, with slight increases in accuracy of the 
mean and median error for the positional and velocity values, except the median velocity 
magnitude, which dropped in accuracy. 
Table 4.10: Positive Bias Iterative IOD State Error 
 
Table 4.11: Negative Bias Iterative IOD State Error 
 
 Moving on to the orbital elements, the positive bias results show a similar 
increase in error across the board as compared to the original iterative method, with the 
mean error in period jumping from 15% to 19%, and the median period error going up a 
percentage point as well. The other variables showed a similar trend of increased error in 
both the mean and median. The negative bias method brought the mean error of all 
variables down noticeably, but the median error increased for all variables. The negative 
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 Rx  
(%) 
Ry  
(%) 
Rz  
(%) 
Rmag  
(%) 
Vx  
(%) 
Vy  
(%) 
Vz  
(%) 
Vmag  
(%) 
Mean 
% Error 1.9938 0.7373 0.4293 0.6754 4.6303 4.5979 3.9092 3.7739 
Median  
% Error 0.6013 0.5612 0.2286 0.5750 3.4071 3.1040 2.7932 2.6174 
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bias method was beneficial in that it reduced the errors that were present in some of the 
outlier data sets present, but it shifted the results to be more inaccurate overall. With 
these results, it is clear that there is no discernible bias that affected all of the data sets 
equally over the entire observational period.  
Table 4.12: Positive Bias Iterative IOD Orbital Elements Error 
 
Table 4.13: Negative Bias Iterative IOD Orbital Elements Error 
 
 While the overall results of the 45 test cases did not show a drastic improvement 
for either the positive or negative bias methods, looking at each specific test case may be 
of use to observing an object again after all. For the iterative method, there are now three 
IOD solutions for each object: the positive bias solution, the negative bias solution, and 
the unaltered iterative solution. Despite not one of these solutions showing a substantially 
more accurate orbital estimation than the others, it could be possible that at least one of 
 h  
(𝑘𝑚
2
𝑠
) 
i  
(deg.) 
Ω  
(deg.) 
u  
(deg.) 
e a 
(km) 
T 
(min) 
Mean 
Error 2903.4133 0.2339 0.4034 0.2112 0.0878 873.6102 19.2523 
Median 
Error 1571.2478 0.2105 0.3808 0.1059 0.0308 441.8197 9.3886 
 h  
(%) 
i  
(%) 
Ω  
(%) 
u  
(%) 
e  
(%) 
a  
(%) 
T  
(%) 
Mean 
% Error 5.4473 0.3956 0.1663 0.3580 5240.5442 12.2141 19.1756 
Median 
% Error 2.9600 0.2664 0.1225 0.2021 282.7291 6.1351 9.3423 
 h  
(𝑘𝑚
2
𝑠
) 
i  
(deg.) 
Ω  
(deg.) 
u  
(deg.) 
e a 
(km) 
T 
(min) 
Mean 
Error 2148.8465 0.1487 0.2801 0.1788 0.0654 581.2750 12.3584 
Median 
Error 1578.6218 0.1182 0.2890 0.1389 0.0408 413.9761 8.9034 
 h  
(%) 
i  
(%) 
Ω  
(%) 
u  
(%) 
e  
(%) 
a  
(%) 
T  
(%) 
Mean 
% Error 4.0324 0.2651 0.1138 0.3139 3928.4245 8.1353 12.3300 
Median 
% Error 2.9383 0.1817 0.0920 0.1667 429.9590 5.6975 8.6669 
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the three is highly accurate for any given data set. Figure 4.9 shows the three different 
iterative schemes and their solutions for Test Case 11, the first observational data set for 
rocket body debris 00877. 
 
Figure 4.9: Three Iterative Scheme Solutions for Test Case 11 
 Figure 4.9 shows that the three iterative solutions create a sort of “region” of 
solutions, with the unaltered iterative IOD solution bounded on either side by the positive 
and negative bias IOD solution. In this test case, the real orbit of the object falls within 
this region, and the negative bias IOD solution is very close to the real orbit of the object. 
Looking at specific orbital elements for these solutions, the unchanged iterative solution 
is off by more than 3 minutes in orbital period, but the negative bias solution’s period 
error is less than 0.6 minutes. All three solutions are once again very accurate in 
inclination, RAAN, and argument of latitude.  
 With these three solutions, the next logical question would be which solution 
should the telescope be pointed at to find the object during the next pass? Fortunately, the 
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SpOT facility houses three telescopes, and thus is capable of looking at the predicted look 
angles at the rise times for all three solutions in hope of at least one having the object 
pass through the field of view of the telescope.  
Unfortunately, only 12 of the 45 test cases that this approach was tested on result 
in the real orbital solution falling within the bounded region of the three iterative 
solutions such as in Figure 4.9, with an additional 4 test cases where the real orbit was 
located right outside of this region. Test Case 45 is an example of this approach where 
the real orbit falls right outside the region of solutions created by the three different 
iterative approaches, and is shown in Figure 4.10. 
 
Figure 4.10: Three Iterative Scheme Solutions for Test Case 45 
 The true orbital path of the target rocket body debris lies just outside of the 
bounded region, closest to the positive bias iterative solution. The problem with this 
approach lies in the fact that only 16 of the 45 test cases result in the true orbital path 
falling within or near the region created by the three solutions, and there is little 
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consistency on which of the three solutions will provide the best results. For some test 
cases, adding the pointing error to the data proved to result in a more accurate IOD 
estimate, while for others subtracting this error was more beneficial. Thus, there is not a 
clear and consistent pointing bias that can be identified within the tested data sets that can 
help provide better results than the iterative approach with the unaltered data. 
Nonetheless, using the pointing error to create the two extra IOD solutions, and utilizing 
all three IOD solutions with the three telescopes at the SpOT facility, can potentially be a 
method to increase the feasibility of cataloguing debris if no better method can be found. 
The next section will discuss the results of the last IOD approach applied to the data, the 
assumed-circular orbit method. 
4.6 ACO IOD 
 The last initial orbit determination approach that will be applied to all of the data 
is the ACO scheme, which, similar to the iterative method, iterates through many IOD 
solutions and averages to one nominal solution. The difference for this method comes 
from the circular orbit that each IOD iteration is forced into before being averaged to the 
single nominal IOD solution. Each object and the ACO results for each individual pass 
are located in Appendix B, with a summary of these results shown in Table 4.14 and 
4.15.  
 The ACO results for the positional magnitude are very similar to the iterative 
method, with the ACO being a few kilometers more accurate. There is a large increase in 
accuracy for the velocity vector and magnitude compared to the iterative method, with 
the mean percent error going from 4.36% down to only 1.30%, and the median error 
going from 2.46% to 0.84%. A less than 1% error for the median velocity is very accurate 
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given the short orbital arc available, and the positional magnitude median error of around 
0.55% is accurate as well. 
Table 4.14: ACO IOD State Error 
 
 With regard to the orbital elements, the ACO method saw similar accuracies for 
inclination, RAAN, and argument of periapsis as the other methods. The big increase in 
accuracy can be seen in the angular momentum, eccentricity, semi-major axis, and orbital 
period, all of which are closely related. As compared to the iterative method, the mean 
orbital period error is down to 3.01 minutes from 15.19, and the median error is only 1.55 
minutes compared to the previous error of 8.04 minutes. These are substantial jumps in 
accuracy from the iterative method, which will increase the likelihood of being able to 
find an observed object again in the future.  
Table 4.15: ACO IOD Orbital Elements Error 
 Rx  
(km) 
Ry  
(km) 
Rz  
(km) 
Rmag  
(km) 
Vx  
(km/s) 
Vy 
(km/s) 
Vz  
(km/s) 
Vmag 
(km/s) 
Mean 
Error 26.7379 29.9692 23.9676 54.2964 0.0499 0.0551 0.0408 0.0977 
Median 
Error 18.2560 22.8255 12.5605 39.3891 0.0351 0.0371 0.0204 0.0631 
 Rx  
(%) 
Ry  
(%) 
Rz  
(%) 
Rmag  
(%) 
Vx  
(%) 
Vy  
(%) 
Vz  
(%) 
Vmag  
(%) 
Mean 
% Error 2.1868 0.8827 0.5694 0.7606 1.8974 2.4831 1.3149 1.3014 
Median  
% Error 0.5491 0.6084 0.3176 0.5496 1.2166 1.3283 0.5490 0.8441 
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(𝑘𝑚
2
𝑠
) 
i  
(deg.) 
Ω  
(deg.) 
u  
(deg.) 
e a 
(km) 
T 
(min) 
Mean 
Error 525.7630 0.1821 0.3252 0.1709 0.0078 142.7796 3.0124 
Median 
Error 270.4590 0.1459 0.3312 0.1145 0.0044 73.3114 1.5479 
 h  
(%) 
i  
(%) 
Ω  
(%) 
u  
(%) 
e  
(%) 
a  
(%) 
T  
(%) 
Mean 
% Error 0.9818 0.3190 0.1348 0.2971 117.8265 1.9781 2.9616 
Median 
% Error 0.5061 0.2404 0.1032 0.2614 35.2226 1.0197 1.5335 
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It is important to understand the eccentricities of the object’s being observed, as 
the ACO method will work best for object’s that are near circular. The average 
eccentricities of each object observed are shown below in Table 4.16. Perturbational 
effects can cause the eccentricity of an object to change over time, so each object’s 
eccentricity was averaged to a singular value using each of the TLE propagated solutions 
for each observational data set available for an object. 
Table 4.16: Orbital Period Error for ACO IOD of Rocket Bodies 
 
As seen above, a majority of the objects that are included in this analysis are very 
close to circular in their orbit. Only 3 of the 9 objects have eccentricities greater than 
0.01, with the remaining six well below this mark. Due to the circular assumption, it is 
expected that the objects closest to zero eccentricity will result in the smallest error in 
orbital period, with the more eccentric object’s having a higher error. This is indeed the 
case, with the close to circular rocket bodies having ACO IOD results with orbital period 
errors on the order of less than 1.5 minutes, with some less than 0.5 minutes. Even for the 
object’s that have an eccentricity greater than 0.05, such as R/B 00694 and R/B 05730, 
the orbital period error is still lower than the median error for the iterative method, which 
was over 8 minutes.  
While it does seem surprising that assuming a circular orbit for an object with an 
eccentricity around 0.07 can give fairly accurate results, this is due to the fact that the 
iterative method and all traditional IOD methods have no limit on the range of solutions 
that can result from an IOD formulation. The IOD solution can result in an orbit that has 
 R/B 
00694 
R/B 
00877 
R/B 
02802 
R/B 
03230 
R/B 
05118 
R/B 
05730 
R/B 
12139 
R/B 
22830 
R/B 
29507 
Average 
Eccentricity 
 
0.0584 
 
0.0072 
 
0.0056 
 
0.0032 
 
0.0060 
 
0.0704 
 
0.0467 
 
0.0005 
 
0.0038 
Mean Period 
Error (min.) 
 
5.8120 
 
1.4088 
 
1.3177 
 
0.7882 
 
0.4210 
 
7.226 
 
4.2334 
 
0.6306 
 
0.2954 
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a hyperbolic trajectory, or even crash into the Earth with a low periapsis point, unless 
there are restrictions on the types of orbital solutions that can be generated. The ACO 
method does just that, and forces the IOD solution to be circular, which guarantees a 
practical result that will at the bare minimum be realistic of an object in orbit. 
The results for Test Case 18 using the ACO method are shown in Table 4.17. As 
previously discussed in their respective sections, this test case is one of the more accurate 
examples for both the three-point and iterative methods. This observational data set is 
from R/B 00877, which had an eccentricity of 0.0073 at the time of observation. The 
ACO method should be able to accurately capture the orbit of this rocket body due to its 
low eccentricity. This is indeed the case, with the orbital period error below one minute 
for this data set and the orbital plane defined accurately. 
Table 4.17: Test Case 18 ACO IOD Results 
 
 Looking at the right ascension and declination comparison in Figure 4.11, the 
ACO method lines up very well with the real orbit for nearly the whole two hours of 
propagation. Out of three methods used for Test Case 18, the observation angles from the 
ACO method compared to the true orbit of the object are the most accurate, and will give 
the highest likelihood of being able to find the object during a subsequent pass. 
 h 
(𝑘𝑚
2
𝑠
) 
i 
(deg.) 
Ω 
(deg.) 
u 
(deg.) 
e a 
(km) 
T 
(min) 
True Orbit 
53092.5331 64.9762 280.1659 44.1887 0.0073 7072.1717 98.6482 
ACO IOD 
Orbit 53243.5087 65.1965 280.4859 44.1987 0.0048 7112.2358 99.4877 
Numerical 
Error 150.9757 0.2202 0.3201 0.0100 0.0025 40.0641 0.8395 
Percent 
Error 0.2844 % 0.3390 % 0.1142 % 0.0227 % 33.9894 % 0.5665 % 0.8510 % 
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Figure 4.11: Test Case 18 ACO IOD Observational Angles Over Time 
Instead of looking at Test Case 14 with the ACO method, which is also 
observational data from the near-circular R/B object 00877, Test Case 3 will be analyzed 
due to the fact that the observed object for this data set is the more elliptical R/B 00694. 
At the time of observation, R/B 00694 had an eccentricity of 0.0581. Looking at how the 
ACO method works for an object that is not in a very near-circular orbit will provide a 
good comparison for the ACO method’s limitations. The results of the ACO method for 
Test Case 3 are shown in Table 4.18. 
Table 4.18: Test Case 3 ACO IOD Results 
 h 
(𝑘𝑚
2
𝑠
) 
i 
(deg.) 
Ω 
(deg.) 
u 
(deg.) 
e a 
(km) 
T 
(min) 
True Orbit 
53723.0709 30.3227 346.7117 96.1674 0.0581 7265.2581 102.7156 
ACO IOD 
Orbit 54746.5954 30.3029 347.0430 96.1680 0.0439 7533.8403 108.4637 
Numerical 
Error 1023.5245 0.0198 0.3312 0.0006 0.0141 268.5823 5.7481 
Percent 
Error 1.9052 % 0.0654 % 0.0955 % 0.0006 % 24.3180 % 3.6968 % 5.5961 % 
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 The orbital plane is well-defined for this test case by the ACO method, and while 
the orbital period error is greater than that of Test Case 18 where the target object was in 
a close to circular orbit, the 5.7 minute error is still relatively accurate compared to the 
accuracies seen on average for the three-point and iterative methods. Despite being one of 
the more eccentric target orbits that testing was performed on, the results for this are 
more accurate than the mean and median orbital period error of the iterative method 
across all test cases. 
 
Figure 4.12: Test Case 3 ACO IOD Observational Angles Over Time 
The comparative plot for right ascension and declination for Test Case 3 using the 
ACO method is shown in Figure 4.12. Similar to the test cases which had higher orbital 
period errors, the right ascension and declination start off accurate and slowly trail off 
over time, with this decrease in accuracy occurring around the 50-minute mark for both 
angles. The trends in the angles are still very similar, however, which will be important 
when discussing the feasibility of finding a debris object during its next overhead pass. 
More specific discussion on the feasibility of using an ACO IOD method for cataloguing 
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debris in orbit will be in Section 4.8, prefaced by a summary and comparison of all the 
IOD results. 
4.7 IOD Accuracy Comparison (Summary) 
 The previous four sections contained a large quantity of data and results for each 
of the IOD methods that were used on the SpOT data of rocket bodies. This section will 
encapsulate the IOD results and their accuracies for ease of comparison. Table 4.19 
shows the IOD results of each method and their accompanying error with respect to a few 
of the important variables and orbital elements. The table will highlight the median 
percent errors for the 45 data sets that were run for each IOD method, with the boxed 
green values indicating the method that was most accurate with respect to a specific 
variable. 
Table 4.19: IOD Accuracy Comparison 
 
 The assumed-circular orbit method performed marginally better than the other 
IOD methods with respect to the position of the observed object, while also performing 
much better in calculating the velocity of the object. All of the methods were very 
accurate in their calculation of inclination, RAAN, and argument of latitude, with the 
negative bias iterative method having the most accurate results for these variables. Lastly, 
 Positional 
Magnitude (%) 
Velocity 
Magnitude (%) 
Inclination 
(%)  
RAAN 
(%) 
Argument of 
Latitude (%) 
Period 
(%) 
Three-Point 
Median % Error 
 
0.8029 
 
3.9051 0.2186 0.1106 
 
0.3336 
 
11.9058 
Iterative Median 
% Error 
 
0.5642 
 
2.4576 0.2609 0.1037 
 
0.1854 
 
8.1557 
Iterative Median 
% Error  
(Neg. Bias) 
 
0.5750 
 
 
2.6174 
 
 
0.1817 
 
 
0.0920 
 
 
0.1667 
 
 
8.6669 
 
Iterative Median 
% Error 
(Pos. Bias) 
 
0.6492 
 
 
2.6765 
 
 
0.2664 
 
 
0.1225 
 
 
0.2021 
 
 
9.3423 
 
ACO Median   
% Error 
 
0.5496 
 
0.8441 0.2404 0.1032 
 
0.2614 
 
1.5335 
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the ACO method was far and away the best at calculating the orbital period of the 
observed debris, with only an approximate 1.5% median error for the data sets tested. 
With many of the objects tested being in near-circular orbits, the ACO accuracy makes 
sense, as its inherent focus is on working best for circular orbits. 
 With the ACO method producing the best results, the next step is to identify if this 
method’s results, or potentially some of the other methods as well, are accurate enough to 
predict the look angles for an observed object during a future pass. This feasibility 
analysis will be the focal point of discussion in the next section. 
4.8 Feasibility of Subsequent Target Acquisition 
 The feasibility of finding a piece of debris after an initial observation is the main 
research goal of this paper. To begin looking at the feasibility of such an endeavor, Test 
Case 39 (as noted in Table 4.1) will be used as a baseline to determine exactly how 
accurate the solution needs to be in order to find it again during its next overhead pass. 
As the iterative and ACO IOD methods were the two methods that showed the most 
promise with regard to producing accurate orbital results, they will be used in helping to 
determine the feasibility of observing an object for a second pass.  
4.8.1 Test Case 39 
 Test Case 39 is an observation of R/B 12139, which at the time of observation had 
an eccentricity of 0.0458, making it one of the more eccentric objects observed. Table 
4.20 shows the accuracy of the ACO and iterative methods for this pass of data. The 
orbital solution errors for this test case are around the average for all of the test cases, and 
thus will serve as a solid starting point in understanding the feasibility of observing an 
object with a reasonable amount of error in the solution. Specifically looking at the 
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period error, the iterative method results in an orbital period error very close to the 
median error of 8.04 minutes for all iterative solutions, and the ACO method for this Test 
Case gives an orbital period error that is very close to the mean error of 2.96 minutes for 
all ACO solutions.  
Table 4.20: Test Case 39 IOD Accuracies 
 
 To understand if these solutions will allow for an object to be observed again 
during its next pass, the TLE “real” solution, the iterative solution, and the ACO solution 
were all propagated forward in time using STK and the SGP4 propagator model. When 
the rocket body debris passes overhead during its next pass, the telescope look angles 
from the SpOT facility can be calculated for each solution. STK allows for a .txt file 
report for the observational angles to be created for each object in terms of azimuth and 
elevation, and these angles were converted to right ascension and declination on 
MATLAB using a conversion function created by David Vallado [33]. The right 
ascension and declination angles can be plotted over time for when the object is visible, 
and a comparison can be made between the real orbit of the object and the iterative/ACO 
solutions. A plot of the right ascension and declination angles over time is shown in 
Figure 4.13. 
 Positional 
Mag. (km) 
Velocity 
Mag (km/s) 
Inclination 
(degrees) 
RAAN 
(degrees) 
Arg. of Lat. 
(degrees)  
Period 
(minutes) 
Iterative 
Error 
 
54.0872 
 
0.1364 0.0017 0.5300 
 
0.0659 
 
8.5174 
 
ACO Error 
 
54.5331 
 
0.1059 0.0023 0.5295 
 
0.0061 
 
3.1336 
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Figure 4.13: Test Case 39 Right Ascension and Declination Over Time 
 The plots above show the topocentric right ascension and declination of each 
solution type when the object is visible overhead (Elevation > 10 degrees used as a 
baseline). The segments on the left of each plot show the look angles of the end of the 
first observational pass of the object, which is then followed by the object going below 
the horizon and continuing its orbit. The angles match up well at the beginning, but 
because of the error in the orbital period of the IOD solutions, the solutions become 
visible at different times during the next pass. This propagated error over time causes the 
right ascension and declination angles to be slightly off for each of the three orbital 
solutions, with the point of first visibility coming 3 minutes early for the ACO method 
and 8 minutes for the iterative method. To understand the feasibility of finding the actual 
object using either of the IOD solutions, it must be determined if the object will pass 
through the telescope’s field of view if the telescope is pointed at the right ascension and 
declination of the IOD solutions.  
99 
 
 First looking at the iterative solution, the object becomes visible overhead at a 
right ascension of 51.168 degrees and a declination of -2.148 degrees. Compared to the 
real orbit of the object, with a right ascension of 53.873 degrees and a declination of -
8.200 degrees at its first visibility, the telescope would be off by 2.705 and 6.052 degrees 
in right ascension and declination, respectively. The field of view (FoV) of the spotter 
scope at the SpOT facility is 0.7 degrees, and thus one telescope can see an object that is 
within ± 0.35 degrees in both angles. This means that the object would not pass through 
the telescope’s FoV if it is pointed at the rising observation angles of the iterative IOD 
solution. A similar result is seen by looking at the ACO solution, with a rising right 
ascension error of 4.636 degrees and a rising declination error of 6.167 degrees. Neither 
solution would capture the object within the telescope’s field of views when looking 
directly at the rising look angles of the IOD solutions. 
 While the right ascension and declination may not be accurate enough when 
compared directly at the rise times, Figure 4.13 shows that the IOD solutions match the 
trend of the real observational angles very well, just shifted in time. A majority of the 
right ascension and declination angles are shared between the two IOD solutions and the 
real orbit, as more clearly seen in Figure 4.14. 
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Figure 4.14: Test Case 39 Shared Observation Angle Trends 
 The dashed black lines show the region of overlap for both the right ascension and 
declination angles for the ACO solution and the real orbit of the observed object, with the 
dashed red lines showing the overlap between the iterative solution and the real orbit. 
These large sections are shared between the IOD solutions and the real orbit, meaning 
that pointing the telescope at a right ascension and declination within this region can 
potentially yield better results. It is apparent that there is overlap for both right ascension 
and declination during the observation window, but it is also necessary that the right 
ascension and declination angles overlap with each other. That is to say, the real object 
must pass through the telescope’s ± 0.35-degree FoV for right ascension AND 
declination simultaneously. 
 To get a better understanding of how this might work, imagine that the telescope 
is pointed at the right ascension and declination angles that correspond to the point where 
the right ascension of the two IOD solutions overlap with the real orbital solution. This 
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occurs at approximately the 95-minute mark for the ACO solution, and around the 107th 
minute for the iterative solution. The right ascension and declination at these points for 
each respective solution will be where the telescope is pointed in hopes of observing the 
object. To see if the object will pass through the field of view of the telescope for either 
method, a plot can be made that shows the respective error between the telescope 
pointing direction and the observational angles of the real object during its overhead pass. 
This is graphically shown below in Figure 4.15. 
 
Figure 4.15: Error Between Telescope Pointing Direction and Observed Object 
 The plots were generated by finding the difference between the real object’s orbit 
(in right ascension and declination) and the chosen look angles that were chosen for the 
telescope as described above. This difference is calculated for every right ascension and 
declination angle combination of the real object’s orbit while it is visible overhead. As 
mentioned before, for the object to pass within the telescope’s field of view, the 
difference in right ascension and declination must be less than 0.35 degrees in magnitude 
at the same moment in time. To find if this occurred at any point in time for either the 
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iterative or ACO solution, a second plot was created that highlighted the curve in green 
whenever both angles were within 0.35 degrees of the telescope pointing angles. 
 
Figure 4.16: Test Case 39 Observation Angles Compared to Field of View Limitation 
 The right ascension and declination differences go to zero at some point during 
the object’s pass overhead, which makes sense due to the overlap between these angles 
that was seen in Figure 4.14. For the ACO solution, the timing of the right ascension and 
declinations differences being below 0.35 degrees do not coincide with each other, and 
thus the object would not pass through the telescope’s FoV at any point during the pass. 
The iterative solution, however, has a 3.1 second time period when both angles are within 
0.35 degrees of the telescope’s pointing direction, and thus the object can be seen during 
this time frame. This means that the iterative method’s solution would allow for the 
object to be captured during the next pass, and at this point it can be observed and tracked 
to gather more observational data for orbital refinement. 
 
 
103 
 
4.8.2 Test Case 22 
With the results from Test Case 39 showing good potential for applying this to 
process to unknown debris, Test Case 22 will be also analyzed to see if this potential 
method has repeatability and similar success. Test Case 22 is one of the observational 
passes of R/B 02802, which at the time of observation had a very low eccentricity of 
0.0058. This led to the ACO method being very accurate, with an orbital period error of 
around 38 seconds. Additionally, the iterative method was fairly accurate as well, with 
only a 3.08-minute error in orbital period. This example will give a good idea of the 
feasibility of potentially cataloguing debris in near-circular orbits, which should 
theoretically be the most attainable goal with the accuracy that the ACO method 
provides. The results of each method for Test Case 22 can be found in Appendix B. 
 Just as with Test Case 39, the right ascension and declination angles can be 
plotted over time for the real orbit and both IOD methods, and the results are shown in 
Figure 4.17. 
 
Figure 4.17: Test Case 22 Right Ascension and Declination Over Time 
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 The trend in the right ascension and declination are very similar for the IOD 
solutions and the real orbit for the second pass, but once again they are off in time due to 
the error in orbital period between the solutions. However, there is once again the large 
overlapping range for both angles that are shared between the real orbit and the IOD 
solutions. By choosing a right ascension and declination angle to point the telescope at 
based on the overlap region for both methods, it can be determined if the real orbit will 
pass through the telescope’s field of view. For the ACO solution, the chosen right 
ascension and declination will be the corresponding angles at t = 100 minutes since the 
first observation, as this point is well within the overlapping region with the real 
observational angles. For the iterative solution, the pointing angles will be used at t = 97 
minutes, which falls within the overlap region of the iterative and real orbit solutions. 
With these pointing angles, the difference between the real object and the chosen right 
ascension and declination angles can be plotted over time.  
 
Figure 4.18: Test Case 22 Observation Angles Compared to Field of View Limitation 
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 For Test Case 22, the object would pass through the telescope’s field of view for 
both the ACO and iterative solutions. For the iterative method, it would only be within 
view for 0.4 seconds, while the ACO would have the object within the telescope’s field 
of view for 1 second. These are very short time intervals, and thus trying to track the 
object overhead after barely getting a glimpse of it in the telescope may prove difficult. 
This is one of the major difficulties with trying to track LEO objects, as their relative 
speed to an observer on the ground is very fast. 
 The primary limiting factor for how long an object could potentially be within a 
telescope’s FoV is the field of view itself. With a higher FoV for right ascension and 
declination, an object would not only be visible for a longer time frame, it would also 
increase the likelihood of the object passing through the telescope’s field of view at all. 
To see the effect that an increased FoV could have, Figure 4.7 was remade using a field 
of view of 1.0-degree instead of 0.7-degrees, thus an error of ± 0.5 degrees in right 
ascension and declination would be acceptable.  
 
Figure 4.19: Test Case 22 Observational Angle Error with Expanded Field of View 
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 The amount of time where the right ascension and declination are within 0.5-
degrees of the telescope pointing angle is increased significantly for both the iterative and 
ACO solutions, with both having the target object within the telescope field of view for 
5.6 seconds. This time is more reasonable for the object to be spotted by the telescope 
and allow for the optical system to begin the process of tracking the object as it passes 
overhead. 
A wider field of view telescope would help maximize the likelihood of 
reacquiring an object, as well as the time the object would be visible by the telescope, but 
it would also limit the capability of the telescope to spot and observe smaller objects, as a 
wide FoV for a telescope often means losing the optical sensitivity needed to identify 
small objects with low brightness magnitudes. For the purposes of cataloguing debris 
with a single optical facility, a trade study would need to be conducted that balanced the 
optical capabilities of the telescope with the ability to find objects after the initial 
observation.  
Looking at the results of both Test Cases that were analyzed, there is definite 
potential in utilizing an optical facility to observe and catalog untracked debris objects. 
Test Case 39 saw one of the two methods result in the object being R/B 12139 observable 
during its second pass overhead, and Test Case 22 had both methods give results that 
would allow for R/B 00877 to pass through the telescope’s field of view, albeit for a short 
amount of time. With this being said, there are some assumptions in this analysis that 
should be discussed before deciding if a project with the goal of cataloguing debris from 
one optical facility is truly feasible, which will be discussed in the next section. 
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4.8.3 Feasibility Discussion 
There are some caveats to this analysis that need to be understood when speaking 
on feasibly repeating this for an unknown debris object. Firstly, the chosen telescope 
pointing direction in terms of right ascension and declination was chosen based on where 
the curves in Figures 4.3 and 4.7 overlapped with the real orbital path. When attempting 
to catalog unknown orbital debris, there will be no real orbital path in which to compare, 
and thus it becomes more subjective when choosing where to point the telescope for 
either IOD solution chosen. A safe choice would be not to pick the point where the object 
comes over the horizon, but a point more towards the middle of the right ascension and 
declination curves, as it is more likely that a point in this region will overlap with the real 
orbit of the object. Further testing of this method would be beneficial in perfecting the 
selection of telescope pointing.  
 Second, it was found that the object would pass through the telescope’s field of 
view, but it would not do so at the predicted times. The error in orbital period for the IOD 
solutions and the real orbit of the object cause the target debris to pass through the 
telescope’s field of view before or after the predicted times. This creates uncertainty in 
when to expect an object to pass through the field of view of the telescope, and also puts 
doubt onto if an object that is observed is the same one that was observed during the 
previous pass. There are many objects in space, and it is probable that multiple objects 
will pass through a telescope’s field of view during a five to ten minute timespan. It may 
become difficult to determine if an object is the targeted piece of debris, or another object 
in a similar orbit. Cross referencing with the NORAD object catalog to see if any other 
objects are expected to pass through the telescope’s field of view is one method of 
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possibly reducing this uncertainty. Additionally, SpOT specifically could use all three 
telescopes at the facility in this effort, allowing up to three objects that are observed to be 
tracked and data to be collected, and then deciding which of the object’s is most likely to 
have been the target object after the fact. While out of the scope of this paper, this is an 
important concern for any future work that builds off the results of this paper.  
 It is important to note that the two test cases that were analyzed saw one of the 
four total methods result in the object being not feasibly observed during the next pass. 
Using both the predicted ACO and iterative solutions to predict the look angles for the 
debris object during the next pass can potentially double the chance of success in finding 
the object. With three telescopes at SpOT capable of observing different sections of the 
sky overhead, having one point at the ACO solution and another at the iterative solution 
would increase the chance of success for finding the target object.  
 Lastly, this study into the feasibility of cataloguing debris assumes that an object 
can be observed during consecutive passes during one observational period. With LEO 
objects having orbital periods of 90-100 minutes on average, and an optical observation 
window lasting at most 120 minutes, this requires the first observation of an object occur 
near the beginning of an observation window so that the object can be observed during its 
next pass. With only one optical facility, the options are limited in this regard. Waiting 
until the next day is too long to wait, as the errors in the IOD solution become too large 
and the object is extremely unlikely to be found again with only 50 to 60 seconds of 
orbital arc going into the IOD solution. One final consideration on being able to observe 
an object during its next pass is that the object must physically pass over the ground 
facility so that it can be observed. For LEO debris, it is important to look at the ground 
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track trends for an object to understand when an object will be visible. Figure 4.20 shows 
two different ground tracks for R/B 12139 that were plotted using STK, with a ground 
facility located at Cal Poly. 
 
 
Figure 4.20: Two Consecutive Ground Tracks for R/B 12139 
 The top image shows one possible ground track of the rocket body debris, with 
the blue cross-hatching representing the region where the debris would be visible in the 
sky from an observational facility at Cal Poly. The object starts out above Cal Poly and 
moves east on the 2-D plot while it orbits Earth. When the object completes one orbit, the 
ground track once again falls within the blue region of visibility for Cal Poly, meaning 
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that the debris can be observed once again. This is the ideal scenario for an object, as the 
second pass of the object needs to be observable in order to collect data. The bottom 
image shows the same object during its next ground track over Earth. It starts out in the 
blue region of visibility, but after one orbit the object is going to pass over the Pacific 
Ocean and be below the horizon of Cal Poly to the west. The object can thus not be 
observed, nor data collected for its next pass. The trend seen here is that when the first 
observational pass of the object occurs to the East of the observational facility, the next 
ground track of the orbit will likely pass through the visibility region of the facility. This 
trend was seen for all prograde rocket body debris that were included in this paper, but 
more expanded work on this subject would be beneficial in finding the areas of 
observation that will yield the highest probability of a LEO object passing overhead on 
consecutive passes. 
  Thus, there are two major factors for feasibly observing an object twice during 
one observational window: the first observation must occur very early on in the 
observational window, and it must occur in the sky due East of the observation window 
(assuming a prograde orbit, which most objects are in). These are reasonable objectives 
to complete, but also limits the capabilities of observing and cataloguing debris during 
any one observational window.  
 Overall, there is definite potential in utilizing an optical facility’s capabilities to 
independently observe untracked debris objects. The SpOT facility was not designed on 
the premise that cataloguing debris would be its primary goal, yet it still offers the 
capabilities needed to potentially perform debris cataloguing as a secondary endeavor. If 
an optical facility were designed around the premise that its main goal would be to 
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catalog untracked debris, the feasibility of such an effort would likely be increased as 
well. The results and discussion above show that there is feasibility in achieving such a 
goal, under the correct circumstances. 
4.9 Multi-Rev Lambert’s IOD Improvement 
 The last area of investigation for this paper involves the utilization of the second 
pass of data that can be obtained through the methods discussed in the previous section. 
The primary objective is to obtain the second pass of data so that the IOD solution can be 
refined. A short study into the effectiveness of this orbit refinement will be discussed in 
this section, using the Izzo-Gooding Lambert’s method that was laid out in Section 3.9. 
 There were two instances of observational data collected for a rocket body during 
the same observational window: Test Case 1 and 2 are data sets of R/B 00677 from 
October 19th, 2018 observed during two consecutive passes, while Test Cases 3 and 4 are 
two data sets of R/B 00677 that were obtained during consecutive passes on October 20th, 
2018. The Izzo-Gooding Lambert’s method was applied to the resultant position vectors 
of the iterative IOD method for the two examples above, and a new orbital solution was 
found for these two sets of passes. To see the improvement in the solution, Tables 4.21 
and 4.22 below show the errors of the IOD solutions before being utilized as part of the 
Izzo-Gooding Lambert’s method, and the error of the Izzo-Gooding solution itself.  
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Table 4.21: Improvement in Accuracy Using Izzo-Gooding (Test Cases 1 and 2) 
 
Table 4.22: Improvement in Accuracy Using Izzo-Gooding (Test Cases 3 and 4) 
 
For both of the examples above, there is a drastic increase in accuracy for the 
angular momentum, semi-major axis, and orbital period through the Izzo-Gooding 
solution. The orbital period errors for Test Case 1 and 2 are 13.59 and 15.08 minutes 
respectively, and this number drops to approximately .15 minutes or 9 seconds when 
using the Izzo-Gooding method to combine the two test cases. While this is a large 
improvement in this regard, there is an increase in the error for RAAN and argument of 
latitude. For LEO objects, perturbational effects cause the RAAN to change by ~ 5 
degrees per day, so for one orbit this equates to around 0.33 degrees of RAAN drift, 
varying based on the specific orbit of the object. The Izzo-Gooding Lambert’s method 
does not take into account perturbations, as the outputted orbit is one that connects the 
two position vectors via a two-body solution. Thus, the orbital path of the Izzo-Gooding 
 h (
𝑘𝑚2
𝑠
) i  
(deg.) 
Ω  
(deg.) 
u  
(deg.) 
e a  
(km) 
T  
(min) 
Test Case 1 
IOD Error 2260.6481 0.1954 0.3668 0.0595 0.0034 627.5217 13.5910 
Izzo-Gooding Error 
(at time of Test Case 1) 56.9487 0.1841 1.0789 1.3098 0.0092 7.0489 0.1495 
Test Case 2 
IOD Error 2553.0910 0.3585 0.4147 0.1212 0.0147 695.1161 15.0888 
Izzo-Gooding Error 
(at time of Test Case 2) 59.0200 0.1863 0.6488 0.7993 0.0093 7.5152 0.1593 
 h (
𝑘𝑚2
𝑠
) i (deg.) Ω (deg.) u  
(deg.) 
e a  
(km) 
T  
(min) 
Test Case 3 
IOD Error 264.9582 0.0199 0.3318 0.0204 0.0063 66.7900 1.4197 
Izzo-Gooding Error 
(at time of Test Case 3) 79.1407 0.1436 2.1982 2.2030 0.0149 7.1978 0.1526 
Test Case 4 
IOD Error 1917.3434 0.3417 0.5072 0.1856 0.0257 509.7741 10.9986 
Izzo-Gooding Error 
(at time of Test Case 4) 81.8386 0.1403 1.7726 1.7844 0.0150 7.8194 0.1658 
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solution will not be able to accurately take into account the change in some orbital 
elements like RAAN due to perturbational effects. There may be a method in which to 
account for RAAN drift after the Lambert’s solution is obtained, but this is outside the 
scope of this paper.  
 While this method of refining orbital results is not perfect, it does give insight into 
the potential improvement in accuracy that can be achieved by using a second pass of 
data in addition to the initial data set. This paper won’t delve further into other potential 
methods of orbit estimation refinement that be achieved by precise orbit determination 
methods, but the Izzo-Gooding Lambert’s solution shows an improvement in accuracy 
that helps in validating the need the obtain a second pass of data for a LEO debris object 
in order to begin the process of potentially cataloguing the object.  
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Chapter 5 
Conclusion 
 Utilizing the rocket body debris data from the Space Object Tracking Facility, 
consisting of nine different target objects and 50 passes of data total (with 5 of these 50 
passes discarded due to poor or no results), relative initial orbit determination accuracy 
values were determined for three different methods: three-point IOD, an iterative IOD 
scheme, and an assumed-circular orbit IOD method. All three methods were very 
accurate in determining the plane of the observed object, with minimal error in the orbital 
elements of inclination, RAAN, and argument of latitude. The iterative method utilized 
the rapid data collection capabilities of the SpOT optical system, and reduced the mean 
and median errors for the position vector and the orbital period of the IOD solutions 
compared to the three-point method. The ACO method was very successful in reducing 
the overall error in orbital period for the IOD solutions as well, in part due to the low 
eccentricity of many of the objects that were observed. Even for the more high-
eccentricity rocket bodies that were analyzed, the ACO method was fairly consistent in 
its ability to predict a reasonable orbit for the rocket bodies.  
 A study into the possible effect that telescope pointing accuracy may have on the 
IOD solutions was conducted, but the results did not prove that any bias in the telescope 
pointing accuracy could have significantly affected the results. Awareness of the effect 
that telescope pointing accuracy can have on IOD results is still an important takeaway 
for any future work that builds on the results of this research. 
 With the IOD accuracies better understood for the rocket body debris data, a 
feasibility analysis was conducted looking into the potential of one optical observation 
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facility being used to observe and catalog untracked debris. The results of this analysis 
were promising, as the IOD solutions allowed for follow-up observations of an object to 
occur under the correct circumstances. Although the SpOT facility is not specifically 
designed around debris cataloguing as a primary objective, it still exhibits the potential to 
achieve the level of IOD accuracies required for LEO debris to be observed and 
catalogued. Further investigation into performing this alternate function at the SpOT 
facility, or any optical facility with a similar infrastructure and instrumentation, is a 
logical next step in any future work that could be done for this specific subject matter. 
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Chapter 6 
Future Work 
 With promising results achieved through this research, there are numerous ways 
to build upon the work done in this paper. Some potential options for future projects that 
expand and improve upon this paper will be discussed below.  
6.1 Comparison with Alternative IOD Methods 
As noted in Section 4.2, 5 of the 50 data sets gave unusable results through 
application of the Gauss IOD method. Despite these data sets showing no significant 
variance from the other data, and the orbital arc falling within the preferable range for the 
Gauss method, these results still gave errors or hyperbolic orbits as an outcome. Looking 
into other IOD methods that can reproduce the levels of accuracy provided by the Gauss 
method without infeasible results would be beneficial in increasing the reliability of the 
IOD results. The Gooding IOD method is widely used in the orbit determination field for 
its versatility and accuracy, and application of this method in place of the Gauss IOD 
method may produce more reliable results. A future project could involve creation of the 
Gooding IOD algorithm in a program such as MATLAB, and applying the method to the 
data sets that were analyzed within this paper. The results of the two methods could be 
compared for their IOD accuracies, and the five data sets that resulted in errors could be 
re-run using the Gooding method to see if the problem lay within the Gauss formulation 
or the data itself. 
6.2 Orbit Determination System Creation 
 One of the goals of this paper involved creating and validating the code and 
functions needed for accurate initial orbit determination. This is due to a lack of publicly 
117 
 
available programs or other sources of performing any form of orbit determination. Most 
initial orbit determination programs, such as AGI’s Orbit Determination Tool Kit, are not 
free and their algorithms are not available to the public. One potential project that can 
build upon the work done in this paper is to expand the developed functions and code into 
a publicly available orbit determination system, where any observational data can be 
processed into an initial orbit determination solution. A system like this would 
undoubtedly have potential use in many different applications, whether it be educational 
research or direct application to improving space domain awareness. 
6.3 Expanding the Observed Object List 
 While nine target rocket bodies were included in the analysis of this paper, and 50 
total passes of data, there is always room to increase the number of test cases and target 
subjects for analysis. Many of the objects that were included were in near-circular 
objects, and it would be interesting to perform a similar analysis on objects with higher 
eccentricities (0.1 or greater). Additionally, performing IOD analysis on more LEO 
debris objects can help to reinforce the findings of this paper with regard to the 
accuracies that can be expected for an IOD solution with a short orbital arc. 
6.4 Performing IOD for Different Orbital Arc Periods 
 All of the analysis of this paper focused on observational data that lasted between 
50 and 60 seconds for any one pass of an object, as this was the maximum amount of 
time that any rocket body debris was observed in the available data from SpOT. 
Performing the same IOD analysis for passes of shorter length would help to determine 
the drop in accuracy of an IOD solution when less observational arc is available, while 
applying the analysis to longer passes (if achievable) may see an increase in IOD solution 
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accuracy. Building upon the results of this paper with varied orbital arc would be a useful 
comparative metric for the direct effect that observed orbital arc has on IOD accuracies. 
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Appendix A 
Rocket Body Characteristics for STK Propagation 
 The following table shows the mass and volume characteristics of the rocket body 
debris objects that were observed by the SpOT facility and included in this paper’s 
analysis [4,14,21]. These values were incorporated into the SGP4 propagator on STK to 
achieve the highest level of accuracy possible when propagating the TLE data to the 
appropriate observation times for direct comparison to the IOD solutions. A mass for the 
CZ-4 upper stage was unable to be found, and was approximated at 2500 kg due to its 
size compared to the other rocket bodies.  
Table A.1: Rocket Body Debris Upper Stage Characteristics 
*No source found, approximated based on length and diameter values 
 
 
 
 
 
 
 
R/B  
Name 
Related Debris 
ID’s 
Mass  
(kg) 
Length 
(km) 
Diameter 
(km) 
Ix 
(kg∙m2) 
Iy 
(kg∙m2) 
Iz 
(kg∙m2) 
SL-3 877, 5118 2140 6.28 3.7 8864 8864 3662 
SL-8 2802, 3230, 
5730, 12139 
1440 6.6 2.4 5745 5745 1037 
Centaur-2 694 1900 10.06 3.05 17128 17128 2209 
Ariane 40 22830 1200 10.73 2.6 12020 12020 1014 
CZ-4 29507 2500* 14.79 2.9 37508 37508 2102 
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Appendix B 
IOD Results for All Test Cases 
The following tables will show the results for all test cases that IOD analysis was 
performed on. Each IOD method will have two tables associated with it: one will contain 
the numerical error in terms of the state vector for each test case (position and velocity 
vectors), while the second table will show the numerical error of each IOD solution in 
terms of its orbital elements compared to the TLE solution obtained through STK. The 
tables will include the 45 test cases that gave reasonable results, omitting the 5 test cases 
that resulted in hyperbolic orbits or errors. These were Test Cases 13, 24, 27, 38, and 40. 
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Table B.1: Three-Point IOD State Vector Errors 
Test 
Case # 
Rx 
(km) 
Ry 
(km) 
Rz 
(km) 
Rmag 
(km) 
Vx  
(km/s) 
Vy  
(km/s) 
Vz  
(km/s) 
Vmag 
(km/s) 
1 45.540 80.025 0.418 92.076 0.358 0.001 0.008 0.358 
2 39.488 87.340 12.493 96.662 0.351 0.168 0.061 0.394 
3 44.445 36.755 0.858 57.680 0.141 0.043 0.016 0.148 
4 37.139 36.714 10.403 53.249 0.148 0.143 0.026 0.208 
5 42.790 18.075 0.144 46.451 0.063 0.039 0.005 0.075 
6 53.704 14.305 2.986 55.656 0.069 0.006 0.008 0.070 
7 57.636 40.986 9.270 71.329 0.201 0.042 0.050 0.211 
8 29.852 12.802 4.877 32.846 0.074 0.292 0.028 0.302 
9 50.925 31.995 16.109 62.262 0.150 0.400 0.049 0.430 
10 75.931 4.393 40.343 86.095 0.049 0.482 0.044 0.486 
11 52.995 8.046 8.608 54.289 0.098 0.176 0.165 0.260 
12 38.768 96.439 49.858 115.279 0.542 0.398 0.732 0.994 
14 102.780 87.818 11.087 135.642 0.250 0.137 0.492 0.568 
15 44.403 0.666 10.810 45.704 0.070 0.187 0.146 0.247 
16 11.041 10.322 7.939 17.073 0.050 0.047 0.003 0.069 
17 108.893 134.385 23.587 174.566 0.272 1.045 1.153 1.580 
18 7.053 3.794 17.620 19.354 0.034 0.092 0.069 0.119 
19 27.408 29.756 15.124 43.190 0.069 0.125 0.114 0.183 
20 18.507 201.894 355.398 409.159 1.679 0.833 1.292 2.277 
21 37.040 71.680 47.540 93.648 0.023 0.113 0.282 0.304 
22 66.336 24.585 17.305 72.831 0.211 0.175 0.253 0.373 
23 34.612 3.316 59.414 68.841 0.146 0.106 0.169 0.247 
25 31.927 73.651 58.693 99.441 0.519 0.287 0.719 0.932 
26 2.704 2.642 36.704 36.898 0.200 0.081 0.206 0.298 
28 112.513 14.419 106.649 155.696 0.652 0.600 1.064 1.385 
29 5.455 7.159 16.062 18.412 0.126 0.145 0.203 0.280 
30 26.354 12.562 1.472 29.232 0.025 0.040 0.009 0.048 
31 28.340 5.227 75.514 80.826 0.568 0.300 0.647 0.911 
32 95.739 41.303 3.163 104.316 0.269 0.288 0.402 0.562 
33 90.317 32.010 6.573 96.047 0.261 0.322 0.430 0.597 
34 7.515 75.015 39.685 85.197 0.294 0.699 0.738 1.058 
35 0.757 18.400 20.551 27.595 0.118 0.250 0.247 0.371 
36 5.654 8.701 11.222 15.284 0.055 0.055 0.051 0.093 
37 22.302 19.126 5.090 29.818 0.012 0.087 0.091 0.126 
39 97.520 12.640 9.575 98.800 0.109 0.310 0.390 0.510 
41 17.611 8.991 14.984 24.810 0.122 0.011 0.072 0.142 
42 2.820 57.185 5.680 57.535 0.107 0.056 0.172 0.211 
43 10.606 48.329 0.264 49.480 0.150 0.060 0.249 0.297 
44 47.743 12.633 25.058 55.380 0.279 0.057 0.235 0.369 
45 3.225 45.991 8.926 46.960 0.062 0.061 0.102 0.134 
46 125.721 199.073 63.816 243.944 1.211 0.188 1.495 1.933 
47 42.127 33.579 29.554 61.446 0.241 0.005 0.162 0.291 
48 2.277 6.533 28.876 29.693 0.129 0.004 0.076 0.150 
49 6.924 24.511 8.570 26.874 0.002 0.043 0.035 0.056 
50 0.927 56.359 7.161 56.820 0.150 0.048 0.243 0.290 
                 
Mean 40.319 41.158 29.023 76.320 0.238 0.201 0.293 0.465 
Median 37.040 24.585 12.493 57.535 0.146 0.125 0.165 0.297 
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Table B.2: Three-Point IOD Orbital Element Errors 
Test 
Case # 
h 
(𝑘𝑚
2
𝑠
) 
i 
(deg.) 
Ω 
(deg.) 
u 
(deg.) 
e a 
(km) 
T 
(min) 
1 3129.532 0.283 0.508 0.020 0.025 899.550 19.655 
2 3416.821 0.500 0.614 0.309 0.010 963.667 21.100 
3 1198.825 0.113 0.354 0.066 0.014 317.310 6.802 
4 1480.843 0.352 0.842 0.468 0.034 384.690 8.266 
5 505.052 0.056 0.374 0.018 0.008 131.207 2.795 
6 548.554 0.013 0.168 0.276 0.002 147.243 3.138 
7 1778.315 0.045 0.218 0.672 0.010 498.849 10.759 
8 2203.376 0.119 0.809 0.661 0.077 729.105 15.843 
9 3257.100 0.479 0.779 0.605 0.105 1102.824 24.254 
10 3659.427 0.646 0.623 0.278 0.126 1287.773 28.486 
11 1888.839 0.296 0.709 0.178 0.057 543.114 11.581 
12 7929.116 0.218 0.325 0.057 0.288 3161.069 73.059 
14 4536.216 0.476 0.215 0.704 0.153 1479.639 32.530 
15 1811.139 0.233 0.563 0.135 0.054 518.671 11.050 
16 246.245 0.140 0.249 0.009 0.003 65.499 1.374 
17 12133.792 0.059 0.629 0.712 0.387 2089.623 40.318 
18 844.075 0.243 0.255 0.018 0.018 231.011 4.873 
19 1428.981 0.067 0.350 0.005 0.048 355.074 7.335 
20 17454.575 0.827 1.338 2.009 0.528 2608.370 49.175 
21 2395.252 0.070 0.168 0.614 0.081 577.548 11.882 
22 2851.761 0.299 0.773 0.123 0.092 859.183 18.578 
23 1943.879 0.063 0.163 0.460 0.065 477.641 9.860 
25 7473.846 0.010 0.070 0.024 0.275 2930.981 67.500 
26 2251.310 0.061 0.018 0.227 0.074 544.245 11.084 
28 10178.583 0.788 0.587 0.357 0.334 1832.232 35.230 
29 2015.921 0.261 0.169 0.036 0.076 589.936 12.451 
30 98.624 0.103 0.394 0.025 0.000 25.895 0.535 
31 6646.733 0.438 0.097 0.339 0.118 1511.019 30.304 
32 4254.606 0.043 0.952 0.259 0.139 1539.867 34.325 
33 4515.150 0.030 0.851 0.227 0.150 1666.895 37.300 
34 7824.023 0.640 0.039 0.165 0.303 3757.530 89.221 
35 2687.455 0.305 0.095 0.003 0.096 932.689 20.396 
36 592.864 0.161 0.201 0.056 0.020 185.234 3.952 
37 907.071 0.225 0.438 0.041 0.025 219.868 4.569 
39 3823.218 0.021 0.927 0.152 0.126 1288.338 28.173 
41 1031.706 0.196 0.331 0.085 0.037 289.688 6.162 
42 1673.537 0.105 0.424 0.172 0.058 418.609 8.686 
43 2338.770 0.074 0.305 0.166 0.081 569.327 11.749 
44 2883.363 0.113 0.462 0.028 0.105 882.878 19.155 
45 1012.455 0.066 0.464 0.170 0.036 260.038 5.427 
46 15806.662 1.263 0.161 0.393 0.630 12803.375 367.440 
47 2204.579 0.217 0.705 0.128 0.079 652.617 14.052 
48 1173.813 0.063 0.184 0.187 0.040 330.720 7.044 
49 280.375 0.137 0.354 0.113 0.006 73.273 1.515 
50 2169.447 0.206 0.362 0.180 0.073 523.216 10.641 
               
Mean 3566.352 0.247 0.436 0.265 0.113 1183.492 27.547 
Median 2204.579 0.161 0.362 0.170 0.074 577.548 11.882 
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Table B.3: Iterative IOD State Vector Errors 
Test 
Case # 
Rx 
(km) 
Ry 
(km) 
Rz 
(km) 
Rmag 
(km) 
Vx  
(km/s) 
Vy  
(km/s) 
Vz  
(km/s) 
Vmag 
(km/s) 
1 42.656 57.006 0.068 71.199 0.261 0.004 0.008 0.261 
2 38.741 62.761 10.126 74.447 0.265 0.119 0.046 0.294 
3 39.096 12.561 1.698 41.099 0.036 0.051 0.009 0.063 
4 36.823 47.597 12.256 61.414 0.199 0.114 0.040 0.233 
5 40.716 11.536 0.373 42.321 0.039 0.039 0.003 0.055 
6 32.618 38.585 5.318 50.804 0.158 0.047 0.030 0.168 
7 54.621 34.472 7.677 65.044 0.165 0.025 0.040 0.171 
8 6.996 24.895 9.855 27.673 0.053 0.005 0.014 0.055 
9 19.036 12.299 3.793 22.978 0.003 0.110 0.006 0.110 
10 46.575 18.936 26.502 56.834 0.006 0.257 0.022 0.258 
11 21.960 15.021 9.238 28.164 0.025 0.041 0.049 0.068 
12 9.601 56.244 28.529 63.792 0.294 0.322 0.423 0.608 
14 59.913 31.470 6.596 67.996 0.093 0.035 0.182 0.207 
15 5.570 24.468 7.169 26.098 0.069 0.107 0.140 0.190 
16 9.261 3.971 17.950 20.585 0.044 0.144 0.105 0.184 
17 110.327 135.711 24.010 176.538 0.270 1.058 1.162 1.595 
18 10.676 11.532 10.959 19.159 0.045 0.036 0.030 0.065 
19 15.748 14.961 0.166 21.722 0.052 0.023 0.019 0.060 
20 12.649 147.393 245.266 286.426 1.170 0.576 0.909 1.590 
21 111.440 71.377 55.402 143.468 0.145 0.299 0.614 0.698 
22 3.540 24.295 15.226 28.889 0.037 0.048 0.071 0.093 
23 24.126 5.757 72.350 76.484 0.224 0.149 0.266 0.378 
25 32.813 43.166 32.020 62.970 0.336 0.184 0.443 0.586 
26 10.681 6.056 27.138 29.786 0.128 0.062 0.140 0.199 
28 24.092 2.488 40.489 47.180 0.234 0.225 0.389 0.507 
29 3.893 24.660 20.834 32.516 0.185 0.231 0.346 0.455 
30 20.055 4.850 6.295 21.572 0.050 0.019 0.056 0.077 
31 23.936 3.951 69.966 74.052 0.514 0.277 0.599 0.837 
32 18.550 24.784 6.951 31.728 0.072 0.030 0.056 0.096 
33 50.605 27.252 7.405 57.951 0.144 0.172 0.231 0.321 
34 7.372 82.257 42.218 92.752 0.314 0.746 0.806 1.142 
35 1.079 17.315 20.077 26.534 0.120 0.240 0.245 0.363 
36 6.597 11.073 10.213 16.445 0.055 0.037 0.042 0.079 
37 9.991 13.326 11.897 20.468 0.076 0.055 0.096 0.134 
39 54.023 1.023 2.435 54.087 0.053 0.111 0.136 0.184 
41 53.206 32.129 32.691 70.228 0.416 0.089 0.489 0.648 
42 6.735 31.631 8.182 33.358 0.021 0.050 0.054 0.076 
43 18.923 60.695 3.877 63.694 0.233 0.088 0.337 0.419 
44 80.932 6.727 41.366 91.140 0.485 0.112 0.469 0.683 
45 5.265 33.799 9.877 35.604 0.020 0.054 0.054 0.079 
46 7.650 68.419 78.647 104.523 0.021 0.015 0.028 0.038 
47 21.418 26.561 18.407 38.769 0.118 0.016 0.071 0.139 
48 2.291 7.099 27.851 28.832 0.123 0.005 0.070 0.142 
49 7.714 20.741 8.792 23.812 0.017 0.035 0.012 0.041 
50 4.104 33.759 8.155 34.971 0.043 0.041 0.093 0.110 
                 
Mean 27.214 32.147 24.585 57.025 0.165 0.145 0.210 0.328 
Median 19.036 24.660 10.959 42.321 0.118 0.062 0.071 0.184 
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Table B.4: Iterative IOD Orbital Element Errors 
Test 
Case # 
h 
(𝑘𝑚
2
𝑠
) 
i 
(deg.) 
Ω 
(deg.) 
u 
(deg.) 
e a 
(km) 
T 
(min) 
1 2260.648 0.195 0.367 0.060 0.003 627.522 13.591 
2 2553.091 0.359 0.415 0.121 0.015 695.116 15.089 
3 264.958 0.020 0.332 0.020 0.006 66.790 1.420 
4 1917.343 0.342 0.507 0.186 0.026 509.774 10.999 
5 287.273 0.027 0.348 0.018 0.005 74.089 1.575 
6 1480.774 0.177 0.349 0.105 0.036 357.143 7.480 
7 1446.491 0.043 0.104 0.543 0.004 399.775 8.594 
8 165.724 0.123 0.533 0.251 0.004 47.891 1.014 
9 669.850 0.093 0.722 0.456 0.018 200.431 4.280 
10 1891.781 0.388 0.481 0.126 0.061 606.719 13.132 
11 520.372 0.190 0.066 0.120 0.011 141.373 2.973 
12 4801.556 0.191 0.370 0.169 0.165 1593.704 35.161 
14 1610.851 0.233 0.229 0.303 0.046 456.311 9.701 
15 1410.614 0.197 0.158 0.104 0.047 351.447 7.262 
16 1354.273 0.260 0.258 0.027 0.037 379.498 8.046 
17 12249.099 0.039 0.656 0.726 0.390 2102.460 40.543 
18 300.656 0.222 0.322 0.006 0.000 80.341 1.686 
19 326.800 0.131 0.346 0.028 0.010 85.007 1.773 
20 12324.313 0.493 0.943 1.388 0.391 2116.313 40.775 
21 5756.208 0.193 0.437 0.922 0.201 2012.787 45.134 
22 571.044 0.203 0.246 0.144 0.020 147.585 3.083 
23 2973.702 0.133 0.126 0.487 0.100 701.700 14.365 
25 4675.470 0.003 0.054 0.067 0.166 1559.843 34.488 
26 1504.079 0.054 0.092 0.178 0.048 375.001 7.685 
28 3752.808 0.225 0.067 0.157 0.127 845.878 16.935 
29 3324.946 0.413 0.152 0.005 0.126 1040.419 22.296 
30 559.542 0.032 0.244 0.026 0.015 150.764 3.133 
31 6105.004 0.437 0.035 0.309 0.100 1416.008 28.504 
32 610.249 0.116 0.364 0.017 0.015 183.555 3.917 
33 2410.852 0.006 0.526 0.074 0.072 792.041 17.244 
34 8463.423 0.713 0.047 0.188 0.330 4267.484 102.692 
35 2627.054 0.336 0.131 0.005 0.094 908.368 19.849 
36 459.750 0.185 0.245 0.049 0.015 142.543 3.037 
37 1089.999 0.198 0.202 0.020 0.012 286.661 6.064 
39 1353.107 0.002 0.530 0.066 0.037 401.074 8.517 
41 5167.158 0.420 0.372 0.019 0.191 1780.386 39.737 
42 510.518 0.117 0.387 0.129 0.018 133.923 2.807 
43 3313.052 0.121 0.330 0.198 0.114 776.733 15.907 
44 5430.964 0.129 0.607 0.009 0.201 1898.680 42.528 
45 505.666 0.149 0.427 0.148 0.018 132.634 2.780 
46 148.835 0.487 0.339 0.680 0.015 38.217 0.804 
47 1004.275 0.140 0.474 0.116 0.035 281.275 5.981 
48 1107.262 0.048 0.175 0.180 0.037 311.042 6.620 
49 47.650 0.144 0.330 0.101 0.000 12.559 0.260 
50 799.075 0.023 0.344 0.130 0.024 204.122 4.201 
               
Mean 2491.292 0.194 0.329 0.204 0.076 704.289 15.193 
Median 1446.491 0.177 0.339 0.121 0.036 379.498 8.046 
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Table B.5: Iterative (Negative Bias) IOD State Vector Errors 
Test 
Case # 
Rx 
(km) 
Ry 
(km) 
Rz 
(km) 
Rmag 
(km) 
Vx  
(km/s) 
Vy  
(km/s) 
Vz  
(km/s) 
Vmag 
(km/s) 
1 38.279 47.311 2.318 60.902 0.213 0.013 0.004 0.213 
2 34.986 52.822 11.838 64.453 0.226 0.101 0.040 0.251 
3 34.216 5.053 0.415 34.590 0.003 0.040 0.012 0.042 
4 33.351 38.648 13.635 52.838 0.165 0.099 0.033 0.195 
5 35.410 5.682 1.591 35.898 0.007 0.028 0.006 0.030 
6 27.401 42.429 3.459 50.627 0.182 0.036 0.027 0.187 
7 48.915 31.406 9.595 58.916 0.144 0.037 0.044 0.155 
8 1.234 30.351 10.595 32.171 0.067 0.049 0.018 0.085 
9 12.561 17.049 4.416 21.632 0.017 0.065 0.016 0.069 
10 39.072 20.303 25.316 50.791 0.003 0.202 0.016 0.203 
11 11.751 14.861 7.676 20.441 0.051 0.002 0.017 0.054 
12 3.183 44.222 20.905 49.018 0.231 0.271 0.340 0.493 
14 58.461 33.775 8.605 68.062 0.083 0.038 0.194 0.215 
15 18.908 28.985 4.835 34.943 0.060 0.182 0.216 0.288 
16 7.785 2.605 15.264 17.331 0.035 0.122 0.100 0.161 
17 120.981 144.244 27.604 190.275 0.273 1.145 1.248 1.716 
18 12.373 19.507 2.665 23.253 0.049 0.026 0.013 0.057 
19 19.932 23.414 10.060 32.353 0.061 0.083 0.063 0.121 
20 2.313 59.465 71.531 93.049 0.352 0.154 0.274 0.471 
21 80.224 45.610 38.184 99.870 0.105 0.215 0.449 0.509 
22 15.867 21.822 13.058 29.975 0.000 0.084 0.129 0.154 
23 18.748 5.773 80.864 83.210 0.280 0.166 0.317 0.454 
25 32.100 22.941 12.342 41.340 0.202 0.100 0.258 0.343 
26 4.208 1.658 37.634 37.905 0.195 0.071 0.204 0.291 
28 31.198 0.447 47.735 57.027 0.282 0.251 0.448 0.585 
29 3.250 13.351 16.411 21.404 0.144 0.168 0.260 0.341 
30 23.618 12.378 0.696 26.674 0.020 0.015 0.000 0.025 
31 30.229 6.750 79.661 85.471 0.594 0.302 0.676 0.949 
32 7.407 19.681 5.556 21.750 0.031 0.002 0.004 0.031 
33 37.618 23.355 5.962 44.678 0.096 0.126 0.163 0.227 
34 5.931 68.342 35.737 77.350 0.268 0.637 0.697 0.981 
35 1.725 5.974 14.545 15.819 0.089 0.163 0.170 0.252 
36 8.094 20.729 5.193 22.851 0.033 0.020 0.013 0.041 
37 10.517 5.513 6.132 13.364 0.055 0.023 0.056 0.082 
39 42.122 2.420 1.052 42.204 0.027 0.062 0.066 0.094 
41 29.576 7.566 20.050 36.524 0.217 0.031 0.241 0.326 
42 2.767 39.198 5.225 39.641 0.049 0.055 0.088 0.115 
43 28.600 72.184 9.245 78.192 0.315 0.106 0.437 0.549 
44 73.280 6.226 36.085 81.919 0.424 0.110 0.418 0.606 
45 1.079 40.605 6.932 41.206 0.043 0.057 0.083 0.109 
46 2.478 32.983 6.671 33.742 0.045 0.025 0.107 0.119 
47 9.999 20.307 9.898 24.704 0.046 0.012 0.003 0.048 
48 0.517 5.494 45.686 46.018 0.235 0.033 0.136 0.273 
49 3.937 29.908 6.726 30.907 0.030 0.045 0.072 0.090 
50 0.161 42.290 6.179 42.739 0.087 0.048 0.148 0.178 
                 
Mean 23.697 27.459 17.906 48.178 0.136 0.125 0.185 0.284 
Median 18.748 21.822 9.898 41.206 0.087 0.065 0.100 0.195 
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Table B.6: Iterative (Negative Bias) IOD Orbital Element Errors 
Test 
Case # 
h 
(𝑘𝑚
2
𝑠
) 
i 
(deg.) 
Ω 
(deg.) 
u 
(deg.) 
e a 
(km) 
T 
(min) 
1 1843.625 0.175 0.187 0.173 0.004 503.950 10.870 
2 2162.006 0.322 0.342 0.074 0.024 579.408 12.530 
3 61.344 0.001 0.144 0.139 0.001 15.992 0.339 
4 1578.622 0.306 0.441 0.145 0.029 413.976 8.903 
5 25.689 0.004 0.153 0.142 0.000 7.205 0.153 
6 1663.229 0.203 0.150 0.026 0.041 398.153 8.327 
7 1288.171 0.010 0.304 0.673 0.003 354.868 7.617 
8 581.269 0.157 0.487 0.197 0.015 167.362 3.529 
9 295.010 0.049 0.679 0.422 0.008 86.943 1.849 
10 1467.594 0.338 0.391 0.057 0.046 461.606 9.943 
11 105.876 0.163 0.264 0.021 0.002 28.019 0.586 
12 3862.377 0.220 0.322 0.174 0.129 1221.000 26.622 
14 1658.922 0.305 0.142 0.354 0.047 470.982 10.018 
15 2224.272 0.133 0.002 0.168 0.075 536.204 11.005 
16 1193.116 0.236 0.236 0.026 0.031 332.008 7.028 
17 13156.268 0.057 0.814 0.804 0.416 2200.047 42.246 
18 301.636 0.159 0.333 0.007 0.009 78.557 1.639 
19 931.487 0.050 0.363 0.027 0.031 236.305 4.903 
20 3727.372 0.118 0.453 0.371 0.126 847.859 17.195 
21 4160.662 0.146 0.354 0.643 0.141 1338.293 29.391 
22 1173.924 0.138 0.105 0.182 0.041 295.900 6.149 
23 3572.966 0.092 0.021 0.539 0.120 823.950 16.791 
25 2717.574 0.003 0.134 0.103 0.092 820.618 17.719 
26 2195.146 0.033 0.047 0.250 0.072 531.813 10.836 
28 4333.069 0.193 0.188 0.204 0.146 955.018 19.038 
29 2465.913 0.336 0.167 0.016 0.093 738.320 15.662 
30 7.390 0.007 0.289 0.013 0.000 1.942 0.040 
31 6924.432 0.418 0.157 0.374 0.127 1557.637 31.182 
32 71.797 0.055 0.214 0.050 0.002 21.459 0.455 
33 1710.029 0.055 0.370 0.032 0.048 541.413 11.691 
34 7247.825 0.622 0.060 0.158 0.278 3333.451 78.252 
35 1791.474 0.252 0.147 0.016 0.062 592.506 12.815 
36 155.942 0.107 0.261 0.065 0.005 46.655 0.988 
37 620.576 0.176 0.213 0.015 0.011 159.860 3.367 
39 700.286 0.078 0.366 0.057 0.016 200.520 4.229 
41 2567.577 0.275 0.324 0.036 0.093 774.179 16.737 
42 889.728 0.069 0.393 0.139 0.031 229.901 4.803 
43 4343.152 0.211 0.307 0.220 0.149 980.008 19.917 
44 4818.884 0.045 0.495 0.025 0.178 1628.973 36.188 
45 823.145 0.106 0.432 0.156 0.028 213.246 4.458 
46 923.927 0.015 0.274 0.135 0.032 238.185 4.974 
47 235.559 0.061 0.292 0.083 0.008 63.816 1.347 
48 2134.712 0.075 0.093 0.270 0.075 628.749 13.526 
49 639.483 0.078 0.342 0.120 0.018 164.690 3.394 
50 1345.038 0.041 0.354 0.147 0.044 335.828 6.878 
               
Mean 2148.847 0.149 0.280 0.179 0.065 581.275 12.358 
Median 0.118 0.289 63.556 0.041 143.564 8.903 0.118 
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Table B.7: Iterative (Positive Bias) IOD State Vector Errors 
Test 
Case # 
Rx 
(km) 
Ry 
(km) 
Rz 
(km) 
Rmag 
(km) 
Vx  
(km/s) 
Vy  
(km/s) 
Vz  
(km/s) 
Vmag 
(km/s) 
1 47.098 66.880 2.212 81.829 0.310 0.006 0.012 0.310 
2 42.543 72.877 8.400 84.802 0.305 0.137 0.053 0.338 
3 44.038 20.189 3.833 48.597 0.075 0.061 0.006 0.097 
4 40.330 56.686 10.873 70.414 0.233 0.130 0.047 0.271 
5 46.079 17.472 2.351 49.337 0.071 0.050 0.000 0.087 
6 37.877 34.696 7.185 51.867 0.134 0.059 0.033 0.150 
7 60.366 37.569 5.756 71.334 0.186 0.013 0.037 0.190 
8 12.858 19.336 9.091 24.937 0.039 0.060 0.011 0.073 
9 25.610 7.465 3.147 26.861 0.012 0.156 0.005 0.157 
10 54.212 17.535 27.722 63.363 0.008 0.314 0.028 0.315 
11 37.257 14.128 10.751 41.271 0.084 0.106 0.097 0.166 
12 16.282 68.721 36.436 79.469 0.359 0.374 0.510 0.727 
14 61.362 29.168 4.591 68.097 0.102 0.031 0.169 0.200 
15 8.173 19.814 9.574 23.475 0.078 0.031 0.063 0.105 
16 10.741 5.349 20.656 23.888 0.053 0.167 0.110 0.207 
17 99.203 126.802 20.256 162.266 0.267 0.968 1.073 1.470 
18 8.923 3.356 19.462 21.671 0.042 0.100 0.074 0.131 
19 11.442 6.295 9.978 16.435 0.043 0.038 0.027 0.063 
20 20.221 212.191 373.436 429.986 1.772 0.888 1.377 2.413 
21 143.702 97.911 73.106 188.630 0.186 0.385 0.784 0.893 
22 9.044 26.820 17.441 33.246 0.076 0.012 0.011 0.078 
23 29.603 5.741 63.666 70.446 0.166 0.131 0.213 0.301 
25 33.557 65.090 53.324 90.588 0.482 0.274 0.644 0.850 
26 17.317 10.561 16.373 26.067 0.059 0.053 0.074 0.109 
28 16.832 5.485 33.080 37.519 0.185 0.199 0.329 0.427 
29 4.548 36.357 25.403 44.585 0.229 0.296 0.435 0.573 
30 16.405 2.844 12.017 20.533 0.080 0.054 0.113 0.148 
31 17.434 1.062 59.946 62.439 0.431 0.252 0.519 0.720 
32 29.897 29.982 8.372 43.160 0.114 0.063 0.109 0.170 
33 63.895 31.243 8.884 71.677 0.192 0.218 0.300 0.418 
34 8.865 96.785 48.978 108.834 0.362 0.860 0.920 1.311 
35 0.402 29.027 25.787 38.829 0.151 0.319 0.323 0.478 
36 5.056 1.179 15.354 16.208 0.078 0.095 0.099 0.158 
37 9.433 21.312 17.781 29.314 0.097 0.087 0.137 0.189 
39 66.185 0.403 6.001 66.458 0.079 0.162 0.208 0.275 
41 79.511 59.545 46.745 109.784 0.638 0.153 0.765 1.008 
42 10.756 23.938 11.178 28.525 0.008 0.045 0.018 0.049 
43 8.773 48.609 1.749 49.425 0.146 0.070 0.232 0.283 
44 88.676 7.245 46.723 100.494 0.546 0.115 0.520 0.763 
45 9.496 26.899 12.855 31.289 0.003 0.052 0.025 0.058 
46 13.963 11.184 15.452 23.639 0.090 0.005 0.055 0.105 
47 33.125 32.972 27.134 54.043 0.192 0.019 0.141 0.239 
48 4.000 19.364 10.450 22.364 0.015 0.022 0.005 0.027 
49 11.576 11.347 10.903 19.535 0.066 0.024 0.049 0.086 
50 8.129 25.029 10.170 28.213 0.001 0.033 0.036 0.049 
                 
Mean 31.662 34.766 28.102 63.461 0.197 0.171 0.240 0.383 
Median 17.434 23.938 12.855 48.597 0.102 0.095 0.099 0.200 
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Table B.8: Iterative (Positive Bias) IOD Orbital Element Errors 
Test 
Case # 
h 
(𝑘𝑚
2
𝑠
) 
i 
(deg.) 
Ω 
(deg.) 
u 
(deg.) 
e a 
(km) 
T 
(min) 
1 2686.258 0.216 0.548 0.054 0.013 758.174 16.491 
2 2951.999 0.395 0.487 0.168 0.004 816.993 17.805 
3 597.001 0.040 0.520 0.098 0.012 153.218 3.266 
4 2262.056 0.378 0.574 0.226 0.019 609.945 13.203 
5 552.784 0.051 0.543 0.106 0.009 143.394 3.056 
6 1296.125 0.151 0.548 0.235 0.031 315.070 6.609 
7 1606.537 0.076 0.097 0.412 0.005 445.775 9.598 
8 258.135 0.088 0.579 0.305 0.009 78.830 1.676 
9 1051.569 0.138 0.764 0.490 0.029 320.121 6.863 
10 2324.456 0.440 0.570 0.195 0.076 761.195 16.558 
11 1116.671 0.274 0.566 0.080 0.029 309.888 6.555 
12 5780.566 0.161 0.419 0.165 0.203 2023.795 45.245 
14 1563.160 0.161 0.317 0.253 0.044 441.820 9.389 
15 569.492 0.260 0.315 0.040 0.018 147.056 3.061 
16 1516.950 0.283 0.279 0.029 0.043 428.179 9.093 
17 11298.456 0.133 0.496 0.647 0.363 1994.319 38.636 
18 920.033 0.285 0.310 0.004 0.021 252.569 5.332 
19 295.402 0.214 0.327 0.028 0.001 78.812 1.654 
20 18457.025 0.887 1.423 2.113 0.553 2687.743 50.488 
21 7415.040 0.239 0.521 1.206 0.265 2850.317 65.505 
22 46.169 0.268 0.387 0.106 0.002 12.217 0.257 
23 2361.374 0.173 0.232 0.435 0.079 570.758 11.741 
25 6811.727 0.007 0.030 0.029 0.249 2564.400 58.439 
26 793.852 0.074 0.232 0.105 0.022 204.017 4.208 
28 3158.667 0.256 0.055 0.111 0.106 728.847 14.658 
29 4215.994 0.491 0.135 0.026 0.161 1383.846 29.992 
30 1125.573 0.057 0.199 0.038 0.035 311.154 6.503 
31 5256.506 0.454 0.089 0.241 0.073 1259.650 25.510 
32 1159.918 0.176 0.515 0.016 0.031 357.832 7.680 
33 3130.135 0.065 0.684 0.117 0.098 1069.010 23.481 
34 9736.945 0.805 0.033 0.219 0.385 5458.573 135.320 
35 3492.610 0.421 0.114 0.026 0.127 1267.287 28.009 
36 1092.340 0.264 0.229 0.034 0.037 349.101 7.490 
37 1571.248 0.221 0.191 0.025 0.006 421.879 8.966 
39 2022.019 0.074 0.695 0.074 0.060 620.280 13.271 
41 8091.368 0.570 0.418 0.081 0.306 3317.573 77.422 
42 124.104 0.165 0.381 0.120 0.005 33.056 0.695 
43 2226.195 0.029 0.351 0.174 0.078 544.265 11.242 
44 6052.256 0.213 0.719 0.008 0.225 2191.891 49.529 
45 183.092 0.192 0.420 0.139 0.007 48.628 1.022 
46 776.237 0.144 0.282 0.094 0.027 215.193 4.566 
47 1795.142 0.217 0.658 0.149 0.064 521.247 11.174 
48 110.964 0.023 0.255 0.092 0.002 29.829 0.629 
49 560.372 0.211 0.317 0.082 0.019 152.161 3.172 
50 239.080 0.087 0.333 0.111 0.005 62.556 1.294 
               
Mean 2903.413 0.234 0.403 0.211 0.088 873.610 19.252 
Median 1571.248 0.211 0.381 0.106 0.031 441.820 9.389 
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Table B.9: Assumed-Circular Orbit IOD State Vector Errors 
Test 
Case # 
Rx 
(km) 
Ry 
(km) 
Rz 
(km) 
Rmag 
(km) 
Vx  
(km/s) 
Vy  
(km/s) 
Vz  
(km/s) 
Vmag 
(km/s) 
1 46.173 57.513 0.039 73.755 0.123 0.016 0.007 0.124 
2 42.096 62.312 10.643 75.948 0.142 0.102 0.027 0.177 
3 36.461 12.159 1.815 38.478 0.136 0.035 0.014 0.141 
4 38.421 47.430 12.561 62.318 0.141 0.108 0.029 0.180 
5 40.716 11.536 0.373 42.321 0.039 0.039 0.003 0.055 
6 24.569 39.906 6.531 47.315 0.134 0.001 0.014 0.134 
7 56.405 34.767 8.046 66.746 0.092 0.013 0.025 0.096 
8 8.881 28.404 9.962 31.383 0.123 0.124 0.010 0.175 
9 22.097 16.890 2.730 27.947 0.115 0.059 0.045 0.137 
10 49.853 29.103 27.771 64.059 0.122 0.137 0.028 0.185 
11 22.028 16.020 10.280 29.113 0.023 0.004 0.009 0.025 
12 0.800 63.505 17.203 65.799 0.043 0.043 0.011 0.062 
14 62.381 33.314 10.185 71.449 0.009 0.041 0.035 0.055 
15 6.152 20.717 3.348 21.869 0.046 0.036 0.006 0.059 
16 9.657 0.750 20.745 22.895 0.059 0.022 0.002 0.063 
17 117.918 105.294 54.045 167.070 0.026 0.129 0.010 0.131 
18 10.747 11.888 11.267 19.590 0.049 0.020 0.017 0.055 
19 15.345 13.631 1.247 20.563 0.038 0.025 0.021 0.050 
20 15.591 127.106 217.651 252.529 0.089 0.201 0.148 0.265 
21 108.005 62.206 39.194 130.656 0.012 0.055 0.011 0.057 
22 2.863 22.826 13.199 26.522 0.062 0.006 0.004 0.063 
23 18.256 8.697 65.242 68.304 0.023 0.025 0.033 0.047 
25 41.749 48.194 20.147 66.870 0.013 0.013 0.020 0.027 
26 6.826 7.397 22.901 25.015 0.001 0.017 0.001 0.017 
28 30.709 8.209 29.978 43.694 0.019 0.007 0.013 0.024 
29 0.263 17.616 30.577 35.290 0.045 0.041 0.030 0.068 
30 20.904 3.943 4.709 21.788 0.018 0.014 0.003 0.024 
31 35.126 1.279 57.893 67.728 0.088 0.078 0.139 0.182 
32 16.447 28.591 11.784 35.026 0.001 0.099 0.108 0.146 
33 46.796 34.660 16.610 60.556 0.002 0.111 0.121 0.165 
34 0.178 58.424 67.309 89.129 0.033 0.184 0.173 0.254 
35 1.694 6.935 30.736 31.554 0.014 0.157 0.162 0.226 
36 5.393 16.147 15.332 22.910 0.009 0.157 0.153 0.220 
37 10.122 13.541 11.566 20.484 0.070 0.046 0.083 0.118 
39 53.644 5.219 8.302 54.533 0.038 0.048 0.086 0.106 
41 43.153 28.429 46.453 69.486 0.025 0.055 0.047 0.077 
42 7.755 31.277 6.718 32.917 0.017 0.037 0.001 0.041 
43 12.401 58.484 12.875 61.155 0.022 0.002 0.014 0.026 
44 69.873 10.240 55.434 89.778 0.053 0.025 0.081 0.100 
45 6.503 33.438 8.135 35.023 0.019 0.043 0.000 0.047 
46 5.676 22.004 10.708 25.121 0.025 0.003 0.016 0.030 
47 19.043 27.156 21.246 39.389 0.035 0.036 0.029 0.058 
48 0.188 7.451 30.291 31.194 0.023 0.009 0.030 0.038 
49 7.704 20.738 8.797 23.807 0.017 0.035 0.012 0.040 
50 5.642 33.268 5.964 34.266 0.017 0.021 0.007 0.028 
                 
Mean 26.738 29.969 23.968 54.296 0.050 0.055 0.041 0.098 
Median 18.256 22.826 12.561 39.389 0.035 0.037 0.020 0.063 
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Table B.10: Assumed-Circular Orbit IOD Orbital Element Errors 
 
Test 
Case # 
h 
(𝑘𝑚
2
𝑠
) 
i 
(deg.) 
Ω 
(deg.) 
u 
(deg.) 
e a 
(km) 
T 
(min) 
1 1205.783 0.195 0.366 0.087 0.010 321.504 6.893 
2 1583.710 0.358 0.414 0.095 0.033 413.662 8.896 
3 1023.525 0.020 0.331 0.001 0.014 268.582 5.748 
4 1462.966 0.342 0.507 0.173 0.030 381.236 8.190 
5 287.273 0.027 0.348 0.018 0.005 74.089 1.575 
6 745.615 0.177 0.349 0.168 0.009 196.051 4.186 
7 880.579 0.043 0.104 0.557 0.000 240.086 5.134 
8 1186.412 0.123 0.533 0.217 0.020 331.103 6.941 
9 788.151 0.093 0.722 0.411 0.006 216.542 4.558 
10 1015.698 0.388 0.480 0.037 0.019 285.702 5.999 
11 133.164 0.191 0.064 0.132 0.004 36.020 0.755 
12 379.729 0.191 0.370 0.298 0.004 101.216 2.126 
14 226.338 0.231 0.231 0.341 0.002 60.231 1.263 
15 49.557 0.194 0.156 0.062 0.005 12.888 0.270 
16 194.238 0.258 0.256 0.008 0.005 51.491 1.079 
17 476.902 0.037 0.658 0.369 0.005 126.809 2.642 
18 150.976 0.220 0.320 0.010 0.003 40.064 0.840 
19 127.224 0.130 0.344 0.041 0.003 33.706 0.706 
20 543.433 0.517 0.971 1.009 0.001 144.123 3.000 
21 460.073 0.172 0.426 0.769 0.000 123.596 2.607 
22 114.198 0.201 0.244 0.124 0.006 30.332 0.638 
23 92.770 0.133 0.126 0.409 0.004 24.995 0.524 
25 266.831 0.001 0.057 0.191 0.004 71.325 1.502 
26 143.635 0.054 0.092 0.130 0.001 37.988 0.788 
28 165.709 0.225 0.067 0.043 0.000 43.557 0.899 
29 20.574 0.411 0.150 0.100 0.002 5.556 0.115 
30 45.787 0.031 0.244 0.009 0.000 12.064 0.249 
31 1633.468 0.436 0.036 0.163 0.024 454.666 9.486 
32 929.886 0.114 0.363 0.070 0.009 257.744 5.416 
33 908.330 0.004 0.525 0.027 0.010 253.340 5.325 
34 1108.853 0.710 0.045 0.102 0.021 314.760 6.601 
35 1345.298 0.334 0.130 0.121 0.025 379.353 7.937 
36 1453.755 0.184 0.244 0.111 0.029 410.114 8.571 
37 964.603 0.200 0.203 0.017 0.012 252.422 5.333 
39 547.741 0.002 0.530 0.006 0.009 150.428 3.134 
41 255.840 0.386 0.347 0.115 0.001 68.775 1.452 
42 24.660 0.115 0.385 0.115 0.001 6.592 0.139 
43 162.401 0.128 0.324 0.106 0.000 43.483 0.914 
44 270.459 0.124 0.603 0.135 0.009 73.311 1.548 
45 19.952 0.146 0.424 0.130 0.001 5.330 0.112 
46 6.936 0.001 0.231 0.105 0.002 1.904 0.040 
47 61.747 0.138 0.473 0.145 0.002 16.616 0.350 
48 86.450 0.048 0.174 0.208 0.001 23.217 0.489 
49 45.609 0.142 0.329 0.101 0.000 12.020 0.249 
50 62.500 0.020 0.342 0.107 0.000 16.487 0.342 
               
Mean 525.763 0.182 0.325 0.171 0.008 142.780 3.012 
Median 270.459 0.146 0.331 0.115 0.004 73.311 1.548 
