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RESUMO:
A reconstruc¸a˜o com super-resoluc¸a˜o (SRR) de imagens consiste basicamente em combi-
nar diversas imagens de baixa-resoluc¸a˜o de uma mesma cena para formar uma imagem com
resoluc¸a˜o mais alta. Para isso, a posic¸a˜o relativa entre as imagens precisa ser geralmente
estimada (registro). As principais caracter´ısticas dessa te´cnica sa˜o a elevada sensibilidade a
erros de registro, a dificuldade de modelagem dos sinais de imagem, o mau condicionamento
do problema de SRR, e o elevado custo computacional. Dentre os algoritmos existentes na
literatura, o LMS-SRR oferece grande vantagem computacional, uma qualidade importante
para processamento em tempo-real. Entretanto, algoritmos adaptativos como os da famı´lia
LMS carecem de modelos teo´ricos de comportamento quando aplicados a SRR, um requi-
sito para que seus paraˆmetros possam ser projetados de forma eficiente. Neste trabalho, um
modelo anal´ıtico para o comportamento estoca´stico do LMS-SRR e´ proposto. Equac¸o˜es re-
cursivas sa˜o derivadas para os erros me´dio e quadra´tico me´dio de reconstruc¸a˜o, como func¸o˜es
dos erros de registro. Diretrizes espec´ıficas para o projeto dos paraˆmetros do algoritmo sa˜o
propostas. Importantes concluso˜es acerca do efeito do passo de convergeˆncia no desempenho
do algoritmo sa˜o apresentadas. Por fim, contra´rio ao que e´ tradicionalmente assumido em
SRR, e´ mostrado que um n´ıvel moderado de erro de registro pode ser bene´fico ao desempenho
do algoritmo, dependendo da implementac¸a˜o. Nesses casos, os erros de registro podem con-
tribuir para a reduc¸a˜o da complexidade computacional, evitando a necessidade de um termo
de regularizac¸a˜o.
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ABSTRACT:
The super-resolution image reconstruction (SRR) consists basically of combining multiple
low resolution images of the same scene to form a higher resolution image. To achieve the
SRR, the relative position between the images has usually to be estimated (registration). The
main characteristics of this technique are the high sensitivity to the registration errors, the
difficulty in modeling the image signals, the ill-posed characteristic of the SRR problem, and
the high computational cost. Among the algorithms available in the literature, the LMS-SRR
offers great computational advantage, an important quality for real time signal processing.
However, adaptive algorithms from the LMS family lack theoretical behavior models when
applied to SRR, a requirement for a proper design of their parameters. In this work an analy-
tical model for the stochastic behavior of the LMS-SRR is proposed. Recursive equations are
derived for the mean and mean square reconstruction errors, as functions of the registration
errors. Specific guidelines to the design of the algorithm parameters are proposed. Impor-
tant conclusions about the effect of the step-size on the algorithm performance are presented.
Finally, contrary to what is traditionally assumed in SRR, it is shown that a moderate le-
vel of registration error may be beneficial for the performance of the LMS-SRR algorithm,
depending on the implementation. In these cases, the registration erros can contribute for
reducing even more the computational complexity of this algorithm by avoiding the need for
regularization.
vi
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Cap´ıtulo 1
Introduc¸a˜o
A qualidade de uma imagem digital e´ afetada por uma se´rie de fatores como, por exemplo,
a distaˆncia entre o sistema de aquisic¸a˜o e o objeto de interesse, as condic¸o˜es do ambiente em
que a cena e´ adquirida e, evidentemente, a resoluc¸a˜o do sensor de imagens utilizado. Assim,
em determinadas aplicac¸o˜es, obter imagens com alta qualidade e´ muitas vezes uma tarefa
dif´ıcil, dado que na˜o se possui controle sobre os fatores supracitados. A´reas como meteo-
rologia e engenharias florestal e agronoˆmica fazem uso frequ¨ente de imagens adquiridas por
sate´lites. Nesse caso, a distaˆncia entre a caˆmera e a Terra na˜o pode ser reduzida, e nem
mesmo as condic¸o˜es clima´ticas (atmosfe´ricas) podem ser controladas. Ale´m disso, existem li-
mitac¸o˜es f´ısicas e econoˆmicas para a construc¸a˜o de lentes e sensores1 que fornec¸am a resoluc¸a˜o
muitas vezes desejada. Problemas semelhantes ocorrem quando as imagens precisam ser ad-
quiridas com sensores de infra-vermelho. Esses sensores geralmente fornecem sinais com forte
recobrimento espectral, uma vez que na˜o podem ser produzidos com a mesma densidade dos
CCDs (Charge-Coupled Devices) tradicionais [2]. Mesmo no caso de CCDs convencionais, a
produc¸a˜o de sensores densos implica em ce´lulas com a´reas sens´ıveis muito pequenas. Sensores
com ce´lulas menores capturam menos fo´tons, o que pode levar o ru´ıdo de aquisic¸a˜o do sinal
a n´ıveis elevados.
Dentro desse contexto, uma soluc¸a˜o que tem sido crescentemente utilizada para o me-
lhoramento da qualidade de imagens e´ a reconstruc¸a˜o com super-resoluc¸a˜o (SRR — super-
resolution reconstruction). Esse e´ um tema de pesquisa que tem despertado bastante interesse
na comunidade cient´ıfica. Na SRR, as imagens sa˜o processadas apo´s a aquisic¸a˜o para que um
aumento da resoluc¸a˜o seja obtido, indo ale´m dos limites convencionais do sistema de imagens
utilizado. A SRR consiste basicamente em combinar mu´ltiplas imagens de baixa resoluc¸a˜o
para formar uma imagem de alta (maior) resoluc¸a˜o. Dessa forma, e´ enta˜o poss´ıvel aumentar
efetivamente a resoluc¸a˜o dessas imagens sem, por exemplo, diminuir o tamanho f´ısico dos
sensores. Em [1], e´ apresentada uma visa˜o geral dos trabalhos propostos em torno deste tema
nos u´ltimos anos.
Alguns exemplos cotidianos podem ilustrar os benef´ıcios dessa te´cnica:
• Reduc¸a˜o de custos para produc¸a˜o de caˆmeras fotogra´ficas digitais — Um grande nu´mero
de caˆmeras digitais possui treˆs CCDs (um para cada componente de cor). Portanto,
1 Limitac¸o˜es f´ısicas da construc¸a˜o de sensores sa˜o listadas em [1]
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cada cena fotografada e´ adquirida por treˆs sensores dispostos em posic¸o˜es diferentes.
Geralmente, apenas a informac¸a˜o de cor oriunda desses sensores e´ tratada de forma dis-
criminada. A informac¸a˜o de resoluc¸a˜o na˜o e´ usualmente aproveitada. Entretanto, como
sera´ visto, essas treˆs imagens adquiridas de posic¸o˜es diferentes podem ser utilizadas para
melhorar a resoluc¸a˜o da imagem obtida.
Note ainda que o tempo de exposic¸a˜o t´ıpico de uma aquisic¸a˜o de imagem fotogra´fica
varia entre 1/30 e 1/2000 segundo. Portanto, mesmo em caˆmeras que possuam apenas
um sensor, a imagem pode ser capturada diversas vezes em uma frac¸a˜o de segundo
(mediante um u´nico disparo do usua´rio), de forma a obter a informac¸a˜o necessa´ria ao
aumento da resoluc¸a˜o, aproveitando o pro´prio movimento (involunta´rio) do usua´rio ou
mesmo o movimento da cena;
• Aumento da confiabilidade de sistemas de vigilaˆncia — Atualmente existem diversos
sistemas comerciais de vigilaˆncia eletroˆnica baseados em imagens de v´ıdeo. Em tais
sistemas, imagens sa˜o adquiridas atrave´s de caˆmeras digitais de v´ıdeo (em casos mais
espec´ıficos, atrave´s de caˆmeras dedicadas a` Internet — webcams). Os dados de v´ıdeo
geralmente sa˜o interpretados por um computador, disparando algum tipo de alarme
mediante eventos considerados suspeitos. Em seguida, esses dados sa˜o armazenados,
com ou sem compressa˜o, em arquivos digitais, permitindo uma futura ana´lise humana.
Alguns sistemas, incluindo os que utilizam webcams, fornecem ainda a possibilidade de
acompanhamento remoto, em tempo-real, da sequ¨eˆncia de v´ıdeo (por exemplo, via Inter-
net). Assim, tanto por razo˜es de armazenamento e de transmissa˜o de v´ıdeo quanto por
razo˜es econoˆmicas (custo de equipamento), a resoluc¸a˜o das imagens deve ser relativa-
mente baixa. Entretanto, sistemas de vigilaˆncia por v´ıdeo descrevem uma das aplicac¸o˜es
em que imagens de alta resoluc¸a˜o sa˜o cruciais, uma vez que essas imagens devem forne-
cer uma quantidade razoa´vel de detalhes das cenas adquiridas. Dentro desse contexto,
as te´cnicas de SRR permitem que se tenham sistemas de vigilaˆncia mais confia´veis, a
baixo custo, e, mais do que isso, preservando toda a estrutura de hardware ja´ instalada
nos sistemas existentes. Mais detalhes (te´cnicos) sobre esses sistemas, incluindo sobre
a aplicac¸a˜o de SRR, sa˜o apresentados em [3, 4, 5, 6];
• Pa´ıses em desenvolvimento carecem de sistemas automa´ticos de controle de qualidade
de baixo custo e aplica´veis a`s linhas de produc¸a˜o de suas indu´strias. No Brasil, diversas
empresas ja´ desenvolvem esse tipo de sistema. Entretanto, esse ainda e´ um mercado
pouco explorado, dado o custo do hardware envolvido. Com o uso da SRR, soluc¸o˜es
mais baratas podem ser oferecidas, contribuindo para o desenvolvimento econoˆmico da
nac¸a˜o;
• Sistemas de reconhecimento de padro˜es de baixo custo — Tanto em sistemas de con-
trole de qualidade quanto em sistemas de vigilaˆncia eletroˆnica, muitas vezes busca-se
reconhecer algum objeto presente na cena. Nesses casos, a SRR pode ser implementada
com eficieˆncia computacional superior a`s aplicac¸o˜es mais gerais, uma vez que se destina
a melhorar a resoluc¸a˜o apenas de uma determinada regia˜o da imagem. Ale´m disso,
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me´todos consagrados de reconhecimento de padro˜es analisam as imagens em um espac¸o
com dimensa˜o reduzida, diminuindo consideravelmente a quantidade de dados subme-
tidos a` ana´lise [7]. Dessa forma, a SRR pode ser aplicada sobre um conjunto reduzido
de dados, sendo mais facilmente implementada em tempo-real. Exemplos de aplicac¸a˜o
sa˜o os sistemas de detecc¸a˜o e reconhecimento facial. Em [8], e´ apresentado um me´todo
que agrupa reconhecimento facial e super-resoluc¸a˜o. Nesse trabalho, a super-resoluc¸a˜o
e´ obtida diretamente em um espac¸o de dimensa˜o reduzida (chamado espac¸o de faces),
acarretando considera´vel ganho computacional;
• Sistemas de comunicac¸a˜o de baixo custo — A explorac¸a˜o da telefonia via Internet e´
uma tendeˆncia do mercado de telecomunicac¸o˜es. Conhecido como Voz Sobre Protocolo
de Internet (VoIP — Voice Over Internet Protocol), esse servic¸o oferece diversas van-
tagens como, por exemplo, integrac¸a˜o de voz com outros tipos de dados, reduc¸a˜o de
prec¸os (principalmente para ligac¸o˜es de longa distaˆncia), utilizac¸a˜o de Intranets desem-
penhando a func¸a˜o dos atuais PBXs, dentre outras. Uma extensa˜o ja´ prevista para o
servic¸o de VoIP e´ a transmissa˜o de v´ıdeo [9, 10]. Estudos sobre a qualidade de trans-
misso˜es de v´ıdeo teˆm sido desenvolvidos [10, 11], apontando a viabilidade e as limitac¸o˜es
dessa aplicac¸a˜o. A SRR de sequ¨eˆncias de v´ıdeo pode melhorar a qualidade dos servic¸os
de VoIP, uma vez que, em func¸a˜o da largura de banda do canal de transmissa˜o, as
imagens transmitidas via Internet devem possuir uma resoluc¸a˜o relativamente baixa.
1.1 Princ´ıpio Ba´sico
Mas como conseguir uma imagem de alta resoluc¸a˜o a partir de imagens de baixa resoluc¸a˜o?
Inicialmente, e´ necessa´rio que as imagens sejam de uma mesma cena; por exemplo, de um
mesmo objeto. Ale´m do mais, as imagens devem estar desalinhadas2 (deve haver deslocamento
relativo entre a posic¸a˜o do objeto nas diferentes imagens). Esse deslocamento relativo entre
as imagens deve ainda ser de frac¸a˜o de pixel, e pode ser um movimento induzido (conhecido),
como no caso de imagens de sate´lite, ou mesmo oriundo da vibrac¸a˜o do sistema de aquisic¸a˜o
(como no caso de imagens fotogra´ficas). Quando o movimento e´ conhecido, ou estimado com
precisa˜o suficiente, a SRR pode ser obtida como ilustrado na Figura 1.1, em que os pixels das
imagens observadas (em uma grade de baixa resoluc¸a˜o) sa˜o reorganizados em uma grade de
resoluc¸a˜o mais alta. Uma descric¸a˜o mais detalhada sobre a SRR sera´ apresentada no pro´ximo
cap´ıtulo.
De acordo com o que foi exposto, o processo de SRR pode ser dividido em dois esta´gios. O
primeiro esta´gio consiste em registrar, ou alinhar, as imagens. Isto e´, determinar a posic¸a˜o que
cada um dos pixels (objetos) de uma imagem ocupa nas demais. O segundo esta´gio consiste
em combinar as mu´ltiplas imagens de baixa resoluc¸a˜o (depois de alinhadas) formando uma
u´nica imagem de alta resoluc¸a˜o.
2 Existem me´todos de reconstruc¸a˜o com super-resoluc¸a˜o que dispensam o deslocamento relativo entre as
imagens (ver [12] e refereˆncias em [1]), entretanto, tal abordagem na˜o sera´ estudada neste trabalho.
Cap´ıtulo 1. Introduc¸a˜o 4
Figura 1.1: Modelo ba´sico de reconstruc¸a˜o com super-resoluc¸a˜o.
1.2 Reconstruc¸a˜o de Vı´deo versus Erros de Modelagem
As te´cnicas de SRR podem ser divididas em dois grupos: super-resoluc¸a˜o de uma u´nica
imagem (a partir de va´rias outras), e super-resoluc¸a˜o de sequ¨eˆncias de v´ıdeo. Em aplicac¸o˜es de
reconstruc¸a˜o de v´ıdeo (sequ¨eˆncias de imagens), geralmente existe o requisito de processamento
em tempo-real. Por este motivo, diversos algoritmos recursivos teˆm sido propostos ([1, 13,
14, 15] e refereˆncias em [1]).
Um dos maiores problemas em SRR e´ a sensibilidade dos algoritmos a erros de mode-
lagem [16]. Outliers sa˜o definidos como dados cuja distribuic¸a˜o na˜o segue a assumida na
modelagem do problema. Sendo assim, os outliers podem ocorrer devido aos mais variados
problemas de modelagem, como por exemplo, modelagem inadequada do sistema o´ptico, da
cena filmada, ou mesmo do erro de registro (erro de estimac¸a˜o da posic¸a˜o relativa entre as
imagens consideradas). Este u´ltimo e´, provavelmente, a maior causa de baixo desempenho
nos algoritmos de SRR em geral. Sabe-se que um registro acurado e´ crucial para que bons
resultados de SRR sejam alcanc¸ados [17, 18, 19]. Quando o movimento entre as imagens e´
estimado de forma inexata, o algoritmo tende a degradar ainda mais as imagens observadas,
ao inve´s de melhora´-las. Essa degradac¸a˜o e´ chamada ru´ıdo de erro de registro.
A t´ıtulo ilustrativo, na Figura 1.2 sa˜o apresentados alguns resultados de reconstruc¸a˜o de
imagens utilizando uma implementac¸a˜o no domı´nio espacial [20] de um algoritmo cla´ssico de
SRR [21]. Como pode ser observado, na presenc¸a do ru´ıdo de erro de registro a convenieˆncia
do uso de te´cnicas de SRR deve ser verificada com cuidado. As caracter´ısticas da Figura 1.2(c)
sa˜o geralmente prefer´ıveis, em relac¸a˜o a` Figura 1.2(e). Entretanto, na˜o ha´ du´vidas de que o
melhor resultado de reconstruc¸a˜o corresponde a` Figura 1.2(d), situac¸a˜o em que na˜o existem
erros de registro.
Quando a aplicac¸a˜o na˜o impo˜e a necessidade de processamento em tempo-real, o ru´ıdo
de erro de registro pode ser processado com mais eficieˆncia. Quando se trata de SRR de
sequ¨eˆncias de v´ıdeo, entretanto, o problema e´ geralmente agravado pelas restric¸o˜es de tempo
de processamento que a aplicac¸a˜o impo˜e. Nesses casos, a necessidade de um registro acurado
e´, portanto, mais eminente. Todavia, a qualidade da estimac¸a˜o de movimento na˜o depende
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Figura 1.2: Exemplos de resultados de reconstruc¸a˜o. (a) Imagem original. (b) Imagem
degradada. (c) Interpolac¸a˜o bicu´bica de (b). (d) SRR sem erros de registro. (e) SRR com
erros de registro.
apenas do me´todo de estimac¸a˜o utilizado. As caracter´ısticas da aplicac¸a˜o e dos sinais de
imagem tornam o registro de imagens um problema mal condicionado [22]. Por este motivo,
muitos trabalhos teˆm procurado por algoritmos de SRR mais robustos ao erro de registro.
Em [18], Wang e Qi propo˜em um algoritmo de reconstruc¸a˜o de sequ¨eˆncias de v´ıdeo baseado
no filtro de Kalman. Nesse trabalho, as incertezas de registro sa˜o inclu´ıdas (previstas) nas
equac¸o˜es do filtro. Embora os resultados obtidos em [18] sejam promissores, a ana´lise de
convergeˆncia e de complexidade computacional sa˜o to´picos que ainda precisam ser abordados.
Em [19], Lee e Kang definem um problema de SRR como um problema de mı´nimos quadrados
regularizado, em que a func¸a˜o de regularizac¸a˜o depende do sinal de entrada e e´ func¸a˜o dos
erros de registro. O algoritmo do gradiente e´ enta˜o utilizado para minimizar a func¸a˜o custo
resultante. A complexidade computacional e´ compat´ıvel com algoritmos tradicionais de SRR.
Em [13, 23, 24] foram propostos dois algoritmos baseados na filtragem de Kalman. Uma
das soluc¸o˜es apresentadas consiste em um estimador no sentido quadra´tico (Least Squares) e
a outra em um estimador no sentido quadra´tico me´dio (Least Mean Square). Em ambas as
soluc¸o˜es, a imagem de alta resoluc¸a˜o e´ reconstru´ıda sem a necessidade da inversa˜o de matrizes
(ao contra´rio do algoritmo de Kalman tradicional). Esses algoritmos sa˜o ditos pertencentes
a` abordagem de filtragem adaptativa (embora na˜o se tratem de algoritmos de filtragem e
sim de estimac¸a˜o) [1, 23]. Devido a` sua reduzida complexidade computacional e consequ¨ente
aplicabilidade em tempo-real, torna-se importante investigar o desempenho de tais algoritmos
adaptativos. Entretanto, diferentemente dos tradicionais algoritmos de filtragem adaptativa,
existe pouca informac¸a˜o dispon´ıvel sobre o comportamento desses algoritmos de SRR [13, 24].
Apesar da reconhecida importaˆncia da influeˆncia dos erros de registro na SRR, pouco tem
sido feito para quantificar teoricamente os efeitos desses erros sobre as imagens reconstru´ıdas.
Na maioria dos trabalhos citados acima ([8, 14, 15, 18, 19]), a proposic¸a˜o e a comparac¸a˜o de
soluc¸o˜es sa˜o geralmente feitas de uma forma ad hoc; pela observac¸a˜o dos resultados ou pela
comparac¸a˜o do escopo de aplicac¸a˜o de cada uma das soluc¸o˜es. Embora muitos atentem para
o problema do erro de registro, apenas em [13] e´ apresentada uma ana´lise, ainda que bastante
simplificada, do desempenho da soluc¸a˜o proposta frente a erros de registro. Essa ana´lise e´
limitada a condic¸o˜es de convergeˆncia e considera condic¸o˜es de operac¸a˜o bastante restritivas.
Os resultados apresentados trazem pouca informac¸a˜o sobre o comportamento dos algoritmos
em situac¸o˜es pra´ticas de aplicac¸a˜o.
Outro tipo de problema de modelagem, ainda no contexto do movimento presente em
Cap´ıtulo 1. Introduc¸a˜o 6
(a) (b) (c) (d) (e)
Figura 1.3: Exemplos de resultados de reconstruc¸a˜o. (a) Imagem original. (b) Imagem
degradada. (c) Interpolac¸a˜o bicu´bica de (b). (d) SRR sem tratamento de inovac¸o˜es. (e) SRR
com tratamento especial para as inovac¸o˜es.
sequ¨eˆncias de v´ıdeo, sa˜o os outliers causados por regio˜es que aparecem ou desaparecem re-
pentinamente de uma cena, i.e., as inovac¸o˜es causadas pelo movimento (conhecido) de objetos
que ocorrem de um quadro para o outro. Essas inovac¸o˜es ocorrem muitas vezes por causa
da sobreposic¸a˜o de dois objetos, ou por causa do movimento da caˆmera, que altera a regia˜o
da cena adquirida pelo sensor, de um quadro em relac¸a˜o ao anterior. Uma descric¸a˜o mais
detalhada sobre as inovac¸o˜es pode ser encontrada na Sec¸a˜o 2.2.2.
Na Figura 1.3 sa˜o ilustrados alguns resultados de reconstruc¸a˜o (utilizando o mesmo al-
goritmo do exemplo anterior). Esses resultados mostram claramente o efeito dos outliers
causados pelas inovac¸o˜es entre as imagens da sequ¨eˆncia. Neste exemplo o movimento re-
lativo entre as imagens e´ translacional (diagonal), causado por um deslocamento do sensor
de aquisic¸a˜o. Como pode ser observado na Figura 1.3(d), as inovac¸o˜es (que neste caso na˜o
sa˜o modeladas corretamente) concentram-se nas regio˜es pro´ximas aos limites superior e es-
querdo das imagens. Nessas regio˜es a qualidade perceptual pode ser julgada como bastante
inferior ate´ mesmo a`quela obtida com algumas te´cnicas de interpolac¸a˜o, como por exemplo a
interpolac¸a˜o bicu´bica (Figura 1.3(c)). Quando as inovac¸o˜es sa˜o adequadamente modeladas,
entretanto, seu efeito sobre o resultado de reconstruc¸a˜o tende a ser reduzido (Figura 1.3(e)).
Diversos trabalhos teˆm abordado o problema das inovac¸o˜es causadas pelo movimento na
SRR [16, 25, 26, 27, 28]. Na Ref. [25], e´ proposto um algoritmo robusto a outliers causados
por erros de registro, de modelagem do sistema o´ptico (blurring) e de modelagem do ru´ıdo,
assim como a outliers causados pelo deslocamento de objetos (inovac¸o˜es) nas cenas. Nesse
algoritmo, o estimador de me´dia, tradicionalmente utilizado para calcular o gradiente em
algoritmos de super-resoluc¸a˜o, e´ substitu´ıdo por um estimador de mediana, mais robusto a
outliers. Na Ref. [26] e´ proposto um algoritmo de reconstruc¸a˜o simultaˆnea (que reconstro´i
simultaneamente todas as imagens da sequ¨eˆncia), robusto, e com complexidade computacional
reduzida. Em [16, 27, 28], o problema de outliers em SRR e´ discutido e um algoritmo robusto
e´ proposto, baseado na norma L1.
Mais uma vez, quando a aplicac¸a˜o de interesse requer processamento em tempo-real, a
complexidade computacional precisa ser considerada. O algoritmo robusto a outliers proposto
recentemente em [27, 28] permite uma implementac¸a˜o ra´pida para movimentos translacionais
e globais entre as imagens. Entretanto, mesmo sob tais condic¸o˜es, o custo computacional e
os requisitos de memo´ria desse algoritmo na˜o sa˜o competitivos com [23, 24].
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Tambe´m com relac¸a˜o a` robustez a`s inovac¸o˜es, nenhum trabalho de ana´lise dos algoritmos
propostos em [13, 23, 24] foi encontrado na literatura. Em geral, os diversos algoritmos sa˜o
comparados atrave´s da avaliac¸a˜o de alguns de seus resultados.
1.3 Organizac¸a˜o do Trabalho
Dado o que foi discutido na sec¸a˜o anterior, este trabalho avanc¸a o estado-da-arte no que
diz respeito ao estudo do desempenho de algoritmos de SRR. Este estudo concentra-se em
algoritmos aplica´veis a processos em tempo-real; mais precisamente, destina-se ao estudo do
algoritmo LMS aplicado a` SRR (chamado neste trabalho LMS-SRR) [13, 23, 24].
Neste cap´ıtulo foi definido o processo de reconstruc¸a˜o com super-resoluc¸a˜o (SRR). Jus-
tificativas e aplicac¸o˜es importantes da SRR foram apresentadas. O estado-da-arte em re-
construc¸a˜o de sequ¨eˆncias de imagens foi discutido, assim como a importaˆncia da ana´lise de
algoritmos de SRR, considerando o erro de registro e o erro causado pelas inovac¸o˜es entre as
imagens.
No Cap´ıtulo 2 sa˜o apresentadas a nomenclatura e a notac¸a˜o adotadas durante este traba-
lho. Uma formulac¸a˜o matema´tica do problema de super-resoluc¸a˜o e´ discutida. O algoritmo
LMS-SRR e´ derivado com uma formulac¸a˜o alternativa a` existente na literatura, de forma a
introduzir conceitos que sera˜o utilizados no decorrer do trabalho.
No Cap´ıtulo 3 e´ apresentada uma ana´lise do comportamento do algoritmo LMS-SRR,
evidenciando a influeˆncia do erro de registro no resultado da reconstruc¸a˜o das imagens. Nessa
ana´lise e´ proposto um modelo anal´ıtico para o comportamento estoca´stico do algoritmo.
O modelo proposto no Cap´ıtulo 3 serve de base para um segundo estudo, que considera
o comportamento do algoritmo na presenc¸a de outliers. No Cap´ıtulo 4 e´ apresentada uma
ana´lise estat´ıstica alternativa para o comportamento do algoritmo, que leva a novas concluso˜es
sobre o comportamento do algoritmo LMS sob essas condic¸o˜es de aplicac¸a˜o. Com base nessa
nova ana´lise, sa˜o propostas diretrizes espec´ıficas para o projeto dos paraˆmetros do algoritmo
LMS-SRR.
No Cap´ıtulo 5, e´ estudado o comportamento do algoritmo LMS-SRR em situac¸o˜es es-
pec´ıficas de implementac¸a˜o. Como sera´ mostrado, em situac¸o˜es de interesse pra´tico, o LMS-
SRR apresenta uma deseja´vel robustez aos erros de registro. Mais do que isso, e´ mostrado que
n´ıveis moderados de erros de registro podem contribuir com o desempenho desse algoritmo,
contrariando, de certa forma, o ja´ estabelecido [17, 18, 19] conceito de que os erros de registro
sa˜o absolutamente prejudiciais a` SRR.
Por fim, no Cap´ıtulo 6, sa˜o apresentadas as concluso˜es. Algumas possibilidades de traba-
lhos futuros tambe´m sa˜o discutidas.
Cap´ıtulo 2
O Algoritmo LMS Aplicado a`
Super-Resoluc¸a˜o
Em [13, 23] foi proposta uma soluc¸a˜o para o problema de reconstruc¸a˜o com super-resoluc¸a˜o
(SRR), baseada na teoria de filtragem de Kalman. Em circunstaˆncias particulares, essa
soluc¸a˜o resulta em uma aproximac¸a˜o estoca´stica do Me´todo do Gradiente — o algoritmo Least
Mean Square (LMS). Tal soluc¸a˜o e´ apresentada neste cap´ıtulo atrave´s de uma formulac¸a˜o
alternativa que deduz o algoritmo de forma mais direta, a partir do conceito de gradiente
estoca´stico [29].
Certamente por estar baseada na teoria de filtragem de Kalman, e pelas equac¸o˜es de sua
implementac¸a˜o recursiva serem bastante similares a`s do filtro LMS tradicional, essa soluc¸a˜o
e´ conhecida na literatura [1, 23] como uma abordagem de filtragem adaptativa. Entretanto,
e´ importante observar que na˜o e´ aparente a interpretac¸a˜o de um processo de filtragem nas
equac¸o˜es deste algoritmo. O me´todo proposto em [13, 23], de fato, caracteriza um processo
de estimac¸a˜o.
Na sec¸a˜o seguinte, sa˜o apresentadas a modelagem e a notac¸a˜o adotadas para descrever
os sinais envolvidos neste trabalho. Nas sec¸o˜es posteriores, e´ contextualizado, apresentado e
discutido o algoritmo LMS aplicado a` SRR.
2.1 Nomenclatura e Notac¸a˜o
De forma a diferenciar o algoritmo LMS de filtragem adaptativa [29] do algoritmo estudado
neste trabalho, a soluc¸a˜o proposta em [13, 23] e´ aqui denominada de LMS-SRR. Em relac¸a˜o
a`s imagens envolvidas em um processo de SRR, define-se como “baixa resoluc¸a˜o” (LR —
low resolution) a dimensa˜o das imagens observadas, e como “alta resoluc¸a˜o” (HR — high
resolution) a dimensa˜o das imagens desejadas (reconstru´ıdas). O termo “grade de alta (baixa)
resoluc¸a˜o” e´ tratado como sinoˆnimo do espac¸o de alta (baixa) resoluc¸a˜o. Os termos “imagens
de alta (baixa) resoluc¸a˜o” sera˜o abreviados por “imagens HR (LR)”. De forma geral, todas
as siglas neste trabalho sera˜o mantidas abreviando-se os respectivos termos no idioma ingleˆs,
de forma a facilitar ao leitor familiarizado com a a´rea.
No decorrer deste trabalho, pouca refereˆncia e´ feita a`s caracter´ısticas dos sinais de imagem
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envolvidos no processo de SRR. Assim, o termo “bordas da imagem” e´ utilizado para descrever
os limites de uma imagem, e na˜o as regio˜es com alta frequ¨eˆncia espacial. O termo “fronteira”
e´ usado como sinoˆnimo de “bordas”.
Conforme discutido no Cap´ıtulo 1, a te´cnica de SRR estudada neste trabalho baseia-se no
movimento relativo entre as imagens adquiridas. Esse movimento sera´ chamado “movimento
global” quando consistir no mesmo movimento para todos os pixels da imagem. A estimac¸a˜o
da posic¸a˜o relativa entre as imagens e´ conhecida como registro. Como sera´ visto, esse des-
locamento relativo pode ser descrito por uma matriz. Essa matriz sera´ chamada matriz de
registro ou matriz de movimento.
Vetores sa˜o representados com letras minu´sculas em negrito, e matrizes sa˜o representadas
por letras maiu´sculas em negrito. A varia´vel t e´ discreta e inteira, e representa a escala de
evoluc¸a˜o temporal das imagens e dos operadores. A norma de um vetor, denotada por ‖ · ‖,
exceto quando especificada, e´ considerada como sendo a norma L2.
2.2 A Reconstruc¸a˜o com Super-Resoluc¸a˜o
A SRR de sequ¨eˆncias de imagens pode ser realizada com base em duas equac¸o˜es [1, 23,
18, 24]. A primeira consiste no modelo de degradac¸a˜o das imagens adquiridas, e modela a
relac¸a˜o entre as imagens desejada (HR) e observada (LR). A segunda, consiste no modelo
da dinaˆmica do sinal de entrada, ou seja, modela a relac¸a˜o entre as imagens que compo˜em
a sequ¨eˆncia. Tais modelos sera˜o apresentados e discutidos a seguir. Posteriormente, sera˜o
introduzidas algumas formulac¸o˜es t´ıpicas do problema de SRR encontradas na literatura.
2.2.1 Modelo de aquisic¸a˜o
Dadas as representac¸o˜es matriciais de uma imagem digital de baixa resoluc¸a˜o (observada),
Y(t), de tamanhoN×N , e de uma imagem digital de alta resoluc¸a˜o,X(t), de tamanhoM×M ,
em que M > N , o modelo adotado para a aquisic¸a˜o das imagens de alta resoluc¸a˜o e´
y(t) = D(t)x(t) + e(t) , (2.1)
em que y(t) e x(t) sa˜o, respectivamente, as representac¸o˜es lexicogra´ficas da imagem observada
(degradada) e da imagem original (que se deseja reconstruir), no instante de tempo t. Assim,
y(t) tem dimensa˜o N2× 1 e x(t) tem dimensa˜o M2× 1. A matriz D(t) modela a degradac¸a˜o
(subamostragem e distorc¸o˜es o´pticas), e possui dimensa˜o N2×M2. Em aplicac¸o˜es t´ıpicas de
SRR de v´ıdeo, o efeito de subamostragem e´ geralmente invariante no tempo, visto que, via de
regra, e´ oriundo de um u´nico sensor de imagem. Entretanto, as distorc¸o˜es o´pticas, causadas
pelo conjunto o´ptico do sistema de aquisic¸a˜o, podem ser variantes no tempo. De forma geral,
pode existir ajuste no conjunto o´ptico, por exemplo, com a finalidade de manutenc¸a˜o do foco
ante a deslocamentos relativos entre o objeto de interesse e o sistema de aquisic¸a˜o. Por esse
motivo, a matriz de degradac¸a˜o, D(t), e´ modelada como uma func¸a˜o do tempo. Neste caso,
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D(t) pode enta˜o ser modelada como
D(t) = CH(t) , (2.2)
em que C modela a subamostragem desempenhada pelo sensor, e H(t) modela as distorc¸o˜es
causadas pelo sistema de lentes. Informac¸o˜es detalhadas sobre as caracter´ısticas de C e de
H(t) podem ser encontradas em [30, pg.180]. Outras modelagens para a matriz D(t) podem
ser encontradas na literatura [31]. De uma forma geral, diferenc¸as de modelagem na˜o afetam
os resultados das ana´lises apresentadas neste trabalho. Casos espec´ıficos em que isso pode
ocorrer sera˜o comentados oportunamente.
Modelos de aquisic¸a˜o definidos atrave´s da considerac¸a˜o de imagens cont´ınuas tambe´m
podem ser definidos. Pore´m, o modelo de aquisic¸a˜o utilizado neste trabalho obedece ao ado-
tado na maioria dos trabalhos [1, 13, 18, 23], de forma a obter-se um tratamento matema´tico
mais simples. Esse modelo corresponde a` hipo´tese de que as imagens referentes a X(t) sa˜o
(ou podem ser aproximadas por) limitadas em banda e amostradas obedecendo a taxa de
Nyquist.
O vetor e(t), de dimensa˜o N2 × 1, modela o ru´ıdo de observac¸a˜o (ru´ıdo eletroˆnico),
considerado independente de y(t) e de x(t), branco, gaussiano, de me´dia zero e matriz de
correlac¸a˜o Re = E[e(t)eT(t)] = σ2eI. A hipo´tese de independeˆncia e´ utilizada uma vez que o
ru´ıdo eletroˆnico, em diferentes elementos de um sensor de imagem, e´, geralmente, i.i.d. Uma
ana´lise mais detalhada das caracter´ısticas do ru´ıdo em sensores pode ser encontrada em [32].
2.2.2 Modelo da dinaˆmica do sinal
A dinaˆmica do sinal de entrada e´ modelada por
x(t) = G(t)x(t− 1) + s(t) , (2.3)
em que G(t) e´ a matriz de registro, que descreve o movimento relativo entre x(t) e x(t− 1),
e s(t) modela as inovac¸o˜es em x(t).
Uma dinaˆmica de sinal de entrada t´ıpica, descrita por (2.3), e´ ilustrada na Figura 2.1. A
Figura 2.1(a) representa uma cena esta´tica a qual e´ adquirida entre os instantes de tempo
t − 2 (Figura 2.1(b)) e t (Figura 2.1(d)). A Figura 2.1(e) mostra a representac¸a˜o matricial
(imagem) do vetor x(t − 1), em (2.3). A Figura 2.1(f) ilustra a representac¸a˜o matricial do
vetor resultante do produtoG(t)x(t−1), em que G(t) assume preenchimento com zeros (zero
padding) para determinar os pixels das regio˜es de fronteira da imagem resultante, apo´s mover
a imagem x(t− 1). Por fim, nas figuras 2.1(g) e 2.1(h) sa˜o apresentados, respectivamente, a
imagem adquirida no instante de tempo t e as inovac¸o˜es entre t−1 e t. Note que, ao considerar
iluminac¸a˜o constante e movimento translacional e global entre os quadros da sequ¨eˆncia, as
inovac¸o˜es estara˜o concentradas nas regio˜es de fronteira das imagens.
Um aspecto importante na caracterizac¸a˜o do processo de super-resoluc¸a˜o e´ a construc¸a˜o da
matriz de registro G(t). Na pro´xima sec¸a˜o sa˜o fornecidos alguns detalhes sobre a construc¸a˜o
dessa matriz.
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(a) (b) (c) (d)
(e) (f) (g) (h)
Figura 2.1: Exemplo da dinaˆmica do sinal (ver Eq.(2.3)), considerando movimento transla-
cional da caˆmera e iluminac¸a˜o constante. (a) Cena original. (b)-(d) Imagens nos instantes
de tempo t − 2 ate´ t (imagem HR x(t − l), l = 0, 1, 2). Representac¸o˜es matriciais de: (e)
x(t− 1); (f) G(t)x(t− 1); (g) x(t); (h) s(t) = x(t)−G(t)x(t− 1) (inovac¸o˜es).
2.2.3 A matriz de registro e as condic¸o˜es de fronteira
A matriz de registro pode ser constru´ıda a partir do conhecimento dos deslocamentos
referentes a cada pixel da imagem. No caso de movimento translacional e global, como
o representado na Figura 2.1, o deslocamento pode ser caracterizado por um u´nico vetor
∆(t) = [∆l(t), ∆c(t)], em que ∆l(t) e ∆c(t) sa˜o respectivamente os deslocamentos nas direc¸o˜es
das linhas e das colunas da imagem. Nesse caso, a matriz G(t) e´ enta˜o constru´ıda de forma a
assumir as caracter´ısticas de uma matriz de permutac¸a˜o, exceto pelas condic¸o˜es de fronteira,
conforme sera´ explicado a seguir.
A construc¸a˜o da matriz de registro esta´ atrelada a`s hipo´teses feitas sobre a estrutura das
imagens observadas. Por exemplo, considere a imagem x(t− 1), de 3× 3 pixels, representada
pelos pixels xi(t − 1), i = 1, . . . , 9, na Figura 2.2(a). Um deslocamento global de um pixel
para a esquerda, implementado pelo produto G(t)x(t − 1) no lado direito de (2.3), leva a`
situac¸a˜o ilustrada na Figura 2.2(b), em que os pixels da coluna a` direita da imagem (chamados
inovac¸o˜es) podem ser determinados de diversas maneiras. Assumir que esses pixels teˆm valores
nulos, por exemplo, equivale a` hipo´tese de que todos os pixels externos a` cena observada no
instante t sa˜o pretos. Esse tipo de implementac¸a˜o e´ chamado de preenchimento com zeros
(zero padding), tambe´m conhecido como condic¸a˜o de fronteira de Dirichlet. Essa condic¸a˜o de
fronteira geralmente produz um efeito indeseja´vel nas regio˜es pro´ximas a`s bordas da imagem
reconstru´ıda (ver Figura 1.3(d)).
E´ importante notar que o preenchimento dos pixels referentes a`s inovac¸o˜es e´ resultante de
uma combinac¸a˜o linear dos pixels da imagem x(t−1), em que o combinador e´ a pro´pria matriz
G(t) (ver Eq.(2.3)). Logo, a hipo´tese assumida para determinar a natureza das inovac¸o˜es e´
inclu´ıda na construc¸a˜o de G(t).
Outra hipo´tese que pode ser assumida na construc¸a˜o de G(t) e´ a de que as imagens apre-
sentam periodicidade circular, i.e., a u´ltima coluna de x(t), no exemplo acima, e´ preenchida
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com os valores da primeira coluna de x(t− 1), (ver Figura 2.2(c)). Como sera´ visto, essa na˜o
e´ a hipo´tese que fornece o melhor resultado perceptual. Entretanto, para fins de estudo do
comportamento de algoritmos de SRR, assumir imagens perio´dicas pode levar a simplificac¸o˜es
matema´ticas considera´veis.
Imagens naturais geralmente apresentam alta correlac¸a˜o espacial, ou seja, na maioria das
aplicac¸o˜es, regio˜es vizinhas em uma imagem sa˜o bastante similares entre si. Por este motivo,
os melhores resultados de reconstruc¸a˜o em torno das bordas das imagens sa˜o alcanc¸ados
assumindo-se que as imagens apresentam periodicidade linear [33]. Isto equivale a construir
uma matriz de registro que preencha a u´ltima coluna da imagem na Figura 2.2(b) com os
mesmos valores da penu´ltima coluna. Essa construc¸a˜o e´ chamada condic¸a˜o de fronteira de
Neumann, e equivale a` hipo´tese de que os pixels externos a` cena observada sa˜o ideˆnticos
aos pixels internos a` cena, espelhados em relac¸a˜o a`s bordas da imagem [32, 34] (conforme
ilustrado na Figura 2.2(d)). Durante este trabalho, salvo quando especificado, a condic¸a˜o de
Neumann e´ assumida na implementac¸a˜o do algoritmo de reconstruc¸a˜o.
Embora a implementac¸a˜o do algoritmo de SRR utilize a condic¸a˜o de Neumann, assumir a
hipo´tese de imagens perio´dicas pode acarretar simplificac¸o˜es significativas na implementac¸a˜o
do modelo teo´rico. No decorrer deste trabalho sera´ visto que o erro na avaliac¸a˜o do com-
portamento, causado pela diferenc¸a na implementac¸a˜o das matrizes de registro do modelo
teo´rico e do algoritmo de reconstruc¸a˜o, na˜o e´ significativo.
Para casos em que o movimento entre as imagens na˜o se restringe a um deslocamento
translacional e global, as condic¸o˜es de fronteira podem ser definidas de maneira similar.
Nessas situac¸o˜es, repetir pixels vizinhos, utilizar os mesmos valores da respectiva regia˜o da
imagem do instante anterior, ou usar as condic¸o˜es de Dirichlet, sa˜o deciso˜es que devem ser
tomadas de acordo com cada aplicac¸a˜o.
2.2.4 Caracterizac¸a˜o da matriz de registro
Embora a ana´lise teo´rica desenvolvida neste trabalho na˜o se restrinja a movimentos trans-
lacionais globais, apenas para esses casos sera´ necessa´ria uma caracterizac¸a˜o anal´ıtica da ma-
triz de registro. Sendo assim, nesta sec¸a˜o e´ definida uma func¸a˜o para descrever os elementos
gi,j(t) de G(t), dada a ocorreˆncia de um movimento translacional e global.
Na derivac¸a˜o que se segue, l(t−t0) e c(t−t0) sa˜o nu´meros inteiros referentes aos ı´ndices de
linhas e colunas, respectivamente, das imagens de alta resoluc¸a˜o X(t− t0), em que t0 = 0, 1.
As varia´veis i e j sa˜o ı´ndices de elementos dos vetores (representac¸o˜es lexicogra´ficas) x(t) e
x(t − 1), respectivamente. Definindo que a organizac¸a˜o dos pixels de X(t − t0) e´ feita em
x(t− t0) na ordem das colunas de X(t− t0), colocadas as linhas lado-a-lado, os ı´ndices i e j
podem ser relacionados com l(t− t0) e c(t− t0) da seguinte forma:{
i = c(t) + C[l(t)− 1]
j = c(t− 1) + C[l(t− 1)− 1] , (2.4)
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x1(t− 1) x2(t− 1) x3(t− 1)
x4(t− 1) x5(t− 1) x6(t− 1)
x7(t− 1) x8(t− 1) x9(t− 1)
(a)
x1(t) x2(t) x3(t)
x4(t) x5(t) x6(t)
x7(t) x8(t) x9(t)
=
x2(t− 1) x3(t− 1) ?
x5(t− 1) x6(t− 1) ?
x8(t− 1) x9(t− 1) ?
(b)
x1(t) x2(t) x3(t)
x4(t) x5(t) x6(t)
x7(t) x8(t) x9(t)
=
x2(t− 1) x3(t− 1) x1(t− 1)
x5(t− 1) x6(t− 1) x4(t− 1)
x8(t− 1) x9(t− 1) x7(t− 1)
(c)
x1(t) x2(t) x3(t)
x4(t) x5(t) x6(t)
x7(t) x8(t) x9(t)
=
x2(t− 1) x3(t− 1) x3(t− 1)
x5(t− 1) x6(t− 1) x6(t− 1)
x8(t− 1) x9(t− 1) x9(t− 1)
(d)
Figura 2.2: Exemplos de uma imagem x(t− 1) (3× 3) deslocada para uma imagem x(t) por
uma matriz de registro, considerando diferentes condic¸o˜es de fronteira. (a) Imagem original
x(t−1). (b) Movimento de 1 pixel para a esquerda. (c) Imagem x(t), assumindo periodicidade
circular. (d) Imagem x(t), assumindo as condic¸a˜o de fronteira de Neumann.
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x1(t) | x1(t− 1)
x2(t) ∆(t) = 3 x2(t− 1)
x3(t) ↓ x3(t− 1)
i = 4→ x4(t) x4(t− 1)
... x4(t) = x1(t− 1)
...
xL(t) xL(t− 1)
Figura 2.3: Exemplo de movimento global considerando deslocamento em passos inteiros.
em que {l(t− 1), l(t)} ∈ {1, . . . , L}, {c(t− 1), c(t)} ∈ {1, . . . , C}, e {i, j} ∈ {1, . . . , LC}1.
Para fins dida´ticos, inicialmente as imagens HR sera˜o assumidas como tendo apenas uma
coluna (C = 1). Desta forma, c(t − 1) = c(t) = 1 e (2.4) implica em i = l(t) e j = l(t − 1).
Os elementos de G(t) em (2.3) sa˜o enta˜o gi,j(t) = gl(t),l(t−1)(t). Lembrando que o vetor de
deslocamento global entre as imagens X(t − 1) e X(t) e´ definido por ∆(t) = [∆l(t),∆c(t)],
neste caso o vetor de deslocamento ∆(t) se reduz a um escalar ∆(t) = ∆l(t).
Inicialmente, o deslocamento sera´ considerado inteiro, ou seja ∆(t) ∈ Z. Este caso e´
ilustrado na Figura 2.3, onde ∆(t) = 3 e apenas o movimento do elemento x1(t − 1) e´
destacado. Assim, exceto para os pixels pro´ximos a` fronteira da imagem (x1(t) a x3(t) na
Figura 2.3), tem-se xi(t) = xi−∆(t)(t−1) = xj(t−1), em que i−j = ∆(t). Para este exemplo,
a equac¸a˜o da dinaˆmica do sinal de entrada, assumindo a condic¸a˜o de fronteira de Neumann,
corresponde a
x1(t)
x2(t)
x3(t)
x4(t)
x5(t)
...
xL(t)

=

0 0 1 · · · 0 0 0 0
0 1 0 · · · 0 0 0 0
1 0 0 · · · 0 0 0 0
1 0 0 · · · 0 0 0 0
0 1 0 · · · 0 0 0 0
...
...
...
. . .
...
...
...
...
0 0 0 · · · 1 0 0 0


x1(t− 1)
x2(t− 1)
x3(t− 1)
x4(t− 1)
x5(t− 1)
...
xL(t− 1)

+

s1(t)
s2(t)
s3(t)
s4(t)
s5(t)
...
sL(t)

(2.5)
Por inspec¸a˜o de (2.5) e da Figura 2.3, e´ poss´ıvel ver que, exceto para os pixels de fronteira,
gi,j(t) =
0, |i− j −∆(t)| ≥ 11, |i− j −∆(t)| = 0 (2.6)
para todo ∆(t) ∈ Z.
Considere agora o caso geral em que ∆(t) ∈ R. Nesse caso, xi(t) sera´ uma combinac¸a˜o
linear2 de pixels em uma vizinhanc¸a de X(t − 1). A dinaˆmica descrita na Eq.(2.8) e a
Figura 2.4 ilustram essa situac¸a˜o para ∆(t) = 1.6 e para condic¸a˜o de fronteira assumindo
imagens com periodicidade circular. Por inspec¸a˜o de (2.8), e´ poss´ıvel observar que, exceto
1 Note que, no contexto deste trabalho, L = C = M . A diferenciac¸a˜o apresentada nesta sec¸a˜o deve-se
apenas ao melhor entendimento da formulac¸a˜o proposta. 2 Neste exemplo e´ assumido um sensor com
fotossensibilidade uniforme e sem distaˆncia interpixel.
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x1(t) | x1(t− 1)
∆(t) = 1.6
x2(t) x2(t− 1)
↓
i = 3→ x3(t) x3(t− 1)
.
.
. x3(t) = 0.4x2(t− 1)
.
.
.
+ 0.6x1(t− 1)
xL(t) xL(t− 1)
Figura 2.4: Exemplo de movimento global considerando deslocamento com passos fra-
ciona´rios.
para os pixels de fronteira,
gi,j(t) =
0, |i− j −∆(t)| ≥ 11− |i− j −∆(t)|, |i− j −∆(t)| < 1 (2.7)
para todo ∆(t) ∈ R. A equac¸a˜o dinaˆmica assumindo a condic¸a˜o de fronteira acima fica enta˜o:

x1(t)
x2(t)
x3(t)
x4(t)
x5(t)
...
xL−1(t)
xL(t)

=

0 0 0 0 0 · · · 0.6 0.4
0.4 0 0 0 0 · · · 0 0.6
0.6 0.4 0 0 0 · · · 0 0
0 0.6 0.4 0 0 · · · 0 0
0 0 0.6 0.4 0 · · · 0 0
...
...
...
...
...
. . .
...
...
0 0 0 0 0 · · · 0 0
0 0 0 0 0 · · · 0.4 0


x1(t− 1)
x2(t− 1)
x3(t− 1)
x4(t− 1)
x5(t− 1)
...
xL−1(t− 1)
xL(t− 1)

+

s1(t)
s2(t)
s3(t)
s4(t)
s5(t)
...
sL−1(t)
sL(t)

(2.8)
De forma a simplificar a notac¸a˜o no restante deste trabalho, os elementos da matriz de
registro podem ser definidos como gi,j(t) = h[d,∆(t)], em que d = i−j, {i, j} ∈ Z e ∆(t) ∈ R,
sendo
h[d,∆(t)] =
1− |d−∆(t)|, |d−∆(t)| < 10, |d−∆(t)| ≥ 1 (2.9)
A func¸a˜o em (2.9) e´ ilustrada na Figura 2.5, em uma forma conveniente para futuros ca´lculos.
Generalizando agora para o caso que considera deslocamentos em ambas as direc¸o˜es, a
expressa˜o para gi,j(t) pode ser facilmente estendida para:
gi,j(t) = h[dc(t),∆c(t)]h[dl(t),∆l(t)] , (2.10)
Cap´ıtulo 2. O Algoritmo LMS Aplicado a` Super-Resoluc¸a˜o 16
-
6
¡
¡
¡
¡@
@
@
@
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h[d,∆(t)]
d− 1 d d+ 1
1
Figura 2.5: Func¸a˜o h[d,∆(t)].
em que os sub´ındices l e c correspondem a`s linhas e a`s colunas, respectivamente, e dc(t) =
c(t) − c(t − 1) e dl(t) = l(t) − l(t − 1). Por fim, usando a Eq.(2.10), e´ poss´ıvel determinar
todos os elementos de G(t) para um dado vetor de deslocamento ∆(t).
2.2.5 A reconstruc¸a˜o
Diversas sa˜o as te´cnicas que podem ser aplicadas a` SRR. Em [1], Park at al discutem os
principais algoritmos, listando caracter´ısticas, vantagens e desvantagens de cada um deles.
Nesse trabalho, as te´cnicas de SRR sa˜o separadas em:
• Interpolac¸a˜o na˜o-uniforme;
• Abordagem no domı´nio da frequ¨eˆncia;
• SRR regularizada;
– Abordagem determin´ıstica;
– Abordagem estoca´stica;
• Projec¸a˜o em conjuntos convexos (POCS — projection onto convex sets);
• Hı´bridas (Maximum Likelihood - POCS);
• Retroprojec¸a˜o iterativa (IBP — iterative back-projection);
• Filtragem adaptativa;
• Reconstruc¸a˜o livre de movimento.
O algoritmo estudado neste trabalho e´ citado como uma te´cnica de filtragem adaptativa, mas
utiliza os mesmos conceitos em que se baseiam as te´cnicas regularizadas.
De um ponto de vista determin´ıstico, as te´cnicas regularizadas buscam resolver o problema
inverso referente ao modelo de aquisic¸a˜o descrito por (2.1). A formulac¸a˜o do problema inverso
geralmente recai em um problema de minimizac¸a˜o semelhante a:{
minimizar ‖y(t− k)−M(t− k)xˆ(t)‖2 ∀ observac¸a˜o t− k dispon´ıvel
sujeito a ‖Sxˆ(t)‖2 = 0 (2.11)
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em que xˆ(t) e´ a varia´vel a ser determinada (imagem reconstru´ıda), M(t − k) modela a de-
gradac¸a˜o causada pela aquisic¸a˜o e a relac¸a˜o de movimento entre x(t) e y(t − k). A matriz
S modela a informac¸a˜o a priori sobre as imagens x(t), para todo instante de tempo t, e ge-
ralmente tem por objetivo regularizar o problema inverso. S consiste, tradicionalmente, em
um filtro passa-altas (laplaciano) que insere uma restric¸a˜o de suavidade na soluc¸a˜o (imagens
naturais sa˜o, geralmente, suaves) [1]. O problema em (2.11) pode ser formulado, por exemplo,
como
xˆ(t) = argmin
x(t)
∑
k
‖y(t− k)−M(t− k)x(t)‖2 + αk‖Sx(t)‖2 , (2.12)
em que αk atua como ponderador da parcela de restric¸a˜o. De acordo com cada algoritmo e
com cada aplicac¸a˜o e´ enta˜o definida uma norma espec´ıfica, quadra´tica ou na˜o, ponderada ou
na˜o, assim como a natureza da restric¸a˜o desejada e outras particularidades do problema de
otimizac¸a˜o descrito em (2.11).
Quando o problema de reconstruc¸a˜o e´ formulado de um ponto de vista estoca´stico, geral-
mente recai-se em um problema de estimac¸a˜o Bayesiano. Quando o erro entre as imagens e´
considerado gaussiano, de me´dia zero, e i.i.d., e a restric¸a˜o pode ser descrita por uma parcela
tambe´m gaussiana, a estimac¸a˜o recai na mesma formulac¸a˜o apresentada em (2.12). Mais
detalhes sobre ambas as formulac¸o˜es sa˜o encontrados em [1].
A breve introduc¸a˜o dos me´todos regularizados apresentada ate´ aqui tem as finalidades de
definir o problema a ser resolvido e de salientar algumas considerac¸o˜es geralmente feitas em
estudos sobre SRR. Uma caracter´ıstica do processamento de sinais de imagem e´ a dificuldade
em se caracterizar estatisticamente os sinais envolvidos. Essa caracter´ıstica geralmente afeta
os algoritmos de SRR em dois aspectos: na func¸a˜o de restric¸a˜o escolhida (distribuic¸a˜o a
priori); e no tratamento das bordas das imagens.
Modelos de informac¸a˜o a priori t´ıpicos sa˜o baseados em distribuic¸o˜es gaussianas [23], e no
modelo de Huber-Markov Random Fields [35, 36], dentre outros. A escolha desses modelos
varia basicamente com a aplicac¸a˜o a que se destina o algoritmo.
O tratamento de inovac¸o˜es, por exemplo, baseia-se em hipo´teses sobre as imagens de
alta resoluc¸a˜o. As mais comuns dentre essas hipo´teses foram discutidas na Sec¸a˜o 2.2.3.
Outro tratamento geralmente adotado, uma vez que e´ bastante dif´ıcil prever as caracter´ısticas
das inovac¸o˜es, e´ desconsiderar as regio˜es em que elas ocorrem. Essa abordagem evita a
necessidade de hipo´teses sobre as caracter´ısticas das inovac¸o˜es. Dessa forma, tais regio˜es
(pixels) sa˜o identificadas e exclu´ıdas do processo de otimizac¸a˜o descrito em (2.11). Diversos
trabalhos usam esse tipo de tratamento, mesmo em algoritmos de outras te´cnicas que na˜o as
regularizadas [13, 23, 37, 38].
2.3 A Func¸a˜o Custo
Como foi discutido, muitas abordagens de SRR sa˜o baseadas na minimizac¸a˜o de uma
norma do tipo [1, 13, 23, 39]
‖²(t)‖ = ‖y(t)−D(t)xˆ(t)‖ , (2.13)
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em que xˆ(t) e´ a imagem estimada (reconstru´ıda) e ²(t) e´ o vetor estimativa do ru´ıdo de ob-
servac¸a˜o. Tal minimizac¸a˜o e´ enta˜o feita em um determinado sentido (por exemplo, quadra´tico
me´dio, mı´nimos quadrados, etc.) e, por vezes, submetida a restric¸o˜es. A modelagem dos si-
nais tambe´m e´ associada a` func¸a˜o custo escolhida. Por exemplo, quando a minimizac¸a˜o e´ feita
no sentido quadra´tico me´dio, y(t) e xˆ(t) sa˜o modelados como vetores aleato´rios, enquanto
D(t) e´ determin´ıstica.
O algoritmo LMS-SRR busca minimizar o erro quadra´tico me´dio (MSE — Mean-Square
Error) E[‖²(t)‖2] [23], em que E[ · ] denota a esperanc¸a matema´tica, ou o valor esperado, de
uma grandeza aleato´ria. Muito embora o MSE seja tradicionalmente evitado em processa-
mento de imagens, em raza˜o de sua pouca relac¸a˜o com a qualidade perceptual das imagens
digitais, este na˜o e´ o caso em aplicac¸o˜es de SRR. Isto porque o MSE na SRR e´ utilizado como
uma medida de similaridade para comparar sinais quase ideˆnticos. O uso do MSE como figura
de me´rito em aplicac¸o˜es similares foi estudado em [40]. Nesse estudo e´ concluido que, nesses
casos, o MSE pode ser usado como uma boa medida de qualidade perceptual.
Considerando a minimizac¸a˜o do erro quadra´tico me´dio, em (2.13), a superf´ıcie de desem-
penho e´ definida por
JMS(t) = E
{‖²(t)‖2 | xˆ(t)} = E{‖y(t)−D(t)xˆ(t)‖2 | xˆ(t)} . (2.14)
O ajuste promovido pelo algoritmo de minimizac¸a˜o sobre a superf´ıcie de desempenho deter-
minada em (2.14) se da´ via ajuste de xˆ(t).
E´ importante ainda ressaltar que:
• A estimativa do erro de observac¸a˜o dada a estimativa xˆ(t) e´
²(t) = y(t)−D(t)xˆ(t)
= [D(t)x(t) + e(t)]−D(t)xˆ(t)
= e(t) +D(t)[x(t)− xˆ(t)]
= ²min(t) +D(t)v(t) , (2.15)
em que ²(t) = ²min(t) e´ a estimativa do erro de observac¸a˜o para xˆ(t) = x(t) e v(t) =
x(t)− xˆ(t) e´ o vetor erro de estimac¸a˜o da imagem x(t);
• O valor esperado em (2.14) representa o valor me´dio no sentido do ensemble, conforme
e´ ilustrado na Figura 2.6, e na˜o a me´dia temporal;
• A superf´ıcie de erro JMS(t) = E{‖²(t)‖2 | xˆ(t)} e´ definida para cada instante de tempo
t.
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Figura 2.6: Representac¸a˜o do valor esperado (ζi = realizac¸o˜es, t = tempo).
2.4 Me´todo do Gradiente (Steepest Descent)
De acordo com o Me´todo do Gradiente [29], a atualizac¸a˜o de xˆ(t), de forma a minimizar
a func¸a˜o custo, deve se dar no sentido contra´rio ao do gradiente dessa func¸a˜o. Assim, sendo
a superf´ıcie de desempenho
JMS(t) = E
{‖y(t)−D(t)xˆ(t)‖2 | xˆ(t)}
= E {[y(t)−D(t)xˆ(t)]T[y(t)−D(t)xˆ(t)] | xˆ(t)}
= E [yT(t)y(t)]− 2E [yT(t)]D(t)xˆ(t) + xˆT(t)DT(t)D(t)xˆ(t) , (2.16)
seu gradiente e´ dado por
∇JMS(t) = ∂JMS(t)
∂xˆ(t)
= −2DT(t) E [y(t)] + 2DT(t)D(t)xˆ(t)
= −2DT(t) {E [y(t)]−D(t)xˆ(t)} . (2.17)
Portanto, a equac¸a˜o de atualizac¸a˜o recursiva de xˆ(t) pelo Me´todo do Gradiente e´ dada por
xˆk+1(t) = xˆk(t)− µ12∇JMS(t) (2.18)
= xˆk(t) + µDT(t) {E[y(t)]−D(t)xˆk(t)} . (2.19)
Note que a recursa˜o de xˆ(t), i.e., o deslocamento sobre a superf´ıcie de desempenho JMS(t),
se da´ em k e na˜o em t. Note tambe´m que (2.19) e´ uma equac¸a˜o determin´ıstica.
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Tabela 2.1: Algoritmo LMS aplicado a` SRR
Inicializac¸a˜o:
• Inicializar K (nu´mero de iterac¸o˜es para cada amostra temporal)
• xˆ0(0) = interpolac¸a˜o de y(0)
Algoritmo:
Lac¸o em t = 0, 1, 2, . . .{
Lac¸o em k = 0, 1, . . . , K − 1
xˆk+1(t) = xˆk(t) + µDT(t)[y(t)−D(t)xˆk(t)]
xˆ0(t+ 1) = G(t+ 1)xˆK(t)
2.5 O Algoritmo LMS-SRR
O algoritmo LMS e´ uma aproximac¸a˜o estoca´stica do Algoritmo do Gradiente, em que
∇JMS(t) e´ aproximado por sua estimativa instantaˆnea [29]. Portanto, fazendo-se
∇JMS(t) = −2DT(t) {E[y(t)]−D(t)xˆ(t)}
' −2DT(t)[y(t)−D(t)xˆ(t)] = ∇ˆJMS(t) , (2.20)
tem-se diretamente de (2.19) que
xˆk+1(t) = xˆk(t) + µDT(t)[y(t)−D(t)xˆk(t)] , (2.21)
que e´ a equac¸a˜o recursiva estoca´stica do algoritmo LMS-SRR.
A atualizac¸a˜o em t, por sua vez, e´ baseada na equac¸a˜o da dinaˆmica do sinal (2.3), cuja
evoluc¸a˜o e´ determinada pela matriz de registro G(t). O algoritmo LMS-SRR completo e´
apresentado na Tabela 2.1. Note que esse algoritmo e´ composto de um lac¸o interno para a
atualizac¸a˜o em k (para um dado t fixo), e de outro lac¸o para a atualizac¸a˜o em t. Esta u´ltima
atualizac¸a˜o ajusta a estimativa em func¸a˜o do movimento temporal da imagem x(t). Para
cada amostra temporal (t), sa˜o feitas K atualizac¸o˜es da estimativa do sinal desejado.
2.6 Resumo
Neste cap´ıtulo foi apresentada uma breve revisa˜o sobre reconstruc¸a˜o com super-resoluc¸a˜o
(SRR) e sobre a modelagem dos sinais e processos envolvidos. O algoritmo LMS-SRR foi
apresentado a partir de uma formulac¸a˜o alternativa a` proposta em [13, 23, 24], sendo de-
rivado diretamente como uma aproximac¸a˜o estoca´stica do Algoritmo do Gradiente. Uma
caracterizac¸a˜o matema´tica da matriz de registro foi tambe´m proposta.
Nos cap´ıtulos seguintes, o comportamento do LMS-SRR e´ estudado, resultando impor-
tantes concluso˜es acerca do desempenho do algoritmo ante a`s mais diversas condic¸o˜es de
aplicac¸a˜o. Ja´ no pro´ximo cap´ıtulo, um modelo determin´ıstico para o comportamento es-
tat´ıstico desse algoritmo e´ proposto, com eˆnfase na influeˆncia dos erros de registro.
Cap´ıtulo 3
Ana´lise do Algoritmo LMS-SRR
Neste cap´ıtulo sa˜o propostos modelos anal´ıticos para o comportamento do erro me´dio
de reconstruc¸a˜o (MRE — Mean Reconstruction Error) e do erro quadra´tico me´dio de re-
construc¸a˜o (MSRE — Mean-Square Reconstruction Error) de imagens, resultantes do uso
do algoritmo LMS-SRR. Para isso, o erro de reconstruc¸a˜o e´ definido como func¸a˜o de erros
ocorridos no processo de registro das imagens.
A partir deste ponto, G(t) sera´ considerada conhecida (determin´ıstica) e ira´ representar a
matriz de registro exata (livre de erros de estimac¸a˜o de movimento). A matriz Gˆ(t) represen-
tara´ a matriz de registro estimada (com erros), constru´ıda a partir do resultado da aplicac¸a˜o
de algoritmos de estimac¸a˜o de movimento.
Considerando enta˜o que apenas Gˆ(t) esteja dispon´ıvel no processo de reconstruc¸a˜o, as
equac¸o˜es do algoritmo LMS-SRR (ver Tabela 2.1) passam a ser dadas por (2.21) e por:
xˆ0(t+ 1) = Gˆ(t+ 1)xˆK(t) , (3.1)
em que Gˆ(t) pode ser modelada como [19, 13, 24]
Gˆ(t) = G(t) +∆G(t) , (3.2)
em que ∆G(t) e´ uma matriz aleato´ria com propriedades determinadas pelas caracter´ısticas
do me´todo de registro e da sequ¨eˆncia de imagens considerada.
Agrupando-se os termos contendo xˆk(t) em (2.21), tem-se
xˆk+1(t) = A(t)xˆk(t) + µDT(t)y(t) , (3.3)
em que, de forma a simplificar a notac¸a˜o das equac¸o˜es que se seguem, A(t) e´ definida como
A(t) = [I− µDT(t)D(t)] , (3.4)
em que I corresponde a uma matriz identidade com dimenso˜es M2 ×M2.
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Resolvendo-se (3.3) em func¸a˜o de xˆk(t) tem-se [41]1:
xˆk(t) = Ak(t)xˆ0(t) + µ
k−1∑
n=0
An(t)DT(t)y(t) . (3.5)
Enta˜o, de (3.1) e (3.5), e´ poss´ıvel definir uma u´nica equac¸a˜o recursiva que descreve o algoritmo
LMS-SRR com K iterac¸o˜es por amostra temporal:
xˆ(t) = AK(t)Gˆ(t)xˆ(t− 1) + µ
K−1∑
n=0
An(t)DT(t)y(t) . (3.6)
A Eq.(3.6) sera´ usada no estudo do comportamento do algoritmo LMS-SRR, nas sec¸o˜es que
se seguem.
3.1 O Erro de Reconstruc¸a˜o
Seja o erro de reconstruc¸a˜o definido como
v(t) = xˆ(t)− x(t) . (3.7)
Substituindo (3.6) em (3.7), tem-se
v(t) = AK(t)Gˆ(t)xˆ(t− 1) + µ
K−1∑
n=0
An(t)DT(t)y(t)− x(t) . (3.8)
Substituindo (2.1) e (3.2) em (3.8),
v(t) = AK(t)[G(t) +∆G(t)]xˆ(t− 1) + µ
K−1∑
n=0
An(t)DT(t)[D(t)x(t) + e(t)]− x(t) (3.9)
= AK(t)G(t)xˆ(t− 1) +AK(t)∆G(t)xˆ(t− 1)
−
{
I− µ
K−1∑
n=0
An(t)DT(t)D(t)
}
x(t) + µ
K−1∑
n=0
An(t)DT(t)e(t) . (3.10)
Por fim, substituindo (2.3) em (3.10),
v(t) = AK(t)G(t)xˆ(t− 1) +AK(t)∆G(t)xˆ(t− 1)
−
{
I− µ
K−1∑
n=0
An(t)DT(t)D(t)
}
G(t)x(t− 1)
−
{
I− µ
K−1∑
n=0
An(t)DT(t)D(t)
}
s(t) + µ
K−1∑
n=0
An(t)DT(t)e(t) . (3.11)
1 Note que a matriz [I− µDT(t)D(t)] e´ constante para um valor fixo de t.
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A matriz AK(t) pode ser escrita como
[I− µDT(t)D(t)]K = [I− µDT(t)D(t)]K−1 − µDT(t)D(t)[I− µDT(t)D(t)]K−1 . (3.12)
Expandindo de forma recursiva o primeiro termo no lado direito de (3.12), e´ fa´cil mostrar que
I− µ
K−1∑
n=0
[I− µDT(t)D(t)]nDT(t)D(t) = [I− µDT(t)D(t)]K . (3.13)
Finalmente, substituindo (2.3) e (3.13) em (3.11), tem-se
v(t) = AK(t)G(t)v(t− 1) +AK(t)∆G(t)xˆ(t− 1)
−AK(t)s(t) + µ
K−1∑
n=0
An(t)DT(t)e(t) . (3.14)
A Eq.(3.14) pode enta˜o ser utilizada para determinar os comportamentos me´dio e quadra´tico
me´dio do erro de reconstruc¸a˜o v(t).
3.2 Hipo´teses e Aproximac¸o˜es Estat´ısticas
O estudo das propriedades estat´ısticas de v(t) a partir de (3.14) requer simplificac¸o˜es de
forma a tornar o problema matematicamente trata´vel. As seguintes aproximac¸o˜es e hipo´teses
sa˜o usadas na ana´lise estat´ıstica do algoritmo:
A1 O vetor r(t) =∆G(t)xˆ(t− 1), chamado ru´ıdo de erro de registro, e´ assumido de me´dia
zero, com elementos estatisticamente independentes e identicamente distribu´ıdos (i.i.d.),
com matriz de correlac¸a˜o Rr(t) = E[r(t)rT(t)] = σ2rI, e estatisticamente independente
do vetor de ru´ıdo de observac¸a˜o e(t).
A hipo´tese A1 significa que o erro de registro e´ modelado como uma varia´vel aleato´ria
i.i.d. de me´dia zero. Esse modelo e´ razoa´vel para a maioria dos algoritmos de registro e e´
usado em [18] e em [13, pg.97] com bons resultados. Nas figuras 3.1 e 3.2 sa˜o mostrados
histogramas de r(t) e suas respectivas matrizes de autocorrelac¸a˜o Rr(t) obtidas a partir
de dois diferentes algoritmos de registro [42, 22].
Para essas simulac¸o˜es foi considerado um conjunto de 300 imagens distintas (Lena,
Camera man, Baboon, etc.). A partir de cada uma dessas imagens, foram gerados dois
quadros de alta resoluc¸a˜o, com 32 × 32 pixels, x(t − 1) e x(t), conforme a dinaˆmica
descrita na Sec¸a˜o 2.2.2. Foram considerados deslocamentos entre quadros de um u´nico
pixel em cada uma das direc¸o˜es, horizontal e vertical. A partir disso, vetores r(t) foram
obtidos a partir da estimativa de ∆G(t), assumindo que as imagens reconstru´ıdas xˆ(t)
em regime permanente podem ser aproximadas pelas imagens originais (desejadas);
A2 As inovac¸o˜es s(t) sa˜o assumidas com me´dia zero, com matriz de autocorrelac¸a˜o Rs(t)
de dimenso˜esM2×M2, e descorrelacionadas de x(t−1). Esta hipo´tese e´ usada em [18].
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Figura 3.1: Histograma de r(t), para imagens HR 32 × 32, considerando os algoritmos: (a)
Lucas e Kanade [42]; (b) Mester e Hotter [22].
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Figura 3.2: Matriz de correlac¸a˜oRr(t), para imagens HR 32×32, considerando os algoritmos:
(a) Lucas and Kanade [42]; (b) Lucas and Kanade (vista superior); (c) Mester and Hotter
[22]; (d) Mester and Hotter (vista superior).
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O vetor s(t) e´ tambe´m assumido estatisticamente independente dos erros de registro
∆G(t).
A3 Os efeitos da dependeˆncia estat´ıstica entre a matriz de erro de registro ∆G(t) e as
imagens HR x(t− 1) e xˆ(t− 1) podem ser desprezados.
O impacto desta hipo´tese na validade do modelo anal´ıtico ira´ depender das carac-
ter´ısticas espec´ıficas da implementac¸a˜o do algoritmo de registro utilizado. Neste tra-
balho sera´ assumido que Gˆ(t), e portanto tambe´m ∆G(t), e´ determinado a partir de
y(t) e de y(t− 1). Em geral, A3 sera´ mais va´lida para pequenos valores de µ. A partir
da Eq.(3.6) e´ poss´ıvel observar que valores menores de µ tendem a reduzir a correlac¸a˜o
entre y(t− 1) e xˆ(t− 1);
A4 O vetor de ru´ıdo de observac¸a˜o e(t) e´ assumido estatisticamente independente dos erros
de registro ∆G(t) e de qualquer outro sinal no sistema.
3.3 Comportamento do Erro Me´dio de Reconstruc¸a˜o
Tirando o valor esperado em ambos os lados de (3.14) e usando as hipo´teses A1 – A4,
chega-se em um modelo para o comportamento me´dio do erro de reconstruc¸a˜o.
E[v(t)] = [I− µDT(t)D(t)]KG(t) E[v(t− 1)] . (3.15)
3.4 Comportamento do Erro Quadra´tico Me´dio de Recons-
truc¸a˜o
Para estudar o comportamento das flutuac¸o˜es do erro de reconstruc¸a˜o em torno da sua
me´dia, e´ definido o erro quadra´tico me´dio de reconstruc¸a˜o (MSRE — Mean-Square Recons-
truction Error) como
MSRE = E [vT(t)v(t)] /M2 , (3.16)
em queM2 e´ o nu´mero de pixels das imagens de alta resoluc¸a˜o. Note que o MSRE corresponde
a` me´dia estat´ıstica do vetor quadra´tico me´dio amostral do erro de reconstruc¸a˜o para um
determinado instante de tempo.
O valor da norma quadra´tica de v(t) em (3.16) corresponde a tr{E[v(t)vT(t)]} = tr[K(t)],
em que K(t) e´ a matriz de autocorrelac¸a˜o de v(t) e tr{ · } denota o trac¸o de uma matriz.
Po´s-multiplicando (3.14) pela sua transposta, tirando o valor esperado e usando A1 – A4
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e (3.2) tem-se
K(t) = AK(t)
{
G(t)K(t− 1)GT(t) +G(t) E [v(t− 1)xˆT(t− 1)]
{
E[GˆT(t)]−GT(t)
}
+
{
E[Gˆ(t)]−G(t)
}
E [xˆ(t− 1)vT(t− 1)]GT(t) +Rr(t) +Rs(t)
}
AK(t)
+ µ2
K−1∑
n=0
An(t)DT(t)ReD(t)
K−1∑
m=0
Am(t) . (3.17)
A avaliac¸a˜o do comportamento do MSRE requer a determinac¸a˜o de uma se´rie de valores
esperados em (3.17).
Assumindo que a taxa de aquisic¸a˜o e´ alta quando comparada com a velocidade dos mo-
vimentos presentes na cena (sejam eles movimentos dos objetos ou movimento da caˆmera),
a diferenc¸a entre dois quadros consecutivos e´ quase impercept´ıvel. Assim, as flutuac¸o˜es pro-
venientes de s(t) podem ser assumidas desprez´ıveis quando comparadas com as flutuac¸o˜es
provenientes de r(t) (oriundas dos erros de registro). Sob tais condic¸o˜es, a contribuic¸a˜o de
Rs(t) em (3.17) pode ser desprezada quando comparada com a de Rr(t). Com os resultados
da Sec¸a˜o 3.5 sera´ mostrado que esta e´ uma aproximac¸a˜o razoa´vel em situac¸o˜es pra´ticas, e que
sua validade aumenta com o tamanho da imagem.
Para determinar a matriz de correlac¸a˜o Re(t) em (3.17), e´ assumido que o sensor esta´
dispon´ıvel a priori e que a variaˆncia do ru´ıdo de aquisic¸a˜o possa ser estimada a partir de
testes feitos com a caˆmera a ser utilizada [43].
A avaliac¸a˜o de (3.17) requer ainda a determinac¸a˜o de E[xˆ(t− 1)vT(t− 1)]. Segue de (3.7)
que essa esperanc¸a pode ser escrita como
E[xˆ(t− 1)vT(t− 1)] = E {[v(t− 1) + x(t− 1)]vT(t− 1)}
= E[v(t− 1)vT(t− 1)] + E[x(t− 1)vT(t− 1)]
= K(t− 1) + E{x(t− 1)[xˆ(t− 1)− x(t− 1)]T}
= K(t− 1) + E[x(t− 1)xˆT(t− 1)]−Rx(t− 1)
= K(t− 1) +Rxxˆ(t− 1)−Rx(t− 1) , (3.18)
em que
Rxxˆ(t) = E[x(t)xˆT(t)] (3.19)
Rx(t) = E[x(t)xT(t)] . (3.20)
A matriz Rx(t) e´ func¸a˜o da imagem de alta resoluc¸a˜o a ser estimada. A matriz de
correlac¸a˜o cruzada Rxxˆ(t − 1) pode ser determinada de forma recursiva. Substituindo (3.6)
em (3.19) tem-se
Rxxˆ(t) = E[x(t)xˆT(t− 1)GˆT(t)]AK(t) + µE[x(t)yT(t)]D(t)
K−1∑
n=0
An(t) . (3.21)
Agora, substituindo (2.1) e (2.3) em (3.21), usando A2 – A4 e usando o fato do e(t) possuir
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me´dia zero,
Rxxˆ(t) = G(t)Rxxˆ(t− 1)E[GˆT(t)]AK(t) + µRx(t)DT(t)D(t)
K−1∑
n=0
An(t) . (3.22)
Uma expressa˜o para a matriz de correlac¸a˜o Rr(t) tambe´m e´ necessa´ria na avaliac¸a˜o de
(3.17). Considerando A1,
σ2r (t) =
tr[Rr(t)]
M2
. (3.23)
Usando A3 e a propriedade comutativa do trac¸o de um produto de matrizes, tem-se
tr[Rr(t)] = tr{E[∆G(t)xˆ(t− 1)xˆT(t− 1)∆GT(t)]}
= tr{E[xˆ(t− 1)xˆT(t− 1)∆GT(t)∆G(t)]}
= tr{Rxˆ(t− 1)E[∆GT(t)∆G(t)]} , (3.24)
em que Rxˆ(t) = E[xˆ(t)xˆT(t)]. Manipulando algebricamente a expressa˜o de Rxˆ(t), tem-se
Rxˆ(t) = E[xˆ(t)xˆT(t)]
= E {[v(t) + x(t)][v(t) + x(t)]T}
= E[v(t)v(t)T] + E[v(t)x(t)T] + E[x(t)v(t)T] + E[x(t)x(t)T]
= K(t) + E[v(t)x(t)T] + E[x(t)v(t)T] +Rx(t)
= K(t) + E {[xˆ(t)− x(t)]x(t)T}+ E {x(t)[xˆ(t)− x(t)]T}+Rx(t)
= K(t) + E[xˆ(t)x(t)T]− E[x(t)x(t)T] + E[x(t)xˆT(t)]− E[x(t)xT(t)] +Rx(t)
= K(t) +RTxxˆ(t) +Rxxˆ(t)−Rx(t) . (3.25)
O valor esperado E[∆GT(t)∆G(t)] em (3.24) pode ser escrito como
E [∆GT(t)∆G(t)] = E
{[
Gˆ(t)−G(t)
]T [
Gˆ(t)−G(t)
]}
= E
[
GˆT(t)Gˆ(t)
]
− E
[
GˆT(t)
]
G(t)−GT(t) E
[
Gˆ(t)
]
+GT(t)G(t) .
(3.26)
Por fim, os valores esperados E[Gˆ(t)] e E[GˆT(t)Gˆ(t)], que aparecem em (3.17)–(3.26), de-
vem ser determinados a partir das caracter´ısticas do algoritmo de registro utilizado e das
propriedades estat´ısticas da sequ¨eˆncia de imagens.
Na sec¸a˜o que se segue, uma modelagem anal´ıtica desses valores esperados e´ proposta, per-
mitindo que seja obtido um modelo totalmente anal´ıtico para o comportamento quadra´tico
me´dio do algoritmo LMS-SRR. Entretanto, como a determinac¸a˜o desses valores esperados
pode apresentar uma elevada complexidade computacional, a Sec¸a˜o 3.4.2 discute a deter-
minac¸a˜o desses momentos por me´todos nume´ricos, o que pode poupar significativamente
recursos computacionais.
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3.4.1 Caracterizac¸a˜o estat´ıstica da matriz de registro estimada
Considere que apenas uma estimativa ∆ˆ(t) do vetor de deslocamento esteja dispon´ıvel.
Escrevendo
∆ˆ(t) = [∆ˆl(t), ∆ˆc(t)] = [∆l(t) + ²l(t), ∆c(t) + ²c(t)] , (3.27)
em que ²l(t) e ²c(t) sa˜o os erros de estimac¸a˜o de movimento na direc¸a˜o das linhas e das colunas
da imagem, respectivamente, segue direto de (2.10) a expressa˜o que define os elementos da
matriz de registro estimada Gˆ(t):
gˆi,j(t) = h[dc(t), ∆ˆc(t)]h[dl(t), ∆ˆl(t)] . (3.28)
Neste trabalho, ∆l(t) e ∆c(t) sa˜o assumidos determin´ısticos, enquanto os erros de es-
timac¸a˜o ²l(t) e ²c(t) em (3.27) sa˜o assumidos gaussianos com me´dia zero, estatisticamente
independentes entre si, e com variaˆncias σ2l (t) e σ
2
c (t), respectivamente. Como sera´ visto na
Sec¸a˜o 3.5, essa hipo´tese leva a uma boa predic¸a˜o do comportamento do algoritmo LMS-SRR
mesmo quando, em situac¸o˜es pra´ticas, os erros de registros na˜o sa˜o gaussianos.
Momento de primeira ordem
Sendo ²l(t) e ²c(t) assumidos independentes entre si, o valor esperado de (3.28) resulta em
E[gˆi,j(t)] = E
{
h[dc(t), ∆ˆc(t)]
}
E
{
h[dl(t), ∆ˆl(t)]
}
. (3.29)
De forma a simplificar a deduc¸a˜o que se segue, ambas esperanc¸as em (3.29) podem ser escritas,
em uma forma geral, como:
E
{
h[d, ∆ˆ(t)]
}
=
∫ ∞
−∞
h[d, ∆ˆ(t)] f∆ˆ(t)[∆ˆ(t)] d∆ˆ(t) , (3.30)
em que f∆ˆ(t)[∆ˆ(t)] e´ a func¸a˜o densidade de probabilidade assumida para ∆ˆ(t). Considerando
a modelagem de ∆ˆ(t) e as distribuic¸o˜es assumidas para o erro de registro (gaussianas), e
considerando os limites de integrac¸a˜o que podem ser obtidos da Figura 2.5, segue de (3.30)
que (ver Apeˆndice A)
E
{
h[d, ∆ˆ(t)]
}
=
√
2σ2
2
√
pi
exp
[
−
(
d− 1−∆(t)√
2σ2
)2]
−
√
2σ2√
pi
exp
[
−
(
d−∆(t)√
2σ2
)2]
+
√
2σ2
2
√
pi
exp
[
−
(
d+ 1−∆(t)√
2σ2
)2]
+
d− 1−∆(t)
2
erf
(
d− 1−∆(t)√
2σ2
)
− [d−∆(t)] erf
(
d−∆(t)√
2σ2
)
+
d+ 1−∆(t)
2
erf
(
d+ 1−∆(t)√
2σ2
)
,
(3.31)
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em que σ2 e´ a variaˆncia de ∆ˆ(t). Usando (3.31) em (3.29), chega-se ao modelo para o
comportamento me´dio de Gˆ(t).
Momento de segunda ordem
Considerando movimento global, descrito pelo vetor definido em (3.27), e assumindo erros
de estimac¸a˜o ²l(t) e ²c(t) independentes entre si, o momento de segunda ordem de (3.28) pode
ser avaliado por meio de:
E [gˆi,j(t)gˆm,n(t)] = E
{
h[dci,j (t), ∆ˆc(t)]h[dcm,n(t), ∆ˆc(t)]
}
× E
{
h[dli,j (t), ∆ˆl(t)]h[dlm,n(t), ∆ˆl(t)]
}
, (3.32)
em que dci,j (t) = ci(t)− cj(t− 1), ci(t) e´ o ı´ndice da coluna para o pixel i de x(t) e cj(t− 1)
e´ o ı´ndice da coluna para o pixel j de x(t− 1). A mesma analogia deve ser feita para definir
as varia´veis dli,j (t), dcm,n(t) e dlm,n(t).
Assim como na sec¸a˜o anterior, escrevendo as esperanc¸as em (3.32) com uma notac¸a˜o
gene´rica, e observando os intervalos na˜o-nulos da func¸a˜o h( · ), e´ poss´ıvel mostrar que (ver
Apeˆndice A)
E
{
h[di,j , ∆ˆ(t)]h[dm,n, ∆ˆ(t)]
}
=
4∑
k=1
fk , (3.33)
em que di,j = i− j, dm,n = m− n,
fk =
{
pk se ak < bk
0 se ak ≥ bk
(3.34)
com
ak = max
(
di,j + κi,jk, dm,n + κm,nk
)
(3.35)
bk = min
(
di,j + κi,jk + 1, dm,n + κm,nk + 1
)
, (3.36)
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pk =
[
(−1)κi,jk(−1)κm,nkdi,jdm,n + (−1)κi,jkdi,j + (−1)κm,nkdm,n + 1
] 1
2
erf
[
∆ˆ(t)−∆(t)√
2σ2
]bk
ak
+
[
−(−1)κi,jk(−1)κm,nkdi,j − (−1)κi,jk(−1)κm,nkdm,n − (−1)κi,jk − (−1)κm,nk
]
×
∆(t)2 erf
[
∆ˆ(t)−∆(t)√
2σ2
]
−
√
2σ2
2
√
pi
exp
−(∆ˆ(t)−∆(t)√
2σ2
)2
bk
ak
+ (−1)κi,jk(−1)κm,nk
{
σ2 +∆2(t)
2
erf
[
∆ˆ(t)−∆(t)√
2σ2
]
−∆ˆ(t) + ∆(t)
2
√
2σ2√
pi
exp
−(∆ˆ(t)−∆(t)√
2σ
)2
bk
ak
, (3.37)
e
κi,j1 = κi,j3 = κm,n1 = κm,n4 = −1 (3.38)
κi,j2 = κi,j4 = κm,n2 = κm,n3 = 0 . (3.39)
Usando (3.32)-(3.39), os elementos ri,j(t) de RGˆ(t) = E[Gˆ
T(t)Gˆ(t)] podem ser determi-
nados via
ri,j =
M2∑
k=1
E [gˆk,i(t)gˆk,j(t)] . (3.40)
A determinac¸a˜o dos momentos de segunda ordem requer uma grande carga computacional,
principalmente devido ao somato´rio em (3.40). Entretanto, essa carga pode ser considera-
velmente reduzida se forem utilizadas rotinas nume´ricas que considerem a esparsidade das
matrizes E[Gˆ(t)] e E[GˆT(t)Gˆ(t)]. Por exemplo, uma vez que os elementos de Gˆ(t) sa˜o na˜o-
negativos, eles possuem me´dia maior ou igual a zero. Assim, se E[gˆi,j(t)] = 0 para algum i e
j, isto significa que gˆij(t) = 0, e E[gˆij(t)gˆmn(t)] sera´ igual a zero para quaisquer valores de m
e n. Desta forma, o ca´lculo da maioria das esperanc¸as em (3.40) pode ser evitado, baseado
no comportamento do momento de primeira ordem.
Considerac¸a˜o de diferentes condic¸o˜es de fronteira
A func¸a˜o h( · ) em (2.9) descreve a condic¸a˜o de fronteira de Dirichlet, a qual assume
que os pixels fora da a´rea da imagem possuem valores nulos. Embora bastante intuitiva, a
considerac¸a˜o de outras condic¸o˜es de fronteira merece alguns comenta´rios.
Quando as imagens sa˜o consideradas com periodicidade circular, h( · ) deve apresentar a
mesma periodicidade. Uma versa˜o de h( · ) com periodicidade circular e com per´ıodoM pode
ser definida como:
hp[i, j,∆(t),M ] =
∞∑
k=−∞
h {[i− (j + kM)],∆(t)} . (3.41)
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Figura 3.3: Regio˜es de uma cena (assumida com periodicidade circular), no instante de tempo
t− 1, que pode (regio˜es A e B) ou na˜o (regia˜o C) conter pixels de X(t).
Para fins pra´ticos, hp( · ) na˜o precisa ser avaliada para −∞ < k < +∞, como definido
em (3.41). Apenas treˆs per´ıodos de hp( · ) precisam ser considerados na determinac¸a˜o dos
momentos da matriz de registro estimada.
Note que, de acordo com a definic¸a˜o do problema de SRR, apenas ha´ sentido em super-
resolver regio˜es da cena que aparec¸am em ambas as imagens da sequ¨eˆncia, X(t) e X(t − 1).
Tratando-se de movimentos translacionais e globais, isto implica em o movimento relativo
entre dois quadros de uma sequ¨eˆncia ser limitado ao tamanho das imagens em questa˜o.
Uma ilustrac¸a˜o desse caso e´ apresentada na Figura 3.3, em que dado um movimento pequeno
relativamente ao tamanho da imagem, pixels que esta˜o presentes emX(t) devem ser originados
da pro´pria imagem no instante t− 1 (regia˜o A), ou de regio˜es vizinhas a` ela (regia˜o B). Fica
claro, a partir dessa figura, que apenas treˆs per´ıodos de hp( · ) sa˜o necessa´rios para o ca´lculo
dos momentos de gˆi,j(t). Sendo os pixels de X(t) originados de regio˜es mais distantes (regia˜o
C), a magnitude do deslocamento relativo entre as imagens implicaria a impossibilidade de
se obter super-resoluc¸a˜o.
Quando apenas treˆs per´ıodos da imagem sa˜o enta˜o considerados, (3.41) se reduz a
hP [i, j,∆(t),M ] = h
{
[i− (j +M)],∆(t)}+ h[(i− j),∆(t)]
+ h
{
[i− (j −M)],∆(t)} , (3.42)
em que o subscrito maiu´sculo P (em vez de p) e´ utilizado para distinguir a versa˜o truncada
(em 3 per´ıodos) de hp( · ).
Para a condic¸a˜o de fronteira de Neumann, os pixels da regia˜o B (ver Figura 3.3) devem
ser espelhados em relac¸a˜o ao limite da imagem. Assim, seguindo o mesmo racioc´ınio acima,
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a nova func¸a˜o perio´dica, considerando apenas treˆs per´ıodos, pode ser definida como:
hN [i, j,∆(t),M ] = h
{{i− [M + 1− (j +M)]},∆(t)}
+ h
{{i− [M + 1− (j −M)]},∆(t)}
+ h[(i− j),∆(t)] . (3.43)
As func¸o˜es (3.42) e (3.43) devem ser usadas no lugar de (2.9) quando as condic¸o˜es de
fronteira de periodicidade circular ou de Neumann forem assumidas.
3.4.2 Implementac¸a˜o do modelo
O modelo do erro quadra´tico me´dio derivado na Sec¸a˜o 3.3 e´ func¸a˜o de dois valores es-
perados avaliados na sec¸a˜o anterior: E[Gˆ(t)] e E[GˆT(t)Gˆ(t)]. Nesta sec¸a˜o e´ mostrado que
em situac¸o˜es de interesse pra´tico tais valores esperados podem ser determinados com custo
computacional relativamente baixo quando:
1. O movimento relativo entre as imagens e´ translacional, global, e com passos inteiros
na grade de alta resoluc¸a˜o. Este caso corresponde, por exemplo, a movimentos trans-
lacionais da caˆmera durante a aquisic¸a˜o, como ocorre em escaneamento de imagens,
aquisic¸a˜o ae´rea de imagens, inspec¸a˜o visual (machine vision), dentre outras aplicac¸o˜es.
2. G(t) e´ constru´ıda assumindo a periodicidade circular das imagens para determinar os
pixels das regio˜es de fronteira apo´s o deslocamento.
Um movimento global em uma imagem pode ser modelado atrave´s de um processo de
convoluc¸a˜o. Por exemplo, mover uma imagem um pixel para a esquerda corresponde a con-
volver a imagem com uma ma´scara [0 0 1]. Portanto, neste caso a matriz G(t) implementa
o processo de convoluc¸a˜o. Dentro das duas condic¸o˜es acima enumeradas, o vetor x(t − 1)
tem os mesmos elementos de G(t)x(t− 1) em (2.3), apenas rearranjados em ordem diferente.
Assim, G(t) opera como uma matriz de permutac¸a˜o nas linhas de x(t − 1) e possui posto
completo. Enta˜o, e´ poss´ıvel mostrar que a matriz de registro estimada Gˆ(t) pode ser tambe´m
representada por um produto de matrizes:
Gˆ(t) = G(t) +∆G(t) = G˜(t)G(t) . (3.44)
Uma vez que G(t) possui posto completo, havera´ sempre uma soluc¸a˜o u´nica G˜(t) =
[G(t) +∆G(t)]G−1(t) que satisfaz (3.44) para qualquer ∆G(t). Em (3.44), o movimento
estimado Gˆ(t) pode ser interpretado como o movimento correto G(t) seguido por um erro de
movimento G˜(t).
Tirando o valor esperado de Gˆ(t) e de GˆT(t)Gˆ(t), segue de (3.44) que
E[Gˆ(t)] = E[G˜(t)]G(t) (3.45)
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Tabela 3.1: Estimac¸a˜o recursiva de K(t)
Inicializac¸a˜o:
Rxxˆ(0) = 0
xˆ(1) = interpolac¸a˜o de y(1)
v(1) = xˆ(1)− x(1)
K(1) = v(1)vT(1)
L = nu´mero de iterac¸o˜es para as simulac¸o˜es de Monte Carlo
E[G˜(t)] ' 1L
∑L
i=1 G˜(i)
†
E[G˜T(t)G˜(t)] ' 1L
∑L
i=1 G˜
T(i)G˜(i)
E[Gˆ(1)] = E[G˜(1)]G(1)
Algoritmo:
Lac¸o em t = 2, 3, 4, . . .
Determinar Rxxˆ(t− 1) via Eq.(3.22)
Determinar E[∆GT(t)∆G(t)] via Eq.(3.26)
Determinar σ2r (t) = tr[Rr(t)]/M
2 via Eq.(3.24)
Determinar Rr(t) = σ2r (t)I
Determinar E[xˆ(t− 1)vT(t− 1)] via Eq.(3.18)
Determinar K(t) via Eq.(3.17)
† G˜(i) e´ constru´ıda a partir dos erros de registro, modelados como
varia´veis aleato´rias i.i.d. com propriedades estat´ısticas estimadas a
partir do algoritmo de registro.
e
E[GˆT(t)Gˆ(t)] = GT(t) E[G˜T(t)G˜(t)]G(t) . (3.46)
Assumindo que a sequ¨eˆncia de imagens a ser reconstru´ıda e´ estaciona´ria, e´ razoa´vel es-
perar que o erro de registro seja tambe´m estaciona´rio. Situac¸o˜es t´ıpicas em que isso ocorre
correspondem a aplicac¸o˜es em que existe movimento da caˆmera em torno de um objeto e
em inspec¸a˜o visual (machine vision). Uma vez que a estacionaridade e´ assumida, os valores
esperados em (3.45) e em (3.46) sa˜o invariantes em t, e podem ser determinados a priori a
partir do conhecimento das caracter´ısticas do erro de registro.
Baseado exatamente nas mesmas hipo´teses assumidas na sec¸a˜o anterior, e´ ainda poss´ıvel
determinar (3.45) e (3.46) numericamente. A determinac¸a˜o nume´rica e´ considerada na im-
plementac¸a˜o apresentada nesta sec¸a˜o, assim como na pro´xima, por motivos de custo compu-
tacional. Entretanto, a determinac¸a˜o anal´ıtica pode ser facilmente substitu´ıda no algoritmo
que se segue.
O algoritmo final para determinar K(t) e´ detalhado na Tabela 3.1.
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Tabela 3.2: Custo computacional
Equac¸a˜o Custo (flops)
(3.15) 2M4 −M2
(3.22) 6M6 − 2M4
(3.26) M4 +M2
(3.18) 2M4
Rxˆ(t− 1) M4
Rr(t) 2M6 −M4 + 2M2 + 1
(3.17) 6M6 + 2M2
tr[K(t)] M2 − 1
Complexidade computacional
A complexidade computacional requerida para implementar o modelo teo´rico proposto
depende de diversos fatores, incluindo as te´cnicas empregadas para lidar com as operac¸o˜es
com matrizes esparsas e a otimizac¸a˜o do co´digo. Visto que a otimizac¸a˜o da implementac¸a˜o
dos modelos na˜o esta´ no escopo deste trabalho, apenas uma estimativa bastante simplificada
da ordem de magnitude esperada para a carga computacional do modelo de segunda ordem
e´ avaliada.
Nos ca´lculos apresentados, a etapa de inicializac¸a˜o do algoritmo (ver Tabela 3.1 para
maiores detalhes) e´ desconsiderada. Tambe´m, D(t) e´ assumida invariante no tempo. Ale´m
disso, todas as matrizes que sa˜o independentes de t e seus produtos podem ser determinados a
priori, na˜o contribuindo para o aumento do custo computacional. Por fim,G(t) e´ uma matriz
de permutac¸a˜o. Sendo assim, pre´- e po´s-multiplicac¸o˜es por G(t) na˜o envolvem operac¸o˜es de
ponto flutuante (flops — float point operations).
Na Tabela 3.2 e´ apresentado o custo computacional para os modelos propostos, consi-
derando (3.15) e (3.17) (seguindo a sequ¨eˆncia especificada na Tabela 3.1), usando as con-
siderac¸o˜es acima e desprezando as caracter´ısticas de esparcidade das matrizes envolvidas.
Assim, assumindo imagens de alta resoluc¸a˜o com dimensa˜o M ×M , o custo computacional
total e´ 14M6+3M4+5M2 flops. Considerando que todos os produtos de matrizes envolvem
pelo menos uma matriz esparsa, e´ poss´ıvel presumir que uma estimativa de custo computa-
cional mais realista seria em torno de O(M4) flops, dependendo da implementac¸a˜o adotada.
3.5 Resultados
Nesta sec¸a˜o sa˜o apresentados resultados de simulac¸o˜es utilizando os modelos propostos
neste cap´ıtulo. O objetivo de tais simulac¸o˜es e´ comparar o comportamento desses mode-
los com simulac¸o˜es de Monte Carlo (MC), verificando assim as suas acura´cias e validando
as hipo´teses usadas na ana´lise. Inicialmente sera˜o descritas algumas condic¸o˜es gerais de si-
mulac¸a˜o e sera˜o fornecidos os detalhes de modelagem comuns a todos os exemplos a serem
apresentados. As especificidades de cada exemplo e os resultados obtidos sera˜o enta˜o descritos
em subsec¸o˜es distintas.
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3.5.1 Condic¸o˜es gerais
Em todas as simulac¸o˜es, a matriz de degradac¸a˜o D(t) e´ assumida determin´ıstica e invari-
ante no tempo. Sendo assim, D(t) = D. A subamostragem desempenhada por D modela a
integrac¸a˜o espacial que ocorre em sensores do tipo CCD, com a´rea quadrada e fotossensibili-
dade uniforme, desprezando a distaˆncia interpixel [44]. E´ considerado um fator de subamos-
tragem de 2:1, de forma que as imagens HR sa˜o duas vezes maiores do que as imagens LR.
A subamostragem e´ implementada por um processo de convoluc¸a˜o com uma ma´scara 2 × 2
uniforme com ganho unita´rio, seguido de uma subamostragem ideal (impulsiva) com fator 2:1.
Outras distorc¸o˜es o´pticas (blurring) na˜o sa˜o consideradas, mas poderiam ser incorporadas na
matriz D sem consequ¨eˆncias para a ana´lise.
Os vetores de deslocamento global (livres de erros de estimac¸a˜o) ∆(t) = [∆l(t), ∆c(t)],
sa˜o gerados a partir de um processo aleato´rio bi-dimensional com passos i.i.d. de magnitude
zero ou ±1 nas direc¸o˜es das linhas e/ou das colunas da imagem [19, 22, 45]. O vetor de
deslocamento estimado e´ modelado conforme
∆ˆ(t) =∆(t) +∆²(t) , (3.47)
em que ∆²(t) = [²l(t), ²c(t)] e´ o erro de registro, modelado como um ru´ıdo branco gaussi-
ano de me´dia zero. Esta hipo´tese alcanc¸a resultados muito bons mesmo para algoritmos de
registro para os quais ∆²(t) e´ sabidamente na˜o-gaussiano [22]. Os erros de registro ²l(t) e
²c(t) em ambas as direc¸o˜es sa˜o assumidos ser independentes entre si, com variaˆncias σ2l e
σ2c , respectivamente. Para os experimentos que se seguem, σ
2
l e σ
2
c foram estimados nume-
ricamente durante as simulac¸o˜es de MC (online). Essas variaˆncias poderiam ser estimadas
a priori em simulac¸o˜es mais gene´ricas, considerando cada um dos algoritmos de registro a
serem utilizados. Elas podem ainda ser obtidas, no futuro, a partir de modelos estoca´sticos
de tais algoritmos, a` medida em que tais modelos se tornem dispon´ıveis.
De forma a ser poss´ıvel verificar a acura´cia do modelo teo´rico proposto frente a`s simulac¸o˜es
de MC, e´ necessa´rio que a matriz de registro G(t) seja conhecida. Assim, para fins de
simulac¸a˜o, as sequ¨eˆncias de imagens HR foram geradas a partir de imagens maiores de acordo
com a dinaˆmica descrita na Figura 2.1, considerando movimento conhecido. As sequ¨eˆncias
usadas nas simulac¸o˜es de MC foram enta˜o sinteticamente geradas a partir de vetores∆(t) pre´-
definidos e de imagens comuns em processamento de sinais, como por exemplo Lena, Camera
man e Baboon, dentre outras (cenas bastante distintas entre si). Por fim, as sequ¨eˆncias
geradas foram redimensionadas (em geral, reduzidas) para as dimenso˜es consideradas para a
alta resoluc¸a˜o de cada simulac¸a˜o espec´ıfica.
A matriz G˜(t) e´ gerada a partir do erro aleato´rio ∆²(t), seguindo os mesmos passos
descritos na Sec¸a˜o 2.2.4 para gerar G(t) a partir de um vetor de deslocamento. Os momentos
de primeira e segunda ordens da matriz de registro estimada, em (3.45) e (3.46), quando
determinados numericamente, o foram por meio de 500 realizac¸o˜es (L = 500 na Tabela 3.1).
Por simplicidade matema´tica, a ana´lise assume a periodicidade circular das imagens para
definir a estrutura da matriz G(t). Entretanto, e´ conhecido que os melhores resultado per-
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ceptuais sa˜o geralmente alcanc¸ados assumindo periodicidade linear, conhecida como condic¸a˜o
de fronteira de Neumann [33].
Para verificar a aplicabilidade do modelo proposto em situac¸o˜es pra´ticas, as predic¸o˜es do
modelo teo´rico derivado utilizando periodicidade circular sa˜o verificadas contra simulac¸o˜es
de MC implementadas com a condic¸a˜o de fronteira Neumann. Os resultados das simulac¸o˜es
mostram que o impacto desta simplificac¸a˜o na estimac¸a˜o do comportamento do algoritmo em
condic¸o˜es reais de aplicac¸a˜o e´ mı´nimo. Essa simplificac¸a˜o tende a ser mais va´lida em diversas
aplicac¸o˜es t´ıpicas, em que os outliers representam apenas uma pequena frac¸a˜o do total de
pixels da imagem. Note, entretanto, que esta ana´lise na˜o foca a influeˆncia das inovac¸o˜es no
desempenho do algoritmo. Tipicamente, regio˜es de fronteira e outros tipos de outliers tendem
a ser descartados [37, 38, 46] ou penalizados [13] quando novos algoritmos sa˜o propostos para
resolver o problema de SRR. As simulac¸o˜es de MC do algoritmo sa˜o realizadas considerando
100 realizac¸o˜es, para todos os exemplos abaixo.
A matrizRx(t) e´ estimada a partir das imagens HR originais, para cada instante de tempo
t. A variaˆncia do ru´ıdo aditivo em (2.1) e´ assumida σ2e = 10, o que leva a valores me´dios
2
de Relac¸a˜o Sinal-Ru´ıdo de Pico (PSNR — Peak Signal-to-Noise Ratio) ' 38dB e Relac¸a˜o
Sinal-Ru´ıdo (SNR — Signal-to-Noise Ratio) ' 23dB, para
PSNR = 10 log10
2552N2
[y(t)−Dx(t)]T[y(t)−Dx(t)] (3.48)
SNR = 10 log10
[Dx(t)− φ]T[Dx(t)− φ]
eT(t)e(t)
, (3.49)
em que N e´ o nu´mero de pixels das imagens de baixa resoluc¸a˜o e φ e´ a me´dia espacial do
vetor Dx(t).
3.5.2 Exemplo 1
Ao simplificar (3.17), os efeitos de Rs(t) foram desprezados, quando comparados com os
efeitos de Rr(t) definida na Sec¸a˜o 3.2. Essa aproximac¸a˜o desconsidera os efeitos das regio˜es
de fronteira das imagens, quando comparados aos efeitos dos erros de registro. As simulac¸o˜es
a seguir mostram que essa aproximac¸a˜o e´ va´lida uma vez que os erros de registro realmente
dominam os erros de estimac¸a˜o do algoritmo para tamanhos de imagens condizentes com
aplicac¸o˜es reais. Este experimento, entretanto, e´ proposto para verificar dois importantes as-
pectos do modelo: (i) O modelo torna-se mais acurado quando o efeito dos pixels pro´ximos a`s
fronteiras das imagens e´ desconsiderado na avaliac¸a˜o do erro de reconstruc¸a˜o; (ii) A acura´cia
do modelo aumenta a` medida em que o tamanho das imagens aumenta.
Para evidenciar esses dois efeitos, e´ apresentada uma simulac¸a˜o que representa uma si-
tuac¸a˜o em que Rr(t) = 0, ou seja, em que na˜o existe erro de registro. Na Figura 3.4 e´
mostrado o resultado obtido usando-se imagens de alta resoluc¸a˜o com 32 × 32 pixels. Note
que a qualidade do modelo melhora quando os pixels das fronteiras sa˜o desconsiderados na
avaliac¸a˜o do erro de reconstruc¸a˜o simulado. Na Figura 3.5 e´ mostrado o resultado sob as
2 Promediado sobre o conjunto completo de imagens usado nas simulac¸o˜es.
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Figura 3.4: Evoluc¸a˜o do MSRE. Imagens HR com 32× 32 pixels, K = 4, µ = 0, 1.
mesmas condic¸o˜es da simulac¸a˜o anterior, pore´m para imagens de alta resoluc¸a˜o com 64× 64
pixels. A comparac¸a˜o das figuras 3.4 e 3.5 mostra claramente que a qualidade do modelo
melhora a` medida que o tamanho das imagens aumenta. Como comenta´rio final, note que os
efeitos mostrados nessas simulac¸o˜es sera˜o significativos para o desempenho do modelo pro-
posto apenas nos casos em que o erro de registro tende a zero. Para algoritmos de registros
tipicamente usados em SRR, esses efeitos tentem a ser mascarados pelos efeitos dos erros de
registro, como pode ser verificado nos exemplos seguintes.
3.5.3 Exemplo 2
Este exemplo e´ proposto com os seguintes objetivos:
a) Verificar a acura´cia dos modelos do erro me´dio e quadra´tico me´dio de reconstruc¸a˜o para
dois algoritmos de registro tipicamente usados em aplicac¸o˜es de SRR;
b) Ilustrar a utilidade do modelo proposto no estudo do desempenho do algoritmo LMS-
SRR com o uso de diferentes te´cnicas de registro;
c) Discutir o uso do MSRE na avaliac¸a˜o de te´cnicas de SRR.
Para este exemplo, foram selecionados dois algoritmos de registro bastante conhecidos,
com diferentes caracter´ısticas. Um deles e´ o algoritmo proposto por Lucas e Kanade [42], que
se baseia na te´cnica de fluxo o´ptico (optical flow), operando sobre os vetores de velocidade
de cada pixel, individualmente. O segundo algoritmo foi proposto por Mester e Hotter [22],
e assume movimentos translacionais e globais.
Uma vez que o modelo teo´rico assume movimentos translacionais e globais e o algoritmo
de registro em [42] fornece um vetor de velocidades para cada pixel da imagem, a me´dia entre
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Figura 3.5: Evoluc¸a˜o do MSRE. Imagens HR com 64× 64 pixels, K = 4, µ = 0, 1.
esses vetores e´ assumida como a velocidade global durante a modelagem do desempenho do
algoritmo LMS-SRR.
Em situac¸o˜es pra´ticas, o registro entre x(t − 1) e x(t) precisa ser estimado a partir das
observac¸o˜es de baixa resoluc¸a˜o. Uma estimac¸a˜o mais acurada e´ obtida se o registro e´ efetuado
na grade de alta resoluc¸a˜o [22]. Nos exemplos que se seguem, os sinais de entrada utilizados
em ambos os algoritmos de registro [22, 42] sa˜o interpolac¸o˜es bicu´bicas de y(t− 1) e y(t).
A reconstruc¸a˜o baseada apenas na interpolac¸a˜o bicu´bica das imagens observadas (LR) e´
tambe´m avaliada. Com base nos resultados de interpolac¸a˜o, o uso do erro quadra´tico me´dio
como figura de me´rito para comparac¸a˜o de desempenho entre algoritmos sera´ discutido.
Na Figura 3.6 e´ mostrada a evoluc¸a˜o do erro me´dio de reconstruc¸a˜o para o pixel central
da imagem, para casos em que movimento conhecido e erros de registro sa˜o considerados. As
imagens de alta e baixa resoluc¸a˜o possuem dimenso˜es 32× 32 e 16× 16, respectivamente. A
partir dos dois gra´ficos inferiores e´ poss´ıvel notar que o modelo prediz de forma acurada o
comportamento me´dio do erro na presenc¸a de erros de registro. O gra´fico superior corresponde
ao caso em que ∆G(t) = 0, discutido no Exemplo 1, e o descasamento entre a teoria e a
simulac¸a˜o deve-se aos erros de modelagem dos efeitos de fronteira, os quais ficam evidenciados
na auseˆncia de erro de registro.
Na Figura 3.7 e´ mostrada a evoluc¸a˜o do MSRE, tambe´m para imagens de alta e baixa
resoluc¸a˜o com tamanhos 32×32 e 16×16, respectivamente. Como pode ser observado nessas
curvas, existe um bom casamento entre os resultados das predic¸o˜es teo´ricas e das simulac¸o˜es
de MC para os diferentes algoritmos de registro. As curvas tambe´m indicam que o algoritmo
de registro em [42] pode levar a melhores resultados de reconstruc¸a˜o do que o algoritmo em
[22].
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A linha horizontal (5) na Fig. 3.7 mostra o MSRE obtido via interpolac¸a˜o bicu´bica3. A
julgar por esses resultados, a interpolac¸a˜o bicu´bica seria competitiva com a SRR usando o
algoritmo LMS-SRR. Entretanto, esta informac¸a˜o foi inclu´ıda para chamar a atenc¸a˜o para o
fato de que tal comparac¸a˜o pode levar a interpretac¸o˜es erroˆneas. E´ necessa´rio estar atento
ao fato de que o MSRE na˜o deve ser usado para comparac¸o˜es entre te´cnicas de reconstruc¸a˜o
estruturalmente diferentes, pois nesses casos valores pro´ximos do erro quadra´tico me´dio po-
dem corresponder a diferenc¸as na qualidade perceptual bastante grandes. Este e´ exatamente
o caso que ocorre neste exemplo, em que este efeito e´ ainda realc¸ado pelo fato de estarem
sendo consideradas imagens de tamanho bastante pequeno.
Para verificar algumas das informac¸o˜es oriundas do modelo teo´rico, a Figura 3.8 apre-
senta a 100a imagem da sequ¨eˆncia gerada a partir da imagem Lena, assim como as verso˜es
degradada e reconstru´ıda dessa imagem. Essa sequ¨eˆncia corresponde a uma das realizac¸o˜es da
simulac¸a˜o estat´ıstica. Nas figuras (a) ate´ (e) sa˜o mostradas as imagens em tamanho real. Nas
figuras (f) ate´ (j) sa˜o mostradas verso˜es ampliadas dessas imagens. Comparando as imagens
(d) e (e) (ou (i) e (j)), pode ser facilmente confirmado que o melhor resultado de reconstruc¸a˜o,
anteriormente previsto pela Figura 3.7, foi o alcanc¸ado com o uso da te´cnica proposta em
[42]. A comparac¸a˜o das imagens (c) e (d) (ou (h) e (i)) confirmam que, contra´rio a` conclusa˜o
que pode ser tirada a partir dos resultados na Figura 3.7, a reconstruc¸a˜o da imagem usando
a interpolac¸a˜o bicu´bica leva a um resultado pior do que o alcanc¸ado via algoritmo LMS-SRR,
usando o algoritmo proposto em [42].
Nas figuras 3.9 e 3.10 sa˜o mostrados os resultados obtidos com imagens de 64× 64 pixels.
Mais uma vez, o modelo teo´rico prediz muito bem o comportamento do algoritmo. Neste caso,
o erro quadra´tico me´dio para o LMS-SRR e´ menor do que para o uso de interpolac¸a˜o bicu´bica.
Entretanto, como foi discutido, diferenc¸as no erro quadra´tico me´dio fornecido por diferentes
te´cnicas de reconstruc¸a˜o nem sempre sa˜o coerentes com as respectivas diferenc¸as entre suas
qualidades perceptuais. Por fim, na Figura 3.10 e´ mostrado claramente que o algoritmo
LMS-SRR em conjunto com a te´cnica de registro proposta em [42] fornece resultados de
reconstruc¸a˜o bastante satisfato´rios.
3.5.4 Exemplo 3
Este exemplo compara os resultados obtidos usando o modelo desenvolvido neste cap´ıtulo
com um modelo bastante simples proposto em [13], o qual corresponde apenas ao caso parti-
cular em que D(t) = I no modelo proposto neste trabalho. Note que, neste caso, a resoluc¸a˜o
e´ a mesma tanto em alta como em baixa resoluc¸a˜o. Assim, todos os vetores em (2.1) teˆm a
dimensa˜o da alta resoluc¸a˜o.4 As imagens HR utilizadas possuem 32× 32 pixels e o algoritmo
de registro considerado e´ o proposto em [42]. Os resultados obtidos podem ser compara-
dos na Figura 3.11. Note que o novo modelo fornece uma estimac¸a˜o bastante superior do
comportamento do algoritmo. A ra´pida convergeˆncia e a caracter´ıstica plana das curvas de
3 Este erro e´ aproximadamente o mesmo para todos os instantes de tempo devido ao modelo de movimento
assumido (random walk com passos unita´rios). 4 Este caso simples e´ usado para comparac¸a˜o com o modelo
proposto em [13] apenas porque esse e´ o u´nico modelo encontrado na literatura.
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Figura 3.6: Erro me´dio de reconstruc¸a˜o. Imagens HR com 32× 32 pixels, K = 4, µ = 0, 1.
0 20 40 60 80 100
20
25
30
35
40
45
50
amostras ( t )
M
SR
E 
 [d
B]
( 1 ) modelo teórico − Lucas e Kanade
( 2 ) simulações MC − Lucas e Kanade
( 3 ) modelo teórico − Mester e Hotter
( 4 ) simulações MC − Mester e Hotter
( 5 ) simulações MC − Bicubic interpolation
( 5 )
( 1 )
( 2 )
( 3 )
( 4 )
Figura 3.7: Evoluc¸a˜o do MSRE. Imagens HR com 32× 32 pixels, K = 4, µ = 0, 1.
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(a) (b) (c) (d) (e)
(f) (g) (h) (i) (j)
Figura 3.8: Exemplos de resultados de reconstruc¸a˜o usando imagens HR com 32× 32 pixels:
(a) imagem original (HR); (b) imagem degradada (LR, com 16× 16 pixels); (c) reconstruc¸a˜o
(HR) via interpolac¸a˜o bicu´bica; (d) reconstruc¸a˜o (HR) usando algoritmo de Lucas e Kanade;
(e) reconstruc¸a˜o (HR) usando algoritmo de Mester and Hotter; (f)—(j) ampliac¸a˜o de 4× das
imagens (a)–(e), respectivamente.
aprendizagem ocorrem porque, dadas a`s simplificac¸o˜es excessivas feitas neste caso, xˆ(t) ∼ y(t)
(ver Eq.(3.6)).
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Figura 3.9: Evoluc¸a˜o do MSRE. Imagens HR com 64× 64 HR pixels, K = 4, µ = 0, 1.
(a) (b) (c) (d)
Figura 3.10: Exemplos de reconstruc¸a˜o com imagens de 64 × 64 pixels: (a) imagem origi-
nal (HR); (b) imagem degradada (LR) com 32 × 32 pixels; (c) imagem reconstru´ıda (HR)
via interpolac¸a˜o bicu´bica; (d) imagem reconstru´ıda (HR) usando o algoritmo de Lucas and
Kanade.
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simulações MC − movimento conhecido
modelo teórico Elad − movimento conhecido
modelo teórico proposto − Lucas e Kanade
simulações MC − Lucas e Kanade
modelo teórico Elad − Lucas e Kanade
model teórico proposto − Mester e Hotter
simulações MC − Mester e Hotter
modelo teórico Elad − Mester e Hotter
Figura 3.11: Evoluc¸a˜o do MSRE. D(t) = I, K = 4, µ = 0, 5.
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3.6 Resumo
Neste cap´ıtulo foi apresentada uma ana´lise estat´ıstica para o comportamento do algoritmo
LMS-SRR. Foram propostos modelos teo´ricos para o comportamento me´dio e quadra´tico
me´dio do erro de reconstruc¸a˜o, como func¸a˜o dos erros de registro. A implementac¸a˜o e a
complexidade dos modelos propostos foram discutidas. Resultados de simulac¸o˜es ilustraram
a aplicabilidade dos modelos teo´ricos na previsa˜o do comportamento real do algoritmo. O
comportamento previsto pelo modelo aproxima de forma acurada os resultados de simulac¸o˜es
de Monte Carlo.
Partindo do momento de segunda ordem do erro de reconstruc¸a˜o proposto neste cap´ıtulo,
no pro´ximo cap´ıtulo sera´ apresentada outra ana´lise do LMS-SRR, mais direcionada, que leva
a uma metodologia de projeto para esse algoritmo. Diretivas de projeto sera˜o definidas,
considerando a influeˆncia de erros de registro e de inovac¸o˜es no resultado de reconstruc¸a˜o.
Cap´ıtulo 4
Projeto do Algoritmo LMS-SRR
O comportamento do algoritmo LMS-SRR foi estudado no cap´ıtulo anterior com relac¸a˜o
a` sensibilidade aos erros no processo de registro. Naquela ana´lise foi assumido que as flu-
tuac¸o˜es no erro de reconstruc¸a˜o causadas pela ocorreˆncia de inovac¸o˜es poderiam ser despre-
zadas quando comparadas aos efeitos dos erros de registro. Essa hipo´tese torna o problema
matematicamente trata´vel e, como foi visto, permite a modelagem de importantes proprieda-
des do algoritmo. O modelo teo´rico proposto abre caminho para uma nova ana´lise estat´ıstica
do LMS-SRR, buscando uma estrate´gia de projeto para os paraˆmetros desse algoritmo.
Como foi discutido no Cap´ıtulo 1, a te´cnica de reconstruc¸a˜o com super-resoluc¸a˜o e´ bas-
tante dependente da qualidade da modelagem adotada. Neste cap´ıtulo e´ apresentado um
estudo sobre o projeto do LMS-SRR considerando tanto os erros ocorridos durante a etapa
de registro quanto a ocorreˆncia de outliers causados pelas inovac¸o˜es entre quadros de uma
sequ¨eˆncia. Esse estudo fornece importantes contribuic¸o˜es para o entendimento do comporta-
mento do algoritmo LMS na aplicac¸a˜o de SRR, em relac¸a˜o a como seus paraˆmetros de projeto
influenciam o desempenho do algoritmo.
4.1 Ana´lise Estat´ıstica
O presente estudo e´ direcionado no sentido de definir uma estrate´gia de projeto que
aumente a robustez do processo de reconstruc¸a˜o a outliers. Exceto pelos passos iniciais, a
ana´lise que se segue possui uma abordagem completamente diferente da proposta no cap´ıtulo
anterior.
4.1.1 Hipo´teses e aproximac¸o˜es estat´ısticas
Assim como na ana´lise anterior, o estudo das propriedades estat´ısticas do erro de recons-
truc¸a˜o v(t) a partir de (3.14) requer simplificac¸o˜es que tornem o problema matematicamente
trata´vel. Neste caso, as simplificac¸o˜es necessa´rias sa˜o bastante similares a`s feitas na Sec¸a˜o 3.2,
pore´m um pouco menos restritivas. Por este motivo, sera˜o novamente listadas e discutidas a
seguir:
A1: As inovac¸o˜es s(t) sa˜o assumidas com me´dia zero, com matriz de autocorrelac¸a˜o Rs(t)
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de dimenso˜es M2 ×M2, e na˜o correlacionadas com x(t− 1).
Esta hipo´tese e´ va´lida, por exemplo, quando as inovac¸o˜es devem-se ao movimento (trans-
lacional e global) relativo entre as imagens, e quando a condic¸a˜o de fronteira de Neu-
mann e´ adotada na construc¸a˜o de G(t). Este e´ um caso relevante, uma vez que a
condic¸a˜o de Neumann e´ a que fornece resultados com a melhor qualidade perceptual
[33]. Essa hipo´tese na˜o sera´ valida, por exemplo, quando a condic¸a˜o de fronteira de
Dirichlet (zero padding) for adotada. O preenchimento das regio˜es de fronteira com
zeros faz com que s(t) seja sempre na˜o-negativo. Nesse caso, dadas as caracter´ısticas
espaciais das imagens, s(t) tambe´m sera´ correlacionado com x(t− 1).
Note-se ainda que A1 esta´ relacionada a` forma como as inovac¸o˜es (regio˜es de fronteira)
sa˜o modeladas. O exemplo acima assume movimento global, por razo˜es dida´ticas, mas
a hipo´tese na˜o se restringe apenas a esse tipo de movimento.
A2: As inovac¸o˜es s(t) sa˜o assumidas estatisticamente independentes dos erros de registro
∆G(t).
A3: O vetor de ru´ıdo de observac¸a˜o e(t) e´ assumido estatisticamente independente dos erros
de registro ∆G(t) e de qualquer outro sinal no sistema.
4.1.2 Comportamento do erro quadra´tico me´dio de reconstruc¸a˜o
Nesta sec¸a˜o o estudo do desempenho do algoritmo sera´ mais uma vez baseado no erro
quadra´tico me´dio de reconstruc¸a˜o (MSRE) definido em (3.16). Como foi visto, o MSRE pode
ser avaliado via tr{K(t)} = tr{E[v(t)vT(t)]}, em que K(t) e´ a matriz de autocorrelac¸a˜o do
erro de reconstruc¸a˜o v(t) e tr{ · } denota o trac¸o de uma matriz.
Po´s-multiplicando o vetor de erro de reconstruc¸a˜o (3.14) pelo seu transposto, tirando o
valor esperado, e usando A1, A2 e A3, tem-se
K(t) = AK(t) E
{
[G(t)v(t− 1) +∆G(t)xˆ(t− 1)][G(t)v(t− 1) +∆G(t)xˆ(t− 1)]T}AK(t)
+AK(t)Rs(t)AK(t) + µ2
K−1∑
n=0
An(t)DT(t)Re(t)D(t)
K−1∑
m=0
Am(t) , (4.1)
em que
A(t) = [I− µDT(t)D(t)] . (4.2)
Segue de (4.2) que a matriz A(t) e´ sime´trica e, portanto, pode ser decomposta como
A(t) = Q(t)Γ(t)QT(t) , (4.3)
em que Q(t) e´ a matriz (ortogonal) de autovetores de A(t) e Γ(t) e´ a matriz (real e diagonal)
de autovalores de A(t). Ale´m disso, DT(t)D(t) tem os mesmos autovetores de A(t). Da
mesma forma, a decomposic¸a˜o de DT(t)D(t) em autovalores e autovetores pode ser definida
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como
DT(t)D(t) = Q(t)Λ(t)QT(t) , (4.4)
em que Λ(t) e´ a matriz de autovalores, diagonal e real. Usando (4.2) e (4.4), chega-se em [47]
Γ(t) = [I− µΛ(t)] . (4.5)
Pre´- e po´s-multiplicando-se (4.1) por QT(t) e Q(t), respectivamente, e substituindo (4.3)
na equac¸a˜o resultante, tem-se
QT(t)K(t)Q(t) = ΓK(t)QT(t) E
{
[G(t)v(t− 1) +∆G(t)xˆ(t− 1)]
× [G(t)v(t− 1) +∆G(t)xˆ(t− 1)]T
}
Q(t)ΓK(t)
+ ΓK(t)QT(t)Rs(t)Q(t)ΓK(t)
+ µ2
K−1∑
n=0
Γn(t)QT(t)DT(t)Re(t)D(t)Q(t)
K−1∑
m=0
Γm(t) . (4.6)
Tirando o valor esperado de (4.6), notando que tr[QT(t)K(t)Q(t)] = tr[K(t)] e usando a
propriedade comutativa do produto do trac¸o de matrizes, chega-se no seguinte modelo para
o comportamento do MSRE:
tr[K(t)] = tr
{
Γ2K(t)QT(t) E
{
[G(t)v(t− 1) +∆G(t)xˆ(t− 1)]
× [G(t)v(t− 1) +∆G(t)xˆ(t− 1)]T}Q(t)}+ tr{Γ2K(t)QT(t)Rs(t)Q(t)}
+ tr
{
µ2
K−1∑
m=0
Γm(t)
K−1∑
n=0
Γn(t)QT(t)DT(t)Re(t)D(t)Q(t)
}
. (4.7)
Interpretac¸o˜es acerca do modelo em (4.7) ira˜o permitir, na pro´xima sec¸a˜o, que os paraˆmetros
µ eK sejam definidos de forma a melhorar o desempenho do algoritmo na presenc¸a de outliers.
4.2 Escolha dos Paraˆmetros do Algoritmo LMS-SRR
Para determinar a escolha dos paraˆmetros µ e K em (3.6) de forma a reduzir os efeitos de
outliers nas imagens reconstru´ıdas, cabe lembrar que o vetor s(t) e´ responsa´vel pela introduc¸a˜o
das inovac¸o˜es no modelo da dinaˆmica do sinal (2.3), enquanto ∆G(t), em (3.2), modela o
efeito dos erros de registro no comportamento do algoritmo.
Por simplicidade de notac¸a˜o, a Eq.(4.7) pode ser escrita como
tr[K(t)] = tr
[
Γ2K(t)M1(t)
]
+ tr
[
Γ2K(t)M2(t)
]
+T
[
e(t)
]
, (4.8)
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em que
M1(t) = QT(t) E
{
[G(t)v(t− 1) +∆G(t)xˆ(t− 1)]
× [G(t)v(t− 1) +∆G(t)xˆ(t− 1)]T
}
Q(t) , (4.9)
M2(t) = QT(t)Rs(t)Q(t) (4.10)
e
T
[
e(t)
]
= tr
{
µ2
K−1∑
m=0
Γm(t)
K−1∑
n=0
Γn(t)QT(t)DT(t)Re(t)D(t)Q(t)
}
. (4.11)
Em (4.8),M1(t) e´ o termo responsa´vel por introduzir o efeito dos erros de registro, enquanto
M2(t) introduz o efeito das inovac¸o˜es. Ale´m disso, M1(t) afeta o comportamento do MSRE
em regime transito´rio, uma vez que depende de v(t − 1). T[e(t)] e´ a parcela referente a`
contribuic¸a˜o do ru´ıdo de observac¸a˜o e(t).
A ana´lise a seguir concentra-se na reduc¸a˜o dos dois primeiros termos de (4.8), uma vez
que estes sa˜o responsa´veis pelas influeˆncias mais significativas em aplicac¸o˜es pra´ticas1. Note
tambe´m que as matrizesM1(t) eM2(t) dependem da natureza das imagens consideradas, do
algoritmo de registro utilizado, e do movimento entre as imagens. Portanto, a impossibilidade
de extrair informac¸a˜o suficiente sobre as relac¸o˜es entre M1(t), M2(t) e Re(t) impede que
T
[
e(t)
]
seja inclu´ıdo na estrate´gia de otimizac¸a˜o.
A fim de, inicialmente, reduzir a influeˆncia das inovac¸o˜es no resultado de reconstruc¸a˜o,
uma poss´ıvel estrate´gia e´ escolher um valor para µ e K de forma a reduzir o efeito sobre o
trac¸o de K(t) do termo em (4.8) envolvendo M2(t). Como sera´ mostrado, M1(t) e M2(t)
possuem propriedades similares. Assim, a estrate´gia proposta tambe´m ira´ reduzir o efeito do
termo envolvendo M1(t), o qual afeta tanto a taxa de convergeˆncia quanto o efeito dos erros
de registro no desempenho do algoritmo. Uma vez que as matrizes M1(t) e M2(t) em (4.9)
e (4.10), respectivamente, na˜o podem ser diretamente controladas por µ ou K, tal estrate´gia
concentra-se em reduzir os dois primeiros termos em (4.8) pelo ajuste de Γ2K(t).
As seguintes propriedades sa˜o importantes para a estrate´gia de projeto proposta na
pro´xima sec¸a˜o:
a) Ambas as matrizes M1(t) e M2(t) (Rs(t) e´ semi-definida positiva) podem ser decom-
postas como produtos de matrizes reais por suas transpostas. Portanto, ambas sa˜o
matrizes semi-definidas positivas [48, p.558];
b) Sendo Γ2K(t) uma matriz diagonal, seus elementos atuam como ponderadores das linhas
de M1(t) e M2(t) em (4.9);
c) Os elementos de Γ2K(t) sa˜o na˜o-negativos para quaisquer valores de K e µ;
1 A influeˆncia do ru´ıdo de observac¸a˜o e(t) pode ser desprezada quando comparada a outras fontes de erro
como, por exemplo, registro inacurado e problemas de modelagem das inovac¸o˜es, na maioria das aplicac¸o˜es
pra´ticas [1].
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d) Uma vez queM1(t) eM2(t) sa˜o matrizes semi-definidas positivas, os elementos de suas
diagonais sa˜o na˜o-negativos.
4.2.1 Escolha de µ e K
Em aplicac¸o˜es pra´ticas, informac¸o˜es precisas sobre os elementos deM1(t) e deM2(t) na˜o
esta˜o dispon´ıveis. Entretanto, e´ razoa´vel assumir o conhecimento de D(t), o qual pode ser
obtido uma vez que se conhec¸a detalhes sobre a implementac¸a˜o do sistema. Assim, e´ poss´ıvel
escolher µ e K de forma a minimizar os autovalores de A2K(t) (os quais sa˜o os elementos de
Γ2K(t)) em algum sentido, dado que D(t) e´ conhecido, e respeitando o limite de estabilidade
do algoritmo [24].
Desprezando o u´ltimo termo T
[
e(t)
]
e considerando (4.5), a Eq.(4.8) pode ser reescrita
como
tr[K(t)] '
M2∑
i=1
[1− µλi(t)]2K [m2i,i(t) +m1i,i(t)] , (4.12)
em que M2 e´ o nu´mero de pixels das imagens HR, e m1i,i(t) e m2i,i(t) sa˜o, respectivamente,
os (i, i)-e´simos elementos deM1(t) eM2(t). Uma vez que nenhuma informac¸a˜o precisa sobre
esses elementos pode ser obtida a priori (sabe-se apenas que eles sa˜o na˜o-negativos), resta a
possibilidade de reduzir tr[K(t)] por meio da minimizac¸a˜o do ma´ximo valor de [1−µλi(t)]2K .
O passo de convergeˆncia do LMS-SRR deve ser positivo e o seu limite de estabilidade e´
dado por [24]
µ <
2
λmax(t)
, (4.13)
em que λmax(t) e´ o ma´ximo autovalor de DT(t)D(t). Portanto, e´ fa´cil mostrar que [1 −
µλi(t)]2 < 1 para todos os valores va´lidos de µ e para todos os valores de i e t. Assim,
lim
K→∞
[1− µλi(t)]2K → 0 (4.14)
para todos λi(t) 6= 0. Enta˜o, exceto sob as circunstaˆncias bastante especiais que sera˜o dis-
cutidas no Exemplo 1 da Sec¸a˜o 4.3, a escolha natural de K e´ o maior nu´mero poss´ıvel de
iterac¸o˜es, limitado apenas pelo custo computacional, pelo hardware dispon´ıvel, e por outros
poss´ıveis requisitos da aplicac¸a˜o de tempo-real em questa˜o.
Assumindo um valor pre´-determinado (fixo) para K, a escolha do passo de convergeˆncia
µ pode ser formulada de acordo com o seguinte problema de otimizac¸a˜o minimax
µo = min
µ
{F} , em que F = max
i
f 2Ki , sujeito a |fi| < 1 , (4.15)
com fi = 1− µλi(t). Este problema pode ser simplificado como:
µo = min
µ
{
Fˆ
}
, em que Fˆ = max
i
|fi| , sujeito a |fi| < 1 . (4.16)
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Figura 4.1: Problema minimax.
Deste ponto em diante, apenas os valores positivos (maiores do que zero) de λi(t) sera˜o
considerados. Uma vez que fi na˜o e´ func¸a˜o de µ para valores de λi(t) = 0, na˜o faz sentido
que esses autovalores sejam inclu´ıdos na minimizac¸a˜o. Em implementac¸o˜es reais, podem
ser considerados no problema de otimizac¸a˜o apenas os autovalores mais significativos. Por
exemplo, pode-se considerar os L maiores autovalores tais que sua soma represente uma
porcentagem representativa da soma de todos os autovalores.
Na Figura 4.1 e´ mostrado o valor absoluto dos valores de fi e F , assumindo que λ1(t) >
λl(t) > λL(t) [49]. O mı´nimo de Fˆ ocorre para
−[1− µλmax(t)] = [1− µλmin(t)] . (4.17)
Resolvendo (4.17) para µ, tem-se
µo =
2
λmax(t) + λmin(t)
. (4.18)
O ponto µ = µo tambe´m e´ mostrado na Figura 4.1, e leva a
[1− µoλmax(t)]2K = [1− µoλmin(t)]2K . (4.19)
Na maioria das aplicac¸o˜es pra´ticas, D(t) e´ invariante no tempo. Sendo assim, o problema
acima define um passo o´timo (no sentido do problema de otimizac¸a˜o formulado) va´lido para
qualquer instante t.
4.3 Resultados
Nesta sec¸a˜o sa˜o apresentados resultados de simulac¸o˜es considerando a estrate´gia proposta
para a escolha dos paraˆmetros do algoritmo LMS-SRR. O objetivo principal dos exemplos
apresentados e´ verificar a validade da ana´lise apresentada neste cap´ıtulo, e mostrar que o passo
de convergeˆncia recomendado encontra-se na regia˜o do o´timo, mesmo quando condic¸o˜es reais
de SRR sa˜o consideradas.
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4.3.1 Condic¸o˜es gerais
Quando o algoritmo LMS e´ aplicado a` SRR, uma boa inicializac¸a˜o pode ser obtida, por
exemplo, a partir da interpolac¸a˜o bicu´bica da imagem observada (LR) no instante inicial.
Entretanto, nos exemplos a seguir o algoritmo e´ inicializado longe do o´timo, de forma que se
possa avaliar o seu comportamento durante o regime transito´rio de adaptac¸a˜o, e na˜o apenas
durante o regime permanente. Com este fim, o algoritmo LMS-SRR e´ inicializado em todas
as simulac¸o˜es com imagens sinte´ticas constru´ıdas a partir de uma u´nica realizac¸a˜o de um
processo WGN(0, 1), com amplitudes dos pixels normalizadas para se adequarem a` escala
dinaˆmica das imagens [0, 255].
A matriz D(t) e´ assumida invariante no tempo (D(t) = D). Para a determinac¸a˜o do
passo de convergeˆncia o´timo, e´ considerado o conjunto dos maiores autovalores de DTD tal
que a soma de seus elementos seja igual ou maior do que noventa por cento da soma de todos
os autovalores.
Exceto quando devidamente especificadas, sa˜o consideradas imagens HR com 64 × 64
pixels, imagens LR com 32 × 32 pixels, e apenas uma iterac¸a˜o do algoritmo por amostra
temporal do sinal de entrada (K = 1). Para construir a matriz de registro G(t) e a sua
estimativa Gˆ(t), a condic¸a˜o de fronteira de Neumann e´ utilizada. Tal opc¸a˜o e´ adotada por
ser esta a condic¸a˜o mais empregada em situac¸o˜es pra´ticas.
Nos Exemplos 1 – 3, as simulac¸o˜es de Monte Carlo (MC) correspondem a` promediac¸a˜o de
100 realizac¸o˜es, utilizando diferentes sequ¨eˆncias de imagens. De forma a isolar os diferentes
efeitos que sera˜o discutidos em cada um desses exemplos, tais sequ¨eˆncias de imagens foram
sinteticamente geradas, considerando movimento global e translacional, de acordo com a
dinaˆmica do sinal descrita no Cap´ıtulo 2. As imagens utilizadas para gerar cada sequ¨eˆncia
correspondem a imagens t´ıpicas, como Lena, Cameraman e Baboon, entre outras (cenas
completamente diferentes entre si). As especificidades de gerac¸a˜o de cada sequ¨eˆncia (tipo
de vetor de deslocamento considerado) sera˜o descritas em cada exemplo, de acordo com os
objetivos de cada simulac¸a˜o.
Nos exemplos 1 e 2, os vetores de deslocamento sa˜o assumidos conhecidos. Nos exemplos
3 e 4, os vetores de deslocamento sa˜o estimados utilizando algoritmos de registro. Neste
caso, o registro entre x(t − 1) e x(t) e´ estimado a partir das observac¸o˜es de baixa resoluc¸a˜o
dispon´ıveis, y(t− 1) e y(t). Os sinais de entrada usados para cada algoritmo de registro sa˜o,
enta˜o, interpolac¸o˜es bicu´bicas de y(t− 1) e y(t).
4.3.2 Exemplo 1: avaliac¸a˜o da ana´lise teo´rica
O objetivo deste exemplo e´ verificar, usando condic¸o˜es de simulac¸a˜o bastante simplifica-
das, a validade do estudo teo´rico sobre a influeˆncia das inovac¸o˜es. Sob as condic¸o˜es assumidas
neste exemplo, e´ poss´ıvel determinar o passo de convergeˆncia que elimina completamente os
fatores de ponderac¸a˜o de M1(t) e de M2(t) em (4.8).
Os vetores de deslocamento global usados para gerar a sequ¨eˆncia sa˜o assumidos conhecidos
para cada instante de tempo t (erros de registro na˜o sa˜o considerados). O ru´ıdo aditivo
tambe´m na˜o e´ considerado (σ2e(t) = 0). Essas duas condic¸o˜es teˆm o objetivo de isolar o efeito
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das inovac¸o˜es. Os vetores de deslocamento global sa˜o gerados a partir de incrementos (passos)
unita´rios em ambas as direc¸o˜es, vertical e horizontal (simulando um movimento diagonal da
caˆmera), na grade de alta resoluc¸a˜o, a cada instante de tempo t.
A subamostragem implementada por D(t) = D modela a integrac¸a˜o espacial que ocorre
em CCDs com elementos de a´rea quadrada e fotossensibilidade uniforme, na˜o considerando
distaˆncias interpixel. Desse modelo, resulta que cada pixel da grade de baixa resoluc¸a˜o
corresponde a` me´dia de quatro pixels adjacentes da grade de alta resoluc¸a˜o. Neste caso, cada
autovalor de DTD assume um de dois poss´ıveis valores: λ = 0 e λ = 0, 25. Para todo λ = 0,
os respectivos autovalores de A(t) = A tornam-se γ = 1, e na˜o podem ser afetados pela
escolha de µ. Para todo λ = 0, 25, γ = (1−0, 25µ). Assim, µ = 4 deve ser escolhido para que
os fatores de ponderac¸a˜o de M2(t), em (4.8), sejam anulados. Neste caso particular, em que
os elementos de Γ(t) = Γ sa˜o iguais a 0 ou 1, apenas uma iterac¸a˜o do algoritmo LMS-SRR
por amostra temporal e´ necessa´ria, uma vez que fazendo-se K > 1 na˜o ira´ acarretar melhora
no desempenho do algoritmo (Γ2K = Γ).
Na Figura 4.2 e´ mostrada a evoluc¸a˜o temporal do MSRE para diferentes valores de µ e K.
E´ poss´ıvel observar nas figuras 4.2(a)–(c) que o passo de convergeˆncia proposto leva ao menor
MSRE em regime permanente, com a taxa de convergeˆncia mais ra´pida. Na Figura 4.2(d) e´
poss´ıvel observar que um valor K > 1, com µ = 4, neste exemplo, na˜o acarretara´ em melhora
no resultado da reconstruc¸a˜o.
Note que os resultados apresentados mostram que o compromisso usual entre taxa de con-
vergeˆncia e desempenho em regime permanente do algoritmo LMS, como func¸a˜o do passo de
convergeˆncia, na˜o e´ va´lido para o caso de aplicac¸a˜o em SRR. Na Figura 4.2 e´ mostrado clara-
mente que diminuir o passo de adaptac¸a˜o na˜o leva necessariamente a um melhor desempenho
em regime permanente. Igualmente, aumentar o passo de adaptac¸a˜o na˜o leva necessariamente
a uma taxa de convergeˆncia mais ra´pida.
Nas Figuras 4.3 (b)-(d) e´ poss´ıvel observar a qualidade das imagens reconstru´ıdas para o
200o quadro obtido usando treˆs conjuntos de paraˆmetros distintos. A imagem HR e´ mostrada
na Figura 4.3(a). Claramente, neste caso, o passo o´timo leva ao melhor resultado perceptual,
assim como ao menor MSRE. Isto pode ser constatado especialmente nas regio˜es de fronteira,
nas quais, neste exemplo, esta˜o concentradas as inovac¸o˜es.
4.3.3 Exemplo 2: robustez a`s inovac¸o˜es
O objetivo deste exemplo e´ verificar a validade da proposta de escolha para o passo de
adaptac¸a˜o em (4.18) quando blurring gaussiano e´ considerado. Exceto por esse tipo de dis-
torc¸a˜o o´ptica, as condic¸o˜es de simulac¸a˜o sa˜o exatamente as mesmas do Exemplo 1. Neste
exemplo, o blurring e´ simulado atrave´s de um filtro espacial passa-baixas. Esse filtro e´ im-
plementado por uma ma´scara gaussiana de tamanho 6 × 6, com variaˆncia 1, 0 (aplicada
previamente a uma subamostragem impulsiva).
Neste caso, diferente do Exemplo 1 (em que os autovalores de DTD assumem apenas dois
valores distintos), os λi assumem diversos valores distintos. Os maiores, tais que a soma e´
maior ou igual a noventa por cento da soma de todos os autovalores, variam de λmin = 0, 0422
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Figura 4.2: Resultados do Exemplo 1. (a) MSRE para diferentes passos de convergeˆncia. (b)
Aproximac¸a˜o das curvas de (a) em regime transito´rio. (c) Aproximac¸a˜o das curvas de (a) em
regime permanente. (d) MSRE para µ = 4 e diferentes nu´meros de iterac¸o˜es do algoritmo
por amostra de entrada.
(a) (b) (c) (d)
Figura 4.3: 200o quadro de uma das sequ¨eˆncias consideradas no Exemplo 1, para K = 1. (a)
Imagem original (HR). Imagem reconstru´ıda com: (b) µ = 1; (c) µ = 4; (d) µ = 7.
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Figura 4.4: MSRE considerando blurring gaussiano.
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Figura 4.5: Ampliac¸a˜o do MSRE apresentado na Fig. 4.4, para (a) regime transito´rio e (b)
regime permanente.
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a λmax = 0, 25. Assim, uma vez que os elementos γi de Γ sa˜o distintos entre si, e uma vez
que na˜o se possui conhecimento sobre as matrizes M1(t) e M2(t), na˜o e´ poss´ıvel determinar
um passo o´timo. Sendo assim, e´ adotado o me´todo de escolha do passo de convergeˆncia µo
proposto em (4.18), usando-se os valores de λmin e λmax dados acima. De acordo com (4.13),
o ma´ximo passo de convergeˆncia e´ µmax = 8, e de (4.18) o passo proposto e´ µo ' 6, 8.
Nas figuras 4.4 e 4.5 sa˜o mostrados os resultados obtidos para diferentes valores de µ. Note
que, embora µo na˜o seja o valor o´timo de µ,2 ele leva a um desempenho do algoritmo que esta´
muito pro´ximo do desempenho o´timo. O passo proposto leva a uma taxa de convergeˆncia
muito pro´xima da taxa mais ra´pida, alcanc¸ada com µ = 5, 8, assim como leva a um erro em
regime permanente muito pro´ximo do mı´nimo erro obtido, alcanc¸ado com µ = 7, 8.
4.3.4 Exemplo 3: robustez ao erro de registro
O objetivo deste exemplo e´ verificar a validade da escolha proposta para o passo de
adaptac¸a˜o em (4.18) na presenc¸a de erros de registro. Note que, conforme (4.8), o passo que
atenua o efeito das inovac¸o˜es (M2(t)) no processo de SRR deve tambe´m atenuar o efeito dos
erros de registro (M1(t)).
Neste exemplo, os vetores de deslocamento global utilizados para gerar a sequ¨eˆncia de
imagens HR foram obtidos a partir de um processo random walk com passos unita´rios (ou
nulos) nas direc¸o˜es vertical e/ou horizontal. O algoritmo de registro utilizado para estimar
esses vetores foi o proposto em [22]. Cabe ressaltar, entretanto, que a escolha do algoritmo
de registro tem pouca relevaˆncia para o objetivo deste exemplo. Um algoritmo de registro
com melhor (pior) desempenho iria apenas atenuar (acentuar) os efeitos do erro de estimac¸a˜o
de movimento observados. O ru´ıdo aditivo e´ assumido WGN(0, σ2e), em que σ
2
e = 10. As
distorc¸o˜es o´pticas (blurring) e a subamostragem sa˜o implementadas exatamente como no
Exemplo 2.
Na Figura 4.6 e´ mostrada a evoluc¸a˜o do MSRE para proposta de escolha do passo de
convergeˆncia (µ = 6, 8) e para diferentes valores em torno desse passo. Como pode ser
observado, o passo proposto leva ao mı´nimo MSRE, considerando os valores testados de µ. A
velocidade de convergeˆncia alcanc¸ada e´ muito pro´xima daquelas obtidas usando outros passos
(mais ra´pidos), como µ = 5, 8 e µ = 3, e as diferenc¸as entre elas parecem na˜o ser relevantes
em aplicac¸o˜es pra´ticas.
4.3.5 Exemplo 4: sequ¨eˆncias reais
O objetivo deste exemplo e´ verificar o desempenho do algoritmo LMS-SRR quando apli-
cado a` sequ¨eˆncias de imagens reais, usando a metodologia de projeto proposta. Nesses casos,
teˆm-se presentes tanto outliers resultantes de inovac¸o˜es entre as imagens quanto resultantes
do erro de registro.
Ale´m disso, a sequ¨eˆncia de imagens utilizada neste exemplo inclui movimentos que sa˜o
mais complexos do que os modelados pelo movimento translacional e global, considerado
2 O valor o´timo para o passo de convergeˆncia apenas poderia ser determinado atrave´s do conhecimento das
matrizes M1(t) e M2(t), o que na˜o e´ via´vel em aplicac¸o˜es pra´ticas.
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Figura 4.6: MSRE considerando erros de registro. (a) Regime transito´rio. (b) Regime per-
manente.
nos exemplos anteriores. A sequ¨eˆncia utilizada e´ a chamada Hand3. Nessa sequ¨eˆncia, uma
ma˜o segura um objeto, rotacionando-o. Existe o movimento de rotac¸a˜o desempenhado pela
ma˜o, o movimento de translac¸a˜o desempenhado pelo brac¸o, e o movimento de vibrac¸a˜o da
caˆmera. Os quadros originais dessa sequ¨eˆncia foram redimensionados para 128× 128 pixels,
via interpolac¸a˜o bicu´bica. As imagens de baixa resoluc¸a˜o sa˜o assumidas como tendo 64× 64
pixels.
Embora o movimento considerado na˜o seja mais translacional, ainda existem regio˜es em
X(t) que na˜o esta˜o presentes em X(t−1). A inicializac¸a˜o de tais regio˜es, desempenhada pela
matriz de registro na Eq.(2.3), deve ser especificada. Pela mesma raza˜o que as condic¸o˜es de
Dirichlet sa˜o evitadas nos exemplos anteriores, os pixels desconhecidos de X(t) sa˜o iniciali-
zados com os valores dos pixels das mesmas coordenadas em X(t− 1).
O algoritmo de registro utilizado e´ o proposto em [50]. O ru´ıdo aditivo e´ assumido
WGN(0, σ2e), com σ
2
e = 10. As distorc¸o˜es o´pticas (blurring) e a subamostragem sa˜o imple-
mentadas exatamente como no Exemplo 2.
Na Figura 4.7 e´ mostrada a evoluc¸a˜o do erro quadra´tico me´dio de reconstruc¸a˜o (consi-
derando me´dia espacial)4 para diferentes passos de adaptac¸a˜o. Por se tratar de uma u´nica
realizac¸a˜o, as curvas de erro na˜o sa˜o ta˜o suaves quanto nos exemplos anteriores, cruzando-se
por diversas vezes. Entretanto, cabe destacar que este gra´fico na˜o tem a intenc¸a˜o de verificar
a validade da ana´lise estat´ıstica apresentada. Destina-se apenas a identificar que, mais uma
vez, o uso do passo proposto µ = µo leva a um desempenho pro´ximo do o´timo.
Resultados de reconstruc¸a˜o do 200o quadro da sequ¨eˆncia, considerando diferentes passos
de convergeˆncia, sa˜o mostrados na Figura 4.8. Para fins de comparac¸a˜o da qualidade obtida,
tambe´m e´ mostrado o resultado da reconstruc¸a˜o por interpolac¸a˜o bicu´bica. Pode ser verificado
que o passo proposto µ = 6, 8 leva, de fato, a um resultado perceptual pro´ximo do o´timo, como
3 Base de dados do Vision and Autonomous Systems Center;
http://vasc.ri.cmu.edu/idb/html/motion/hand/index.html (acessado em 12 de marc¸o de 2007). 4 Me´dia
dos quadrados dos erros de reconstruc¸a˜o em todos os pixels da imagem no instante t. Me´dia estat´ıstica na˜o e´
poss´ıvel, visto que uma u´nica realizac¸a˜o esta´ sendo considerada – sequ¨eˆncia Hand.
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Figura 4.7: MSRE (espacial) considerando a sequ¨eˆncia hand.
previsto pelos resultados ilustrados na Figura 4.7. Nas figuras 4.8(a) e (b) sa˜o mostradas a
imagem original (HR) e a interpolac¸a˜o bicu´bica da imagem observada (LR), respectivamente.
A imagem na Figura 4.8(c) (µ = 1, 0) e´ excessivamente suave (alisada). Nas figuras 4.8(d)
(µ = 5, 8) e 4.8(e) (µ = 6, 8) as imagens apresentam qualidades bastante similares. Por fim,
na Figura 4.8(f) (µ = 7, 8) a imagem e´ visivelmente mais ruidosa.
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(a) (b) (c)
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Figura 4.8: Exemplos de resultados para sequ¨eˆncia Hand. (a) Imagem original (200o quadro).
(b) Interpolac¸a˜o bicu´bica da imagem LR. Reconstruc¸o˜es com: (c) µ = 1; (d) µ = 5, 8; (e)
µ = 6, 8; (f) µ = 7, 8.
4.4 Resumo
Partindo da equac¸a˜o recursiva que foi proposta no cap´ıtulo anterior para a avaliac¸a˜o
do MSRE, neste cap´ıtulo foi proposta uma metodologia de projeto para os paraˆmetros do
algoritmo LMS-SRR, visando reduzir o efeito dos erros de registro e das inovac¸o˜es entre
as imagens da sequ¨eˆncia. A influeˆncia dos paraˆmetros no comportamento do algoritmo foi
estudada. Foi constatado que, diferente do comportamento do algoritmo LMS tradicional com
passos de adaptac¸a˜o reduzidos [29], em condic¸o˜es pra´ticas de aplicac¸a˜o um passo pequeno
na˜o leva, necessariamente, a um melhor desempenho em regime permanente. Da mesma
forma, um passo grande na˜o leva o algoritmo, necessariamente, a uma alta velocidade de
convergeˆncia. Resultados baseados em sequ¨eˆncias de imagens sinte´ticas e reais corroboram
com os resultados teo´ricos. No pro´ximo cap´ıtulo, novamente partindo da mesma equac¸a˜o para
avaliac¸a˜o do MSRE, uma nova ana´lise estat´ıstica e´ proposta com o objetivo de comparar os
efeitos do erro de registro com os efeitos da regularizac¸a˜o geralmente empregada em algoritmos
de SRR. Essa comparac¸a˜o evidencia uma robustez natural do LMS-SRR aos erros de registro.
Cap´ıtulo 5
Regularizac¸a˜o via Erros de Registro
Erros de registro: sera˜o eles sempre prejudiciais para a reconstruc¸a˜o com super-resoluc¸a˜o?
Esta e´ a sentenc¸a tese de que trata este cap´ıtulo.
A reconstruc¸a˜o com super-resoluc¸a˜o (SRR) de imagens e´ um problema mal condicionado.
Tradicionalmente, a soluc¸a˜o para esse problema e´ buscada atrave´s de um processo de mini-
mizac¸a˜o com restric¸o˜es [1]. A inclusa˜o de informac¸a˜o a priori com o intuito de encontrar uma
soluc¸a˜o u´nica ou de melhor condicionar o problema e´ conhecida na comunidade de processa-
mento de imagens como regularizac¸a˜o [1, 16, 19, 23, 24, 51].
Como foi visto, um dos maiores problemas em SRR e´ a dependeˆncia de um registro
acurado entre as imagens. Neste cap´ıtulo e´ estudado o efeito que o erro de registro exerce
sobre a regularizac¸a˜o do problema, quando o algoritmo LMS-SRR e´ utilizado. Nesse estudo
e´ mostrado que realizando-se apenas uma iterac¸a˜o por amostra temporal (K = 1), diferente
do que e´ tradicionalmente assumido, um n´ıvel moderado de erro de registro pode, de fato, ser
bene´fico para o desempenho do algoritmo. Sendo assim, o termo de regularizac¸a˜o pode ser
evitado e o custo computacional pode ser reduzido, o que pode trazer importantes vantagens
em aplicac¸o˜es de SRR em tempo-real.
Casos em que K = 1 sa˜o de interesse pra´tico, uma vez que o uso do LMS em aplicac¸o˜es
de SRR justifica-se justamente em func¸a˜o do custo computacional. Pelo mesmo motivo, a
possibilidade de evitar o uso da parcela de regularizac¸a˜o torna-se de grande interesse. E´ con-
veniente lembrar, ainda, que a escolha adequada do passo de convergeˆncia, conforme estudado
no Cap´ıtulo 4, pode reduzir o preju´ızo com a reduc¸a˜o de K, considerando a metodologia de
projeto existente na literatura [13].
5.1 O Algoritmo LMS-SRR Regularizado
A versa˜o regularizada do LMS-SRR, o R-LMS-SRR (Regularized-LMS-SRR), pode ser
deduzida seguindo-se os mesmos passos apresentados para deduzir o LMS-SRR, no Cap´ıtulo 2.
Para o caso regularizado, a seguinte func¸a˜o custo pode ser definida:
JMSR(t) = E{‖²r(t)‖2 | xˆ(t)} , (5.1)
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em que
²r(t) = ‖y(t)−D(t)xˆ(t)‖2 + α‖Sxˆ(t)‖2 , (5.2)
α e´ chamado fator de regularizac¸a˜o, e a matriz S implementa uma filtragem passa-altas
[13, 23, 24]. S e´ tradicionalmente um filtro Laplaciano, e tem por finalidade penalizar as
altas frequ¨eˆncias da soluc¸a˜o, evitando a amplificac¸a˜o de ru´ıdo [13, 51]. Minimizando (5.1) no
sentido quadra´tico me´dio e usando o me´todo do gradiente estoca´stico chega-se na equac¸a˜o
recursiva para o R-LMS-SRR [13, 23, 24] (para maiores detalhes, ver Cap´ıtulo 2):
xˆ(t) = [A(t) + β STS]KG(t)xˆ(t− 1) + µ
K−1∑
n=0
[A(t) + β STS]nDT(t)y(t) , (5.3)
em que β = −µα 1.
5.1.1 Custo computacional
A avaliac¸a˜o da vantagem computacional do algoritmo LMS-SRR frente aos demais algo-
ritmos existentes certamente e´ uma contribuic¸a˜o importante nesta a´rea de pesquisa, e vem a
justificar ainda mais os problemas investigados nesta tese. Diversos trabalhos teˆm apresen-
tado estimativas para o custo computacional de algoritmos de super-resoluc¸a˜o [23, 52, 53].
Entretanto, uma comparac¸a˜o entre a complexidade de diferentes algoritmos requer a pa-
dronizac¸a˜o da metodologia empregada nessas estimativas. Como isso foge ao escopo deste
trabalho, nesta sec¸a˜o e´ apresentada a avaliac¸a˜o da diferenc¸a computacional entre os algorit-
mos LMS-SRR e R-LMS-SRR, uma vez que a complexidade deste u´ltimo na˜o e´ avaliada na
literatura.
Uma ana´lise sobre o custo computacional do algoritmo LMS-SRR e´ apresentada em [23].
O nu´mero de multiplicac¸o˜es nesse algoritmo e´ estimado em
CLMS-SRR = (2p2 + 1)N2K , (5.4)
em que N2 e´ o nu´mero de pixels das imagens de baixa-resoluc¸a˜o, K e´ o nu´mero de iterac¸o˜es
do algoritmo LMS a ser executado por amostra de entrada, e p e´ o tamanho (lado) da ma´scara
espacial capaz de modelar as distorc¸o˜es o´pticas (blurring). Em termos pra´ticos, o nu´mero
de multiplicac¸o˜es do LMS-SRR corresponde a duas convoluc¸o˜es entre a imagem de baixa-
resoluc¸a˜o e uma ma´scara de lado p.
Seguindo-se os mesmos passos de [23], e´ poss´ıvel verificar que o R-LMS-SRR apresenta um
acre´scimo no nu´mero de multiplicac¸o˜es por iterac¸a˜o (em relac¸a˜o a` versa˜o na˜o-regularizada do
algoritmo) equivalente a` implementac¸a˜o da filtragem representada por STS, em (5.3). Como
essa filtragem da´-se na grade de alta-resoluc¸a˜o, o nu´mero de multiplicac¸o˜es e´ de:
CR-LMS-SRR = CLMS-SRR+(2q2 + 1)M2K , (5.5)
1 A troca de sinal na definic¸a˜o de β visa apenas facilitar a comparac¸a˜o que sera´ apresentada nas pro´ximas
sec¸o˜es.
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em que q e´ o tamanho necessa´rio para modelar a informac¸a˜o a priori, tradicionalmente
implementada por uma ma´scara laplaciana. O acre´scimo no custo computacional corresponde,
enta˜o, a duas convoluc¸o˜es entre a imagem de alta-resoluc¸a˜o (com M2 pixels) e uma ma´scara
de lado q.
Seguindo essa mesma metodologia, quando, por exemplo, as distorc¸o˜es o´pticas e a restric¸a˜o
de suavidade podem ser modeladas por filtros espaciais com p = q = 3, e quando o fator de
super-resoluc¸a˜o considerado obedece a M = 2N , o algoritmo LMS-SRR possui um custo
computacional cerca de 5 vezes inferior ao R-LMS-SRR.
5.2 Estudo do Comportamento do R-LMS-SRR
Como foi discutido, este estudo se limita ao caso em que apenas uma iterac¸a˜o do algoritmo
e´ efetuada por amostra temporal. Portanto, fazendo-se K = 1, (5.3) pode ser escrita como
xˆ(t) = [A(t) + β STS]G(t)xˆ(t− 1) + µDT(t)y(t) . (5.6)
Substituindo (5.6) na definic¸a˜o do erro de reconstruc¸a˜o,
v(t) = xˆ(t)− x(t) , (5.7)
chega-se a uma equac¸a˜o recursiva para o erro de reconstruc¸a˜o do algoritmo regularizado com
uma iterac¸a˜o por amostra:
v(t) = A(t)G(t)v(t− 1) + β STSG(t)xˆ(t− 1)−A(t)s(t) + µD(t)e(t) . (5.8)
A Eq.(5.8) sera´ usada para avaliar o comportamento do algoritmo, conforme feito para
o LMS-SRR no Cap´ıtulo 3. O estudo das propriedades estat´ısticas de v(t) a partir desta
equac¸a˜o requer simplificac¸o˜es, de forma a tornar o problema matematicamente trata´vel. Essas
simplificac¸o˜es sera˜o discutidas na pro´xima sec¸a˜o.
5.2.1 Hipo´teses e aproximac¸o˜es estat´ısticas
Uma vez que no presente estudo na˜o esta´ sendo considerada a ocorreˆncia de erros de
registro, apenas hipo´teses bastante tradicionais necessitam ser assumidas. Cabe ressaltar
que, dentre outras, as mesmas hipo´teses aqui assumidas sa˜o consideradas e discutidas nas
sec¸o˜es 3.2 e 4.1.1. Para maiores detalhes sobre a validade dessas simplificac¸o˜es, os cap´ıtulos
anteriores devem ser consultados. Na ana´lise que se segue:
A1 As inovac¸o˜es s(t) sa˜o assumidas com me´dia zero, com matriz de autocorrelac¸a˜o Rs(t)
de dimenso˜es M2 ×M2, e descorrelacionadas de x(t− 1) .
A2 O vetor de ru´ıdo de observac¸a˜o e(t) e´ assumido estatisticamente independente de qual-
quer outro sinal no sistema, com matriz de autocorrelac¸a˜o Re(t) = σ2eI .
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5.2.2 Comportamento do erro quadra´tico me´dio de reconstruc¸a˜o
O desempenho do algoritmo pode ser avaliado atrave´s do MSRE, (3.16):
MSRE =
1
M2
E [vT(t)v(t)] =
1
M2
tr {E [v(t)vT(t)]} = 1
M2
tr {K(t)} , (5.9)
em que K(t) = E [v(t)vT(t)].
Multiplicando-se (5.8) pela sua transposta, tirando-se o valor esperado em ambos os lados
da equac¸a˜o resultante, e considerando A1 e A2, chega-se em uma equac¸a˜o recursiva para o
comportamento de K(t):
KR-LMS(t) = A(t)G(t)KR-LMS(t− 1)GT(t)A(t)
+ βA(t)G(t) E[v(t− 1)xˆT(t− 1)]GT(t)STS
+ β STSG(t) E[xˆ(t− 1)vT(t− 1)]GT(t)A(t)
+ β2 STSG(t) E[xˆ(t− 1)xˆT(t− 1)]GT(t)STS
+A(t)Rs(t)A(t) + µ2DT(t)ReD(t) . (5.10)
Essa equac¸a˜o apresenta propriedades bastante similares a` sua equivalente para o algoritmo
LMS-SRR sem regularizac¸a˜o. Na pro´xima sec¸a˜o, essas similaridades sera˜o evidenciadas e
discutidas.
5.3 Ana´lise
O objetivo desta sec¸a˜o e´ comparar o efeito dos erros de registro com o efeito do termo de
regularizac¸a˜o no algoritmo LMS-SRR. Para isso, o comportamento do MSRE do algoritmo
LMS-SRR e´ avaliado em duas situac¸o˜es: (i) na presenc¸a de erros de registros (sem regula-
rizac¸a˜o); (ii) quando a regularizac¸a˜o e´ inclu´ıda e o movimento e´ assumido conhecido (sem
erro de registro).
Para K = 1, a equac¸a˜o do algoritmo LMS-SRR recursiva em K(t), (3.17), considerando
a ocorreˆncia de erros de registro, torna-se
KLMS(t) = A(t)G(t)KLMS(t− 1)GT(t)A(t)
+A(t)G(t) E[v(t− 1)xˆT(t− 1)] E[∆GT(t)]A(t)
+A(t) E[∆G(t)] E[xˆ(t− 1)vT(t− 1)]GT(t)A(t)
+A(t) E[∆G(t)xˆ(t− 1)xˆT(t− 1)∆GT(t)]A(t)
+A(t)Rs(t)A(t) + µ2DT(t)ReD(t) . (5.11)
Comparando (5.11) e (5.10), e´ poss´ıvel observar que a primeira e as duas u´ltimas parcelas
sa˜o ideˆnticas. Nas demais parcelas, os termos centrais tambe´m o sa˜o.
Como sera´ discutido, STS, A(t) e∆G(t) podem ser interpretadas como filtros passa-altas.
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Portanto, seja inicialmente assumido que:
β STSG(t) ' A(t)∆G(t) . (5.12)
De acordo com o que foi visto no Cap´ıtulo 3, o fato de considerar, no modelo teo´rico, matri-
zes de registro que assumam a periodicidade circular das imagens na˜o traz consequ¨eˆncias sig-
nificativas a` previsa˜o teo´rica do comportamento do algoritmo. Fazendo-se uso de tal condic¸a˜o
de fronteira, e quando for poss´ıvel assumir que o movimento entre as imagens ocorre em pas-
sos inteiros na grade de alta resoluc¸a˜o, segue de (3.44) que a matriz de erros de registro pode
ser modelada por ∆G(t) = G˜(t)G(t)−G(t). Nesse caso, (5.12) pode ser escrita como
β STSG(t) ' A(t)
[
G˜(t)− I
]
G(t) , (5.13)
e, portanto, e´ poss´ıvel assumir que
β STS ' A(t)
[
G˜(t)− I
]
. (5.14)
Movendo as matrizes determin´ısticas STSG(t) para dentro dos valores esperados em
(5.10), e usando (5.14) na expressa˜o resultante, e´ fa´cil mostrar que (5.10) e (5.11) se tor-
nam ideˆnticas para KR-LMS(0) = KLMS(0).
Por fim, para comprovar a equivaleˆncia de ambas recurso˜es, e´ necessa´rio comprovar a
hipo´tese inicial de que ambos os lados de (5.12) comportam-se como filtros passa-altas. Note
que, quando (5.14) e´ usada em (5.10), a hipo´tese de similaridade passa a ter valor em termos do
comportamento me´dio. Assim, a validac¸a˜o da hipo´tese inicial faz mais sentido considerando-
se
β STS ' A(t)
{
E
[
G˜(t)
]
− I
}
. (5.15)
No lado esquerdo de (5.15), S e´ uma matriz de convoluc¸a˜o que implementa uma fil-
tragem passa-altas (ver Sec¸a˜o 5.1). A matriz D(t) pode ser modelada como uma filtra-
gem passa-baixas seguida de uma subamostragem ideal, conforme a Sec¸a˜o 2.2.1. Portanto,
DT(t)D(t) atua como um filtro passa-baixas. Dessa forma, A(t) = [I − µDT(t)D(t)], no
lado direito de (5.15), tambe´m atua como um filtro passa-altas para valores apropriados de µ
(ver Apeˆndice B). A matriz de registro G˜(t) po´s-multiplicada por uma imagem (vetorizada)
desempenha um deslocamento (geralmente pequeno, dado que essa matriz representa o erro
de registro) sobre essa imagem. Portanto, o efeito de [G˜(t) − I] tambe´m pode ser interpre-
tado como uma operac¸a˜o de filtragem passa-altas. Esses argumentos mostram que ambos os
lados de (5.15) desempenham processamentos qualitativamente similares. Assim, e´ razoa´vel
esperar que seus efeitos sobre o desempenho dos algoritmos tambe´m sejam similares.
As concluso˜es acima podem ser ilustradas pelas figuras a seguir. Na Figura 5.1 e´ ilustrado
o efeito passa-altas gerado pelo erro de registro, no lado direito de (5.15). Na Figura 5.1(b) e´
mostrada a diferenc¸a entre a imagem house (Figura 5.1(a)) e uma versa˜o dessa mesma imagem
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(a) (b) (c)
Figura 5.1: Efeito passa-altas causado pelos erros de registro. (a) Imagem house. (b) Efeito
de uma realizac¸a˜o. (c) Efeito de 100 realizac¸o˜es.
deslocada um pixel para a direita. O resultado equivale a uma detecc¸a˜o de bordas2 verticais.
Portanto, assumindo que o erro de registro desloque a imagem em diferentes direc¸o˜es, ao
longo de diferentes realizac¸o˜es, e´ razoa´vel esperar que a matriz {E[G˜(t)]− I} desempenhe a
detecc¸a˜o de bordas em todas as direc¸o˜es. Na Figura 5.1(c) e´ mostrada a me´dia das diferenc¸as
entre a imagem house e verso˜es deslocadas dessa imagem. Esse resultado foi obtido a partir
de simulac¸o˜es de Monte Carlo, com 100 realizac¸o˜es, de diferentes matrizes G˜(t) constru´ıdas a
partir de deslocamentos em ambas as direc¸o˜es, vertical e horizontal, modelados como processos
aleato´rios WGN(0, 0,5) independentes entre si. Essa modelagem para o erro de registro foi
discutida no Cap´ıtulo 3. As figuras 5.1(b) e (c) tiveram seus tons de cinza invertidos e o
contraste realc¸ado, para fins de impressa˜o.
Na Figura 5.2 e´ apresentada a magnitude da resposta em frequ¨eˆncia de ambos os lados de
(5.15). A Figura 5.2(a) representa a resposta do lado esquerdo de (5.15), em que a ma´scara
laplaciana  0.1667 0.6667 0.16670.6667 −3.3333 0.6667
0.1667 0.6667 0.1667
 (5.16)
foi utilizada na construc¸a˜o de S. Os demais paraˆmetros utilizados foram µ = 4 e α = 0.01.
A matriz A(t) na˜o pode ser implementada via convoluc¸a˜o, visto que DT(t)D(t) inclui uma
operac¸a˜o de subamostragem seguida de uma sobreamostragem. A ana´lise matema´tica do
seu efeito sobre uma imagem e´ descrita no Apeˆndice B. Entretanto, de forma a possibilitar
uma comparac¸a˜o da resposta em frequ¨eˆncia de ambos os lados de (5.15), na Figura 5.2(b) e´
mostrada uma aproximac¸a˜o da resposta de A(t), para o mesmo passo de convergeˆncia usado
na simulac¸a˜o da Figura 5.2(a). A ma´scara correspondente ao filtro avaliado na Figura 5.2(b)
foi estimada de uma linha de DT(t)D(t) (a linha que determina o pixel central da imagem
processada). A matriz D(t) foi implementada considerando que cada pixel na grade de baixa
2 Neste caso, obviamente, o termo bordas refere-se a`s altas-frequ¨eˆncias espaciais.
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Figura 5.2: Resposta em frequ¨eˆncia do filtro implementado por: (a) β STS; (b)A(t){E[G˜(t)]−
I} (aproximado).
resoluc¸a˜o corresponde a` me´dia de 4 pixels vizinhos da grade de alta resoluc¸a˜o3. G˜ foi gerada a
partir de deslocamentos aleato´rios nas direc¸o˜es vertical e horizontal, modelados comoWGN(0,
0,5). A partir dessas figuras, fica claro que as respostas de ambos sistemas sa˜o muito similares,
exatamente como previsto.
5.4 Resultados
Com a finalidade de ilustrar a equivaleˆncia entre os efeitos do erro de registro e da parcela
de regularizac¸a˜o no algoritmo LMS-SRR, esta sec¸a˜o e´ dividida em dois exemplos. O primeiro
ilustra um caso t´ıpico em que a regularizac¸a˜o e´ necessa´ria. O segundo, ilustra um caso em que
o resultado fornecido pelo LMS-SRR e´ naturalmente suavizado, e uma restric¸a˜o de suavidade
tende a piorar o resultado da reconstruc¸a˜o.
Em ambos os exemplos e´ considerado movimento translacional e global, gerado a partir de
incrementos unita´rios em ambas as direc¸o˜es, vertical e horizontal, na grade de alta resoluc¸a˜o,
para cada instante de tempo t. Essa implementac¸a˜o simula um movimento diagonal da
caˆmera. Nas simulac¸o˜es do algoritmo R-LMS-SRR, o movimento relativo entre os quadros
das sequ¨eˆncias e´ assumido conhecido (sem erros de registro), enquanto nas simulac¸o˜es do
algoritmo LMS-SRR, o movimento e´ estimado atrave´s dos algoritmos propostos em [42] e
[50]. Uma vez que as sequ¨eˆncias de imagens assumem movimentos translacionais e globais e
os algoritmos de registro considerados fornecem um vetor de velocidades para cada pixel da
imagem, a me´dia desses vetores foi assumida como a velocidade global na implementac¸a˜o do
algoritmo LMS-SRR.
Para construir a matriz de registro G(t) e a sua estimativa Gˆ(t), a condic¸a˜o de fronteira
de Neumann e´ utilizada. Como no cap´ıtulo anterior, tal opc¸a˜o e´ adotada por ser esta a
condic¸a˜o mais empregada em situac¸o˜es pra´ticas. Como pode ser observado, a ana´lise teo´rica
3 Esta configurac¸a˜o modela um sensor de aquisic¸a˜o com a´rea quadrada e fotossensibilidade uniforme, descon-
siderando distaˆncia interpixel.
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neste cap´ıtulo considera que a matriz de registro assume uma condic¸a˜o de fronteira diferente
da utilizada na implementac¸a˜o do algoritmo. Entretanto, pelos mesmos motivos discutidos
no Cap´ıtulo 3, pode ser observado atrave´s das simulac¸o˜es apresentadas a seguir que essa
aproximac¸a˜o feita na ana´lise teo´rica na˜o traz consequ¨eˆncias significativas a` estimativa do
comportamento do algoritmo.
As simulac¸o˜es de Monte Carlo (MC) apresentadas correspondem a` promediac¸a˜o de 50
realizac¸o˜es, utilizando diferentes sequ¨eˆncias de imagens. Tais sequ¨eˆncias foram sinteticamente
geradas, de acordo com o movimento descrito acima e com a dinaˆmica do sinal descrita no
Cap´ıtulo 2, assumindo imagens HR com 64× 64 pixels e imagens LR com 32× 32 pixels. As
imagens utilizadas para gerar cada sequ¨eˆncia correspondem a imagens t´ıpicas, como Lena,
Cameraman e Baboon, entre outras (cenas completamente diferentes entre si).
A matriz D(t) e´ assumida invariante no tempo (D(t) = D). A subamostragem desem-
penhada por essa matriz e´ implementada por um processo de convoluc¸a˜o com uma ma´scara
2 × 2 uniforme com ganho unita´rio, seguido de uma subamostragem ideal (impulsiva) com
fator 2 : 1. Conforme a ana´lise apresentada, apenas uma iterac¸a˜o do algoritmo e´ realizada
por amostra temporal do sinal de entrada (K = 1). O ru´ıdo aditivo e´ modelado como um
processo WGN(0, 10).
5.4.1 Exemplo 1
Este exemplo descreve uma situac¸a˜o de reconstruc¸a˜o em que a regularizac¸a˜o melhora o
desempenho do algoritmo. Neste caso, o passo de adaptac¸a˜o e´ escolhido como sendo o passo
o´timo µ = 4 (para maiores detalhes, ver Cap´ıtulo 4).
Na Figura 5.3 e´ apresentada a evoluc¸a˜o temporal do MSRE do algoritmo R-LMS-SRR
para valores de β = −0, 02 e β = −0, 05, assim como do algoritmo LMS-SRR para os casos
de movimento conhecido e de movimento estimado via [42] e [50]. E´ poss´ıvel observar que o
algoritmo R-LMS-SRR com β = −0, 02 apresenta um desempenho melhor do que o LMS-SRR
com movimento conhecido. Esta e´ uma situac¸a˜o t´ıpica em que o uso do R-LMS-SRR (i.e.,
o uso de uma parcela de regularizac¸a˜o) e´ julgado necessa´rio. Entretanto, quando o LMS-
SRR e´ implementado em conjunto com o algoritmo de registro de [42], que fornece um n´ıvel
moderado de erros de registro, e´ poss´ıvel verificar que o desempenho do algoritmo e´, mesmo
sem o uso de restric¸a˜o de suavidade, bastante similar ao do R-LMS-SRR com β = −0, 02.
Quando o algoritmo de registro fornece n´ıveis mais elevados de erro de registro, o compor-
tamento do algoritmo LMS-SRR aproxima-se do comportamento do algoritmo regularizado
com um fator de regularizac¸a˜o (α) mais elevado. Como pode ser observado, ainda na Fi-
gura 5.3, o comportamento do LMS-SRR, quando usado em conjunto do algoritmo de [50], e´
similar ao do R-LMS-SRR com β = −0, 05 (excessivamente regularizado).
Na Figura 5.4 sa˜o ilustrados alguns resultados de reconstruc¸a˜o obtidos de uma das rea-
lizac¸o˜es da simulac¸a˜o de Monte Carlo deste exemplo. As imagens ilustradas correspondem ao
50o quadro da sequ¨eˆncia gerada. Nas figuras 5.4(a) e (b) sa˜o mostradas a imagem original
(HR) e a imagem observada (LR), respectivamente. Apenas para definir um padra˜o de qua-
lidade perceptual para efetuar comparac¸o˜es entre os resultados, na Figura 5.4(c) e´ mostrada
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Figura 5.3: Comparac¸a˜o do MSRE dos algoritmos LMS-SRR e R-LMS-SRR.
a reconstruc¸a˜o da imagem observada via interpolac¸a˜o bicu´bica. Na Figura 5.4(d) e´ mostrado
o resultado obtido do algoritmo LMS-SRR, considerando-se movimento conhecido. Nessa
figura e´ poss´ıvel observar que existe a formac¸a˜o de artefatos em torno das altas-frequ¨eˆncias
espaciais, o que sugere o uso de regularizac¸a˜o. Nas figuras 5.4(e) e (f) sa˜o mostrados, respec-
tivamente, os resultados da reconstruc¸a˜o via R-LMS-SRR com β = −0, 02 e via LMS-SRR
com o registro efetuado por [42]. Como pode ser verificado, esses dois resultados sa˜o pratica-
mente ideˆnticos. A mesma similaridade pode ser verificada entre os resultados mostrados nas
figuras 5.4(g) e (h), que mostram respectivamente as reconstruc¸o˜es obtidas do R-LMS-SRR
com β = −0, 05 e do LMS-SRR com o registro efetuado por [50]. Note que, neste u´ltimo caso,
o resultado obtido pelo LMS-SRR e´ sutilmente menos regularizado, por assim dizer, do que
o resultado do R-LMS-SRR, exatamente de acordo com o MSRE mostrado na Figura 5.3.
5.4.2 Exemplo 2
Este exemplo ilustra uma situac¸a˜o em que o resultado da reconstruc¸a˜o e´ naturalmente
suave, e portanto a adic¸a˜o de uma restric¸a˜o de suavidade tende a piorar a qualidade da
imagem reconstru´ıda. Neste caso, o passo de convergeˆncia utilizado e´ µ = 2, sendo, portanto,
metade do passo o´timo µo = 4.
Na Figura 5.5 e´ mostrada a evoluc¸a˜o temporal do MSRE para os algoritmos LMS-SRR
com movimento conhecido e com movimento estimado via [42], assim como para o algoritmo
R-LMS-SRR com β = −0, 015 e β = −0, 02. Como pode ser observado, neste caso, o efeito
da regularizac¸a˜o e do erro de registro tende a tornar as imagens excessivamente suavizadas.
Mesmo com um fator de regularizac¸a˜o baixo, ou com um algoritmo de registro que fornec¸a
baixos n´ıveis de erro de registro, o resultado do LMS-SRR com movimento conhecido tente a
ser superior. Contudo, e´ poss´ıvel constatar que o comportamento do algoritmo regularizado
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Figura 5.4: Resultados de reconstruc¸a˜o dos algoritmos LMS-SRR e R-LMS-SRR. (a) Imagem
original (HR). (b) Imagem observada (LR). (c) Reconstruc¸a˜o via interpolac¸a˜o bicu´bica. (d)
Reconstruc¸a˜o via LMS-SRR, com movimento conhecido. (e) Reconstruc¸a˜o via R-LMS-SRR
com β = −0, 02. (f) Reconstruc¸a˜o via LMS-SRR com Lucas e Kanade. (g) Reconstruc¸a˜o via
R-LMS-SRR com β = −0, 05. (h) Reconstruc¸a˜o com LMS-SRR com Horn e Schunck.
e´ equivalente ao do algoritmo LMS-SRR com movimento estimado (quando considerada a
ocorreˆncia de erros de registro).
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Figura 5.5: Comparac¸a˜o do MSRE dos algoritmos LMS-SRR e R-LMS-SRR para o caso de
resultados suavizados.
5.5 Resumo
Neste cap´ıtulo foi apresentado um estudo comparativo entre o efeito da inclusa˜o de um
termo de regularizac¸a˜o e o efeito dos erros de registro, no desempenho do algoritmo LMS
aplicado a` reconstruc¸a˜o de imagens com super-resoluc¸a˜o. Diferente do que e´ tradicionalmente
assumido, foi constatado que um n´ıvel moderado de erros de registro pode ser bene´fico ao
desempenho do algoritmo LMS-SRR, dependendo da implementac¸a˜o adotada.
No pro´ximo cap´ıtulo, as principais concluso˜es e contribuic¸o˜es deste trabalho sera˜o apre-
sentadas. Algumas possibilidades de trabalhos futuros tambe´m sera˜o discutidas.
Cap´ıtulo 6
Conclusa˜o
Neste cap´ıtulo sa˜o apresentadas, primeiramente, as principais concluso˜es deste trabalho.
Em seguida, as contribuic¸o˜es mais significativas sa˜o listadas e discutidas, e uma lista de
artigos publicados e submetidos a` publicac¸a˜o durante o per´ıodo de doutorado e´ apresentada.
Por fim, uma breve discussa˜o sobre trabalhos futuros e´ proposta.
6.1 Principais Concluso˜es
As concluso˜es mais importantes, oriundas das ana´lises apresentadas, sa˜o:
1. Diferentemente do algoritmo LMS tradicional, diminuir o passo de adaptac¸a˜o do LMS-
SRR na˜o leva necessariamente a um menor erro quadra´tico me´dio em regime perma-
nente. Da mesma forma, aumentar o passo de adaptac¸a˜o na˜o leva necessariamente a
uma velocidade mais ra´pida de convergeˆncia;
2. Em determinadas aplicac¸o˜es, diferentemente do que e´ sugerido na literatura [24], exe-
cutar mais de uma iterac¸a˜o do algoritmo LMS-SRR por amostra temporal (imagem de
entrada) na˜o contribui com o aumento do desempenho do algoritmo;
3. Considerando-se o algoritmo LMS-SRR, existe uma relac¸a˜o de equivaleˆncia entre o
efeito do erro de registro e o efeito da restric¸a˜o de suavidade geralmente considerada
nos algoritmos de SRR;
4. Contra´rio ao que e´ tradicionalmente assumido, um n´ıvel moderado de erros de registro
pode contribuir para a melhoria do desempenho do algoritmo LMS-SRR, dependendo
da implementac¸a˜o adotada;
5. No projeto de sistemas de SRR com movimento conhecido, adicionar propositadamente
um erro de registro entre as imagens pode evitar o uso de restric¸o˜es de suavidade no
algoritmo, reduzindo o custo computacional;
6. Durante o projeto do algoritmo, antes de determinar o uso de um termo de regularizac¸a˜o,
e´ necessa´rio avaliar cuidadosamente a necessidade deste termo. Optar pelo uso do termo
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de regularizac¸a˜o em detrimento do custo computacional pode na˜o ser uma boa escolha,
dado o efeito de regularizac¸a˜o desempenhado pelo erro de registro;
7. O LMS-SRR apresenta uma deseja´vel robustez aos erros de registro, em situac¸o˜es de
interesse pra´tico.
6.2 Outras Contribuic¸o˜es
Dentre as principais contribuic¸o˜es deste trabalho, de forma geral, destacam-se:
1. A matriz de registro estimada, utilizada no estudo de um grande nu´mero de algoritmos
de SRR, foi caracterizada analiticamente. Modelos para seus momentos estat´ısticos de
primeira e segunda ordem foram propostos. Esses modelos podem ser utilizados na
ana´lise de diversos algoritmos de super-resoluc¸a˜o;
2. Um modelo anal´ıtico para o comportamento estoca´stico do algoritmo LMS-SRR foi
proposto, como func¸a˜o dos erros de registro. Equac¸o˜es determin´ısticas recursivas foram
derivadas para o erro me´dio e quadra´tico me´dio de reconstruc¸a˜o. O modelo proposto
atinge um excelente casamento com simulac¸o˜es de Monte Carlo, tanto na fase transito´ria
quanto em regime permanente;
3. Comparado com o modelo existente [13], o novo modelo contribui com (i) a estimativa
do comportamento do algoritmo considerando ocorreˆncia de super-resoluc¸a˜o, e com
(ii) a estimativa dos erros de me´dio e quadra´tico me´dio de reconstruc¸a˜o em regime
transito´rio e em regime permanente;
4. O novo modelo proveˆ uma ferramenta de projeto para o algoritmo LMS-SRR bastante
u´til. Entende-se que o desenvolvimento de modelos anal´ıticos como este sejam de grande
valia na avaliac¸a˜o de desempenho e na comparac¸a˜o entre diferentes algoritmos de SRR;
5. O modelo proposto serve como base para futuras investigac¸o˜es sobre o comportamento
do algoritmo LMS aplicado a` reconstruc¸a˜o com super-resoluc¸a˜o, assim como serviu
como base para todas as ana´lises de comportamento do LMS-SRR apresentadas neste
trabalho;
6. Uma estrate´gia de projeto do algoritmo LMS-SRR foi proposta, buscando reduzir a
influeˆncia dos outliers devido a`s inovac¸o˜es (oclusa˜o de objetos). Essa estrate´gia e´ ba-
seada em uma ana´lise estat´ıstica do algoritmo. A ana´lise apresentada mostrou que as
diretrizes de projeto especificadas tendem, da mesma forma, a reduzir a influeˆncia dos
erros de registro e a melhorar o desempenho do algoritmo em regime transito´rio;
7. Um estudo comparativo sobre a influeˆncia do termo de regularizac¸a˜o e dos erros de
registro no desempenho do algoritmo LMS-SRR foi apresentado. Este estudo abre
um novo campo de investigac¸a˜o, tanto em torno deste algoritmo quanto de outros,
recursivos, com implementac¸a˜o similar;
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8. O processo de subamostragem seguida de sobreamostragem teve suas caracter´ısticas
em frequ¨eˆncia caracterizadas analiticamente. Essa caracterizac¸a˜o pode ser utilizada
futuramente na avaliac¸a˜o de diversos algoritmos de SRR [19, 25, 26, 54, 55, 27];
9. Como foi discutido no in´ıcio deste trabalho, pode ser notada na literatura uma tendeˆncia
de proposic¸a˜o e comparac¸a˜o ad hoc de algoritmos de SRR. O presente trabalho vem a
fortalecer a ana´lise como uma ferramenta de suma importaˆncia para a comunidade de
processamento de imagens.
Provavelmente, os dois algoritmos mais ra´pidos de SRR dispon´ıveis na literatura sejam o
LMS-SRR e o algoritmo Shift-and-Add, proposto em [27, 28]. As diferenc¸as na estrutura
desses algoritmos sa˜o aparentes. O LMS-SRR foi claramente proposto com base na
teoria de processamento de sinais. O Shift-and-Add e´ um algoritmo com va´rias na˜o-
linearidades e tratamentos de excec¸o˜es. Em uma primeira ana´lise, tais na˜o-linearidades
parecem tornar invia´vel um estudo aprofundado do comportamento desse algoritmo.
Sendo assim, dificilmente sera´ poss´ıvel determinar seu ponto o´timo de operac¸a˜o devido
a` falta de um modelo anal´ıtico. Ale´m disso, o algoritmo Shift-and-Add apresenta uma
complexidade computacional consideravelmente mais alta do que a do LMS-SRR.
Por outro lado, grac¸as ao estudo anal´ıtico, foi poss´ıvel constatar que o LMS-SRR possui
caracter´ısticas ate´ enta˜o desconhecidas e desejadas em SRR. Esse algoritmo mostrou-
se naturalmente robusto aos problemas considerados os mais cr´ıticos nessa aplicac¸a˜o.
Frente a essas novas informac¸o˜es, novas aplicac¸o˜es podem ser exploradas para esse
algoritmo, assim como comparac¸o˜es mais justas podem ser efetuadas.
6.3 Artigos Gerados por esta Tese
Os seguintes artigos foram gerados durante os quatro anos que decorreram na preparac¸a˜o
deste trabalho:
Artigos em Perio´dicos Internacionais
1. “Statistical analysis of the LMS algorithm applied to super-resolution image recons-
truction” IEEE Trans. Signal Processing [56];
2. “Informed Choice of the LMS Parameters in Super-Resolution Video Reconstruction
Applications” [57] — Aceito para publicac¸a˜o na IEEE Trans. Signal Processing;
Artigos em Congressos Internacionais
1. “Are the registration erros always bad for super-resolution reconstruction?” IEEE
ICASSP 2007 [58];
2. “Statistical analysis of the LMS algorithm applied to super-resolution video reconstruc-
tion” IEEE ICASSP 2006 [59];
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3. “On the design of the LMS algorithm for robustness to outliers in super-resolution video
reconstruction” IEEE ICIP 2006 [60];
4. “A Statistical Model for the Warp Matrix in Super-Resolution Reconstruction” IEEE–
SBT ITS 2006 [61].
Artigos em Congressos Nacionais
1. “Diretrizes para o projeto do algoritmo LMS aplicado a` super-resoluc¸a˜o de v´ıdeo” [62]
— Aceito para publicac¸a˜o no SBrT 2007;
2. “Ana´lise estat´ıstica do algoritmo LMS aplicado a` reconstruc¸a˜o de v´ıdeo com super-
resoluc¸a˜o” SBrT 2005 [63];
3. “Algoritmos Ra´pidos para a Implementac¸a˜o de Modelos Teo´ricos de Filtros Adaptati-
vos” SBrT 2004 [64].
Artigos a serem submetidos para publicac¸a˜o
1. “Registration errors: are they always bad for super-resolution reconstruction?” —
versa˜o extendida de [58], com melhorias baseadas no Apeˆndice B, a ser submetida para
publicac¸a˜o em perio´dico internacional.
6.4 Trabalhos Futuros
Diversas sa˜o as possibilidades de trabalhos futuros, na a´rea de filtragem adaptativa apli-
cada a` super-resoluc¸a˜o. Naturalmente, os diferentes temas distinguem-se bastante entre si,
no que diz respeito ao grau de contribuic¸a˜o que sugerem gerar. Algumas dessas possibilidades
de investigac¸a˜o sa˜o listadas e discutidas a seguir:
Uma nova modelagem para o algoritmo LMS-SRR
A metodologia utilizada neste trabalho caracteriza o algoritmo LMS-SRR como um
algoritmo de estimac¸a˜o. A imagem a ser reconstru´ıda e´ modelada como um sinal (ve-
torial) a ser estimado. Este sinal e´ degradado por um sistema (matricial) gerando um
sinal observado (vetorial). Como visto no Cap´ıtulo 3, tal abordagem resulta em modelos
acurados. No entanto, sua complexidade matema´tica naturalmente limita a quantidade
de informac¸o˜es que podem ser inferidas a respeito do desempenho do algoritmo.
Uma nova formulac¸a˜o do algoritmo LMS-SRR pode ser proposta, de forma similar a`
modelagem apresentada em [43]. Tal formulac¸a˜o modela a imagem a ser reconstru´ıda
como sendo o vetor de coeficientes de um filtro adaptativo, conforme a formulac¸a˜o
tradicional do filtro LMS [29]. Estudos preliminares fornecem ind´ıcios de que com esta
abordagem sera´ poss´ıvel um melhor aproveitamento das te´cnicas tradicionais de ana´lise
de filtros adaptativos, em relac¸a˜o ao problema de super-resoluc¸a˜o.
Este trabalho foi proposto como tema de po´s-doutorado, em projeto submetido ao
CNPq. O julgamento dessa proposta e´ previsto para maio de 2007.
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Estudo do comportamento do R-LMS-SRR
O algoritmo R-LMS-SRR e´ de interesse pra´tico em aplicac¸o˜es em que o movimento
entre as imagens e´ conhecido (ou pode ser estimado com n´ıveis de erro muito baixos).
Para esses casos, um modelo para o comportamento desse algoritmo pode ser proposto,
desprezando o efeito dos erros de registro. Desconsiderando os erros de registro, o pro-
blema passa a ser facilmente trata´vel analiticamente. A partir desse modelo, diretrizes
de projeto para os paraˆmetros do algoritmo, como passo de convergeˆncia e fator de
regularizac¸a˜o, podem ser propostos.
Estudo do comportamento do R-LMS-SRR considerando erros de registro
O estudo do algoritmo R-LMS-SRR considerando erros de registro permitiria, dentre
outras coisas, a investigac¸a˜o dos efeitos da regularizac¸a˜o e dos erros de registro, em
conjunto, sobre o desempenho do algoritmo. Essa e´ uma investigac¸a˜o importante pelo
seguinte fato: suponha um algoritmo R-LMS-SRR projetado com um fator de regu-
larizac¸a˜o o´timo, desconsiderando a ocorreˆncia de erros de registro. Diferente do que
talvez possa ser conclu´ıdo a partir do Cap´ıtulo 5, a na˜o-linearidade do problema de
super-resoluc¸a˜o na˜o permite afirmar que os efeitos da inserc¸a˜o de um termo de regu-
larizac¸a˜o e dos erros de registro na qualidade da reconstruc¸a˜o sejam aditivos. Embora
os erros de registro regularizem o problema, adicionar n´ıveis moderados de ru´ıdo a um
algoritmo R-LMS-SRR na˜o ira´ necessariamente regularizar em excesso o problema (ver
Apeˆndice C). O estudo desses efeitos em conjunto pode, inclusive, levar a` desconsi-
derac¸a˜o dos erros de registro no estudo do fator de regularizac¸a˜o o´timo, o que facilitaria
significativamente o projeto do algoritmo.
Regularizac¸a˜o de algoritmos recursivos via erro de registro
Estudos preliminares indicam que outros algoritmos recursivos talvez possam ser re-
gularizados pelo erro de registro, assim como no caso do LMS-SRR. Uma investigac¸a˜o
mais detalhada deste tema pode trazer significativas contribuic¸o˜es ao estado-da-arte.
Estudo do comportamento do algoritmo LMS aplicado ao registro de imagens
A utilidade do estudo de desempenho de algoritmos de SRR e´, em parte, dependente
do avanc¸o dos trabalhos de ana´lise dos algoritmos de registro de imagens. Da mesma
forma, a viabilidade do emprego do algoritmo LMS-SRR em aplicac¸o˜es tempo-real esta´
diretamente ligada ao uso de um algoritmo de registro que tambe´m atenda aos requisitos
temporais da aplicac¸a˜o.
A utilizac¸a˜o do algoritmo LMS foi tambe´m proposta para o registro de imagens [13, 65].
Dado o conhecimento existente sobre a ana´lise do LMS, tanto em aplicac¸o˜es unidimen-
sionais como agora aplicado a` super-resoluc¸a˜o, e dado o sucesso dos resultados obtidos
neste trabalho, a ana´lise desse algoritmo aplicado ao registro de imagens torna-se de
grande interesse. Um modelo que fornec¸a os n´ıveis de erro de registro obtidos pelo
algoritmo pode complementar de forma significativa os avanc¸os obtidos neste trabalho,
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facilitando significativamente o projeto de soluc¸o˜es de SRR em tempo-real. Cabe res-
saltar que, da mesma forma que ocorre para os algoritmos de super-resoluc¸a˜o, muito
poucos trabalhos podem ser encontrados sobre avaliac¸a˜o de desempenho de algoritmos
de registro [37, 66, 67].
Ana´lise de custo computacional do LMS-SRR
A julgar pelo equacionamento matricial do algoritmo LMS-SRR, na Eq.(3.6), pode pa-
recer que, sendo D(t) = D invariante no tempo, as matrizes elevadas a` poteˆncia K
e n podem ser determinadas a priori. Sendo assim, realizar mais de uma iterac¸a˜o
por amostra de entrada na˜o geraria custo computacional adicional ao algoritmo. En-
tretanto, cabe ressaltar que, principalmente por motivos de alocac¸a˜o de memo´ria, a
implementac¸a˜o do algoritmo deve ser feita conforme a Tabela 2.1. Nesse caso, o custo
computacional cresce com o aumento do nu´mero de iterac¸o˜es K. Tambe´m em func¸a˜o
da implementac¸a˜o do algoritmo, a inclusa˜o de uma parcela de regularizac¸a˜o contribui
com o acre´scimo do custo computacional.
Dadas as concluso˜es acerca da regularizac¸a˜o do LMS-SRR via erros de registro, uma ava-
liac¸a˜o dos ganhos e preju´ızos computacionais em func¸a˜o das diferentes implementac¸o˜es e´
de interesse pra´tico. Esse estudo poderia melhor justificar os diversos temas de pesquisa
discutidos e abordados neste trabalho.
Determinac¸a˜o dos autovalores de DT(t)D(t)
Como foi visto no Cap´ıtulo 4, a escolha do passo de convergeˆncia depende do conheci-
mento dos autovalores deDT(t)D(t). Entretanto, para imagens com dimenso˜es elevadas
e que muitas vezes sa˜o utilizadas em situac¸o˜es reais, a determinac¸a˜o desses autovalores
por me´todos convencionais e´ impratica´vel. Considerando as caracter´ısticas da matriz
D(t), seria de grande valia para fins de projeto se a determinac¸a˜o desses autovalores
pudesse ser feita (ou estimada) a partir dos filtros (ma´scaras espaciais) considerados na
composic¸a˜o de D(t).
Apeˆndice A
Momentos Estat´ısticos de Gˆ(t):
Deduc¸o˜es Matema´ticas
No presente apeˆndice sa˜o apresentadas as deduc¸o˜es matema´ticas necessa´rias a` deduc¸a˜o
dos momentos estat´ısticos de primeira e segunda ordens para a matriz de registro estimada,
discutidos na Sec¸a˜o 3.4.1.
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Demonstrac¸a˜o:
O valor esperado E
{
h[d, ∆ˆ(t)]
}
e´ definido em (3.30) como
E
{
h[d, ∆ˆ(t)]
}
=
∫ ∞
−∞
h[d, ∆ˆ(t)] f∆ˆ(t)[∆ˆ(t)] d∆ˆ(t) . (A.1)
De acordo com os limites (valores na˜o-nulos) da func¸a˜o h[d, ∆ˆ(t)] definida na Figura 2.5,
os limites de integrac¸a˜o em (A.1) podem ser redefinidos de (−∞, +∞) para [d-1, d+1].
Considerando esses limites, separando a integral em dois intervalos, e substituindo (2.9) em
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(A.1), segue que
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Manipulando algebricamente a Eq.(A.2),
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Assumindo que f∆ˆ(t)[∆ˆ(t)] representa uma func¸a˜o gaussiana com variaˆncia σ
2 (ver Sec¸a˜o 3.4.1)
e resolvendo as integrais em (A.3) chega-se em
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(A.4)
Substituindo os limites de integrac¸a˜o em (A.4):
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como quer´ıamos demonstrar.
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A.2 Definic¸a˜o 2
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2σ2
)2
bk
ak
+ (−1)κi,jk(−1)κm,nk
×
σ2 +∆2(t)2 erf
[
∆ˆ(t)−∆(t)√
2σ2
]
− ∆ˆ(t) + ∆(t)
2
√
2σ2√
pi
exp
−(∆ˆ(t)−∆(t)√
2σ
)2
bk
ak
.
Demonstrac¸a˜o:
De acordo com a func¸a˜o definida em (2.9), o valor esperado E
{
h[di,j , ∆ˆ(t)]h[dm,n, ∆ˆ(t)]
}
,
em que di,j = i− j, dm,n = m− n, pode ser definido como
E
{
h[di,j , ∆ˆ(t)]h[dm,n, ∆ˆ(t)]
}
=
∫ ∞
−∞
h[di,j , ∆ˆ(t)]h[dm,n, ∆ˆ(t)] f∆ˆ(t)[∆ˆ(t)] d∆ˆ(t) .
Observando-se os limites de integrac¸a˜o e os poss´ıveis produtos (cruzados ou na˜o) entre cada
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segmento cont´ınuo de h( · ), tem-se
E
{
h[di,j , ∆ˆ(t)]h[dm,n, ∆ˆ(t)]
}
=
4∑
k=1
fk ,
em que
f1 =
{
p1 se max(di,j − 1, dm,n − 1) < min(di,j , dm,n)
0 se max(di,j − 1, dm,n − 1) ≥ min(di,j , dm,n)
p1 =
∫ min(di,j , dm,n)
max(di,j−1, dm,n−1)
[1− di,j + ∆ˆ(t)][1− dm,n + ∆ˆ(t)] f∆ˆ(t)[∆ˆ(t)] d∆ˆ(t)
f2 =
{
p2 se max(di,j , dm,n) < min(di,j + 1, dm,n + 1)
0 se max(di,j , dm,n) ≥ min(di,j + 1, dm,n + 1)
p2 =
∫ min(di,j+1, dm,n+1)
max(di,j , dm,n)
[1 + di,j − ∆ˆ(t)][1 + dm,n − ∆ˆ(t)] f∆ˆ(t)[∆ˆ(t)] d∆ˆ(t)
f3 =
{
p3 se max(di,j − 1, dm,n) < min(di,j , dm,n + 1)
0 se max(di,j − 1, dm,n) ≥ min(di,j , dm,n + 1)
p3 =
∫ min(di,j , dm,n+1)
max(di,j−1, dm,n)
[1− di,j + ∆ˆ(t)][1 + dm,n − ∆ˆ(t)] f∆ˆ(t)[∆ˆ(t)] d∆ˆ(t)
f4 =
{
p4 se max(di,j , dm,n − 1) < min(di,j + 1, dm,n)
0 se max(di,j , dm,n − 1) ≥ min(di,j + 1, dm,n)
p4 =
∫ min(di,j+1, dm,n)
max(di,j , dm,n−1)
[1 + di,j − ∆ˆ(t)][1− dm,n + ∆ˆ(t)] f∆ˆ(t)[∆ˆ(t)] d∆ˆ(t)
Reescrevendo-se as func¸o˜es fk e pk, tem-se
fk =
{
pk se ak < bk
0 se ak ≥ bk
pk =
∫ bk
ak
{
1 + (−1)κi,jk [di,j − ∆ˆ(t)]
}{
1 + (−1)κm,nk [dm,n − ∆ˆ(t)]
}
f∆ˆ(t)[∆ˆ(t)] d∆ˆ(t) (A.6)
em que
ak = max(di,j + κi,jk, dm,n + κm,nk)
bk = min(di,j + κi,jk + 1, dm,n + κm,nk + 1)
e
κi,j1 = κi,j3 = κm,n1 = κm,n4 = −1
κi,j2 = κi,j4 = κm,n2 = κm,n3 = 0 .
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Manipulando-se (A.6) algebricamente,
pk =
[
(−1)κi,jk(−1)κm,nkdi,jdm,n + (−1)κi,jkdi,j + (−1)κm,nkdm,n + 1
] ∫ bk
ak
f∆ˆ(t)[∆ˆ(t)] d∆ˆ(t)
+
[
−(−1)κi,jk(−1)κm,nkdi,j − (−1)κi,jk(−1)κm,nkdm,n − (−1)κi,jk − (−1)κm,nk
]
×
∫ bk
ak
∆ˆ(t) f∆ˆ(t)[∆ˆ(t)] d∆ˆ(t) + (−1)κi,jk(−1)κm,nk
∫ bk
ak
∆ˆ2(t) f∆ˆ(t)[∆ˆ(t)] d∆ˆ(t)
Assumindo que f∆ˆ(t)[∆ˆ(t)] representa uma func¸a˜o gaussiana com variaˆncia σ
2 (ver Sec¸a˜o 3.4.1)
e resolvendo as integrais acima, chega-se em
pk =
[
(−1)κi,jk(−1)κm,nkdi,jdm,n + (−1)κi,jkdi,j + (−1)κm,nkdm,n + 1
] 1
2
erf
[
∆ˆ(t)−∆(t)√
2σ2
]bk
ak
+
[
−(−1)κi,jk(−1)κm,nkdi,j − (−1)κi,jk(−1)κm,nkdm,n − (−1)κi,jk − (−1)κm,nk
]
×
∆(t)2 erf
[
∆ˆ(t)−∆(t)√
2σ2
]
−
√
2σ2
2
√
pi
exp
−(∆ˆ(t)−∆(t)√
2σ2
)2
bk
ak
+ (−1)κi,jk(−1)κm,nk
×
σ2 +∆2(t)2 erf
[
∆ˆ(t)−∆(t)√
2σ2
]
− ∆ˆ(t) + ∆(t)
2
√
2σ2√
pi
exp
−(∆ˆ(t)−∆(t)√
2σ
)2
bk
ak
.
como quer´ıamos demonstrar.
Apeˆndice B
Comportamento de A(t)
Neste apeˆndice e´ apresentada a verificac¸a˜o da hipo´tese de que a matriz A(t) = [I −
µDT(t)D(t)], po´s-multiplicada por uma imagem (vetorizada), comporta-se como um filtro
passa altas, para valores apropriados de µ.
De acordo com o Cap´ıtulo 2, a matriz de degradac¸a˜oD(t) (N2×M2) pode ser decomposta
como
D(t) = CH(t) , (B.1)
em que C e´ a matriz de sub-amostragem (ideal) eH(t) e´ a matriz responsa´vel pelas distorc¸o˜es
o´pticas no processo de aquisic¸a˜o. Portanto, a matriz A(t) pode ser reescrita como:
A(t) = [I− µHT(t)CTCH(t)] . (B.2)
A ana´lise do comportamento da matriz A(t) pode, enta˜o, ser dividida em treˆs etapas: (i)
Efeito de µCTC; (ii) Efeito de µHT(t)CTCH(t); (iii) Efeito de A(t) = [I−µHT(t)CTCH(t)].
B.1 Efeito de µCTC:
A matrizC, responsa´vel pela reduc¸a˜o de dimensa˜o, possui dimenso˜esN2×M2 e e´ diagonal
(subamostragem ideal) com elementos da diagonal assumindo os valores zero ou um. Portanto,
o produto CTC e´ uma matriz diagonal de dimenso˜es dimenso˜es M2 ×M2, com elementos
da diagonal assumindo tambe´m os valores zero ou um. O efeito causado por CTC ao pre´-
multiplicar uma imagem (vetorizada) e´ o da reduc¸a˜o de dimensa˜o seguida de um aumento de
dimensa˜o sem utilizar interpolac¸a˜o, realizando zero-padding no domı´nio espacial. Portanto,
filtrar uma imagem (vetorizada) usando a matriz CTC equivale a zerar determinados pixels
da imagem, ou seja:
ψ(t) = CTCx(t) =⇒ gl,c(t) =
{
ψl,c(t) se l e c = 0,±D,±2D,±3D, . . .
0 em outros casos
(B.3)
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em que D = M/N (assumido aqui inteiro), gl,c(t) e xl,c(t) sa˜o respectivamente os pixels
correspondentes a`s linha l e coluna c das imagens g(t) e x(t). De outra forma, e´ poss´ıvel
definir
ψl,c(t) = ml,c xl,c(t) , (B.4)
em que ml,c
ml,c =
{
1 se l e c = 0,±D,±2D,±3D, . . .
0 em outros casos.
(B.5)
E´ poss´ıvel mostrar que (B.5) pode ser escrita como [68]
ml,c =
1
D2
D−1∑
k=0
D−1∑
r=0
exp
(
−j 2pi
D
kc
)
exp
(
−j 2pi
D
rl
)
. (B.6)
Pela propriedade da convoluc¸a˜o da Transformada-Z, segue que:
Ψzl,zc(t) =
+∞∑
l=−∞
+∞∑
c=−∞
ml,cxl,c(t)z−ll z
−c
c (B.7)
=
1
D2
+∞∑
l=−∞
+∞∑
c=−∞
D−1∑
k=0
D−1∑
r=0
e−j
2pi
D
rle−j
2pi
D
kcxl,c(t)z−ll z
−c
c (B.8)
=
1
D2
D−1∑
k=0
D−1∑
r=0
[
+∞∑
l=−∞
+∞∑
c=−∞
xl,c(t)
(
ej
2pi
D
rzl
)−l (
ej
2pi
D
kzc
)−c]
(B.9)
=
1
D2
D−1∑
k=0
D−1∑
r=0
Xzlej2pir/D,zcej2pik/D(t) . (B.10)
Note que a transformada-Z e´ aplicada sobre o espac¸o (imagem) e na˜o no eixo temporal. Note
ainda que o espectro
Xzlej2pir/D,zcej2pik/D(t)
corresponde ao espectro Xzl,zc(t) deslocado [69, pp.374;768]. Portanto, de acordo com (B.10),
o espectro de ψl,c(t) corresponde a uma soma ponderada de diferentes deslocamentos no
espectro de xl,c(t):
Ψejωl ,ejωc (t) =
1
D2
D−1∑
k=0
D−1∑
r=0
Xej(ωl+2pir/D),ej(ωc+2pik/D)(t) . (B.11)
Quando, por exemplo, D = 2, o espectro de ψl,c(t) corresponde a` soma dos espectros de
xl,c(t) deslocados em 0 e pi, ponderada por 0.25. No caso de D = 4, o espectro de ψl,c(t)
corresponde a` soma dos espectros de xl,c(t) deslocados em 0, pi/2, pi e 3pi/4, ponderada por
1/16. O mesmo racioc´ınio pode ser seguido para outros casos.
O passo de convergeˆncia, para fins dida´ticos, sera´ assumido µ = D2. Desta forma, a
Apeˆndice B. Comportamento de A(t) 83
(a) (b) (c)
Figura B.1: Processamento por µCTC. (a) Imagem original. (b) Resultado com D = 2. (c)
Resultado com D = 4.
ponderac¸a˜o em (B.11) passa a ser µ/D2 = 1.
Na Figura B.1 e´ ilustrado o efeito da pre´-multiplicac¸a˜o de uma imagem (vetorizada) por
µCTC. Na Figura B.1(a) e´ apresentada a imagem original (primeiros 128 × 128 pixels da
imagem Board). Na Figura B.1(b) e´ apresentada a imagem processada, considerando um fator
de subamostragem de 2:1 (D = 2). Na Figura B.1(c) e´ apresentada a imagem processada,
considerando um fator de subamostragem de 4:1 (D = 4).
O espectro em frequ¨eˆncia para estas imagens pode ser visto na Figura B.2. Para uma
melhor visualizac¸a˜o, os espectros sa˜o apresentados com a magnitude em escala linear e em
escala logar´ıtmica. Nas figuras B.2(a) e (b) e´ apresentado o espectro da imagem original. Nas
figuras B.2(c) e (d) e´ apresentado o espectro da imagem processada considerandoD = 2, e nas
figuras B.2(e) e (f) considerando D = 4. Como pode ser visto claramente nas figuras B.2(c) e
(e), o espectro original e´ replicado 4 e 16 vezes, respectivamente, conforme previsto em (B.11).
Comparando as figuras B.2(b), (d) e (f) e´ poss´ıvel observar que o efeito de recobrimento
espectral aumenta com o acre´scimo de D (subamostragem).
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Figura B.2: Resposta em frequ¨eˆncia das imagens processadas por µCTC. Imagem original:
(a) escala linear; (b) escala logar´ıtmica. D = 2: (c) escala linear; (d) escala logar´ıtmica.
D = 4: (e) escala linear; (f) escala logar´ıtmica.
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B.2 Efeito de µHT(t)CTCH(t):
A matriz H(t) modela as distorc¸o˜es o´pticas no sistema de aquisic¸a˜o. Via de regra,
H(t) tem um efeito passa-baixas. Portanto, pre´-multiplicar uma imagem (vetorizada) por
µHT(t)CTCH(t) corresponde a fazer uma filtragem passa-baixas, processar o resultado pela
matriz µCTC, conforme discutido na sec¸a˜o anterior, e, por fim, aplicar novamente um filtro
passa-baixas. O efeito esperado e´, portanto, o de que a filtragem passa-baixas preserve o
espectro original da imagem (Figura B.2(a)), a na˜o ser por distorc¸o˜es causadas pelo reco-
brimento espectral, tendendo a remover os picos gerados pelo deslocamento em frequ¨eˆncia
discutido na Sec¸a˜o B.1.
Na figuras B.3(a) e (b) e´ mostrado o resultado deste processamento sobre as imagens nas
figuras B.1(b) e (c). Nessas simulac¸o˜es o filtro passa-baixas foi assumido gaussiano. Para
D = 2, esse filtro foi implementado com uma ma´scara espacial 6× 6, e para D = 4, com uma
ma´scara 8× 8. Em ambos os casos o filtro foi considerado com me´dia zero e variaˆncia 2.
Nas figuras B.4(a) e (b) e´ apresentado o espectro da imagem processada considerando
D = 2 e nas figuras B.2(c) e (d) considerando D = 4. Nas figuras B.4(e) e (f) e´ apresentada
uma aproximac¸a˜o (zoom) dos espectros em escala logar´ıtmica (figuras B.2(b) e (d), respecti-
vamente), de forma a possibilitar melhor comparac¸a˜o entre os resultados da Sec¸a˜o B.1.
Como pode ser observado ao comparar a Figura B.2(b) com as figuras B.4(e)–(f), em
ambos os espectros, o pico central e´ preservado e os demais sa˜o atenuados. Ale´m do efeito de
recobrimento espectral causado por CTC, a aplicac¸a˜o dos filtros passa-baixas tende tambe´m
a suprimir fortemente os componentes de altas-frequ¨eˆncias da imagem original.
(a) (b)
Figura B.3: Processamento por µHT(t)CTCH(t). (a) D = 2. (b) D = 4.
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Figura B.4: Resposta em frequ¨eˆncia das imagens processadas por µHT(t)CTCH(t). D = 2:
(a) escala linear; (b) escala logar´ıtmica. D = 4: (c) escala linear; (d) escala logar´ıtmica. (e)
Aproximac¸a˜o de (b) entre 102 e 106. (f) Aproximac¸a˜o de (d) entre 102 e 106.
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B.3 Efeito de A(t):
Fazendo-se a diferenc¸a entre a imagem original e a imagem processada por µHT(t)CTCH(t),
cujo efeito e´ um passa-baixas, espera-se como resultado uma filtragem passa-altas. Como pode
ser visto nas figuras B.5(a) e (b), o resultado esperado verifica-se para ambos os casos testa-
dos. Na Figura B.6 sa˜o apresentadas as magnitude da resposta em frequ¨eˆncia das imagens
processadas, em escalas que propiciam a comparac¸a˜o dos resultados com os espectros da ima-
gem original, nas figuras B.2(a) e (b). Como pode ser observado, o pico central e´ eliminado,
preservando apenas as altas-frequ¨eˆncias da imagem original.
(a) (b)
Figura B.5: Processamento por A(t), condiderando: (a) D = 2; (b) D = 4.
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Figura B.6: Resposta em frequ¨eˆncia das imagens processadas por A(t). D = 2: (a) escala
linear; (b) escala logar´ıtmica. D = 4: (c) escala linear; (d) escala logar´ıtmica.
Apeˆndice C
Efeito dos Erros de Registro no
Algoritmo R-LMS-SRR
Neste apeˆndice sa˜o mostrados alguns resultados de simulac¸o˜es que teˆm por objetivo cha-
mar a atenc¸a˜o para o comportamento do algoritmo R-LMS-SRR na presenc¸a de erros de
registro. Esses resultados fornecem concluso˜es interessantes e instigam uma investigac¸a˜o
mais profunda acerca deste assunto.
No Cap´ıtulo 5 e´ mostrado que o efeito de um determinado n´ıvel de erro de registro sobre
o comportamento do algoritmo LMS-SRR pode ser equivalente a` inclusa˜o de um termo de re-
gularizac¸a˜o (R-LMS-SRR). Supondo que, em determinada aplicac¸a˜o, o fator de regularizac¸a˜o
o´timo para o algoritmo R-LMS-SRR (desconsiderando a ocorreˆncia de erros de registro) possa
ser determinado (ou estimado), e´ razoa´vel esperar que se possa identificar um algoritmo de
registro que fornec¸a um n´ıvel de regularizac¸a˜o e um desempenho do algoritmo LMS-SRR
similar ao do algoritmo R-LMS-SRR com o fator de regularizac¸a˜o o´timo. Supondo que isso
ocorra, a ana´lise apresentada no Cap´ıtulo 5 pode levar a` conclusa˜o de que o uso desse algo-
ritmo de registro em conjunto com o R-LMS-SRR projetado para movimento conhecido (sem
erro de registro) pode levar a um resultado excessivamente regularizado. Entretanto, como
sera´ visto, isso na˜o e´ verdade.
Antes que as simulac¸o˜es sejam apresentadas, alguns detalhes sobre a implementac¸a˜o pre-
cisam ser apresentados. O movimento entre as imagens e´ assumido translacional e global,
gerado a partir de incrementos unita´rios em ambas as direc¸o˜es, vertical e horizontal, na grade
de alta resoluc¸a˜o, para cada instante de tempo t. Quando esse movimento precisa ser esti-
mado, e´ usado o algoritmo de registro proposto em [42]. Como esse algoritmo de registro
fornece um vetor de velocidades para cada pixel da imagem, a me´dia entre esses vetores e´
assumida como a velocidade global na implementac¸a˜o do (R-)LMS-SRR.
Cada curva de MSRE apresentada a seguir corresponde a uma simulac¸a˜o de Monte Carlo
(MC) obtida pela promediac¸a˜o de 50 realizac¸o˜es do algoritmo a ser especificado, utilizando
diferentes sequ¨eˆncias de imagens. Tais sequ¨eˆncias foram sinteticamente geradas, de acordo
com o movimento descrito acima e com a dinaˆmica do sinal descrita no Cap´ıtulo 2, assumindo
imagens HR com 64× 64 pixels e imagens LR com 32× 32. As imagens utilizadas para gerar
cada sequ¨eˆncia correspondem a imagens t´ıpicas, como Lena, Cameraman e Baboon, entre
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Figura C.1: Evoluc¸a˜o temporal do MSRE (zoom em regime permanente) para os algoritmos
LMS-SRR e R-LMS-SRR.
outras (cenas completamente diferentes entre si).
Para construir a matriz de registro G(t) e a sua estimativa Gˆ(t), a condic¸a˜o de fronteira
de Neumann e´ utilizada. A matriz D(t) e´ assumida invariante no tempo (D(t) = D). A su-
bamostragem desempenhada por essa matriz e´ implementada por um processo de convoluc¸a˜o
com uma ma´scara 2× 2 uniforme com ganho unita´rio, seguido de uma subamostragem ideal
(impulsiva) com fator 2 : 1. Seguindo a ana´lise apresentada no Cap´ıtulo 5, apenas uma
iterac¸a˜o do algoritmo e´ realizada por amostra temporal do sinal de entrada (K = 1). O ru´ıdo
aditivo e´ modelado como um processo WGN(0, 10).
O passo de convergeˆncia utilizado e´ u´nico para todas as simulac¸o˜es: µ = 6. Para esse
passo, e desconsiderando a ocorreˆncia de erros de registro, um fator de regularizac¸a˜o o´timo
foi estimado para o R-LMS-SRR, usando-se o me´todo de bissecc¸a˜o. Como pode ser observado
na Figura C.1, valores de β entre −0, 03 < β < −0, 02 levam a um desempenho semelhante
(identificado como o desempenho o´timo). Um desempenho pro´ximo a esse pode ser obtido
tambe´m com o uso do LMS-SRR em conjunto com o algoritmo de registro proposto em
[42]. Por fim, como pode ser verificado na Figura C.1, a ocorreˆncia de erros de registro no
algoritmo R-LMS-SRR pode contribuir ainda mais para o desempenho do algoritmo, em vez
de regularizar excessivamente a soluc¸a˜o.
Glossa´rio
CCD — Charge-Coupled Device.
i.i.d. — independentes e identicamente distribu´ıdas.
HR — alta resoluc¸a˜o (high resolution).
LR — baixa resoluc¸a˜o (low resolution).
SRR — reconstruc¸a˜o com super-resoluc¸a˜o (Super-Resolution Reconstruc-
tion).
LMS — (algoritmo) Least Mean Square.
LMS-SRR — (algoritmo) Least Mean Square aplicado a` reconstruc¸a˜o com super-
resoluc¸a˜o.
R-LMS-SRR — (algoritmo) Regularized Least Mean Square aplicado a` recons-
truc¸a˜o com super-resoluc¸a˜o.
MRE — erro me´dio de reconstruc¸a˜o (Mean Reconstruction Error).
MSRE — erro me´dio quadra´tico de reconstruc¸a˜o (Mean Square Reconstruc-
tion Error).
SNR — relac¸a˜o sinal-ru´ıdo (Signal-to-Noise Ratio).
PSNR — relac¸a˜o sinal-ru´ıdo de pico (Peak Signal-to-Noise Ratio).
WGN — ru´ıdo branco gaussiano (White Gaussian Noise).
MC — Monte Carlo.
flops — operac¸o˜es de ponto-flutuante (float point operations).
outliers — dados que na˜o correspondem ao modelo estat´ıstico assumido.
blurring — distorc¸a˜o o´ptica (borramento).
registro — estimac¸a˜o da posic¸a˜o relativa entre duas imagens de uma mesma
cena.
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