Abstract. In this paper we consider nearest neighbour models where the spin takes values in the set Φ = {η 1 , η 2 , ..., η q } and is assigned to the vertices of the Cayley tree Γ k . The Hamiltonian is defined by some given λ-function. We find a condition for the function λ to determine the type of the von Neumann algebra generated by the GNS -construction associated with the quantum Markov state corresponding to the unordered phase of the λ-model. Also we give some physical applications of the obtained result. 2000 Mathematical Subject Classification: 47A67, 47L90, 47N55, 82B20.
Introduction
It is known that in the quantum statistical mechanics concrete systems are identified with states on corresponding algebras. In many cases the algebra can be chosen to be a quasi-local algebra of observables. The states on this algebra satisfying the KMS condition, describe equilibrium states of the quantum system. Basically, limiting Gibbs measures of classical systems with the finite radius of interactions are Markov random fields (see e.g. [8] , [22] ). In connection with this, there arises a problem to construct analogues of non-commutative Markov chains. In [1] Accardi explored this problem, he introduced and studied noncommutative Markov states on the algebra of quasilocal observables which agreed with the classical Markov chains. In [3] , [15] , [2] , modular properties of the non-commutative Markov states were studied. In [10] Fannes, Nachtergale and Werner showed that ground states of the valence-bond-solid modles on a Cayley tree were quantum Markov chains on the quasi-local algebra. In the present paper we will consider Markov states associated with nearest neighbour models on a Cayley tree. Note the investigation of the type of quasi-free factors (i.e. factors generated by quasi-free representations) has been an interesting problem since the appearance of the pioneering work of Araki and Wyss [5] . In [21] a family of representations of uniformly hyperfinite algebras was constructed, which can be treated as a free quantum lattice system. In that case factors corresponding to those representations are of type III λ , λ ∈ (0, 1). More general constructions of product states were considered in [4] .
Observe that the product states can be viewed as the Gibbs states of Hamiltonian system in which interactions between particles of the system are absent, i.e. the system is a free lattice quantum spin system. So it is interesting to consider quantum lattice systems with non-trivial interactions, which leads us, as mentioned above, to consider the Markov states. Simple examples of such systems are the Ising and Potts models, which have been studied in many papers (see, for example, [24] ). We note that all Gibbs states corresponding to these models are Markov random fields. The full analysis of the type of von Neumann algebras associated with the quantum Markov states is still an open problem. Some particular cases of the Markov states were considered in [11] , [14] , [17] , [18] , [19] .
The present paper is devoted to the type analysis of some class of diagonal quantum Markov states, which correspond to a λ-model on the Cayley tree, in which spin variables take their values in a set Φ = {η 1 , ..., η q }, where η k ∈ R q−1 , k = 1, . . . , q. Observe that the considered model generalizes a notion of λ-model introduced in [23] , where the spin variables take their values ±1.
Definitions and preliminary results
The Cayley tree Γ k of order k ≥ 1 is an infinite tree, i.e., a graph without cycles, such that each vertex of which lies on k + 1 edges. Let Γ k = (V, Λ), where V is the set of vertices of Γ k , Λ is the set of edges of Γ k . The vertices x and y are called nearest neighbor, which is denoted by l =< x, y > if there exists an edge connecting them. A collection of the pairs < x, x 1 >, ..., < x d−1 , y > is called path from the point x to the point y. The distance d(x, y), x, y ∈ V , on the Cayley tree, is the length of the shortest path from x to y.
We set
This set is made of the direct successors of x. Observe that any vertex x = x 0 has k direct successors and x 0 has k + 1. Consider a left (resp. right) transformation shift on G k+1 defined as follows. For g 0 ∈ G k+1 we put
It is easy to see that the set of all left (resp. right) shifts on G k+1 is isomorphic to the group G k+1 .
Let Φ = {η 1 , η 2 , ..., η q }, where η 1 , η 2 , ..., η q are vectors in R q−1 , such that
We consider models where the spin takes values in the set Φ = {η 1 , η 2 , ..., η q } and is assigned to the vertices of the tree. A configuration σ on V is then defined as a function x ∈ V → σ(x) ∈ Φ; the set of all configurations coincides with Ω = Φ Γ k . The Hamiltonian is of an λ-model form :
where J ∈ R n is a coupling constant and the sum is taken over all pairs of neighboring vertices < x, y >, σ ∈ Ω. Here and below λ : Φ × Φ × R n → R is some given function. We note that λ-model of this type can be considered as a generalization of the Ising model. The Ising model corresponds to the case q = 2 and λ(x, y; J) = −Jxy.
We consider a standard σ-algebra F of subsets of Ω generated by cylinder subsets, all probability measures are considered on (Ω, F ). A probability measure µ is called a Gibbs measure (with Hamiltonian H λ ) if it satisfies the DLR equation: for n = 1, 2, ... and σ n ∈ Φ Vn :
is the conditional probability
where β > 0. Here s n | Vn and ω| W n+1 denote the restriction of σ, ω ∈ Ω to V n and W n+1 respectively. Next, σ n : x ∈ V n → σ n (x) is a configuration in V n and H(σ n ||ω| W n+1 ) is defined as the sum H(σ n ) + U(σ n , ω| W n+1 ) where
Finally, Z(ω| W n+1 ) stands for the partition function in V n with the boundary condition ω| W n+1 :
Since we consider nearest neighbour interactions, the Gibbs measures of the λ-model possess a Markov property: given a configuration ω n on W n , random configurations in V n−1 and in V \ V n+1 are conditionally independent. It is known (see [26] ) that for any sequence ω (n) ∈ Ω, any limiting point of measuresν
is a Gibbs measure. Hereν
is a measure on Ω such that ∀n ′ > n:
We now recall some basic facts from the theory of von Neumann algebras. Let B(H) be the algebra of all bounded linear operators on the Hilbert space H ( over the field of complex numbers C). A weak (operator) closed * -subalgebra N in B(H) is called von Neumann algebra if it contains the identity operator 1 I. By P roj(N ) we denote the set of all projections in N . A von Neumann algebra is a factor if its center Z(N := {x ∈ N : xy = yx, ∀y ∈ N } is trivial, i.e., Z(N ) = {λ1 I : λ ∈ C}. The von Neumann algebras are direct sum of the classes I (I n , n < ∞, I ∞ ), II (II 1 , II ∞ ) and III. Further, a factor is of only one type among these listed above, see e.g. [30] . An element x ∈ N is called positive if there is an element y ∈ N such that x = y * y. A linear functional ω on N is called a state if ω(x * x) ≥ 0 for all x ∈ N and ω(1 I) = 1. A state ω is said to be normal if ω(sup α x α ) = sup α ω(x α ) for any bounded increasing net {x α } of positive elements of N . A state ω is called trace (resp. faithful) if the condition ω(xy) = ω(yx) holds for all x, y ∈ N (resp. if the equality ω(x * x) = 0 implies x = 0). Let N be a factor, ω be a faithful normal state on N and σ ω t be the modular group associated with ω (see Definition 2.5.15 in [6] ). We let Γ(σ ω ) denote the Connes spectrum of the modular group σ ω t (see Definition 2.2.1 in [6] ).
For the type III factors, there is a finer classification. Definition ( [9] ). The type III factor N is of type [6] , [28] for details of von Neumann algebras and the modular theory of operator algebras.)
Construction of Gibbs states for the λ-model
In this section we give a construction of a special class of limiting Gibbs measures for the λ-model on the Cayley tree.
Let h : x → h x = (h 1,x , h 2,x , ..., h q−1,x ) ∈ R q−1 be a real vector-valued function of x ∈ V . Given n = 1, 2, ... consider the probability measure µ (n) on Φ Vn defined by
Here, as before, σ n : x ∈ V n → σ n (x) and Z n is the corresponding partition function:
The consistency conditions for µ (n) (σ n ), n ≥ 1 are
where
.. satisfying the consistency condition (4). Then, according to the Kolmogorov theorem (see, e.g. [25] ), there exists a unique limit Gibbs measure µ h on Ω such that for every n = 1, 2, ... and σ n ∈ Φ Vn the equality holds
Further we set the basis in R q−1 to be η 1 , η 2 , ..., η q−1 . The following statement describes conditions on h x guaranteeing the consistency condition of measures µ (n) (σ n ).
. satisfy the consistency condition (4) if and only if for any x ∈ V the following equation holds:
Here, and below h ′ x stands for the vector
, with
= log
The proof uses the same argument as in [18] , [19] . Denote
According to Theorem 3.1 for any h = (h x , x ∈ V ) ∈ D there exists a unique Gibbs measure µ h which satisfies the equality (5) .
If the vector-valued function h 0 = (h x = (0, ..., 0), x ∈ V ) is a solution, i.e. h 0 ∈ D then the corresponding Gibbs measure µ
is called the unordered phase of the λ-model. Since we deal with this unordered phase, we have to make an assumption which guarantees us the existence of the unordered phase.
Assumption A. For the considered model the vector-valued function
This means that the equation (6) has a solution h x = h 0 = 0, x ∈ V . According to Theorem 2.1 any transformation S of the group G k+1 induces an automorphismŜ on V . By G k+1 we denote the left group of shifts of G k+1 . Any T ∈ G k+1 induces a shift automorphismT : Ω → Ω by
It is easy to see that µ
0 for everyT ∈ G k+1 . As mentioned above, the measure µ (λ) 0 has a Markov property (see, [27] ). Assumption B. We suppose that the measure µ (λ) 0 enables a mixing property, i.e. for any A, B ∈ F the following holds
Note that the last condition is satisfied, for example, if the phase transition does not occur for the model under consideration.
Diagonal states and corresponding von Neumann algebras
, where M q (C) is the algebra of q × q matrices over the field C of complex numbers. By e ij , i, j ∈ {1, 2, ..., q} we denote the basis matrices of the algebra M q (C). We let CM q (C) denote the commutative subalgebra of M q (C) generated by the elements e ii i = {1, 2, ..., q}. We set CA = ⊗ Γ k CM q (C). Elements of commutative algebra CA are functions on the space Ω = {e 11 , ..., e} Γ k . Fix a measure µ on the measurable space (Ω, B), where B is the σ-algebra generated by cylindrical subsets of Ω. We construct a state ω µ on A as follows. Let P : A → CA be the conditional expectation, then the state ω µ is be defined by ω µ (x) = µ(P (x)), x ∈ A, here µ(P (x)) means an integral of a function P (x) under measure µ, i.e. µ(P (x)) = Ω P (x)(s)dµ(s) (see [29] ). The state is called diagonal.
By ω
we denote the diagonal state generated by the unordered phase µ 0 is a quantum Markov state (see [3] ). On a finite dimensional C * -subalgebra
where tr is the canonical trace on A Vn . The term λ(σ(x)σ(y); J) in (4) is given by a diagonal element of M q (C) ⊗ M (C) in the standard basis as follows
Here,
, k = 1, dots, q are q × q matrices, and
Consequently, using (9) and from (10),(11) (cp. [26] , Ch.1, §1) the form of HamiltonianH(V n ) in the standard basis of A Vn (i.e. under the basis matrices) is regarded as
is the GNS -representation associated with the state ω Remark. In [29] general properties of a representation associated with diagonal state were studied, but there concrete constructions of states were not considered. In [20] a deep classification of types of factors generated by quasi-free states has been obtained. For translationinvariant Markov states the corresponding type analysis has been made in [13] . The investigation of the type of factor arising from translation invariant or periodic quantum Markov states on the one dimensional chains is contained in [11] . Now we define translations of the C * -algebra A. Every T ∈ G k+1 induces a translation automorphism τ T : A → A defined by
Since measure µ (λ) 0 satisfies a mixing property (see (8) ), then we can easily obtain that ω According to Theorem 2.6.10 in [6] , the algebra M is a factor. We note that the modular group of M associated with ω
whereH(Λ) = <x,y>∈Λ Φ x,y . It is well know that the last limit exists if a suitable norm of the potentialH is finite (see Theorem 6.2.4. [7] ). First of all, we recall the definition of the norm of a potential Ψ = X⊂Γ k Ψ(X).
Hence the norm ofH is finite, therefore the limit in (12) exists. By M σ one denotes the centralizer of ω (λ) 0 , which is defined as
Since ω
is Gibbs state, according to Proposition 5.3.28 [7] , the centralizer M σ coincides with the set
where we denote by ω
also the normal extension of the state under consideration to all of M.
By Π[n] we denote the group of all permutations γ of the set V n such that
where id is the identity mapping. Denote
Simply repeating the proof of a proposition in [16] , we can prove the following Lemma 4.1. The group Proof. From the definition of the automorphism α γ (see (14)), it is easy to see that every automorphism α ∈ G 0 is inner, i.e. there exists a unitary
. According to Lemma 4.1 the group G 0 acts ergodically, this means that the equality u α x = xu α for every α ∈ G 0 implies x = θ1 I, θ ∈ C. Hence, we obtain
In particular M σ ′ ∩ M σ = C1 I. This means that M σ is a factor. Now we are able to prove main result of the paper (compare with the analogous result in [11] ). 
is rational for every i, j, m, l, k, p, u, v ∈ 1, 2, ..., q, whenever the denominator is different from 0, then the von Neumann algebra Proof. It is known (see Proposition 2.2.2 in [9] ) that Connes' spectrum Γ(α) of group of automorphisms α = {α g } g∈G of von Neumann algebra M has the following form
where α e (x) = α(exe), x ∈ eMe and Z(M α ) is the center of subalgebra
Here, Sp(α) be the Arveson's spectrum of group of automorphisms α (see for more details [9] , [28] ).
By virtue of Lemma 4.2 we have Z(M σ ) = C1 I. The equality (15) implies Γ(σ
denote the spectrum of the operatorH(V n ). Setting
It is clear that βλ(η i , η k ; J) ∈ Sp(H(V n )), ∀i, k ∈ 1, . . . , q. Formula (16) then implies that Sp(σ ω (λ) 0 ,n ) is generated by elements of the form
is a rational number, then there is a number γ ∈ (0, 1) and integers m i,j,k,l ∈ Z, (i, j, k, l ∈ {1, 2, ..., q}) such that
Hence we find that an increasing sequence {E(n)} of subsets Z such that E(−n) = −E(n) and Sp(H(V n )) = {m log γ} m∈E(n) is valid. It follows that
Hence there exists a positive integer d ∈ Z such that we have
This means that M is a factor of type III θ , θ = γ d .
Applications and examples
5.1. Potts model. We consider the Potts model on the Cayley tree Γ k whose Hamiltonian is regarded as
where J ∈ R is a coupling constant, as usual < x, y > stands for the nearest neighbor vertices and as before σ(x) ∈ Φ = {η 1 , η 2 , ..., η q }. Here δ is the Kronecker symbol. Equality (1) implies that
for all x, y ∈ V . The Hamiltonian H(σ) is therefore
Hence the λ-model is a generalization of the Potts model, that is in this case the function λ : Φ × Φ × R → R is defined by λ(x, y; J ′ ) = −J ′ (x, y). Here, x, y ∈ R q−1 and (x, y) stands for the scalar product in R q−1 . From (1) it is easy to see that
From (19) and (6) we can check that the assumption A (see section 3) is valid for the Potts model. So there exists the unordered phase.
From (19) we can find that the fraction
takes values ±1 and 0. So by Theorem 4.3 a von Neumann algebra M is a III φ -factor. From (17) we may obtain that φ = exp −J ′ q (q − 1) .
Hence we obtain the following 
Remark. If q = 2 the considered Potts model reduces to the Ising model, for this model analogous results were obtained in [17] . For a class of inhomogeneous Potts model similar result has been also obtained in [18] . 5.2. Markov random fields. In this subsection we consider a case when λ(x, y) function is not symmetric and the corresponding Gibbs measure is a Markov random field (see [27] ).
Let P = (p ij ) d i,j=1 be a stochastic matrix such that p ij > 0 for all i, j ∈ 1, d. Define a function λ(x, y) as follows:
for all i, j ∈ {1, · · · , d}. From now on, we will consider the case β = 1 and q = d. It is easy to verify that Assumptions A and B, for the defined function λ, are satisfied. By µ we denote the corresponding unordered phase of the λ-model. Observe that if the order of the Cayley tree is k = 1 then the measure µ is a Markov measure, associated with the stochastic matrix P (see [27] ). By ω µ one denotes the diagonal state corresponding to the measure µ on C * -algebra A = ⊗ Γ k M d (C). 
then π ωµ (A) ′′ is a factor of type III θ for some θ ∈ (0, 1).
In order to prove this theorem it should be used the rationality condition of Theorem 4.3. Namely, if the condition (21) is satisfied then using (20) one can see that the rationality condition holds, so we get the assertion.
Remark. If all elements of the stochastic matrix P equal to 1/2 then the corresponding Markov state ω µ is a trace and consequently π ωµ (A) ′′ is the unique hyperfinite factor of type II 1 . Remark. There is a conjecture (see for example, [31] ) that every factor associated with GNS representation of a Gibbs state of a Hamiltonian system having a non-trivial interaction is of type III 1 . Theorems 4.3 and 5.2 show that the conjecture is not true even if the Hamiltonian has nearest neighbour interactions.
