Identification of biologic objects in images is a major source of biodiversity data. Currently this is done by scarce taxonomic experts and data is thus limited in scope and reproducibility. Automated identification in fields such as plankton research or micropaleontology, where enormous numbers of objects are available, would significantly improve data quantity and quality, particularly in applied studies of environmental and climate change. We describe a machine learning workflow based on the MobileNet convolutional network. The software can identify closely related species of radiolarians, a morphologically challenging group of microfossils, and from complete species populations (not only ideal specimens) as they are normally identified in standard transmitted light microscope preparations. Multiple, partial focus, depth of field limited images were obtained for each fossil specimen from multiple radiolarian microslides. Images were normalized and in one test also cropped to remove most systematic slide-linked image biases (e. g. type of background particles) that could be used by a classifier as nontaxonomic clues to species assignment. An average of 60 specimens per species for 16 species in two distinct clusters of closely related forms (9 species in the Antarctissa group and 7 species in the genus Cycladophora) were used to train and test the system. An overall average classification accuracy of ca 73% was achieved, and for some species >85%. Using a cutoff for specimens with classifier-calculated low certainty values boosts overall accuracy close to 90%, but at the cost of ca 1/3 reduction in identifiable specimens. This latter accuracy is close to the reproducibility of human experts, albeit with more unidentifiable specimens. The most important constraint to broader use is the time and effort needed by taxonomic experts to collect and label images to be used in training, as many species in these diverse biotas are rare, and the numbers of taxonomic experts available are very limited. Identification of biologic objects in images is a major source of biodiversity data. Currently this is done by scarce taxonomic experts and data is thus limited in scope and reproducibility. Automated identification in fields such as plankton research or micropaleontology, where enormous numbers of objects are available, would significantly improve data quantity and quality, particularly in applied studies of environmental and climate change. We describe a machine learning workflow based on the MobileNet convolutional network. The software can identify closely related species of radiolarians, a morphologically challenging group of microfossils, and from complete species populations (not only ideal specimens) as they are normally identified in standard transmitted light microscope preparations. Multiple, partial focus, depth of field limited images were obtained for each fossil specimen from multiple radiolarian microslides. Images were normalized and in one test also cropped to remove most systematic slide-linked image biases (e. g. type of background particles) that could be used by a classifier as non-taxonomic clues to species assignment. An average of 60 specimens per species for 16 species in two distinct clusters of closely related forms (9 species in the Antarctissa group and 7 species in the genus Cycladophora) were used to train and test the system. An overall average classification accuracy of ca 73% was achieved, and for some species >85%. Using a cutoff for specimens with classifier-calculated low certainty values boosts overall accuracy close to 90%, but at the cost of ca 1/3 reduction in identifiable specimens. This latter accuracy is close to the reproducibility of human experts, albeit with more unidentifiable specimens. The most important constraint to broader use is the time and effort needed by taxonomic experts to collect and label images to be used in training, as many species in these diverse biotas are rare, and the numbers of taxonomic experts available are very limited.
INTRODUCTION

31
Paleontologic and neontologic observations of organism occurrences are central to studies of modern 32 and past biodiversity. While for some types of studies occurrence data for genera or higher taxa (e.g. of data collection is a major barrier to the amount and quality of primary data that can be generated allow substantial improvement in the scope and quality of research done. In micropaleontology for 47 example, where the current recovered deep-sea sediment archives already contain an estimated 10 15 48 fossil specimens, it would open a vast repository of evolution, ecology and climate change data to study 49 (Lazarus, 2011).
50
The potential of automated species identification of specimens for such materials has long been 51 recognized, and many attempts have been made to develop computerized automatic identification of 52 biologic and paleontologic objects. Early work concentrated on image preprocessing and extraction of 53 exterior shell outlines, and algorithms to extract taxonomically useful data for identification from these 54 (Lohmann, 1983; Hills, 1988) . These systems were used either for broad category identification (Benfield 55 et al., 2007), object-background separation (Knappertsbusch et al., 2009 ), or for extracting general, 56 non-species specific morphologic metrics for ecologic or evolutionary studies (Granlund, 1986 or even ordinal level distinctions). Such work is valuable as it determines the general applicability of these 67 newer software systems to the broad range of morphologies encountered in e. g. microfossil identification.
68
Real world identification of species however deals with a very different set of images, and a different set of mostly highly distinct, relatively simple image types (bright coccolith images in darkfield illumination).
78
In this study we address this issue of selective vs 'real world' imagery for species-level classification.
79
We use images as they appear in the microscope, not isolated from the complex background of other 80 microfossils, and with typical image limitations such as only partial sharp focus due to depth of field 81 limitations. Discrimination between closely related taxa is the most difficult task performed by human 82 specialists, and is much more challenging than discriminating between more distantly related, morpholog-83 ically distinct forms. We thus also explicitly choose species that are morphologically similar to each other, 84 and indeed, are challenging even for human experts to properly separate.
85
MATERIALS
86
We have chosen to test automated identification systems on fossil Cenozoic radiolarians. Radiolarians
87
(in this study, we mean only the group Polycystinea, which form fossils) are one of the major groups of 88 organisms used in micropaleontologic research: Cenozoic forms in particular are extensively employed 89 in studies of ocean and climate change, to provide geologic age estimates for sediments and rocks, and 90 in studies of biologic evolution (Lazarus, 2005 slide. Radiolarian shells typically have both external and internal structures, both used for classification.
106
Internal structures can usually be imaged, albeit with loss of clarity, due to the transparent nature of the 107 shell material of the outer shell wall, and the ability to image, via control over the depth of field, only a 108 narrow plane within the shell. These aspects -very high variety of objects, highly porous lattice structure, 109 focus limitations, 3D orientation variation, and overlapping objects -all add to the challenge of object 110 identification, beyond those present in most biologic materials such as broken specimens, within-species 111 variation in morphology, and the taxonomic differences between different species' shell morphologies.
112
The specific materials chosen are limited by two additional practical considerations. Neural network 113 systems work by first being trained on a large number of reference images of the categories that they 114 should learn. There is no fixed number of reference images required, but at least several dozen, and 115 ideally several hundred are normally needed. This requirement intersects with the reality that (as is true 116 of most biotas), within radiolarian assemblages only a few species are common, while most are rather 117 rare (< 1% abundance). As we wish to present the neural system with images as they are encountered 118 in the microscope in daily work, we have chosen not to use only pre-selected, optimized images from 119 the literature, but new images from specimens taken from actual samples. Thus, to collect reasonable 120 numbers of specimen images (here we chose a minimum of ca 30 specimens per taxon) from sets of 121 closely related taxa, we are compelled to look for species which are mostly rare, requiring substantial 122 effort in scanning assemblages to locate individuals. This in turn limits the number of taxa that can be 123 managed in our study. We have therefore chosen a total of 16 species, distributed in two different clusters 124 of similar morphologies. These provide us with two independent tests of identification performance on 125 closely related taxa, and the opportunity to compare performance as well to identification between the 126 morphologically more dissimilar clusters. We also chose taxa groups and samples (Antarctic, where 127 radiolarian diversity is substantially lower than in the tropics) where many, if not most of our target 128 species were, if not common, also not extremely rare.
129
The first morphologic group consists of antarctissids -9 species in the radiolarian genus Antarctissa spongothorax (Chen, 1975) , C. humerus (Petrushevskaya, 1975) and C. golli (Chen, 1975) . Again, all 162 assignments of specimens were done by a single person (DL) to ensure consistency.
163
The specimens were imaged from standard radiolarian microscope slides made from ocean sediment Table 1 .
174
METHODS
175
Depending on the species and the specimen's orientation, several focal planes were used to illustrate most 176 specimens, so that all or most determining characters could be observed for each specimen, even if not The colorspace was normalized to greyscale. Finally, to make all the pictures comparable to one another, 181 they were all resized to a common resolution, i. e. the same pixel to micrometer ratio (8.9 pixel per µm).
182
For each species, specimens were randomly split into 10 sets: eight of them constitute the training 183 dataset, one the validation dataset and the final one the testing dataset. The training and validation datasets were used by the neural network in an iterative process of trying image analysis algorithms on the training images to create classifications of the images, checking with the validation set that the provisionally found 186 algorithm is useful (the classifications were at least partially correct), and repeating many times (i. e. 
212
Tests suggest that the algorithm performs better if provided with a training dataset including specimens 213 pictured in multiple focal planes. In our study the image in each such set of images for a specimen that 214 produced the most highly ranked assignment confidence was used to identify the specimen to a species.
215
This, at least partially, simulated the way human workers identify species, by looking through the different 216 focal plane views to identify key morphologic characters that distinguish species. Human workers however 217 combine information from different images in making identification decisions, an important ability which 218 our method currently does not include.
219
As a result of the training phase, a tailored classification network graph is produced, i. e. a set of 220 instructions containing specific filters to apply to the pictures to determine which class (= species) it 221 belongs to. Classification using this corrected graph is then applied to the testing dataset: in real case Table 2 . Classification accuracy of specimens by species, and by image treatment: raw (only size normalization), levels (also greyscale normalization), cropped (most other objects trimmed away).
the center of the images. In about 5% of the images the crop also removed some part of the target species 240 image (usually only a small fraction on one edge), but we do not think this had a significant effect on the 241 results, or if any, was conservative in reducing our reported success rate.
242
RESULTS
243
Our results are summarized in for cropped images its median is 0.77, and its skewness -0.14.
261
Inspection of specimens incorrectly classified shows that the misindentification occurs mostly between 
DISCUSSION
The accuracy of species identifications in our study depends on several factors, but the one that makes the to classify all specimens in the full dataset. The idea of using an identification system that skips over
271
'uncertain' specimens in scientific data collection may seem at first to be of questionable validity. In 272 reality however human workers also routinely skip specimens that they cannot confidently identify. This 273 is true, from our own experience, in all areas of micropaleontologic research, and is presumably true
274
as well for all workers that identify biologic specimens in real-world materials. For example, in this 275 study, we included every specimen encountered on the slides that we, as experts, felt at least moderately confident') and find that the consistency is higher in the 'confident' category (overall: 77%; specialists: 298 93.1%; students: 75%). Here, the algorithm confidence is given numerically, so should we defined the 299 'confident' category as values over 0.95 confidence (which concerns 997 of the 1987 pictures; or 639 out 300 of 963 specimens), the algorithm accuracy on the cropped dataset increases to 88.3% of the specimens 301 or 90.5% of the pictures (see Table 3 and Figure 3 ), again slightly lesser than the consistency among 302 specialists but higher than among trained students. In comparing our results to those of Fenton et al.
303
(2018) it should be noted that the initial 'universe' of specimens included in the training set is not fully 304 identical. Whereas we explicitly have not included specimens in our training set that we found difficult to is that it automatically resizes the pictures to a lower resolution in order to process them in a more 323 manageable timeframe (as the algorithm complexity increases significantly with the size of the pictures).
324
Problematically, nassellarian radiolarians (and in particular this cluster of Antarctissa species) have a 325 complex series of internal spicules that can be diagnostic at the species-or genus-level: these spicules
326
(as can be seen on Figure 1 .1B, 3 or 6B) are usually only a few micrometer wide (usually close to 1 327 µm). This spicular system complexity is probably mostly lost to the downsized image resolution used by
328
MobileNet and thus also the taxonomic information that could have been used to identify species. 
335
However without knowing the details of how the network classifiers for these species were constructed
336
we cannot be sure whether or not these specific features were strongly weighted by the algorithm. This 337 points to another aspect of neural networks which remain problematic when employed for species 338 identification: they produce good results, but how they were calculated, and in particular which aspects 
348
The above suggests that it would also be of interest to know how well classical morphometrics 349 would perform with the same materials. Unfortunately there has been only a limited amount of such 350 work done on these taxa. Granlund (1986 Granlund ( , 1990 The time and effort needed however to collect and expertly identify large numbers of images, par- 
