Here we propose an evolutionary algorithm that self modi es its operators at the same time that candidate solutions are evolved. is tackles convergence and lack of diversity issues, leading to be er solutions. Operators are represented as trees and are evolved using genetic programming (GP) techniques. e proposed approach is tested with real benchmark functions and an analysis of operator evolution is provided.
INTRODUCTION
Evolutionary algorithms (EAs) are metaheuristic optimization techniques inspired in biological evolution. A population of candidate solutions is maintained on each generation, and every candidate solution is encoded in an appropriate space in order to apply bioinspired operators like selection, reproduction and mutation. A tness function is de ned in order to measure the quality of individuals. EAs present some issues that a ect their performance: parameter tuning, premature convergence and lack of diversity.
Manual parameter tuning is the process of manually assigning parameter values to an EA. is process is, in general, tedious and time consuming. Parameter adaptation avoids the manual parameter tuning process and instead, values are modi ed by the algorithm according to certain rules that are prede ned. For example, the Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for pro t or commercial advantage and that copies bear this notice and the full citation on the rst page. Copyrights for components of this work owned by others than the author(s) must be honored. Abstracting with credit is permi ed. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior speci c permission and/or a fee. Request permissions from permissions@acm.org. GECCO '17, Berlin, Germany © 2017 Copyright held by the owner/author(s). Publication rights licensed to ACM. 978-1-4503-4920-8/17/07. . . $15.00 DOI: h p://dx.doi.org /10.1145/3071178.3071214 one h rule controls the strength of the mutation according to its previous success [1] . In general, a static set of rules may work well in some kind of problems but are not general enough to work on other kind of problems.
Premature convergence is an issue that arises in population based strategies. Due to the pressure to obtain solutions that optimize a given problem, individuals converge quickly to local optima. An ad-hoc strategy is to increase the population size, but in a high dimensional problem it may cause a huge overhead. Another strategy is to force diversity in di erent ways, relax the pressure scheme or include new randomly-generated individuals. ose strategies compromise the population quality and may help to increase diversity, but the improvement on the best individual may not be signi cant. Finally, crowding and niching techniques make the population converge to di erent local optima at the same time, recombining individuals with similar mates in order to perform exploitation in di erent areas of the problem space.
Self-modifying operators a empt to tackle those issues (parameter selection, premature convergence and the lack of diversity) by changing the way individuals are generated according to the current population. Self-modi cation also provides individuals with higher quality due to a be er exploration of the problem space.
Our proposal is an evolutionary algorithm where operators are de ned as GP trees and are subject to evolution at the same time candidate solutions are evolved. is includes an additional source of diversity because the way the individuals is transformed changes along the algorithm execution. As a result of this diversity increase, the convergence of the algorithm is delayed and it leads to be er results.
PREVIOUS WORK
In general, EAs use a xed set of operators to be applied while evolving candidate solutions. ese operators are inspired in biological evolution processes like reproduction of organisms, and have parameters that are usually tuned before running the algorithm [16] .
ere has been extensive work on self adapting the parameters at the same time the optimization process is carried on, especially in the continuous domain [13] . One of the most successful methods for continuous optimization is the CMA-ES [9] (Covariance Matrix Adaptation -Evolution Strategy), a widely applied strategy to solve real optimization problems which are non-linear and non-convex, especially when the objective function is ill-conditioned. ere is also some research in self adapting parameters for combinatorial problems [19] [15] . Most of the work is focused on tuning numerical parameters of operators like mutation rates, and crossover points.
Recently, self adaptation has been done in speci c types of problems, for example, a recent approach in [3] self-adapts the mutation operators guiding the search into the solution space using a self-adaptive reduced variable neighborhood search procedure in combinatorial problems. Another approach to solve multiobjective problems using self-adaptation is described in [8] .
Finally, the approach described here is similar to ADF (automatically de ned functions) proposed in [11] and [12] . As de ned in [12] : An automatically de ned function (ADF) is a function that is dynamically evolved during a run of genetic programming and that may be called by a calling program (or subprogram) that is concurrently being evolved. e main di erence with the proposed approach, is that the evolved operators are meant to transform the individuals during the algorithm execution, whereas an ADF acts as reusable components that may be called by evolved programs in a genetic programming algorithm.
Parameter tuning
Manual parameter tuning is one of the most important aspects to consider in EAs. Due to the no free lunch theorem [18] , there are no unique parameter values or even a unique algorithm that performs equally well for all optimization problems. An ad-hoc strategy is to perform the process manually, but it can be expensive and it is problem-dependent.
is leads to automatic parameter tuning, where the researcher allows the algorithm to test multiple con gurations of parameters and choose the one that works best. e F-Race and iterated F-Race methods [2] use statistical information for selecting the best con guration out of a set of candidate con gurations under stochastic evaluations. In [14] there is a description of these methods as well as some improvements to the iterated racing method implemented in a so ware package called irace. Either manual or automatic, parameter tuning remains expensive, because the EA must be run in order to measure the e ectiveness of a given con guration.
Parameter adaptation
Parameter adaptation (or control) is a strategy to nd good parameter values without doing a manual search on every problem. e approach is to modify the parameter values at the same time the EA is searching for solutions. e ways to adapt the parameters are broad. ere is an overview of techniques applied to numerical problems in [6] . A common strategy is related to the mutation rate, and another common approach described in [6] , is to adapt through time the penalty of the tness function, this is related to constrained optimization problems. Finally, [6] does a classi cation of the adaptation strategies in three categories: deterministic, adaptive and self-adaptive.
Adaptation through operator rates
ere is a strategy that considers an EA in a higher level, it is to apply a single operator (from an operator set) on every generation depending on how good the operator is. is is achieved by associating an operator to a rate that measures its quality. In [7] , there is a brief description of two rough categories of this approach: centralized and decentralized techniques. Figure 1 : Graphical representation of the populations. In this case, the candidate solution encoding is binary. Each operator has two elements: A tree structure, and its probability to be chosen.
Finally, [7] proposes a hybrid approach by evolving the operator rates without using special metaoperators, the probability of choosing an operator at every iteration is either "punished" (decreased) or "rewarded" (increased), depending on the improvement of the individual when the operator is applied. As in decentralized techniques, the rates are normalized in order to sum one. e selection of the operator is a typical procedure (e.g., roule e or tournament) using the rates as the operator tness.
PROPOSED APPROACH
e aim of this work is to go further from solely self-adapting the parameters in EAs towards self-modifying the structure of operators using GP techniques.
is approach is a generalized version of HAEA [7] : the operators belong to an operators population and are exposed to evolution (like a coevolutionary technique). e strategy to select the operators is still the hybrid approach of [7] , where a typical selection method (roule e or tournament) picks an operator proportionally to its probability to be chosen. From now on, AOEA (Adaptive Operators Evolutionary Algorithm) will refer to the proposed approach.
Operators as genetic programming trees
Here, the approach is to change the static structure of an operator and convert it into a genetic programming tree.
Atomic operator: An atomic operator is prede ned by the user and is not exposed to evolution. It is one dimensional if de ned as
Similarly, an operator is said to be two dimensional if de ned as o : D 2 → D. ese operators capture the notion of mutation and crossover (respectively) in traditional genetic algorithms. A 1D operator takes a single individual as an argument and returns a modi ed version based on it (like classical mutation). Similarly, a 2D operator takes two individuals and produces a single individual, a "child" (this operation is not necessarily commutative). ere is a special type of 2D atomic operator, called the null operator, which always return either the rst or the second individual without modi cation.
Operator: An operator is de ned as a binary tree, where each node contains either a 1D or a 2D atomic operator. e operator always receives two individuals as arguments, but it is up to the arity of the atomic operators the possible recombination of individuals. In order to compute the full transformation of an operator, a post-order traversal [4] is performed applying atomic operators transformations in a top-down fashion. A node performs an atomic operation with the arguments equal to the result of its children operators. is process continues recursively until a leaf is reached, in which case one of the two arguments is returned without modi cation (the null operator). e choice of which individual its returned is deterministic.
Formally, the operator O is de ned as a triple:
Where O l is the le child of O, O r is the right child of O and o is an atomic operator. e result of an operator is computed as
otherwise.
(1)
τ (O) de nes the number of children of a given node O. As in genetic programming, these trees are subject to mutation and recombination. Here, we use the following operators:
• Mutation: A mutation occurs on a random node of the tree, and the atomic operator of that node is randomly changed by an atomic operator of the same arity. • Recombination: is meta operator takes two trees, selects a random node from each one, then swaps the subtrees from which the chosen nodes are roots. is method is described in [10] . Random node selection: In order to support the above operations a random node procedure must be de ned. A reservoir sampling technique is applied in order to return a uniformly distributed node from the given tree. e random operators population and the recombination/mutation procedures always guarantee that the number of children for a given node is consistent with the cardinality of its atomic operator. It is also guaranteed that the leaves always contain a null atomic operator. In the gure 2, there is a graphical example of an operator and how the atomic operators are composed in order to form the full operator.
Punish reward scheme
Based on HaEa [7] , a punish reward scheme is de ned in order to evolve individuals according to the operators quality. A operators population is de ned with size κ. An operator's quality is represented by a number from the range [0, 1] (a rate), this measure is increased or decreased according to the performance of the operator on each generation. At the beginning of the algorithm, the quality measure is set to a random value. e operators population is evolved on each generation using the described recombination and mutation methods for genetic programming trees, and the selection is proportional to the quality measure previously described. e outline of the algorithm is presented in Algorithm 1.
On every iteration of the algorithm, an individual randomly selects one operator proportionally to the operators quality, and R 0 = initRates(κ) 6: while not terminationCondition(P t ) do return best(P) 13 : end function another individual is selected proportionally to its tness value. ese two individuals are recombined with the previously chosen operator, and the parent is replaced with its child if and only if the child tness is equal or be er. For each operator, there will be a vote system in order to measure the operator quality. If the tness is be er, there will be a positive vote, if it is worse, there will be a negative vote. is procedure is repeated for every individual in the population. en, an operator will be rewarded if its vote count is positive, punished if it is negative. If it is zero, there will be no changes. A er the rates are modi ed they are normalized. e selection of individuals and operators is performed using a roule e selection algorithm. is recombination process is described in the algorithm 2.
Algorithm 2 Candidate solutions crossover
for each ind ∈ P t do 6: if tness(child) >= tness(ind) then 17: end for 31: end procedure en, the operators are recombined in order to evolve them proportionally to their quality using a roule e selection algorithm. Finally, a mutation on each tree is performed with probability equal to 1/κ as described above. ese two processes are described in 3 and 4.
Algorithm 3 Operators crossover
for each i where i < κ and i is even do
child1, child2 = recombine(mate1, mate2) 8 : 
Operators initialization
e operators population is randomly generated before the execution of the algorithm, and in order to avoid too complex operators at the beginning every operator has a maximum depth of four. On each node, an atomic operator is chosen such that its arity is equal to the number of children. When the process reaches a leaf, a boolean ag is randomly generated to always return either the rst or the second argument.
RESULTS
e proposed approach was tested with benchmark functions shown in table 1. ese functions were selected because are standard on the real optimization literature, specially on evolutionary approaches. Each experiment is performed with 500 iterations, and with 50 and 100 individuals in the population. Additionally, the operators population κ is xed to 16 on every experiment. e dimension for every experiment is set to 1000 unless the function is de ned with a speci c dimensionality. Every experiment is repeated 50 times. Finally, the initial population is randomly generated without violating the constraints of the function and it is the same for every experiment. e chosen coding method is a simple vector of real numbers.
e numerical results of the experiments are shown in tables 2 and 3. besides the proposed approach (AOEA), there is GA (genetic algorithm) and HAEA (Hybrid adaptive evolutionary algorithm from [7] ). ose were implemented in order to have a baseline for comparison. In the GA the recombination method is linear crossover with random weights, the mutation operator is gaussian noise added to a random position of the chromosome. Finally, HAEA does not have parameters to tune besides the population size. For each iteration the best individual of each experiment is stored in order to visualize the convergence and compare the algorithms.
e atomic operators used in this experiment (for both HAEA and AOEA) are the following:
• swap two randomly chosen genes, • add gaussian noise to a randomly chosen gene,
• single point crossover,
• uniform crossover, • average crossover, • linear crossover.
Figures 3, 4 and 5 contain some of the "
hardest" functions of the tested dataset, the candidate solutions start far from the optimal value and the dimension is higher compared to the other functions. In general, the proposed strategy converges much later than the traditional GA and HAEA giving be er results. e situation is Table 1 : Benchmark real functions. Every function has an optimal value of 0.0 except for H1 (is a maximizing function) which is 2. e functions are sorted in increasing "hardness". In general, the higher the dimension, the harder the function. On functions with the same dimension our measure of hardness is given by experimental results on how close are the results to the global optimum. e rst column maps each function to an id to reference the functions on the results tables.
Id Name
Function Interval
Two peak trap
Central two peak trap Id GA median HAEA median AOEA median 2.0E+00 ± 0.001 2.0E+00 ± 0.0 8 4.1 ± 0.1 3.5 ± 0.3 7.8E-01 ± 0.185 9 1.8E+02 ± 21. 6 1.8E+02 ± 0.0 1.8E+02 ± 0.0 10 1.8E+03 ± 279. 5 3.0E+00 ± 0.4 4.0E-01 ± 0.0 9 1.8E+02 ± 0.005 1.8E+02 ± 0.0 1.8E+02 ± 0.0 10 9.3E+02 ± 93.2 5.5E+02 ± 519. 15 a bit di erent in the set of functions where the dimensionality is xed to two ( gure 6): in those cases solutions are very close to an optimal value of 0.0 and those cases HAEA generally performs be er than the proposed approach. Nevertheless, the solutions of almost every algorithm are very good because the analytic form of the functions is simple and the dimensionality is two compared to 1000 on the "harder" functions.
Statistical tests
e proposed approach is compared to the baseline algorithms (classic GA and HAEA [7] ) by applying a statistical test over the best individual (on each experiment) in the last generation on every objective function and population size. Initially, the measurements were tested using a D'Agostino's K-squared normality test. Only about 45% of all the experiments passed the test, so a Wilcoxon signed-rank test was used with the null hypothesis that the paired samples come from the same distribution with a 95% con dence interval. e results shown in 4 and in 5 con rm the previous intuition. e proposed approach is not statistically di erent only in some functions that have lower dimensionality and simpler analytic form (with the exception of the Schewfel function). In the other functions, the proposed approach gives a be er performance and in some functions the algorithm did not converge in the 499th iteration, with more tness evaluations is expected to obtain even be er results.
Analysis of operators behaviour
Trees similarity: e trees are stored per generation and are compared pairwise using the tree edit distance proposed by Zhang and Shasha [20] , this distance is the minimum number of operations to transform a tree into another tree. On each generation, the trees are transformed into a two dimensional space for visualization using multidimensional scaling with a the matrix of (normalized) pairwise distances. e graphical results are presented in gure 7. e trees tend to converge to a single cluster, but they never group into a single one. e behaviour is to converge until certain point then start to separate and then group again and so on. In the last plot of gure 7 there is a snapshot of the 499th generation where the operators have not converged yet. e trees never converge into a very similar tree, which is good because diversity is maintained, and it implies that di erent changes are applied to the candidate solutions, giving them the chance to delay the convergence but still produce good results. Another interesting result is the behaviour of the operator rates, where, once again, the dynamics change according to the "hardness" of the tested function. Figure 8 shows the maximum rate (probability) of the operators population per generation.
From gure 8 it can be seen, that the best rates per generation do not converge right away but "oscillate" through the iterations of the algorithm. Whenever a set of rates is very high, the complement is going to have a very low probability to be selected because the selection method is proportional to the rates. e fact that the rates Generation: 499 Figure 7 : Trees embedded in a 2D space in generation from 0 to 499. e operators are evolved to minimize the Ackley function. e magnitude of the coordinates is a result of the Multidimensional Scaling process which enforces the points to be close if their tree distance is small. e 2D embedding was computed using the sklearn [17] implementation of the SMACOF (Scaling by Majorizing a Complicated Function) algorithm [5] .
do not converge to a rate close to 1.0 means that operators that are applied to individuals are not always the same. Furthermore, the rates are also used to evolve operators, which contributes to maintain the overall diversity as was shown in the 2D embedded visualizations. ese are empirical conclusions given the pa erns revealed by the data, more rigorous analysis using statistical tools is out of the scope of this work.
CONCLUSIONS AND FUTURE WORK
e proposed algorithm shows a fast convergence in most of the functions tested, and does not fall into premature convergence due to the generated diversity by the operators scheme and the punish/reward update, which puts enough pressure to achieve desirable results. Moreover, this scheme is easily applied to other kinds of problems without having to specify complex operators to generate new solutions, but only de ning small atomic operators (which incorporate knowledge of the problem domain) and let the evolutionary process combine them. Finally, in numeric optimization problems there is no previous knowledge required about the function like gradients or the speci c function, but in order to obtain be er results and fast convergence it is useful to know the constraints for each dimension in order to maintain feasible solutions along the algorithm. It should be noted that there is an runtime overhead on the operators evaluation, as well on its selection according to its quality measure. However, this overhead remains constant with respect to the number of tness evaluations, which is usually the bo leneck on real-world applications. Further more, in our experiments GA and HAEA converged quickly to bad local minima. Due to the selection pressure it can be hypothesized that with more computational resources they will not evolve be er solutions because the diversity is greatly reduced.
Future work includes applying this approach in other problems outside of the numerical optimization domain and possibly in other contexts like open ended evolution, non stationary functions, and multi-objective optimization, where self-adaptation in the breeding operators is needed in order to maintain genetic diversity. As usual with evolutionary strategies, the population size has a crucial role on maintaining diversity. Future work, also includes nding a way to self-adapt the population size with techniques related to the proposed approach, as well as applying this approach with separately evolved, small operator populations for every candidate solution that exchange information between each other.
Finally, we hope to do a more rigorous analysis of the operators convergence using appropriate statistical tests and more re ned techniques to compare the trees structure and its relation with the problem being optimized.
