We consider different stiff spectral problems with a small parameter for the Laplace operator in two different domains of the plane Ω and Ω ε , respectively. Here Ω ε = Ω ∪ ω ε ∪ Γ , where Ω is a fixed open bounded domain with boundary Γ , ω ε is a curvilinear strip of variable width O(ε), and Γ = Ω ∩ω ε . ε and δ ε are small parameters that converge towards zero. The first problem is a Wentzell spectral problem in the fixed domain Ω, with the parameter δ ε appearing on the boundary condition, multiplying the normal derivative on Γ . For the second problem, posed in Ω ε with a Neumann condition on the boundary of Ω ε , the density and stiffness constants are of order O(ε −t ) in the strip ω ε , with t > 1, while they are of order O(1) in the fixed domain Ω. We provide asymptotic expansions for the eigenvalues and eigenfunctions of both problems and obtain bounds for convergence rates of these eigenelements as ε → 0. In addition, we seek out the connection between both problems, which have a common limiting eigenvalue problem (cf. (2.15)-(2.16)), and notice an asymptotic dissociation in two spectral problems on Ω and Γ . We also show that the Wentzell spectral problem can be considered as an alternative approach for the stiff problem in the perturbed domain Ω ε when δ ε = ε t−1 , as ε → 0. © 2006 Published by Elsevier Masson SAS.
Introduction and statement of the problem
In this paper, we study the asymptotic behavior of the eigenvalues and eigenfunctions of two stiff problems. The first one is a spectral stiff problem in a fixed domain of the plane, the so-called Wentzell problem, with the perturbation parameter δ ε → 0 accompanying the normal derivative on the boundary; namely, problem (1.1). The second problem is a spectral stiff problem in a domain surrounded by a thin band, the thickness of this band depending on the small parameter ε, while the coefficients are very large in this region; namely, problem (1.2) for t > 1 and ε → 0.
After a certain identification of the eigenfunctions with pairs of functions, and a certain re-scaling of these functions in the suitable Sobolev spaces, we prove that both problems have a common limiting eigenvalue problem which is problem (2.15)-(2.16) in the space product H 1 0 (Ω) × H 1 (Γ ). In addition, we prove that when we set the small parameter δ ε = ε t−1 , the eigenelements of (1.1) provide an alternative approach for the eigenelements of (1.2) to those of the limiting problem. The approach is better for t ∈ (1, 3) .
Note that this is the first work where both the asymptotic behavior for the eigenelements of (1.1) and (1.2), and their connection are obtained. This connection can be important from a numerical viewpoint, since we deal with a fixed domain of reference avoiding computations in the thin band (cf. Figs. 1 and 2 ).
Let Ω be a bounded domain of R 2 with a smooth boundary Γ and let (ν, τ ) be the natural orthogonal curvilinear coordinates in a neighborhood of Γ : τ is the arc length and ν the distance along the outer normal vector to Γ . Let also denote the length of Γ and (τ ) the curvature of the curve Γ at the point τ . We assume that the domain Ω is surrounded by the thin band ω ε = {x: 0 < ν < εh(τ)} where ε > 0 is a small parameter and h is a strictly positive function of the τ -variable, -periodic, h ∈ C ∞ (S ) where S stands for the circumference of length . Let Ω ε be the domain Ω ε = Ω ∪ ω ε ∪ Γ and Γ ε = {x: ν = εh(τ )} the boundary of Ω ε (see Fig. 2 ). Let δ ε be a small parameter, δ ε → 0 as ε → 0.
We consider the following two parameter-dependent spectral problems. First, the Wentzell spectral problem, with the small parameter δ ε multiplying the normal derivative on the boundary condition:
−A x U ε = μ ε U ε in Ω, δ ε A∂ ν U ε = μ ε hU ε + a∂ τ (h∂ τ U ε ) on Γ.
(1.1)
Second, the Neumann problem in Ω ε for a second order differential operator with piecewise constant coefficients: ⎧ ⎪ ⎪ ⎪ ⎪ ⎪ ⎨ ⎪ ⎪ ⎪ ⎪ ⎪ ⎩ −A x U ε = λ ε U ε in Ω, −aε −t x u ε = λ ε ε −t u ε in ω ε , U ε = u ε on Γ, A∂ ν U ε = aε −t ∂ ν u ε on Γ, aε −t ∂ n u ε = 0 o nΓ ε .
(1.2)
In both problems, A and a are two positive constants while ∂ τ stands for the tangential derivative along Γ , and ∂ ν and ∂ n denote the derivatives along the outward normal vectors ν and n to the curves Γ and Γ ε , respectively. Meanwhile, the parameter δ = δ ε in (1.1), in principle, can be any small parameter, δ → 0 independently from ε; we set δ = δ ε for simplicity in further notations, but it should be emphasized that only when comparing problems (1.1) and (1.2) does δ ε depend on ε in a precise way (cf. (1.4)). In (1.2), t is a parameter which we set at t > 1.
Note that the spectral parameter μ ε in (1.1) appears both in the equation in Ω and in the boundary condition on Γ , while the spectral parameter λ ε in (1.2) appears in the equations in the ε-dependent domain Ω ε , which "approaches" Ω as ε → 0.
In this paper, we study the asymptotic behavior of the eigenelements (μ ε , U ε ) of problem (1.1) and (λ ε , {U ε , u ε }) of problem (1.2) for t > 1. For proofs, without any loss of generality, we set a = A = 1.
As has already been pointed out in [2] , problem (1.2) is of interest, for instance, in reinforcement problems. Recall that the parameter t reflects both the relative stiffness and dead-weight of the band respectively in mechanical problems, i.e., increasing t makes the band ω ε both stiffer and heavier. Also, problem (1.2) is of interest in vibrations of two-phases systems in fluid mechanics.
As regards the Wentzell spectral problem, namely problem (1.1), it should be mentioned that boundary conditions involving an elliptic operator in the tangential variables along with the normal derivative have been stated originally by A.D. Wentzell (cf. [13] ) in connection with diffusion problems. For a mechanical interpretation of these boundary conditions related to the vibrations of a "string-membrane" system see [5] . We also refer to [5] for further references on the problem without small parameters.
A characterization of the limiting problem, as ε → 0, for the eigenelements of (1.2), has been obtained in [2] by means of asymptotic expansions. In fact, in [2] , we give a characterization of the limiting problems for the eigenelements of several spectral problems: namely, Eqs. (1.2) 1 , (1.2) 3 -(1.2) 5 , and
for different values of t and m, provided that t 0 and t + m 0, and either t > 0 or t + m > 0; the eigenvalues always being in the range of the low frequencies. Also in [2] sharp bounds for convergence rates of the eigenvalues and eigenfunctions in the case where t = 1 and m = 0 have been obtained by using the so-called inverse-direct reduction procedure (see Section 2.1). No justification for the asymptotic expansions for the eigenelements of (1.2) when t > 1 has been presented in [2] .
In that connection, only the leading terms of the above mentioned asymptotic expansions for problem (1.2) have been considered in [2] , and several questions remained about the asymptotic behavior of the eigenelements as ε → 0. For instance, as we make it clear in this paper, new asymptotic expansions for the eigenfunctions in ω ε (see (5.6) and (5.17)), coming from (2.4), lead us to the convergence.
On the other hand, it should be noted that, as outlined in [2] , in problem (1.2) 1 , (1.2) 3 -(1.2) 5 , (1.3), out of all the possible choices of t and m, the cases where t > 1 and m 0 are the most conflictive cases. In the present paper, we consider one of these conflictive cases, namely t > 1 and m = 0 (cf. Remark 6.1), and we study the asymptotic behavior of the eigenvalues λ ε and the eigenfunctions {U ε , u ε } of problem (1.2) providing the justification of the asymptotic expansions and obtaining sharp bounds for convergence rates. In addition, we establish a connection of the eigenelements of (1.2) with those of (1.1) in the case, where
Apart from this connection, we also show that both problems, (1.2) for t > 1, and (1.1), have a common limiting eigenvalue problem, which is (2.15)-(2.16) in the space H 1 0 (Ω) × H 1 (Γ ). The form in which the eigenelements of problem (1.1) ((1.2), respectively) are approached by those of (2.15)-(2.16) is stated in Sections 3 and 4 (5 and 6, respectively). It can be noticed that an asymptotic dissociation in two spectral problems on Ω and Γ arises.
The structure of the paper is as follows. In Section 2 we introduce the weak formulation of problems (1.1) and (1.2) and that of the limiting problem (2.15)-(2.16). We also introduce some notations used throughout the paper, and, for the sake of completeness, we state certain known results from the spectral perturbation theory useful for our approach.
Section 3 contains asymptotic expansions for the eigenelements of (1.1), the leading terms of these expansions (see (3.1)-(3.3)) being determined via the eigenelements of the limiting problem. We also obtain the higher order terms in the expansions and provide the method to derive the whole asymptotic series even though the limiting eigenvalue is a multiple eigenvalue of (2.15) or (2.16) or is an eigenvalue of both problems simultaneously of any multiplicity (the so-called resonant case). Note that a re-scaling of the eigenfunctions on the boundary is essential in order to convert the parameter dependent problem into another (cf. (2.4)) which allows the whole expansion to be obtained.
In Section 4 we justify the formal asymptotics derived in Section 3. Specifying, the convergence of the eigenelements of (1.1) towards those of (2.15)-(2.16) with conservation of the multiplicity is obtained along with precise estimates for the discrepancies of these eigenelements. This is stated in Theorems 4.1-4.2. Theorems 4.3-4.7 of this section show how to improve progressively these estimates by adding the higher order terms of the asymptotic expansions; that is, the results provide correcting terms for the eigenelements of (1.1) (cf. Remark 4.2).
The same idea for the eigenelements of (1.2) is used in Sections 5 and 6. In Section 5 we provide certain asymptotic expansions for the eigenelements of (1.2) (cf. (5.1)-(5.3) or (5.4)-(5.6)) which lead to the same limiting spectra, which is the union of the spectra of (2.15) and (2.16), but now the limiting problem (5.7) is non-selfadjoint, since we prove that associated functions can appear (see Proposition 5.1). This fact, which, at first sight, seems to be in contradiction with the fact that the initial problem (1.2) is self-adjoint, has already been noticed in [2] without any proof. Here, considering a particular t as a sample, we make it clear how this fact affects the asymptotic expansions. In addition, we prove that again a re-scaling of the eigenfunctions in ω ε avoids the non self-adjoint problem. This is justified in Section 6 (cf. Theorem 6.1).
In Section 6.1, we compare the spectra of (1.2) and (1.1). We emphasize that, in the case where δ ε = ε t−1 , the results obtained allow us to assert that the eigenelements of (1.1) always provide an alternative approach to those of (1.2) (cf. Remark A.1) which is in fact a better approach for t ∈ (1, 3). We also obtain important bounds for the discrepancies between the eigenelements of both problems.
Finally, Appendix A contains bounds for the discrepancies between the eigenelements of problem (1.1) ((1.2), respectively) and the limiting problem which improve bounds obtained in the previous sections (cf. Remark 4.1). The proofs, which are avoided for brevity, rely on the direct and inverse reduction method (see Section 2.1).
Let us note that asymptotics for vibrating systems containing a stiff region ω, ω independent of ε, have been considered by several authors over the last decades using very different techniques (cf. [9, 12] for references). Vibrating systems with concentrated masses have also been widely approached in the literature. These studies consider the asymptotic behavior of the vibrations of systems (membranes or bodies) that contain concentrated masses along curves or masses concentrated at certain points (see [4, 2] for an extensive bibliography on the subject). We refer to [2] as the only paper which addresses asymptotics for stiff spectral problems, with very large density and stiffness constants appearing simultaneously in a thin region. Let us mention [7] for different singularly perturbed spectral problems where it is made clear that an approach via a spectral problem in a domain with a regular perturbation of the boundary can be more suitable than the approach using the corresponding limiting spectral problems.
We emphasize that the problems, results and techniques in this paper are different from those in previous papers: Firstly, this is the first study of asymptotics for (1.1) in the literature of applied mathematics. Secondly, as regards problem (1.2), we consider convergences for different values of the parameter t than [2] and different asymptotic expansions. In addition, for both problems we obtain the convergence of the spectrum towards that of the limiting problem and provide asymptotic and uniform bounds for convergence rates depending on ε and the eigenvalue number. Also, certain correcting terms for the eigenelements improving the above bounds are obtained. Finally, we provide an alternative approach for the eigenelements of (1.2) via the eigenelements of (1.1).
Preliminaries
We introduce the Hilbert spaces, weak formulations, notations and results of the spectral perturbation theory for further use. Throughout the paper, for sufficiently smooth functions V defined in a neighborhood of Γ , we refer to V (ν, τ ) as the function V (x) written in curvilinear coordinates, and, if no confusion arises, we do not distinguish between a point τ on the boundary Γ and its coordinate along Γ .
Let us introduce the functional space H 1,1 (Ω, Γ ) as the completion of C ∞ (Ω) with respect to the norm
The weak formulation of problem (1.1) is: Find μ ε and U ε ∈ H 1,1 (Ω, Γ ), U ε = 0, satisfying:
Its eigenelements are (μ ε , U ε ), where ((μ ε + 1) −1 , U ε ) are the eigenelements of the positive, symmetric and compact operator B ε on H 1,1 (Ω, Γ ) defined by:
For fixed ε, let
include the eigenvalues of (2.1) with the usual convention of repeated eigenvalues. The corresponding eigenfunctions {U ε k } ∞ k=0 can be subject to the orthogonality condition,
2) and form a basis in H 1,1 (Ω, Γ ). Here and in the sequel δ k,l denotes the Kronecker symbol. See also [5] for another mathematical study on a Wentzell spectral problem of the type (1.1) without small parameter. Using the minimax principle,
where the minimum is taken over all the subspaces E k ⊂ H 1,1 (Ω, Γ ) with dim E k = k + 1, and considering the particular subspace
is the set of eigenfunctions of the Dirichlet problem (2.15) associated with the (k + 1)th first eigenvalues, we have a first estimate for the eigenvalues μ ε of (2.1),
where Λ k denotes the (k + 1)th eigenvalue of the Dirichlet problem (2.15).
On the other hand, considering the normalization condition (2.2), we can introduce artificially a new unknown defined by w ε (τ ) = δ −1/2 ε U ε (0, τ ) for τ ∈ S . Then, problem (1.1) is equivalent to:
Let us denote by H ε the subspace of H 1 (Ω) × H 1 (Γ ) defined by:
equipped with the scalar product in 6) and |||(·,·)||| denotes the associated norm. After identifying the elements of H 1,1 (Ω, Γ ) with pairs of functions (U, u) ∈ H 1 (Ω) × H 1 (Γ ) we can write the weak formulation of (2.4) as follows: Find μ ε and (U ε , w ε ) ∈ H ε , (U ε , w ε ) = 0, satisfying,
In addition, condition (2.2) for the eigenfunctions amounts to
As regards problem (1.2), we can identify the function u ε in L 2 (Ω ε ) (H 1 (Ω ε ), respectively) with the pair of functions {U ε , u ε } where U ε stands for the restriction of u ε into Ω and u ε for the restriction of u ε into ω ε . The variational formulation of (1.2) in the couple of spaces
, for any t, has been introduced in [2] , where also certain bounds for the eigenvalues have been obtained.
In this paper we consider t > 1, and, for each fixed ε, we denote by:
the sequence of eigenvalues repeated according to their multiplicities. They also satisfy (see [2] ),
The corresponding eigenfunctions {{U ε k , u ε k }} ∞ k=0 are subject to the orthonormalization condition:
Also, the elements {U ε , u ε } ∈ H 1 (Ω ε ) can be identified with the pairs (U ε , w ε ) ∈ H 1 (Ω) × H 1 (ω ε ) where w ε = ε (1−t)/2 u ε and this leads us to a new weak formulation of (1.2) different from that in [2] . To this end, it proves useful to introduce a new space V ε , which is the subspace of 11) equipped with the scalar product in
Let (·,·) ε denote the associated norm in V ε . Now, the variational formulation of (1.2), with t > 1, can be written in V ε as follows: Find λ ε and (U ε , w ε ) ∈ V ε , (U ε , w ε ) = 0, satisfying
Then, normalization (2.10) for the eigenfunctions, reads
and, obviously, the eigenelements of (1.
give us those of (2.13)
Let us consider the Dirichlet spectral problem in Ω, namely, As is well known, each problem, (2.15) and (2.16) with spectral parameter μ, has a well-determined real discrete spectrum, and these spectra can intersect depending on the geometry of Ω, constants a and A and function h(τ ). We denote by σ (P Ω ) and σ (P Γ ) the respective spectra of (2.15) and (2.16). Let κ Ω (μ) (κ Γ (μ), respectively) denote the multiplicity of μ as an eigenvalue of problem (2.15) ((2.16), respectively), with the assumption that the multiplicity is zero if μ is not an eigenvalue.
The problem (2.15)-(2.16) in the space
, which also has a discrete spectrum, is referred to as the limiting problem.
is an eigenelement of (2.15) or (μ, W ) is an eigenelement of (2.16). Obviously, the multiplicity of μ as an eigenvalue of (2.15)-(2.16) is
The weak formulation of problem (2.15)-(2.16) in the space
where ((·,·)) denotes the scalar product in
the eigenvalues of (2.17) repeated according to their multiplicities. Let {(V k , w k )} ∞ k=0 be the corresponding eigenfunctions, which are subject to the orthogonality condition:
18) and form a basis in H 1 0 (Ω) × H 1 (Γ ). Next, in order to obtain asymptotic expansions for the eigenpairs of problems (1.1) and (1.2), in Sections 3 and 5 respectively, we introduce certain notations for further use.
Since a boundary layer phenomenon appears in a neighborhood of Γ , we introduce the so-called rapid variable ζ = ν/ε. ζ is also called the local variable and transforms the thin domain ω ε into a band of length and width O(1), namely, {ν ∈ [0, εh(τ )), τ ∈ S } into {ζ ∈ [0, h(τ )), τ ∈ S }. Writing the Laplace operator in curvilinear coordinates (ν, τ ),
where K(ν, τ ) = 1 + ν (τ ) and (τ ) is the curvature of the curve Γ at the point τ , we introduce the change to the rapid variable ζ . Then, since (1 + εζ ) −1 = ∞ i=0 (−εζ ) i for sufficiently small ε, we have:
19) where (as in the sequel) we denote by dots further asymptotic terms of different powers of ε which in general we do not use to derive our results in the paper.
According to the definition of Γ ε and the representation of the gradient in the curvilinear coordinates (ν, τ ), the normal derivative at the boundary Γ ε reads,
where h (τ ) denotes the derivative ∂ τ h(τ ). Therefore,
On the other hand, on account of the continuity of functions h(τ ) and curvature (τ ), for sufficiently small d > 0, there exist constants c, C 1 , C 2 and C 3 independent of ε such that
As above, throughout all the paper, if no confusion arises, C, c, C, C * , C 0 , C 1 , C 2 , . . . , and C k denote constants independent of ε.
Background for convergences
For the sake of completeness, we introduce here three known results that we shall use to prove the convergence and to obtain precise bounds for discrepancies in Sections 4, 6 and Appendix A.
The first one is a classical result on "almost eigenvalues and eigenvectors" from the spectral perturbation theory (cf. Lemma 2.1); the second one is an algebraic result which provides information on the total multiplicity of the eigenvalues of the ε-dependent problem in certain intervals (cf. Lemma 2.2). Both results are used in the inversedirect reduction procedure. This procedure is a general method in singularly perturbed spectral problems which is intended both to justify asymptotic expansions for eigenvalues and eigenfunctions and to show convergence while obtaining the explicit dependence of convergence rates on the perturbation parameter and the eigenvalue number (cf. [6, 9, 2] for an extensive explanation of the method and for further references on the subject).
Finally 
The family of operators A ε is uniformly compact, i.e., for any sequence f ε in H ε such that sup ε f ε ε is bounded by a constant independent of ε, we can extract a subsequence
be the sequences of the eigenvalues of A ε and A 0 , respectively, with the usual convention of repeated eigenvalues. Let
, respectively) be the corresponding eigenfunctions in H ε which are assumed to be orthonormal (H 0 , respectively).
Then, for each fixed k there exists a constant C k independent of ε and there is ε k > 0 such that for ε ε k ,
where the sup is taken over all the functions u in the eigenspace associated with
, and for any w eigenfunction associated with μ 0 k , with w 0 = 1, there exists w ε , w ε being a linear combination of eigenfunctions of
We refer to Section III.1 in [10] for the proofs of Lemmas 2.1 and 2.3, and Section 7.1.4 in [6] for the proof of Lemma 2.2.
Throughout the paper, we use Lemma 2.3 to prove convergence of the spectrum with conservation of the multiplicity, and Lemmas 2.1 and 2.2 to obtain uniform bounds for convergence rates which are expressed in terms of the parameter ε, the eigenvalue number k and on properties of the spectrum of the limiting eigenvalue problem in an explicit form; that is, the rest of the constants appearing in the estimates do not depend on k and ε. Besides, the above mentioned properties of the limiting spectrum are related with the distance to the nearest eigenvalue and its multiplicity. In general, this explicit dependence cannot be detected with the theorems on spectral convergence, i.e., for instance, applying the result in Lemma 2.3 or other general results in [3] . These bounds for our problems are stated in Appendix A, and are obtained using the inverse-direct procedure. Nevertheless, since the method involves cumbersome computations, we avoid introducing their proofs here. Rather, the technique in this paper allows us to simplify computations: we combine certain tools of the method (cf. [2] for a related problem) with the spectral convergence theorem to obtain also precise asymptotic bounds for convergence rates for the eigenelements (see Remark 4.1 to compare).
Asymptotics for the Wentzell spectral problem
The aim of this section is to obtain the whole asymptotic series for the eigenelements of (2.4). In a first step we identify the limiting problems of (2.4) satisfied by the leading terms of the series, namely problems (2.15) and (2.16). Recall that σ (P Ω ) and σ (P Γ ) denote the spectra of (2.15) and (2.16) respectively. In further steps we provide the method to obtain all the terms of the asymptotic expansions, depending on whether σ (P Ω ) ∩ σ (P Γ ) is empty or not. The method also applies in the case where the eigenvalues of the limiting problems are not simple.
We consider an asymptotic expansion for the eigenvalues μ ε and an expansion for the corresponding eigenfunctions (U ε , w ε ) in Ω × Γ of the form: ε as the natural order functions in the asymptotic expansions. We replace expansions (3.1)-(3.3) in problem (2.4) and collect coefficients of the same powers of δ ε . In a first step, we have that the leading terms in (3.1) and (3.2), (μ 0 , V 0 ), satisfy the Dirichlet problem in Ω (2.15), while the leading terms in (3.1) and (3.3), (μ 0 , w 0 ), verify problem (2.16). Therefore, we have μ 0 ∈ σ (P Ω ) ∪ σ (P Γ ) and V 0 = 0 or w 0 = 0 in the case where μ 0 / ∈ σ (P Ω ) ∩ σ (P Γ ). Let us consider the three possibilities separately.
Case where μ 0 ∈ σ (P Ω ), with multiplicity κ Ω (μ 0 ) 1, and μ 0 / ∈ σ (P Γ ): then, we prove that
We consider μ 0 an eigenvalue of the Dirichlet problem (2.15) and denote its multiplicity κ Ω (μ 0 ) = q 1. Let V 1 , . . . , V q be the corresponding eigenfunctions of (2.15) associated with μ 0 , which are orthonormal in
Then,
where α i are certain constants satisfying q i=1 |α i | 2 > 0, and w 0 = 0. In the following steps we fix the constants α i which allow us to determine V 0 .
Collecting coefficients of the following powers of δ ε , in a second step, we obtain the problems:
The compatibility conditions for the non-homogeneous Dirichlet problem (3.6), the orthogonality condition (3.4) and
. . , q and, in consequence, μ 1/2 = 0 and V 1/2 is also an eigenfunction of (2.15). Let V 1/2 = β 1 V 1 + · · · + β q V q with certain constants β i to be determined.
Also, since μ 0 / ∈ σ (P Γ ), there exists an unique solution w 1/2 of (3.7). Indeed, because of (3.5), w 1/2 can be written as
where, for i = 1, . . . , q, w i 1/2 is the unique solution of
In a third step, we have the problems:
Now, by virtue of (3.4), (3.5), (3.8) and the fact that μ 1/2 = 0, the compatibility conditions for the non-homogeneous Dirichlet problem (3.10) read:
Thus, we deduce that μ 1 is an eigenvalue of the matrix 
. . , q, with the corresponding eigenfunctions
We can continue the process and determine all terms of the expansions.
Case where μ 0 ∈ σ (P Γ ), with multiplicity κ Γ (μ 0 ) 1, and μ 0 / ∈ σ (P Ω ): then, we prove that
We consider μ 0 an eigenvalue of (2.16) and denote its multiplicity κ Γ (μ 0 ) = p, with p = 1 or 2. Let w 1 , . . . , w p be the corresponding eigenfunctions of (2.16) associated with μ 0 , which are orthonormal in
Then, V 0 = 0 and
with d j certain constants, p j =1 |d j | 2 > 0, to be determined in the following steps. In a second step, we have problems (3.6) and (3.7). In this case, the compatibility conditions for the nonhomogeneous problem (3.7), the orthogonality condition (3.13) and V 0 = 0 allow us to assert that μ 1/2 = 0 and w 1/2 is also an eigenfunction of (2.16) associated with μ 0 ; let w 1/2 be w 1/2 = f 1 w 1 + · · · + f p w p where f j are certain constants to be determined.
In addition, since μ 0 is not an eigenvalue of problem (2.15), there exists an unique solution V 1/2 of (3.6), which can be written as
where, for
In the third step, we get problems (3.10) and (3.11). Now, by virtue of (3.13), (3.14), (3.15) and the fact that μ 1/2 = 0, the compatibility conditions for the non-homogeneous problem (3.11) read:
and μ 1 is an eigenvalue of the matrix 
Following the process, we can determine all terms of the expansions.
Resonance case, μ 0 ∈ σ (P Ω ) ∩ σ (P Γ ): then, we prove that the asymptotic series
We consider μ 0 an eigenvalue of (2.15) ((2.16) respectively) and denote its multiplicity
. . , V q be the eigenfunctions of (2.15) associated with μ 0 , which are orthonormal in L 2 (Ω), and let w 1 , . . . , w p be the corresponding eigenfunctions of (2.16) associated with μ 0 , which are orthonormal in L 2 h (Γ ). Then, V 0 and w 0 can be written as (3.5) and (3.14) respectively where α i and d i are certain constants such that q i=1 |α i | 2 0 and p j =1 |d j | 2 0 to be determined in the following steps. In a second step we have that V 1/2 and w 1/2 satisfy problems (3.6) and (3.7) respectively. Now, the compatibility conditions for both non-homogeneous problems read:
That is, the vectors α
Let n denote the rank of this matrix, n q and n p 2. Depending on whether μ 1/2 is zero or not, we have different behavior. First, we assume that μ 1/2 = 0, which amounts to n > 0. In this case, since α or d are different from zero, both vectors α and d are different from zero and, multiplying 2 is an eigenvalue of the matrix A T A with d the corresponding eigenvector and α = (μ 1/2 ) −1 Ad. Now we can check that A T A is a p × p symmetric, semi-definite positive matrix, of rank n, and consequently, A T A has n strictly positive eigenvalues μ r (with the usual convention of repetition of eigenvalues), r = 1, . . . , n. Their corresponding eigenvectors d r = (d r 1 , . . . , d r p ) T are orthogonal in R p . Therefore, we have that μ ε splits from μ 0 into 2n branches with μ 1/2 = 0:
the corresponding eigenfunctions being,
where α r = ( √ μ r ) −1 Ad r . We can continue the process and determine all terms of the expansions. In order to obtain the κ Ω (μ 0 ) + κ Γ (μ 0 ) = q + p different branches we assume that μ 1/2 = 0. Now Ad = A T α = 0 and there exist p − n vectors d t ∈ R p and q − n vectors α s ∈ R q such that 
in Ω,
respectively such that Ω V t 1/2 V i dx = 0 for i = 1, . . . , q and Γ hw s 1/2 w j dτ = 0 for j = 1, . . . , p. These solutions exist on account of (3.19) and (3.20) . Let us note that, for each t = 1, . . . , p − n and s = 1, . . . , q − n, the functions V t 1/2 and w s 1/2 are well defined because of the construction of d t and α s . Then, the functions V 1/2 and w 1/2 , satisfying problems (3.6) and (3.7) respectively with μ 1/2 = 0, can be written as follow:
where
and β i and f j are certain constants to be determined below.
In the third step, we obtain problems (3.10) and (3.11) . In this case, the compatibility conditions for both nonhomogeneous problems read:
For each s fixed, s = 1, . . . , q − n, adding, from i equal 1 to q, Eqs. (3.25) once we have multiplied each one by α s i respectively, and using (3.20) and (3.24), we obtain:
and μ 1 is an eigenvalue of the matrix, 
μ 1 being an eigenvalue of B or C, with the corresponding eigenfunctions:
where α and d are determined above. Let us note that α and d may be different from zero simultaneously if μ 1 is an eigenvalue of B and C while α (d respectively) is zero if μ 1 is an eigenvalue of C (B respectively) but not of B (C respectively). Again, following the process, laborious computations allow the other terms of the asymptotic expansions to be determined. 
Convergence for the eigenelements of problem (1.1)
In this section, we justify the asymptotic expansions in Section 3 up to a certain degree. First, we prove the convergence as ε → 0 of the eigenvalues and eigenfunctions of problem (2.4) towards those of problem (2.15)-(2.16), in the space H 1 (Ω) × H 1 (Γ ), with conservation of multiplicity as stated in Theorems 4.1-4.2. Then, we prove that the rest of the terms in (3.1)-(3.3) provide true correcting terms for the eigenelements of (2.4), improving the convergence of the eigenelements towards the leading term {μ 0 , V 0 , w 0 } in (3.1)-(3.3) as asserted by Theorems 4.3-4.7. Obviously, these correcting terms depend on whether μ 0 ∈ σ (P Ω ) ∩ σ (P Γ ) or exclusively μ 0 ∈ σ (P Ω ) or μ 0 ∈ σ (P Γ ) (see Remark 4.2). Precise bounds for convergence rates of the eigenelements are also provided, which in fact depend on ε and the eigenvalue number k. These bounds can be improved by specifying the precise dependence on both parameters and on properties of the limiting spectrum as we outline in Theorem A.1 (see Remark 4.1).
For this section we recall the normalization (2.8) for the eigenelements of (2.7) and introduce a continuous extension operator from H 1 (Γ ) into H 1 (Ω) as follows:
Let ϕ be a fixed function such that ϕ ∈ C ∞ (R), 0 ϕ 1, ϕ(r) = 0 if r 1 and ϕ(r) = 1 if r 2. For each w ∈ H 1 (Γ ) we define:
which satisfies,
where C is a constant independent of ε and w. 
where the constant M k is independent of ε.
In addition, for each sequence Proof. Let us consider the Hilbert space H ε defined by (2.5) with the scalar product (2.6). Let A ε be the positive, selfadjoint and compact operator defined on H ε as follows: for any
Obviously, the eigenvalues of
where {μ ε k } ∞ k=0 are the eigenvalues of (2.7). In the same way, we consider the Hilbert space
with the scalar product (2.6) and define the operator A 0 on H 0 by A 0 (F, f ) = (U, u), for (F, f ) ∈ H 0 , where (U, u) is the unique solution of
The eigenvalues of A 0 are {(1 + μ 0 k ) −1 } ∞ k=0 where {μ 0 k } ∞ k=0 are the eigenvalues of (2.17). Let R ε be the linear, continuous operator R ε :
with U f the function defined by (4.1). Let W be the space H 0 . In order to apply Lemma 2.3 we check the properties (a)-(d) in this lemma. On account of (4.7) and (4.2), for any
Consequently, |||R ε (F, f )||| = |||( F ε , f )||| → |||(F, f )||| when ε → 0, and property (a) is satisfied. In order to prove the uniform bound for A ε L(H ε ) , for any (F, f ) ∈ H ε , we consider A ε (F, f ) = (U ε , u ε ) to be the solution of (4.5) and take (G, g) = (U ε , u ε ). Applying the Cauchy-Buniakowsky-Schwarz inequality, we obtain:
Let us prove property (c). For each ε > 0 and any fixed (F, f )
On account of (4.8), we consider (4.10) with (G, g) = (U ε , u ε ) and we obtain that, for ε sufficiently small, |||(U ε , u ε )||| is bounded by a constant independent of ε. Therefore, we can extract a subsequence, still denoted by ε, such that (U ε , u ε ) converges, as ε → 0, towards some function (U * , u * ) weakly in
ε u ε on Γ and U * = 0 on Γ . In order to identify (U * , u * ) ∈ H 0 with A 0 (F, f ), for any (V , v) ∈ H 0 fixed, we consider (4.10) for (G, g) = R ε (V , v) and pass to the limit when ε → 0. Then, by virtue of (4.9) and the convergence of (U ε , u ε ) we obtain that (U * , u * ) satisfies (4.6) and, in consequence, (U * , u * ) = A 0 (F, f ) . In addition, taking limits in (4.10) for (G, g) = (U ε , u ε ), we have:
and (U ε , u ε ) converge towards (U * , u * ) strongly in H 1 (Ω) × H 1 (Γ ). Thus, because of (4.9),
and property (c) of Lemma 2.3 is proved.
In a similar way to property (c), we can prove that for any sequence (F ε , f ε ) in H ε such that sup ε |||(F ε , f ε )||| is bounded by a constant independent of ε, we can extract a subsequence, still denoted by ε,
Thus, A ε is uniformly compact, and property (d) of Lemma 2.3 holds. Now, Lemma 2.3 leads us to assert that for each fixed k, there exist constants C k and ε k > 0 such that for ε ε k ,
where the sup is taken over all (V , w) such that |||(V , w)||| = 1, (V , w) in the eigenspace associated with μ 0 k . Moreover, for any eigenvalue μ 0 k of (2.17) with multiplicity k (μ 0 k = μ 0 k+1 = · · · = μ 0 k+ k −1 ), and for any eigenfunction (V , w) of (2.17) associated with μ 0 k with |||(V , w)||| = 1, there is a linear combination ( U ε ,w ε ) of eigenfunctions associated with {μ ε i }
where the constant M k is independent of ε. Thus, from (4.8), estimates (4.3) and (4.4) hold once we prove that for any eigenfunction (V , w) of (2.17) associated with μ 0 k of norm |||(V , w)||| = 1,
for C a constant independent of C and (V , w).
Indeed, let us denote by (U ε , u ε ) and (U, u) the functions A ε R ε (V , w) and
Taking (G, g) = (U ε , u ε ) in (4.12) and using (4.9) and the fact that |||(V , w)||| = 1, we have that |||(U ε , u ε )||| is bounded for ε sufficiently small. Moreover, taking (G, g)
where U u is the function defined by (4.1) we obtain:
On the other hand, we can prove that (U, u) ∈ H 0 verifies |||(U, u)||| 1, and
Thus, combining (4.13) and (4.14) yields:
and
On account of the Cauchy-Buniakowsky-Schwarz inequality, (4.8), (2.21), (4.2) and the bounds |||(V , w)||| = 1 and |||(U, u)||| 1, we have, for ε ε 0 ,
with C a constant independent of ε and hence the inequality |||A ε R ε (V , w) − A 0 (V , w)||| = |||(U ε − U, u ε − u)||| Cδ 1/2 ε holds. Finally, (4.8) leads us to (4.11), which concludes the proof of (4.3) and (4.4).
As regards the proof of the last statement in the theorem, we consider the sequence (U ε k , w ε k ) of eigenfunctions of (2.7), |||(U ε k , w ε k )||| = 1. By a classical argument of diagonalization we extract a subsequence (still denoted by ε)
If we assume that this limit (V * k , w * k ) = 0, on account of (4.8) and the fact that μ ε k → μ 0 k as ε → 0, by taking limit in (2.7) for (W, w) = R ε (V , v) and any fixed (V , v) ∈ H 1 0 (Ω), we identify (V * k , w * k ) with an eigenfunction of (2.17) associated with μ 0 k . Then, using again the convergence μ ε k → μ 0 k and (2.7) for (W, w)
) and prove that (V * k , w * k ) = 0 and the strong convergence of the sequence (((V j , w j ), (V i , w i ) 
where M k is a constant independent of ε.
Proof. In order to apply Lemma 2.2, we consider H = H ε the Hilbert space defined by (2.
ε U w k+j −1 , w k+j −1 ) ∈ H ε with U w the function defined by (4.1). It is clear that hypothesis (a) of Lemma 2.2 holds true.
Let us prove property (b). By definition of W j , (2.17) and the normalization of (V p , w p ), we have
and consequently, for ε sufficiently small, ||| W j ||| > C 0 with C 0 a constant independent of ε. Thus, from (4.8), the hypothesis (b) holds for = Cδ
where C is a constant independent of ε.
Finally, on account of (4.4) and the fact the
The following theorems improve estimates (4.3) and (4.4). Their proofs rely on the application of Lemma 2.1 using the test functions obtained from the higher order terms of the asymptotic expansions in Section 3 (cf. (3.1)-(3.3) ). Formulas for matrix A, B, C, M and N are those derived in Section 3, namely (3.18), (3.27), (3.28), (3.12) and (3.17) respectively. The same can be said for their eigenvalues and eigenvectors.
Case where μ 0 ∈ σ (P Ω ), with multiplicity κ Ω (μ 0 ) = q 1, and μ 0 / ∈ σ (P Γ ). 
Then, there exist eigenvalues μ ε of (2.7), μ ε = μ ε j for some j = k, . . . , k + q − 1, such that for ε sufficiently small, namely ε < ε * ,
where ε * and C * are constants depending on μ 0 , μ 1 , V 1 , w 3/2 and independent of ε. In addition, there are 
the function defined by (4.1).
Proof. In a first stage we prove that there exists at least one eigenvalue μ ε = μ ε p(ε) of (2.7) satisfying (4.17) and there are ( U ε ,w ε ) as the theorem states.
We consider the Hilbert space H ε defined by (2.5) and the positive, selfadjoint and compact operator A ε defined by (4.5), its eigenvalues being 
In order to apply Lemma 2.1, we prove estimate:
where ( V ε ,ṽ ε ) = |||(V ε , v ε )||| −1 (V ε , v ε ) and C * is a constant independent of ε. The definition of A ε , (V ε , v ε ) and the scalar product ((·,·)) yield
Now, the fact that (G, g) ∈ H ε and that V 0 , V 1 , w 1/2 , w 3/2 are solutions of (2.15), (3.10), (3.7) and (4.16) respectively lead us to
)||| where C * is a constant depending on μ 0 , μ 1 , V 1 , w 3/2 but independent of ε. Finally, we have |||(V ε , v ε )||| → |||(V 0 , 0)||| = 1 + μ 0 as ε → 0, and estimate (4.19) holds for ε sufficiently small, ε < ε * .
We apply Lemma 2.1 for
ε C * which provides, for ε < ε * , at least one eigenvalue μ ε p(ε) of (2.7) verifying
We deduce (4.17). Moreover, if we take, for instance r * = δ θ ε with 0 < θ < 2, for ε < ε * , Lemma 2.1 also provides a function ( U ε ,w ε ) ∈ H ε , with |||( U ε ,w ε )||| = 1, ( U ε ,w ε ) belonging to the eigenspace associated with all the eigenvalues
In this way, the assertion performed at the beginning of the proof holds. Then, to conclude the proof of the theorem, we check that the eigenvalue μ ε = μ ε p(ε) verifying (4.17) is one of the eigenvalues μ ε j with j = k, . . . , k + q − 1. We show this assertion by contradiction.
Denoting by {μ ε j } j =k+q−1 j =k the q eigenvalues provided by Theorem 4.1 which converge towards μ 0 k , we show that, for ε < ε * , the eigenvalue μ ε = μ ε p(ε) obtained above coincides with one of the eigenvalues μ ε j with j = k, . . . , k + q − 1. First, we consider the case where the function p(ε) is not bounded. Thus, there exists a subsequence ε such that p(ε ) → ∞ as ε → 0. Consequently, for ε sufficiently small, p(ε ) > k + q and μ ε
k+q which contradicts the hypotheses in the theorem. Therefore, for ε sufficiently small, p(ε) is bounded by some constant independent of ε.
Secondly, we consider that there exists a fixed l, l = k, k + 1, . . . , k + q − 1, and a subsequence ε such that
k which again contradicts the hypotheses in the theorem. Therefore, for ε < ε * , the eigenvalue μ ε = μ ε p(ε) coincides with one of the eigenvalues μ ε j with j = k, . . . , k + q − 1 (obviously, the j can depend on ε) and the theorem is proved. 2
Case where μ 0 ∈ σ (P Γ ), with multiplicity κ Γ (μ 0 ) = p 1, and μ 0 / ∈ σ (P Ω ). 
1/2 and w 1 a solution of (3.11) where μ 1/2 = 0; let V 3/2 be the solution of :
Then, there exist eigenvalues μ ε of (2.7), μ ε = μ ε j for some j = k, . . . , k + p − 1, such that for ε sufficiently small, namely ε < ε * ,
Moreover, there are (
with K > 0 and 0 < θ < 2, and ( U ε ,w ε ) such that A and let d = (d 1 , . . . , d p ) T be an eigenvector associated with μ such that 2 and w 1/2 be solutions of (3.6) and (3.7) respectively. Then, there exist eigenvalues μ ε of (2.7), μ ε = μ ε j for some j = k, . . . , k + k − 1, such that, for ε sufficiently small, namely ε < ε * ,
Proof. We use the technique in Theorem 4.3 for the test functions
with K > 0 and 0 < θ < 1, and ( U ε ,w ε ) such that
is the function defined by (4.1). Proof. Similar arguments to the proof of Theorem 4.3 allow us to prove this theorem. Now, in order to apply Lemma 2.1 the test functions (3.10) . Then, there exist eigenvalues μ ε of (2.7), μ ε = μ ε j for some j = k, . . . , k + k − 1, such that for ε sufficiently small, namely ε < ε * ,
with K > 0 and 0 < θ < 3/2, and ( U ε ,w ε ) such that
Proof. Similar reasonings to those used for the proof of Theorem 4.3 lead us to prove this theorem where 
ε U w 1 , w 0 + δ ε w 1 ) ∈ H ε , the result in this theorem holds. 2 Remark 4.1. Let us note that, in Theorems 4.1-4.7, the constants appearing in the estimates for the difference between the eigenelements of (2.13) involved with the kth eigenvalue μ 0 k , and those of the limiting problem (2.15)-(2.16), as well as the estimates involving the correcting terms, are obtained for ε smaller than a certain ε k and they depend on k. Using the procedure of direct and inverse reduction (cf. [6,9,2]), we can specify these constants in terms of ε, k, and properties of the limiting spectrum, in an explicit way. As a sample, for the discrepancies involving leading terms (cf. (3.1)-(3.3) ), we outline the results obtained using this technique in Theorem A.1 where, for the sake of brevity, we avoid proofs. Also, we observe that the more precise results in these theorems correspond to the approach of the eigenvalues. As a matter of fact, for a fixed j = k, . . . , k + q − 1 estimate (4.17) (and the analogues in Theorems 4.4-4.7) could hold for certain subsequences of ε. The statements of the results for eigenvalues and eigenfunctions definitely improve in the case where the limiting eigenvalue μ 0 is simple (cf. [7, 11] for very different spectral problems).
Asymptotics for the stiff problem (1.2) in Ω ε
In this section, we outline the asymptotic expansions postulated in [2] for the eigenpairs of (1.2) when t > 1 and prove certain results which are of interest for many problems of spectral perturbation theory in which the limiting problem of a self-adjoint parameter dependent problem proves to be non-selfadjoint, namely, Proposition 5.1. We also show how to modify these asymptotics in order to obtain the whole series for particular values of t. Finally, to avoid the non-selfadjoint limiting problem we provide alternative asymptotic expansions which lead us to a self-adjoint limiting problem. These results are justified in Section 6. Recall that for simplicity we set A = a = 1 in (1.2).
Taking into account estimate (2.9), we consider an asymptotic expansion for the eigenvalues λ ε ,
For the associated eigenfunctions, {U ε , u ε }, we can consider an asymptotic expansion in Ω and ω ε , respectively, , we collect coefficients of the same powers of ε and gather equations satisfied by V , v j and μ (see [2] for more details). In a first step, we obtain the leading terms in (5.4)-(5.5) to satisfy the following equations:
while the leading term in (5.6) is given by
Remark 5.1. Also replacing (5.1)-(5.3) in (1.2) leads us to the limiting problem (5.7). This is due to the fact that v 0 , and the boundary condition in (5.7), are determined from the solvability condition for the Neumann problem satisfied by the term in (5.3) accompanying ε 2 .
Let us note that the spectrum of problem (5.7) as a set is the union of the eigenvalues of two different problems, one of them posed in Ω, namely problem (2.15), and another on Γ , namely problem (2.16). Indeed, first we observe that, if μ / ∈ σ (P Γ ), then an eigenelement (μ, V ) of problem (5.7) satisfies (2.15) and, of course, all eigenelements of (2.15) satisfy (5.7). On the other hand, in the case where μ ∈ σ (P Γ ) and μ / ∈ σ (P Ω ), we extend the eigenfunction W to Ω by the unique solution of the Dirichlet problem: 8) in order to obtain an eigenfunction of problem (5.7) associated with μ. Finally, in the case where μ is an eigenvalue of (2.15) with multiplicity κ Ω (μ) = q, and of (2.16) with multiplicity κ Γ (μ) = p, p 2, let us consider V 1 , . . . , V q the eigenfunctions of (2.15) associated with μ, which are orthonormal in L 2 (Ω), and let w 1 , . . . , w p be p linearly independent eigenfunctions of (2.16) associated with μ, in L 2 (Γ ). We use the Fredholm alternative to deduce that for each eigenfunction w j of problem (2.16) satisfying the compatibility conditions, . In this way, we have proved that the multiplicity of any eigenvalue μ of (5.7), which is an eigenvalue of both problems (2.15) and (2.16) simultaneously, depends on the multiplicity of μ as an eigenvalue of (2.16), or as an eigenvalue of (2.15), and of the rank of the matrix
..,q, j =1,...,p as follows:
Here κ g (μ) denotes the geometric multiplicity of μ as an eigenvalue of problem (5.7). Next, we prove that, in general, problem (5.7) cannot be associated with a self-adjoint operator, since the unexpected fact established in the following proposition shows that the algebraic multiplicity κ a (μ) of the eigenvalue μ of (5.7) can be strictly greater than κ g (μ) . Note that the matrix A has already been defined in (3.18); let n denote its rank. Without any loss of generality, we can assume that V 1 , . . . , V q and w 1 , . . . , w p are ordered in such a way that the left-hand and top n × n-block of the q × p matrix A is non-degenerated and κ g (μ) linearly independent eigenfunctions of problem (5.7) associated with μ are
In any case, we assume that the index out of those possible indexes for V j or w i means that we do not take into account the corresponding functions. Proof. The problem of finding associated functions reads 
for certain constants β 1 , . . . , β q . Since V = 0 on Γ , the equation for V 1 on Γ in (5.10) is homogeneous and therefore
for certain constants α 1 , . . . , α p . From the orthogonality of the eigenfunctions
, and the compatibility conditions for the Dirichlet problem in Ω we deduce:
Next, we show that these equations can be fulfilled by a proper choice of the coefficients α s and β j , depending on n.
For n = 0, (5.12) gives β 1 = · · · = β q = 0; therefore, in this case there are no associated functions corresponding to the eigenvalue μ and the proposition is proved.
For n 1 and for k = 1, . . . , n, considering the structure of the matrix A, in (5.12) we can choose α s ≡ α k s = δ s,k , for s = 1, . . . , p, which gives n vectors β = (β 1 , . . . , β q ) as the n first columns of the matrix A, and therefore n linearly independent vectors β of R q . Then, (5.11) provides at least n eigenfunctions of (5.7) which have associated functions, i.e., V k 1 solutions of (5.10
. . , V n 1 are p + q linearly independent functions in H 1 (Ω). Moreover, since the rank of A is n, the maximum number of linearly independent vectors β = (β 1 , . . . , β q ) of R q given by (5.12) is n, and therefore, the above argument provides all the possible associated functions corresponding to the eigenvalue μ.
On the other hand, since |α 1 | + · · · + |α p | > 0, the problem:
for associated functions of second order has no solution, and the proof of the proposition is completed for V ≡ V j defined by (5.11) and V j 1 the associated functions satisfying (5.10). 2
We observe that depending on the problem, Proposition 5.1 ensures that there can exist associated functions. As a direct consequence, and by analogy with the case of non-self adjoint operators on Hilbert spaces, we can claim that the total algebraic multiplicity of the eigenvalue μ of problem (5.7) is,
We also note that the appearance of associated functions in the limiting problem (5.7) seems to be rather surprising since the original ε-dependent problem is self-adjoint.
As a sample, for t = 2 we show below that the process with the same ansätze (5.4)-(5.6) cannot always be extended in the resonant case where μ is an eigenvalue of both problems (2.15) and (2.16). In this last case, in general, expansions (5.4)-(5.6) are not consistent since (5.7) is not formally self-adjoint, and, in order to extend the process, we need to modify suitably these expansions, depending on the multiplicity of the eigenvalue μ, introducing different powers of ε (cf. [8] and Section V.3 in [12] for related questions). In order to show the process, we consider the simplest case, namely, the resonant case where μ is a simple eigenvalue of both problems (2. 15) and (2.16) , the corresponding eigenfunctions V and W satisfying:
Further terms of asymptotic expansions (5.4)-(5.6) for t = 2
Now, assuming that μ is a simple eigenvalue of (5.7), the process used to find the leading terms (μ, V ) and v 0 in the asymptotic expansions should be continued to determine the other terms of (5.4)-(5.6) always depending on the fixed t. We obtain that the second terms η 1 and V 1 in (5.4) and (5.5) verify the non homogeneous problem, associated with (5.7),
where F V is the function defined on Γ by:
while the second term in (5.6) is given by
Considering all the possible solutions (μ, V ) to (5.7), the compatibility condition for (5.14) determines η 1 except in the case where μ is an eigenvalue of (2.15) and (2.16) simultaneously. Since μ is a simple eigenvalue of (5.7), under the assumption (5.13), we have q = p = n = 1 in Proposition 5.1 and V 1 the associated function with V . In this case, we show that it is possible to find eigenelements of (1.2) with asymptotics (cf. (3.1)-(3.3) with δ ε = ε to compare),
Indeed, inserting these ansätze into (1.2), we readily find that the pair (V 0 , w(τ )) satisfies (5.7) and in this case, where μ is a simple eigenvalue of both problems (2.15) and (2.16), V 0 = V , w = 0 and the problem for the first correction terms reads:
which admits the solution
for a 1/2 a certain constant. We continue the process to obtain the second correction terms; we have: Thus, η 1/2 = I. Hence, the solution of Eq. (5.16) can be chosen as follows:
1 is a particular solution and the constant b 1 is to be determined such that the Dirichlet problem in Ω for V 1 ,
has a solution.
New asymptotic expansions after a re-scaling of the eigenfunctions in ω ε Note that the rare behavior noticed for the limit problem (5.7) can be explained if we observe that the local asymptotic expansion (5.6) may not be consistent with the normalization for the eigenfunctions (2.10). In fact, (2.10), (2.9), and (5.1)-(5.3) imply the first term in (5.6) v 0 ≡ 0, and therefore the leading terms μ and V in (5.4) and (5.5) can only be an eigenvalue and the associated eigenfunction of the Dirichlet problem (2.15).
Thus, it proves necessary either to change the normalization of the eigenfunctions in order to keep the right asymptotic expansions for the eigenfunctions in (5.5)-(5.6) or to change these asymptotic expansions in a consistent way with the normalization (2.10). In this last respect, considering the convergence results obtained in [2] for the different case where t = 1 in problem (1.2) (cf. also problem (1. 
Convergence for the eigenelements of problem (2.13)
In this section we justify the asymptotic expansions for the eigenelements of (1.2) in Section 5, and, more precisely, those derived from the ansätze (5.1), (5.2) and (5.17). That is, we prove the convergence of the eigenelements of (2.13) towards those of (2.17). In addition, in Section 6.1 we justify the connection between problems (2.13) and (2.7) (i.e., problem (1.2) for t > 1 and (1.1)) comparing the spectra. Specifying, Theorems 6.2 and 6.3 show that the eigenelements of (1.1) provide an alternative or even better approach to those of (1.2) than the eigenelements of the limiting problem (2.15)-(2.16) (see Theorems 6.1 and A.2 and Remark A.1 to compare).
The first result on spectral convergence in this section is obtained using Lemma 2.3 and it is stated in Theorem 6.1. Also the convergence for the eigenfunctions holds. As in Section 4, bounds for the discrepancies of the eigenvalues and eigenfunctions in terms of constants depending on the eigenvalue number can be derived (cf. (4.3), (4.4) and (4.15) to compare). We avoid obtaining these bounds here, for the sake of brevity, since as a matter of fact, more precise bounds are stated in Theorem A.2.
Recall that throughout all the section, the parameter t takes values greater than 1 and the normalization for the eigenfunctions of (2.13) is given by (2.14). We also recall the extension operator from H 1 (Γ ) into H 1 (Ω) introduced in Section 4 satisfying (4.1) and (4.2). In addition, for proofs in this section, we introduce a new extension operator R ε from H 1 0 (Ω) × H 1 (Γ ) into V ε as follows:
On account of (6.4) and (6.5), we consider (6.6) with (G, g) = (U ε , u ε ) and we obtain that, for ε sufficiently small,
where C is a constant independent of ε. For each ε > 0, we introduce in (6.7) the change of variables in ω ε from Cartesian coordinates x 1 , x 2 to local coordinates (ζ, τ ) where ζ = ν/ε and (ν, τ ) are the curvilinear coordinates. Then, (6.7) reads:
where u ε (ζ, τ ) denote the eigenfunctions u ε (x) in the local coordinates (ζ, τ ) and K ε (ζ, τ ) = 1 + εζ κ(τ ). Taking into account that bounds (2.21) also hold for K ε (ζ, τ ), ∀ζ ∈ [0, h(τ )], τ ∈ S and ε sufficiently small, we can write:
C, (6.8) with Π the domain (0, h(τ )) × (0, ). Therefore, we can extract a subsequence, still denoted by ε, such that (U ε , u ε ) converges, as ε → 0, towards some function (U * , u * ) weakly in H 1 (Ω) × H 1 (Π). Since (U ε , u ε ) ∈ V ε , U ε = ε (t−1)/2 u ε on Γ ; hence U * = 0 on Γ which ensures U * ∈ H 1 0 (Ω). Moreover, from (6.8) it follows that ∂ ζ u ε 2
Cε 2 and consequently ∂ ζ u * = 0 in Π ; thus, it does not depend on ζ and we can write u * = u * (τ ) in Π for a certain function u * (τ ).
In order to identify (U * , u * ), for any (V , v) ∈ H 0 fixed, we consider (6. withF ε andV ε functions defined by (6.1). On account of (6.4) and the fact that K ε and K −1 ε converge towards 1 in L 2 (Π) when ε → 0, we take limits in (6.9) and we have:
Then, since u * = u * (τ ) in Π , (U * , u * ) satisfies (4.6) and, in consequence, (U * , u * ) = A 0 (F, f ). Finally, we prove B ε R ε (F, f ) − R ε A 0 (F, f ) ε → 0 as ε → 0. By virtue of (6.6), (6.1), the change to local variables and the fact that u * = u * (τ ) in Π , we can write:
Now, we have that all the terms converge towards zero and property (c) is satisfied. In a similar way to property (c), we can prove that for any sequence (F ε , f ε ) in V ε such that (F ε , f ε ) ε is bounded by a constant independent of ε, we can extract a subsequence, still denoted by ε, verifying B ε (F ε , f ε ) − Remark A.1. On account of the results in Theorems 6.2, 6.3 and A.2 we can assert that, at least for 1 < t < 3, the eigenelements of problem (2.7) with δ ε = ε t−1 provide better approximations for the eigenelements of (1.2) than those of problem (2.17) (cf. (A.4), (A.5) and (6.11), (6.12)).
