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X をコンパクトな Hausdorﬀ空間とする．X の Borel集合族 B 上の有限な測度 μ（すなわち
μ(X)<∞）を X 上の有限 Borel測度という．X 上の 2つの有限 Borel測度の差として表され
る符号つき測度（これを X 上の有限な符号つき Borel測度という）からなる空間を M(X) と書
く．自然な線形演算により測度空間 M(X) は線形空間となるが，X 上の有限 Borel測度から
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なる部分集合 M(X)+ はこのとき凸錐となる．したがって，半順序 ≥ を
μ≥ 0 := μ∈M(X)+
と定める（このときM(X)+ は非負錐と呼ばれる）ことによりM(X)は順序線形空間となる．ま
たいわゆる全変動をノルムと定めると M(X) は完備すなわち Banach空間となる．特に X ⊂R
のとき M(X) は Stieltjes測度の空間となり，これは X 上の 2つの非減少関数の差として表さ
れる有界変動関数の空間 BV (X) と同一視できる．
一方，X 上のすべての連続関数からなる線形空間に一様ノルムを定義することにより得られ
る Banach空間を C(X) とすると，M(X) は C(X) の双対空間 C(X)∗ とみなせる（Rieszもし
くは Riesz–Markov–角谷の表現定理，例えば田辺, 1978や Yosida, 1980を参照）．また，このと




f(x)dμ≥ 0 ∀f ≥ 0
とみなせる．



























subject to x˙(t)= f
(
x(t),u(t), t




)≤ 0 ∀t∈ [0,T ]
を考える．制御系の状態を x(t) ∈ Rn，入力を u(t) ∈ Rr とし，関数 g0 : Rn × R → R, f0 :
R
n × Rr × R→R, f :Rn × Rr × R→Rn, g :Rn × Rr × R→Rm の滑らかさは適当に仮定するも
のとする．終端時刻 T は有限に固定されていても，あるいは自由であってもよい．また，ここ
では簡単のため m=1 とする．









{∇xf0(x(τ ),u(τ ), τ)(2.2)
+∇xf
(









x(τ ),u(τ ), τ
)
dλ(τ )
これは，例えば x∈C([0,T ],Rn), u∈C([0,T ],Rr), ψ ∈BV ([0,T ],Rn), λ∈BV ([0,T ],R) として
（C(X,Y ), BV (X,Y )はそれぞれ X から Y への連続関数もしくは有界変動関数からなる Banach
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と定義して得られるKarush–Kuhn–Tucker条件（KKT条件）の一部である（Ito and Shimizu, 1990
の（7）式）.
したがって ψ は状態 x に対する随伴変数を表すが，問題（2.1）を状態 x と入力 u に関する
最適化問題とみた場合，随伴変数 ψ は等式制約条件となる状態方程式系に対する Lagrange乗
数であり，このとき随伴系（2.2）は状態 x に関する停留条件に相当する．また，λ は不等式制
約条件に対する Lagrange乗数である．
さて，随伴系（2.2）において，BV ([0,T ],R) は C([0,T ],R)=C([0,T ]) の双対空間M([0,T ]) と
同一視できるので，乗数 λ は有界変動関数と見ることもできるし，Stieltjes測度と見ることも
できる．図 1に示すように λ が制約の接合点（制約境界に触れるあるいは境界から離れる点）に
おいて跳躍し得ること，したがって随伴系（2.2）により ψ もこれらの点において不連続になり
得ることに注意されたい．なお，図 1では乗数 λ が右連続な非減少関数として表現されている
が，両端点を除けば不連続点 ti における値 λ(ti) そのものは本質的ではなく，最適性条件にお
いては跳躍量 λ(ti + 0)− λ(ti − 0)（ただし両端ではそれぞれ λ(0 + 0)− λ(0), λ(T )− λ(T − 0)）
のみが意味を持つ．
しかし，ある種の一次独立制約想定のもとでは，乗数 λ が Lebesgue測度に関して絶対連続
であること，したがって（2.2）の右辺は t に関して連続となり随伴変数 ψ が連続であることが
保証される．
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は t において活性（active）な制約式の添字集合）．このとき，不等式制約条件に対する乗数 λ は
Lebesgue測度に関して絶対連続である．









subject to g(x,y)≤ 0 ∀y∈Y
ここでは，Y をコンパクトなHausdorﬀ空間とし，f :Rn→Rは Rn 上で微分可能，g :Rn×Y →
R
m は y に関して連続かつ Rn × Y 上で x に関して連続微分可能であるとする．また，簡単の
ため m=1 とする．
Lagrange汎関数 L :Rn ×M(Y )→R を

















問題（2.3）の最適解に対して KKT条件を満たす乗数 λ が存在することは，例えば Slater型
の制約想定のもとで保証されるが，一方では，KKT条件を満たす乗数はいつでも離散測度と
考えてよいことが示される（伊藤, 1998; Ito et al., 2000）．
定理 2. KKT条件（2.4）を満たす乗数の集合は，空集合でなければ，高々 n 個のサポート
を持つ離散測度を含む．
証明. 活性点集合を Y¯ (x) := {y∈Y | g(x,y)=0} とおくと，（2.4）の相補条件と λ の非負性よ





となるが，S を含む最小の凸錐を coneS で表すとすると，これは
−∇f(x)∈ cone{∇xg(x,y) | y∈ Y¯ (x)}
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と等価である（このことは積分論より自明としてもよいが，凸集合の強意の分離定理を用い
ても示せる）．Carathe´odory の定理（例えば Rockafellar, 1970を参照）により，Rn の部分集合
{∇xg(x,y) | y ∈ Y¯ (x)} の点の非負線形結合である −∇f(x) は高々 n 個の点の非負線形結合で


















ただし，MはM(X)の凸集合であり，各 z ∈Z に対して，関数 ψ( · , z) :X→Rは任意の μ∈M










のように与えられるときである．ここで，各 y ∈ Y に対して，関数 ϕ( · ,y) : X →R は任意の









































M(X) などの Banach空間は回帰的ではないが，関数 f , g 等の連続性を仮定することにより回
帰的な Banach空間に準じた双対理論を展開できる（双対問題（3.2）の双対が主問題（3.1）となる
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ことに注意されたい）．また，Y , Z が有限集合ならば，双対問題（3.2）は半無限線形計画問題と
なる．
3.2 双方向切除平面法
前項の一般化モーメント問題は，X, Y , Z が無限集合ならば無限計画問題となる．すなわち，










































Xk := {xk1 ,xk2 , . . . ,xknk}⊂X















j )μi≥ g(ykj ), j =1,2, . . . ,mk















j )νj ≤ f(xki ), i=1,2, . . . ,nk




ステップ 1: X1 = {x11,x12, . . . ,x1n1} および Y1 = {y11 ,y12 , . . . ,y1m1} をそれぞれ X, Y の有限部分
集合（n1 = |X1|, m1 = |Y1|）とし，k=1 とする．
ステップ 2: 緩和問題（3.5）および（3.6）の最適解 (μk,νk)∈Rnk × Rmk を求める．

















を計算し，右辺の最適解をそれぞれ y¯k, x¯k とする．
ステップ 4: δ(μk)≥ 0 かつ γ(νk)≤ 0 なら，μk, νk に対応する離散測度を問題（3.3），（3.4）の
最適解として終了．
ステップ 5: δ(μk)< 0 なら
Yk+1 :=Yk ∪ {y¯k}= {yk+11 ,yk+12 , . . . ,yk+1mk+1}, mk+1 :=mk + 1
さもなくば
Yk+1 :=Yk = {yk+11 ,yk+12 , . . . ,yk+1mk }, mk+1 :=mk
とする．
ステップ 6: γ(νk)> 0 なら
Xk+1 :=Xk ∪ {x¯k}= {xk+11 ,xk+12 , . . . ,xk+1nk+1}, nk+1 :=nk + 1
さもなくば
Xk+1 :=Xk = {xk+11 ,xk+12 , . . . ,xk+1nk }, nk+1 :=nk
とする．
ステップ 7: k := k + 1 としてステップ 2へ戻る．




μki at x= x
k
i , i=1,2, . . . ,nk




νkj at y= y
k
j , j =1,2, . . . ,mk
0 elsewhere on Y
を密度関数とする X, Y 上の測度を表すものとし，特に両者を区別せず μk ∈M(X), νk ∈M(Y )
などとも表記することとする．
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ここで仮定 1よりも強い以下の制約想定を導入する．
仮定 2. 次式を満たす μ∈Rn1 および ν ∈Rm1 が存在する（ように X1, Y1 が選ばれている）．
n1∑
i=1
ϕ(x1i ,y)μi >g(y) ∀y∈Y
m1∑
j=1




定理 3. 仮定 2が成り立つとし，双方向切除平面法のアルゴリズムで生成される緩和問題
（3.5）および（3.6）の解をそれぞれ μk, νk とする．このとき M(X) および M(Y ) で問題（3.3）,
（3.4）の最適解にそれぞれ＊弱収束する {μk}, {νk} の部分列が存在する．












を満たす許容解 (μk,νk)∈Rnk × Rmk で代用できる．Δk → 0 である限り大域的収束性は損な
われない．
3.3 確率測度の線形最適化














を考えることができる．問題（3.7）の 2つの制約条件は μ が X 上の確率測度であることを示







subject to ξ≤ f(x) ∀x∈X
と互いに双対である．










































定理 4. M⊂M(X) が凸集合，F :M→ R が凸汎関数であるとする．μ∗ ∈M(X) が問題
（4.1）の最適解であるための必要十分条件は，F が μ∗ において Fre´chet微分可能ならば，
(4.2) F ′(μ∗)(μ− μ∗)≥ 0 ∀μ∈M
が成り立つことである．
証明. 任意の μ∈M と α∈ (0,1) に対して (1− α)μ∗ + αμ∈M であり
F
(
(1− α)μ∗ + αμ)− F (μ∗)=F (μ∗ + α(μ− μ∗))− F (μ∗)
=αF ′(μ∗)(μ− μ∗) + o(α)
であるから，必要性は
0≤F ′(μ∗)(μ− μ∗) + o(α)
α
より，十分性は
F (μ)− F (μ∗)= (1− α)F (μ




(1− α)μ∗ + αμ)− F (μ∗)
α
=F ′(μ∗)(μ− μ∗) + o(α)
α
より，それぞれ α→+0 とすることにより得られる．


















確率測度 μ と通信路 p(y|x) により定義される相互情報量
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Convex Optimization in Measure Spaces: Discreteness and Continuity
in Infinite Dimension
Satoshi Ito
The Institute of Statistical Mathematics
Most, if not all, optimization problems in infinite dimension can be regarded as those
of some measure. A measure generally has an absolutely continuous component and a
discrete component with respect to Lebesgue measure. We often observe that many op-
timization problems in measure spaces have discrete optimal solutions. A question then
arises: in what conditions does a solution to a given class of optimization problem be-
come discrete or absolutely continuous? As an answer to such a question, this paper is
concerned with convex optimization of measures defined over some compact topological
spaces. This paper is a revised version of a manuscript in the Proceedings of the 24th
RAMP (Research Association of Mathematical Programming) Symposium of the Opera-
tions Research Society of Japan.
Key words: Probability measure, infinite programming, optimal control, semi-infinite programming,
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