Abstract. The realization, asymptotic, and distribution problems for isomorphism types of finite-index subgroups are resolved in a free product of the form
Introduction
Let Γ = G 1 * G 2 * · · · * G s * F r (1) be a free product of finite groups G σ and a free group F r of rank r, and let U 1 , . . . , U t be a complete list of isomorphism types of the non-trivial subgroups of G 1 , . . . , G s . By the Kuroš Subgroup Theorem, every finite-index subgroup ∆ of Γ is of the form ∆ ∼ = U * λ 1 1 * U * λ 2 2 * · · · * U * λt t * F µ with non-negative integers λ 1 , . . . , λ t , µ, and its (rational) Euler characteristics χ(∆) is related to that of Γ via χ(∆) = (Γ : ∆) · χ(Γ). The tuple t(∆) := (λ 1 , . . . , λ t ; µ) is called the (isomorphism) type of ∆.
The first aim of the present article is an algorithmic determination of t(∆). In principle, this problem is solved by the Reidemeister-Schreier Theorem; however, this algorithm fails in practice already for quite moderate indices. In computational group theory, a finite-index subgroup ∆ is usually represented via the induced action ϕ ∆ of Γ on the coset space Γ/∆, and our first main result shows that the isomorphism type of ∆ can be immediately read off from this representation.
This algorithmic problem has received considerable attention, and has been solved in various special cases. Millington [6] resolves the case of the modular group PSL 2 (Z) ∼ = C 2 * C 3 , while Kulkarni [3] determines the isomorphism types realized by finite-index subgroups in a free product C n * C m of two finite cyclic groups. Singerman [16] deals with the analogous problem for Fuchsian groups, thereby in particular resolving the determination problem in the case that all G σ are cyclic. The methods used in all these approaches are intrinsically geometric, and cannot deal with the general situation addressed here. In [10] , a purely group theoretic method was devised to obtain, among other things, an algorithm in the case that all G σ are cyclic of prime order.
In order to be able to state our result in the general case, let ρ σ1 , . . . , ρ σkσ be a complete list of the transitive permutation representations of G σ up to similarity, and define the representation type m(∆) of ∆ to be the tuple
where the restriction of ϕ ∆ to G σ is similar to kσ κ=1 m σκ ρ σκ . Our first main result now reads as follows. Theorem 1. Let Γ be as in (1) , and let ∆ ≤ Γ be a finite-index subgroup of representation type m(∆) and isomorphism type t(∆). Then we have
and µ = (r + s − 1)(Γ : ∆) − 
The proof of Theorem 1 exploits the idea, developed in [9] , of relating homomorphisms ∆ → H for a finite group H to representations of Γ in finite wreath products of the form H S n . Each choice of H yields some information on the isomorphism type of ∆, and the main problem consists in finding an appropriate set of finite groups H determining ∆ up to isomorphism. In piecing together these various bits of information, the asymptotics of the function | Hom(Γ, H S n )|, as determined in [9, Theorem 4] , plays a crucial rôle. As far as we are aware, Theorem 1 is the first purely group-theoretic application of results in subgroup growth theory. We remark in passing that the methodology of applying wreath product representations to problems of this kind is by no means confined to free products; for instance, Singerman's result mentioned above can be reproved along such lines.
Our principal theme however is different: it centers around the realization problem for isomorphism types as well as their asymptotics and statistics. More explicitly, we shall discuss, for Γ as in (1), the following three basic problems.
(I) (Realization) Which abstract groups admitted by the Kurosh subgroup theorem are realized as finite-index subgroups of Γ? (II) (Asymptotics) Find a natural domain Ω in R t+1 for t, implying a uniform asymptotics for the function s t (Γ) counting the number of finite-index subgroups in Γ of type t. (III) (Distribution) What can we say about the distribution of isomorphism types for subgroups of index n in Γ as n tends to infinity?
Originally, the realization problem arose for the modular group and other Hecke groups around 1880 in the work of Klein and Poincaré on automorphic functions; cf., for instance, [1] , [2] . Since the early 1960's the general point of view has shifted towards group theory, so that (I)-(III) have become to be regarded as purely algebraic problems in their own right; cf. for instance [5] , [6] , [13] , [14] , [15] , [17] , as well as Newman's monograph [12] . From a recent perspective, a natural context for the research reported in this paper is the theory of subgroup growth; for an overview of this fast developing subject see [4] .
Using Theorem 1, we can translate the realization problem for isomorphism types into a question concerning existence of permutation representations of prescribed representation type. As a result, we obtain both archimedean and congruence conditions; in fact, there exists a lattice Λ ≤ Z t+1 and a cone C over some polytope such that a type t is realized by some finite-index subgroup ∆ if, and only if, t ∈ Λ ∩ C; cf. Theorem 4.
Permutation representations of given representation type m are easily counted, and for each transitive permutation representation of type m we find a subgroup with isomorphism type determined via Theorem 1; hence the only remaining task in solving the asymptotic problem is to compute the proportion of transitive permutation representations among all permutation representations of a given type. This will be accomplished by means of a probabilistic approach, which avoids the heavy computations involved in higher-dimensional exponential principles. Our result is as follows.
Theorem 2. Let Γ be as in (1), let p σ be the least prime divisor of |G σ |, and let ε > 0 be given. Set
and define
Let µ τ be the number of subgroups isomorphic to U τ among all subgroups of G 1 , . . . , G s . Then the asymptotic formula
holds true uniformly in the set of types t such that ( log ν 1 log n , . . . , log νs log n ) ∈ M, where ν σ is equal to λ τ with the unique τ such that U τ ∼ = G σ , and n is the index of a subgroup of type t.
Similarly, the problem of determining the asymptotic distribution of isomorphism types is translated via Theorem 1 into the corresponding problem for representation types, and then, by the universal mapping property of free products, into a statistical problem for finite groups. The latter problem is solved by applying the method of moments, and we obtain the following.
Theorem 3. Let Γ be as in (1), χ(Γ) < 0, let U 1 , . . . , U t be as above, and let n be a positive integer. Define random variables ξ
by choosing a subgroup ∆ of Γ of index n at random (with respect to equidistributed weights), and defining (ξ
to be the isomorphism type of ∆. Then the variables ξ
are asymptotically independent. For each τ set d τ = min σ (G σ : U τ ), the minimum being taken over all σ such that G σ contains a subgroup isomorphic to U τ , and let m τ be the number of subgroups of index d τ occurring in G 1 , . . . , G s which are isomorphic to U τ . Then
converges to a standard normal distribution. More precisely, denoting by M r the r-th moment of ξ (n) τ , and byM r the r-th moment of the corresponding normal distribution, we have
where α is as in Theorem 2.
Computing the isomorphism type
Our starting point will be the following result.
Proposition 1 (Proposition 1 in [10] ). Let Γ be as in (1), let U 1 , . . . , U t be as above, and let H be a finite group. Then isomorphism and representation type of a subgroup ∆ of index n in Γ are related via the equation
Here, is the canonical projection onto the permutation group, and d σκ is the degree of ρ σκ . Taking the p-adic valuation, we obtain, for every H and each prime p, a linear relation between m(∆) and t(∆). Our first aim is to show that these equations contain enough information to determine the isomorphism type for fixed representation type. The proof of this result, though constructive in principle, is in itself of little computational value. However, the mere fact that these equations have a unique solution, when coupled with explicit computations in certain special cases, then leads to a set of equations explicitly computing the isomorphism type of ∆ in terms of its representation type.
Proposition 2. Let Γ be as in (1), and let ∆ 1 , ∆ 2 be finite-index subgroups of Γ. If ∆ 1 and ∆ 2 have the same representation type, then they are isomorphic.
The proof of Proposition 2 requires the following auxiliary result.
, and H be finite groups.
(ii) Suppose that, as n → ∞,
Then these sequences are in fact equal for all positive integers n.
Proof. For finite groups G and H we have the following identity of generating series (cf.
where
The first claim is now a crude consequence of [8, Theorem 1] , whereas the second statement is implied by the fact, established in [11] , that for polynomials P 1 (z), P 2 (z) the property that the coefficients of the power series of e P 1 (z) and e P 2 (z) are ultimately positive and asymptotically equal already implies P 1 (z) = P 2 (z).
Proof of Proposition 2. By [10, Prop. 3] , the free parts F µ of ∆ 1 and ∆ 2 are isomorphic, since µ can be expressed in terms of the representation type of ∆ i . Let H be a finite group, p a prime number. Putting C p H in (5), and computing the second factor of the right-hand side of this equation, we see that the representation type determines
The right-hand side of this equation is a polynomial in p of degree at most
hence choosing for p sufficiently many prime numbers, we see that the representation type determines the polynomial itself. Replacing p by the variable X, dividing by X |H| P τ λτ , and replacing X by 1/X, we see that for every H, the representation type determines the polynomial
Setting H S n for H in the last expression, and replacing X by X m Γ /|H Sn| , where m Γ is the least common multiple of all |G σ |, we find that for every finite group H, the representation type determines the polynomial
where the sum is formally taken over the isomorphism types of all finite groups. Let k τ be the order of the largest proper quotient of U τ . Define the polynomial Q τ,n by
For each complex (
) -th root ζ of −1, Q τ,n has a simple zero at
Since the order of U τ is strictly larger then k τ , applying the first part of Lemma 1, we find that, as n → ∞, the sequence | Mono(U τ , H S n )| is of larger growth than
and n → ∞, we have
whereas for |z| ≤ 2|z 0,τ |, we have
and for n sufficiently large we deduce from Rouché's theorem that P τ,n has some root
Note that, for n sufficiently large, we have |z 1,τ | < 1.
Now assume that there are two different tuples (λ 1 , . . . , λ t ), (λ 1 , . . . , λ t ), such that the polynomials
Without loss of generality we may assume that λ 1 = λ 1 , and that the order of U 1 is maximal among all τ with λ τ = λ τ . Then, for each root z 0 of P 1,n , there is some τ = 1, such that λ τ = λ τ , and z 0 is a root of P τ,n . In particular, for some τ > 1, we have z 1,1 = z 1,τ . Suppose that there exist infinitely many integers n, such that
Let k be the largest integer such that
for infinitely many n, and let n tend to infinity through a set of integers such that the last relation holds true. Then we have
If there are only finitely many integers n satisfying (6), this asymptotics holds trivially. Lemma 1 now implies that these functions coincide for all n. Hence we obtain that for every finite group H, there is some τ such that
holds for all n and k. Setting n = 1 and summing over all k, we deduce that | Hom(U 1 , H)| = | Hom(U τ , H)| for all finite groups H. Sifting over subgroups of H,
Since by assumption |U 1 | ≥ |U τ |, we obtain U 1 ∼ = U τ , contrary to our assumption that τ > 1.
To prove Theorem 1, we first need to establish the following special case.
Lemma 2. Let p be a prime and let k ≥ 2 be an integer. Then the assertion of Theorem 1 holds for groups Γ of the form C * e 1 p * C * e 2 p k * F r .
Proof. We apply Proposition 1 with H = C p i , 1 ≤ i ≤ k. Denote by ρ 11 the trivial representation, by ρ 12 the regular representation of C p , and by ρ 2j the representation of C p k on p j−1 points. Then we have
Taking logarithm to base p, we find that the i-th equation becomes
First, we compute 2 · (6 1 ) − (6 2 ) and obtain m 11 + m 2k = λ 1 . Next we consider 2 · (
Finally, we insert this information into (6 k ) and find that
where we have used the facts that m 11 +pm 12 = e 1 n and k+1 j=1 p j−1 m 2j = e 2 n. Applying (3), which is Part (i) of [10, Prop. 3] , we deduce that m 2k = λ k . Hence, our claim is proven.
Proposition 3. Let Γ be a split extension of a free group F by a finite group G.
(i) If Γ has a finite free factor H, then H is isomorphic to a subgroup of G as well as to a quotient of G. If H = 1, G, then G has a p-Sylow subgroup of exponent ≥ p 2 for some prime p. (ii) If Γ decomposes as a free product of finite groups and infinite cyclic groups, and the rank of F is finite, then all finite factors of Γ are isomorphic to G.
Proof. Write Γ = H * Γ , and let ϕ : Γ → H be the canonical projection. Then ϕ factors through F , hence, ϕ induces a surjective map Γ/F → H, thus H is a quotient of G.
On the other hand, HF/F ∼ = H, thus H is a subgroup of G. Let G be minimal among all finite groups such that there exists an extension Γ and a finite group H = 1, G as above. Let M < G be a maximal subgroup. If ϕ(M F ) was not trivial, M N would have a free factor, which is a non-trivial subgroup of H, which contradicts the minimality of G. Hence, ker ϕ/F contains all maximal subgroups of G, but not G itself, hence G has only one maximal subgroup, and therefore is cyclic of prime power order. Moreover, G has a subgroup H ∼ = 1, G, thus |G| ≥ p 2 . Hence, every group G contains a cyclic group of order p 2 for some prime p, which implies our first claim.
Moreover, in a minimal example to the first claim we may suppose that |H| = p, for otherwise H would have a proper subgroup U , and ϕ −1 (U )/F would be a smaller example. Hence, for the second claim it suffices to consider G = C p k , H = C p and Γ = C * e 1 p * C * e 2 p k * F r , where G is one of the free factors; we have to show that e 1 = 0. Suppose otherwise, and consider the projection ϕ of Γ onto a free factor C p . Then ∆ = ker ϕ contains both G and F , in particular, G acts trivial on Γ/∆, thus, by Lemma 2, ∆ has a free factor isomorphic to G. However, ∆/F is a proper subgroup of Γ/F ∼ = G, and ϕ would induce an surjection of a proper subgroup of G onto G, which is absurd.
Proof of Theorem 1. Let ∆ be a finite-index subgroup of Γ. Relabel the representations ρ σκ (1 ≤ σ ≤ s, 1 ≤ κ ≤ k σ ) as ρ 1 , . . . , ρ u . We know from Proposition 2 that t(∆) is determined by m(∆) using only linear equations. Solving these equations for the isomorphism type leads to a linear map, and we deduce that there exist constants α τ j , 1 ≤ τ ≤ t, 1 ≤ j ≤ u, such that
We claim that
which implies our claim. Let N be the kernel of the map ϕ :
fix a subgroup U τ and a representation ρ j of G 1 , say. Set H = stab ρ j (1), and let ∆ ≥ N be the subgroup of Γ, such that
For σ = 1, G σ acts regularly on the cosets of ∆, whereas the action of G 1 is a multiple of ρ j . Since ∆ is a split extension of the free group N by H, Proposition 3 (ii) implies that U τ can only occur as a free factor of ∆, if stab ρ j (1) ∼ = U τ ; that is α τ j = 0 for all other pairs τ, j.
If stab ρ j ∼ = U τ , then ∆ ∼ = U * λτ τ * F µ , and computing the Euler characteristic, we obtain the equation
whereas from [10, Proposition 3], we have the equation
and combining these equations we obtain
that is, in this case we have α τ j = 1.
The realization problem for isomorphism types
Theorem 4. Let Γ be as in (1), and let t = (λ 1 , . . . , λ t ; µ) be a tuple of non-negative integers. Then there exists a finite-index subgroup with isomorphism type t if, and only if, the following two conditions are satisfied.
(i) The quantity
σ ν τ σ = λ τ , and ν τ σ = 0 unless U τ is isomorphic to a subgroup of G σ , where n is given as in (i).
Proof. First, we consider necessity. Condition (i) is but a reformulation of the multiplicativity of Euler characteristics. Let ∆ be a subgroup with isomorphism type t, and let m = (m σκ ) be the representation type of ∆. Then by Theorem 1 we have
and since the number of points not contained in regular orbits cannot exceed the total number of points, we have for each σ the inequality
Hence, setting ν τ σ = κ:Stabρ σκ (1) ∼ =Uτ m σκ , we have found non-negative integers as required by the second condition. To prove that conditions (i) and (ii) are sufficient, suppose that we are given integers ν τ σ as in the second condition, and choose a corresponding representation type (m σκ ). From (8) we see that there exists a permutation representation of type (m σκ ); our task is to construct a transitive permutation representation of this type. If r ≥ 1 this task is simple, for the action of F r can be chosen transitive, and the action of the finite free factors can be chosen according to (m σκ ). If r = 0, solving condition (i) for µ and rewriting the λ τ in terms of the representation type, we obtain Intuitively, this inequality shows that we can find a transitive representation of type (m σκ ), since if we choose domains of transitivity for each transitive constituent one after the other in such a way that the total number of orbits is diminished as fast as possible, inserting a domain of size d κσ reduces the number of orbits by d κσ − 1. Since we begin with n orbits consisting of 1 point each, we should be able to reach a representation with 1 orbit, that is, a transitive permutation representation of the desired type.
To make this argument precise, we have to show that we can indeed choose representations in such a way that either the number of remaining orbits is diminished by the maximal amount, or we already reach a transitive action at some intermediate stage.
Suppose that according to (m σκ ), the number of fixed points of G 1 is minimal among all G σ , choose the action of G 1 according to (m σκ ), and list the orbits of this action in some way. Let Ω 1 , . . . , Ω be the orbits of In the first case, we have constructed an action of G 2 such that the number of orbits is in fact as small as predicted, whereas in the second case we construct one orbit of G 2 consisting of the remaining points fixed by G 1 , and arbitrary other points not yet used for G 2 , thereby reaching a transitive action. In the last case all points moved by G 1 are also moved by G 2 , but there is at least one orbit of G 2 of size ≥ 2 containing only 1 point moved by G 1 , that is, G 2 has less fixed points then G 1 , contrary to our choice of G 1 . Hence, the last case cannot happen. Now we repeat this argument for the groups G 3 , . . . , G s : let Ω 1 , . . . , Ω be the domains of transitivity of G 1 , G 2 , and choose the domains of G 3 with respect to these sets. Again, we either obtain a transitive action, or the number of orbits decreases by the right amount. We continue until the actions for all groups are defined, and either obtain a transitive action at some intermediate stage, or reach it in the final step. Hence, we obtain a transitive action determining a group ∆ with isomorphism type t; that is, t is realized.
At first sight, the second condition of Theorem 4 appears to be unwieldy; however, in every concrete situation, this condition can be given a transparent form. In fact, the non-zero entries of the tuple (ν τ σ ) are restricted by linear inequalities, and the possible values for (λ τ ) are the image of the occurring (ν τ σ ) under a linear map; hence, the second condition describes the lattice points in a certain polytope. Indeed, in the following example the occurrence of the modulus 7 appears more surprising then the inequalities.
Then there exists a finite-index subgroup ∆ isomorphic to C * λ 1 2 * C * λ 2 3 * (C 2 × C 2 ) * λ 3 * S * λ 4 3 * F µ if, and only if,
and the following inequalities are satisfied:
with the exceptions of ∆ = C ∞ and ∆ = C 2 * C 2 , which cannot occur as finite-index subgroups.
Proof. Expanding Condition (i), we find that the quantity 6λ 1 + 8λ 2 + 9λ 3 + 10λ 4 + 12µ − 12 7 has to be a positive integer. This expression is integral if, and only if, the stated congruence holds true, and it is non-positive only in the stated exceptional cases. Next, we have to consider the second condition of Theorem 4. In the notation of the theorem, we have ν 21 = ν 32 = ν 42 = 0, and the remaining 5 variables satisfy ν 11 , ν 12 , ν 22 , ν 31 , ν 42 ≥ 0, 2ν 11 + ν 31 ≤ n, 3ν 12 + 2ν 22 + ν 42 ≤ n, as well as
. The last equations transform the stated inequalities for the ν τ σ into the stated inequalities for the λ τ .
The second condition in Theorem 4 becomes particularly simple, if for all 1 ≤ σ 1 , σ 2 ≤ s the groups G σ 1 and G σ 2 are either isomorphic or have coprime order. In this case the resulting inequalities take the form
We next consider some miscellaneous applications of Theorem 1. Our first result deals with normal subgroups.
Proposition 4. Let Γ be as in (1), and let ∆ be a normal subgroup of index n in Γ and with isomorphism type (λ 1 , . . . , λ t ; µ). Then n|λ τ m τ for all τ, where m τ is the least common multiple of |Gσ| |Uτ | taken over all σ such that U τ is isomorphic to a subgroup of G σ .
Proof. If ∆ is normal in Γ, the restriction of the corresponding permutation representation to G σ is similar to a multiple of some transitive representation; hence, m σκ is either 0 or n dσκ . Our claim now follows from Theorem 1. Corollary 1. Let Γ be as in (1), and let m Γ be the least common multiple of |G 1 |, . . . , |G σ |. Then for a subgroup ∆ of index n with isomorphism type (λ 1 , . . . , λ t ; µ) the index (N Γ (∆) : ∆) divides each entry of the tuple (n, m Γ λ 1 , . . . , m Γ λ t ).
Proof. Apply Proposition 4 to N Γ (∆) instead of Γ and note that each m τ is a divisor of m Γ .
Corollary 2. Let G 1 , G 2 be finite groups, G 1 not isomorphic to a subgroup of G 2 , and let ∆ be a normal subgroup of Γ = G 1 * G 2 which has G 1 as free factor. Then Γ/∆ is a quotient of G 2 .
Proof. By Theorem 1 we know that G 1 is a free factor of ∆ if and only if the action of G 1 on ∆ has at least one fixed point. If ∆ is normal, this implies that the action of G 1 is trivial, hence, the map Γ → G 1 * G 2 factors through G 2 , which implies our claim.
Corollary 3. Letf (n) be the number of normal subgroups of index n in Γ = C 2 * C 4 which are not free. Then we havef (n) = 1 for even n, andf (n) = 0 for odd n with the exceptionsf (1) = 1,f (2) = 3, andf (4) = 2.
Proof. Checking the groups of order ≤ 4 individually, it suffices to prove our claim for n ≥ 5. Let ∆ be a normal subgroup of index n which is not free, and let x, y be generators of Γ such that x 2 = y 4 = 1. If one of x and y acts trivial on Γ/∆, we would have n ≤ 4, if both would act regularly, ∆ would be free. Hence, we may suppose that both x and y act by 2-cycles only, so that the map Γ → Γ/∆ factors through Γ/ y 2 , which is isomorphic to C 2 * C 2 . On the other hand, each free normal subgroup of C 2 * C 2 defines a regular action of x and y 2 , thus a non-free normal subgroup of Γ. Hence, for n ≥ 5 the number of non-free normal subgroups of Γ equals the number of free normal subgroups of C 2 * C 2 , which is 1 for even n ≥ 6 and 0 for n odd.
Next we show that a slight sharpening of the conditions of Theorem 4 ensures existence of non-maximal subgroups of given type. This observation is remarkable, since in the context of large groups usually almost all subgroups are maximal; cf. Proposition 6 for the case of groups of the form (1).
Proposition 5. Let Γ be as in (1), and suppose that χ(Γ) < 0. Then there exists some constant c such that the following holds true. Let t = (λ 1 , . . . , λ t ; µ) be a tuple of non-negative integers satisfying condition (i) in Theorem 4. Suppose there exist integers ν τ σ such that ν τ σ = 0 for all τ with the property that G σ does not contain a subgroup isomorphic to U τ , σ ν τ σ = λ τ and
where α = min 1,
. Then there exists a non-maximal subgroup ∆ of finite index in Γ, which is of type t.
Proof. Our assertion holds trivially if Γ is free, so suppose that Γ is not free. Let d be a divisor of n. We first choose a subgroup ∆ of index d which is close to being a free power of Γ, that is, if we order the groups U 1 , . . . , U t in such a way that {U 1 , . . . , U r } = {G 1 , . . . , G s } we look for a subgroup ∆ of index d with isomorphism type t = (m 1 x, m 2 x, . . . , m r x, 0, . . . , 0; µ) where m τ is the number of groups among G 1 , . . . , G s , which are isomorphic to U τ , and µ is as small as possible. Altering x by a bounded amount, we can always ensure integrality of the quotient corresponding to ∆ occurring in condition (i) of Theorem 4. The inequalities in condition (ii) become fairly easy due to the special structure of t . In fact, choosing the ν τ σ in such a way that ν τ σ = 0 unless G σ ∼ = U τ , we obtain the inequalities m τ x ≤ m τ d, that is the second condition is satisfied for x ≤ d. The Euler characteristic equation yields
which is compatible with the condition µ ≥ 0 provided that
where the last quotient is positive since χ(Γ) < 0 and Γ is not free. Combining these estimates, we find that there exists a subgroup ∆ of index d and type t with x > αd−C 1 for some C 1 depending only on Γ and α as in the proposition. Next, we have to show that ∆ has a subgroup of index n/d with type t. To do so, we take Γ = ∆ in Theorem 4. By assumption, t satisfies condition (i) with respect to Γ, hence, by multiplicativity of the Euler characteristic, t satisfies this condition with respect to ∆ as well, and it suffices to find integers ν τ σ satisfying condition (ii) with respect to ∆ . Since every finite free factor of Γ occurs x-times as free factor of ∆ , our task is to find non-negative integers ν τ σk for 1 ≤ τ ≤ t, 1 ≤ σ ≤ s, and 1 ≤ k ≤ x such that ν τ σk = 0 unless U τ is isomorphic to a subgroup of G σ , σ,k ν τ σk = λ τ and τ ν τ σk ≤ n/d. We do so by choosing
Clearly, ν τ σk = 0 whenever ν τ σ = 0, and the integers ν τ σk induce the isomorphism type t. It remains to check that τ ν τ σk ≤ n/d. We have
As we shall see later, almost all subgroups of index n have type (λ 1 , . . . , λ t ; µ) with λ τ √ n, thus even for α < 1 the conditions of Proposition 5 are satisfied for almost all subgroups; that is, almost all subgroups of finite index have an isomorphism type realized by a non-maximal finite-index subgroup.
Asymptotic enumeration of isomorphism types
For a representation type m = (m σκ ) 1≤σ≤s 1≤κ≤kσ denote by s m (Γ) the number of subgroups ∆ with representation type m. Note that the representation type determines the index, hence, s m is finite for all m. Similarly, for an isomorphism type t denote by s t the number of finite-index subgroups realizing t. We will now give an asymptotic formula for s m for a certain domain of representation types.
Theorem 5. Let Γ be as in (1), let p σ be the least prime divisor of |G σ |, and let > 0 be given. Set
Number the representations of the groups G σ in such a way that ρ σ1 is the trivial representation for each σ. Then the asymptotic formula
holds true with α = σ min( pσ−1 pσ , 1 − σ ) − 1 uniformly in the set of all types m with the property that ( log m 11 log n , . . . ,
Our result is optimal in the sense that if in the definition of M we replace by − the conclusion is false; however, (9) holds true e.g. for representation types containing many trivial and many very large orbits, which are not covered by the theorem. Comparing with Theorem 3, we find that Theorem 5 covers almost all subgroups, therefore we do not see much merit in aiming for the utmost generality.
Proof. Without loss of generality, we may assume that σ ≥ 1 − hence, it suffices to show that the proportion of non-transitive representations among all permutation representation of type m is sufficiently small. We do so by bounding the probability that a random representation leaves invariant some proper subset Ω of {1, . . . , n}. Let ρ be a representation of type m chosen at random, and, for 1 ≤ σ ≤ s, denote by ρ (σ) the induced representation of G σ . Let Ω be an arbitrary set of size k, let P k be the probability that ρ (1) stabilizes Ω, that is, the probability that Ω is the union of orbits of ρ (1) , and let P * k be the conditional probability subject to the condition that ρ (1) acts without fixed points on Ω. We may suppose that k ≤ n/2, since the complement of an invariant set is automatically invariant as well. By choosing fixed points first, we find that
To estimate P * k , consider the orbit containing some point a ∈ Ω. We know that this orbit has size ≥ p σ , the precise probability distribution of its orbit size being given by the distribution of orbit lengths of ρ (1) . 1 Suppose that with probability Q , p 1 ≤ ≤ |G 1 |, the orbit of 1 under ρ (1) consists of points. Then we have
1 It is at this point that one can obtain better results provided more detailed information on m is available. from which it follows by induction on k, using the fact that Q = 1, that
and therefore
Since there are n k
sets Ω to consider, and the events 'ρ (σ) fixes Ω' are stochastically independent, we find that the probability that there exists a set of k points left invariant by ρ is bounded above by
provided the exponent is negative, and our claim follows.
As an illustration of the fact that more specific information on the representation type may be turned into a more precise asymptotic estimate, we note the following consequence of the argument leading to Theorem 5.
2
Corollary 4. Let Γ be as in (1), suppose that χ(Γ) < 0, and denote by f n (Γ) = s (0,...,0;µ) (Γ) the number of free subgroups of index n in Γ, where µ = −nχ(Γ) + 1. Then we have
if n is divisible by |G σ | for all σ, and f n (Γ) = 0 otherwise.
We are now in a position to prove Theorem 2.
Proof of Theorem 2. In view of Theorem 1 we have for an isomorphism type t = (λ 1 , . . . , λ t ; µ) the equation
2 A more precise result for the free subgroup growth of an arbitrary virtually free group can be found in [7] .
By assumption, the number of fixed points of all occurring representations is sufficiently small to apply Theorem 5, and by collecting all terms which do not depend on m we obtain Next we compute the probability of the event ζ 1 = k under the condition that ζ 2 = a 2 , . . . , ζ r = a r . First choose the orbits containing 2, . . . , r. With probability 1 + O(rn −1 ), the point 1 is not contained in the union of these orbits; that is, the probability for ζ 1 = k is the same as the probability for a randomly chosen representation G → S n− , where denotes the size of the union of the orbits of 2, . . . , r. Hence, we obtain which implies the claimed estimates for the moments of ξ i . The convergence to a normal distribution now follows form the fact that the normal distribution is determined by its moments.
We now use Theorem 1 together with Lemma 4 to prove Theorem 3.
Proof of Theorem 3. By Theorem 5 we know that almost all permutation representations ρ with m σκ = o(n) are transitive, whereas from Lemma 4 we find that almost all subgroups have representation type satisfying m σκ √ n; moreover, in the range r < √ n other types occur too seldom to influence the r-th moment significantly. Hence, instead of transitive representations it suffices to consider all permutation representations. The distribution of the representation type of a random homomorphism is given by Lemma 4, and by Theorem 1 this distribution is mapped onto a distribution of isomorphism types. All occurrences of U τ as a subgroup of some G σ such that (G σ : U τ ) > d τ yield normal distributions with mean value n 1/(dτ +1) , which are negligible, that is, up to an error of size n 1/dτ (dτ +1) , ξ τ is the sum of m τ independent random variables satisfying (12) , and our claim follows from the fact that the sum of independent normally distributed variables is again normally distributed with parameters behaving additively.
