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Abstract
Synthesizers are widely used in various quantum information platforms as microwave
or radio frequency signal sources. The synthesizer phase noise plays a sensitive role in
detecting spin dynamics which is similar to the environment dephasing. When using spins
to measure the environmental magnetic field, synthesizer phase noise reduces the accuracy
of the measurement because it is difficult to distinguish the effective field caused by the
phase noise from the environmental field.
Suppressing the synthesizer phase noise is important in sensing. This work proposes a
scheme to suppress the phase noise from synthesizers using two single-spin systems in op-
posite static magnetic fields. The two spins are exposed to the same environment magnetic
field which is to be sensed, and controlled by the same synthesizer.
Two configurations of the scheme are constructed: one uses two antennas for control
and detection and the other uses one antenna. Because the two spins experience the phase
noise in opposite ways, the phase noise effect can be either canceled or separated from that
of the environmental field. While the scheme is based on the Ramsey fringe sequence, it
can be extended to the Hahn echo and the stimulated echo sequences as well. The basic
idea of the scheme in principle works for different quantum information platforms where
the Zeeman interaction is the dominant Hamiltonian.
Nuclear magnetic resonance(NMR) platform is used to experimentally simulate the
sensing process using the one-antenna configuration, where the information of the environ-
ment field is encoded in the amplitude of the NMR signal, and thus separated from the
synthesizer phase noise. The experiment demonstrated successfully the proposed scheme.
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In 1982, Feynman pointed out that the use of classical computers to simulate quantum
systems will have some impassable problems, which could be avoided by constructing
computers based on quantum mechanics [1]. In the same year, Benioff proposed that a
Turing machine can be constructed by using quantum mechanics. Since the evolution of
the Hamiltonian is reversible, there is no heat dissipation in quantum Turing machine
[2]. In 1985, Deutsch defined a universal computer based on the principles of quantum
mechanics [3].
Many quantum algorithms were published over the next two decades. The most famous
two were proposed by Peter Shor [4] and Lov Grover [5, 6]. Shor’s algorithm suggested that
quantum computers are more powerful than classical computers for integer factorization.
Grover’s searching algorithm attracted many attention [7, 8, 9, 10, 11, 12], because it
has many applications, although the algorithm does not reach the speedups of Shor’s
algorithm. Additional research on quantum algorithms motivated by Shor’s algorithm and
Grover’s algorithm have been reported [13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26].
Research on quantum simulations also has progressed with many achievements such as
simulations of fermion many-body system [27], quantum harmonic oscillator [28], quantum
phase transition [29, 30, 31, 32], and Dirac equations [33]. While studying the standard
quantum computer proposed by Deutsch [34], researchers are also exploring other quantum
computing models, such as topological quantum computing [35, 36, 37, 38, 39], adiabatic
quantum computing [40, 41], one-way quantum computing [42], etc.
There is another very important field in research of quantum computing, which is quan-
tum error correction and fault tolerance [43, 44, 45]. Because the quantum state is very
fragile itself, the interaction between the quantum bit and the environment will cause de-
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Time to Reach Synthesizer-Induced Error Rate p
p 10−3 10−4 10−5 10−6 10−7
Lab-Grade Synthesizer 4.0µs 900ns 200ns 30ns < 10ns
Precision Synthesizer > 100ms > 100ms > 100ms 80ms 600µs
Table 1.1: Time until a qubit physical error rate p is reached solely due to phase fluctuations
in the synthesizer (reproduced from [46].)
coherence, which will transfer quantum states into classical states. On the other hand, the
errors will occur in quantum operations which will lead to the failure of quantum comput-
ing. Quantum threshold theory states that as long as the physical error rate is below a
certain threshold, with quantum error correction the logical error rate in quantum com-
puting can be suppressed to arbitrary low levels. Quantum error correction is important
to realize successful quantum computing if one has faulty memories, faulty operations and
faulty measurements which are inevitable. The research on quantum error correction codes
and fault tolerance make the physical implementation of quantum computing accessible
[47, 48, 49, 50, 51, 52].
In addition to the general-purpose quantum computers, special-purpose quantum de-
vices have also attracted great interest, one of which is quantum sensors. Different from
classical sensing, quantum sensing uses quantum properties or quantum phenomena to im-
plement measurement of a quantity properties or quantity [53]. At first superconducting
quantum interference devices [54], atomic vapors [55] and atomic clocks [56] are chosen to
achieve quantum sensors. Recently many new types of quantum sensors come out from the
following platforms: spin qubits [57], trapped ions [58] and superconducting flux qubits.
Although great improvements have been made on different platforms [59, 60, 61, 62], one
error source has been long ignored by the quantum information society until recently [46],
which is the phase noise of master clocks, i.e. the synthesizer phase noise, that contributes
to dephasing. Time constants for reaching different error rate of Lab-Grade synthesiz-
ers and precision synthesizer are shown in Table 1.1. Different quantum platforms, e.g.,
quantum dot systems, ion trap systems, nuclear and electron magnetic resonance systems,
utilize synthesizers for microwave and radio frequency signal generation. Synthesizer phase
noise is a common problem in all those systems.
Although radio-frequency and microwave technologies are well-developed, phase noise
is still a big problem which can affect the accuracy of the experiment.
Phase noise is the result of a random fluctuation of the frequency output of the syn-
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thesizer and one of the factors to be concerned within modern quantum devices. We use
NMR to demonstrate the effect of phase noise on a quantum gate and suggest ways to
eliminate it. Amplitude fluctuation and phase fluctuation are two different types of noise
Figure 1.1: Amplitude noise and phase noise.
on oscillators. We denote amplitude fluctuation as V0α(t), and phase fluctuation as φ(t).
An oscillator signal with amplitude and phase fluctuations can be written as:
v(t) = V0[1 + α(t)]cos[ω0t+ φ(t)], |α(t)|  1, |φ(t)|  1 (1.1)
In this thesis, only phase fluctuation is discussed.
Dephasing is one important error source of decoherence. It is always attributed to
fluctuations of the environmental fields. However, as discussed in [46], the phase noise of
the reference signal from the synthesizer plays a role which is indistinguishable from the
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environment dephasing. It is because the measurement and control of the coherence of a
spin system have to be compared to the reference signal. As the spin coherence and control
fidelity improve, the error from the synthesizer noise will become more prominent. Besides,
demand for miniaturization of quantum information processors requires signal sources of
small sizes, which may have larger phase noise due to the lack of stabilizing/filtering
components. Therefore, for achieving good accuracy in quantum information processing,
overcoming the synthesizer phase noise is one important challenge.
Different approaches can be considered to suppress the synthesizer noise. Efforts on
building synthesizers with higher accuracy have been going all the time.
Besides, a feedback/feedforward hybrid control method which utilizes multiple measure-
ments is used to reduce the synthesizer noise [63]. Sastrawan et al introduced introduce a
measurement protocol which is an optimized hybrid predictive feedforward measurement.
This feedforward measurement can improve the accuracy of the corrections in feedback
loop by using past measurements and transfer-function-based calculation of the covariance
of measurement.
Furthermore, there have been existing dynamical decoupling pulse sequences for elim-
inating noise from environmental fluctuations. Gordon and Kurizki proposed a theory of
dynamical control for the reduction of decoherence[64].
A general constructive procedure is presented by Khodjasteh and Viola, which is for
designing robust unitary gates in an open quantum system[65]. Khodjasteh and his col-
league showed that in open quantum systems, open-loop dynamical control techniques is
a promising way to compensate the decoherence up to a higher level [66].
Souza and his colleagues investigated techniques for increasing the robustness of dy-
namical decoupling sequences against different experimental errors[67].
These works may help for suppressing the synthesizer phase noise. However, the far-
from-carrier frequency components of the synthesizer noise can violate the decoupling limit
and make dynamical decoupling fail [46].
Other optimal control techniques, e.g. gradient ascent pulse engineering(GRAPE) [68],
and quantum error correction [69] can as well be potential choices to overcome the synthe-
sizer phase noise, but they are either requiring complicated optimization or complicated
quantum gate operations that are difficult to realize with current technologies.
In this work, we focus on the important modality – quantum sensing. The goal of this
work is to detect an environment magnetic field accurately by spins in the presence of
the synthesizer phase noise. Here we assume that the spin has long coherence times: the
environment is very clean except for the magnetic field that we want to detect. In this
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context, it is relatively difficult to design optimal control pulses, because a sequence robust
to the synthesizer noise is likely to be insensitive to the environmental magnetic field due
to their similar coupling forms with the spin in the rotating frame. In the following, we
propose a scheme to completely eliminate the effect of the synthesizer phase noise in sensing
by utilizing two single-spin systems in opposite static magnetic fields. The two spins which
are controlled by the same synthesizer experience the synthesizer noise in opposite ways
and thus the phase noise can be cancelled. This approach works generally for all qubit
systems which utilize a RF or microwave signal source for control and have the Zeeman
interaction as the dominant Hamiltonian. More specifically, two configurations, one with
two antennas for control and detection and the other with only one antenna, are proposed
in this work. The phase noise effect is removed from the measurement of the environment
in slightly different ways in the two configurations. We begin by a theoretical analysis of the
scheme based on the Ramsey sequence. Hahn echo and stimulated echo sequences are also
discussed. Then an NMR experimental demonstration of the one-antenna configuration is
presented.
My thesis will focus on suppressing the phase noise in the synthesizer. In chapter 2, I
will introduce the experiment platform NMR system and Ramsey sequence. In chapter 3,
I will introduce my proposal using two spins in two opposite magnetic fields. In chapter 4,
I will introduce our simulation experiments using an NMR system. In chapter 5, I provide
directions for future research.
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Chapter 2
Nuclear Magnetic Resonance system
In this chapter, the experiment platform nuclear magnetic resonance (NMR) system is
introduced. The basic principles of NMR system, including its internal and control Hamil-
tonians, are reviewed. This chapter provides basic knowledge for the next two chapters.
NMR uses the interaction between electromagnetic waves and the nuclei of atoms.
NMR was first discovered in 1946 by Purcell and Bloch [70, 71]. They found that the
magnetic nucleus which is exposed to the strong magnetic field can interact with radio
frequency (about 10M Hz to 1000M Hz) electromagnetic waves. A magnetic nucleus can
absorb the energy from electromagnetic waves and produce resonance absorption signals
due to transitions between different energy levels.
Nuclear magnetic resonance as a research method, in physics, chemistry, chemical en-
gineering, biology, medicine, and other fields has very important applications.
Cory and his colleagues[73], Gershenfeld and Chuang[74], first gave the proposals for
doing quantum information on liquid-state NMR systems. The quantum information pro-
cessing by NMR system is similar to the analysis of unknown molecular structures by
NMR, and many techniques of the latter can be applied to NMR quantum information
processing. But there is a crucial difference. The NMR quantum information processing
uses molecules that have been specially designed or clearly structured so that the informa-
tion can be loaded onto the nuclear spins of these molecules and the nuclear spins can be
precisely controlled using NMR techniques.
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2.1 Basic principles of NMR system
Many atomic nuclei have spin momentum. The three isotopes of hydrogen, H, D, and T,
for example, all have spins because they have an odd number of protons, and the spin
quantum numbers are 1/2, 1 and 1, respectively. The isotope of carbon 136 C (
13C) has an
even number of protons and an odd number of neutrons, so it also has a spin with a spin
quantum number of 1/2.
Figure 2.1: The molecular structure of labeled chloroform. Here, ”label” means 12C with
nuclear spin −0 replaced by 13C with nuclear spin −1/2 . So 1H and 13C can be used as
qubits.
If the nuclei are exposed to an external magnetic field, their spin magnetic moments
interact with the field, allowing them to be detected by this interaction. Although mea-
suring the magnetic moment of a single nucleus is difficult at present, when enough atoms
are present, the effect of the spin magnetic moment on the external magnetic field of all
nuclei can be observed by summation. Such a group of atomic nuclei is called an ensemble.
We take liquid nuclear magnetic resonance (NMR) as an example. Suppose that we
focus on the nucleus 13C. The molecular structure of chloroform is shown in Figure.
2.1. Each chloroform molecules contains a 1H and a 13C atoms, and their nuclear spin
quantum number is 1/2. Some amount of chloroform molecules is dissolved in the solvent,
and used as a liquid sample. The whole sample is placed in the external magnetic field in
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an equilibrium state. The net result of the 1H nuclear magnetic moment (or all 13C nuclear
magnetic moment) tends to be arranged along the external magnetic field direction.
A radio frequency magnetic field rotates the spin. This precession frequency, ν, is the
Larmor frequency, and is about the ẑ axis. The gyromagnetic ratio γ of the nuclear spin,
where ν = γB/2π, governs the rule of spin precession.
2.2 Hamiltonian in NMR system
In section 2.1, we briefly introduced the basic principles and physical images of NMR
systems. In this section, we will introduce the Hamiltonians under which the NMR systems
evolve. The Hamiltonian H of an NMR quantum system is usually divided into three parts:
the internal Hamiltonian Hin, the control Hamiltonian Hcon, and the Hamiltonian Henv,
which is the interaction of the nuclear spins with the environment:
H = Hin +Hcon +Henv. (2.1)
Internal Hamitltonian
Firstly, the internal Hamiltonian Hin is introduced. So let us just think the system has
nuclei with spin 1/2, Hin only contains the Zeeman interaction HZ between the nuclear
spin and the static magnetic field:
HZ = −~µ · ~B, (2.2)
where ~µ is the nuclear magnetic moment, and ~B is the external static magnetic field. In
general, the direction of the static magnetic field will be selected as the z-axis, that is,
~B = B0ẑ, so the above equation can be further written as:








where γ is the gyromagnetic ratio (the ratio of the nuclear magnetic moment to the spin
momentum moment), ω0/(2π) is the Larmor frequency, and Iz is the nuclear spin operator
in the direction of ẑ. The nuclear spin operators for the x and y directions are Ix and Iy,

































For nuclear spins in molecules, there are two types of interactions, the direct dipole-
dipole interaction and J-coupling interaction.
The first important interaction is the direct coupling. To feel how the magnetic dipole-
dipole interaction works, one can try to find two magnet bars and play with them. This
interaction does not need any media, it only depends on the distance between the nuclei















where µ0 is magnetic permeability of free space and ~σ
i is Pauli matrix of spin i.











z − ~σi · ~σj
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, (2.6)
where the angle between B0 and ~rij is θij. If the difference of gyromagnetic ratio of two












which has the similar form as the J-coupling. Rapid tumbling will average away both
intramolecular dipolar couplings (between spins in the same molecule) and intermolecular
dipolar couplings (between spins in different molecules) in liquid.
The second important interaction is indirect coupling. J-coupling describe the interac-
tion between nuclear spins in the same molecule.
J-coupling is mediated via valence electrons shared between the atoms, namely the
Fermi contact interaction. The numbers of chemical bonds which separate the nuclei affect
through-bond coupling strength J . With the number of chemical bonds separating the




























where Jij is the coupling strength between spins i and j. Similar to the case of Eq.(2.7),











when |ωi−ωj|  2π|Jij|, which is satisfied for small homonuclear molecules and heteronu-
clear spins. A spin not only feels an external magnetic field ~B0, but also feels another
static magnetic field along ±Ẑ axis which is generated by its surrounding spins. Figure.
2.5 shows the energy levels which is shifted by additional field.

















In almost all NMR quantum computing experiments performed to date, the system is
well described by a Hamiltonian of this form.
Control Hamiltonian
Next, we will discuss the control Hamiltonian Hcon. In the NMR system, the applied control
pulses are all transverse, that is, the magnetic field direction of the pulse is perpendicular








x − sin(ωrf t+ φ)σky). (2.11)
RF field. An electromagnetic field ~B1(t) rotating in x− y plane at ωrf (at or close to
ω0) can be used to control the state of a spin −1/2 particle in a static magnetic field ~B0
along ẑ.




~γB1 [cos (ωrf t+ φ)σx + sin (ωrf t+ φ)σy] , (2.12)
where φ is the phase of the RF field, and B1 is the amplitude of RF field.
The typical values of ω1 = γB1 are up to ≈ 50 kHz and a few hundred kHz for liquid
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In real experiments, a magnetic field which is perpendicular to the static magnetic field
is applied. It is oscillating along a fixed axis and this field can be divided into two rotating
fields. The first one is rotating at ωrf in the same direction of spin. The second one is
rotating in another direction which is the opposite direction of spin. So the first one can
be set on resonance or near resonance with the spin. And the second one is off-resonance
about 2ω0.
Rotating frame. For the motion of a single nuclear spin in a static magnetic field
and a rotating magnetic field, it is easy to use rotating frame rather than lab frame. A







Substitution of |ψ〉 in i~d|ψ〉
dt













~ (ω0 − ωrf )σz −
1
2
~ω1 [cosφσx + sinφσy] . (2.16)
This is the interaction of the n nuclear spins with the RF field of intensity B1, ωrf is
the rotation frequency of the RF field in the x− y plane, where φ is the phase.

















2.3 Measurement in NMR system
Projection measurements are not possible in an NMR system. In a liquid NMR system,
instead of one molecule, a quantum register is defined by the ensemble of many identical
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molecules, and the measured result is the average of the ensemble. More specifically, the
measurable physical quantity in the NMR system is the transverse magnetization vector of
the sample, that is the magnetization vector in the x̂− ŷ plane. Because of the precession
of the transverse magnetization vector around the axis ẑ, the axis induces a current in
the coil in the x̂− ŷ plane. Since the sample system will eventually return to the thermal
equilibrium state, the transverse magnetization vector will eventually reduce to zero, and
the induced current in the coil will finally become zero, so this signal is called free induction
decay signal (FID). In this process, the interaction between the coil and any nuclear spin
is very weak, so the effect of the coil on the nuclear spin quantum state can be ignored.
Assuming that the density matrix of the state to be detected is ρ, the free-induced decay
signal can be written as [75]









If we do not consider the attenuation of the signal and a proportional factor related to
the number of ensemble molecules, nuclear magnetic moment and other factors, the above
equation can be written as:









Take the Fourier transform of S(t), we get the NMR spectrum and information about
the quantum state ρ.
Now let us look at the form of S(t) and the information that can be derived from
systems of one qubit and two qubits, respectively. Typically, the definition of a qubit
in an NMR system and the quantum operations are carried out in a logical coordinate
system (multi-rotation coordinate system). But we are going to use laboratory coordinates,
which means that ρ and the Hamiltonian H are both forms in laboratory coordinates.
Since the phase difference between the laboratory coordinate system and the multi-rotation
coordinate system is known, the quantum state in the logical coordinate system can be
obtained by the coordinate system transformation after obtaining ρ. For one qubit system,
H = −~ω0Iz = −~ω0σz/2, and its FID signal is:
S (t) = Tr
(








ρeiω0t (σx − iσy)
) (2.20)
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Apply Fourier transform to the above signal, a peak will be obtained at the frequency
ω0/2π, and the amplitude of the peak will be determined by Tr(ρ (σx − iσy)), that is, the
expected value 〈σx〉 = Tr (ρσx) and 〈σy〉 = Tr (ρσy), can be obtained from the real part
and the imaginary part of the peak,respectively. You can also measure it by applying a
π/2 rotation pulse in x̂ direction or ŷ direction to ρ, and then you can measure it, and you





(I + αxσx + αyσy + αzσz) (2.21)
where αx = 〈σx〉 , αy = 〈σy〉 , αz = 〈σz〉.
Similar to the single qubit case, the two-qubit density matrix can be expanded into
Pauli matrix and the expansion coefficient can be obtained from the spectrum of the
FID signal after Fourier transform. In this way, the coefficients of each Pauli matrix
expansion term can be extracted from the spectra obtained from each measurement by
making multiple measurements of the system and applying a certain reading pulse before
each measurement, and then the two-qubit density matrix can be reconstructed. One
aspect that is more complicated than the single-qubit case is that a single-bit density
matrix can be reconstructed by only two experiments (directly observing ρ and observing
ρ after adding a read pulse), and the reconstruction of the two-qubit density matrix requires
more experiments. The same principle applies to density matrix reconstruction of more
qubits, which will not be repeated here.
2.4 Advantages and disadvantages
NMR quantum computing has certain limitations. For example, it is ensemble quantum
computing, using pseudo-pure state rather than a true pure state. Moreover, due to the
limited frequency resolution, NMR does not have good scalability. However, the NMR
system is still indispensable to experimental quantum computing in the study.
NMR is a demonstration and experimental platform for many quantum algorithms.
Researchers have verified many basic theories of quantum information and quantum com-
puting. In addition, many technologies developed in NMR quantum computing have, such
as spin-echo technology and dynamical decoupling, been adopted in many other experimen-
tal systems. In the following chapters, we will introduce specific experiments of quantum
simulation using NMR quantum computing system.
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Figure 2.2: Schematic of a standard NMR system. The magnet and the console are main
parts of the whole system. The magnet is superconducting magnet and console has the
electronics devices to control the spectrometer. The liquid sample is inserted into the
central of the magnet, where it is surrounded by coils which we call probe. And radio
frequency(RF) pulse can be applied in the probe to control the spins.
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Figure 2.3: Energy diagram of a single spin-1/2.
Figure 2.4: Precession of a spin-1/2 particle in a static magnetic field.
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Figure 2.5: Energy level diagram. dashed lines for two uncoupled spins, and solid lines for










Scheme for eliminating the
synthesizer phase noise
In this chapter, Ramsey experiment will be firstly reviewed. Then, the effect of phase noise
in Ramsey experiment will be presented. To suppress synthesizer phase noise in Ramsey
experiment, we proposed two methods in this thesis, which use two antennas for control and
detection and one antenna for control and detection, respectively. The proposal uses two
single-spin systems in opposite static magnetic fields, and the two spins can experience
the phase noise in opposite ways. Therefore, the phase noise can be either canceled or
separated from the effect of the environmental field. Finally, Hahn echo experiment and
stimulated echo experiment will be briefly reviewed. And our proposed methods can be
extended to the Hahn echo and the stimulated echo sequences.
3.1 Ramsey experiment
The double-pulse experiment shown in Figure. 3.1 is known as a Ramsey interference
experiment [76]. In NMR, there are two π/2 pulse and a time delay t in the middle of two
pulses to form a Ramsey experiment. Normally Ramsey experiment is described in the
rotating frame of radio frequency. The first π/2 pulse rotates the qubit into x − y plane,
then precession of qubit about ẑ for time t. Finally the second π/2 pulse rotates the qubit
back to ẑ.
For single qubit, the final state will not depend on time t, if the qubit is on resonance
with the RF field. If the RF field and the qubit precession are not on resonance with offset
δω, a beating pattern will display as a function of δωt, which is called Ramsey fringes.
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Figure 3.1: Ramsey sequence contains two π/2 pulses the time t are same value.
For coupled qubits, the information of coupling strengths can be analyzed if we have
the beating pattern which is the basis for the two-dimensional correlation spectroscopy.
3.2 Synthesizer noise in Ramsey experiment
In section 3.1 we introduced Ramsey experiment. In this section, the phase noise will be
counted in Ramsey experiment. We will take a close look at how the synthesizer phase
noise affects the Ramsey experiment.
The internal Hamiltonian and the control Hamiltonian of a single spin-half system in
a static magnetic field with strength B0 can be written as








where ω0 is the spin’s Zeeman frequency in a magnetic field B0, environmental field Bα
will induce an equivalent frequency which is denoted as ωα, which is to be detected. Ω is
the amplitude of the control microwave pulse. φcon +φ(t) is the phase of the control pulse,
where φcon is a well-controlled term and φ(t) is the synthesizer phase noise term.
Equation (3.1) can be simplified in a rotating frame. As the coherence of a spin is usually
measured relative to the reference frame provided by the synthesizer, it is convenient to
choose the synthesizer frequency, ω0 + ωn(t) with ωn(t) ≡ φ̇(t), as the frequency of the
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rotating frame to work in. In this rotating frame and after rotating wave approximation,
Eq. (3.1) can be expressed as,











The above equations indicate that the impacts on the spin dynamics from the environmen-
tal field Bα and the synthesizer phase noise have equal weight. So it is hard to separate
ωα from ωn.
Next, we discuss what happens if the Ramsey sequence is used to detect environmen-
tal field Bα. The Ramsey experiment is widely used in quantum metrology. A Ramsey
sequence usually contains two π/2 rotation pulses (see Figure. 3.2). A spin polarization
along z-axis can be rotated to the xy-plane of the Bloch sphere by the first pulse, where the
spin precesses if a frequency offset in the rotating frame exists. After a period, a phase θ is
accumulated in the xy-plane, and a second pulse rotates the spin back to the z direction for
detection. The amount of the polarization that is restored back to z-axis is proportional
to cos(θ) if the two pulses have the same phase. Therefore, by detecting the z direction
polarization, θ can be derived and hence the offset frequency. If this offset frequency is
caused by an environmental field Bα, then Bα can be detected this way. However, from
Eq. (3.2), the synthesizer phase noise causes an additional unwanted frequency offset, −ωn.
The Ramsey experiment detects the phase accumulated by the offset frequency ωα − ωn
instead of ωα. Therefore, the synthesizer noise can cause an error in the measurement of
the environmental field strength.
3.3 Methods to suppress synthesizer phase noise
In this section, we proposed two methods to suppress synthesizer phase noise. They are
two-antenna method and one-antenna method. In the following, the methods will be
introduced in detail.
The key of the scheme stated here is an observation that the control pulse as in Eq.
(3.1) has both components that co-rotates and counter-rotates with the spin system:
Hcon = Ω cos(ω0t+ φcon + φ(t))
σx
2





Figure 3.2: The two-pulse Ramsey sequence. It can be used to detect an offset magnetic
field Bα in the environment. However, the synthesizer phase noise effectively adds a noise
term Bn. In a Ramsey experiment, the initial state is the thermal equilibrium state σz
and the final state after the second π/2 rotation is cos(θα− θn)σz + sin(θα− θn)σy (the two
rotations are assumed to be along y-axis). The second π/2 rotation is used to restore the
spin polarization to z-axis for detection. Here θα and θn are the phases induced by Bα and
the synthesizer noise, respectively. These two phases acquired by the spin are difficult to
separate.
where i is the unit imaginary number. When a spin system has Zeeman frequency ω0,
the co-rotating term exp(−i(ω0t + φcon + φ(t))) is used for controlling it. Because of
rotating wave approximation, the exp(i(ω0t+ φcon + φ(t))) term can be neglected. If there
exists a spin system with Zeeman frequency −ω0, it can be controlled by Hcon due to the
exp(i(ω0t+ φcon + φ(t))) term.
In the following, we show that the synthesizer phase noise affects such two systems in
opposite ways, which can be used to eliminate the noise effect.
For simplicity, we neglect the second pulse in the Ramsey sequence and assume the
xy-polarization detection (see Figure. 3.3).
Here, we discuss two different configurations, which utilize two antennas (Figure. 3.4(a))
and one antenna (Figure. 3.4(b)), respectively. Suppose there are two single-spin systems
in two static magnetic fields with opposite directions and they are exposed to the same
environmental field Bα (see Figure. 3.4).
In the two-antenna configuration, the two spins are controlled and detected by the two
antennas separately, while by a single antenna in the one-antenna configuration. It should
be mentioned that the two-antenna configuration can be applied with different detection
techniques. Although xy-plane measurement is mostly used in magnetic resonance systems,
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Figure 3.3: Ramsey sequence when spin polarizations in xy-plane can be detected. The
second π/2 rotation as in Figure. 3.2 can be neglected.
similar conclusions can be obtained for other systems with z direction measurement. How-
ever, as will be discussed below, the one-antenna configuration needs quadrature detection
and thus is less general and more restricted to magnetic resonance systems.
In both the two-antenna and one-antenna configurations, the two spins are controlled
using the same synthesizer source with the control Hamiltonian in Eq. (3.3). The internal




and H2 = (−ω0 +ωα)σz2 , respectively. With the rotating wave approximation,
the exp(−i(ω0t+ φcon + φ(t)))σx2 and exp(i(ω0t+ φcon + φ(t)))
σx
2
terms in Hcon are used to
control system 1 and system 2 separately.
3.3.1 Two-antenna method
First, we analyse the dynamics of the two systems in the two-antenna configuration.
For system 1, in the rotating frame, U1 = exp(−i(ω0 + ωn)tσz2 ), the effective total
Hamiltonian is
H̃ tot1 = U
†
1(H1 +Hcon)U1 − (ω0 + ωn)
σz
2










The π/2 rotation pulse can be expressed as R1(π/2) = exp(−iπ4σ), where σ = cos(φcon)σx+
sin(φcon)σy.
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Therefore, in a Ramsey experiment, the state evolution is as follows: the spin starts
in the thermal equilibrium state σz; after R1(π/2), the state is sin(φcon)σx − cos(φcon)σy;
after a free evolution the state becomes
ρt1 = sin(φcon + θ1)σx − cos(φcon + θ1)σy, (3.5)
where θ1 =
∫
(−ωn + ωα)dt = −θn + θα. As expected, both Bα and the synthesizer phase
noise contribute to the accumulated phase θ1 during the free evolution.
For system 2, in the rotating frame, U2 = exp(i(ω0 +ωn)t
σz
2
), the effective total Hamil-
tonian is
H̃ tot2 = U
†
2(H2 +Hcon)U2 + (ω0 + ωn)
σz
2















1 , one major difference is the sign in front of ωn.
We can expect a different effect of the phase noise here. The state evolves as follows:
the spin starts in its thermal equilibrium state −σz; after R2(π/2), the state is sin(φcon)σx+
cos(φcon)σy; after a free evolution of a duration t the state becomes
ρt2 = sin(φcon − θ2)σx + cos(φcon − θ2)σy, (3.7)
where θ2 =
∫
(ωn + ωα)dt = θn + θα.





be easily measured in their rotating frames separately. By averaging θ1 and θ2, the phase
accumulated due to the phase noise, θn, is canceled, while the phase induced by Bα, θα,
remains. Therefore, Bα can be measured accurately.
In the above analysis, we assume the two systems are controlled using the same synthe-
sizer source but the detection of the two systems happens separately in their own rotating
frames. In other words, the two systems are controlled and detected by two separate anten-
nas, which are connected to the same synthesizer (see Figure. 3.4(a)). In this configuration,
components and lines are needed for separating the synthesizer signal and connecting to
the two antennas. Therefore, special attention should be paid to the symmetric design to
avoid inducing an additional difference between the two systems.
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Figure 3.4: The two-antenna configuration (a), and one-antenna configuration (b) of the
proposed scheme. Here multi-round coils are used to represent antennas. Two single-spin
systems are placed in two opposite static magnetic fields, B0 and −B0. They are controlled




In the one-antenna configuration (Figure. 3.4(b)), the control of the two systems is the
same as in the two-antenna configuration, while the detection is different. The single
antenna detects the sum of the signals from the two spins. Therefore, we cannot treat the
signals of the two spins in their rotating frames separately during detection. Both states
ρt1 and ρ
t
2 should be transferred back to the lab frame and summed up. In the lab frame,
ρt1 → ρt1,L = sin(φcon + θα + ωot)σx − cos(φcon + θα + ωot)σy,
ρt2 → ρt2,L = sin(φcon − θα + ωot)σx + cos(φcon − θα + ωot)σy. (3.8)
It is not surprising that the phase noise term θn does not appear in states ρ
t
1,L and
ρt2,L, as the phase noise is associated with the reference rotating frames which are provided
by the synthesizer. Assuming the single antenna detects the x-polarization, the detected
signal Sx is
Sx = A(sin(φcon + θα + ω0t) + sin(φcon − θα + ω0t)) = 2A sin(φcon + ω0t) cos(θα). (3.9)
Here, A is an amplitude determined by the signal receiver and other hardware components.
Without loss of generality, we can assume A = 1.
In realistic conditions, collecting high-frequency signals is demanding. Therefore, a
signal such as in Eq. (3.9), before recording, needs to be mixed with the synthesizer
signal for demodulation to get a signal with a lower frequency. Demodulation includes
multiplication of the detected signal with the synthesizer signal followed by a low pass
filter.
In NMR systems usually quadrature detection is used: the spin signal is split into two
paths where 0 and π/2 phase-shifted synthesizer signals are multiplied. In a case with a
single spin frequency in an antenna, the two signals generated by the two multiplications,
after a low pass filter, corresponding to the x and y polarizations (or real and imaginary
parts) of the spin in its rotating frame, respectively. This is how detection can be done
in the two-antenna configuration case in NMR systems. However, in the one-antenna
configuration, we have ω0 and −ω0 spin frequencies in a single antenna, thus the two
signals from quadrature detection do not correspond to the x or y polarizations of either
the spins in their rotating frames. But we keep using ’real’ and ’imaginary’ to call the two
signals. As analyzed above, demodulation of Sx is as follows:
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(1) Real part of the signal:
Sx ∗ cos(ω0t+ θn) = 2 sin(φcon + ωot) cos(θα) cos(ω0t+ θn)
= cos(θα)[sin(φcon + 2ω0t+ θn) + sin(φcon − θn)]
low pass filter−−−−−−−−→ cos(θα) sin(φcon − θn). (3.10)
(2) Imaginary part of the signal:
Sx ∗ sin(ω0t+ θn) = 2 sin(φcon + ωot) cos(θα) sin(ω0t+ θn)
= − cos(θα)[cos(φcon + 2ω0t+ θn)− cos(φcon − θn)]
low pass filter−−−−−−−−→ cos(θα) cos(φcon − θn). (3.11)
From Eqs. (3.10) and (3.11), we can see that demodulation introduces the phase noise
again. Although the noise term θn exists in the final collected signals, different from the
case with only one spin system, the environment information θα can be derived from the
amplitude instead of the phase of the signals and thus will not be affected by the synthesizer
phase noise.
As analyzed above, both in the two-antenna and one-antenna configurations, the noise
term θn can be removed from the measurement of the environment term θα and thus the
sensing accuracy can be improved. Besides, the application of one-antenna configuration is
general. Although thermal equilibrium states are used as the initial states in the analysis, if
the two spins are initialized in their ground states, the conclusion remains the same. And if
the detection is along z-direction, the only change needed for the one-antenna configuration
to work is to include the second π/2 pulse in the Ramsey sequence.
3.4 Hahn echo sequence and stimulated echo sequence
In this section, Hahn echo sequence and stimulated echo sequence will be introduced and
how to use methods proposed in section 3.3 will be discussed.
3.4.1 Hahn echo sequence
In 1950 Ewrin Hahn first detected the echoes in NMR system. As shown in Figure.3.5,
Hahn echo sequence contains two pulses the first pulse is a π/2 rotation pulse and the
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second pulse was also π/2 rotation pulse in the first paper of Hahn, and it was further
developed by Carr and Purcell who changed the π/2 pulse to a π pulse. The first π/2 is
used to rotate the state into x − y plane from ẑ axis. After a time t evolution the signal
will decay because of the inhomogeneities of the magnetic field. The second pulse π is
applied to flip the spins. And during another time t the spins refocusing and an echo can
be observed at time 2t.
Figure 3.5: Hahn echo is similar to Ramsey sequence. But the second π/2 pulse is replaced
by a π pulse, so Hahn echo contains one π/2 pulse and one refocusing π pulse.
3.4.2 Stimulated echo sequence
A basic pulse sequence used to generate an stimulated echo (STE) sequence is shown in
Figure.3.6. Note the terminology switch to t for the first and third intervals and T for the
middle interval. The combination of the first and third intervals is referred to as the echo
time because this is the time that the spins are in the x− y plane. Spin in x direction will
continue to refocus to form the spin echo. The third π/2 pulse will flip the magnetization
vector to y direction after time t there will be an STE along −y.
The first π/2 pulse rotates the spin into x− y plane, and after time t spins dephase in
the x− y plane totally. The second π/2 pulse does not affect the spin along x direction, it
will flip spin in y direction into z direction.
A magnetic field gradient in the first interval is used to ensure dephasing of the spins
after the first pulse. This dephasing must be refocused with a magnetic field gradient in
the third interval. Note the orientation of the gradient in the third interval; it is in the
same direction as the first interval because the direction of the spins has been reversed by
the rf pulses (see Figure. 2). Although a constant magnetic field gradient (a poor shim)
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Figure 3.6: Stimulated echo contains three π/2 pulse, t and T are different value.
Figure 3.7: Hahn echo sequence.The initial state of a Hahn echo experiment is usually the
thermal equilibrium state. Here, we assume the environment offset field Bα is not present
after the π refocusing pulse.
also would be effective in dephasing the spins during t, it also will lead to corresponding
effects of magnetic field inhomogeneity in the echo and hence in the spectrum or image.
The magnetic field gradient in the second interval will eliminate the formation of the
first spin echo, and hence also the second spin echo. (The first spin echo will form, however,
in the specific case where the gradient in the middle interval is put before the time of the
formation of the spin echo and matches a gradient that might be present in the first
interval.) Similarly, the magnetic field gradient in the third interval will eliminate the
formation of the third spin echo, because the spins associated with this echo have not
experienced the first magnetic field gradient and therefore will not refocus.
3.4.3 Extending to Hahn echo and Stimulated echo sequence
Sometimes the Hahn echo sequence (Figure. 3.7) and the stimulated echo sequence (Figure.
3.8) are needed in a sensing process, for example, to cancel a static field inhomogeneity.
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Figure 3.8: Stimulated echo sequence. The initial state of a stimulated echo experiment is
usually the thermal equilibrium state. Here, we assume the environment offset field Bα is
not present after the third π/2 pulse.
It can be proven that the scheme discussed above in Ramsey experiments can be easily
extended to the two experiments. However, it should be mentioned that the environmental
field Bα should not appear during the whole sequence for either the Hahn echo or stimulated
echo experiments.
In the Hahn echo experiment, if Bα exists both before and after the π refocusing pulse,
part of the accumulated phase induced by Bα can be canceled by the refocusing pulse. In
the extreme case where Bα is constant, the phase θα will be 0 at the time the echo forms.
In the stimulated echo experiment, the phase noise and the environmental field between
the second and third pulses do not affect the spin signals as the spin polarization is mainly
stored along z direction between the two pulses. Similar to the Hahn echo experiment, if
Bα exists after the third pulse, the accumulated phases from Bα’s effect before the second
pulse and after the third pulse can cancel partly. If Bα is constant, the phase θα is also
zero when the echo forms.
Therefore, we conclude that, for good sensitivity, it is better to avoid Bα after the
refocusing pulse in a Hahn echo experiment and after the third pulse in a stimulated echo
experiment (see Figures. 3.7 and 3.8). Under such an assumption, the analysis of the
proposed scheme in the two experiments is exactly the same as in the Ramsey experiment.
With the two-coil configuration, the phase noise can be canceled completely. With the one-
coil configuration, the effect of Bα is encoded in the signal amplitude and thus separated




In this chapter, experiments on NMR system will be introduced in detail. First, the
preparation of the experiment in NMR system is introduced. Then, the data analysis of
two sets of experiments is discussed. In detail, the proposed one-antenna configuration
of the Ramsey experiment using the two-spin NMR system and one-spin NMR system is
analyzed.
4.1 Experiment preparation
We demonstrated the proposed one-antenna configuration of the Ramsey experiment using
a two-spin NMR system, 13C labeled Chloroform, on a 400 MHz Bruker spectrometer. The
molecule structure and Hamiltonian parameters are illustrated in Figure. 4.1.
In our real NMR experiment, we use the energy splitting by the J-coupling between
13C and 1H to simulate the energy difference caused by the two opposite static magnetic
fields required by the scheme. In other words, the two frequencies of 1H separated by
the J-coupling 215.2 Hz are used to simulate the two frequencies of two spins in opposite
magnetic fields B0 and −B0 with ω0 = 107.6 Hz.
We collect the free induction decay (FID) data in 1H’s rotating frame, which contains
the ω0 and −ω0 frequencies. Therefore, the 1H’s rotating frame is used to simulate the lab
frame in the proposed scheme.




Figure 4.1: Chloroform molecule structure. The 13C and 1H are spin-half nuclei. Their
chemical shifts and J-coupling constant are listed as the diagonal and off-diagonal elements
in the table. The topmost panel shows a thermal spectrum of 1H, where the two peaks
associate with the two Zeeman eigenstates, spin-up and spin-down, of 13C in a magnetic
field.
Random phase noise is injected to a perfect cosine signal to simulate the synthesizer
signal with phase noise. Random Gaussian noise is used here, which is generated using the
method discussed in [77]. The noise power spectrum used for noise generation is shown in
Figure.4.2. The generated synthesizer signal is used for demodulating the collected FID
signals.
4.2 Data analysis
In the following, two sets of experiments using chloroform will be introduced and the data
analysis will be discussed. The first set of the experiments is implemented in the absence of
the offset field B. And the second set of experiments are implemented in the case that the
offset field B exists. In order to demonstrate the advantage of the proposed two-spin scheme
in canceling the synthesizer phase noise, each set of experiments includes two experiments:
one is simulating a two-spin system in the opposite fields and for comparison, the other is
simulating a one-spin system.
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Figure 4.2: The noise power density spectrum used for noise generation.
4.2.1 Experiments without Bα
As mentioned above, the H rotating frame is used to simulate the lab frame of the proposed
scheme. Figure 4.3 shows the FID of the simulated two-spin and one-spin systems in the
H rotating frame. The Fourier transform spectra of the FIDs are shown in Figure. 4.4.
Figure 4.4(a) shows the two peaks of±ω0, which are the two frequencies of the simulated
two spins in the opposite fields. As a comparison, Figure. 4.4(b) only shows the peak of ω0,
which is the frequency of the simulated one-spin system. These two spectra are obtained
after the first π/2 rotation pulse in the Ramsey experiment. Here we choose φcon = π/2.
To get the second spectrum, the π/2 pulse is selective to only the frequency ω0.
Their FID signals after demodulation using the perfect synthesizer signal are shown in
Figure.4.5(a) and (b) respectively. It is not strange that the two FID signals have similar
shapes, because the detection is chosen to be along x direction where the co-rotating and
counter-rotating spins both have the same polarization when there is no offset field Bα,




2,L in Eq. (3.8). However,
the amplitude of the demodulated FID signal of the two-spin system is twice that of the
one-spin system as expected.
When the synthesizer signal has noise, the demodulated FID signals are shown in
Figure.4.6. It is not strange that the real and imaginary parts of both experiments are noisy,
as the injected noise to the synthesizer signal is phase noise. Figure.4.7 shows the Fourier
transform of the FIDs in Figure.4.6. Apart from the major peaks at the zero frequency,
there are small peaks from the noise. The major peaks have zero frequencies because of
the fact that there is no offset field. The injected noise has a zero statistical mean, which
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Figure 4.3: FID in the H rotating frame. Blue line represents the real part of FID and
the red line is the imaginary part of FID. As shown in the two Figures the real parts are
similar but the imaginary part seems cancel out for two-spin system as can be explained
by Eq. (3.8).
Figure 4.4: Experimental frequency spectra. No offset field is present. (a) is the spectrum
of the experiment where two spins in two magnetic fields with ±ω0 = ±107.6 Hz are
simulated. (b) is the spectrum of the experiment where one spin in one magnetic field with
ω0 = 107.6 Hz is simulated for comparison with (a).
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Figure 4.5: Experimental FID after demodulation with perfect synthesizer signal. No
offset field is present. (a) and (b) are the demodulated FID signals of Figure.4.3(a) and
Figure.4.3(b), respectively. The numerically generated perfect synthesizer signal cos(ω0t)
is used for demodulation. In (a) and (b), the real, imaginary and absolute signals of the
demodulated FIDs are in blue, red and green, respectively. The real and absolute signals
overlap a lot due to the small imaginary signals. Both the FIDs decay due to the T ∗2 .
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Figure 4.6: Experimental FID after demodulation with noisy synthesizer signal. No off-
set field is present. (a) and (b) are the demodulated FID signals of Figure.4.3(a) and
Figure.4.3(b), respectively. The numerically generated perfect synthesizer signal cos(ω0t),
with injected phase noise (Figure. 4.2), is used for demodulation. In (a) and (b), the
real, imaginary and absolute signals of the demodulated FIDs are in blue, red and green,
respectively. The real and imaginary signals of both the two spectra are very noisy because
of the phase noise of the synthesizer signal. Both the FIDs decay due to the T ∗2 .
is the usual case in real situations. Therefore, if permitted, averaging signals can reduce
the effect of the noise. Figure.4.8 illustrates the average FIDs over 500 processings after
demodulation with phase noise. There is signal loss due to averaging, but the noise is
averaged to almost zero. The Fourier transform of the average FIDs shows clearly a single
peak in both the two experiments, as shown in Figure.4.9. This means averaging is a good
way for canceling noise if many copies of signal can be collected.
4.2.2 Experiments with Bα
Next, we simulate the effect of Bα to the two-spin and one-spin systems by setting an offset
frequency ωα to
1H’s rotating frame when collecting FID data.
The FIDs in the H rotating frame of the two-spin and one-spin experiments are shown
in Figure.4.10. In the two-spin experiment, apart from the real and imaginary parts, the
amplitude of the signal oscillates, while in the one-spin experiment only real and imaginary
parts of the signal oscillate. The Fourier transform spectra in Figure.4.11 shows the two
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Figure 4.7: The Fourier transform spectra of the FIDs after demodulation with phase noise
as in Figure. 4.6. The major peaks are at zero frequency because that there is no offset
field.
Figure 4.8: Average FIDs over 500 processings after demodulation with phase noise. (There
is signal loss due to averaging, but the noise is averaged to almost zero.)
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Figure 4.9: The Fourier transform spectra of the average FIDs as shown in Figure. 4.8.
frequencies in the two-spin experiment and one frequency in the one-spin experiment.
Figures 4.12(a) and (b) illustrate the FID signals after demodulation with the perfect
synthesizer signal. It is clear that ωα manifests in the two-spin system as a modulation on
the amplitude as derived from Eqs. (3.10) and (3.11), while as a phase modulation in the
one-spin system.
When the synthesizer signal with phase noise is used for demodulation, as shown in
Figures. 4.12(c) and (d), the phase noise does not affect the ωα amplitude modulation
but interferes with the ωα phase modulation seriously. Thus the advantage of the two-spin
system in detecting Bα is very clear. In presence of the phase noise, it is very difficult
to extract ωα from the phase modulation of the one-spin system, but ωα can be obtained
from the amplitude modulation of the two-spin system easily.
However, as shown in Figures. 4.14 and 4.15, averaging and Fourier transform are
helpful in the case of zero-mean random noise for finding a constant offset frequency (Bα
field). But in cases where data is not enough for a high resolution Fourier transform, the
signal in time domain becomes very important. And if averaging cannot be implemented,
the amplitude information in the two-spin scheme is very useful.
In summary, in the presence of the synthesizer noise, it is very difficult to separate the
effect of the offset magnetic field and the synthesizer noise, both of which are encoded in
the phase information of the detected NMR signal after a Ramsey experiment. By using
two single-qubit systems in two opposite magnetic fields, controlling and detecting using a
same coil, the information of the offset magnetic field is encoded in the amplitude of the
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Figure 4.10: The FIDs in the H rotating frame of the two-spin and one-spin experiments
when there is an offset field. Absolute, real and imaginary values are in green, blue and
red, respectively. In the two-spin experiment, the amplitude of the signal oscillates, while
in the one-spin experiment only real and imaginary parts of the signal oscillate. Those
oscillations are around the frequency ω0.
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Figure 4.11: The Fourier transform spectra of the FIDs in Figure. 4.11. (a) is the spectrum
of the experiment where two spins in two magnetic fields with ±ω0 = ±107.6 Hz are
simulated but the frequency shift to positive side compare to Figure. 4.4 (a). (b) is the
spectrum of the experiment where one spin in one magnetic field with ω0 = 107.6 Hz but
also shift to the positive side compare to Figure. 4.4 (b)is simulated for comparison with
(a).
38










































































Figure 4.12: Experimental FID after demodulation in presence of an offset field Bα with
ωα = 10 Hz. (a) and (c) are the FIDs from the experiment where two spins in two magnetic
fields with ±ω0 = ±107.6 Hz are simulated. (b) and (d) are the FIDs from the experiment
where one spin in one magnetic field with ω0 = 107.6 Hz is simulated for comparison. (a)
and (b) are demodulated using the perfect synthesizer signal cos(ω0t). (c) and (d) are
demodulated using the synthesizer signal with injected phase noise, cos(ω0t + φ(t)). The
real, imaginary and absolute signals of the demodulated FIDs are in blue, red and green,
respectively. In (a), the absolute signal oscillates as | cos(θα)|. In (c), although there is
phase noise in demodulation, this oscillation remains. In (b), the real and imaginary signals
oscillate as cos(θα) and sin(θα). After introduction of the phase noise, the oscillations are
concealed by the noise as shown in (d).
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Figure 4.13: The Fourier transform spectra of the FIDs in Figure.4.12(c,d). The major
peaks at ±10Hz come from the offset field, and the noisy small peaks come from the
synthesizer phase noise.
Figure 4.14: The average of 500 copies of the FIDs after demodulation with phase noise.
(There is signal loss due to averaging, but the noise is averaged to almost zero.)
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Figure 4.15: The Fourier transform spectra of the average FIDs as shown in Figure. 4.14.
The noise disappears and only the major peaks remain. The major peaks have a frequency
of ±ω0.
detected NMR signal. Therefore, it is separated from the effect of the synthesizer noise,




Ramsey fringe experiments can be used to measure an offset magnetic field in the envi-
ronment. However, it is very difficult to separate the effect of the environmental magnetic
field and the synthesizer phase noise, of which both are encoded in the phase information
of the detected spin signal if a one-spin system is used. We proposed to use two single-
spin systems in opposite magnetic fields to detect the environmental field. The two spins
are controlled using the same synthesizer signal. They can be controlled by two antennas
(two-antenna configuration) or by the same antenna (one-antenna configuration). The syn-
thesizer phase noise affects the two spins oppositely. In the two-antenna configuration, the
phase noise of the two spins can cancel each other and the net effect of the environmental
field can be detected. In the one-antenna configuration, the effects of the environmental
field and the phase noise are encoded in the amplitude and phase of the detected signal
separately. Therefore, the environmental field can also be detected accurately.
There are potential challenges in both the two configurations. As we discussed above,
the two-antenna configuration needs additional components to split the synthesizer signal
to the two antennas. The transmission line should be designed to be symmetric carefully
so that there is no additional difference between the two spins to avoid reducing accuracy.
Although the one-antenna configuration has no risk of inducing additional errors, the tech-
nical challenge is more severe, i.e., how to realize two opposite magnetic fields within the
range of a single antenna. The field cannot be too weak, otherwise, the rotation wave
approximation will fail and thus this method may fail. Besides, the one-antenna configu-
ration utilizes the quadrature detection technique and thus has a less general application
than the two-antenna configuration.
In spite of the technical challenges, the proposed scheme is still very attractive for
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improving accuracy in quantum sensing as the synthesizer phase noise has become an
important issue because of high qubit qualities and demands for miniaturization of quantum
devices. Although this work utilizes an NMR system for demonstration, the basic idea of
the scheme, using two spins in opposite static magnetic fields, can also be applied to
other quantum platforms where the Zeeman interaction dominates the Hamiltonian, and
a synthesizer and thus the synthesizer phase noise is present.
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