Abstract. We characterize the combinatorial structure of conditionally-i.i.d. sequences of negative binomial processes with a common beta process base measure. In Bayesian nonparametric applications, the negative binomial process is a model for random multisets of a measurable space. Previous work has characterized random subsets arising from conditionally-i.i.d. sequences of Bernoulli processes with beta process base measures, whose combinatorial structure is described by the Indian buffet process. Our results give a count analogue to the Indian buffet process, distinct from that purposed by Titsias [Tit07], which we call the negative binomial Indian buffet process.
Introduction
The focus of this article is on exchangeable sequences of random multisets of a measurable space and their de Finetti (mixing) measures. Let Ω be a complete separable metric space equipped with its Borel σ-algebra A, and let Z + := {0, 1, 2, . . . } denote the non-negative integers. It is convenient to represent a random multiset of (Ω, A) by a point process ξ on Ω, i.e., a Z + -valued random measure. In particular, because (Ω, A) is Borel, we may write ξ = k≤κ δ γ k for some random elements κ in Z + := Z + ∪ {∞} and (not necessarily distinct) γ 1 , γ 2 , . . . in Ω.
1 We will take ξ to represent the multiset of unique elements γ k and their corresponding multiplicities ξ{γ k }. Note that ξ is simple, i.e., has unit-valued atomic masses, if and only if the γ k with k ≤ κ are a.s. distinct, in which case ξ can be taken to represent a subset of Ω. Simple point processes, such as Poisson (point) processes, can therefore serve as models for random subsets in Bayesian nonparametric applications, e.g., latent feature models (a.k.a. combinatorial clustering). Such works have recently focused on the Indian buffet process (IBP) [GG05, GG06] and its relationship to beta and Bernoulli processes [Hjo90, TJ07] . Analogously, we develop our models for random multisets by studying the beta negative binomial process [BMPJ11, ZHDC12] to reveal a count analogue of the IBP. In the remainder of the introduction, we outline our main results. We delay formal definitions and reviews of related work until Section 2.
1.1. Constructing the beta negative binomial process. Let c > 0, let B 0 be a non-atomic, finite measure on Ω, and let Π be a Poisson process on Ω × (0, 1) with intensity (ds, dp) → cp −1 (1 − p) c−1 dp B 0 (ds).
As this intensity measure is merely σ-finite and not finite, Π will have an infinite number of atoms a.s., and so we may write Π = ∞ j=1 δ (γj ,bj ) for some a.s. unique random elements b 1 , b 2 , . . . in (0, 1) and γ 1 , γ 2 , . . . in Ω. From Π, we may construct the random measure
which is the so-called ordinary component of a (homogeneous) beta process [Hjo90] . The construction of B ensures that the random variables B(A 1 ), . . . , B(A k ) are independent for every finite, disjoint collection A 1 , . . . , A k ∈ A, and B is said to be completely random or have independent increments [Kin67] (we review completely random measures in Section 2). The conjugacy of the beta distributions with certain exponential families carries over to beta processes and randomizations by probability kernels lying in these same exponential families. The beta process is therefore a convenient choice for further randomizations, or in the language of Bayesian nonparametrics, as a prior stochastic process. In particular, our primary interest is the point process
where the random variables ζ 1 , ζ 2 , . . . are conditionally independent given B and
Here ψ(a) := Γ ′ (a)/Γ(a) denotes the digamma function, and the final term denotes the p.m.f. of the beta negative binomial distribution, i.e., we write Z ∼ beta-NB(r, α, β) for r, α, β > 0, if there exists a beta random variable p ∼ beta(α, β) such that Z | p ∼ NB(r, p). In Section 3, we prove the following: Theorem 1.1. Let Y be a Poisson process on (Ω, A) with finite intensity
Write Y = κ k=1 δ γ k for some random element κ in Z + and a.s. unique random elements γ 1 , γ 2 , . . . in Ω. Let (ζ j ) j∈N be a collection of i.i.d. mixed-BNB(r, c) random variables. Then
In Section 3.1, we will see exactly how the harmonic mixture distribution arises. Intuitively speaking, if we know the locations of the atoms in a beta negative binomial process, i.e., which locations have mass at least one, then the harmonic mixture distribution describes the additional mass at those atoms.
1.2. Combinatorial structure. In Section 4, we study a sequence (X n ) n∈N of point processes that, conditioned on B, are independent copies of X (i.e., independent of and identically distributed to X). Conditioned on the beta process B, the point process X is the so-called fixed component of a negative binomial process. A finitary construction for (X n ) n∈N that avoids a representation of B is straightforwardly obtained from Theorem 1.1 and previous conjugacy results between beta and negative binomial processes [BMPJ11, ZHDC12] , which we reproduce in Section 4.
Here we are interested in the combinatorial structure of the sequence (X n ) n∈N . In particular, let n ∈ N, and let H n := Z n + \ {0 n } be the set of all sequences of n non-negative integers, excluding the all-zero sequence. For every h ∈ H n , 2 Hjort [Hjo90] showed that EB = B 0 , and because B 0 is finite, we have that EB(Ω) < ∞ a.s. 3 Follows analogously to the results in [TGG07] .
let M h be the number of elements s ∈ Ω such that (∀j ≤ n) X j {s} = h(j). Let φ : (Ω, A) → (Ω, A) be a Borel automorphism on (Ω, A), i.e., a measurable permutation of Ω whose inverse is also measurable, and define the transformed processes X ′ j := X j • φ −1 , for every j ≤ n, where each atom s is repositioned to φ(s). The collection (M h ) h∈Hn is invariant to this transformation, and it is in this sense that they only capture the combinatorial structure. In Section 4, we prove the following characterization for the distribution of (M h ) h∈Hn : Theorem 1.2. The probability mass function of (M h ) h∈Hn is given by
where s(h) := j≤n h(j), for every h ∈ H n , and γ :
This result parallels previous works that characterize the Indian buffet process (IBP) as the combinatorial structure of an exchangeable sequence of Bernoulli processes directed by a beta process [GG06, GGS07, TJ07] . Analogously, the collection (M h ) h∈Hn is characterized by the following negative binomial Indian buffet process (NB-IBP), in which a sequence of customers enters an Indian buffet:
• The first customer
-returns to each dish for an additional mixed-BNB(r, c) servings, independently.
• For n ∈ N, the n + 1-st customer -takes beta-NB(r, S n,k , c + nr) servings of each previously sampled dish k; where S n,k is the total number of servings taken of dish k by the first n customers; -tries Poisson (cγ[ψ(c + nr) − ψ(c + (n − 1)r)]) new dishes; -returns to each new dish for an additional mixed-BNB(r, c + nr) servings, independently. The interpretation here is that, for every h ∈ H n , the count M h is the number of dishes k such that, for every customer j ≤ n, the entry h(j) is the number of servings j had of dish k. Then the sum s(h) in Eq. (10) is the total number of servings taken of dish k by the first n customers, and the harmonic mixture distribution describes the additional servings a customer takes of a newly tasted dish. Because the NB-IBP is the combinatorial structure of a conditionally i.i.d. process, its distribution, given in Theorem 1.2, must be invariant to every permutation of the customers. We can state this property formally as follows: Theorem 1.3 (exchangeability). Let π be a permutation of [n] := {1, . . . , n}, and, for h ∈ H n , note the composition h • π ∈ H n is given by (h • π)(j) = h(π(j)), for j ≤ n. Then
We note that the NB-IBP is not the first count analogue of the IBP, which is a claim belonging to the stochastic process introduced by Titsias [Tit07] . Zhou et al. [ZHDC12] anticipated, yet did not completely characterize, a family of count analogues of the IBP they called multi-scoop IBPs corresponding to a generalization of the beta negative binomial process where the r parameter is also random. The NB-IBP is thus a special case where r is nonrandom. We review both of these works in Section 2.3.
Preliminaries
Here we review completely random measures and formally define the negative binomial and beta negative binomial processes. We provide characterizations via Laplace functionals and conclude the section with a discussion of related works.
2.1. Completely random measures. Let M(Ω, A) denote the space of σ-finite measures on (Ω, A) equipped with the σ-algebra generated by the projection maps µ → µ(A) for all A ∈ A. A random measure ξ on (Ω, A) is a random element in M(Ω, A), and we say that ξ is completely random or has independent increments when, for every finite collection of disjoint, measurable sets A 1 , . . . , A n ∈ A, the random variables ξ(A 1 ), . . . , ξ(A n ) are independent. Here we briefly review completely random measures; for a thorough treatment, the reader should consult [Kin67] or [Kal02, Chp. 12] . Every completely random measure ξ can be written as a sum of three independent parts
called the diffuse, fixed, and ordinary components, respectively, where:
(1)ξ is a non-random, non-atomic measure; (2) A ⊆ Ω is a non-random countable set whose elements are referred to as the fixed atoms and whose masses ϑ 1 , ϑ 2 , . . . are independent random variables in R + ; (3) η is a Poisson process on Ω × (0, ∞) whose intensity Eη is σ-finite and has diffuse projections onto Ω, i.e., the measure (Eη)( · × (0, ∞)) on Ω is non-atomic.
In this article, we will only study purely-atomic completely random measures, which therefore have no diffuse component. It follows that we may characterize the law of ξ by (1) the distributions of the atomic masses in the fixed component, and (2) the intensity of the Poisson process underlying the ordinary component. We now fix some notation. Let M 0 (Ω, A) ⊂ M(Ω, A) denote the subspace of σ-finite measures whose atoms have measure less than one. The (laws of the) completely random measures we study in this article are parameterized by elements in M 0 (Ω, A), which we call base measures. For the remainder of the article, fix an element B 0 in M 0 (Ω, A) and write
for some non-atomic measure B 0 ; an countable set A ⊆ Ω; and constantsb 1 ,b 2 , . . . in (0, 1). 4 As discussed in the introduction, a convenient model for random base measures are beta processes, (classes of) completely random measures introduced by Hjort [Hjo90] . For the remainder of the article, let c : Ω → R + be a measurable function, which we call a concentration function (or parameter when it is constant).
Definition 2.1 (beta process). We say that a random measure B in M 0 (Ω, A) is a beta process with concentration function c and base measure B 0 , written B ∼ BP L (c, B 0 ), when it is purely atomic and completely random, with a fixed component given by
and an ordinary component with intensity measure (ds, dp) → c(s)p −1 (1 − p) c(s)−1 dp B 0 (ds).
This definition of the beta process generalizes the version given in the introduction to a non-homogeneous process with a fixed component. Likewise, we generalize the negative binomial process to include an ordinary component: Definition 2.2 (negative binomial process). We call a point process X on (Ω, A) a negative binomial process with parameter r > 0 and base measure B 0 , written X ∼ NBP L (r, B 0 ), when it is purely atomic and completely random; with a fixed component given by
and an ordinary component with intensity measure (ds, dp) → r δ 1 (dp) B 0 (ds).
The fixed component in this definition was given by Broderick et al.
[BMPJ11] and Zhou et al. [ZHDC12] (and by Thibaux [Thi08] for the case r = 1). Here we have additionally defined an ordinary component, following intuitions from [R]. The beta negative binomial process may be characterized as conditionally a negative binomial process, in direct analogy to its finite-dimensional counterpart: Definition 2.3 (beta negative binomial process). We call a random measure X on (Ω, A) a beta negative binomial process with parameter r > 0, concentration function c, and base measure B 0 , written
if there exists a beta process
This characterization was given in [BMPJ11] and can be seen to match a special case of the model in [ZHDC12] (see the discussion of related works in Section 2.3); in the next section, we will provide an alternative characterization via its Laplace functional.
Laplace functional.
Recall that the law of a random measure ξ on (Ω, A) is uniquely determined by its Laplace (or characteristic) functional
where ξf := f (x)ξ(dx). We may derive the Laplace functionals of the negative binomial and beta negative binomial processes with the following well-known result attributed to Campbell that characterizes the law of a Poisson process:
Theorem 2.4 (Campbell). Let Π be a Poisson process on (Ω, A) with non-atomic intensity measure µ and let f : Ω → R + be measurable. Then
The Laplace functional of the negative binomial process with parameter r > 0 and base measure B 0 is
Note that the product term (corresponding to the fixed component) is obtained from the Laplace transform of the negative binomial distribution. The Laplace functional of the (law of the) fixed component of the beta negative binomial process is easily obtained with the Laplace transform of the beta negative binomial distribution, derived in Appendix A. We focus on the ordinary component:
, and let η be the F -measurable Poisson process on Ω × (0, ∞) with intensity measure µ(ds, dp) := (Eη)(ds × dp) = c(s)p
such that
Then by the chain rule of conditional expectation and Theorem 2.4, we have
It follows that the Laplace functional of the beta negative binomial process with parameter r > 0, concentration function c, and base measure B 0 is given by
Note that the integral in the product term (corresponding to the fixed component) has an analytic solution given by the hypergeometric function, however, we leave it unevaluated to highlight its relationship to the form of the ordinary component.
2.3. Related work. The 'negative binomial process' has historically been a name reserved for stochastic processes with negative binomial finite-dimensional marginal distributions -a class into which our definition does not fall, except in trivial or degenerate cases. This class of stochastic processes has been long-studied in probability, statistics, and their applications, however, they are unrelated to those we study here, so we direct the reader to [KP09] for references. A negative binomial process without negative binomial marginals was defined by Barndorff-Nielsen & Yeo [BNY69] on Euclidean space as a conditionally Poisson process (also known as a Cox process) with a Gamma process-mixed intensity measure. Extensions to general spaces followed, for example, by Gregoire [Gre84] and Wolpert & Ickstadt [WI98] , which generally take the form of random measures on (Ω, A) that are conditionally Poisson, given a random intensity measure of the form
where Γ L is a gamma process on R + and κ is a probability kernel from Ω to R + , e.g., the Gaussian kernel. The name of this stochastic process is clearly in reference to a mixture of Poisson distributions with a gamma distribution as its mixing measure, however, the frequently-used alternative 'gamma-Poisson process' is more appropriate. A stochastic process mimicking this approach was defined by Titsias [Tit07] and may be written as the point process on (Ω, A) with
where (ϑ 1 , γ 1 ), (ϑ 2 , γ 2 ), . . . are the jumps of (the ordinary component of) a gamma process on Ω × R + . Like the beta process, the gamma process has a countably infinite number of atoms a.s., an a.s. finite number of which will be atoms in the point process X. Indeed, it is interesting to compare the Laplace functional of the law of the beta negative binomial process, given by Eq. (27), to the Laplace functional of the law of X:
The combinatorial structure of conditionally-i.i.d. copies of the point process X was characterized in [Tit07] , with an approach directly analogous to the derivation of the IBP in [GG05, GG06] (see Section 4 for comments). This was the first count extension of the IBP. Another such extension, named the multi-scoop IBP, was outlined in [ZHDC12] . The multi-scoop IBP captured the structure of conditionallyi.i.d. copies of the following point process:
conditioned on a Poisson process {(γ 1 , ϑ 1 , r 1 ), (γ 2 , ϑ 2 , r 2 ), . . . } on Ω × (0, 1) × R + with intensity measure (ds, dp, dt) → c(s)p
for some non-atomic finite measure R 0 on R + . [ZHDC12] describes only the distribution of the number of new dishes sampled by each customer. We note that in the special case when R 0 = δ r , for some r > 0, Eq. (31) is simply the (ordinary component of the) beta process, and the distribution on the number of new dishes in the multi-scoop IBP matches that in the NB-IBP.
Constructions for the beta negative binomial process
We begin with a construction for the fixed component of the beta negative binomial process, which follows straightforwardly from definitions:
Theorem 3.1. Let B 0 ∈ M 0 (Ω, A) be a purely atomic base measure with set of atoms A . Let r > 0, and let (ϑ s ) s∈A be a collection of independent random variables with
(32)
Proof. By a transfer argument, there exists a collection (q s ) s∈A of independent random variables such that, for every s ∈ A ,
then B ∼ BP L (c, B 0 ) and X | B ∼ NBP L (r, B), and the result follows.
The next result is a construction for the ordinary component of a beta negative binomial process with parameter r ∈ Z + . A generalization to non-integer r > 0 will follow in Section 3.1. The approach taken in the following construction exploits the fact that the set of atoms of a beta negative binomial process is the sum of r independent Poisson (point) processes. We write ξ ∼ PP L (B) to denote that ξ is a Poisson (point) process with σ-finite (non-atomic) intensity measure B, and we note that ξ is a.s. simple and finite. 
For every ℓ ≤ r, write Y ℓ = κ ℓ j=1 δ γ ℓ,j for some random element κ ℓ in Z + and a.s. unique random elements γ ℓ,1 , γ ℓ,2 , . . . in Ω. Put F = σ(κ ℓ , γ ℓ,1 , γ ℓ,2 , . . . : ℓ ≤ r) and, for every ℓ ≤ r, let (ζ ℓ,j ) j∈N be a collection of random variables that are conditionally independent given F , and let
Proof. Let f : Ω → R + be a measurable function. Note that (Y 1 , . . . , Y r ) are mutually independent and that ∩ ℓ≤r supp(Y ℓ ) = ∅ a.s. Then it follows from the Laplace transform of the beta negative binomial distribution, given by Eq. (98) in Appendix A, that
where, for every ℓ ≤ r,
beta(p; 1, c(s) + ℓ − 1) dp, s ∈ Ω. (42) By the chain rule of conditional expectation and Theorem 2.4, we have that
The second summation is equal to 
and that
Then Eq. (45) is equal to
c(s)−1 dp (48)
c(s)−1 dp.
Finally, note that, for any s ∈ Ω,
It follows that Eq. 
which is the Laplace functional of the law of the beta negative binomial process with parameter r and base measure B 0 , as desired.
3.1. Harmonic mixtures. In Theorem 3.2, note that the subsets Y 1 , Y 2 , . . . , Y r of Ω are a.s. distinct and that, by a Poisson process superposition argument, the sum r ℓ=1 Y ℓ is also a Poisson process. This suggests the following scheme: let L be a random element in {1, . . . , r} taking the value ℓ with probability proportional to
for some constant θ > 0, and let Z be a random element in Z + with
We say that Z is a harmonic mixture of beta negative binomial distributions, or simply has a harmonic mixture distribution, with parameters r and θ, written Z ∼ mixed-BNB(r, θ). The p.m.f. for the harmonic mixture is given by
where
Recall that the p.m.f. for the beta negative binomial distribution with parameters r, α, β > 0 is given by beta-NB(z; r, α, β) :
It follows that we may write the p.m.f. given by Eq. (54) as
and the reader may note that this matches the p.m.f. given by Eq. (6) in the introduction. 
and define η :
and Eη < max{r, r −1 }. ⊳
The next result generalizes the construction for the beta negative binomial process to any value of r > 0, and generalizes the statement given by Theorem 1.1 (in the introduction) to a non-homogeneous process: Write Y = κ k=1 δ γ k for some random element κ in Z + and a.s. unique random elements γ 1 , γ 2 , . . . in Ω. Put F := σ(κ, γ 1 , γ 2 , . . . ), let (ζ j ) j∈N be a collection of random variables that are conditionally independent given F , and let
Proof. Let f : Ω → R + be a measurable function, and note that Y is F -measurable. We have that
where the final expression follows from the Laplace transform of the harmonic mixture distribution, derived in Appendix A and given by Eq. (100), with
c(s)−1 dp, s ∈ Ω. (67) Then by the chain rule of conditional expectation and Theorem 2.4,
which is the Laplace functional of (the law of) the ordinary component of the beta negative binomial process with parameter r, concentration function c, and base measure B 0 .
Combinatorial structure
We now study conditionally-i.i.d. sequences of negative binomial processes with (shared) beta process base measures. For any n ∈ N, let X [n] := (X 1 , . . . , X n ). The following theorem characterizes the conjugacy between the (classes of) beta and negative binomial processes, is a version of the results by Broderick et al. [BMPJ11] and Zhou et al. [ZHDC12] , and generalizes the result given by Thibaux [Thi08] for the case r = 1. This result also follows from repeated application of [Kim99, Thm. 
where S n := n i=1 X i and c n (s) := c(s) + S n {s} + nr, for s ∈ Ω. Remark 4.2. It follows immediately that, for every n ∈ N, the law of X n+1 conditioned on X 1 , . . . , X n is given by
⊳
In this section, we study the sequence (X 1 , . . . , X n+1 ) for the case when c > 0 is constant and B 0 (= B 0 ) is non-atomic. We now introduce a quotient space for sequences of point processes: Let n ∈ N and for any pair U := (U 1 , . . . , U n ) and V := (V 1 , . . . , V n ) of (finite) sequences of point processes, write U ∼ V when there exists a Borel automorphism φ on (Ω, A) satisfying U j = V j • φ −1 for every j ≤ n. It is easy to verify that ∼ is an equivalence relation. Let [[U ]] denote the equivalence class containing U . The quotient space induced by ∼ is itself a Borel space, and can be related to the Borel space of sequences of Z + -valued measures by coarsening the σ-algebra to that generated by the functionals
where #A denotes the cardinality of A. Recall from Section 1.2 the definitions of the space H n+1 of Z + -valued sequences and the collection (M h ) h∈Hn+1 of multiplicities corresponding to X [n+1] . Then note that M h = M h (X [n+1] ) for every h ∈ H n+1 . The collection (M h ) h∈Hn+1 thus identifies a point in the quotient space induced by ∼. Our aim is to characterize the distribution of (M h ) h∈Hn+1 . For everyh ∈ H n , let H (h) n+1 := {h ∈ H n+1 : (∀j ≤ n) h(j) =h(j)} be the collection of sequences in H n+1 that agree withh on the first n entries. Then note that
i.e., with the collection (M h ) h∈Hn+1 , we may completely determine the multiplicities (Mh)h ∈Hn corresponding to
, and we may write
4.1. Case n = 1. We will first derive the probability P{M h = m h : h ∈ H 1 }.
Note that H 1 is isomorphic to N and that the collection (M h ) h∈H1 only counts the number of atoms of each positive integer mass. It follows from Theorem 1.1 and a transfer argument that there exists:
( (1 + ζ 1,j )δ γ1,j a.s.
Note that
It follows that the distribution of (M h ) h∈H1 is a function of the distributions of ζ 1,1 and κ 1 . Note that κ 1 = h∈H1 M h a.s., and therefore
We write
For the first term on the right hand side, note that κ 1 is Poisson distributed with mean cγλ r,c , where γ := B 0 (Ω) < ∞. Given κ 1 = k 1 , the random collection of counts (M h ) h∈H1 has a multinomial distribution, and therefore the second term on the right hand side is
It follows that
4.2. Case n ≥ 2. More generally, fix n ≥ 2 and consider the conditional probability of {M h = m h : h ∈ H n+1 }, given {Mh = mh :h ∈ H n }. Let S n := n j=1 X j , and write supp(S n ) = {ω n,1 , . . . , ω n,τn } for some random elements τ n in Z + and ω n,1 , ω n,2 , . . . in Ω. Note that σ(S n ) ⊂ σ(τ n , w n,1 , w n,2 , . . . ). It follows from Remark 4.2, Theorem 1.1, and a transfer argument that there exists:
(1) a collection (ϑ n+1,j ) j∈N of conditionally independent random variables given S n with
(2) a Poisson process Y n+1 on (Ω, A) with intensity measure cλ r,c+nr B 0 (independent from the collection (ϑ n+1,k ) k∈N ), written Y n+1 = κn+1 j=1 δ γn+1,j for some random element κ n+1 in Z + and a.s. unique random elements γ n+1,1 , γ n+1,2 , . . . in Ω; (3) a collection (ζ n+1,j ) j∈N of i.i.d. mixed-BNB(r, c + nr) random variables (independent from Y n+1 and the collection (ϑ n+1,k ) k∈N );
Conditioned on X [n] , the first and second terms on the right hand side are the fixed and ordinary components of X n+1 , respectively. Let
be the set of sequences h for which h(n+1) is the first non-zero element, and denote byH + n+1 := H n+1 \H n+1 the extensions of the sequences in H n by one entry. Note that τ n = h∈Hn M h a.s., and so is σ([[X [n] ]])-measurable. Note that, for every h ∈ H n+1 ,
It follows that the conditional distribution of (M h ) h∈Hn+1 , given (M h ) h∈Hn , is a function of the distributions of κ n+1 , ζ n+1,1 , and
and note that
For everyh ∈ H n , it follows from Eq. (73) that, given Mh, the collection (M h )
has a multinomial distribution. Also note that H 
where s(h) := j≤n+1 h(j), for every h ∈ H n+1 . For the second term on the right hand side, note that κ n+1 is Poisson distributed with mean cγλ r,c+nr . Next note that κ n+1 = h∈Hn+1 M h a.s., so that
Then Eq. (87) is equal to
beta-NB(h(n + 1); r, s(h) − h(n + 1), c + nr)
Proof of Theorem 1.2. The proof is by induction. The probability P{M h = m h : h ∈ H 1 } is given by Eq. (81), which agrees with Eq. (10) for n = 1. The probability P{M h = m h : h ∈ H n+1 | Mh = mh :h ∈ H n }, is given by Eq. (90). By the inductive hypothesis, the probability P{Mh = mh :h ∈ H n } is given by Eq. (10). Then by Eq. (75), we multiply to obtain
Recall the p.m.f. for the beta negative binomial distribution given by Eq. (56) and note that, for every h ∈H 
Recall the p.m.f. for a harmonic mixture distribution given by Eq. (59), and note that 
where for the last equality, the reader should recall that h(j) = 0, for every j ≤ n and h ∈H n+1 . Finally, note that h ∈Hn mh + h∈Hn+1 m h = h∈Hn+1 m h . It follows that Eq. (91) can be rewritten as 
which agrees with Eq. (10) for n + 1, as desired.
There is of course no dependence on the order of the multisets (X 1 , . . . , X n ), which is another way of noting that the sequence is exchangeable. Indeed, the exchangeability result given by Theorem 1.3 follows immediately from the the exchangeability of the sequence X 1 , . . . , X n , and Theorem 1.2. By construction, the family {P ([[(X 1 , . . . , X n )]]), n ∈ N} is clearly projective and the probability function given by Eq. (10) defines the finite-dimensional marginal distributions of the stochastic process (M h ) h∈H∞ , where the index set is given by H ∞ := n∈N H n .
An analogous quotient space characterizing the combinatorial structure of sequences of simple measures was defined by Griffiths & Ghahramani [GG05, GG06] under equivalence classes induced by binary matrices in left-ordered-form. Roy [R] later defined an alternative equivalence class, which aligns with the description we use here for combinatorial structure. The Indian buffet process (IBP) defines a random point in these quotient spaces and, similarly, the negative binomial Indian buffet process (NB-IBP), presented in Section 1.2 and characterized by the collection (M h ) h∈H∞ , is a random point in the quotient space that we have defined here.
Teh & Görür [TG09] presented a three parameter extension of the IBP that exhibits power-law behavior, which they showed corresponds to the combinatorial structure of an exchangeable sequence of Bernoulli processes directed by a generalization of the (ordinary component of the) beta process, called the stable beta process. This framework was studied further by Broderick et al. [BJP12] . Roy [R] describes an alternative construction.Likewise, the combinatorial structure of an exchangeable sequence of negative binomial processes directed by a stable beta process (studied by Broderick et al. [BMPJ11] ) will correspond to a version of the NB-IBP which exhibits power-law behavior.
