Factors estimated from large macroeconomic panels are being used in an increasing number of applications. However, little is known about how the size and composition of the data affect the factor estimates. In this paper, we question whether it is possible to use more series to extract the factors and that yet the resulting factors are less useful for forecasting, and the answer is yes. Such a problem tends to arise when the idiosyncratic errors are cross-correlated. It can also arise if forecasting power is provided by a factor that is dominant in a small dataset but is a dominated factor in a larger dataset. In a real time forecasting exercise, we find that factors extracted from as few as 40 pre-screened series often yield satisfactory or even better results than using all 147 series. Our simulation analysis is unique in that special attention is paid to cross-correlated idiosyncratic errors, and we also allow the factors to have weak loadings on groups of series. It thus allows us to better understand the properties of the principal components estimator in empirical applications.
Introduction
Most macroeconomic empirical analysis are based on a handful of variables. For example, a typical VAR has around six and rarely more than ten variables. While abandoning information in a large number of series can be justified only under rather restrictive assumptions about the joint distribution of the data, use of large scale models remains an exception rather than a rule. In part, this is because of the computation burden involved with large models, and in part, this is because not every available series can be informative, so that including irrelevant information may also come at a cost. In recent years, a new strand of research has made it possible to use relevant information from a large number of variables while keeping the empirical framework small. These studies are based on the assumption that the data admit a factor structure and thus have a common-idiosyncratic decomposition. Factor analysis provides a formal way of defining what type of variation is relevant for the panel of data as a whole.
While use of factor models in empirical modelling is not new, the new generation of factor models differ from the classical ones in at least two important ways:-(i) the idiosyncratic errors can be weakly serially and cross-sectionally correlated, and (ii) the number of observations in 'large dimensional factor models' is large in both the cross-section (N ) and the time (T ) dimensions.
Relaxing the assumption of 'strict factor models' to allow the errors to be correlated makes the framework suited for a wider range of economic applications. The large dimensional nature of the data panel makes it possible to exploit more data in the analysis. It also opens the horizon for consistent estimation of the factors, something that is not possible when the number of cross-section units is small. Empirical work adopting a large dimensional approximate factor framework have predominantly been based upon the principal components estimator, by which the factor estimates are obtained from an eigenvalue decomposition of the the sample covariance matrix (the static approach) or the spectral density matrix (the dynamic approach). The results thus far are encouraging. Forni and Lippi (1997) and Forni and Reichlin (1998) found two factors formed from 450 disaggregated series to be helpful in understanding aggregate dynamics. Stock and Watson (2002) , and Chan, Stock and Watson (1998) showed that the forecast errors of many macroeconomic variables can be reduced by extracting three factors from around 150 series. Forni, Hallin, Lippi and Reichlin (2001) obtained a similar result using 123 series to estimate two factors. , Bernanke, Boivin and Eliasz (2002) used roughly the same data as Stock and Watson and found that information in the factors is relevant for the empirical modelling of monetary policy. Using as many as 479 series, Giannone, Reichlin and Sala (2002) also adopted a factor approach to assess the conduct of monetary policy. Stock and Watson (2001) and Forni, Hallin, Lippi and Reichlin (2001b) used factors estimated from around 150 and 400 series respectively, to assess whether financial variables help forecast inflation and real activity. Forni and Reichlin (1998) used data from 138 regions in Europe to extract country and Europe-specific factors, while Cristadoro, Forni, Reichlin and Giovanni (2001) used 447 series to construct a four-factor core inflation index for the Euro area.
The studies cited above are evidently quite different from the small scale VAR analyses that have dominated the literature, as each study has used at least 100 cross-section units to estimate the factors. However, Watson (2000) also found that the marginal gain (in terms of forecast meansquared error) from increasing N beyond 50 appears less substantial. Bai and Ng (2002) found that in simulations, the number of factors can be quite precisely estimated with N as small as 40 when the errors are iid. This suggests that N does not need to be extremely large for the principal components estimator to give reasonably precise estimates.
Could it be that increasing N beyond a certain point is not even desirable? This might appear to be an implausible outcome at first thought, as basic statistical principles suggest more data always improve statistical efficiency. However, whereas a typical panel is sampled to be representative of a cross section, with indicators provided by the data releasing agency to reflect the sampling design, the data used in macroeconomic type factor analysis is not subject to the same scrutiny.
The factors are always defined with respect to a specific set of data, and 'correctness' of the dataset depends very much on the exercise on hand. Every rule used to select the data is in some sense ad-hoc. But by choice of data, two researchers using the same estimator can end up with more or less efficient factor estimates. The choice of data is thus not innocuous.
The basic intuition for why using more data to estimate the factors might not be desirable is as follows. In theory, there is an upper bound on the permissible amount of cross-correlation in the errors of an approximate factor model. In practice, because our data are drawn from a small number of broad categories (such as industrial production, prices, interest rates), the probability that the errors are correlated will likely increase with the number of series considered for analysis. Suppose we add data whose information content about the factors is very similar to those series already in the data set. While the new series add little to the variation in the common component of the data, it could have errors that are strongly cross-correlated with the included ones. When enough of such 'noisy' series are added, the residual cross-correlation could exceed the bound warranted by the approximate factor model. Unfortunately, this theoretical bound has no empirical counterpart and thus cannot be tested in practice. Nonetheless, it is important to understand to what extent the factor estimates are affected by this problem of cross correlation in the errors, and what can be done to mitigate the problem. This provides the motivation for our analysis.
The objective of this paper is to provide a better understanding of the role of N in factor analysis, in a setup that mimics key features of typical macroeconomic applications. To our knowledge, this paper is the first to focus on the small sample properties of the principal component estimators in the presence of cross-section correlation in the idiosyncratic errors. This is especially important since this is a pervasive feature of the data and while the new generation of factor models allows some flexibility in that dimension, the limits to that flexibility are not well understood. 1
The paper is organized as follows. Section 2 begins by using simple examples to show how and to what extent adding more data can have adverse effects on the factor estimates. We use monte carlo simulations in Section 3 to document the conditions under which adding more data can be undesirable. In Section 4, we use 147 series as in Stock and Watson (2002) to obtain standard (unweighted) factor estimates. We then consider procedures that weigh the data before extracting the principal components. We find that when used to forecast eight macroeconomic time series, the forecasts using the weighted estimates generally have smaller errors than the unweighted ones. In some sense, this result is encouraging, as it indicates that we have not fully exploited the potential of factor analysis. However, the results also point to a need to develop more efficient estimators as it is not simply N that determines estimation and forecast efficiency. The information that the data can convey about the factor structure is also important.
The Role of N in Theory
Denote by y t+1 the one-period ahead forecast of a series y t . The model that generates y t is not known. Given the history of y t , a naive forecast can be obtained using an AR(p) model
(1) with forecast error variance σ 2 p . Suppose we also observe N series, X t = (X 1t , . . . X N t ) , some of which are informative about y t+1 . If N is small (and smaller than T ), we can consider the forecast
However, if N is large, such a forecast will not be efficient because sampling variability will increase with the number of regressors. When N > T , the forecast is not even feasible. Now assume X it admits a factor structure:
In the above, F 0 t is a r × 1 vector of factors common to all variables, λ 0 i is the vector of factor loadings for series i, C it = λ 0 i F t is the common component of series i, and e it is an idiosyncratic error. If we observe the factors F 0 t , we can consider the forecast:
whose forecast error variance is σ 2 b ,0 . The appeal of (2) is that it allows information in a large number of observed data X t to be summarized in a small number of variables, F 0 t . But F 0 t is not observed. Let F t,N be a consistent estimate of the factors using information on N series up to time t. Then the feasible factor-augmented forecast, referred to by Stock and Watson (1998) 
with forecast error σ 2 b . Now the difference between the diffusion index forecast and the naive AR(p) forecast is
If F 0 t was observed, the first error would be irrelevant and a feasible diffusion forecast can do no worse than the AR(p) forecast. This follows from the fact that (2) nests (1) and the mean squared error from using the latter for forecasting cannot exceed the former. But the feasible forecast is based upon (3), which involves generated regressors F t,N . In finite samples, the desirability of a feasible diffusion index forecast depends crucially on the errors in estimating F 0 t . Whereas estimation is carried out by the method of maximum likelihood in a classical setting when N is small, large scale approximate factor models are estimated by either the static or the dynamic method of principal components. 2 As both estimators are aimed at large dimensional panels, the issues to be discussed are relevant to both. Our discussion follows the simpler static principal components estimator.
Let Σ X and Σ C be the N × N population covariance matrices of the data and of the unobserved common components, respectively. Let Ω be the covariance matrix of the idiosyncratic errors.
These can be thought of as N -dimensional sub-matrices of the population covariances. A factor model has population covariance structure Σ X = Σ C + Ω. As F 0 t is common to all variables, the r largest eigenvalues of Σ C increase with N . A fundamental feature of factor models is that the r largest eigenvalues of Σ X will also diverge with N . This suggests that the space spanned by the factors can be estimated using an eigenvalue decomposition of the Σ X , the sample estimate of Σ X . Intuition about the large sample properties of the factor estimates is best seen from a model with one factor (r = 1), and identical loadings (
. If e it is assumed to be iid, var( F t,N ) = σ 2 N would decrease with N irrespective of the value of λ. The result is analogous to classical regression analysis when the loadings are observed. In that case, the least squares estimate of F t can be obtained from a crosssection regression of the data at time t on the N loadings. If the errors are iid, then by the Gauss Markov Theorem, the estimator is efficient, and the variance of the estimates falls with N .
However, even in a regression setting, the relation between the variance of the least squares estimates and the sample size is not unambiguous when the iid assumption is relaxed. Consider estimation of the sample mean. Suppose N 1 series are drawn from a population with variance σ 2 1 , from which we can compute a sample mean,ȳ. Suppose an additional N 2 series are drawn from a population with variance σ 2 2 , where σ 2 1 < σ 2 2 . With N = N 1 + N 2 series, we obtain a sample mean y. It is easy to see that var (e y) var(ȳ) > 1 if
. Whether or not more data yield more efficient estimates depend very much on the properties of the additional series.
Indeed, this result extends to factor analysis. Consider a concrete example. Suppose we have N 1 series with σ 2 i = 1, and N 2 series with σ 2 i = (1 + θ 2 ). Suppose also that all N = N 1 + N 2 series have the same loading. If the covariance matrix of the common component was observed, an eigenvalue decomposition of it would have precisely estimated that λ is identical for every i.
Suppose instead of Σ X , we decompose Σ X . Its largest eigenvalue, is which depends on N 1 , not the total number of series used, N . Nothing is gained by adding more data because the duplicated series increase the variation of the common component, but the variance of the now cross correlated errors is also larger by the same proportion. It is then not hard to construct cases when some series have errors so strongly correlated with others that adding them reduces rather than improves the efficiency of the factor estimates.
In both examples considered above, a practitioner with a large dataset can be misled into thinking that the estimates are more efficient than they really are, even with Σ X assumed known.
In practice this matrix has to be estimated. Sampling variability could make use of more data even more undesirable for the factor estimates. In the next section, the relation between the factor estimates, N , and the properties of the data, are explored using monte carlo simulations.
Monte Carlo Simulations
This section reports results from two monte carlo experiments designed to study how the choice of data might affect the factor estimates. The goal is to provide a better understanding of the
, which equals unity if θ = 1.
properties of the estimator in practical situations.
The series to be forecasted in both monte carlos are generated by
where t ∼ N (0, σ 2 ), and σ 2 is chosen such that the R 2 of the forecasting equation is κ y . When β and F 0 t are observed, we denote the forecast by y F 0 ,t+1|t . The infeasible diffusion index forecast is y F 0 ,t+1|t , which only requires estimation of β. The feasible diffusion index forecast is denoted
, which requires estimation of both the factors and β. The X it are simulated from a model with r factors:
The factor loadings vary across i and are assumed to be N(1,1).
The data are always standardized to have mean zero and unit variance before applying the method of principal components. Let x it = X it −X i be the demeaned data to which the method of principal components is used to extract k factors, where k can be different from r. For each sample drawn from a given data configuration, three statistics are considered:
Since we can only identify the space spanned by the factors, the second factor need not coincide with the second estimated factor. We project each of the true factors on all estimated factors and use the S F,F 0 statistic to summarize the discrepancy in the space spanned by the actual and the estimated factors. The M SE y statistic assesses the feasible diffusion index forecasts relative to the conditional mean. This evaluation is possible (but not in an empirical setting) because the model that generates the forecast in the simulation is known. The S y,y0 statistic measures how close are the feasible forecasts from the infeasible forecasts that assume the factors are observed. We report the average of these statistics over M =1000 replications.
Model 1: Correlated and Noisy Errors
Most of the studies on the finite sample properties of the principal components estimator assumed the idiosyncratic errors are iid, as in Kapetanios and Marcellino (2002) and Forni et al. (2000) .
But an aspect of approximate factor models is that they allow for cross-correlation in the errors. Stock and Watson (1998) and Bai and Ng (2002) considered a case where an error is correlated with the one ordered before and after it, and find cross-correlated errors to have some but not strong, adverse effects on the forecasts and the number of factors being selected. But as we will see in the next section, the cross-correlation present in empirical applications is substantially stronger.
To our knowledge, this is the first study in which the effect of cross-correlated errors on the factor estimates of an approximate factor model is the primary focus. It is also common practice to assume in the simulations that the common and idiosyncratic components are of equal importance, and that the error variances are constant across i. In practice, one is likely to encounter data with diverse properties.
In this monte carlo experiment, the factors are assumed to be iid. The total number of series
has C × N 3 non-zero elements and is the source of cross-correlation. Unequal variance is captured by assuming σ 2 1 < σ 2 2 . With u it ∼ N (0, 1) as the building block, we consider three types of idiosyncratic errors:
The first N 1 series are what we call 'clean' series. They are mutually uncorrelated and whose variance is small relative to the common component. The next N 2 series differs from the first N 1 series only in that the factors have less explanatory power. Each of the next N 3 series is correlated with some C series that belong to the N 1 set. Residual cross correlation can arise when there is a factor that is not sufficiently pervasive. Thus, an alternative way to simulate data with the same error structure is to assume that there is a r + 1 factor with loadings such that λ i,r+1 = 0 for C of the first N 1 series and for the last N 3 series. 6
To isolate cases with cross-correlated errors from cases with large error variances, we let σ 1 = σ 3 < σ 2 . To ensure that the presence of cross correlation does not reduce the importance of the factors, the e it are standardized to have unit variance. The σ 2 i are chosen such that the factors explain κ i of the variation in the data, given λ. 7 These assumptions on the idiosyncratic errors are 6 With this alternative method, interpretation of the number of factors and control over the size of the common component is more difficult.
7 More precisely, κ = var(C) var(C)+σ 2 e which can be used to solve for σ 2 e , given var(C) implied by the other parameters.
meant to replicate an Ω with the following property:
We consider data generated by up to three factors. For a given r (the true number of factors),
we estimate k = 1, . . . 3 factors. Thus, if k < r, the assumed number of factors is too small.
Since the number of series correlated with the first data type can be no larger than N 1 , we let N 3 = n 3 N 1 and vary n 3 . We draw ρ ij drawn from a uniform distribution with lower bound of .05
and upper bound of .7. We consider three N 1 values, five N 2 values, ten pairs of (N 3 , C), nine sets of (κ 1 , κ 3 , κ y ), giving a total of 12,150 configurations.
Some summary statistics of the simulations are given in the second panel of Table 1 . Notably, the experimental design generates substantial variations in the factor estimates, with S F,F 0 ranging from .04 (almost unpredictable) to .99 (almost perfectly predictable). The mean-squared forecast errors ranges from .072 to .964, while S y,y0 ranges from .071 to .99. We use the following statistics to measure the extent of correlation in the errors and the relative importance of the common component:
where
e it e jt , R
A factor model with mutually uncorrelated idiosyncratic errors is a 'strict factor model'. Chamberlain and Rothschild (1983) showed that asset prices have an approximate factor structure if the largest eigenvalue (and hence all of the eigenvalues) of the N ×N covariance matrix Ω = E(e t e t ) is bounded.
But the largest eigenvalue of Ω is bounded by max i N j=1 |τ ij |. Thus, under the assumptions of an approximate factor model, there should exist a P < ∞ such that N j=1 |τ ij | ≤ P for all i and all N . While P provides a bound for the development of theory, it does not provide a practical guide as to how much cross-correlation is permissible. The τ statistic aims shed some light on how much cross correlation can be tolerated in empirical analysis. For a given i, R 2 i indicates the relative importance of the common component. The average of R 2 i measures the average size of the common component. The cross-section dispersion in the common component is measured by R q , the difference between the R 2 i in the 90 and the 10 percentile. Because of the large number of configurations involved, we summarize the the variations in includes higher order terms and gradually drop the statistically insignificant ones. Table 1 reports the estimates, along with the robust standard errors. Recall that the larger is S F,F 0 , the more precise are the factor estimates. The larger is S y,y0 , the closer are the diffusion index forecasts to those generated by the (infeasible) forecasts based on observed factors. The larger is M SE y , the larger is the forecast mean-squared error. Increasing N 1 by one increases S F,F 0 by less than one basis point, but increases S y,y 0 by more than one basis point. Not surprisingly, increasing N 1 reduces M SE y , but at a declining rate.
Under-estimating the number of factors (r > k) reduces the precision of both the factor estimates and the forecasts, while overestimating (r < k) the number of factors has the opposite effect. This last result is surprising, as a priori, we had expected some efficiency loss from over-parameterization.
One explanation for this could be that the over-parameterization considered (by just one factor) is very small compared to the sample size. The quantitative effect of under and over estimation are quite different for estimation and forecasting. A rule that is optimal from a factor estimation point of view may not be be optimal from a forecast point of view. As expected, the factor estimates are generally more precise the smaller the number of true factors (r) holding N fixed. An additional factor reduces S F,F 0 by about 7 basis points. The mean-squared forecast errors are higher the larger the number of true factors, as replacing the factors by the principal components estimates inevitably increases sampling variability.
Adding series with relatively large idiosyncratic variances has a first order effects on S F,F 0 and S y,y0 that are positive, but second order effects that are negative. Thus, adding another series has efficiency gains when N 2 is small, but negative when N 2 is sufficiently large. To be precise, the effect of N 2 on S F,F 0 becomes negative when N 2 is around 22 (1.925/.088), all else equal. Coincidentally, the threshold of N 2 S y,y0 is also around 22.
Whereas the coefficient on N 2 indicates the effect of adding noisy data to clean data, the coefficient on R 2 indicates if the factor estimates depend on the average size of the common component, or in other words, the strength of the factor structure. Clearly, the factors are more precisely estimated when the common component is important. However, the larger the dispersion in the importance of the common component, as indicated by R 2 q , the less precise are the estimates. Put differently, the estimates are more precise when then data are more homogeneous. One can get more efficient estimates from using a small set of homogenous data than adding to it a lot of data with large idiosyncratic errors.
As expected, S F,F 0 and S y,y0 are both decreasing in N 3 and C, holding other parameters fixed.
A summary statistic for the extent of cross correlation in the errors is τ , which itself depends on C, N 3 , and the actual residual correlation. Increasing τ by .01 reduces S F,F 0 and S y,y0 by .86 and .90 basis points, respectively. 8
The present monte-carlo exercise highlights two points. First, while increasing N 1 is desirable from both an estimation and forecasting standpoint, this is not always the case if we increase data of the N 2 and N 3 type. It can be misleading to use the total number of observations as a guide to efficiency. Second, the factor estimates and forecasts are clearly less efficient when the errors are cross correlated and/or have vastly unequal variances. This amounts to an Ω whose off-diagonal elements are non-zero, and which has substantial dispersion in the diagonal elements. But this is precisely the flexibility that an approximate factor model purports to offer.
To understand why the factor estimates are sensitive to the properties of the errors, it is useful to recall that in a classical setting with N fixed, the maximum likelihood estimates of λ for given Ω (a diagonal matrix) are the eigenvectors of Ω −1/2 Σ X Ω −1/2 , see Anderson (1984) , p. 589. The principal components estimates, on the other hand, are the eigenvectors of Σ X , which evidently correspond to the maximum likelihood estimates when Ω is a scalar matrix. Accordingly, for a given N , the principal components estimator is not efficient when the errors are far from homoskedastic and mutually uncorrelated. The question in practice is whether Ω corresponding to the data being analyzed is sufficiently far from being diagonal as to violate the assumptions of the approximate factor model. Formal procedures that test if these assumptions (such as the bound on τ ) are not available at the moment. In the next section, we will consider estimation of factors using different data configurations to gauge the extent of the problem in empirical applications and to see if improvements can be made.
Model 2: Oversampling
In empirical work, we choose to analyze a subset of data available. To understand if it matters which N series are selected, we simulate data from a strict factor model in this subsection. We assume that there are two serially correlated factors driving the data, viz:
Two series are to be forecasted and are generated as follows:
,
There are five types of data in this monte carlo, with sample size N i , i = 1, . . . 5:
The simulated data have two features. First, some series are driven by one factor, some by two factors, and some do not obey a factor structure. Second, some series weigh factor 1 more heavily than factor 2 and vice versa. To fix ideas of the situation that the experiment attempts to mimic, suppose one factor is real and one is nominal. The N 1 series might be output and employment type series, the N 2 series might be prices, the N 3 series might be interest rate type series, and the N 4 series might be stock market type series. Variations in the N 5 series are purely idiosyncratic. The errors are mutually uncorrelated within and between groups. Cross correlation is not an issue in this experiment.
The simulation results are reported in Table 2 One motivation for the present monte carlo is to highlight the fact that factor space being estimated depends on the choice of data. In case 1 when the N 1 series was used, the eigenvector estimates the space spanned by F 1 . In case 2 when N 2 series was used, the eigenvector estimates the space spanned by F 2 . For this reason, extracting one factor given the N 1 dataset is optimal for forecasting y A , as is extracting one factor from the N 2 dataset for the purpose of forecasting y B .
However, a dataset formed with N 1 + N 2 series will have two factors. As the average variation of F 1 is larger than that of F 2 (in view of the loadings in this data), the estimator will first identify the space spanned by F 1 , and then the space spanned by both F 1 and F 2 . Thus, to forecast y B , we need to use two estimated factors to pick up the variation in F 2 . Analogously, if we had data in which F 2 dominates F 1 , such as case 4 with N 2 + N 3 series, forecasting y A using one factor would have been disastrous. We refer to a situation in which the data are more informative about some factors than the others as 'oversampling'.
More generally, let m be the true number of factors in the forecasting equation. The foregoing results suggest that when the data are oversampled, the number of estimated factors that will efficiently forecast a series that depends on m factors will be larger than m, if the m factors are not the m most dominant factors in X. A criterion that determines the optimal number of factors in X can be a misleading indicator of the number of factor needed for forecasting a single series, y.
The problem of oversampling is helpful in understanding why in Table 2 , y A is always forecasted more precisely than y B , even though both series have the same degree of predictability (since
. This result arises because efficient forecasts of y B requires inclusion of more estimated factors than y A . But more estimated factors also induce more sampling variability into the forecasts. For this reason, forecasts of a series that depend on the less important factors in a given set of data will tend to be inferior to those that depend on the dominant factors.
As noted earlier, macroeconomic panels are 'put together' by the researcher, quite unlike a typical panel in which data are designed to be representative of a population of interest. The factors are always sample dependent. Correctness of the factors thus depend on the objective on hand. However, as also seen from the results, the forecast error for y B using N 2 + N 3 series is larger than using N 2 series alone. Likewise, the forecast error for y A from using N 1 + N 3 series is larger than using the N 1 series alone. This raises the possibility that if we think the series to be forecasted depends on F 1 and F 2 , estimating F 1 from N 1 series and F 2 from N 2 series could outperform estimating F 1 and F 2 jointly from a larger dataset comprising of series with varying factor structures. This alternative will be explored in the next section.
The Role of N in Real Time Forecasting
The goal of this section is see to if y t+1|y t ,...y 1 ,F t,N depends on N in real-time, 12 month ahead forecasting of 8 economic time series: industrial production (ip), real personal income less transfers (gmyxspq), real manufacturing trade and sales (msmtq), number of employees on nonagricultural payrolls (lpnag), the consumer price index (punew), the personal consumption expediture deflator (gmdc), the CPI less food and energy (puxx), and the producer price index for finished goods (pwfsa). The logarithms of the four real variables are assumed to be I(1), while the logarithms of the four prices are assumed to be I(2).
Let y t generically denote one of the eight series after logarithmic transformation. Define the h step ahead growth to be y h t+h = 100[y t+h −y t ] and the one period growth to be z t = 100·h[y t −y t−1 ]. The diffusion index forecasts are obtained from the equation
where β 0 , β 1 and γ are OLS estimates. The univariate forecasts are based on the model that excludes the factors. Since our primary interest is in the role of N , we fix p to 4 to compare univariate AR(4) forecasts with those augmented with up to r = 6 factors. 9
The base case uses a balanced panel of N =147 series to estimate the factors. These are monthly series available from 1959:1 to 1998:12. Following Stock and Watson (2002) , the data are standardized and transformed to achieve stationarity where necessary. The data can roughly be classified (4) Table 3 . A r−factor diffusion index forecast beats the AR(4) forecast if MSER(r,0)< 1. For the output series, the forecast error from including one factor alone is sometimes larger than the simple AR(4) model, but adding more factors can lead to significant improvements. For example, for IP, MSER(1,0) is .973. With two factors, MSER(2,0) falls to .632, and relative error is further reduced to .589 with three factors. However, there is no further gain in increasing the number of factors beyond three to forecast the real series. The inflation forecast error tends to be lowest with r = 1. In the case of CPI inflation, MSER is .734 with one factor, .750 for two factors, and .806 with three factors.
For gmdc, MSER(1,0) is .734. A three factor forecast would almost wipe out the gain from using the factors over the AR(4) model, as MSER(3,0) is .956. As there is no evidence to support use of more than three factors, results for more estimated factors are not reported.
The results show that diffusion indexes can be useful for real time forecasting, even though the factors have to be estimated. However, more efficient forecasts are potentially available. A look at the data selected for analysis and estimated residuals reveal several features (see Appendix A).
First, there are more series from some groups than others. Second, many of the R 2 i s are very small. For example, three factors explain only .01 of the variation in IPXMCA (series 16). Even with six factors, R 2 i is improved to a mere .08, much smaller than series such as PMEMP that has an R 2 i of .8. The dispersion in the importance of the common component, or in other words, the idiosyncratic error variance, is thus quite large. Third, there is substantial cross correlation in the idiosyncratic errors. To gauge the problem, we let τ ij be the correlation coefficient between the T × 1 vectors e i and e j , the estimated residuals corresponding to the i th and the j th equation, respectively, from estimation of a six factor model over the entire sample, 71:1-97:12. We can identify a series, say,
That is, j * 1 i is the series whose idiosyncratic error is most correlated with series i, and τ * 1 i is the corresponding maximal correlation coefficient. For example, the IPCD and IPCN errors are both most correlated with IPC, with correlation coefficients of .66 and .69, respectively. The errors of FSPCOM and FSNCOM are even more correlated, with a τ ij of .99 (see Appendix A). As the maximal correlation coefficient could be an outlier, we also report the second largest correlation coefficients (see the last two columns of Appendix A). Many of these coefficients remain quite high.
In light of the properties of the data, the issues of oversampling, correlated errors, and noisy data could be relevant to the present forecasting exercise.
Weighted Principal Components
In classical regression analysis, generalized least squares is more efficient than ordinary least squares when the errors are non-spherical. This suggests that if we observe Ω, we can consider an efficient principal components estimator that weighs the data with Ω, by analogy to GLS. The problem is that we do not observe Ω. The analogous feasible GLS estimator would be to replace Ω by Ω, the sample error covariance matrix from unweighted estimation of a k factor model. But Ω is a matrix of rank N − k and thus not invertible. Thus, while minimizing
T t=1 e t Ω −1 e t is infeasible. Another solution, considered in classical factor analysis, is to subtract Ω, which is a diagonal matrix in classical analysis, from Σ X . However, Ω is not diagonal in approximate factor models. The eigenvectors of Σ X − Ω in fact have the same span as Σ X . There is, to our knowledge, no obvious way to exploit the entire Ω matrix to improve efficiency. Although optimal weighting is not possible, it may still be possible to obtain a more efficient principal components estimator by doing some form of weighting. Consider the objective function
where w iT is chosen to reflect the informativeness of series i. Notice that each series is weighted by a scalar, quite unlike feasible GLS whose weighting matrix typically has non-zero off diagonal elements. When N is large, this can be advantageous because it reduces sampling variability induced by any first step estimation.
As w iT is meant to be data dependent, we rely on the residuals from a first step estimation to obtain the weights. If the number of factors is too small in the first step estimation, omitted factors would be treated as correlated errors which could lead to inaccurate weighting. Our first step estimation is based on a model with six factors. The results with eight factors are similar. For the sake of comparison, results using three factors in the first step are also reported.
We consider the following sets of weights:
Rule I: w iT is the inverse of the i th diagonal element of Ω T estimated using data up to time T .
Rule 0: w iT is the inverse of
That is, the row sum of the covariance of the estimated residuals.
Rule 1: Let j * = {j * i } be the set of series whose error is most correlated with some other series. These series are all dropped. If j * i = j * i , i.e. if series i and i are most correlated with each other, series i is dropped if R 2 i < R 2 i . As some series are in fact most correlated with the several series, of the 147 series, 73 are dropped, leaving us with 71 series.
Rule 2: From Rule 1, we also drop a series if its error is second most correlated with another series.
This removes 38 series from the 71 series in the previous set, leaving us with 33 series.
Rule 1c The j * set in Rule 1 is fixed during the rolling forecasts as it is based on full sample estimation. In real time, this set can be updated continuously. Rule 1c thus uses a set of X that need not be the same over time.
Rule 2c Follows Rule 2c but allows for continuous updating.
Rule I has the same objective function as the maximum likelihood estimator, which assumes Ω is a diagonal matrix. This procedure, also considered in Jones (2001) A series is either in or out based on the properties of the residuals over the entire sample. Rules 1c and 2c provide further flexibility by allowing w iT to be updated as the sample size (in the time dimension) changes.
The above weighting schemes are aimed at accounting for the properties of Ω. However, our second monte carlo exercise also suggests that it may be more efficient to estimate F 2 from N 2 series rather than from N 1 + N 2 series when N 1 may not contain information about F 2 . Inspection of R 2 i (3) and R 2 (6) in the appendix reveals that many series (in particular, the real variables) are quite well explained by three factors, with small difference between R 2 i (3) and R 2 i (6). However, R 2 i (6) for many series are substantially higher than R 2 i (3) (in particular, the price variables). This suggests that factors that are important to some variables maybe unimportant in others. The 147 series are therefore reclassified into three categories. A 'real' (R) category consisting of 60 series from output, employment, retail and manufacturing trade, consumption, and miscellaneous. A 'nominal' (N) category consisting of 46 series relating to exchange rate, interest rates, money and credit, and price indexes. A 'volatile/leading indicator' (V) category consisting of 41 series of high volatility, including housing starts, inventories, orders, stock prices. 10 An appeal of this grouping is that it provides some economic interpretation to the factors. Obviously, this amounts to having three addition sets of w iT . For example, the real factors are essentially extracted with w iT such that it is one if a series is real and zero otherwise. After the data are classified, we then estimate three real factors using data exclusively from the real series, three from the nominal variables, and three from the volatile series. These T × 1 vectors are denoted F k j , j = 1, . . . 3, k = R, N, V . It remains to determine the order in which the factors are added to the forecasting equation. We consider 4 sets of orderings:
Under Rule A, only the real factors are used. Under Rule B, only the volatile factors are used.
Under Rule C, only the real factors are used. Rule D eventually uses one factor from each category.
There is undoubtedly a certain ad-hocness in all these rules, but if cross-correlated errors are not prevalent in the data, or if data sampling is inconsequential, dropping the data should make the estimates less efficient, not more, since the sample size is smaller. The results using these weighting schemes are therefore revealing even if they are not optimal.
The results are reported in Table 3 . Turning first to the output series, Rule C, the volatile factors, are apparently not useful at all in forecasting three of the four the real variables, nor is Rule A. The latter is perhaps to be expected since in the forecasting equation, the factors are augmented by four lags of each series, which themselves are real variables. However, Rule B is extremely effective in forecasting personal income, manufacturing trade, and employment.
Although we have used only 46 series in the estimation, the one nominal factor so constructed generates more efficient forecasts than estimating three factors from all 147 series. Adding more nominal factors does not seem necessary.
The result that three of the four real series are better predicted by a factor extracted from predominantly nominal variables can be understood by noting that the first factor in the Stock and
Watson data is a predominantly real factor. This means that the nominal factor is a dominated factor in the panel of 147 series. To pick up its variation, we need to include three estimated factors in the forecasting equation. As suggested by our second monte carlo, this is inferior to extracting the nominal factor from data in which this factor is dominant, which is the case with Rule B.
For forecasting the IP series, precise identification of the nominal factors (Rule B) is not useful at all, though adding the real and the volatile factors always beat the naive AR(4) forecast. 11
Downweighing series with a small common component or strong residual covariances are better than the base case. Notice that under Rule I, the error for a one factor forecast is .580, much smaller than the one factor base case forecast of .973, showing that even sub-optimal weighting can make an improvement. The best IP forecast is provided by Rule 2, which simply drops series with strongly correlated errors. With factors extracted from only 33 series, the forecasts errors are half of those of the AR(4) forecast, and ten percent smaller than if all 147 series are used. As well, using the same 33 series all the time seems to outperform continuously updating which series are to be dropped. Thus, for all four real series, we find that diffusion index forecasts can be made quite effective with factors extracted from a smaller number of series.
Turning now to the inflation series, using factors associated with Rule B are evidently uninformative. Again, this is not surprising, as the lagged prices will likely encompass much of the information in the nominal factors. Adding one real factor or one volatile factor both lead to smaller forecast errors than the AR(4) forecasts. Although none of the methods considered appear to perform noticeably better than the base case, the forecast errors of the base case which uses 147 series are closely matched by those with factors extracted from 33 series, ie Rule 2.
Two final observations can be made from Table 3 . The first concerns how many factors are really in the data and/or are required in forecasting exercises. Consider the three cases that extract the factors from all 147 series. Evidently, the one factor weighted forecasts (Rules I and 0) are quite similar to the three factor unweighted forecasts (base case). Over-parameterizing the number of factors appears to serve a similar purpose as downweighting the observations. But arguably, one factor is all that is required in the forecasting exercise.
The second observation is that Rule 2 which uses just 33 series tends to produce forecasts that are comparable (if not better) in each of the eight cases than the base case that uses 147 series. It should again be stressed that we make no claim that the rule is optimal. But the result underscores our main point that use of more data to extract the factors does not necessarily yield better results.
Reducing the sample size can sometimes help sharpen the factor structure and enables more efficient estimation. As well, use of more series in the estimation increases the probability that the data have correlated errors. Both observations serve as a reminder that the principal components estimator has many desirable properties if certain regularity conditions are satisfied. The selection of data is not innocuous because it determines how close are these conditions from being violated in practice.
Conclusion
A feature stressed in recent applications of factor models is the use of data from 'large' panels data.
Because the theory is developed for large N and T , there is a natural tendency for researchers to use as much data as are available. In this paper, we show that more data do not necessarily yield more efficient estimates and forecasts. The information conveyed by the data also determines efficiency. As there is no formal guide to data selection, two researchers, both using the principal components estimator, can end up with rather different estimates. In simulations and the empirical examples considered, the factors extracted from as few as 40 series seem no less, and in many cases more, efficient than the ones extracted from 147 series.
The present study is motivated by issues that a practitioner will likely encounter in practice. In general applications, the number of series potentially usable for analysis can be quite large. Suppose we have already included the all-item CPI in the analysis. Would it be useful to also include CPI ex-food and energy? Suppose we have a large number of disaggregated series, along with a small number of aggregated ones. Should we use all series? What is the cost of oversampling data from particular groups? Is there a trade-off between the quantity and quality of the data? There is at the moment no guide to what data should be used in factor analysis. Our results nonetheless suggests that sample size alone does not determine the properties of the estimates. The quality of the data must be taken into account. The result that the factors can be quite precisely estimated with just 40 series also suggests considering estimators that are computationally more demanding but that could be more efficient than the principal components estimator. Table 2 : Monte Carlo 2 with r = 2 factors: 
