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CONTINUOUS FUNCTIONAL CALCULUS FOR
QUATERNIONIC BOUNDED NORMAL OPERATORS
G. RAMESH and P. SANTHOSH KUMAR
Abstract. In this article we give an approach to define continuous
functional calculus for bounded quaternionic normal operators defined
on a right quaternionic Hilbert space.
1. Introduction and Preliminaries
Several authors discussed the significance of functional calculus, in quater-
nionic Hilbert spaces [1, 6, 7, 8, 9, 15]. A special class of functions with
quaternion domain named slice regular functions is introduced by Gentili
and Struppa [11, 12]. This class of functions are the appropriate general-
ization of standard holomorphic functions. The theory of slice hyperholo-
morphic functions, related S-functional calculus, Riesz-Dunford functional
calculus for bounded operators are studied in [13], whereas the S-functional
calculus for closed densely defined operators can be found in [10] and the
H∞- functional calculus for n- tuple of non - commuting quaternionic oper-
ators in [5].
There are several versions of the spectral theorem in quaternionic setting
in the literature. The spectral theorem that deals with the integral rep-
resentation of a quaternionic normal operator is given by Viswanath [18].
The author proved the existence of spectral measure through the symplec-
tic image and as a consequence, obtained the Cartesian decomposition of
a normal operator in a quaternionic Hilbert space. Sushama Agarwal and
S. H. Kulkarni [2] proved the spectral theorem for normal operators on real
Hilbert spaces by exploiting real Banach algebra techniques, and deduced
the quaternionic version from this. The spectral theorem for quaternionic
unitary operators is proved in [17]. The same result was obtained by Alpay
et al. using the notion of spherical spectrum and the quaternionic version
of the Herglotz theorem in [3], later generalized it to the case of unbounded
normal operators [4]. A similar result using a different approach can also be
found in [14].
In this article we give an approach to define continuous functional calculus
for bounded quaternionic normal operators, and as a consequence we deduce
the integral representation (spectral theorem) of such operators. First we
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define the functional calculus for a subclass of continuous functions by us-
ing the classical functional calculus from [19], then we extend the same to
quaternion valued continuous functions.
We organize this article in three sections. In the first section, we give
introduction to the ring of quaternions, quaternionic Hilbert spaces and
recall some of the basic results which we need for our purpose.
In the second section, we give an approach to continuous functional cal-
culus for bounded quaternionic normal operators. In the final section, we
establish the integral representation of continuous functions of bounded
quaternionic normal operators.
Quaternions: Let 1, i, j and k be the vectors of the canonical orthonormal
basis for the Euclidean space R4, which satisfies the following property:
i2 = j2 = k2 = −1 = i · j · k.
Let H denote the 4-dimensional real algebra consisting of elements, called
real quaternions, of the form
(1) q = q0 + q1i+ q2j + q3k,
where qℓ ∈ R for ℓ = 0, 1, 2, 3. It is easy to see that H is a division ring (skew
field) of all real quaternions. The real and imaginary parts of q in Equation
(1) are given by,re(q) = q0 ; im(q) = q1i + q2j + q3k. The conjugate of q,
denoted by q, is defined by q = q0 − q1i − q2j − q3k. The modulus of q is
given by |q|2 =
3∑
ℓ=0
q2ℓ . This defines the norm on H. If q ∈ H \ {0}, then q is
invertible and the inverse is given by q−1 =
q
|q|2
. The imaginary unit sphere
in H, denoted by S, is defined by S :=
{
q ∈ H : q = −q, |q| = 1
}
. For each
m ∈ S, the real subalgebra Cm := {α+mβ ; α, β ∈ R} is called the slice of
H. In fact, Cm is a field, for all m ∈ S. We denote the upper half plane of
Cm by C
+
m :=
{
α+mβ | α ∈ R, β ≥ 0
}
.
Note that for each m ∈ S, the slice Cm is isomorphic (algebra) to C
through the map α + mβ 7→ α + iβ. So, all the results in the theory of
complex Hilbert spaces holds true for Cm- Hilbert spaces.
Here we list out some of the properties of quaternions (see [13] for details),
which we need later. Let p, q ∈ H. Then
(1) |p.q| = |p|.|q| and |p| = |p|.
(2) q ∈ Cm for some m ∈ S if and only if q.λ = λ.q, for every λ ∈ Cm.
(3) Cm ∩ Cn = R, for m 6= ±n ∈ S. Moreover, H =
⋃
m∈S
Cm.
We recall that there is an equivalence relation on H defined as, p ∼ q if and
only if p = s−1qs, for some s ∈ H \ {0}. The equivalence class of q is given
by
[q] :=
{
p ∈ H : p ∼ q
}
=
{
p ∈ H : re(p) = re(q) and |im(p)| = |im(q)|
}
.
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Definition 1.1. [13, Equation 5.19] Let m ∈ S and K be a subset of Cm.
Then the circularization of K, denoted by ΩK, is defined by
ΩK :=
{
α+m′β : α, β ∈ R, α+mβ ∈ K,m′ ∈ S
}
.
Definition 1.2. Let H be a right H− module. A map 〈·|·〉 : H×H → H is
called an inner product on H if it satisfies the following three properties:
(1) 〈x|x〉 ≥ 0, for all x ∈ H and 〈x|x〉 = 0 if and only if x = 0.
(2) 〈x|yp+ zq〉 = 〈x|y〉 p+ 〈x|z〉 q, for all x, y, z ∈ H and p, q ∈ H.
(3) 〈x|y〉 = 〈y|x〉 , for all x, y ∈ H.
Define ‖x‖ := 〈x|x〉
1
2 , for every x ∈ H. Then ‖ · ‖ is a norm on H. If the
normed space (H, ‖ · ‖) is complete, then H is called a right quaternionic
Hilbert space.
Note 1.3. Throughout this article H denotes a right quaternionic Hilbert
space. If x, y ∈ H, then the following polarization identity (see [13, Propo-
sition 2.2] for details) holds:
(2) 4 〈x|y〉 =
∑
l=1,i,j,k
(
‖xl + y‖2 − ‖xl − y‖2
)
· l.
Example 1.4. Let m ∈ S and Ω ⊆ Cm. Let µ be a positive σ - additive
measure on Ω, then
L2(Ω;H;µ) :=

f : Ω→ H |
∫
Ω
|f(x)|2dµ(x) <∞


is a right quaternionic Hilbert space with the scalar multiplication and inner
product defined, respectively, by
(f · p)(x) = f(x) · p, for all f ∈ L2(Ω;H;µ), p ∈ H ;〈
f
∣∣ g〉 = ∫
Ω
f(x) · g(x) dµ(x), for all f, g ∈ L2(Ω;H;µ).
Definition 1.5. Let S ⊆ H. The orthogonal complement of S, denoted by
S⊥, is defined by S⊥ :=
{
x ∈ H | 〈x|y〉 = 0, for all y ∈ S
}
.
Theorem 1.6. Let N be a subset of H such that , for z, z′ ∈ N , 〈z|z′〉 = 0 if
z 6= z′ and 〈z|z〉 = 1. Then the set Nx :=
{
z ∈ N : 〈z|x〉 6= 0
}
is countable,
for all x ∈ H.
Now we define Hilbert basis of a right quaternionic Hilbert space (see [13,
Proposition 2.5] for details).
Definition 1.7. A subset N of H is said to be a Hilbert basis of H if, for
every z, z′ ∈ N , we have 〈z|z′〉 = δz,z′ and 〈x|y〉 =
∑
z∈N
〈x|z〉 〈z|y〉 for all
x, y ∈ H.
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Remark 1.8. Every quaternionic Hilbert space H admits a Hilbert basis N
(see [13, Proposition 2.6]), and every x ∈ H can be uniquely decomposed as
follows:
x =
∑
z∈N
z 〈z|x〉 .
Definition 1.9. [13, Definition 2.9] A map T : H → H is said to be right H-
linear or quaternionic operator, if T (x+y) = Tx+Ty and T (x·q) = Tx·q, for
all x, y ∈ H, q ∈ H. Moreover, if there exist M > 0 such that ‖Tx‖ ≤M‖x‖,
for all x ∈ H, then T is called bounded or continuous. In this case, the norm
of T , defined by
‖T‖ = sup
{
‖Tx‖ : x ∈ H, ‖x‖ = 1
}
,
is finite.
We denote the class of all bounded quaternionic operators on H by B(H).
Definition 1.10. [4, Definition 2.2] Let T ∈ B(H). Then there exists unique
T ∗ ∈ B(H) such that
〈x|Ty〉 = 〈T ∗x|y〉 , for all x, y ∈ H.
This operator T ∗ is called the adjoint of T.
Definition 1.11. [13] Let T ∈ B(H). Then T is said to be normal, if
T ∗T = TT ∗, self-adjoint if T ∗ = T . We say T to be positive if T = T ∗
and 〈x|Tx〉 ≥ 0, for all x ∈ H, anti self-adjoint if T ∗ = −T and unitary if
TT ∗ = T ∗T = I.
Definition 1.12. [13, Section 3.1] Let N be a Hilbert basis of H. Then the
left multiplication, induced by N , is defined by a map (q, x) ∈ H × H 7→
q · x ∈ H that is
(3) q · x =
∑
z∈N
z · q 〈z|x〉 , for every q ∈ H and x ∈ H.
Note 1.13. Let q ∈ H. Then the map Lq : H → H defined by
Lq(x) := q · x, for all x ∈ H
is bounded by Definition 1.12. Moreover, L∗q = Lq and ‖Lq‖ = |q|. We see
that Lq is anti self-adjoint and unitary if and only if q ∈ S.
Lemma 1.14. [13, Lemma 4.1] Let 〈·|·〉 : H ×H → H be an inner product
on H, m ∈ S and let J be an anti self-adjoint unitary operator on H. Define
HJm± =
{
x ∈ H : J(x) = ±x ·m
}
. Then
(1) HJm± 6= {0} and the restriction of the inner product 〈·|·〉 to H
Jm
± is
Cm- valued. Therefore H
Jm
± is Cm− Hilbert space, called the slice
Hilbert space of H.
(2) H = HJm+ ⊕H
Jm
− .
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We denote the class of all bounded Cm- linear operators on H
Jm
+ by
B(HJm+ ).
Remark 1.15. [13, Proposition 3.8(f)] Let m ∈ S. If N is a Hilbert basis
of HJm+ , then N is also a Hilbert basis of H and
J(x) =
∑
z∈N
z ·m 〈z|x〉 = Lm(x), for all x ∈ H.
This implies that J = Lm.
We recall the notion of the spherical spectrum of quaternionic operators.
Spherical spectrum. [13, Definition 4.1] Let T ∈ B(H) and q ∈ H. Define
∆q(T ) : H → H by
∆q(T ) := T
2 − T (q + q) + I · |q|2.
The spherical spectrum of T , denoted by σS(T ), is defined by
σS(T ) :=
{
q ∈ H : ∆q(T ) is not invertible in B(H)
}
.
Note that σS(T ) is a non-empty compact subset of H.
It is proved that every densely defined linear operator on a slice Hilbert
space can be extended uniquely to a densely defined right H- linear operator
on a quaternionic Hilbert space, and the converse is true under certain con-
ditions [13, Proposition 3.11]. The same result is true for bounded operators.
Here we quote this result for bounded operators.
Proposition 1.16. For every Cm- linear operator T : H
Jm
+ → H
Jm
+ , there
exists a unique quaternionic operator T˜ : H → H such that T˜ (x) = T (x), for
every x ∈ HJm+ . Moreover, the following facts holds:
(1) If T ∈ B(HJm+ ), then T˜ ∈ B(H) and ‖T˜‖ = ‖T‖.
(2) JT˜ = T˜ J .
On the other hand, let V : H → H be a bounded quaternionic operator. Then
V = U˜ , for a unique bounded Cm− linear operator U : H
Jm
+ → H
Jm
+ if and
only if JV = V J . Furthermore,
(1)
(
T˜
)∗
= T˜ ∗.
(2) If S : HJm+ →H
Jm
+ is Cm- linear, then S˜T = S˜T˜ .
(3) If S is the inverse of T , then S˜ is the inverse of T˜ .
Remark 1.17. In particular, if T ∈ B(H) is normal operator, then by [13,
Theorem 5.9], there exist an anti self-adjoint and unitary J ∈ B(H) such
that TJ = JT .
Note 1.18. If T˜ is the extension of a bounded Cm- linear operator T on
HJm+ , then by [13, Corllary 5.13], the spectrum of T is give by
σ(T ) = σS(T˜ ) ∩ C
+
m.
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2. Continuous functional calculus
In this section we give an approach to define continuous functional calcu-
lus for bounded quaternionic normal operators. We recall that the circular-
ization of a non-empty set K of Cm(m ∈ S) is given by
ΩK =
{
α+m′β : α, β ∈ R, α+mβ ∈ K,m′ ∈ S
}
.
Let C(ΩK,H) denote the class of all H- valued continuous functions on ΩK
i.e.,
C(ΩK,H) =
{
f : ΩK → H : f is continuous
}
.
It is a real algebra with the addition and the multiplication defined re-
spectively by, (f + g)(q) = f(q) + g(q) and (f · g)(q) = f(q)g(q) for all
f, g ∈ C(ΩK,H) and q ∈ ΩK. The scalar multiplication is defined by
(rf)(q) = rf(q) and (fr)(q) = f(q)r, for all f ∈ C(ΩK,H), r ∈ R.
the conjugate of f , denoted by f , is defined by
f(q) = f(q), for all q ∈ H.
If f ∈ C(ΩK,H) is bounded, then
‖f‖∞ = sup
{
|f(q)| : q ∈ ΩK
}
.
For m ∈ S, we introduce a subclass of C(ΩK,H), that is
CCm(ΩK,H) :=
{
f ∈ C(ΩK,H) : f(K) ⊆ Cm
}
.
It is immediate to see that CCm(ΩK,H) is a real subalgebra of C(ΩK,H).
Lemma 2.1. Let m ∈ S and K ⊆ Cm. If f ∈ CCm(ΩK,H), then the map
f+ : K → Cm defined by
f+(z) = f(z), for all z ∈ K
is continuous.
Proof. We show that f+ is well defined. Let z1, z2 ∈ K be such that z1 = z2.
Then by the definition of f+, we have
f+(z1) = f(z1) = f(z2) = f+(z2).
Now we show that f+ is continuous. Let (zℓ) ⊂ K be a sequence such that
(zℓ) converges to z0 in K, as ℓ→∞. Since K ⊂ ΩK and f is continuous, we
see that
f+(zℓ) = f(zℓ) −→ f(z0) = f+(z0),
as ℓ→∞. This shows that f+ is continuous. 
By Lemma 2.1, it is clear that if f ∈ CCm(ΩK,Cm), then f+ ∈ C(K,Cm),
the class of all Cm- valued continuous functions on K.
Note 2.2. Let m,n ∈ S with mn = −nm and T ∈ B(H) be normal. By
Remark 1.17, there exists an anti self-adjoint and unitary operator J ∈ B(H)
such that JT = TJ . Then by Theorem 1.16, there exist a unique Cm- linear
operator T+ ∈ B(H
Jm
+ ) such that T = T˜+.
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Remark 2.3. Let T ∈ B(H) be normal and T+ be as in Note 2.2. Then by
Note 1.18, we have
σS(T ) = Ωσ(T+).
We refer [19] for the functional calculus in complex Hilbert spaces.
Definition 2.4. Let m,n ∈ S with mn = −nm. Let T ∈ B(H) be normal
and T+ ∈ B(H
Jm
+ ) be such that T˜+ = T . If f ∈ CCm(σS(T ),H), then
by Lemma 2.1, f+ := f |σ(T+) is continuous. By the continuous functional
calculus for normal operators on a complex Hilbert space, f+(T+) is well
defined and it is a normal operator. We define
(4) f(T ) := f˜+(T+).
Since f+ ∈ C(σ(T+),Cm) and T+ ∈ B(H
Jm
+ ), by continuous functional
calculus in complex Hilbert spaces [19], the operator f+(T+) is well-defined.
Thus from Equation (4) and by Proposition 1.16, f(T ) is well-defined.
Lemma 2.5. Let T ∈ B(H) be normal and m ∈ S. If f ∈ CCm(σS(T ),H),
then f(T )∗ = f(T ).
Proof. By Definition 2.4, we have
f(T )∗ = ˜f+(T+)∗ =
˜f+(T+) = f(T ),
where f+ = f |σ(T+). This completes the proof. 
Remark 2.6. Let T ∈ B(H) be normal and m ∈ S. If f ∈ CCm(σS(T ),H)
and f+ := f |σ(T+), then by Weierstrass approximation theorem there exist
a sequence of polynomials (pℓ) with coefficients from Cm such that ‖pℓ −
f+‖∞ −→ 0, as ℓ→∞. In fact, f+(T+) is defined by
f+(T+) := lim
ℓ→∞
pℓ(T+)
This implies that
f(T ) := lim
ℓ→∞
pℓ(T˜+) = lim
ℓ→∞
pℓ(T ).
Now we generalize functional calculus to the class of all H- valued contin-
uous functions on σS(T ). Let m,n ∈ S with mn = −nm. Then every q ∈ H
is uniquely expressed as follows:
(5) q =
q + q
2
−
(qm+ qm)m
2
−
(qn+ qn)n
2
−
(qmn+ qmn)mn
2
.
In the view of Equation (5), every f ∈ C(σS(T ),H) can be uniquely decom-
posed as the following:
(6) f(q) = f0(q) + f1(q)m+ f2(q)n + f3(q)mn, for all q ∈ σS(T ),
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where
f0(q) =
f(q) + f(q)
2
, f1(q) = −
f(q)m+ f(q)m
2
,
f2(q) = −
f(q) + f(q)n
2
and f3(q) = −
f(q) + f(q)mn
2
.
Since f is continuous, we see that fℓ ∈ C(σS(T ),R), for ℓ = 0, 1, 2, 3.
Lemma 2.7. Let T ∈ B(H) be normal and m,n ∈ S with mn = −nm. If
f ∈ C(σS(T ),H), then there exist unique F1, F2 ∈ C(σS(T ),Cm) such that
(7) f(q) = F1(q) + F2(q) · n, for all q ∈ σS(T ).
Proof. Since f ∈ C(σS(T ),H), then by Equation (6), we have
f(q) = f0(q) + f1(q)m+ f2(q)n+ f3mn, for all q ∈ σS(T ).
Define F1, F2 on σS(T ) by
F1(q) = f0(q) + f1(q)m ; F2(q) = f2(q) + f3(q)m, for all q ∈ σS(T ).
Since fℓ ∈ C(σS(T ),R), we have F1, F2 ∈ C(σS(T ),Cm). Moreover,
f(q) = F1(q) + F2(q) · n, for all q ∈ σS(T ).
Let G1, G2 ∈ C(σS(T ),Cm) be such that f(q) = G1(q) + G2(q) · n, for all
q ∈ σS(T ). Then
[F1(q)−G1(q)] + [F2(q)−G2(q)] · n = 0, for all q ∈ σS(T ).
This implies that F1(q) = G1(q) and F2(q) = G2(q). Hence the decomposi-
tion of f as in Equation (7) is unique. 
Note 2.8. Let m,n ∈ S with mn = −nm, and J ∈ B(H) be anti self-
adjoint and unitary. Then by [13, Proposition 3.8], there exists a scalar
multiplication q 7→ Lq such that J = Lm. If we define J
′ = Ln, then
J ′ ∈ B(H) is anti self-adjoint and unitary such that JJ ′ = −J ′J .
Definition 2.9. Let m,n ∈ S with mn = −nm. Let T ∈ B(H) be normal
and T+ ∈ B(H
Jm
+ ) be such that T˜+ = T . If f ∈ C(σS(T ),H), then by Lemma
2.7, there exist unique F1, F2 ∈ C(σS(T ),Cm) such that
f(q) = F1(q) + F2(q) · n, for all q ∈ H.
Define
(8) f(T ) = F1(T ) + F2(T )J
′,
where J ′ is defined as in Note 2.8. Since F1, F2 ∈ C(σS(T ),Cm) ⊆ CCm((σS(T ),H)),
by Lemma 2.7, the operators F1(T ) and F2(T ) are well-defined. Thus f(T )
is well-defined.
Lemma 2.10. Let T ∈ B(H) be normal and m ∈ S. If f ∈ C(σS(T ),H),
then f(T )J ′ = J ′f(T )∗, where J ′ is same as in Note 2.8.
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Proof. Define g : σS(T )→ H by
g(q) = f(q) · n, for all q ∈ σS(T ).
By Definition 2.9, we have g(T ) = f(T )J ′. Since mn = −nm, we write
g(q) = n · f(q). This implies that
g(T ) = J ′f(T )∗.
Thus f(T )J ′ = J ′f(T )∗. 
It is worth to note that our method works for non slice continuous func-
tions also. Here we illustrate this fact.
We recall the definition of slice function. Letm ∈ S and K be a non-empty
subset of Cm. The complexification of H is given by
HCm := H⊗R Cm.
If w ∈ HCm , then w = q +mp, for some q, p ∈ H.
Definition 2.11. [13, Defination 6.1] Let S : K → HCm be a map and
S1, S2 : K → H be components of S that is S(z) = S1(z) + m S2(z), for
all z ∈ K. We say that S is a stem function on K if S1(z) = S1(z) and
S2(z) = −S2(z), for every z ∈ K.
Note that if S1 and S2 are continuous, then S is continuous.
Definition 2.12. [13, Definition 6.3] Every stem function S = S1 + iS2
induces a slice function I(S) : ΩK −→ H on ΩK as follows:
if q = α+ jβ ∈ ΩK for some α, β ∈ R and j ∈ S, then
I(S)(q) := S1(z) + jS2(z), where z = α+ iβ ∈ K.
If S is continuous, then I(S) is a continuous slice function on ΩK.
Example 2.13. Let µ be a positive σ - additive measure on S. Let m,n ∈ S
with mn = −nm. Then T : L2(S;H;µ)→ L2
(
S;H;µ
)
defined by
T (g)(s) = sg(s), for all g ∈ L2
(
S;H;µ
)
, s ∈ S,
is a normal operator. The adjoint of T is given by
T ∗(g)(s) = sg(s) = −sg(s) = −T (g)(s).
Moreover, T ∗T (g)(s) = |s|2g(s) = g(s) = TT ∗(g)(s). This implies that T is
anti self-adjoint and unitary. Therefore, σS(T ) = S.
Let us take J = T . Then
L2(S;H;µ)Jm± :=
{
g ∈ L2(S;H;µ) : sg(s) = ±g(s)m, for all s ∈ S
}
.
Then T+ : L
2(S;H;µ)Jm+ → L
2(S;H;µ)Jm+ defined by
T+(g)(s) = T (g)(s) = sg(s), for all g ∈ L
2(S;H;µ)Jm+
is a Cm- linear operator such that T˜+ = T . By Remark 2.3, we have
σ(T+) = σS(T ) ∩ C
+
m = S ∩ C
+
m = {m}.
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Now we discuss continuous functional calculus for T . Let f : S → H
defined by
f(α+ jβ) = (α+mβ) + j(α −mβ), for all α+ jβ ∈ S.
We show that f is not a slice function. Assume that f is a slice function,
then there exist a stem function S on σ(T+) such that
f(α+ jβ) = I(S)(α+ jβ) = S1(α+mβ) + jS2(α+mβ)
This implies that S1(α+mβ) = (α+mβ) and S2(α+mβ) = (α−mβ). But
S1(α+mβ) = (α−mβ) 6= S1(α+mβ).
It shows that S is not a stem function, a contradiction. Thus f is not a slice
function.
We show that f is continuous. Let
(
αℓ + jℓβℓ
)
⊆ σS(T ) converges to
α+ jβ as ℓ→∞. That is
‖(αℓ − α) + (jℓβℓ − jβ)‖
2 −→ 0, as ℓ→∞.
This implies that αℓ → α and jℓβℓ → jβ, as ℓ→∞. In fact,
βℓ = |βℓ| = |jℓβℓ| −→ |jβ| = |β| = β, as ℓ→∞.
Then f(αℓ+ jℓβℓ) = (αℓ+mβℓ)+ j(αℓ−mβ) converges to (α+mβ)+ j(α−
mβ), as ℓ → ∞. This shows that f(αℓ + jℓβℓ) converges to f(α + jβ), as
ℓ→∞, and hence f ∈ C(σS(T ),H).
Now we decompose f as in Lemma 2.7. Since j ∈ S, we have j = j1m+
j2n+ j3mn, for some jℓ ∈ R, ℓ = 1, 2, 3. Define F1 and F2 on σS(T ) by
F1(α+ jβ) = (α+mβ) + j1m(α−mβ),
F2(α+ jβ) = (j2 + j3m)(α +mβ).
Clearly, F1, F2 ∈ C(S,Cm) ⊆ CCm(S,H) and
f(α+ jβ) = F1(α+ jβ) + F2(α+ jβ) · n, for all α+ jβ ∈ S.
If F1+ := F1|σ(T+) and F2+ : = F2|σ(T+), then
F1+(m) = m+ 1 and F2+(m) = 0.
Since F1+, F2+ ∈ C(σ(T+),Cm), then by continuous functional calculus in
complex Hilbert spaces, we have
F1+(T+) = T+ + I+ and F2+(T+) = 0,
where I+ is the identity operator on H
Jm
+ .
By Definition 2.4, we have
F1(T )(g)(s) = T (g)(s) + I(g)(s)
= sg(s) + g(s)
= (s+ 1)g(s).
F2(T )(g)(s) = 0, for all g ∈ L
2(S;H;µ).
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By Definition 2.9 and Lemma 2.10, the operator f(T ) is defined as follows:
f(T )(g)(s) = F1(T )(g)(s) + F2(T )J
′(g)(s)
= (s+ 1)g(s),
for all g ∈ L2(S;H;µ).
Remark 2.14. In Example 2.13, f(T )(g)(s) = (s + 1)g(s), for all g ∈
L2(S;H;µ). In particular,
f(T )(g)(m) = f(m)g(m), for all g ∈ L2(S;H;µ).
Example 2.15. Let T be defined as in Example 2.13. Define f : S→ H by
f(α+ jβ) = e(α+jβ), for all α+ jβ ∈ S.
Let m,n ∈ S with mn = −nm. Then f ∈ CCm(S,H) is bounded. If f+ :=
f |σ(T+), then f+(m) = e
m. Define
pℓ+(m) =
ℓ∑
t=0
mt
t!
.
Then f+(m) = lim
ℓ→∞
pℓ+(m).
By continuous functional calculus in complex Hilbert spaces, we have
pℓ+(T+) =
ℓ∑
t=0
T t+
t!
.
By Remark 2.6, we have
f(T )(g)(s) = f˜+(T+)(g+ + g−)(s) = lim
ℓ→∞
˜pℓ+(T+)(g+ + g−)(s)
= lim
ℓ→∞
ℓ∑
t=0
T t
t!
(g)(s)
= lim
ℓ→∞
ℓ∑
t=0
st
t!
g(s)
= esg(s)
= f(s)g(s),
for all g ∈ L2(S;H;µ).
3. Integral Representation
In this section we establish integral representation of bounded quater-
nionic normal operators. First we define quaternionic projection valued
measure based on [16, Definition 12.17].
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Definition 3.1. Let T ∈ B(H) be normal and T+ ∈ B(H
Jm
+ ) such that
T˜+ = T . Let Σσ(T+) be the σ- algebra of σ(T+). A quaternionic projection
valued spectral measure on σ(T+) is a map F : Σσ(T+) → B(H) satisfying the
following properties:
(1) F (∅) = 0 and F (σ(T+)) = I.
(2) F (ω)∗ = F (ω), for all ω ∈ Σσ(T+).
(3) If ω1, ω2 ∈ Σσ(T+), then F (ω1 ∩ ω2) = F (ω1) · F (ω2).
(4) For x, y ∈ H, the map Fx,y : Σσ(T+) → H defined by
Fx,y(ω) =
〈
x
∣∣ F (ω)y〉, for all ω ∈ Σσ(T+),
is a H- valued measure on σ(T+).
Remark 3.2. If we consider σ- algebra of Borel subsets of σ(T+), then it
is customary to add the condition that Fx,y should be regular Borel measure
for each x, y ∈ H.
Note 3.3. The measure defined in Definition 3.1 is also called qPVM (See
[14, Section 1.2] for details).
The meaning of the integral of general bounded measurable H-valued
functions with respect to quaternionic projection valued measure is similar
to [14, Definition 3.11].
If f : σ(T+)→ H is a simple function, then f =
n∑
ℓ=1
qℓχωℓ , for some qℓ ∈ H
and ωℓ ∈ Σσ(T+). Moreover,∫
σ(T+)
fdF =
n∑
ℓ=1
qℓF (ωℓ).
Definition 3.4. [14, Definition 3.11] Given ω ∈ Σσ(T+) and a bounded mea-
surable function f : σ(T+) → H, the integral of f with respect to F is the
operator in B(H) defined by the following limit:∫
ω
fdF := lim
ℓ→∞
∫
σ(T+)
fℓdF,
where {fℓ}ℓ∈N is any sequence of simple functions on σ(T+) such that ‖fℓ−
f˜‖∞ → 0, as ℓ→∞ and f˜ extends f to the null function outside ω.
Now we prove the existence of quaternionic projection valued measure.
Proposition 3.5. Let T ∈ B(H) be normal and m,n ∈ S with mn = −nm.
Let T+ ∈ B(H
Jm
+ ) be such that T˜+ = T . If E is the complex projection valued
spectral measure on σ(T+), then the mapping F :
∑
σ(T+)
→ B(H) defined
by
(9) F (ω) = E˜(ω),
is a quaternion projection valued measure.
CONTINUOUS FUNCTIONAL CALCULUS 13
Proof. We show that F satisfies all the properties listed in Definition 3.1.
Since E(ω) ∈ B(HJm+ ) is a projection and by Equation (9) and Proposition
1.16, it is clear that F (ω) ∈ B(H) is a projection, and JF (ω) = F (ω)J , for
all ω ∈
∑
σ(T+)
. If ω1, ω2 ∈
∑
σ(T+)
, then
F (ω1 ∩ ω2) = ˜E(ω1 ∩ ω2) = E˜(ω1)E˜(ω2) = F (ω1)F (ω2).
Let x, y ∈ H. Then x = x1 + x2 · n and y = y1 + y2 · n, for some xℓ, yℓ ∈
HJm+ , ℓ = 1, 2. If ω ∈
∑
σ(T+)
, then
Fx,y(ω) = 〈x|F (ω)y〉
= 〈x1 + x2 · n|E(ω)y1 + E(ω)y2 · n〉
= 〈x1|E(ω)y1〉+ 〈x1|E(ω)y2 · n〉+ 〈x2 · n|E(ω)y1〉+ 〈x2 · n|E(ω)y2 · n〉
= [Ex1,y1(ω) + Ey2,x2(ω)] + [Ex1,y2(ω)− Ey1,x2(ω)] · n.
This implies that Fx,y is H- valued measure on σ(T+), for all x, y ∈ H. 
Since T+, defined as in Note 2.2, is a Cm- linear bounded normal operator
on HJm+ , there exist unique spectral measure E on σ(T+) by [16, Theorems
12.22]. We recall the following result.
Theorem 3.6. [16, subsection 12.24] If E is the spectral measure on σ(T+)
and f+ ∈ C(σ(T+),Cm), then〈
a
∣∣ f+(T+)b〉 =
∫
σ(T+)
f+(λ) dEa,b(λ), for all a, b ∈ H
Jm
+ .
Moreover, every projection E(ω) commutes with every B ∈ B(HJm+ ) which
commutes with T+.
Lemma 3.7. Let T ∈ B(H) be normal and m,n ∈ S with mn = −nm. Let
T+ ∈ B(H
Jm
+ ) be such that T˜+ = T and E be the spectral measure on σ(T+)
as in Theorem 3.6. If f ∈ CCm(σS(T ),H), then
n ·
∫
σ(T+)
f+ dEa,b = −
∫
σ(T+)
f+ dEb,a · n, for all a, b ∈ H
Jm
+ ,
where f+ is the restriction of f onto σ(T+).
Proof. Let f+ be same as in Lemma 2.1 and K = σ(T+). By the definition
of integral in Theorem 3.6, we have
n ·
∫
σ(T+)
f+ dEa,b = −n ·
〈
a
∣∣ f+(T+)b〉 = −〈f+(T+)b ∣∣ a〉 · n
= −
〈
b
∣∣f+(T+)∗a〉 · n
= −
∫
σ(T+)
f+ dEb,a · n. 
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Theorem 3.8. Let T ∈ B(H) be normal and m,n ∈ S such that mn = −nm.
Let T+ ∈ B(H
Jm
+ ) be such that T˜+ = T , then there exists a Hilbert basis Nm
of H, and a unique quaternion projection valued spectral measure F on Borel
subsets of σ(T+) such that
(1) if f ∈ CCm(σS(T ),H), then
(10)
〈
x
∣∣ f(T )y〉 = ∫
σ(T+)
f(λ) dFx,y(λ), for all x, y ∈ H.
(2) If f ∈ C(σS(T ),H), then there exist unique F1, F2 ∈ C(σS(T ),Cm)
such that f(q) = F1(q) + F2(q) · n, for all q ∈ σS(T ). Moreover,
〈
x
∣∣ f(T )y〉 = ∫
σ(T+)
F1(λ) dFx,y(λ) +
∫
σ(T+)
F2(λ) dFx,n·y(λ),
for all x, y ∈ H.
Here the left multiplication by ‘n’ is induced by the Hilbert basis
Nm.
(3) Let S ∈ B(H) be such that ST = TS and ST ∗ = T ∗S, then
(a) Sf(T ) = f(T )S, for every f ∈ CCm(σS(T ),H).
(b) SF (ω) = F (ω)S, for every Borel set ω of σ(T+).
Proof. Proof of (1): If f ∈ CCm(σS(T ),H), then by Equation(4), the op-
erator f(T ) is defined as the unique extension of f+(T+). Since T+ is a
bounded Cm- linear normal operator on H
Jm
+ , by Theorem 3.6, there exist
unique spectral measure E on σ(T+) such that
〈
a
∣∣ f+(T+)b〉 =
∫
σ(T+)
f+(λ) dEa,b(λ), for all a, b ∈ H
Jm
+ ,
where f+ = f |σ(T+). Let F be the quaternionic projection valued spectral
measure on σ(T+) as in Proposition 3.5. Then for every ω ∈
∑
σ(T+)
, and
x = x1 + x2 · n, y = y1 + y2 · n ∈ H, we have∫
ω
dFx,y(λ)
=
〈
x1 + x2 · n
∣∣ E(ω)y1 + E(ω)y2 · n〉
=
〈
x1
∣∣ E(ω)y1〉+ 〈x1 ∣∣ E(ω)y2〉 · n+ n 〈x2 ∣∣ E(ω)y1〉+ n 〈x2 ∣∣ E(ω)y2〉 · n
=
∫
ω
dEx1,y1(λ) +
∫
ω
dEx1,y2(λ) · n+ n
∫
ω
dEx2,y1(λ) + n
∫
ω
dEx2,y2(λ) · n.
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This implies that∫
σ(T+)
f(λ) dFx,y(λ) =
∫
σ(T+)
f+(λ) dEx1,y1(λ) +
∫
σ(T+)
f+(λ) dEx1,y2(λ) · n
+ n
∫
σ(T+)
f+(λ) dEx2,y1(λ) + n
∫
σ(T+)
f+(λ) dEx2,y2(λ) · n.
By Lemma 3.7, we have∫
σ(T+)
f(λ) dFx,y(λ)
=
∫
σ(T+)
f+(λ) dEx1,y1(λ) +
∫
σ(T+)
f+(λ) dEx1,y2(λ) · n
−
∫
σ(T+)
f+(λ) dEy1,x2 · n+
∫
σ(T+)
f+(λ) dEy2,x2
=
〈
x1
∣∣ f+(T+)y1〉+ 〈x1 ∣∣ f+(T+)y2〉 · n− 〈y1 ∣∣ f+(T+)∗x2〉 · n
+
〈
y2
∣∣ f+(T+)∗x2〉
=
〈
x1
∣∣ f+(T+)y1〉+ 〈x1 ∣∣ f+(T+)y2〉 · n+ n 〈x2 ∣∣ f+(T+)y1〉
+ n
〈
x2
∣∣ f+(T+)y2〉 · n
=
〈
x1
∣∣ f˜+(T+)y〉+ 〈x2 · n ∣∣ f˜+(T+)y〉
=
〈
x
∣∣ f(T )y〉 .
Therefore 〈
x
∣∣ f(T )y〉 = ∫
σS(T )∩C
+
m
f(λ) dFx,y(λ).
Proof of (2): If f ∈ C(σS(T ),H), then by Lemma 2.7, there exist F1, F2 ∈
C(σS(T ),Cm) such that f(q) = F1(q) + F2(q) · n, for all q ∈ σS(T ). By
Definition (2.9), we have
〈x|f(T )y〉 =
〈
x
∣∣ F1(T )y〉+ 〈x ∣∣ F2(T )J ′y〉
=
∫
σ(T+)
F1(λ) dFx,y(λ) +
∫
σ(T+)
F2(λ) dFx,J ′y(λ)
=
∫
σ(T+)
F1(λ)dFx,y(λ) +
∫
σ(T+)
F2(λ) dFx,n·y(λ).
Here J ′ = Ln, the left multiplication induced by the Hilbert basis Nm.
Proof of (3)(a): Since S commutes with both T and T ∗, it is clear that S
commutes with T − T ∗. The construction of J in [13, Theorem 5.9] shows
that J commutes with S. Then there exists a bounded Cm- linear operator
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S+ on H
Jm
+ such that S = S˜+, and S+T+ = T+S+. By Theorem 3.6, we
have S+f+(T+) = f+(T+)S+, for all f ∈ CCm(σS(T ),H). Thus
Sf(T ) = f(T )S, for all f ∈ CCm(σS(T ),H).
Proof of (3)(b): Since S commutes with J and by Theorem 3.6, we have
S+E(ω) = E(ω)S+, for every Borel subset ω of σ(T+). This implies that
(11) SF (ω) = S˜+E˜(ω) = ˜S+E(ω) = E˜(ω)S+ = F (ω)S.
Now we show the uniqueness. Suppose F and G are quaternionic projection
valued spectral measures satisfying Equation (10). Since J commutes with
both T and T ∗, by Equation(11), we have
F (ω)J = JF (ω) ; JG(ω) = G(ω)J, for all ω ∈ Σσ(T+).
By Proposition 1.16, for every ω ∈ Σσ(T+), there exist a unique Cm- linear
operators F (ω)+ and G(ω)+ on H
Jm
+ such that F (ω) = F˜ (ω)+ and G(ω) =
G˜(ω)+.
Define F+ and G+ on Σσ(T+) by
F+(ω) = F (ω)+ and G+(ω) = G(ω)+
respectively. By the Proposition 1.16, Both F+ and G+ are complex projec-
tion valued spectral measures on σ(T+). Moreover, if a, b ∈ H
Jm
+ , then〈
a
∣∣ f+(T+)b〉 =
∫
σ(T+)
f+(λ) dF+a,b(λ) =
∫
σ(T+)
f+(λ) dG+a,b(λ).
By the uniqueness of complex projection valued spectral measure on σ(T+)
as in Theorem 3.6, we have F+ = G+. This shows that
F (ω) = F˜+(ω) = G˜+(ω) = G(ω), for all ω ∈ Σσ(T+). 
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