Abstract. We are interested in iterative algorithms that lend themselves to high-level parallel computation. One example is the solution of very large and sparse linear systems with multiple right-hand sides. We report on some recent work on this topic and present new results on the parallel solution of this problem. We show that algorithms that perform some amount of information exchange while the systems are being solved can be very competitive compared to algorithms that proceed independently.
Introduction and motivation. Several applications demand the solution of systems
with multiple right hand sides AX = B, where A is a large, possibly sparse, nonhermitian matrix of order n, and B = b 1 ; : : :; b s ] is an arbitrary rectangular matrix of order n s with s of moderate size relative to n. If direct methods were applicable, then one would first factorize A, and would then perform substitutions for each right-hand side. The factorization step is more expensive than each solution but needs to be performed only once.
Here we are concerned with very large problems for which only iterative solvers apply. Our interest is in techniques that solve the multiple nonsymmetric systems at a rate, per system, that is faster than solving each one separately. We concentrate on Krylov type methods that approximate the solutions from some subspace or family of subspaces based on "Krylov information" of the form r; Ar; : : :; A m?1 r. At this stage we do not consider the role of preconditioning.
A key idea of our approach will be to use some level of sharing of information that is extracted in the course of the algorithm. Sharing of information, however, necessitates overhead in the form of communication, synchronization, etc. and therefore entails a lowering of the granularity of the computation. The challenge is to design methods that balance the amount of information exchange they perform with the size of their parallel tasks, thus leading to faster algorithms. This of course is a generic requirement. A distinguishing feature of our problem, however, is that it lends itself to "embarassingly parallel" implementations (e.g. solving each system on a separate processor). The goal of this paper is to present new results from work in progress on the implications of parallel processing for such methods.
right-hand side. Since no information exchange is applied, algorithms from this category offer large-grain parallelism (in the form of systems to be solved independently) as well as medium grain parallelism (from the parallelism available during the solution of each right-hand side.)
The second category contains methods whose kernel corresponds to building a "seed" Krylov subspace and then attempting to approximate all solutions from that subspace. The roots of that approach can be found in a discussion by Lanczos [7] . Related work can be found in [10, 11, 19] ; see [18, 15] for additional references. The third category consists of block methods [9, 17, 15] ; the basic idea is to approximate all solutions from a block Krylov subspace.
As prototype method from the first category we use the independent application of the restarted GMRES (generalized minimal residual) method [13] . The algorithm, written in a form conducive to the parallelization offered by the multiple right-hand sides, is listed in Table 1 . In order to distinguish it from standard GMRES we will be referring to it as con [current] .GMRES. For a single right-hand side the major computational kernels of GMRES are sparse matrix by vector products, vector updates, and inner products. Therefore, much research and development in finding effective implementations of Krylov methods addresses the mapping of these computations on target architectures [4, 12] . For most large problems that arise in applications, the coefficient matrix A is sparse and quite often irregularly so. This requires the use of special storage schemes, hence indirect addressing with all the known performance degradations that it entails. Performance is also penalized by the reduced data locality in the matrix by vector product, that is the reduced average number of operations per memory access. Another source of performance degradation is the synhronization in the computation of inner products.
In view of these difficulties, we will see that the presence of multiple right-hand sides brings a welcome degree of flexibility. An immediate benefit comes from the increased data locality in the sparse matrix by dense matrix multiplication operations in lines 2 and 16 of Table 1 . We note that this is a sparse BLAS3 computation; see [5] . Let us use the ratio of real floating-point operations per data element as a data locality measure, denoted by loc(s).
Then for the sparse matrix by dense block multiplications loc(s) = s 2w?1 w+s , where nnz is the total number of nonzeros of A and w = nnz=n is the average number of nonzeros per row of A [15, 20] . Hence loc(s) increases with s, which is advantageous for machines possessing a memory hierarchy. Good performance from BLAS2 operations is also expected in line 15.
We note that a "high-granularity" solution for a P processor parallel system (possibly recommended by compilers with interprocedural analysis capabilities) is to schedule s instances of the s = 1 version of the algorithm on the P processors. This type of mapping will be convenient for architectures with expensive interprocessor communication, especially when s = P. Note the potential for load imbalance when s is smaller or not divisible by P. This approach is essentially captured in Table 1 . A similar situation occurs in direct methods, since when the communication cost is too high it will be preferable to replicate the factorization of A. Unless mentioned otherwise, we will be assuming that there is single instance of the task implementing the algorithm of Table 1 and that parallelism is exploited within that instance in a "data parallel" mode.
When A is sparse, the total memory required by the algorithm is approximately nsm + 3ns + sO(m 2 ) + nnz. The dominant factor is nsm and is due to the multiple Krylov bases V (l) m . If memory is a concern, one can apply blocking across the right-hand sides, thus reducing that number to nKm where K is the size of the block. The corresponding penalty is that the solver has to be called in sequence s=K times. If blocking is not used, each processor requires access to approximately nnz + n(m + 3)s=P + O(m 2.1. Toward more effective parallel methods. The method presented in Table 1 offered much opportunity for parallelization but did not apply any exchange of information generated in the course of the algorithm. The algorithm we present in Table 2 introduces features that characterize the second category of methods (cf. above). It is a variation of the algorithm we presented in [18] .
We start from the idea of a "hybrid-gmres" algorithm, first proposed by Nachtigal, Reichel and Trefethen. In particular, it is well known that for a single-right hand side, the approximate solution x m after one phase of GMRES(m) can be written as x m = x 0 + p m (A)r 0 , where the "GMRES polynomial" p m (z) minimizes the maximum of the euclidean norm kp m (A)r 0 k 2 over all (residual) polynomials of degree m that satisfy p m (0) = 1. The hybrid-GMRES algorithm used a GMRES phase to build the GMRES polynomial and then cycled over a "Richardson" phase in which the residual polynomial p m (A) was repeatedly applied on the residual. Our algorithm uses this idea as follows: I := fl : kr (l) k kr (l) 0 k ; i 2 Eg; E = E n I.
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; r ] = SEED(R; E) have not yet converged. Function SEED applied on the n s block R returns and r ( ) where is the index of the column of R having the maximum norm; this strategy was motivated in [18] . Figure 1 depicts the major phases of the algorithm. Line 6 of Table 2 is analogous to lines 5-13 of Table 1 , except that algorithm MHGMRES builds only one Krylov subspace at a time. Function QZ solves a generalized eigenvalue problem: see [18] . Function RICHARDSON applies the GMRES polynomial to each residual still participating in the process using the following scheme: We can use it to evaluate the performance of the algorithm either with no Richardson acceleration (bringing the method closer to that of [11] ), or with a single applications of the GMRES polynomial (just as in [18] ), or with multiple applications of the GMRES polynomial (bringing the method closer to the original hybrid-GMRES algorithm [8] .) Since a single Krylov subspace is generated at a time, the algorithm has small memory requirements. In particular, it needs approximately n(m+1+3s)+O(m 2 +sm)+nnz memory locations, which is substantially less than the memory requirement of the con.GMRES algorithm. generalized eigenvalue problems and linear systems [18] . In a uniprocessor or vector processing environment, "single seed" type methods can outperform the single right-hand side solver [18, 15] . The question is whether the advantages of these methods carry over when parallel processing is used. We note immediately that the Richardson phase, which was shown to be a bottleneck in the uniprocessor experiments presented in [18] , lends itself to parallelization [6] . Though we will not consider them here, we also note that the GMRES phase can be parallelized using the techniques proposed for standard GMRES-like schemes; see [2, 3] and related discussions and references in [4, 12] .
Lines 2, 11, and 15 are rich in "sparse matrix by dense matrix" multiplications and the comments we made during our discussion of the GMRES algorithm of Table 1 apply. Moreover the presence of a single Krylov basis allows the use of effective BLAS3 library routines (cf. line 10). A similar situation occurs in line 9, where the solution of jEj least squares problems with the same upper Hessenberg matrix is required, in contrast to the con.GMRES algorithm (cf. line 14). Hence, when the architectural cost of communication and synchronization is not high, an effective multiple right-hand side least squares (direct) solver can be used. In the next section we implement MHGMRES and con.GMRES on a shared memory multiprocessor and comment on their performance.
Numerical experiments.
Our experiments were conducted on an Alliant FX/2800 multiprocessor running Concentrix 2.2. On our system we could use up to 10 RISC computational elements (SCE), each capable of delivering a peak rate of 40 Mflops for double precision calculations. The SCE's are based on the 64-bit Intel i860 processors. SCEs work concurrently and synchronize by means of a concurrency control bus. SCE's are connected to a crossbar interconnect which is, in turn, connected to eight cache modules (CM) and, through the CM's, to the memory modules (MM). Each SCE processor offer superscalar performance through concurrent operation of its multiple floating-point units, and extensive pipelining. All codes were compiled using the -O option (concurrent and vector optimization). To obtain runtimes on P processors, the command execute -cP was used. Timings were obtained using the Alliant library functions DTIME. Dotproducts, and multiplications between dense matrices were realized by intrinsic functions from the Alliant scientific library. For the sake of generality, matrix A was stored in compressed row format (A,IA,JA). To make comparisons possible, all algorithms used the same "sparse matrix times dense block" kernel. This is based upon the simultaneous computation of each element of the matrix using the formulation: do j1=1,n k1=IA(j1) k2=IA(j1+1)-1 do j2 =1,s do k=k1,k2 W(j1,j2)=W(j1,j2)+A(k)*X(JA(k),j2) enddo enddo enddo Our codes, all written in Fortran using 64-bit arithmetic, implement:
1. Standard GMRES(m) with m = 10 (one system solved after the other.) 2. con.GMRES(m) with m = 10; see Table 1 . on the unit square with homogeneous Dirichlet conditions on the boundary. First order derivatives are discretized by central differences. The discretization was performed using a grid size of h = 1=51, yielding a matrix of size n = 2500. The matrix, which was scaled by h 2 , is unsymmetric and has positive definite symmetric part. The right-hand sides were chosen as sections of the identity, that is B = e 1 ; : : :; e s ] with s taking values ranging from 1 to 60.
We note that the scaling involved in the CPU time per right-hand side makes it a good performance metric. Figures 2 and 3 show the CPU time per right-hand side for each of con.GMRES (10) and MHGMRES(10; 1), for s = 1; 2; 10; 40, and 60 right-hand sides as the number of processors increased from 1 to 10. We see that all curves show an attractive downward trend as the number of processors increases. This assures us that both methods profit from the parallelism. For instance, MHGMRES(10; 1) solves for 60 right-hand sides at a rate of 0.5 sec per system while con.GMRES (10) requires approximately 1 sec per system. We also observed that the best performance for all methods occured when s = 40.
We next use the same figures to evaluate the performance of each method, as the number of right-hand sides increases while keeping the number of processors fixed. That is, for any given P, we consider the points of intersection of the line x = P with the timing curves. We observe that for both methods, there is a big improvement in performance as s increases from 2 to 40. This shows that both algorithms gain by the presence of multiple right-hand sides, even when P = 1. In view of our earlier discussion, part of this gain comes from better utilization of the memory system.
We next compare the performance of MHGMRES(m; 1) to that of concurrent GMRES as well as ordinary GMRES. The latter values are mostly provided for calibration. Table 3 shows the total CPU time for each approach, as the processors (P ) and number of right-hand sides (s) vary. As expected, GMRES achieves an almost steady rate of 9 to 10 sec per right-hand side when a single processor is used. This improves to approximately 2 sec per system when 10 processors are used. This fivefold improvement is due to the parallelism achievable within a single GMRES algorithm. Not surprisingly, algorithm con.GMRES does not handle well the single processor, single system case. The good performance of MHGMRES(10; 1) for P = 1 confirms our conclusions in [18] . Overall, we see that in full configuration (P = 10) MHGMRES(10; 1) is almost twice as fast as con.GMRES, which in turn is also approximately twice as fast than GMRES. It is worth observing that the performance improvements obtained by con.GMRES compared to GMRES are totally due to the better organization of the computation for parallel processing. On the other hand, performance improvements obtained by MHGMRES originate from its ability, at every iteration, to obtain information at moderate cost (single application of GMRES), and use that information effectively across the systems (projection, update, and Richardson). We finally consider the effect of cycling for Richardson. Table 4 shows times for MHGMRES(10; 0) and MHGMRES(10; 2) as P and s vary. For convenience we also repeat the values for MHGMRES(10; 1). We first observe that when P = 10, the times for MHGMRES (10; 2) are within a factor of two, and often much closer to those of MHGMRES(10; 1). This shows that despite the extra cost, cycling can be beneficial. That would be much more evident in an architecture where the cost of matrix by vector or dense block multiplications is low relative to that of inner products. MHGMRES(10; 0) accomplishes sharing only by means of the projection. As we can see, the times are very high and reflect the use of many restarts to convergence. For that reason we only show results for P = 10. The table suggests the need to apply Richardson at least once but is not conclusive about the issue of repeated cycling.
3. Some theory. As we saw, the success of the MHGMRES method is due to the combination of projection, polynomial acceleration and restarting. The residual behavior is characterized by the following theorem (we assume that the seed system happens to be the first one, i.e. = 1 and that m is the space of polynomials of degree less or equal to m): So, for each residual, the bound depends on the distance of the residual from the seed subspace. It easily follows that after the Richardson phase, the bound in the above residuals will be multiplied by kp(A)k. Our results in Table 4 suggest that the application of the residual polynomial contributes substantially to the success of the method. The next theorem provides a more detailed characterization of the effect of the polynomial on non-seed vectors. We denote by m (i) the dimension of the smallest invariant subspace of A generated by r This theorem shows that the GMRES polynomial may be effective even on systems that do not share common eigendirections. The performance will be affected by the dimension of (i) \ ( ) , i 6 = and by the clustering of the spectrum of A.
Discussion. Our experiments indicate that MHGMRES exploits parallelism and that it can outperform a concurrent implementation of GMRES on a shared memory multiprocessor. In its parallel implementation, MHGMRES requires that all processors have access to the Krylov basis built by the Arnoldi process. Furthermore, the end of the Arnoldi step is a synchronization point for processors implementing the projection and Richardson phases. Distributed memory implementations of the algorithm need to take these issues into account. We are currently considering methods which combine the decoupling offered by con.GMRES with the advantages of MHGMRES for the solution of the multiple right-hand side problem on architectures with a computational and memory hierarchy.
We note that MHGMRES is only one among several methods from the categories that we introduced in Section 2. Depending on the characteristics of the system other methods could be used, for example short-term recurrence block methods, if the cost of applying A is high (e.g. when A is dense or out-of-core) [14, 15] . We are currently applying our techniques to systems from computational electromagnetics and other areas where the resulting matrices are structured [16, 1] .
