Vocal affective displays are vital for achieving engaging and effective Human-Robot Interaction. The same can be said for linguistic interaction also, however, while emphasis may be placed upon linguistic interaction, there are also inherent risks: users are bound to a single language, and breakdowns are frequent due to current technical limitations. This work explores the potential of non-linguistic utterances. A recent study is briefly outlined in which school children were asked to rate a variety of non-linguistic utterances on an affective level using a facial gesture tool. Results suggest, for example, that utterance rhythm may be an influential independent factor, whilst the pitch contour of an utterance may have little importance. Also evidence for categorical perception of emotions is presented, an issue that may impact important areas of HRI away from vocal displays of affect.
INTRODUCTION
Utterances made by robots need to be congruent with the user expectations. While it is well established that natural language plays a vital role in increasing interaction quality, breakdowns in natural language interaction are uncomfortable for users. In such cases, it is worth looking at alternative communication strategies. Solutions have been to constrain interactions to scripted scenarios, narrowing the scope of user responses, thus aiding their interpretation, or to switch to what has been termed "mother in law" mode, where the robot employs a set of general purpose utterances. These approaches have their limitations, as incorrect or repetitive linguistic responses are quickly identified by users. The work outlined here explores the potential of another alternative: non-linguistic utterances (NLUs).
NLUs have been used extensively and almost exclusively by the world of animation. R2D2, Chewbacca and WALL-E provide vivid examples of this. However, there is currently no principled understanding of how such utterances can be utilized in real social robots where there is great potential in the short term.
While having obvious shortcomings in comparison to natural spoken language, NLUs have a number of properties that make them particularly promising for HRI. Utterances are not bound to a particular language, an advantageous trait in multi-lingual and multi-cultural settings. There is no need to interpret semantic content from user utterances, thus settings that pose challenges for sensory equipment and technologies such as microphones and speech recognition are less problematic. Finally, as utterances are generally considered to contain less semantic content, the burden of interpretation lies with the human interactant, the intelligent other.
The majority of previous work has focused upon utilizing Text-To-Speech (TTS) technologies to generate and synthesize nonsense and gibberish sentences containing no or corrupted semantic content. These methods take inspiration from developments in affective Speech Synthesis [3] . Expression through sounds composed of beeps, squeaks and whirrs has received less attention. Existing work has generally focused on using simple, short single signal waves with raising or falling pitch frequencies as a means to express positive or negative states and intentions.
There are a number of commonalities in the previous work: most studies involved asking adult subjects to rate a small selection of stimuli within a laboratory environment frequently without the use of a real robot. This paper presents a brief overview of a recent study seeking to evaluate affective interpretations of young users rating a wide variety of NLUs more akin to sounds than spoken sentences, using a real robot in a real world environment. This approach allows assessing an important group of potential users whilst providing increased ecological validity in an environmental setting familiar to the subjects. The goal of this study was to gain insights as to how utterances may be coloured in order to steer affective user interpretations in a predictable manner.
EXPERIMENTAL SETUP
The study set out to probe a number of acoustic features of utterances that have been highlighted and queried in the related fields of speech synthesis and psychology, and their relation to NLUs. These features are the pitch base, range and contour of an acoustic signal, speech rate, the pause proportion to the spoken proportion, as well as the rhythm and tremolo. The study was conducted in a local primary school where children aged between 6 and 8 years were asked to evaluate non-linguistic utterances made by a robot 1 using a dynamic, animated affective measuring tool, the AffectButton [1] (Figure 1) . The AffectButton dynamically interpolates between 9 prototypical facial expressions, encoding these expressions into a coordinate within a bi-normalized 3D affect space where the dimensions represent Pleasure, Arousal and Dominance. This novel approach to affective measurement has not been employed with NLUs before.
90 stimuli utterances were generated using a custom synthesis tool, NaoSqueak, composed of concatenated sound units consisting of single wave forms with modulated frequencies and amplitudes, as well as temporal modulations and presented to the subjects through the robot.
RESULTS
In total, 42 subjects took part in the study. Inspection of the data collected suggests categorical perception of affect ( Figure 2 ) as there are densely populated regions of the affect space rather than a uniform distribution.
Our previous work has suggested that adults have promising levels of coherence in their affective interpretations of utterances [2] , a finding that is to a certain extent echoed in the findings of this study with young children.
The results of this study suggest that the pitch contours of utterances do not play a pivotal role in colouring utterances. This is contrary to the hypotheses and findings of other studies from speech synthesis and psychology domains.
Further analysis also suggests that as the rhythm of an utterance becomes more pronounced, users tend to provide higher arousal ratings, while the other parameters yielded less clear results. We believe this is because affective colouring for such NLUs is a subtle and complex task where a variety of variables may be dependant upon each other.
CONCLUSIONS AND FUTURE WORK
The study found that children between 6 and 8 years old readily attribute emotion to a robot that produces nonlinguistic utterances, such as clicks, whirrs and beeps. However, children do not appear to always be consistent in their interpretation of utterances, and it is expected that the interpretation can be coloured by contextual information and other modalities, such as gesture or facial expressions of the robot. It is striking how children show strong categorical 1 An Aldebaran Nao robotic platform. perception when interpreting the robot's utterances. There is no subtlety in their interpretation: the robot is -in their words-either sad, happy, angry, scared, surprised or tired, but they seldomly interpret utterances in more subtle emotions. We believe that upon closer inspection categorical perception will be observed in other modalities also, having an significant impact on the design of HRI for younger children: any effort to convey subtlety might be a lost effort.
The role of pitch contours in affective communication and colouring of vocalizations is subject to ongoing debate, having important implications for the generation of NLUs: it may be possible to generate utterances with unique contour shapes, in effect increasing the repetitor of utterances, whilst evoking similar affective responses in users.
The future direction of this work is to pursue how machine learning techniques may be adopted and employed to generate and synthesize utterances in an online manner. This avoids the need for databases of affectively labeled samples whilst still synthesising unique utterances that reduce the risk of the robot being perceived as a pre-programmed agent.
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