Abstract. The aim of this paper is to investigate the asymptotic behavior of an inertial alternating algorithm based on the composition of resolvents of monotone operators. The proposed algorithm is a generalization of those proposed in [2] and [3] . As a special case, we also recover the classical alternating minimization algorithm [1], which itself is a natural extension of the alternating projection algorithm of Von Neumann [4] . An application to equilibrium problems is also proposed.
Introduction and preliminaries
Throughout, H is a real Hilbert space with inner product ·, · and induced norm · . Notations not explicitly defined here are standard. Recall that the graph, gphA, of a set-valued operator A : H → 2 H is given by gphA = {(x, y) ∈ H × H; y ∈ A(x)}, that the mapping A is monotone if ∀(x, y) ∈ gphA ∀(x , y ) ∈ gphA x − x , y − y ≥ 0, and maximal monotone if it cannot be properly extended without destroying monotonicity. The inverse of A is defined via its graph by gphA 2 . Moreover, the resolvent has full domain H precisely when A is maximal monotone. Now, let A and B be two maximal monotone operators on H and let µ, β ∈ ]0, +∞[. In this paper, we will be concerned by the convergence analysis of alternating inertial algorithms for inclusion problems of the following type
, where I is the identity mapping and R : (x, y) → (y, x). An inclusion problem which subsumes a wide spectrum of problems in nonlinear analysis and was considered in [3] when β and µ have a common value γ −1 . In this context, Bauschke et al. investigate the asymptotic behavior of the sequences generated by the alternating resolvent method. Alternating minimization algorithms are particular cases of the latter problem when specialized to the case when A and B are the subdifferentials of two proper lower semicontinuous functions f and g on H. In this case, we can reformulate (P) as follows
which is nothing but the optimality condition of the following minimization problem introduced in [1] (see also [2] and [3] ):
The latter, with β = µ = 1, was considered by Acker and Prestel who proved that the sequence (x k , y k ) generated by the corresponding alternating minimization algorithm weakly converges to a solution of the joint minimization problem (M). Acker and Prestel's theorem provides a natural extension of Von Neumann's alternating projection theorem [4] for two closed convex nonempty sets (take f, g be the indicator functions of two sets). Note that the two sets may have an empty intersection, in which case the algorithm provides sequences convergence to points in the respective sets which are as close to each other as possible. A rich literature has been devoted to this subject. In the context of inclusion problems, the algorithm which we will propose covers the alternating resolvent method considered in [3] , namely: given
A systematic investigation of the asymptotic behavior of the sequences (x k ), (y k ), (y k − x k ) and (x k+1 − y k ) in connection with the solutions of (P) was provided in [3] . Recently in [2] a new class of alternating minimization algorithms with costs to move has been introduced. Based on this work, having in mind that the classical proximal algorithms can be viewed as implicit discretizations and inspired by [3] , it is natural to consider the following alternating proximal-like algorithm
It is worth mentioning that when α k = ν k = 0 for all k ∈ IN , and β and µ have a common constant value γ −1 , then this is exactly (R), and if further A = ∂f and B = ∂g then this is exactly Acker and Prestel's alternating process, which is introduced to minimize (M).
The main convergence result
Monotone operators, especially in the form of subdifferential operators, are of basic importance in optimization. By taking A = ∂f, B = ∂g, (A) reduces to
an algorithm introduced in [2] . Let us first notice that algorithm (A) can be rewritten as
Notice also that (x, y) solves (P) amounts to writing
Now, we are in a position to state and prove our main convergence result. 
weakly to a solution of (P).
Proof. Let (x * , y * ) be a solution of (P). In view of relations (2.1) and (2.2) and according to the firm nonexpansiveness property of the resolvent operators, we can write
These inequalities together with the relation
and
After rearranging the terms, we get
Replacing in the last inequality x k+1 − x * 2 by its upper bound given by (2.3), one has
Multiplying (2.3) by α k µ, (2.4) by β(µ + ν k ) and adding the resulting two inequalities entail
Consequently, we obtain
This shows that the sequence (x k , y k ) is bounded and a) is established. Now setting
we can rewrite (2.5) as
From which we infer
where M := max{ x k+1 −x * 2 , y k+1 −y * 2 } which is finite since the sequences are bounded. Now, let us define
+ M, observe first it is worth noticing that ∞ k=1 Ω k < +∞ and that the last inequality may be written
Hence the sequence (Γ k − k n=1 Ω n ) k∈I N * is decreasing and thus converges since it is bounded below by the quantity − +∞ k=1 Ω k . As a consequence (Γ k ) is also convergent.
Now the inequality above shows that
From which we deduce that y k − y * admits a limit as k → +∞, because the last two terms tend to zero as k → +∞, while (α k µ + β(µ + ν k )) tends to a positive limit since (α k ), (ν k ) are convergent as a consequence of the hypotheses
This completes the proof of b). To conclude, let (x,ȳ) be a weak cluster point of (x k , y k ), there exists a subsequence, which we still denote (x k , y k ), weakly converging to (x,ȳ). We have y k − x k weakly converges toȳ −x, on the other hand y k − x k strongly converges to y
Passing to the limit in the last inclusion and taking into account the fact that α k (x k+1 − x k ) + β(x k+1 − y k ) strongly converges to β(x −ȳ) and that gphA is weakly-strongly closed, we obtain 0 ∈ A(x) + β(x −ȳ).
Similarly, we have 0 ∈ B(ȳ) + µ(ȳ −x).
Thus any weak cluster point (x,ȳ) of (x k , y k ) is a solution of (P). This together with the fact that ( x k − x * ) and ( y k − y * ) have a limit for any solution (x * , y * ) implies that the whole sequence (x k , y k ) weakly converges to a solution of (P) thanks to the Opial's lemma [5] . is firmly nonexpansive. By virtue of the result developed above, we deduce that the sequence (x k , y k ) generated by the following algorithm
weakly converges to a solution (an inertial equilibrium) of (E).
