Abstract. We study growth properties of the number of paths of lenght k for a variant of Cameo graphs introduced in an earlier paper. Sharp results are obtained for threshold for the k-path connectivity and the essential diameter.
Introduction
In this paper we study phase transitions in the path-connectivity of an inhomogeneous random graph model with power law degree distribution. The k-path connectivity measures the average number of paths of length k between two random chosen nodes. It has close relations to other quantities like diameter or expected path length.
The model we use is a modification of the so-called Cameo-graphs introduced in [2] . In contrast to [2] we deal here with a random graph (rg) model where all edges are independent from each other. In a certain sense our model is an inhomogeneous extension of classical Erdös-Renyi rg with an additional random variable ω assigned i.i.d. to the vertices. The probability of an edge between two vertices y and x depends only on the ω− value of x and y and the vertex set size n. Cameo type graphs have a nice interpretation in the context of social network formation (see [2] and [3] for details).
Diameter questions for scale free graphs have been studied for different models within the last years [1, 4, 6, 7] . The first rigorous treatment was given by Bollobas&Riordan [4] for a precise variant (the LCD-model) of the Albert&Barabasi evolutionary model with preferential attachment. In all the quoted articles a kind of branching process approximation was used to derive the upper bounds for the diameter respectively mean path length. In a forthcoming part II we will use the branching process approximation for the Cameo-graphs introduced here. The more accessible notion of path connectivity gives lower bounds on the diameter and the expected path length and is worth studying in its own right. The main difference between the models discussed in [1, 6, 7] and the Cameo type ones studied in this paper is the degree-degree correlation. In our model the correlation is additive whereas in the mentioned models the correlation is a multiplicative one.
Both cases are interesting since they correspond to different but somehow natural edge formation rules. The additive case studied in this paper is in a certain sense an independent version of the so-called k− out model where each vertex generates k edges independent from the other ones (with allowed multiple edges) but still with preferences depending on the ω i value of a vertex i.The degree distribution as well as evolutionary variants of this model was studied in [2] .
After completion of this article we became aware of the recent paper by Bollobas, Janson and Riordan [5] where a very general framework for inhomogeneous random graphs with independent edges is used and in detail analyzed. The setting therein is very similar to our approach and some of their results can nicely be applied to the class of Cameo graphs.
Definition of the model and some simple properties
Let ω be a continuous random variable (rv) distributed with ϕ such that supp(ϕ) = [1, ∞). Let Σ be the set of all half infinite sequenceŝ ω = (ω 1 , ω 2 , ω 3 , ...) with i.i.d. distributed ω i according to ϕ. Σ is naturally equipped with the product measure Φ obtained from ϕ. We denote by
For each elementω ∈ Σ and fixed parameters c > 0 and α ∈ R we define an associated random graph process {G (n,ω)} ∞ n=1 as follows: G (n,ω) is the random graph space on vertex set V n = {1; 2; ...; n} with edge probability (2.1)
where all edges are drawn independent of each other. As will be shown later the parameter c determines the expected edge density like in classical Erdös&Renyi random graphs and the affinity parameter α directly relates to the shape of the degree distribution. The value of the rv ω i is called the weight of vertex i. An element G ∈ G (n,ω) with edge set E := E (G) has therefore probability Pr (G) =
arises we will drop the n -dependence in p ij (n)). We are interested in the asymptotic properties of G (n,ω) as n → ∞ for Φ− typical realizationsω ∈ Σ.ω is called typical if for any cylinder set C k a,b
where σ is the usual left-shift and 1 A (ω) is the indicator function for the eventω ∈ A ⊂ Σ. We say that a property P holds with high probability (whp) for {G (n,ω)} if lim n→∞ Pr (P holds for G ∈ G (n,ω)) = 1. Note that
admits a kind of natural filtration such that G (n + 1,ω) is essentially obtained from G (n,ω) by adding vertex n + 1 with weight ω n+1 and creating new edges to vertex n + 1 according to formula 2.1 (where the sum in the normalization runs now from 1 to n + 1) and eliminate existing edges in G (n,ω) with probability p ij (n) − p ij (n + 1).
The expected degreed (i) of vertex i ≤ n in G (n,ω) is given bȳ
and the expected number of edges E n (ω) by
By the ergodic theorem we have Φ− almost surely
Let B (ϕ) be the set of α− values for which A (α) < ∞ (in case ϕ decays faster then any polynomial, B (ϕ) is just the set (−∞, 1)). For α ∈ B (ϕ) we get the following estimate on the asymptotic value ofd (i) :
Note that the expected value of the number of edges in G (n,ω) does not depend onω. Since the last formula gives the expected degree of a vertex x conditioned to ω i we can estimate the expected largest degree value in G (n,ω) for typicalω by estimating the asymptotic of f (n,ω) := max 
, Φ− a.s. Proof: Clearly for any ε > 0 one has
Since the sequences 1 − 1 − 1 n 1+ε n and 1 − 1 n 1−ε n are both summable for any ε > 0 the Borel-Cantelli lemma implies the pointwise statement in lemma 1.
In the next paragraph we will need some estimations of the sums
Here one cannot apply directly the ergodic theorem since
But under mild assumptions on the monotonicity of ϕ one can show that the derived rv
is power law like distributed (lemma 2) which in turn can be used to estimate the above mentioned ergodic sum.
Lemma 2: i) Let ϕ ∈ C 2 and D 2 (ϕ µ ) = 0 for |µ| ∈ (0, 1] and ω > ω 0 (µ) (this implies also that ϕ is faster decaying then any power law). Then the distribution
.
For a proof see theorem 2 in [3] . For convenience of the reader we give a sketch of the proof in the appendix.
Together with lemma 1 we obtain in lemma 3 the following estimate : Lemma 3: Under the assumptions of lemma 2 and for 1 < β / ∈ B (ϕ) and Φ a.s. the following properties hold: i) (2.9)
ii) under the assumptions of lemma 2i one has (2.10)
iii) for ϕ (ω) = const ω γ one has (2.11)
+on (1) y min
Proof: We will use the following statement from the appendix in [4] : under the assumptions of lemma 2i one has (2.12)
Replacing Dϕ by ϕ and ϕ by F * we obtain (2.13)
Furthermore we will make use of Bernstein inequality in the following form: Let X 1 , X 2 , ..., X n be independent random variables such that
Recall that according to lemma 2 the induced distribution of the rv y =
is given by ψ (y) = 1 y θ+o(1) with 1 < θ depending on wether ϕ (ω) is of power law type or not. To prove lemma 3 we therefore have to show
We will first use Bernstein inequality for the conditioned variableỹ := (y | y < k) with k large. The distribution ofỹ is given bỹ
with C (k) → 1 as k → ∞ hence y andỹ have up to a constant the same distribution. Let X i := E (ỹ i ) −ỹ i and note that the rv X i satisfies the assumptions required in Bernstein inequality with M = k. We have
We will take now k as a function of n namely as the expected maximal value of the rv y. By lemma 1 we then know that the sequence (y i ) n 1 is almost surely equal to the sequence ((ỹ i ) n 1 ) for k = n 1 θ−1 . Let λ = n ε with 0 < ε to be defined later. From equation 2.14 we get
The right hand side converges to zero for ε > 1 θ−1 . Since furthermore
For each ε i we have by Borel-Cantelli lemma Φ− almost surely (2.21)
Let G i be the set of sequencesω ∈ Σ for which 2.21 holds. Since Φ (G i ) = 1 for all i we have for the countable intersection G := ∩ i G i also Φ (G) = 1. Clearly for elements in G lemma (3i) is true. The statements in (3 ii) and (3 iii) follow from a straightforeward computation using 2.13.
k-path connectivity and essential diameter
Let d (i, j) be the usual distance between two vertices i and j in a given graph G. Define as usual the diameter by diam (G) := max
G | Co denotes the restriction of G to a connected component Co. We further introduce the notion of ε− essential diameter
The essential diameter is related to the existence of a core ball on the graph which carries a positive fraction of all the vertices. The expected path length (epl) ∆ (G) of a connected graph G is defined as the mean distance between pairs of vertices: ∆ (G) :
For non-connected graphs G we define ∆ (G) as the average over d (i, j) where i, j belong to the same connected component of G. It is a well known phenomena that the random variable describing the diameter or the expected path length of a r.g. space is typically highly concentrated. Closely related quantities are the probability P k that there is a path of length k between two at random chosen vertices and the k− path connectivity Γ k (i, j, G), the number of paths (without repetition) between i and j in the graph G. From Γ k (i, j, G) two natural quantities can be derived: the maxi-
. It turns out that for large n the r.v. Γ k is either close to zero or very large and the same holds forΓ k (G). For random graphs with a giant component, this "jump" value of Γ k is either of the same order or smaller as ∆ (G). We are now ready to state our main theorem: Theorem : i) For c > 0 and α ∈ 1 2 , 1 there exists L (c, α) such that, with high probability,whp, Γ k (G ∈ G (n,ω))is almost 0 for k less than L (c, α) and
and α ∈ 0, 1 2 there exists L (c, α) such that, with high probability, Γ k (G ∈ G (n,ω)) is much smaller than 1 for k less than (L (c, α) − 1) log n and Γ k (G ∈ G (n,ω)) much bigger than 1 for k bigger than (L (c, α) + 1) log n almost surely inω.
iii) under the conditions of i) and for 0 < ε < ε 0 (c,
×{j} be the set of k +1− strings of vertices without vertex repetition . Clearly one has #Σ
ij we denote by 1 γ k (G) the characteristic function for γ k being a path of length k between i and j, that is all pairs (x l , x l+1 ) in the string γ k are edges in G ∈ G (n,ω). From the model definition we have
, which for typicalω and α ∈ B (ϕ) takes the form
With y i := 1 ϕ α (ω i ) we get for the expectation of Γ k (i, j)
Multiplying out k−1 l=0 y x l + y x l+1 one obtains two different type of terms, namely terms where each y x l appears just once and terms where (y x l ) 2 appears. It turns out, that the main contribution to 3.4 comes from terms with a maximal number of (y x l ) 2 involved. By using the ergodic theorem and lemma 3 we obtain upper and lower bounds on E G(n,ω) [Γ k (i, j)] as follows: Since for k fixed we have Φ a.s. (3.5) 1 n (n − 1) ... (n − k + 1)
applying the ergodic theorem separately to the sums we obtain
More generally with ν = (ν 1 , ν 2 , ..., ν k−1 ) such that ν ∈ {0 ; 1; 2} , ν l = k − 1 we have (3.8)
where g i := # {ν l | ν l = i} for i ∈ {0 ; 1; 2} . Note that 2α / ∈ B (ϕ) for α ∈ 1 2 , 1 and therefore lemma 3 has to be applied. Using the last expression and the estimation from lemma 3
, we get the following bounds:
To finish the proof of part i) of theorem 1 we still have to establish a relation between E G(n,ω) [Γ k (i, j)] and k (G) , respectivelȳ Γ k (G). For the case when ϕ is itself a power law distribution const ω γ one gets in complete analogy to the above computations the following estimation.
ii) Let α ∈ 0, 1 2 . The first part of the argumentation in the previous section (till formula 3.4) remains unchanged since it was independent of the α− value. In formula 3.8 we have for α < 1 2 and ϕ decaying faster than any power law the estimation (3.11)
This gives in connection with formula 3.4:
where the constants A 3 and A 4 are given by A 3 = (2A 2 ) k/2 and A 4 = A k . Hence for c sufficiently small and Φ a.s. whp G ∈ G (n,ω) has no giant component since otherwise the expected k− path number has to increase with k. To get better bounds on the the jump value for the k− path number for c > 1 we have to estimate the sum over the products 
The coefficients C The states correspond to the different types of product terms in y x l + y x l+1 y x l+1 + y x l+2 , namely 1 .
m is the number of words of length k with exactly m− times the symbol 4 appearing.
We illustrate the construction by an example. Let k = 4 and consider the products in the path probability sum Each product corresponds uniquely to one symbolic word e.g. and so on.
we will first derive a recursion relation for the numbers C a , ( a = 1, 2, 3, 4 ) with exactly m times the symbol 4 appearing. We get the following recursion: m,a can be translated into a recursion relation for the generating functions:
with initial conditions f X (1, z) = 1 + z and f Y (1, z) = 2. The transition matrix has eigenvalues {λ 1 = √ z + 1, λ 2 = 1 − √ z} and therefore we obtain
m we get
Inserting this into equation 3.14 we obtain
A(α) < 1 the expected k−path number converges to zero for each k and hence the corresponding random graph space has whp no giant component.
A(α) > 1 and k = (1+ε) log n log B
, ε > 0 the expected k − path number goes to infinity.
It remains to prove that the above phase transition happens whp in G ∈ G (n,ω) for typicalω. A standard technique to obtain such results is the so called first and second moment method. From Tchebychev inequality one has for a discrete positive random variable X with E (X) = a
. By the Markov inequality we have further
. We will first show that
for almost everyω and k > k c where k c is the phase transition value in Theorem 1. For a given string
where the the interior vertices are all x m with 1 ≤ m ≤ k − 1. The index in (γ ′ k , γ k ) of a string γ ′ k with respect to a given γ k is defined as the unique integer pair (3.38) . We will show that the main contribution to the above sum is due to strings with index (0, 0) , that is for independent pairs of strings. More precisely the following proposition holds:
To see this we need an estimation of the cardinality of A l (γ k ) and of the expectation
Since the cardinalities of A 0 (γ k ) and Σ (k) ij are of the same order we obtain
. We will now estimate the contribution of the summation over indices with in (γ ′ k , γ k ) = (a, b) = (0, 0) . First note that for a pair of strings
. Furthermore we have trivially for identical pairs
and for pairs (i 0 , j 0 ) , (i 1 , j 1 ) where i 0 = i 1 and j 0 = j 1 (independent pairs)
. The cardinality of A l (γ k ) can easily be estimated by #A l (γ k ) =
) . This provides also upper bounds on the cardinality of B l (γ k ) since I B ≤ I A always holds. To see that for (l, m) > (0, 0) one has for γ ∈ Σ (k) ij (3.44)
observe first that the nominator in the above expression is given by n to the power of the number of different variables about which the ergodic averages take place-that is k − 1 + I A . Second the nominator is given by n to the power of the number of different edges involved in the paths γ and γ ′ , that is k + m and edges on the left hand side and 2k edges in the right hand side. Therefore for positive index we can conclude [?] from which the claims of the theorem follow straightforward.
Comments and conclusions
In this article we have discussed how the k− path connectivity and the essential diameter depend on the parameter α expressing for Cameo-graphs the affinity of the vertices for the property encoded in the random variable ω. We obtained rigorous results for the corresponding phase transitions. In a forthcoming paper we will analyze the component size and the diameter of the largest component in Cameo-graphs. For this the theory developed in [5] seems to be appropriate.
Cameo-graphs define a model of inhomogeneous random graphs. There remain many interesting and challenging mathematical questions for further research. For example both ω and α are properties of the vertices, so in applications they take in general different values for different vertices. We consider in this paper only ω as a random variable. What we need also is a knowledge on the distribution of the affinity α. See e.g. [8] for first results in this direction.
The study of spreading processes on complex random networks is a topic of great interest in many fields and has received considerable attention during the last years. Epidemiology modelling can be used in planning and evaluating various prediction scenarios. See [9] for an application to the study of corruption as an epidemic process.
A natural alternative to the choice of the pairing probabilities given in equation 2.1 is a multiplicative kernel function. Comparable results for this case are easy to obtain by using similar arguments as in this article. Some parts of the combinatorics become even considerably simpler.
Appendix
We prove here the technical statement used in the proof of lemma 3, namely that under the assumptions of lemma 2i the following holds: The last formula states that the negative logarithmic derivative of ϕ should not become to large or to small compared to ϕ respectively 1 ϕ . For the following it is convenient to set ϕ (x) = e −g(x) with g (x) → ∞ and rewrite formula 5.3 as 
