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Imagem, Modelos de Contexto Finito
Resumo O reconhecimento de d´ıgitos manuscritos e´ uma habilidade humana
adquirida. Com pouco esforc¸o, um humano pode reconhecer adequada-
mente em milissegundos uma sequeˆncia de d´ıgitos manuscritos. Com o
aux´ılio de um computador, esta tarefa de reconhecimento pode ser facili-
mente automatizada, melhorando um nu´mero significativo de processos. A
separac¸a˜o do correio postal, a verificac¸a˜o de cheques banca´rios e operac¸o˜es
que teˆm como entrada de dados d´ıgitos manuscritos esta˜o inclu´ıdas num
amplo conjunto de aplicac¸o˜es que podem ser realizadas de forma mais efi-
caz e automatizada. Nos u´ltimos anos, va´rias te´cnicas e me´todos foram
propostos para automatizar o mecanismo de reconhecimento de d´ıgitos
manuscritos. No entanto, para resolver esta desafiante questa˜o de recon-
hecimento de imagem sa˜o utilizadas te´cnicas complexas e computacional-
mente muito exigentes de machine learning, como e´ o caso do deep learning.
Nesta dissertac¸a˜o e´ introduzida uma nova soluc¸a˜o para o problema do re-
conhecimento de d´ıgitos manuscritos, usando me´tricas de similaridade entre
imagens de d´ıgitos. As me´tricas de similaridade sa˜o calculadas com base
na compressa˜o de dados, nomeadamente pelo uso de Modelos de Contexto
Finito.

Keywords Pattern Recognition, Handwritten Digit Recognition, Classification Algo-
rithms, MNIST, Data Compression, Image Compression, Finite Context
Model
Abstract The Recognition of Handwritten Digits is a human-acquired ability. With
little effort, a human can properly recognize, in milliseconds, a sequence of
handwritten digits. With the help of a computer, the task of handwriting
recognition can be easily automated, improving and making a significant
number of processes faster. The postal mail sorting, bank check verifica-
tion and handwritten digit data entry operations are in a wide group of
applications that can be performed in a more effective and automated way.
In the recent past years, a number of techniques and methods have been
proposed to automate the handwritten digit recognition mechanism. How-
ever, to solve this challenging question of image recognition, there are used
complex and computationally demanding machine learning techniques, as
it is the case of deep learning. In this dissertation is introduced a novel
solution to the problem of handwritten digit recognition, using metrics of
similarity between digit images. The metrics are computed based on data
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This chapter starts by describing the handwriting recognition and data compression con-
cepts, followed by an exposition on how the two are interconnected. This produces a better
understanding of the concepts used in the implemented work. Afterwards, the motivations,
objectives and contributions are presented. Lastly, an outline of the thesis structure is intro-
duced.
1.1 Overview
Pattern Recognition (PR) is a noted research field with a wide and continuous scientific
attention and significant growing application areas, which was introduced in the early 1960’s
[1][2]. It quickly became related to Perception, due to the identical underlying procedures
of both fields. In psychology and cognitive sciences, Perception is described as the method
of acquiring, interpreting, selecting, and organizing sensory information [3]. Over the years,
several definitions have been proposed for PR, being that nowadays is mostly described as
the method for acquiring, processing, extracting features and classifying the patterns of the
input data, as represented in Figure 1.1 [4]. Therefore, it is assumed that the core of both
processes is similar.
Figure 1.1: Stages of the Pattern Recognition Process.
In a generic PR procedure, a technical device collects the data or sensitive information and
assigns it to pre-established classes. The ultimate goal in PR is to design an automatic sys-
tem capable of executing the respective exigent task. The feature extraction and classification
stages are the most relevant processing modules of a functioning PR system, since they are
the key points in order to achieve a proper performance. One major difference between these
1
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two modules consists on the possibility of being re-applied to different applications/scenarios.
While the classification algorithms can be re-applied, the same does not happen with the fea-
ture extraction modules, which are unique to every scenario. Figure 1.2 depicts an example
of the feature extraction module of the digit 3.
Figure 1.2: Feature Extraction of Digit 3 [5].
An extensive number of classification algorithms were developed in the last two decades
with the research on automated recognition. The advances in hardware technology led to
the study of new computational and more demanding pattern classification algorithms. The
improvements in computer hardware allowed recognition systems to store larger models and
more complex prototypes. Consequently, former developed classification algorithms consid-
ered too complex in the past, became achievable due to the tremendous evolution in computer
hardware [6].
One of the classification algorithms that had an exponential growth with the development
in computer hardware is the Artificial Neural Network (ANN) scheme, with applications in
several different areas, such as the industrial process and financial control, but also in the PR
field [7].
The underlying concept of an ANN scheme is to reproduce the biological nervous system
procedure of handling information [8]. This outstanding information processing paradigm is
a combination of a multitude of highly interconnected processing components. The basic ele-
ments, neurons, work in cooperation between them to solve the proposed problem. Similarly
like people, the ANN learns by practice and experience [9]. The learning process in natural
systems is described as changing the effectiveness on the synapses connections, affecting the
2
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influence of one neuron on another [10]. A similar process occurs in the ANN. Figure 1.3
depicts the structural differences between the biological network and the ANN.
The ANN has the capacity to learn by giving examples without task-specific programming,
possessing the ability to resolve tasks automatically. For example, in image recognition, an
ANN can learn to classify images that contain giraffes by examining sample pictures that
have been previously labeled as “giraffe” or “not giraffe”, using collected analytic data to
identify giraffes in other figures [11]. The ANN established their ground while the traditional
rule-based programming had difficulty succeeding.
Figure 1.3: Comparison of a Biological Network and an ANN [12].
Although the recent benefits presented about ANN algorithms, these do not offer a trivial
solution to all the artificial perception problems. The processing and feature extraction PR
stages, used in an ANN, must be also thoroughly delineated. In addition, recent statements
on ANN showed some drawbacks of this sophisticated technique. Therefore, the most ex-
pressed disadvantage of an ANN is its ”black box” nature, i.e., in the absence of additional
effort, it is extremely difficult, if not impracticable, to obtain an insight of the problem when
looking into the ANN model [13].
The training performed by an ANN, in order to achieve a suitable architecture, is by itself
an expensive computational burden [14]. In an ANN, the learning process requires enormous
amounts of corrected labeled data to train. The time needed to train a very complex model
can be in the scale of weeks, using hundreds of machines equipped with expensive Graphics
Processing Units (GPUs) [15].
3
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The limitations of such architecture are also present in most Machine Learning (ML)
techniques. In order to overcome these exigent computational challenges, new PR approaches
have been studied. PR schemes based on data compression have shown interesting results,
since all the recognition and classification structures rely on compressed reflections of the
input data, showing that compression may represent a new paradigm on PR [16].
The science of representing information in a compact form, over the uncompressed or
original form, is known as data compression [17]. The human nature has the remarkable
ability to compress information. An example of this ability is the act of capturing an image
by the light sensitive cells in the retina of an eye, where the captured visual photo’s size is the
order of a megapixel. The memory and transmission capacities of the brain are limited, mak-
ing it impossible to deal with a lifetime of megapixel pictures. Consequently, the brain has
to select the most important information to be able to understand the surrounding world [18].
Figure 1.4: Recognition System Based on a Data Compression Encoder.
The task of a recognition system can be seen as a lossy compression system, i.e., the recog-
nition procedure follows a task order for the final purpose of assigning a classification to the
input data. Similarly, a lossy compression system tries to compress the input data with the
goal of attaining a good degree of compression without losing the perception of the original
data. In the recognition of handwritten digits, the aim is to assign a correct classification to a
digit image, resembling to the process of a compressor, where the input data is compressed to
a binary representation of a digit. Figure 1.4 represents a type of data compression encoder
that classifies digits.
1.2 Motivation and Objectives
The advances in technology revealed more efficient ways of doing tasks and the better
emerged processes showed profitable results. The technological advances of computers enabled
progresses in many areas such as education, agriculture and in the medical area. Nowadays, a
student can learn on a worldwide scale without leaving the classroom, where the information is
just a click away. In the past, processes in the agricultural field needed a lot of manpower work,
although currently the human interaction is almost non-essential, all due to the technological
revolution. With the use of high-tech devices, like machines and computers in the medical




The theme of PR was decisive in the advancement of science and technology, allowing
to accelerate and automate many processes in different areas, such as voice recognition in
engineering, traffic control and license plate recognition in civil administration, medical diag-
nosis in medicine, stock exchange forecast in economy and the classification of rocks in geology.
Figure 1.5: License Plate Recognition Example [19].
In engineering, handwritten digit recognition is a well-known subject, with important and
well-founded research, presenting results with high accuracy. With such technology, the post
offices are able to scan envelops adequately and sort them by zip code. Banks can quickly
and automatically process bank checks. Also, handwritten digit recognition has an enormous
potential when applied to manuscripts that contain plenty numerical information.
The importance and applicability of this type of technology is enormous. Currently, to
solve the problem of image recognition, there are used complex and computationally very
demanding ML techniques, as is the case of Deep Learning (DL). In this dissertation, it is
intended to apply innovative ideas, based on data compression models, whose computational
efficiency is generally much superior to other existing techniques.
The goal of this dissertation is to design and study a handwritten digit recognition sys-
tem based on data compression techniques. The basic idea is to use techniques commonly
associated with data compression to determine how far two objects are from each other (in
the sense of the amount of information needed to transform one object into the other). In
this particular case, the objects are images of handwritten digits.
1.3 Contributions
The main contributions of this dissertation include,
• The exploratory research work on a novel PR approach to handwritten digit recognition,
using data compression.





This dissertation starts with an overview of the PR field, providing a brief introduction
on the theme. Then, the view of the main idea of the developed work on this dissertation is
established, followed by the motivation and objectives. The remaining chapters are organized
as follows:
Chapter 2 starts by rendering a brief history of the current numerical system and the
benefits that such structure originates on the human civilization. The Modified National
Institute of Standards and Technology (MNIST) database is disclosed, starting by presenting
the origins and a statistical and informative analysis. The Handwriting Recognition topic is
exhibited and a differentiation is made between the Online versus Oﬄine Handwriting Recog-
nition. Finishing the chapter, an overview of the contemporary handwritten digit recognition
techniques already tested on the MNIST database is given.
Subsequently, in Chapter 3, two different definitions of information are presented. The
main focus of this chapter is to give a presentation of the influential data compression tech-
niques. The link between the Shannon entropy and the Markov models is illustrated. Fol-
lowing, the coding techniques that revolutionized the compression methods are explained.
An elucidation on the dictionary based compression is made and, to finish the chapter, the
leading image compression methods are briefly explained.
Next, in Chapter 4, the notion of similarity measure and the important measures are
introduced. The chapter is exclusively dedicated to the experimental evaluation of the pro-
posed handwritten digit classification method. The proposed method modules and the pre-
processing procedures are extensively described. Closing the chapter, the performance results
earned from the proposed method are presented and some considerations about the results
are made.
The last chapter, Chapter 5, completes this dissertation with the conclusions and future
possible research guidelines.
1.5 Notations
The following notation are used in this dissertation: boldface uppercase letters denote
matrices, boldface lowercase letters stand for vectors, italic lowercase and uppercase letters
denote scalars and lowercase Monospace letters denote objects. The interval notation [a, b]
denote the closed interval from a to b, that is the interval including the values a and b them-
selves. Differently, (a, b) denotes the corresponding open interval, that is the interval that
includes the values between a and b, but excluding a and b. Furthermore, [a, b) denotes an
interval that excludes b but contains a.
The function min(n) returns the smallest value in the n vector. On the other hand the
max(n) function outputs the largest value in n. The mean(n) function returns the mean
for the n vector and the round(n) function rounds each element of n to the nearest integer.
The distances DE (x,y), DMan (x,y) and DMin (x,y) represent the Euclidean Distance,
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Manhattan Distance and Minkowski Distance, respectively. The notation f [n] ∗ g[n] denotes
a convolution for a 1D signal.
The notation xy denotes the concatenation of x to y and Ji identically denotes a con-
catenation of J to i. The notation A and H denotes a distinct alphabet and a hash table
data structure, respectively. The notation |n| denotes the number of elements in n, if n is an
object. For an alphabet, the notation |A| represents the size of A.
The notation H(X) denotes the Shannon entropy of a random variable X. K(x) de-
notes the Kolmogorov complexity of a object, x. K(x|y) denotes the Conditional Kolmogorov
complexity of x given another object, y. C(x) defines the length of a object, x, after be-
ing compressed by a compressor C. C(x|y) denotes the length of an object, x, after being
compressed by a compressor C using also the models of y. Lastly, the C(x||y) defines the
compressed length of x by the compressor C using only the models of y. E(x, y), NID(x, y),






The handwritten digit recognition is a notable classic problem of PR. Assuming that a
user submitted an image of a digit via a tablet, a scanner or another digital gadget, an au-
tomatic system that uses PR is designed to accurately assign a classification to the unknown
digit. Such system has a vast number of applications. Governmental organizations such as
postal or tax departments or private financial institutions such as banks are dependent users
of this technology. For these institutions, having an automatized system, capable of correctly
assigning important information, is fundamental to efficiently provide a resolution of corpo-
rations activities.
This chapter presents an overview of the methods used in the MNIST database. A back-
ground of the most actual employed numerical digit system is exhibited, followed by the origin
of the MNIST database and a statistical observation of its constituents. The chapter ends
with an overview on what is the handwriting recognition and the most significant methods
applied to the MNIST database are explained.
2.1 A Brief History of Numerical Systems
The word digit 1 comes from the Latin noun digitus which means “finger”. Such meaning
comes from the ancient human instinct to use fingers to count. The human nature’s limit of
ten digits determined the common use of the base 10 on numeral systems, i.e., use of deci-
mal digits. The term decimal 1 is derived from the Latin adjective decem that means “ten”.
Consequently, decimal digits can be explained as a representation of 10 numbers [20].
The numerical system frequently used in today’s world was designed many years ago in
India. Nowadays, this system is commonly referred as Arabic numerals, although this desig-
nation is inaccurate, since its cradle and its extensive use is not specifically referred to the
Arabs [21]. Another evidence is found on the Rock Edicts of Ashoka, which is assigned to the
period of 256 B.C., were “Arabic” numerals appeared engraved thousand years before its ap-
pearance on Arabic literature [22]. Moreover, the Arabs call the current universal numerical
system “arqam hindiyyah”, which translates to Indian numerals [21].
1American HeritageR©Dictionary of the English Language, Fifth Edition, 2011.
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The diffusion of the well accepted modern numerical system started many years ago. In
the 9th century, the Persian mathematician Al-Khwarizmi wrote the book “On the Calcula-
tion with Hindu Numerals” and the Arab mathematician Al-Kindi wrote four volumes with
the name “On the Use of the Indian Numerals”. These two literary works played an im-
portant role for the propagation of the numerical system to the Middle East and West [21].
The emergence of this system in Europe is undetermined. Nevertheless, the most agreeable
statement is that it was introduced several times without a specific date and concrete place.
In Europe, the oldest manuscript containing Indian numerals is referenced to Spain and
the year of 976 A.D.. Despite the early introduction, Greek numeral system sustained the
popularity for many years between the restrict group of scientists and merchants, who pro-
longed the use of the Roman system in their books. The French mathematician Gerbert of
Aurillac, which in 999 A.D. assumed the position of Pope Sylvester II, used the Indian numeral
system on a manifold of owned authorship writings in an attempt of introducing the system
in Europe, but without succeeding [23].
Leonardo de Pisa, or better known as simply Fibonacci, was an Italian mathematician,
who composed the major work “Liber Abaci” or “The Book of Counting” in 1202 A.D.. His
work produced the flame that ignited the propagation of the Hindu-Arabic numeral system
in Europe [24]. Therewith, the European scientists started applying the numeral system to
their work. One century later, the German inventor “Johannes Guttenberg” introduced the
printing press to the world, which is regarded as the most important invention of the second
millennium, contributing to the enormous dissemination of the Indian numeral system, and
most importantly allowed the diffusion of learning it to the masses [25].
Nowadays, the international standard numeral system appears so clean and perfect that
is seems to have simply been acquired, but the reality is that the system had to be thought
out and deeply elaborated. In the 18th century, Pierre Laplace, one of the most influential
mathematicians of all times, expressed a thought about this system, stating the follow:
“The ingenious method of expressing every possible number using a set of ten symbols
(each symbol having a place value and an absolute value) emerged in India. The idea seems
so simple nowadays that its significance and profound importance is no longer appreciated.
Its simplicity lies in the way it facilitated calculation and placed arithmetic foremost amongst
useful inventions. The importance of this invention is more readily appreciated when one
considers that it was beyond the two greatest men of Antiquity, Archimedes and Apollonius.”
[22]
The numerical system that we use in our quotidian didn’t always had the same visual
presentation, but evolved through time. This is, the ability to express and represent numer-
ation was developed separately among different civilizations, resulting in a vast number of
numeral representations, as depicted in Figure 2.1 [21]. It is interesting to see that some
representations, such as Roman numerals, that were widely used in the past, are still being
used in the present [26].
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The old Babylonian numeral system has a particular characteristic that has a similarity
with our actual time counting system and on the measurement of angles [27]. With a close
observation on our surroundings, it is possible to detect different base systems, such as the
use of a base 2 or also known as binary system, which is used daily on all digital devices.
Additionally programmers sometimes use a base 8 or octal and a base 16 or hexadecimal
representation, for a more compact notation.
Figure 2.1: Most Known Graphical Digits Representation [28].
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The number invention represents one of the most important discoveries to humankind,
as it allowed progress and evolution to happen in such a fast pace. The human ability to
perceive and recognize the number system is an important skill. The development of an auto-
matic process that accomplishes this task presents a huge advantage to automate a enormous
quantity of processes that have the necessity to identify digits.
2.2 Modified NIST Dataset
The MNIST is a large well known database of handwritten digits between 0 and 9 that is
commonly used to train PR systems, although is more familiar in the ML research area [29].
To support the research on ML and PR, a wide number of standard databases were assembled
in the last years. Of an enormous bulk of databases, the freely available MNIST benchmark
emerged as a standard on testing ML schemes, due to the pre-processed handwritten digit
images. These processes applied on the database included segmentation and normalization.
The ready-to-use feature allowed researchers to gain the ability to validate recognition tech-
niques, share and compare easily the results [30]. Figure 2.2 illustrates a sample of digits
from the MNIST dataset.
Figure 2.2: The First 144 Digit Images from the MNIST Training Set.
The National Institute of Standards and Technology (NIST) organized, in the Spring of
1992, a competition with the subject of handwriting digit classification, allowing competitors
to access a training set of 223,000 samples and a test set of 59,000 samples. In Figure 2.3
it is possible to observe fragments of these sets [31]. The divergent distributions on the test
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and training set, or more specifically denominated as Special Database 1 (SD-1) and Special
Database 3 (SD-3), respectively, revealed that these distributions influenced the results. The
SD-3 was assembled from collecting handwriting digits among the United States Census Bu-
reau employees. On the opposite side, the SD-1 was gathered among high-school students,
evidence that SD-3 was clearer and easier to recognize than SD-1.
Figure 2.3: Digit Images from NIST Training Set (left) and NIST Test Set (rigth) [32].
The conclusions reached with the classification experiments were that the results must
be independent of the selection of the training and test set from the overall complete set
of samples. To overcome this faulty detail, the need to constitute a new database arose by
mixing both NIST datasets [32].
The MNIST database was assembled by Yann LeCun, Corinna Cortes and Christopher
J.C. Burges, combining the SD-3 and SD-1 sets using a 50/50 ratio, and resulting a new
training set with 60,000 binary images of digits and 10,000 test samples [32]. Therefore, the
new subset created from the NIST databases constitutes a collection of 70,000 binary images
of digits written by hand in the range of 0 to 9. The digits frequency on the MNIST set is
presented on Table 2.1.
0 1 2 3 4 5 6 7 8 9
Training Set 5923 6742 5958 6131 5842 5421 5918 6265 5851 5949
Test Set 980 1135 1032 1010 982 892 958 1028 974 1009
Table 2.1: The Digit Frequency of the MNIST Training and Test Set.
The digits images that compose the MNIST dataset were centered by center of mass,
size-normalized, and stored in binary files sequentially as gray-scale images with 28 × 28 di-
mensions, where pixels had an intensity range from 0 to 255. The size of a simple image
sample vector is 784. Table 2.2 displays more information on the name of the files and the
respective dimensions. Associated with the files that contain the images, the MNIST provides
two other files that enclose labels which accurately assign a classification to the images. The
MNIST is a fairly simple database for test and develop ML and PR methods on real-world
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data without spending huge amounts of energy on pre-processing and formatting.
Files Files Size in Bytes
Training Set Images 47040016
Training Set Labels 60008
Test Set Images 7840016
Test Set Labels 10008
Table 2.2: MNIST Dataset Files and Sizes.
A handful of major classification techniques have been used on this training set and test
set. In some approaches, the images were deskewed, this is, they were calculated by finding
the principal axis of the shape of the digit closest to the vertical and then shifting the lines
to rearrange them in the vertical direction. In some other experiments, the training set was
increased with artificially distorted versions of the original training samples [32].
2.3 Handwriting Recognition: An Overview
Handwriting is a competence that is particular to individuals, and mastered many years
ago with the intent to expand human memory and ease communication. The act of hand-
writing consists in inserting artificial marks on a surface, with the purpose of achieving the
graphical representation of a certain language. Together with the individual, the handwriting
skill is aggregated to the ability to recognize and identify shapes and curves of the artificial
marks of the language. These competences provided the sharing of knowledge over time,
allowing access to the future generations [33].
Figure 2.4: Handwritten Example of Original Zip Codes [34].
The technological evolution inflicted an impact on handwriting practice, since the digital
devices could provide clean and pronto formatted documents. However, in numerous situa-
tions, the symbiosis between pen and paper is much more practical than a keyboard. The
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Handwriting Recognition represents a solution to the other side of the spectrum, being the
tool that can transform a language represented in its spatial form of graphical marks into
symbolic representation. More specifically, a handwritten Latin language can be represented
in the form of 16-bit Unicode. Figure 2.4 portrays an example of zip codes showing handwrit-
ten digits that can be translated to a typically 8-bit American Standard Code for Information
Interchange (ASCII) representation.
2.3.1 Online versus Oﬄine Handwriting Recognition
In Handwriting Recognition, the algorithms can be distinguished into two different cate-
gories: online and oﬄine handwriting recognition. The divider between these categories can
be established by looking to the final use of the application. If the method is used in real time,
then is designated an online classification algorithm. Moreover, if the classification objects
were previously saved and the class assignment processes can be done at another time, then
the system can be characterized as oﬄine handwriting recognition. Nevertheless, oﬄine algo-
rithms might have associated time features connected to the data input. Figure 2.5 depicts
examples of the two types of handwritten recognition algorithms.
Figure 2.5: Online and Oﬄine Handwriting Recognition [35].
Online handwriting recognition algorithms convert text at the same time as the writing
process takes place. Within the process of designing an online recognition system, it is im-
portant to keep in mind the speed of recognition, which should be similar to the writing
speed of the language. For alphanumeric English, the average writing rate is around 1.5-2.5
characters/s. For more graphically detailed characters such as Chinese symbols, the average
speed is positioned at 0.2-2.5 characters/s. [36]. Depending on the characteristics of the type
of characters, it is possible to achieve a 5-10 characters/s in English, e.g., a sequence of 1’s
can be rapidly drafted.
The real time component on the online recognition allows the extraction of features such
as stoke pressure, velocity and trajectory. Furthermore, the submitted data has low noise,
15
Chapter 2. Handwritten Digit Recognition
which translates to an easier classification. The Palm PDA and Google Handwrite are con-
temporary tools that use online handwriting recognition [37].
Oﬄine handwriting recognition is performed after the writing process, so the algorithm
can be applied days, months or years later. Generally, the oﬄine recognition process is stated
as a more complex task than the online method [38]. On the oﬄine case, the only available
information are images or the scanned data, while in the online context it is possible to ex-
tract features from the pen trajectory and from the resulting image. The oﬄine recognition
is a challenging task that has been subject to extensive research, combining Computer Vi-
sion (CV) with sequence learning. The MNIST is a well-known database used for testing
oﬄine recognition systems.
2.4 Classification Methods on the MNIST Dataset
The MNIST database is considered a standard to estimate the relative performance of a
new algorithm in the ML field. Several methods and techniques have been evaluated on the
MNIST training and test sets. Of the diversified published ML techniques which attempt to





• Support Vector Machines
• Neural Networks
• Convolutional Neural Networks
The ML techniques tested on the MNIST set can also be differentiated in four different
categories, where the separation is molded with the type of feedback that the learning system
may receive:
• Supervised Learning Algorithms
• Semi-supervised Learning Algorithms
• Unsupervised Learning Algorithms
• Reinforcement Learning Algorithms
In supervised learning, the system receives the input data and the respective labels,
being the main objective the ability of the system to compute on its own a generic rule with
the competence to assign inputs to outputs [39]. In unsupervised learning, the system
has the responsibility to learn patterns from the input data without receiving labels, which
can represent a challenge. In reinforcement learning, the system learns from the granted
series of reinforcements, rewards or punishments, giving important information to the system
16
Chapter 2. Handwritten Digit Recognition
and enabling the learning process on the positive and negative decisions.
In the real world, these transparent distinctions are not always so sharp. The semi-
supervised learning lays down between the supervised learning and unsupervised learning.
The data available to a semi-supervised learning system has a few labeled examples and
eventually will have to handle and treat a vast collection of unlabeled examples [40]. In such
system, the labels may not represent the true story of the reality.
The semi-supervised learning represents the learning type of the following example: a
system that guesses a person’s age from a picture. The training labeled information can be
extracted by snapping pictures of people and asking their age. Theoretically, this is supervised
learning. In reality, some people of the training set can lie about their age, therefore intro-
ducing to the system random noise. The unsupervised learning can address the systematic
imprecision by involving the set of information available, photos, ambiguous true ages and
self-reported ages. Consequently, the noise and lack of labels conjunction create a continuum
between supervised and unsupervised learning. In Figure 2.6 are depicted the main learning
styles or learning models that an algorithm can adopt.
Figure 2.6: Forms of Learning in Machine Learning.
2.4.1 Linear Classifier
A Linear Classifier is considered one of the most straightforward classifiers, where the
classification decision is established based on the value of a linear combination realized on
the input data characteristics. The characteristics of the input object or also denominated as
feature values, are commonly introduced to the machine in a set termed feature vector [41]. A
discriminant function that is a linear combination of the training data (li,xi) ∈ {−1,+1}×Rn,
where li is the label and xi is the feature vector, can be written as,
g(x) = wtx + w0, (2.1)
where w0 is an intercept or better known as bias or threshold weight and w is the weight
vector [42]. For a two class linear classifier based on the precedent equation, the following
decision rule applies: if g(x) > 0, then the result is l1. On the other hand, if g(x) < 0, then
l2 is determined as the classification result. Therefore, if the inner product w
tx exceeds the
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threshold weight w0, the label l1 is assigned to x, and alternatively l2. To the particular
g(x) = 0 solution, the system designer can arbitrarily choose between l1 and l2.
Figure 2.7: Example of a Simple Linear Classifier [42].
A simple example of a linear classifier is depicted in Figure 2.7, with d input units which
correspond to the values of the components of the feature vector. The respective feature
values of the x feature vector are multiplied by its corresponding values from the w weight
vector. The output emits +1 or −1 if the sums of the products are wtx + w0 > 0 and
wtx + w0 < 0, respectively [42].
Figure 2.8: Linear Classifier applied to Digit Recognition [32].
On the MNIST data, techniques such as the linear classifier had been evaluated and
tested, being one of the methods already evaluated displayed in Figure 2.8. In this classifier,
the output units are composed by a weighted sum in which each input pixel value has its
own contribution. The output unit with the largest computed sum between the weighted
sum and the threshold weight expresses the class of the input digit [32]. For this example,
there are 10N weights and 10 bias constants, where N denotes the number of input pixels,
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and therefore the number of system parameters can be expressed by 10N + 10. The input
of Figure 2.8 example is an image with a dimension of 16× 16 pixels. Hence, the number of
free parameters in Figure 2.8 classifier is 2570.
Classifier Pre-processing Error Rate (%)
Linear Classifier (1-Layer NN) None 12.0
Linear Classifier (1-Layer NN) Deskewing 8.4
Pairwise Linear Classifier Deskewing 7.6
Table 2.3: Linear Classifier Results on the MNIST Test Set [29].
Table 2.3 displays the classifiers names, the pre-processing methods used and the perfor-
mance results of the linear classifiers applied to the MNIST dataset.
2.4.2 Non-Linear Classifier
The Non-Linear Classifier category consists of methods that perform transformations in
the data in order to represent new multi-dimensional spaces and apply afterwards the clas-
sification techniques. In general, if a classification technique reforms the input data before
applying the classifier, the method may be defined as a non-linear one [43]. The Non-Linear
Classifiers assessed in the MNIST database and the corresponding results are displayed in
Table 2.4. The two methods tested in the set are the Principal Component Analysis (PCA)
with a quadratic classifier and Radial Basis Functions (RBFs).
Classifier Pre-processing Error Rate (%)
1000 RBF + Linear Classifier None 3.6
40 PCA + Quadratic Classifier None 3.3
Table 2.4: Non-Linear Classifier Results on the MNIST Test Set [29].
The PCA is a statistical method that extracts important information from possibly cor-
related variables of the input data, transforming the information in new orthogonal vari-
ables called principal components [44]. The PCA based method presented in [29] has a
pre-processing stage with the task of computing the projection of the input pattern on the
40 principal components of the training set vectors [32].
The principal components calculation was produced by firstly computing the mean of
each input component and then subtracting from the training vectors. Consequently, the co-
variance matrix is computed from the resulting vectors and diagonalized using Single Value
Decomposition (SVD). Lastly, the classification process is handled by a second degree poly-
nomial classifier with the resultant 40 dimensional feature vector as input. A linear classifier
with 821 inputs and a module with the capability to compute all the pair of input variables
could replace the polynomial classifier.
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The RBF is an efficient modern technique used to approximate multivariate functions, and
also highly useful in lower dimensional problems. The RBF technique is well known, tested
and analyzed, having many positive properties identified [45]. In [32], one of the non-linear
methods uses a RBF network. The first layer of the RBF procedure is configured with 1000
Gaussian RBF units with 400 inputs, and a simple linear classifier complements the second
layer. The RBF units are aggregated in 10 groups of 100. This way, each group is individually
trained using the k-means algorithm in one of the ten classes of the training set. The compu-
tation of the second layer weights is performed with the aid of a regularized pseudo-inverse
method.
2.4.3 k-Nearest Neighbors
The k-Nearest Neighbors (k-NN) classification is a simple classifier method, where the
k-NN model representation is defined by the entire training set. The k-NN algorithm stores
the entire dataset, implying that the classifier does not requires training time, so there is no
learning stage. To obtain predictions, the k-NN uses the training set directly, and the dataset
storing process can be accomplished using complex data structures like k-dimensional trees,
allowing searching and matching of new patterns efficiently [32].
In the k-NN algorithm, predictions for a new instance x can be settled by searching on
the full labelled training set for the k more similar instances, termed commonly by neighbors,
and setting the output variable based on k neighbors. By using the k-NN as classifier, the
output will assign the instance x to a class [46].
Figure 2.9: k-Nearest Neighbor Classification Example [42].
The value for k can be established with algorithm tuning, by trying different values for k
[47]. Figure 2.9 shows a classification example of the k-NN algorithm, for a k = 5 case. The
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test point x is surrounded by the k training samples, so x would be labelled as black point
because the black point class exhibits the majority voting class.
The process to determine the most identical features that a new input has in comparison
with the k instances in the training set, the k-NN to accomplish this task uses a distance
measure [42]. The most prominent distance measure is the Euclidean distance, which is
computed as the square root of the sum of the squared differences between a new instance x




(xi − yi)2. (2.2)
The Euclidean distance is a suitable distance measure for real value input variables and
similar in type, e.g. widths and heights. The Manhattan distance, also called City Block




|yi − yi|. (2.3)
The Manhattan distance represents a good measure to use in input data that does not share
similarities in type, e.g age, gender, height, etc. The Minkowski Distance is a generalization
of the Euclidean and Manhattan distance measures [46].The Minkowski Distance is expressed









Additionally to the presented distance measures, more methods are used such as the Ham-
ming Distance, Tanimoto metric, Jaccard, Mahalanobis and the Cosine distance.
The k-NN represents an important role in classification. The attribution of a label is
performed based on the class with the highest frequency from the k-most similar instances.
On the recognition operation, each k instance votes for their class. In the end, the class with
the majority votes gives a label to the new instance. Whenever choosing the value of k, the
number of classes has to be taken into account, and if the number of classes is even, then it
is a good idea to select an odd value for k in order to avoid draws. On the inverse situation,
if the number of classes is odd, then is a good practice to use an even number for k. Draws
can be broken by expanding the k value or by introducing to the voting the next most similar
instance of the training set.
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The k-NN is a very well studied memory based model, with a large area of applications
and a long history of development [49]. Due to its ease to adapt to the problems and its long
period of use, the assigned name is different depending on the discipline, for example:
• Instance-Based Learning: The k-NN method in this case is referred as instance-based
learning or case-based learning due to the prediction process, where the raw training
instances are used to produce predictions, so every training instance is a case from the
problem domain [49].
• Lazy Learning: This category of k-NN procedure does not need any model informa-
tion. When a prediction is requested, the algorithm generates the prediction in real
time, and therefore this approach is often designated as lazy learning [50].
• Non-Parametric: The designation of non-parametric to the ML k-NN algorithm comes
from the fact that the approach does not make any assumption on the underlying data
distribution [51].
Table 2.5 illustrates the name of the classifier, the pre-processing techniques and the error
rate of the k-NN methods implemented on the MNIST test set.
Classifier Pre-processing Error Rate (%)
k-NN, Euclidean L2 None 3.09
k-NN, L3 None 2.83















Blurring, 2 Pixel Shift
1.22
k-NN, Tangent Distance Subsampling to 16×16 Pixels 1.10










Table 2.5: k-Nearest Neighbors Classifier Results on the MNIST Test Set [29].
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2.4.4 Boosted Stumps
The Boosted Stumps or more specifically Boosted Decision Stumps are a conjunction of
two ML techniques – Decision Stump and Boosting. A decision stump is a special case of
decision tree and known as one-level decision tree [52]. Figure 2.10 presents an example of a
decision stump, where is possible to identify the decision node that uses only a single attribute
and the two possible classification leaves. The parameters of the decision stumps are acquired
on the training process with the training samples.
Figure 2.10: Decision Stump [53].
Decision stumps are a member of the supervised learning algorithm class, where the learn-
ing algorithm takes as input the attributes, attribute values, sample classification and sample
weight. Upon the assimilation of the information, the learning algorithm chooses an attribute
and an associated threshold value, which provides the best classification performance. The
classification is performed on the evaluation of the inequality equation between the sample’s
attribute value and the threshold. The result of such inequality equation gives a classification
to the test sample.
Decision stumps are used as weak learners in ML ensemble techniques such as Boosting
[54]. Boosting are a group of ML algorithms that use weak learners to create strong classifiers,
where the method’s objective is to improve the accuracy of the learning procedure [55]. On
the Boosting algorithm space the most common implementation is the AdaBoost, or more
explicitly Adaptive Boosting. The main idea behind the AdaBoost algorithm is to maintain
a distribution of weights over the training set. At the beginning, the weights are initiated with
the same value. In every round of the learning process, the weights of incorrectly classified
examples are increased [56]. Therefore, AdaBoost is adaptive due to the successive weak
23
Chapter 2. Handwritten Digit Recognition
learners that are tweaked in consideration of the instances misclassified by previous classifiers,
improving the performance of the used weak learners.
The conjunction of the two techniques shaped the Boosted Stumps, and the results ob-
tained with this approach on the MNIST set are displayed in Table 2.6.
Classifier Pre-processing Error Rate (%)
Boosted Stumps None 7.70
Boosted Trees (17 Leaves) None 1.53
Products of Boosted Stumps (3 Terms) None 1.26
Stumps on Haar Features Haar Features 1.02
Product of Stumps on Haar Features Haar Features 0.87
Table 2.6: Boosted Stumps Classifiers Results on the MNIST Test Set [29].
2.4.5 Support Vector Machine
The Support Vector Machines (SVMs) are one of the most popular ML algorithms, due
to the relatively simple structure and its capability to achieve a high performance with little
tuning of the procedure. The supervised learning of the SVM is based on simple ideas and
provides a clear insight on the mechanism of learning from examples [57]. SVM methods
construct a maximum margin separator, i.e., the SVM creates a decision boundary with the
largest conceivable distance between examples. In addition to creating linear separating hy-
perplanes, SVMs are also able to embed data in higher dimensional space using the kernel
trick [58].
Usually, information in its original state is not linearly separable, although into higher di-
mensional spaces the separation can be simplified. Nevertheless, the SVM technique exposes
a remarkably economical way of representing complex surfaces in high dimensional spaces.
In complex surfaces resides a peculiar subset of decision surfaces, the hyperplanes, that
are at maximum separation from the convex hulls of the two classes in the high dimensional
space of the product terms. Moreover, in image recognition, the k degree polynomial that
defines the margin separator can be calculated by firstly computing the scalar product of the
input image with a subset of the training samples, the support vectors [59]. The dot product
results are then elevated to the k-th power and the acquired coefficient numbers are linearly
combined. Table 2.7 shows the performance of SVMs architectures on the MNIST database.
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Classifier Pre-processing Error Rate (%)
SVM, Gaussian Kernel None 1.40
SVM deg-4 Polynomial Deskewing 1.10
Reduced Set SVM deg-5 Polynomial Deskewing 1.00
Virtual SVM deg-9 Polynomial [distortions] None 0.80
Virtual SVM, deg-9 Polynomial, 1 Pixel Jittered None 0.68
Virtual SVM, deg-9 Polynomial, 1 Pixel Jittered Deskewing 0.68
Virtual SVM, deg-9 Polynomial, 2 Pixel Jittered Deskewing 0.56
Table 2.7: Support Vector Machine Classifiers Results on the MNIST Test Set [29].
Figure 2.11 depicts an example of a binary classification problem with three candidate
decision boundaries. The three candidates are consistent on the separation of the classes
and are equally good. Anyhow, the focal point of the SVM is that some samples are more
important than others and this additional care can lead to a better organization.
Figure 2.11: Support Vector Machine Classification Example [39].
On the left example, the lower decision boundary comes very close to 5 black examples
classifying correctly all samples. However, there are many black examples near the line, which
ends up not making sure that a new black sample is on the other side of the line. The SVM
method brings up a generalization to the problem by creating a maximum margin sep-
arator. The maximum margin separator is represent by the heavy line on the right image
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between the samples and is computed with the assistance of the support vectors. The
margin is the width of the area bounded by dashed lines created with the assistance of the
support vectors, pointed with large circles. The designation of support vectors comes from
the evidence that they hold up the separator [39].
2.4.6 Neural Networks
A Neural Network (NN) is a learning computing system inspired by the biological nervous
system. The first steps taken in this area date back to the year 1943, where the neurophysiolo-
gist Warren McCulloch and the mathematician Walter Pits developed a simple mathematical
model of a simple neural network [60]. In Figure 2.12 is depicted the simple model of an
artificial neuron.
Figure 2.12: Model of Artificial Neuron [61].
NNs are a structure composed of nodes or simple neurons connected by direct links. In
Figure 2.14 is displayed an example of a more complex NN. A simple neuron architecture
has the following components: xi as the inputs, the associated weights wi, the threshold θ
and the output y computed by the activation function f (ξ). The neuron first computes a
weighted sum of its inputs as shown in Equation 2.5 and then in Equation 2.6 it applies to




xiwi + θ (2.5)







The output of each neuron is produced by the node’s activation function f . The most
simple activation functions are depicted in Figure 2.13. The functions presented in Figure
2.13 are: on the left, the sign function, a hard limiting threshold function; in the middle, the
linear or semi-linear function; in the right, the sigmoid function or S-shaped, a smoothly
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limiting threshold. Another function that is important to refer is the hyperbolic tangent.
Figure 2.13: Activation Functions Most Commonly used in NN [8].
The sigmoid function is a widely used activation function, due to the fact that the





The hyperbolic tangent function,







is also one of the most popular activation functions in NN architectures due to the fact that
inputs with ranges of (0, 1) will produce outputs values between (−1, 1).
The mathematical model of a simple neuron allowed researches like Rosenblatt to develop
a hypothetical nervous system called perceptron, a two layered NN model, only with the aid
of addition and subtraction operations [62]. The paradigm of connecting several nodes and
structuring them in layers with the increase of the computational power contributed to the
popularity of the NN algorithms.
The structure of a NN is typically represented by a directed acyclic graph, where the units
or the neurons are connected and differentiated in layers. Figure 2.14 shows a three layer NN,
with an input, hidden and output layer, where the inputs of the hidden layers are weighted
by wjk and the output layers are weighted by uij . However, a NN can contain an arbitrary
number of layers of neurons. This type of NN is termed as Multi-Layer Neural Network.
A NN resembles to a mapping process, where the inputs are delivered to the system
through the input layer and lastly mapped to the output layer. The NN are qualified to
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approximate any function to a certain degree of accuracy [63].
Figure 2.14: Three Layer Neural Network [64].
There are two types of NN topologies: the Feedforward and Feedback. On the Feed-
forward NN, the data flow is unidirectional. A unit provides information to the following
unit and no feedback is sent backwards. On the other side, Feedback NN aims to get feed-
back from the following units [65]. An illustration of the differences between the two types is
shown in Figure 2.15.
Figure 2.15: Feedforward and Feedback NN.
The results on the MNIST dataset when using NN classifiers are described in Table 2.8.
Additionally, the type of the NN that was tested and the associated pre-processing techniques
are presented.
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Classifier Pre-processing Error Rate (%)
2-Layer NN, 300 HU, MSE None 4.70
2-Layer NN, 1000 HU None 4.50
2-Layer NN, 1000 HU, [distortions] None 3.80
2-Layer NN, 300 HU, MSE,
[distortions]
None 3.60
3-Layer NN, 300+100 HU None 3.05
3-Layer NN, 500+150 HU None 2.95
3-Layer NN, 300+100 HU
[distortions]
None 2.50
3-Layer NN, 500+150 HU
[distortions]
None 2.45
2-Layer NN, 300 HU Deskewing 1.60
2-layer NN, 800 HU, Cross Entropy
Loss
None 1.60
3-Layer NN, 500+300 HU,
Softmax, Cross Entropy, Weight
Decay
None 1.53
2-Layer NN, 800 HU, Cross
Entropy [affine distortions]
None 1.10
NN, 784-500-500-2000-30 + Nearest
Neighbor, RBM + NCA Training
None 1.00
2-Layer NN, 800 HU, MSE [elastic
distortions]
None 0.90
Deep Convex Net, Unsupervised
Pre-Training
None 0.83
2-Layer NN, 800 HU, Cross
Entropy [elastic distortions]
None 0.70







(on GPU) [elastic distortions]
None 0.35
Table 2.8: Neural Networks Results on the MNIST [29].
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2.4.7 Convolution Neural Networks
Convolutional Neural Networks (CNNs) are a class of NNs that showed positive results in
areas such as image recognition and classification. The CNN is a system inspired on the ani-
mal visual cortex, one of the powerful visual processing system in existence [66]. The pioneer
work on CNN was performed by Yann LeCun, who developed the LeNet Architecture [32].
The CNN in Figure 2.16 is a representation of the LeNet5 structure used for handwritten
digit recognition.
Figure 2.16: Convolutional Neural Network Example for Digit Recognition [57].
The principal building blocks in CNNs are the convolution operation, non linearity op-
eration or more specifically Rectified Linear Units (ReLUs), pooling or subsampling and the
classification commonly performed by a fully connected layer. Evidently, the CNN term came
from the use of convolution operations on the learning algorithm. The role of convolution in
CNNs methods is typically the feature extraction from the input images [67]. The definition
of convolution for a 1D and 2D signal can be respectively described as,
f [n] ∗ g[n] =
∞∑
k=−∞
f [k] · g[n− k] =
∞∑
k=−∞
f [n− k] · g[k], (2.9)





f [i, j] · g[m− i, n− j]. (2.10)
The convolution operation preserves the spatial relationship between pixels by using small
squares of input data to learn image features. In the CNN field, the matrices used in the
convolutional process are usually designated as kernel or filter or even feature detector. The
filter has the operation of feature extraction from the input image. The convolution com-
putation is done by sliding the filter matrix over the matrix image and computing the dot
product as showed in Equation 2.10. The convolution result can be referred as Feature Map
or Convolved Feature or Activation Map. In Figure 2.17, it is possible to observe an example
of the convolution process applied to a binary image.
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Figure 2.17: An Example of the Convolution Operation.
The filter matrix can have different values. The changing of values produces unequal
Feature Maps for the same input image. With adjustment in the values of the filter matrix is
possible to perform operations such as Sharpen, Edge Detection and Blur. This aspect implies
that distinct filters can detect diverse features from an image such as edges and curves [68].
A CNN assigns the values of the filters during the training process. However, before training
the CNN, it is necessary to initialize specific parameters, such as the filter size, architecture
of the network, number of filters and others.
The dimensions of the Feature Map are controlled by three hyper-parameters that need
attention and need to be carefully assigned before the convolution step [69]. The parameters
are:
• Depth: The Depth parameter corresponds to the number of filters used in the convo-
lution operation. A depth of two means that in the convolution process two distinct
filters are used to extract an equally number of feature maps. The depth of the stacked
2D feature matrices is two.
• Stride: The Stride aspect symbolizes the number of pixels that the filter matrix slides
over the input matrix. The attribution of five to the stride parameter implies that the
filters jump five pixels each time they slide.
• Zero-padding: Zero-padding is also denominated wide convolution due to the al-
lowance of control of the feature maps sizes. In the process of applying the filter matrix,
the zero-padding technique allows the appliance of the filter to every element of the input
matrix.
The ReLU operation precedes every convolution. As the name implies, the ReLU function
is a rectifier activation function and is a non-linear operation that can be expressed as,
f(x) = max (0, x) . (2.11)
The ReLU is an element-wise operation. Analysing Equation 2.11, it is obvious that the
method replaces the negative values in the activation map by zeros. Most of the real data
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has non-linear characteristics, so the ReLU is introduced in the CNN with the determination
to introduce non-linearity in the architecture [70]. The graphical representation of the ReLU
function is depicted in Figure 2.18.
Figure 2.18: Application of the ReLU Ativation Function.
In Figure 2.18, the ReLU is applied to a Feature Map, where the negative values represent
the black pixels and the positive are represented by the white pixels. On the output rectified
feature, is possible to detect the vanishing of black pixels. Despite the focus on the ReLU,
other non-linear functions such as tanh or sigmoid can be also used, however, the ReLU shows
to operate better in most cases [71].
A key aspect of CNN is the subsampling layers, also named pooling layers, commonly
applied after the ReLUs units of the convolutional layers. The purpose of the Spatial pooling
is to reduce the dimensionality of each feature map while retaining the most salient informa-
tion. There are many types of pooling steps, but among the best known are the Average
Pooling, Sum Pooling, L2-norm Pooling and Max Pooling. Historically, the Average
Pooling was more popular, but recently it fell into disuse when compared to Max Pooling [72].
Figure 2.19: Example of Max Pooling [73].
In the Max Pooling process, a spatial neighborhood is attributed and the largest element
from the rectified feature map within that neighborhood is taken. Figure 2.19 displays a
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particular case of Max Pooling, where the dimension of the window is 2×2 and the maximum
value from the rectified feature map within that window is mapped into a new matrix. How-
ever, there is no need to pool over the complete matrix. The example shows that the pooling
operation jumps over a window and as a result is the assignment of two to the stride value.
Alternatively to Max Polling, another solution passes by taking the average of the values on
the pooling window or even the sum of all elements in that window.
The last crucial structure in a CNN system is the Fully Connected Layer that can con-
sider a classical Multi Layer NN with the particularity of using a softmax activation function
on the output layer. The nomenclature Fully Connected signifies that every neuron on the
antecedent layer is connected to each neuron in the adjacent layer [71]. Figure 2.20 exposes
an archetype of a Fully Connected Layer.
Figure 2.20: Fully Connected Layer [73].
The convolutional and pooling layers output high level features from the input data.
Therefore, the Fully Connected Layer receives the features with the objective to classify the
input into the classes learned on the training dataset, representing a satisfying way of learning
non-linear combinations of the features [57]. In Figure 2.16, the scheme performs handwritten
digit classification having ten classes as possible outputs. In the output layer of the Fully





, j = 1, . . . ,K. (2.12)
The softmax function ensures that a vector of arbitrary real values is compressed, out-
putting a vector with values between zero and one, being the sum of the vector one.
The training of the complete network can be accomplished by error minimization using
backpropagation, evaluating the gradient of the error function [74]. To satisfy the shared-
weight constrains, the conventional backpropagation algorithm has to be slightly modified.
The use of local receptive fields diminishes the number of weights in the network compared
to the number of weights if the network was fully connected. Also, due to the significant
number of constraints on the weights, the independent parameters to be learned from the
input information is much smaller. The results of the implemented CNNs architectures in
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MNIST database are displayed in Table 2.9.




CNN LeNet-4 None 1.10
CNN LeNet-4 with k-NN Instead of Last Layer None 1.10
CNN LeNet-4 with Local Learning Instead of
Last Layer
None 1.10
CNN LeNet-5 None 0.95
CNN LeNet-5, [huge distortions] None 0.85
Large CNN, Random Features None 0.89
TFE + SVMs None 0.83
CNN LeNet-5, [distortions] None 0.80
CNN Boosted LeNet-4, [distortions] None 0.70
Large CNN, Unsupervised Features None 0.62
CNN, Cross Entropy [affine distortions] None 0.60
Large CNN, Unsupervised Pre-Training None 0.60
Unsupervised Sparse Features + SVM None 0.59
TFE + SVMs [elastic distortions] None 0.56
TFE + SVMs [affine distortions] None 0.54
Large CNN, Unsupervised Pre-Training None 0.53
CNN, Cross Entropy [elastic distortions] None 0.40

















Committee of 5 CNN, 784-800-800-10 [data
augmentation][75]
none 0.21




Data compression is the art of converting an input data stream into a smaller data stream,
without loosing any information. In the year of 1838, the American painter and inventor
Samuel Morse created the Morse Code, an early example of data compression. In the code
development, Morse detected that certain letters occurred more often than others, letters such
as “e” and “t”, which were more common in English. Due to this observation, Morse assigned
longer sequences to letters that occur less frequently, such as q (−− .−) and j (.−−−), and
for letters that occur more frequently Morse assigned shorter sequences, such as e (.) and t (−).
The development of information theory in the late 1940s propelled the evolution of many
techniques of data compression. In the beginning of the computation era, Claude Shannon
and Robert Fano created a methodical way of assigning codewords based on the probabilities
of blocks, the Shannon-Fano coding. Two years later, Robert Fano’s student David Huff-
man discovered a very similar, yet more efficient, binary coding technique compared to the
Shannon-Fano coding. In the late 1970s, with the Internet expansion and the online storage
of data files were becoming more frequent, the development of software compression programs
turned into a necessity.
This chapter focuses on data compression techniques. It starts by presenting the two ma-
jor definitions of Information quantity. The Markov model technique is explained, followed by
the explanation of the important coding techniques in data compression. After, the relevant
dictionary based compressions are presented. Lastly, image compression techniques that are
used in everyday life are briefly explained.
3.1 Information Theory
The idea of a quantitative measure of information was first put into firm grounds by
Claude Elwood Shannon, in his famous paper entitled “A Mathematical Theory of Commu-
nication” [76]. Shannon defined a quantity called self-information, and years later the Russian
mathematician Andrey Kolmogorov inspired by Shannon’s entropy, introduced a different
measurement of information, Kolmogorov’s Complexity [77].
In 1948, Shannon established a way to measure the amount of information of an event
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without considering its meaning, by recognizing the relation between the logarithmic func-
tion and information, labeled as self-information. The self-information associated to the
probability p of an event is − logb p. This shows that if the probability of an event is one,
then the event does not have any information. On the contrary, if the probability approaches
zero, the associated information progresses to infinity. The unit of information is dependent
on the value of b and can be measured in bits b = 2, nats b = e or in hartleys b = 10 [78].
The definition of entropy by Shannon, is given by the quantity that describes the average








or more specifically the first-order entropy of the source, of a given random experiment X in
the N possible set of events and Pi is the probability of each event. Shannon demonstrated
that if an information source produces events with probabilities Pi, where X is a partition of
N , then, on average, it is not possible to use less bits than H to represent a sequence of those
events.
The lacuna on the classical information theory is that Shannon’s entropy measures how
much information is required to distinguish X between the values in N , and does not measure
how much information is intrinsically in X. The gap left by Shannon theory concerning the
information in individual objects motivated Kolmogorov to propose a different measurement,
the Kolmogorov Complexity. Kolmogorov described his definition as [77]:
“Our definition of the quantity of information has the advantage that it refers to individual
objects and not to objects treated as members of a set of objects with a probability distribution
given on it. The probabilistic definition can be convincingly applied to the information con-
tained, for example, in a stream of congratulatory telegrams. But it would not be clear how
to apply it, for example, to an estimate of the quantity of information contained in a novel
or in the translation of a novel into another language relative to the original. I think that the
new definition is capable of introducing in similar applications of the theory at least clarity of
principle.”
One aspect that Shannon’s measure does not handle is individual objects. A string like
77777 · · · 77777 or zzzzz · · · zzzzz can easily be represented by short programs in most lan-
guages, meaning that both examples have a small amount of information, regardless of their
length.
The Kolmogorov complexityK(x) of a finite object x is defined as the length of the shortest
effective description of x using any universal language, such as programming languages or a
Turing Machine [79]. With antecedent knowledge of the encoding algorithm, x can be fully
recovered from its definition. However, the Kolmogorov complexity is uncomputable for an
object [80], so it needs to be approximated by other computable measures. The Kolmogorov
complexity is defined as
KU (x) = min
p
{|p| : U(p) = x} , (3.2)
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where U is a universal Turing Machine and |p| represents the length in bits of p, which is
the program written in an arbitrary language [81]. The selection of U is irrelevant, since the
program size between different language implementations has a variation between them only
by up some constants.
An important definition in the area of compression-based similarity is the conditional
Kolmogorov complexity K (x|y), where x and y are binary objects [82]. The conditional
complexity measures the quantity of information that is in x and not in y , i.e., the conditional
Kolmogorov complexity of x relatively to y is defined as the length of the smallest program
that can compute x if y was introduced as an auxiliary input to the computation [83]. The
conditional complexity K (x|y) can be defined as
KU (x|y) = min
p
{|p| : U(p, y) = x} . (3.3)
The conditional complexity can expose how much information two objects share or, on
the opposite side, how much information between them is different. A particular case is when
y is an empty object, so the conditional complexity is equal to K(x|y) = K(x), the Kol-
mogorov complexity. The Kolmogorov complexity provides useful notions about information,
despite the not computable aspect. Using an upper-bound, it is possible to approximate the
Kolmogorov complexity, which can be expressed as
K(x) ≤ C(x) + |DC | , (3.4)
where C(x) is the length of x after being compressed by a compressor C and |DC | is the
length of a program adequate to decompress the data compressed by C.
3.2 Markov Models
The Markov Models are one of the most popular ways of representing dependence in the
data. In lossless data compression, it is used a specific type called Discrete Time Markov
Chain or Finite Context Model (FCM) [78]. A k−order Markov model is characterized
by
P (xn|xn−1, · · · , xn−k) = P (xn|xn−1, · · · , xn−k, · · · ), (3.5)
where x1, x2, · · · , xn is the sequence of symbols produced by the source until the instant n.
The sequence xn−1, · · · , xn−k is called the state or context of the process. For the particular
case of a first-order Markov model, the expression is reduced to
P (xn|xn−1) = P (xn|xn−1, xn−2, · · · ). (3.6)
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where Pi is the probability of occurrence of the state Si and H(Si) denotes the entropy of Si.
A Markov model of a binary image, that has two states white pixel Sw and black pixel
Sb, generates four possible transitions: Sw → Sw, Sw → Sb, Sb → Sw, Sb → Sb. The state





Figure 3.1: Diagram of a Two States Markov Model.
The estimate entropy for the black pixel state Sb can be defined as
H(Sb) = P (w|b) 1
log2 P (w|b)
+ P (b|b) 1
log2 P (b|b)
. (3.8)
For the white pixel state Sw, the estimate entropy can be expressed as
H(Sw) = P (b|w) 1
log2 P (b|w)
+ P (w|w) 1
log2 P (w|w)
. (3.9)
Considering the first-order Markov model for the binary image, the estimate for the en-
tropy of the source is
H = P (Sb)H(Sb) + P (Sw)H(Sw). (3.10)
Markov models are distinctively useful in text compression, due to the general heavily
influence that the preceding letters have in the next letter in a word. In fact, the use of
Markov models for written English appeared in the original work of Shannon [76]. Shannon
used a second-order model for English text consisting of the 26 letters plus space, obtaining
an estimate of an entropy of 3.1 bits/letter. Using words instead of letters, he got an estimate
of 2.4 bits/letter.
The number of states of the Markov process or different contexts is given by |A|k, where
|A| is the size of the alphabet and k is the order of the model. The states of the Markov
process grow exponentially with the order of the model. For a two-symbol alphabet, a FCM
of depth 5 originates 25 = 32 states or different contexts. If the depth size is 32, then the
number of contexts jumps to 232 = 4294967296.
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xn−3 xn−2 xn−1 Sb Sw
b b b 0.96 0.04
b b w 0.67 0.33
b w b 0.15 0.85
b w w 0.45 0.55
w b b 0.66 0.34
w b w 0.10 0.90
w w b 0.39 0.61
w w w 0.22 0.78
Table 3.1: Static Markov Model of Depth 3.
The process of estimating probabilities for a model with context depth of 3 is defined in
Table 3.1. The probability of having a “w” after the sequence “bww” is 0.55. The FCM can
be trained online, i.e., as the sequence is processed. In that case, a table collects counters that
account for the number of times that each symbol occurs in each context. The probability of
having a “b” after the sequence “wbw” can be estimated according to 105105+12 ≈ 0.90.
xn−3 xn−2 xn−1 Sb Sw
b b b 99 34
b b w 97 21
b w b 116 98
b w w 97 76
w b b 114 32
w b w 105 12
w w b 110 34
w w w 97 12
Table 3.2: Dynamic Markov Model of Depth 3.
3.3 Compression Techniques
The term compression1 is defined as “the process by which data is compressed into a form
that minimizes the space required to store or transmit it”. By using a compression algo-
rithm, it is possible to achieve reduction in data size. The unfold of recovering data from the
compressed data is a decompression algorithm. In Figure 3.2 is depicted an example of data
compression. Data compression can be obtained by reducing the statistical redundancy
or by diminishing the perceptual redundancy [78].
A message has statistical redundancy if it is possible to convert into another message
with less bits, providing that the original message can be reconstructed. The compression
process can also be feasible by eliminating information that has low relevance, in this case
the message has perceptual redundancy. The concept of perceptual redundancy is inspired on
the fact that the human senses are not perfect, such as audition and vision. The perceptual
1American HeritageR©Dictionary of the English Language, Fifth Edition, 2011.
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redundancy method discards information, making impossible to recover the original message.
Figure 3.2: Compression and Decompression [78].
The data compression techniques can be classified in three categories:
• Lossless Compression: it is based only on the reduction of the statistical redundancy.
Generally the lossless compression is used in applications that do not permit difference
between the original and reconstructed data. Usually attains small compression rates.
• Lossy Compression: it is based both on the reduction of the statistical and perceptual
redundancies. It is used in many applications were the loss of information is tolerable.
Large compression rates can be obtained.
• Near-lossless Compression: it is based on the reduction of the statistical redundancy
and on a controlled reduction of the perceptual redundancy [84]. Attains intermediate
compression rates.
On text compression, it is not acceptable to have loss of information. An example can be
observed in the compression of the following phrase:
Be Happy, as you never ?een.
In fact, this message could be:
Be Happy, as you never been.
But it could also be:
Be Happy, as you never keen.
Be Happy, as you never seen.
. . .
Therefore, the algorithms for text compression should only be based on the reduction of
the statistical redundancy.
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3.3.1 Huffman Coding
The Huffman coding technique was published in 1952 by David Huffman. The Huffman
codes are variable length codes which have been shown that the codes are optimal prefix codes,
i.e., they minimize the average length of the encoded messages, among all possible variable
length codes [85]. The prefix code characteristic means that none of the codewords has a
prefix made of a shorter codeword. For example, if the binary sequence “10” is assigned, then
the binary sequence “101” cannot represent any element. Therefore, this property ensures








Table 3.3: Symbol Frequencies and Probabilities.
Consequently, for constructing the Huffman codes, the symbols with the smallest proba-
bilities are combined first. The new node gets the sum of the probabilities of the two combined
nodes. This procedure is repeated until having a single node with a probability equal to one.
Finally, the codewords are obtained by associating 0’s and 1’s to the branches of the tree.











0 1 0 1
0 1
Figure 3.3: Huffman Tree Example.
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The decoding process is straightforward. Suppose that the decoder received the binary
sequence “0111101100010011011110”. Then, the symbol sequence is:
0 111 101 1000 1001 101 111 0
a b c f e c b a
Figure 3.4: Huffman Decoding Process.
The Huffman procedure for building the codes is based on two observations regarding
optimum prefix codes. In an optimum code, symbols that occur more frequently should have
shorter codewords than symbols that occur less frequently. In an optimum code, the two
symbols that occur less frequently should have the same length. The Huffman procedure
contains the additional restriction that the codewords of the two lowest probability symbols
differ only in the last bit.
3.3.2 Arithmetic Coding
The Huffman codes are optimal prefix codes, however, they require to estimate the proba-
bilities associated with the symbols of the alphabet, performing inefficiently relatively to the
entropy. Arithmetic coding represents more than one symbol in the message by a single
codeword, encoding a message by a number in the [0, 1) interval [86]. The variable length
codes have the disadvantage of being affected by the skewness of the probability distribution,
notwithstanding arithmetic coding is not affected by this particular issue. Besides, arithmetic
coding has the advantage of allowing a clear separation between the coding process and source
modelling [87].
Symbol Probability Interval
space 0.1 [0, 0.1)
a 0.25 [0.1, 0.35)
b 0.15 [0.35, 0.5)
e 0.3 [0.5, 0.8)
r 0.2 [0.8, 1)
Table 3.4: Arithmetic Coding Intervals.
The [0, 1) interval is partitioned according to the probability distribution of the symbols.
Table 3.4 represents an example of the intervals partitioning. Nonetheless, the symbols need
to be in the same order in the decoder. Consider the message “barb” to be encoded. In the
start of the procedure [88], the coding interval is [0, 1). The first symbol to encode is “b”,
hence, according to the probability on Table 3.4, the assigned interval to it is [0.35, 0.5). After
encoding the “b” symbol, the coding interval will be [0.35, 0.5).
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The next symbol, “a”, is associated with the [0.1, 0.35) interval. Then, the computation
of the lower limit of the new coding interval will be
0.35 + 0.1(0.5− 0.35) = 0.365, (3.11)
and the upper limit
0.35 + 0.35(0.5− 0.35) = 0.4025. (3.12)
The next symbol, “r”, is associated with the [0.8, 1) interval, transforming the existent
coding interval [0.365, 0.4025) into the new interval range,
0.365 + 0.8(0.4025− 0.365) = 0.395, (3.13)
and the upper limit
0.365 + 1(0.4025− 0.365) = 0.4025. (3.14)
The next symbol in the message is “b” and the associated interval is [0.35, 0.5). The
adjustment in the interval is
0.395 + 0.35(0.4025− 0.395) = 0.397625, (3.15)
and the upper limit
0.395 + 0.5(0.4025− 0.395) = 0.39875. (3.16)
Completed the encoding process of the message “barb”, the final interval is [0.397625, 0.39875).
Figure 3.5 depicts the encoding process, showing the evolution of the intervals. The word
could be encoded in from of interval or by a value from the interval and the length of the













































Figure 3.5: Arithmetic Encoding of the Word “barb”.
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Succeeding the iteration of the encoding process it is possible to show that if the current
coding interval is [Ln, Un), and the next symbol to encode has the [x, y) associated interval,
the lower limit and upper limit are
Ln+1 = Ln + x(Un − Ln) (3.17)
and
Un+1 = Ln + y(Un − Ln). (3.18)
The decoding process is also straightforward. The decoder receives the pair of values
(z, l), representing the starting value and the length of the encoded message, respectively.
Considering the pair of values z = 0.32 and l = 2, the decoding procedure starts with the
decoding of the first symbol, taking in consideration that z ∈ [0.1, 0.35). Thus, the first
symbol of the message is “a”. The next phase is to eliminate the contribution of the symbol
from the encoded message. The elimination process can be achievable by using Equation
3.19, obtaining z = 0.88 ∈ [0.8, 1), retrieving the second symbol “r”. Due to l = 2, the








where zn+1 is the value of the next symbol, zn the current value and [L
n, Un) the interval of
the current symbol value.
3.3.3 Run-length Coding
The Run-length Encoding (RLE) is probably the simplest lossless compression scheme
that takes advantage of the context. The basic idea of this method is to identify identical
characters and replace them with a single occurrence along with a count [89], such as
‘MMMMGGGGGGEEEEEEE’ = M4G6E7.
The RLE is an appropriate technique to compress any type of data despite of its informa-
tion composition. It is important to not forget that the compression ratio produced by the
RLE method is affected by the data’s content. The RLE procedure is easy to implement and
quick to execute, typifying a good mechanism to compress generic files. Nevertheless, most
RLE algorithms have poor performance compared to the high compression ratios of the more
advanced compression methods.
3.3.4 Dictionary based Compression
In many circumstances, the information source produces recurring patterns. One possibil-
ity to handle the recurring patterns is to keep a dictionary with these patterns. When one of
those patterns occurs, it is encoded using a reference to the dictionary. If the new occurrence
does not appear in the dictionary, it can be encoded using some other compression method.
Therefore, the main idea on the dictionary based compression is to divide the patterns into
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two broad classes, the frequent and the infrequent [78].
The statistical compression methods have high dependence on the statistical model of the
source, then, in order to obtain good compression results it is needed to have a good data
model. On another hand, the dictionary based compression methods do not adopt statistical
models nor variable-size codes. Instead, the method elects blocks of symbols and encodes
them using a token referring to a dictionary.
The management of the dictionary that holds sequences of symbols can be either static
or dynamic/adaptive. In practical applications, dictionary based compressors expose, for
most type of files, good compression results. Consequently, this type of encoders are very pop-
ular. Due to the good compression performances on images and audio data as well in text, the
dictionary based compression methods are appropriated for a good universal purpose encoder.
LZ77
The Lempel-Ziv Coding 1977 (LZ77) is a lossless data compression algorithm that relies
on the separation of data in two parts: data already encoded and data that is still to be en-
coded [90]. In the LZ77 procedure, the data goes first through a look-ahead buffer and then
over a search buffer or the dictionary. The LZ77 algorithm searches, in the buffer, the largest
sequence of symbols that can be found in the look-ahead buffer. The larger the sequences that
are found, the higher is the coding efficiency. The algorithm expects that repeating sequences
occur close to each other.
Dictionary Look-ahead Codeword
10 9 8 7 6 5 4 3 2 1 buffer
x y x x (0,0,x)
x y x x y (0,0y)
x y x x y x (2,1,x)
x y x x y x z y (3,2,z)
x y x x y x z y x z x . . .
Figure 3.6: LZ77 Encoding Procedure.
The codeword that the LZ77 algorithm generates in each coding step is composed by three
components:
• A pointer, that indicates the position of the repeating sequence in the dictionary.
• The length of the sequence.
• The first symbol in the look-ahead buffer that follows the matching sequence.
There are some problems associated with the LZ77 compression algorithm. The benefits
of increasing the size of the dictionary or the the size of the look-ahead buffer are the increas-
ing of the compression efficiency and the probability of finding larger sequences, respectively.
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However, in both cases, the processing time also rises and more bits are needed to represent
the pointers to the dictionary and the length of the sequences. Generally, the three compo-
nent codewords are inefficient.
LZ78
The Lempel-Ziv Coding 1978 (LZ78) method does not use any sliding window, look-ahead
buffer, or search buffer [91]. The LZ78 uses a distinct approach from that of LZ77, and that
is, the data is partitioned into strings. Each string is built of the largest matching string
found so far, plus the first non-matching character. The new string is represented using the
index of the matching string in the dictionary, followed by the code of the unmatched symbol.
Finally, the new string is added to the dictionary. Figure 3.7 exposes an example of the LZ78
procedure.
Dictionary: x xx y xxx z xxy xxz k
Index: 1 2 3 4 5 6 7 8
Codeword: (0,x) (1,x) (0,y) (2,x) (0,z) (2,y) (2,z) (0,k)
Figure 3.7: LZ78 Coding Message.
Practically, the dictionary can not grow without any limits, as the size of the codewords is
related to the size of the dictionary, since the dictionary entries have associated indexes. For
example, for a size n dictionary, the pointers have to be stored with log2 n bits. The amount
of memory for storing the dictionary in the encoder and the decoder might be too large.
Therefore, in practice, it is necessary to implement a mechanism for limiting the growth of
the dictionary.
Some of those mechanisms could “freeze” the dictionary when it reaches certain predefined
size. When the dictionary reaches the predefined size, it is deleted and starts growing again.
When the dictionary is full, some entries are deleted, for example, those how are not used for
a longer time.
LZW
In 1984, Terry Welch proposed solutions to the problems associated to LZ78 in a pub-
lished paper [92]. The LZ78 variant proposed received the name of Lempel-Ziv-Welch Cod-
ing (LZW). The LZW method starts by initializing the dictionary with all the symbols in
the alphabet. With this, the symbols seen for the first time are encoded more efficiently. The
number of components of the codewords is reduced to one, the index of the dictionary.
The LZW procedure begins by inserting all the symbols of the alphabet in the dictionary.
The LZW’s encoder reads the symbols one by one and collects them into a string J . The
concatenation of a new symbol i is performed as long as the new string Ji is in the dictionary.
For the case that the search for the string Ji fails, the index of J in the dictionary is sent, Ji
is inserted in the dictionary, and J is initialized with symbol i.
46
Chapter 3. Data Compression
3.4 Image Compression
In modern times the digital image has a great importance in the general life of a human
being. In the everyday life, digital images have a wide range of applications, such as, rep-
resenting some type of complex data in an understandable and accessible manner or even
converting moments into permanent memories. Therefore, images are very important, but
storing the raw image information in general would cost a lot.
Image compression addresses the problem of the spacious feature of images, displaying an
important topic in the image field. Image compression can be lossless or lossy. Usually, image
compression is obtained by throwing away information that is not so relevant to the human
visual system. However, for some applications, it is necessary to ensure that the original data
can be reconstructed from the encoded data or, at least, to known the upper bound of the
maximum error [93].
3.4.1 GIF
The Graphics Interchange Format (GIF) image format was designed by Compuserve In-
formation Services in 1987. The first version of GIF is known as GIF 87a [94]. Essentially,
GIF is not an image compression technique, but rather a graphics file format that uses a
variant of LZW to compress the graphics data. The compressed graphics file format GIF is a
very popular format in the World Wide Web due to its portability and the animation support.
Figure 3.8: GIF 256 Colour Palette Example.
The format supports up to 8 bits per pixel for each image, allowing a single image to
reference its own palette of up to 256 different colors chosen from the 24-bit RGB color
space. It allows a separate palette of up to 256 colors for each frame [95]. These palette
limitations makes GIF less suitable for reproducing color photographs and other images with
color gradients, but it is well-suited for simpler images such as graphics or logos with solid
areas of color.
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The GIF format is not an efficient image compressor, however is continually used nowa-
days by web browsers. The inefficiency of the GIF format is deduced of the reason that the
compression method that the GIF employs is one-dimensional, while an image is two dimen-
sional. The image format scans the image row by row, so it discovers pixel correlations within
a row, but not between rows.
3.4.2 PNG
In the 1990s, the PNG development group created the Portable Network Graphics (PNG)
image file format, an improved and non-patented replacement for GIF. The aim of the PNG
development was to design a flexible sophisticated graphics file format that had the ability
to support many different types of images and was simple to transmit over the Internet [96].
The modern PNG version is supported by many web browsers and image viewers on various
platforms.
Figure 3.9: Earth and Omaha PNG Example Images [89].
In October of 1996, the PNG development group concluded the first version of the PNG
format. The main implemented features on the first version were the support of images with
1, 2, 4, 8 and 16 bitplanes, sophisticated colour matching and the implementation of an alpha
channel in order to provide a transparency feature with very fine control. Additionally, there
was the possibility of extensibility, this is, new types of meta-information could be added to







Earth 65.536 26.995 34.276 38.248
Omaha 65.536 50.185 61.580 56.061
Table 3.5: Comparison of PNG with GIF and Arithmetic Coding in Bytes [89].
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Contrary to GIF, the compression algorithm used in the PNG image format is based on
the LZ77 method. A performance comparison between PNG and GIF of the images from
Figure 3.9 is shown in Table 3.5. The PNG compression is lossless and is executed in two
steps. In the first phase is applied a delta filtering or simply defined as filtering. The filtering
process replaces the pixel with the difference between the pixel and its predicted value. This





Figure 3.10: PNGs Prediction Structure.
There are five different ways of computing the predicted value and PNG allows the use
of a different filters for each row. The method number 0 or None is simply no filtering, the
number 1 or Sub uses the pixel from the row above C as the estimate. The Up or number 2
uses the pixel to the left of A. The number 3 or Average as the name indicate uses the average
of the pixel above and the pixel to the left, mean(A,C). The final approach is termed Paeth
and is a bit more complex. The estimation is based on the following expression: A + C− B.
The pixel that is the closest to the initial estimate is taken as the estimate [89].
The second step on the PNG compression is the application of the Deflate algorithm
to encode the differences. The Deflate is a lossless data compression algorithm that uses a
combination of the LZ77 algorithm and Huffman coding [97]. Natural images do not have
extensive repetition of sequences of pixel values. However, pixel values in the image that are
spatially close normally have values that are similar. The PNG standard makes use of this
structure by estimating the value of a pixel based on its causal neighbors and subtracting this
estimate from the pixel.
3.4.3 JBIG
The Joint Bilevel Image Processing Group (JBIG) method is a context-based lossless com-
pression process for bi-level images. The JBIG is similar to PNG in the way that it uses a
local context of pixels to code the current pixel. However, instead of computing prediction
values, JBIG uses conditional probabilities directly. A relevant feature of JBIG is the pro-
gressive compression, allowing to send an image as a set of layers with increased resolution [98].
The term progressive compression indicates that the image is stored in individual layers
in the compressed stream. Upon the decoder process, the image displayed is imprecise and
rough, but over time the decoder will output improved versions of it. The JBIG algorithm can
be applied to grayscale images by separating the bitplanes and compressing each individually
as if it was a bi-level image. The use of Gray codes in this process improves the compression
efficiency [99].
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Figure 3.11: JBIG Contexts Three Line (left) and Two Line (right) Templates.
The foundation of the JBIG is on adaptive FCMs followed by arithmetic coding. The
JBIG is an example of a Markov model used for source modeling. The context model used in
JBIG relies on 1024 contexts when operating in sequential mode or on low resolution layers
of the progressive mode, or 4096 contexts when encoding high resolution layers [100]. For
each pixel, JBIG examines a template made of the 10 neighboring pixels, marked as “O” and
“A”. Based on the value of these pixels, the respective statistical model that will be used to
encode the current pixel, marked as “?”, is chosen.
In Figure 3.11 are depicted two examples of template contexts used in JBIG for the sequen-
tial mode and for the low resolution mode. The encoder decides whether to use the three line
or the two line template and indicates this choice in the bitstream. The pixel labeled as “A” in
the template is called adaptive pixel. The encoder is allowed to use as “A” a pixel outside the
template and it uses two parameters in each layer to indicate the position of “A” in that layer.
In 1999, a new version, named JBIG2, has been published, introducing additional func-
tionalities to the JBIG, such as two modes of progressive compression, lossy compression,
multipage document compression and differentiated compression methods for different re-
gions of the image [101].
3.4.4 JPEG
Joint Photographic Experts Group (JPEG) is a lossy compression scheme for colour and
gray scale images [102]. It works on full 24-bit colour, and was designed to be used with
photographic material and naturalistic artwork. However, it is not the ideal format for line-
drawings, textual images or other images with large areas of solid colour or a very limited
number of distinct colours. The lossless techniques, such as PNG, work better for such type
of images.
JPEG is designed so that the loss factor can be tuned by the user to trade-off image size
and image quality, and is designed so that the loss has the least effect on human perception
[103]. However, it does have some anomalies when the compression ratio gets high, such as
odd effects across the boundaries of 8 × 8 blocks. For high compression ratios, other tech-
niques such as wavelet compression appear to give more satisfactory results. An overview of
the JPEG compression process is portrayed in Figure 3.12.
The inputs of JPEG are three colour channels of 8-bits per-pixel, each representing Red,
Blue and Green. These are the colours used by hardware to generate images. The first step of
JPEG compression, which is optional, is to convert the RGB plane into Y CBCR colour planes
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that are designed to better represent human perception. The Y CBCR colour spaces separate
the chrominance component CBCR from the luminance component Y . The human eye is
more sensitive to greens, which are represented mainly by the Y component. For this reason,
it is common to sub-sample the chrominance components CBCR, producing a reduction in
the data rate.
Figure 3.12: JPEG Compression Structure.
The JPEG standard allows all 256 values in an 8 bits per component representation [104].
In this case, considering R,G and B ∈ {0, · · · , 255}, the Y CBCR conversion is
Y = (77/256)R+ (150/256)G+ (29/256)B, (3.20)
CB = (44/256)R− (87/256)G+ (131/256)B + 128, (3.21)
CR = (131/256)R− (110/256)G− (21/256)B + 128. (3.22)
On the other hand, the transposed conversion to RGB is
R = Y + 1.371(CR − 128), (3.23)
G = Y − 0.698(CR − 128)− 0.336(CB128), (3.24)
B = Y + 1.732(CB − 128). (3.25)
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The JPEG keeps all Y pixels for the intensity and typically it reduces the samples of
the chrominance colour channels by a factor of 2 in each dimension. Therefore, the type of
chrominance sub-sampling used in JPEG is the 4 : 2 : 0 [105]. This is the first lossy compo-
nent of JPEG and gives a compression factor of 2. The next stage of the JPEG algorithm
is the partition of each colour channel into 8 × 8 blocks. Then each of the three blocks are
coded separately.
The first step in coding a block is to apply the Discrete Cosine Transform (DCT) across
both dimensions, which returns an 8 × 8 block of 8-bit frequency terms. The following step
applied to the blocks is the use of uniform scalar quantization on each frequency term. This
quantization is controllable based on the user parameters and is the main source of informa-
tion loss in JPEG compression. Since the human eye is more perceptive to certain frequency




16 11 10 16 24 40 51 61
12 12 14 19 26 58 60 55
14 13 16 24 40 57 69 56
14 17 22 29 51 87 80 62
18 22 37 56 68 109 103 77
24 35 55 64 81 104 113 92
49 64 78 87 103 121 120 101
72 92 95 98 112 100 103 99

(3.26)
The quantization matrix (3.26) controls the compression ratio. However, the encoder can
use different quantization tables and store them in the head of the compressed file. The
selection of the matrix values are based on studies of human perception. The matrix with the
largest components in the lower right corner represents the highest frequency components.
Then, the 8×8 quantization matrix Qi,j is used to element-wise divide the 8×8 unquantized







, for i = 0, · · · 7, and j = 0, · · · 7, (3.27)
will often drop most of the terms in the lower left corner to zero.
JPEG then compresses the Direct Current (DC) component separately from the other
components. Particularly, it uses a difference coding by subtracting the value given by the
DC component of the previous block from the DC component of the current block. Then it
is used Huffman or arithmetic coding to encode the differences. The stimulus for this method
is that the DC components are often similar from block-to-block so using a difference coding
it is possible to achieve better compression ratio.
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Figure 3.13: JPEG Zig Zag Illustration [93].
The Alternating Current (AC) components are first converted into a linear order by
traversing the frequency table in a zig zag order. The zig zag process is exemplified in
Figure 3.13. The interest for this order is that it keeps frequencies of approximately equal
length close to each other in the linear-order. In particular, most of the zeros will appear as
one large contiguous block at the end of the order. A form of run-length coding is used to
compress the linear-order. It is coded as a sequence of (skip, value) pairs, where skip is the
number of zeros before a value, and value is the value.
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using Finite Context Models
Handwritten Digit Recognition is a long-established classification problem. The use of
compression based techniques for Handwritten Digit Recognition is a novel concept. How-
ever, in the last decades, the use of data compression models has been positively used in data
mining and machine learning problems [107] [108]. The techniques used are usually supported
by means of a formalization in terms of the information content of a string or of the infor-
mation distance between strings. These concepts are heavily influenced by solid foundations
on the algorithmic entropy, known as Kolmogorov complexity. Despite its non-computability,
new measures depend on approximations provided by data compression algorithms [83].
This chapter is dedicated to the experimental evaluation of the proposed handwritten
digit classification method. The chapter starts with a brief introduction of Similarity Mea-
sures. Then, the proposed method is presented and explained. The techniques applied to the
digit images are exposed and a concise description of the technique is unveiled. Lastly, the
performance results earned from the proposed method are presented and some considerations
about the results are made.
4.1 Similarity Measures
A similarity measure is used to compute how identical two separate individual objects
are. The use of concepts such as Kolmogorov Complexity, K(x), and Kolmogorov Conditional
Complexity, K(x|y), have been used to support the similarity measures in recent years. The
first work about similarity measures started with the Information Distance [109]. The
information distance is delineated as the length of the smallest procedure that generates x
from y and y from x. The information distance can be defined as
E(x, y) = max {K(y|x),K(x|y)} . (4.1)
The equation presented is not normalized, and may not be a good description for a simi-
larity measure [107]. In the case of two very long strings that differ only in a few positions, it
would give the same as the distance between two short strings that differ by the same amount.
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4.1.1 Normalized Information Distance
The similarity measure, Normalized Information Distance (NID), is an improvement on
the information distance, although it depends on the uncomputable Kolmogorov’s complexity
K(x). However, it is still a useful measure, and many compression-based alternatives have
been proposed to approximate its results [83]. The NID can be expressed as
NID(x, y) =
max {K(x|y),K(y|x)}
max {K(x),K(y)} . (4.2)
With some knowledge on Kolmogorov’s complexity, some results can be extracted from
the expression above. If two identical objects are tested, x ≡ y, then K(x|y) = K(y|x) = 0
and the result of the measure is NID(x, y) = 0. In the counter example, where x and y are
completely unrelated, K(x|y) = K(x) and K(y|x) = K(y), so the distance between them is
1. The use of compressors to approximate NID should return identical results. Such concept
achieved appealing results in some PR tasks [107].
4.1.2 Normalized Compression Distance
The Normalized Compression Distance (NCD) was developed as an approximation to the
NID measure, endeavoring to give an approximation of Kolmogorov Complexity [110]. The




max {C(x), C(y)} , (4.3)
where xy is the concatenation of x and y, C(xy), C(x) and C(y) are the compression size
of xy, x and y, respectively. The employment of an optimal compressor C, considering that
the information in x is contained in y, results in C(y) ≥ C(x) and C(xy) = C(y), ending
up with a distance result of 0. For the reversed side, if the x and y are entirely unre-
lated, then C(xy) = C(x) + C(y), for example the min {C(x), C(y)} = C(x) and the inverse
max {C(x), C(y)} = C(y), returning the NCD distance as 1. The NCD has been effectively
employed in applications on diverse data types as a parameter free approach [111] [112].
4.1.3 Normalized Conditional Compression Distance
In 2014, the Normalized Conditional Compression Distance (NCCD) was proposed. This
similarity measure computes the distance between two strings of characters [113] [114]. The
NCCD is a notation similar to the NID where K changes to C and can be defined as
NCCD(x, y) =
max {C(x|y), C(y|x)}
max {C(x), C(y)} . (4.4)
In contrast with the previous introduced measures, the NCCD requires a compressor
capable of conditional compression, i.e., compressing an object using the models built from
another objects. The conditional compression, C(x|y), encodes x using models built from
both y and x. The term C(x|y) represents the number of bits required to represent x given
the information enclosed in both x and y.
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4.1.4 Normalized Relative Compression
In 2016, the Normalized Relative Compression (NRC) similarity measure was published.
The investigation produced a less computationally demanding method than the other compression-
based measures [115]. The NRC method is restricted to compressors capable of exclusive
conditional compression, and for that the NRC can be expressed as
NRC(x||y) = C(x||y)|x| , (4.5)
where C(x||y) is an exclusive conditional compression, i.e., x is compressed using exclusively
models assembled from y. The use of conditional compression means that the information
in x is not used to compress it, so if x and y are completely independent, C(x||y) = |x|,
NRC(x||y) = 1. That is, if y does not contain any information suitable to x, x will not be
compressed at all. Therefore, the NRC is equal to 0 when both objects are identical and 1
if they are completely different. The NRC measure has been successfully used in important
data mining problems [116] [117].
4.2 Proposed Method
The proposed method is based on the NRC similarity measure, with the use of a FCM
compression method, as the compressor capable of performing conditional compression. The
components that constitute the proposed classification method are described with more detail
later in this section. In Figure 4.1 is depicted the general plan of architecture of the proposed
















Figure 4.1: Architecture of the Handwritten Digit Classification Proposed Method.
The architecture proposed has as input the raw data of the handwritten digit image. Then
the input data is deskewed and downscaled which is explained later in this chapter. The em-
ployment of a simple threshold function on the resulting image of the precedent methods
creates a binary image. The threshold makes possible to attain an alphabet reduction, by
introducing a lossy compression component.
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The resultant binary image is then compressed by the specific designed FCM compressor,
using exclusively models constructed from a training set. Following the process chain, the
compression size is used by the NRC measure to compute the similarity between the models
and allowing to give a classification to the handwritten digit image.
The method proposed in this dissertation was constructed around the MNIST database,
with the intention of reaching the smallest error in the classification of the test set of the
database. The following subsections define the pre-processing techniques used in the pro-
posed method: deskewing and Nearest-Neighbor Scaling (NNS).
4.2.1 Deskewing
The writing process is influenced by the surrounding environment. For example, the
writing can be shaped with angles on the printing surface, which generate skewed symbols.
The human eye can easily find similarities between images that are transformations of each
other. However, the computer has difficulties on this task. The deskewing process addresses
this problem. Deskewing is the act of aligning an image that has been scanned or written
crookedly, an image that is at an angle too pronounced in one direction, or one that is mis-
aligned [118]. Figure 4.1 shows an example of deskewing applied to the MNIST dataset.
Figure 4.2: The MNIST Training Set Digit Images Skewed (left) and Deskewed (right).
The deskewing method is modeled as an affine transformation, this is, is assumed that
the skewed image version is created from the following process: I′ = MI + b, where the
current image I′ is a skewed version from the perfectly aligned image I. The process starts by
calculating the center of mass of the image, determining how much is required to offset the
image. Followed by the computation of the covariance matrix of the pixel intensities, making
it possible to use this matrix to approximate the skew of the angle [119].
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4.2.2 Nearest-Neighbour Scaling
The NNS is presented in the literature as the simplest and fastest implementation of an
image scaling algorithm. The NNS is an appropriate algorithm were the speed of scaling an
image is an important factor. The premise in image scaling is that the reference image is used
to produce a new scaled image based on the original. The composed image can have the same
dimensions or increased or decreased dimensions, which only depend on the scaling ratio. The
NNS algorithm samples and rounds the nearest pixel of the original image to originate the
new scaled image[120].
Figure 4.3: NNS Up Scaling Example.
The scaling algorithm has the task of finding appropriate positions to put empty spaces
inside the original image and to fill all those spaces with colours [121]. For the nearest neigh-
bor technique, the empty spaces are replaced with the nearest neighboring pixel. Figure 4.3
shows an example of an up scaling using the NNS on a 28× 28 to 32× 32 image. The NNS
is used on the proposed method to shrink images. Figure 4.4 depicts an example of a 28× 28
sample of the MNIST dataset transformed to a new scaled 16 × 16 image. The procedure
makes a reduction of pixels and has to find the right pixels to throw away. This process means
losing irrecoverable information. The NNS is also one of the lossy components of the system.
Figure 4.4: NNS Down Scaling Example.
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The NNS appears to be the simplest scaling algorithm, although there are more complex
variations of scaling algorithms such as sinc, bilinear, spline, bicubic and many others. The
major difference between these referred approaches and the NNS algorithm is that they use
interpolation of neighboring pixels, accomplishing smoother images. More complex scaling
solutions may use adaptive algorithms, where the algorithm can apply different levels of in-
terpolation on different areas of an image.
4.2.3 Finite Context Model Compressor
The proposed digit image encoder is based on finite context modeling, similar in theory
to the used by JBIG. The main drawback of the FCM approach is that usually the order of
the model makes that the required memory resources grow exponentially. For this reason, it
is unpractical to apply them to large alphabets. However, it is possible to ease the memory
stress through the use of sophisticated data structures such as hash tables. The implemented
method uses a hash table to handle the context modelling and also the size of the alphabet
is reduced.
A FCM attribute probability estimates to the symbols of the alphabetA = {s1, s2, · · · , s|A|},
where |A| expresses the size of the alphabet, having in attention the next outcome of the in-
formation source [122]. The alphabet in the FCM used for this work is A = {0, 1}. For the
probabilities computation, it is taken in account a conditioning context computed over a finite
and fixed number k > 0 of past outcomes xn−k+1···n = xn−k+1 · · ·xn−1xn, an order-k FCM.
With this, it is easy to say that the number of conditioning states of the model is |A|k [123].
The notion of recent past in the case of multi-dimensional data, and particularly in
the case of images, is referred as spatial proximity. This means that xn−k+1···n may refer
to the set of the k spatially closest samples, and not necessarily to the k most recently
processed samples. Nevertheless, causality is always preserved. The probability estimates,
P (Xn+1 = s|xn−k+1···n),∀s ∈ A, are calculated using symbol counts that were accumulated
on the training images previous processed.
The estimation of the probabilities can be attained by using the expression
P (s|xn−k+1···n) = d(s|xn−k+1···n) + α
d(xn−k+1···n) + α|A| , (4.6)
where |A| is the alphabet size that describes the objects, d(s|xn−k+1···n) represents the number
of times that the symbol s ∈ A was found in the training set, having xn−k+1···n as the
conditioning context. Lastly, the d(xn−k+1···n) can be described as the total number of events





The parameter α in the Equation 4.6 addresses the problem of the zero frequency, and also
allows the estimator to balance between the maximum likelihood estimator and an uniform
distribution. It is possible to notice that when the total number of events, n, is large, the
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estimator behaves like a maximum likelihood estimator. Another note that can be pointed is
that for α = 1 the estimator is the well-known Laplace estimator [124].
After processing the first n symbols of x, the total number of bits generated by an order-k




log2 P (xi|xi−k···i−1), (4.8)
where P (xi|xi−k···i−1) is the estimate probability computed with the auxiliary of the counters
performed on the training data.
4.2.4 Algorithm Description
The proposed handwritten digit classification system can be divided in two main struc-
tures: the oﬄine FCM training, Table 4.1, and the FCM encoder, Table 4.2. The FCM
training procedure uses the MNIST training set to build models from the data. The inputs of
the training procedure are the training images matrix I containing the full MNIST training
set, the digit’s training image labels vector d, the established 2D context vector c and the
threshold constant t.
Algorithm: The Oﬄine Finite Context Model Training
Inputs: I, d, c, t
1: H = {}
2: for i = 1 to images do
3: for j = 1 to columns do
4: for k = 1 to rows do
5: Tj,k =
{
0, if Iij,k < t
1, otherwise
6: v = getContext(Tj,k, c)




Table 4.1: The Oﬄine Finite Context Model Training.
The method starts by initializing the data structure that will collect counters that account
for the number of times that each symbol occurs in each context. In the proposed method, the
data structure chosen is a hash tableH . The images are processed one by one and the pixels
are read in raster scan. On the fly, the images pixel are modified by the simple thresholding
method in the two main modules. The threshold function can be expressed as
Tj,k =
{
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where Ii is the input image intensity matrix, t is a limiting intensity constant and T is the
resulting image. The first impression is that the loss of information might be too severe, but
the obtained results show that the information loss is relatively irrelevant.
The function getContext extracts the context for every pixel. If the context of a pixel is
outside of the image, the attributed value is zero. This proceeding is identical to an image
padding technique, were the image is increased in size and the padded areas are filled with
black pixels. The symbol to encode Tj,k, and the respective context v extracted with the
assistance of the getContext function, are introduced in the hash table according to the cor-
responding label. If the instance exists, the counter is updated by one, otherwise the counter
is initialized as one.
Context Symbol
xn−3 xn−2 xn−1 0 1
0 0 0 3694711 141202
0 0 1 7975 135869
0 1 0 7801 432
0 1 1 28604 109482
1 0 0 141199 2642
1 0 1 258 2217
1 1 0 136043 2043
1 1 1 109482 286744
Table 4.2: Conditional Frequency Table of Digit 3 for the MNIST Training Set.
In the training module, the MNIST training set is converted in ten conditional frequency
tables, one for each class of the MNIST set. Table 4.2 shows a filled table with counters that
model the digit 3 images of the MNIST training set. The template context used to collect
the data presented on Table 4.2 can be observed in Figure 4.5, where the context relates to
the three previous processed pixels.
sxn−1xn−2xn−3
Figure 4.5: Context Template used in the MNIST Training Set.
After processing all the images in the MNIST training set and constructing the models,
the MNIST test set is then classified by the proposed encoder. The classifier module, Table
4.3, can be rapidly described as a conditional compressor, in which the images of the MNIST
test set are compressed by ten models previously constructed in the training module. The
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inputs of the classifier module are the hash table H that contains each digit probabilistic
model, and the image matrix I that accommodates the MNIST test set images. The c, t,
α inputs are the same as the training module and it is demanded that the content of these
variables are identical for the two modules.
Algorithm: The Proposed Finite Context Model Encoder
Inputs: H , I, c, t, α
1: g = {}
2: for i = 1 to images do
3: b = {}
4: for j = 1 to columns do
5: for k = 1 to rows do
6: Tj,k =
{
0, if Iij,k < t
1, otherwise
7: v = getContext(Tj,k, c)
8: for n = 0 to 9 do
9: Pn(v|Tj,k) = Hn(v|Tj,k)+αHn(Tj,k)+α|A|












Table 4.3: The Proposed Finite Context Model Encoder.
Analogous to the training module, the input images in the FCM encoder go through a
threshold function during the pixels processing. The value of each pixel is read in raster scan
and its context is then computed based on the input template context. With the input con-
text template and the current processing pixel, that in this stage belongs to the A = {0, 1},
the function getContext retrieves the information context. Then the returned data from the
function is searched in each digit modelsHn as the number of times that the context occurred
on each digit of the training set.
The counters Hn(v|Tj,k) and Hn(Tj,k) are used to compute the estimate probability
Pn(v|Tj,k) for each digit model. This estimate is useful to retrieve the Shannon self-information
associated to the v|Tj,k event. The b vector accumulates the self-information for every pixel
on the digit using the models conceived in the training module. To compute the compress
size of an image from the MNIST test set, the self-information for every pixel in the image
is accumulated in the b vector. At the end of processing the image, the vector b retains ten
values corresponding to the compressed size for each of the ten models.
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The digit classification is based on the NRC measure and in order to accomplish the mea-
sure, each value from the vector b is divided by the image size |Ii|. However, the |Ii| term
is irrelevant to the measure since all the images in the database have the same dimensions,
hence the image size contribution can be discarded.
The model that uses less bits to represent the image is going to give the classification to the
image. This means, that the n index of the vector that has the min{NRC} = min{bn/|Ii|} =
min{bn} will classify the digit image. In the exclusive case of appearing two minimum values
in the b vector, then the lowest index is attributed as classification to the image.
4.3 Performance Results
In this section, the performance of the proposed digit classifying structure is evaluated.
The important factors that influence the accuracy of the proposed method are the context c,
the threshold constant t and the value of α. To assess the influence of the size context and the
structure of the context on the accuracy results, three context templates were studied. The
three templates can be divided in horizontal, vertical and zig zag. The difference between











































































































Figure 4.6: Horizontal (left), Vertical (middle), Zig Zag (right) Contexts.
The horizontal context grows in horizontal lines that go from right to left. The vertical also
grows in a line manner but in this case in vertical lines that go from bottom to top. The zig
zag context has a similarity with the JPEG zig zag encode method, yet the context grows in
a backwards manner from the JPEG zig zag method. The performance results obtained with
the three contexts have the threshold constant t and the value of α, fixed as t = 128 and α = 1.
The horizontal context results are presented in Figure 4.7. The context was tested on
the original MNIST database as the subsampling 16 × 16, 20 × 20, 24 × 24 versions. The
subsampled versions were obtained using the NNS algorithm.
64
Chapter 4. Handwritten Digit Recognition using Finite Context Models
Figure 4.7: Horizontal Context Results on the MNIST Database.
Figure 4.8: Vertical Context Results on the MNIST Database.
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Figure 4.9: Zig Zag Context Results on the MNIST Database.
Figure 4.10: Horizontal vs. Vertical vs. Zig Zag Contexts on the Original MNIST Set.
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The results on the MNIST database for the original dimensions and the decreased dimen-
sions are depicted in Figure 4.7 for the horizontal context, Figure 4.8 for the vertical context
and in Figure 4.9 for the zig zag context. For the three cases, independently of the size of the
images for the context depth of 1, the value of the error rate is around 70%. As the context
depth increases the error rate decreases. For all cases, when the depth reaches the value of
35, the error rate stays below the 15%.
The choice of the context template is an important fragment in the classification process.
Looking to the same context depth for different context examples used to measure the system
performance, the results are different. For the MNIST 28 × 28 thresholded images, Figure
4.10 demonstrates the context importance, showing that for the same context depth the error
rate is different. The zig zag and the vertical show approximated results while the horizontal
presents worse results.
Another pre-processing method used in the MNIST dataset is the deskewing procedure.
This method is used to assess if the FCM mechanism is influenced by the skew in the digits.
Again, the three templates were applied to the four version of the MNIST set, now deskewed
with the deskwing process described earlier. The results on the horizontal context are pre-
sented in Figure 4.11, the vertical results in Figure 4.12 and the zig zag in the Figure 4.13.
In the deskwed digit images, the error rate easily reached a value below 10% for a context
depth bigger than 30.
Figure 4.11: Horizontal Context Results on the MNIST Deskwed Database.
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Figure 4.12: Vertical Context Results on the MNIST Deskwed Database.
Figure 4.13: Zig Zag Context Results on the MNIST Deskwed Database.
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Figure 4.14: Vertical Context Applied to the Original and Deskewed MNIST Dataset.
Deskewing the MNIST dataset improves the results for the contexts, which is shown in
Figure 4.14, where is possible to observe that the error rate is smaller for the deskewed MNIST
than for the original MNIST database. Generally, the presented FCM approach can achieve
better results if the digit images are pre-deskewed before the image introduction in the FCM
architecture.
The other parameters that influence the accuracy results are the α and the threshold
constant t. From experience, the α values that yielded better results were in [0, 2] interval.
To give some insight in the behavior of the α in the error rate, Figure 4.15 demonstrates the
evolution of the error rate in the downscaled 16×16 MNIST for a zig zag context of depth 33
with a threshold constant t = 128. The results show that the best results are achieved in the
[1, 3] range, introducing the notion that in this case values smaller than 1/2 do not decrease
the error rate, as presented in some works using FCMs [115].
The last parameter that has an impact on the error rate is the threshold constant t. Figure
4.16 shows the error rate evolution for the downscaled 16× 16 MNIST for a zig zag context
of depth 33 with an α = 1. The results show that for a value smaller than α < 64, the error
rate has a slower growth. On the other hand, to higher values, the growth of the error rate
is more accentuated. The influence of the threshold constant is dependent on the size of the
digit image, and the variations of the error rate may be more accentuated depending on the
context template.
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Figure 4.15: The α Influence on the Accuracy on the 16× 16 MNIST Database.
Figure 4.16: The t Constant Influence on the Accuracy on the 16× 16 MNIST Database.
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After introducing the characteristics of the proposed architecture and the effects of the
input parameters, the final proposed method is exhibited and the error rate accomplished is
revealed. The proposed method has as input parameters, a threshold constant t = 49, α = 0.5
and a variation of the zig zag context. The context used has the particularity of having the



































Figure 4.17: Proposed Context.
The MNIST training and test input images are pre-deskwed and subsampled to 16 × 16
digit images, before the training and encoding module. The performance of the proposed
method on the MNIST test set can be observed in the confusion matrix in Table 4.4. The
digit that has the best classification is the digit 0, and the one with the worst classification
results is the digit 9. The digit order of best to worse classification is: 0, 2, 4, 1, 3, 5, 6, 8, 7, 9.
The results can be verified in Table 4.5.
The proposed architecture displays the major misclassification for the digit 7, where 18
digit images were misclassified as 2. The following digit to obtain a middling misclassifica-
tion is the digit 9, where the method imprecisely classified twelve 9’s as the digit 8. The
less confusing digit was digit 1, for only one digit 6 and two digits 9 were misinterpreted as
digit 1. The digit to be confused more times was the digit 2, confused 50 times as other digits.
Digit 0 1 2 3 4 5 6 7 8 9
0 973 0 2 0 1 1 2 1 0 0
1 2 1111 3 2 8 0 4 3 2 0
2 1 0 1012 4 1 1 1 8 4 0
3 0 0 10 984 0 8 0 3 5 0
4 1 0 2 0 962 0 2 2 5 8
5 2 0 3 10 0 869 2 1 4 1
6 7 1 1 0 4 11 933 0 1 0
7 1 0 18 4 3 1 0 993 3 5
8 6 0 3 4 5 10 1 2 942 1
9 5 2 9 5 8 8 0 6 12 954
Table 4.4: Confusion Matrix for the MNIST Database.
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Digit 0 1 2 3 4 5 6 7 8 9
Error Rate % 0.714 2.115 1.938 2.574 2.037 2.578 2.609 3.405 3.285 5.451
Table 4.5: Individual Results for the MNIST Test Set.
The error rate of the overall proposed method is 2.67%. However, if the input images are
solely downscaled and not deskewed, the error rate achieved is higher, 3.80%. If the proposed
method is applied to the MNIST without pre-processing techniques the result obtained is
9.17%. Table 4.6 depicts a comparison of the proposed method with the most simple meth-
ods in the seven different MNIST algorithm categories introduced earlier. It is possible to
observe that the proposed method can achieve better results that a simple linear classifier, a
boosted stump and a simple 2-layer NN with 300 hidden units.
Scheme Pre-processing Overall Error Rate (%)
Linear Classifier (1-layer NN) none 12.0
Proposed Method none 9.17
Boosted Stumps none 7.70
Proposed Method Deskewing 5.66




1000 RBF + Linear Classifier none 3.60










SVM, Gaussian Kernel none 1.40
Human [32] – 0.20
Table 4.6: Comparison of the Most Simple Methods with the Proposed Method.
With the use of deskwed digit images, the error rate decreases and the method achieves a
better result than a Non-Linear Classifier 1000 RBF and a k-NN using the euclidean distance
between 2 neighbors. However, this novel classification method with the presented configura-
tion does not achieve error rates close to a CNN such as the LeNet-1, or a SVM algorithm.
The new method introduced in this dissertation demonstrates that can easily reach an error
rate below the 10%.
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The two modules from the proposed method that achieve an error rate of 2.67%, take
around 12.5s to train and 14.5s to encode the MNIST training and test sets, respectively.
On the classification of one deskwed 16 × 16 digit image, the encoder module takes a mean
time of 1.45ms to give a label to a single image. It should be noted that the results were
obtained using a single processor core. The proposed method upon build each digit model in
the training module, allocates 212MB of RAM memory to load the ten models.
Figure 4.18: The 267 Test Digits Misclassified by the Proposed Method.
The Figure 4.18 shows the 267 misclassified digits, where the index of the digit is rep-
resented in the left top of the digit. Below to left of the digit image, the correct answer is
displayed as well the answer of the proposed method. The second most probable answer is
also presented. To a better understanding, the first digit image has index 7, the label of the
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image is 9 and the proposed method classified it as a 4, although the second most probable
answer is the digit 9. If the second most probable answer was the given label for this mis-
classified set, the results would have been 161 well classified and 106 misclassified.
All the experiments were performed using C++11 on an IntelR© Core
TM
i3-2310M CPU @
2.10GHz × 4, with 4GB of RAM.
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Conclusion and Future Work
FCM scheme variations had been successfully used in some ML problems, such as Au-
thorship Attribution [115] [125], Biometric Identification Systems [116] and Facial Recognition
[126]. The work done in this dissertation attempts to initialize the research on compression
based techniques to give a solution to one of the most popular PR problem, handwritten digit
recognition. This chapter gives an end to this dissertation, providing an openly overlook on
the work developed.
5.1 Conclusion
This dissertation started by presenting an overview on the PR field, particularly on the
handwritten digit recognition theme. The dataset used in this dissertation is the MNIST
dataset, so its main classification categories were presented and analyzed. The objective of
this dissertation was to developed a handwritten digit recognition system based on compres-
sion techniques and therefore the contemporary data compression techniques were analyzed
and revealed.
The proposed method uses a compression based classifier, where through the use of data
compressors it is possible to make an approximation of the uncomputable Kolmogorov Com-
plexity and get the information shared between two objects. The proposed classification
method was developed on the Markov models foundation, in special the FCM scheme. The
classification method uses the FCM procedure to model the training data, endowing the
contribution to compute a similarity measure between the digit classes. The best results
obtained with a causal context were 3.80% for the dataset subsampled to images of 16 × 16
dimensions. With the equivalent input parameters, but using the digit images deskewed,
the proposed method obtained the best error rate, 2.67%. The conclusion collected from
the work made around the proposed method was that it does not need a feature extraction
phase. The architecture is fairly straightforward and with low complexity. The parameters
used on this scheme are reduced, as it only needs three parameters, the threshold constant,
the α value used on the estimator and the structure of the context used to model the data.
In contrast to the ML techniques applied to the MNIST database, the proposed method is
comparably simple and easy to implement. The proposed method, with a context depth of
40 or more, can easily achieve an error rate of 10% or less. The time needed for the pro-
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posed method to assign a classification to a digit image is on the same order as more complex
machine learning techniques. The work done in this dissertation demonstrated that a classifi-
cation based compression method can achieve good and robust results on the MNIST dataset.
5.2 Future Work
Towards the end of this dissertation, new ideas have emerged in order to complement and
expand this work. The following suggestions are presented for future research:
• Instead of using a thresholding function to reduce the alphabet size, another approach
that would present interesting results is the use of quantization techniques.
• As presented in this dissertation, the NNS algorithm is the simplest scaling method
and for this in some cases the subsampled image obtained does not display a good
perception. The error rate could improve using more complex scaling algorithms.
• The contexts used were all causal, therefore a stimulating point of investigation would
be to use non-causal contexts.
• Another compelling factor would be to use the proposed method on other handwriting
digits databases.
• The use of distortions such as affine or elastic distortions are another interesting point
of research.
• The method proposed is a process that is easily parallelizable, thus using a multicore
programming core approach could increase the overall speed of the process.
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