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Abstract
The one-loop effects to the Dirac action of p-branes in a hyperbolic background
from the path integral and the solution of the Wheeler-DeWitt equation are analysed.
The objective of comparing the equivalent quantization procedures is to study in detail
the validity of the semiclassical approximation and divergences associated to one-loop
corrections. This is in line with a bottom-up approach to holographic Wilson loops.
We employ the heat kernel regularization method for both quantization procedures and
we study in great detail one-loop corrections to geodesics in a 2-dimensional hyperbolic
space and semi-spheres in a 3-dimensional hyperbolic space. We show that the diver-
gences, given by the high energy expansion of the heat kernel, can be classified by their
compatibility with the semiclassical approximation and geometric nature.
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1 Introduction
In this note, we study one-loop effects to the Dirac action of p-branes in a hyperbolic back-
ground from the path integral approach and the solution of the Wheeler-DeWitt equation.
This is in line with a bottom-up approach to the AdS/CFT conjecture proposed in [1].
In particular, this study is motivated by the computations of leading order corrections to
holographic Wilson loops from the gravity perspective, see [2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12,
13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23].
The objective of comparing the equivalent quantization procedures is to study in detail
the validity of the semiclassical approximation and divergences associated with one-loop
corrections. We compute the semiclassical quantization of the extended objects in a hyper-
bolic space and consider the Poincare´ half plane model of such background. This choice of
coordinate system allows us to discuss near the boundary phenomena in full detail.
In the canonical approach, reparametrization invariance of the Dirac action implies that
the Hamiltonian H is constrainted to vanish, see for example [24]. The quantum version of
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this constraint, in Euclidean signature, gives the Euclidean Wheeler-DeWitt equation
HΨ = 0, (1.1)
where Ψ corresponds to the Euclidean wavefunctional. For the WKB approximation we
write Ψ = exp (−S/~) and assume that S admits an expansion of the form S = S(0) +
S(1)~ + . . .. In the limit ~ → 0 the resulting equation corresponds to the Euclidean
Hamilton-Jacobi equation and S is identified with Euclidean Hamilton’s principal func-
tion. As stated in [25], a particular solution of the Wheeler-DeWitt equation is obtained
by imposing boundary conditions on Ψ. This in turn implies that we obtain a particular
solution of S in the WKB approximation. Boundary conditions on the wave functional
corresponds to initial conditions on Hamilton’s principal function. In close analogy to the
approaches of computing the wavefunction of the universe in quantum cosmology, see for
example [26, 27, 28, 29, 30, 31, 32, 25], we also consider the path integral representation of
the wavefunctional. It is written as
Ψ =
∫
Dφi e−SDirac[φi]/~, (1.2)
where S is the Euclidean Dirac action, {φi(x)} is the set of fields that form the coordi-
nate system of the background and {x} parametrizes the extended object1. The boundary
conditions for the path integral must be chosen adequately for the integral to satisfy the
Wheeler-DeWitt equation. The semiclassical limit of the path integral is given by the saddle
point and it is of the form
Ψ ≈ e−S∗Dirac/~
∫
Dζ i e−S(2)Dirac/~ ≈ e
−S∗
Dirac/~
√
detO′ , (1.3)
where S∗Dirac is the Dirac action on-shell, S
(2)
Dirac is the quadratic action for the fluctuating
fields ζ i and O is the operator of the fluctuations. The prime in detO′ indicates that we have
removed zero modes. Note that we have chosen a gauge that gives a purely local Fadeev-
Popov determinant. Dirichlet boundary conditions for the path integral of the fluctuations
is the natural choice for objects with fixed endpoints. Other boundary conditions are of
course allowed and they may be required for supersymmetric models and backgrounds with
more complicated topology.
We see that the one-loop correction computed from both methods implies
e−S(1) ⇔ 1√
detO′ . (1.4)
The divergences from both points of view can be compared. Let {λn} be the spectrum of
O, then
S(1) →∞⇔
∞∏
n
′
λn →∞, S(1) → −∞⇔
∞∏
n
′
λn → 0. (1.5)
In the canonical approach the S(1) → −∞ divergence is related to the validity of the
semiclassical approximation. This can be seen by recalling that in the one-dimensional case
1In some sense, the Dirac action can be thought as a kind of minisuperspace model with only matter
variables, see [31, 25]. The minisuperspace metric corresponds to the background metric. This realization
is more transparent if instead of the Dirac action we consider the (classically equivalent) Polyakov action.
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exp(−S(1)) diverges to infinity at the turning points of the potential. Therefore, the WKB
approximation is only valid far away from these points.
In order to handle divergences in a systematical way and all encompass view, we follow
[33, 34, 35]. Where they discuss the regularization of the functional determinant via the
zeta function associated to an operator. This in turn implies a relation with the trace of the
heat kernel (the basic theta-type function) of this operator. As stated in [34], the trace of
the heat kernel contains more spectral information since it bridges (via integral transforms)
functional determinants with zeta functions. The heat kernel by itself is a useful object for
calculating quantum fluctuations since among many virtues, we can highlight that it is a
fully covariant object, see for example [36, 37].
In the context of extended objects in AdS/CFT, regularization methods have been
studied in [38, 39, 40] and the heat kernel method has been employed in [4, 8, 12, 14, 16, 20].
Unfortunately this method does not necessarily gives the correct answer to the one-loop
correction of the partition function after it is compared with the result from the field theory
side. The discrepancy may arise from subtleties inherent of each problem2 and signals the
necessity of a more detailed study of the high energy expansion of the heat kernel. In
particular, the relation of the heat kernel with the phase shift method needs clarification as
the later method has been succesfully employed in [18, 19, 21].
In view of these issues, this note is organized as follows. In section 2, we review the
geometry of p-branes and their fluctuations. We discuss the one-loop correction from both
methods of quantization in section 3. For the path integral method, we include a brief
discussion of zero modes. We also compute the one-loop correction to the Wheeler-DeWitt
equation in the hyperbolic background. This equation is regulated using the heat kernel and
we set the conditions that makes the WKB approximation valid. In section 4, we discuss
in full detail a simple but non-trivial example: the spectrum of fluctuations of a two-
dimensional worldline. The relation of this spectrum with the semiclassical wavefunction of
the worldline via the Wheeler-DeWitt equation and regularization methods of the one-loop
corrections is discussed. We show how the heat kernel method encompasses other methods
such as phase-shifts and with the aid of an auxiliary statistical mechanical system we give
a general framework to compute the quantum corrections.
In section 5, we apply the methods to a toy scenario of holographic Wilson loops in
Euclidean AdS3. We briefly review the work done in these lines. We focus on the circular
Wilson loop and discuss the relation between divergences encountered by the semiclassical
Wheeler-DeWitt solution and the heat kernel. We provide a relation between the regular-
ization schemes involved. The density of states and zero modes are analysed. Finally in
section 6, we conclude and provide a discussion of a possible classification of the divergences.
2 Geometrical setup
2.1 A review on fluctuations of p-branes
A classical scalar field configuration is defined as the differentiable map φ : (Σ, h)→ (M, g)
from a D-dimensional (pseudo) Riemannian manifold (Σ, h) to a d-dimensional (pseudo)
Riemannian manifold (M, g), which is referred to as the target space. Let us consider the
chart (U,ψ1) in Σ and the chart (V, ψ2) inM together with the points p ∈ U and f(p) ∈ V .
2These subtleties may arise from zero modes. This implies that one must integrate over these modes
as dictated by the collective coordinate method, see for example [41, 42, 43, 44]. This will be discussed in
section 3.
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The map ψ2◦φ◦ψ−11 with ψ1(p) = {xµ} and ψ2(φ(p)) = {yi} corresponds to the components
yi = φi(xµ) of the scalar field.
If dimΣ < dimM, we can further interpret φ(Σ) as a submanifold ofM. Then φ : Σ→
M defines an isometric embedding. M becomes the ambient space and the coordinates
φi(xµ) describe a submanifold of codimension dimM− dimΣ. For convenience, we set
dimΣ = 1+ p and refer to the p-coordinates as “spatial”. For p = 0, φi(x0) corresponds to
a curve in M. For p = 1, φi(x0, x1) corresponds to a 2-dimensional surface and therefore
φi(x0, x1, . . . , xp) corresponds to a p-dimensional surface referred to as p-membrane or just
simply p-brane. The manifold Σ is interpreted as a mathematical space of parameters. The
dynamics of the p-brane is given by the Dirac action
SDirac = −M(p)
∫
d1+px
√
|det(φ∗g)| = −M(p)
∫
d1+px
√
|det (gij(φ)∂µφi∂νφj) |, (2.1)
where M(p) has dimensions of (mass)
1+p. The equations of motion derived from this action
are
Ki(φ) ≡ φi + Γilm(φ)DµφlDµφm = 0, (2.2)
where  = DµD
µ and Dµ are the Laplacian and the covariant derivative with respect to
the induced metric respectively, Γijk(φ) are the Christoffel symbols constructed from the
target space metric and we have assumed the orthogonality condition gij(φ)∂µφ
iδφj = 0.
At the quantum level, the quantization via the path integral of the Dirac action is
difficult basically due to the non-linear nature of the action and therefore, we consider
Polyakov action. This action is defined with the aid of the auxiliary field hµν as
SPolyakov[φ
i, h] = −M(p)
2
∫
Σ
d1+px
√
|det h| [gij(φ)hµν∂νφi∂µφj − (p− 1)] . (2.3)
Plugging the equations of motion for hµν , we obtain the Dirac action. At the classical level
the actions given by Eq. (2.3) and Eq. (2.1) are equivalent. The field h in Eq. (2.3) and
the metric φ∗g in Eq. (2.1) are in fact the same for p 6= 1 (or D 6= 2) or otherwise, the
former differ from the later by a conformal factor. This is due to the invariance of Eq. (2.3)
under Weyl transformations of the metric h for p = 1.
Let us investigate the quadratic part of the Taylor expansion of the action given in Eq.
(2.1). In order to do so we follow [45] and introduce the Riemann normal coordinate system.
Let us consider the parametric curve γ : [a, b]→M of unit length and the function
s(t) =
t∫
a
du ‖γ′(u)‖, (2.4)
with t ∈ [a, b]. Consider s(t) to be the parameter of the curve and let the two neighbouring
points O and P be joined by the curve γ in the ambient space. In a local coordinate system,
the curve is given by {ξi(x; s)}. Let O = {ξi(x; 0)}, P = {ξi(x; 1)} and consider
ξi(x; s) = ξi(x; 0) + ∂sξ
i(x; s)
∣∣
s=0
s+
1
2
∂2s ξ
i(x; s)
∣∣
s=0
s2 +O(s3). (2.5)
Thus, the tangent vector at O is ∂sξ
i(x; s)
∣∣
s=0
. Let us further assume that the curve γ is
actually a geodesic such that it satisfies
∂2sξ
i(x; s) + Γilm∂sξ
l(x; s)∂sξ
m(x; s) = 0, (2.6)
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This implies
φi(x) = φ¯i(x) + ζ i(x)− 1
2
Γijk(φ¯)ζ
j(x)ζk(x) +O(ζ3), (2.7)
where φi(x) = ξi(x; 1), φ¯i(x) = ξi(x; 0) and ζ i(x) = ζ i(φ¯(x)) = ∂ξ
i(x;s)
∂s
∣∣∣
s=0
. The fields φ¯i(x)
are called the background fields and ζ i(x), which correspond to vector field components
in the ambient space, are the fluctuation fields. If furthermore the geodesics satisfy the
condition Γilm(φ¯) = 0, the coordinate system at P = {φi(x)} is referred as to Riemann
normal coordinate system. In this coordinate system we have ∂lgij |φ=φ¯ = 0 and
gij(φ) = gij(φ¯)− 1
3
Riljmζ
lζm +O(ζ3), (2.8)
where the Riemann tensor is evaluated at P . The pullback metric in this coordinate system
results in3
φ∗(g)µν = gij(φ¯)∂µφ¯i∂ν φ¯j + 2∂(µ
[
gij(φ¯)∂ν)φ¯
iζj
]− 2ζ igij(φ¯)κjµν(φ¯)
+ gij(φ¯)∂µζ
i∂νζ
j −Rlimj∂µφ¯l∂ν φ¯mζ iζj +O(ζ3), (2.9)
where κiµν(φ¯) is for the moment a book keeping device defined, in a general coordinate
system in the target space, as
κiµν(φ¯) ≡ ∂µ∂ν φ¯i + Γilm(φ¯)∂µφ¯l∂ν φ¯m. (2.10)
In Riemann normal coordinates, we have ∂µζ
i = ∂µφ¯
l∂lζ
i = ∂µφ¯
l∇¯lζ i where ∇¯ is the
covariant derivative at O. Therefore, ∂µ acting on the fluctuations corresponds to the
pullback of the covariant derivative of ∇¯.
With the purpose of simplification and understanding the geometry behind Eq. (2.9),
let us consider v to be a tangent vector of Σ defined at the point φ−1(O) with O ∈ φ(Σ) ⊂
M. We can pushforward this vector into the target space and the corresponding vector is
vi∂i = v
µ∂µφ¯
i∂i. The vector v
i∂i at O is tangent to φ(Σ). On the other hand, a vector V
defined inM at O admits the decomposition V = V‖+V⊥. The vector V⊥ is perpendicular
or normal to φ(Σ), i.e. gij(φ¯)∂µφ¯
iV j⊥ = 0. After identifying v
i∂i with V‖, the vector V is
referred to as the extension of v. Therefore, the vector field ζ is decomposed into tangent
and normal components with respect to φ(Σ), see Figure 1. In the expansion given in
φ(Σ)P
ζ⊥
ζ‖
Figure 1: Decomposition of the fluctuations on M.
Eq. (2.9), it is rather convenient to assume that the fluctuations are purely normal. It
is not only due to the presence of the total derivative but also because the tangential and
normal components of the fluctuations mix with each other at second order in the expansion.
The simplest justification for this assumption is that corresponds to a characteristic of the
coordinate system. In the literature this gauge choice is referred to as the “normal” gauge,
3In order to derive this result, first compute the expansion using (2.7) and from the final result apply the
Riemann normal coordinates properties.
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see [46]. At the quantum level, the “normal” gauge enjoys the feature that the Fadeev-Popov
determinant is purely local4. We investigate further consequences of this gauge choice. Let
us define the unit normal one-form Ni with g
ij(φ¯)NiNj ≡ ε = ±1 and the projectors
Π
‖
ij +Π
⊥
ij = gij(φ¯), Π
⊥
ij = εNiNj . (2.12)
The projector Π
‖
ij is referred as to the first fundamental form while the second fundamen-
tal form or extrinsic curvature is defined as Kij = 1/2£NΠ‖ij. After computing the Lie
derivative we obtain
Kij = D(iNj), (2.13)
where DiNj ≡ (∇¯i − εAi)Nj with Ai = £NNi and AiN i = 0. In geometrical terms, Ai
corresponds to the acceleration of the integral curves of Ni (recall that the norm of Ni is
constant).
An important feature of the extrinsic curvature is that is orthogonal to the normal
direction, i.e. N iKij = 0. Since the normal vector depend on the φ¯i coordinates, the
pullback of the extrinsic curvature gives
Kµν = ∂µφ¯i∂ν φ¯jKij = −Nlκlµν(φ¯). (2.14)
After identifying Ni as the dual of ζ
i
⊥ with respect gij(φ¯), the expansion of the pullback
metric up to second order becomes
φ∗(g)µν = gij(φ¯)∂µφ¯i∂ν φ¯j + 2Kµν + gij(φ¯)∂µζ i⊥∂νζj⊥ −Rlimj∂µφ¯l∂ν φ¯mζ i⊥ζj⊥. (2.15)
Hence, the Dirac action on-shell for the expansion in Riemann normal coordinates up to
second order in the fluctuations is
SDirac = S
∗
Dirac −
M(p)
2
∫
φ(Σ)
d1+px
√
|det h¯|
[
gij(φ¯)h¯
µν∂µζ
i
⊥∂νζ
j
⊥ +Xijζ
i
⊥ζ
j
⊥
]
, (2.16)
where S∗Dirac corresponds to the action on-shell, h¯µν = gij(φ¯)∂µφ¯
i∂ν φ¯
j and
Xij = −h¯µνRlimj∂µφ¯l∂ν φ¯m − 2h¯µρh¯νσgli(φ¯)gmj(φ¯)κlµν(φ¯)κmρσ(φ¯). (2.17)
4As stated in [46], the normal gauge condition is defined as G = gij(φ¯)∂µφ¯
iζj . Under a diffeomorphism
xµ → xµ − ηµ(x), a scalar field transforms infinitesimally as φi(x)→ φi(x) + ηµ∂µφi(x), and
δG = gij(φ¯)∂µφ¯
iδζj ,
= gij(φ¯)∂µφ¯
iδφj , (ζi = φi − φ¯i),
= ηνgij(φ¯)∂µφ¯
i∂νφ
j ,
= ην
[
gij(φ¯)∂µφ¯
i∂ν φ¯
j + gij(φ¯)∂µφ¯
i∂νζ
j
]
.
Hence, the Fadeev-Popov determinant is
∆FP = det
[
gij(φ¯)∂µφ¯
i∂ν φ¯
j + gij(φ¯)∂µφ¯
i∂νζ
j
]
. (2.11)
Using the equations of motion of the background field and the properties of Riemann normal coordinates
of the ambient space, we find gij(φ¯)∂µφ¯
i∂νζ
j = 0 after differentiating by parts. This corresponds to the
Monge representation of the submanifold or the static gauge in string theory literature. Considering the
path integral over the fluctuations, the Fadeev-Popov determinant for the “normal” gauge is independent of
the fluctuations and consequently, the ghosts do not couple with them and the Fadeev-Popov determinant
can be absorbed by the path integral normalization constant.
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Since the action is invariant under target diffeomorphisms, the quadratic part of Eq. (2.16)
holds for any coordinate system. From (2.2) and
K ≡ h¯µνKµν = −ζ i⊥gij(φ¯)Kj(φ¯), (2.18)
we see that the equations of motion imply that the mean curvature vanishes, i.e. the p-
branes correspond to minimal submanifolds, see for example [47, 48]. Some remarks are
in order: i) the orthogonality between the vectors ∂µφ¯
i and ζ i⊥ have been used instead of
Dirichlet boundary conditions on the background fields, ii) the extrinsic curvature terms in
Eq. (2.17) vanishes for p = 0 and iii) in order to find the spectrum of the quadratic operator
defined in Eq. (2.16), boundary conditions on the fluctuations must still be provided. We
will discuss this in the next section.
Finally, in order to study more closely the operator of the fluctuations, let us consider
the non-coordinate basis in the ambient space with the Levi-Civita spin connection ΩAB .
This connection is uniquely determined by the set of vectors {EA = E iA ∂i} and their duals
{eA = eAidφi}. For convenience the bar on the background fields will be omitted for the
remainder of this note. The fluctuations are written as
ζ i⊥ = ζ
A
⊥E
i
A . (2.19)
Then we continue to exploit the Riemann normal coordinate system and find
∂µζ
i
⊥ = E
i
A Dµζ
A
⊥ , Dµζ
A
⊥ = ∂µζ
A
⊥ + ω
A
Bµζ
B
⊥ , (2.20)
where ωABµ is the pullback of the spin connection, i.e. ω
A
Bµ = ∂µφ
iΩABi. The quadratic
action becomes
S(2) = −M(p)
2
∫
d1+px
√
|deth| [ηABDµζA⊥DµζB⊥ +XABζA⊥ζB⊥ ] , (2.21)
where
XAB = −hµνqCµqDνRCADB − 2hµρhνσκAµν(φ)κBρσ(φ), (2.22)
with qCµ = ∂µφ
leCl and κAµν(φ) = ηABe
B
lκ
l
µν(φ). It is useful to re-write the quadratic
action as
S(2) = −M(p)
2
∫
d1+px δABDµ
(√
|det h|ζA⊥DµζB⊥
)
− M(p)
2
∫
d1+px
√
|det h|ζA⊥OABζB⊥ ,
(2.23)
where OAB is the operator of fluctuations and it is given by
OAB = −δAB− 2ωABµDµ + δCDhµνωCAµωDBν +XAB . (2.24)
In general we will assume a boundary condition so that the first term in (2.23) vanishes.
In order to compute the path integral, we set the Dirac action to be Euclidean. Therefore
S(2) differs from its Lorentzian counterpart by a minus sign.
3 One loop correction
3.1 Path integral
We are now in a position to compute the one-loop correction to the Euclidean wavefunction
via the path integral. The integral is
Ψ ≈ e−S∗N∆n.g.FP
∫
DζA⊥ exp
(
−M(p)
2
∫
d1+px
√
|det h|ζA⊥OABζB⊥
)
, (3.1)
8
where N is the normalization constant and ∆n.g.FP is the Fadeev-Popov determinant in the
normal gauge. We have set ~ = 1 and thus the semiclassical limit corresponds toM(p) →∞.
Let use consider the following eigenvalue problem
OABχBn = δABλnχBn . (3.2)
Boundary conditions on the (dimensionless) eigenfunctions χAn have been assumed in order
to obtain the real spectrum {λn}. The eigenfunctions are normalized as
µ1+p
∫
d1+px
√
|det h|δABχAn (x)χBm(x) = ‖~χn‖2δnm, (3.3)
where ‖~χn‖ is the norm and µ is a mass scale. Hence, we write ζA⊥ = 1µ
∑
n cnχ
A
n and
therefore the boundary condition on the eigenfunction translates to a condition on ζA⊥ . This
further implies the boundary conditions of the path integral. We take the measure to be
DζA⊥ →
∏
n
′
dcn
√
M(p)
2πµ1+p
‖~χn‖, (3.4)
where the prime indicates that we have removed zero modes. Denoting N ′ to be the
normalization constant that absorbed ∆n.g.FP we perform the integral and we obtain Ψ ≈
N ′e−S∗/√det(O′/µ2).
3.1.1 Zero modes
Let us assume the existence of k zero modes, then Eq. (3.1) must be modified to be
Ψ ≈ N ′
∫ k∏
l=1
dc
(l)
0
√
M(p)
2πµ1+p
‖~χ(l)0 ‖
e−S
∗√
det(O′/µ2) . (3.5)
Following [41, 42, 43, 44], the zero modes can be tracked from the possible family of inequiv-
alent classical solutions. This means that the classical solution depends on k-independent
parameters. The space of such solutions is referred as to the moduli space of solutions. Let
{θl} be the set of such parameters. They are called collective coordinates and correspond
to the coordinates of the moduli space. Therefore a solution is labelled as ~φ(x, θ). For ex-
ample, consider the geodesics in the two-dimensional Poincare´ upper half plane as depicted
in Figure 2. From the results of section 4, the semicircle and vertical line are parametrize
as
~φsemi c. =
(
ρ0 sin(ωx)
φ20 + ρ0 cos(ωx)
)
, ~φv.l. =
(
φ10e
mx
φ20
)
, (3.6)
where ωx ∈ [0, π] for the former geodesic and mx ∈ R for the later. For the semicircles, the
moduli space is two dimensional: we need to specify the radius ρ0 and the position of the
semicircle φ20. Similarly for the vertical lines, we need to specify the position of the vertical
line φ20 and the amplitude φ
1
0.
The appearance of zero modes reflects the existence of symmetries. In our example,
they reflect the invariance of the action under some isometries of the target space (global
field transformations): translational invariance along the φ2-axis is related of the position of
the geodesics and the rescaling of the coordinates is related to the radius of the semicircle.
For the vertical line, the rescaling is related to the choice of the amplitude φ10. Moreover,
9
φ1
φ2
φ20
φ20
ρ0
Figure 2: Geodesics in the upper-half Poincare´ model of hyperbolic space.
the choice of φ10 can equivalently interpreted as a consequence of translational invariance of
the parameter space Σ = R.
Let ~φ(x, θ˜) and ~φ(x, θ) be two solutions. Using the fact that the action is independent
of the collective coordinates and considering θ˜l = θl + δθl, we conclude
0 =
1
2
∫
d1+pxd1+py
(
∂φic
∂θl
δθl
)
x
δ2S
δφixδφ
j
y
∣∣∣∣∣
φ=φc
(
∂φjc
∂θl′
δθl
′
)
y
. (3.7)
The expression implies that
~X
(l)
0 =
∂~φc
∂θl
, (3.8)
are zero modes5. The general splitting of the field around a solution is given by
~φ(x) = ~φ(x, θ) + ~ζ⊥(x, θ), (3.9)
where the fluctuations depend implicitly on the collective coordinates. Since ~φ(x) does
not depend on the parameters, its variation with respect θ gives δ~φ(x, θ) = −δ~ζ⊥(x, θ).
The removal of zero modes on the mode expansion of the fluctuations can be achieved by
imposing the constraints C(l)(θ) = 0 defined as
C(l)(θ) ≡
〈
~ζ⊥,
∂~φc
∂θl
〉
= µ1+p
∫
d1+px
√
|det h|δABζA⊥(x)χ(l)B0 (x),
=
∑
l′
cl
′
0
〈
~X
(l′)
0 ,
~X
(l)
0
〉
. (3.10)
The constraints can be implemented in the path integral by inserting
1 =
∫ k∏
l=1
dθl
∣∣∣∣∣∂C
(l′)
∂θl
∣∣∣∣∣
k∏
l′=1
δ(C(l′)(θ)), (3.11)
5Since the operator of fluctuations is the geodesic deviation operator, the zero modes are Jacobi fields
(see [47, 49]).
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where
∂C(l′)
∂θl
= −
〈
~X
(l)
0 ,
~X
(l′)
0
〉
+
〈
~ζ⊥,
∂ ~X
(l′)
0
∂θl
〉
. (3.12)
At leading order in Eq. (3.12), we obtain
Ψ ≈ N ′
∫ k∏
l=1
dθl
√
M(p)
2πµ1+p
‖~χ(l)0 ‖
e−S
∗√
det(O′/µ2) . (3.13)
Note that the factor
〈
~X
(l)
0 ,
~X
(l′)
0
〉
drops out from the determinant in Eq.(3.11) due to the
rescaling property of the Dirac delta function.
For completeness of the example, the semicircle zero modes are
∂~φc
∂ρ0
=
(
sin(ωx)
cos(ωx)
)
,
∂~φc
∂φ20
=
(
0
1
)
, (3.14)
and for the vertical line
∂~φc
∂φ10
=
(
emx
0
)
,
∂~φc
∂φ20
=
(
0
1
)
. (3.15)
Ii is easy to see that the zero modes of the semicircle are normalizable contrary to the zero
modes of the vertical line. As explained in section 4, this issue is solved by introducing
a regulator R. Hence, we conclude that the presence of the moduli spontaneously breaks
some target isometries and the integration over the parameters recovers such invariance on
the wavefunction.
3.2 Wheeler-DeWitt equation
We now turn to the canonical quantization approach of the system. The starting point is
the Euclidean version of Eq. (2.1). The Lagrangian of the system is
L =M(p)
√
dethµν =M(p)
√
det hiˆjˆ
√
h00 − h0ˆihiˆjˆh0jˆ , (3.16)
where the index µ has been split into (0, iˆ) where iˆ = 1, 2, . . . , p. We choose x0 to be the
“time” coordinate. The canonical momenta is
Pi =
δL
δ∂0φi
=
M2(p) dethiˆjˆ
L
[
gij(φ)∂0φ
j − gil(φ)∂iˆφlhiˆjˆgjm(φ)∂0φj∂jˆφm
]
. (3.17)
For p = 0, we get Pi =
M2
(0)
L gij(φ)∂0φ
j . From the momenta, we obtain the constraints
gij(φ)PiPj −M2(p) dethiˆjˆ = 0, (3.18)
Pi∂iˆφ
i = 0. (3.19)
The first corresponds to the Hamiltonian constraint. For the quantization, we adopt the
Schro¨dinger picture and follow [50, 51, 52]. Then, if Σ = R1+p, the wave functional Ψ[ϕi(xiˆ)]
has the interpretation that |Ψ[ϕi(xiˆ)]|2 is proportional to the probability for the quantum
fields φˆi(x0, xiˆ) to assume the classical values ϕi(xiˆ) at “time” x0 = 0. This implies
φˆi(0, xiˆ)Ψ[ϕ(xiˆ)] = ϕi(xiˆ)Ψ[ϕi(xiˆ)]. (3.20)
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In a general space Σ, we follow the same reasoning. As stated in [53], the canonical com-
mutation relation at equal time is
[φˆi(0, xiˆ), Pˆj(0, y
iˆ)] = i~ δijδ(x
iˆ, yiˆ), (3.21)
where the Dirac delta is a density of weight one in the second argument and is defined,
without the use of a metric, as
∫
dd−1y δ(xiˆ, yiˆ)f(yiˆ) = f(xiˆ) for any scalar function f . The
canonical commutation relation and Eq. (3.20) imply
Pˆi =
~
i
δ
δϕi
. (3.22)
We are now in a position to quantize Eq. (3.18) and Eq. (3.19). The first issue we need
to address is an ordering problem in these expressions. We choose an ordering in which the
momenta acts first on the wavefunctional, i.e.[
gij(ϕ)
δ2
δϕiδϕj
+
M2(p)
~2
det hiˆjˆ
]
Ψ[ϕi] = 0, (3.23)
∂iˆφ
i δ
δϕi
Ψ[ϕi] = 0. (3.24)
The first line corresponds to the Euclidean Wheeler-DeWitt equation and the second line
indicates that the wavefunctional is reparametrization invariant under the “spatial” coor-
dinates. For p = 0, we replace M2(p) det hiˆjˆ → M2(0) in the Wheeler-DeWitt equation. For
p 6= 0, this equation faces the issue of singularities because the expression
δ2Ψ[ϕi]
δϕi(xiˆ)δϕj(yiˆ)
, (3.25)
becomes singular as y → x. Therefore, we introduce an ultraviolet regulator so that the
Wheeler-DeWitt equation is well defined. We address this issue as in [54, 55] where the
functional derivative is regulated as
δ2
δϕi(xiˆ)δϕj(yiˆ)
→
∫
dpy K(xiˆ, yiˆ, τ)
δ2
δϕi(xiˆ)δϕj(yiˆ)
, (3.26)
where the heat kernel K(xiˆ, yiˆ, τ), a bi-tensor of density weight one, satisfies some heat
equation with the initial condition
lim
τ→0
K(xiˆ, yiˆ, τ) = δ(xiˆ, yiˆ). (3.27)
For the moment we do not specify the equation for K but assume the existence of its
solution. Moreover, we work with the associated (regulated) Green function defined as, see
[56],
GΛ(x
iˆ, yiˆ) =
∞∫
0
dτ e−Λ
2τK(xiˆ, yiˆ, τ), (3.28)
where Λ is a mass scale. Setting Ψ = e−S/~, Eq. (3.23) becomes
∫
dpy GΛ(x
iˆ, yiˆ)gij(ϕ(xiˆ))
[
δS
δϕi(xiˆ)
δS
δϕj(yiˆ)
− ~ δ
2S
δϕi(xiˆ)δϕj(yiˆ)
]
+
M2(p)
Λ2
dethiˆjˆ(x
kˆ) = 0. (3.29)
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As stated in section 1, in the limit ~ → 0 we obtain the regulated Euclidean Hamilton-
Jacobi equation. For the one-loop correction via the path integral, we set ~ = 1 and take
M(p) →∞. Thus, the expansion in powers of ~ of S is replaced by
S =M(p)W0 +W1 +
1
M(p)
W2 + . . . . (3.30)
A more convenient parametrization is Ψ = Ae
−M(p)W0− 1M(p)W2−... where W1 = − lnA. The
equations up to one-loop are∫
dpy GΛ(x
iˆ, yiˆ)gij(ϕ(xiˆ))
δW0
δϕi(xiˆ)
δW0
δϕj(yiˆ)
+
1
Λ2
dethiˆjˆ(x
kˆ) = 0,
∫
dpy GΛ(x
iˆ, yiˆ)gij(ϕ(xiˆ))
1
A
[
2
δW0
δϕ(i(xiˆ)
δA
δϕj)(yiˆ)
− δ
2W0
δϕi(xiˆ)δϕj(yiˆ)
A
]
= 0. (3.31)
We have assumed that
1
A
δ2A
δϕiδϕj
≈ 0, (3.32)
i.e. A varies slowly. Therefore, the WKB approximation is valid under these circumstances.
This solution must satisfy Eq. (3.24) as well and this implies that S must be invariant
under “spatial” reparametrizations.
The propagator inherits from the heat kernel an expansion of the form
GΛ(x
iˆ, yiˆ) = δ(xiˆ, yiˆ) +O
(
1
Λ
)
, (3.33)
and we assume the following expansion for the functions
Wl =W∞l +O
(
1
Λ
)
, l = 1, 2, . . . . (3.34)
Hence, at leading order, the equations become
gij(ϕ)
δW∞0
δϕi
δW∞0
δϕj
= 0, (3.35)
2gij
δW∞0
δϕi
δA∞
δϕj
− gij δ
2W∞0
δϕiδϕj
A∞ = 0. (3.36)
From reparametrization invariance and dimensional analysis, the solution for W∞0 must be
of the form
W∞0 =
α
µ
∫
dpx
√
det hiˆjˆ(x
kˆ), (3.37)
where α is a dimensionless constant and µ is a mass scale. This is a solution of Eq. (3.35)
if ϕi describe a p-dimensional minimal surfaces. We expect that these solution can be
constructed from the (p+1)-dimensional minimal surface since if we restrict the Lagrangian
given in Eq. (3.16) at x0 = 0 and assume that
√
h00 − h0ˆihiˆjˆh0jˆ
∣∣∣∣
x0=0
= constant, (3.38)
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we recover the Lagrangian in Eq. (3.37). On the other hand, evaluating at x0 = 0 the
equations of the (p + 1)-dimensional minimal surface given in Eq. (2.2), we obtain the
equations derived from Eq. (3.37) if we assume(
∂0(
√
dethµνh
00∂0φ
i) + ∂0(
√
dethµνh
0ˆi∂iˆφ
i) + ∂iˆ(
√
dethµνh
iˆ0∂0φ
i)
)∣∣∣
x0
= 0,(3.39)(
h00∂0φ
l∂0φ
m + 2h0ˆi∂iˆφ
l∂0φ
m
)∣∣∣
x0
= 0.(3.40)
This can be satisfied if we set h0ˆi = 0 and h00 = 0 at x0 = 0. To illustrate this solution,
we focus on the p = 1 case and a 3-dimensional hyperbolic background. It is known that
semi-spheres are minimal surface and in terms of φi(x0, x1) they can be parametrized as
φ1(x0, x1) = ρ0 sin(ωx
0),
φ2(x0, x1) = ρ0 cos(ωx
1) cos(ωx0) + φ20,
φ3(x0, x1) = ρ0 sin(ωx
1) cos(ωx0) + φ30, (3.41)
with ωx1 ∈ [0, 2π] and ωx0 ∈ [0, π]. Then for x0 = 0 we find
ϕ1(x1) = 0,
ϕ2(x1) = ρ0 cos(ωx
1) + φ20,
ϕ3(x1) = ρ0 sin(ωx
1) + φ30, (3.42)
and
h00|x0=0 =
ρ20ω
2L2
(φ1)2
∣∣∣∣
x0=0
=
ρ20ω
2L2
ǫ2
, h0ˆi
∣∣
x0=0
= 0, (3.43)
where ǫ is a cut-off for ϕ1 = 0. Then the solutions given by Eq. (3.42) gives
W∞0 |on−shell =
α
µ
(
L
ǫ
)
× (Perimeter of the circle). (3.44)
For a general p, we argue that Eq. (3.37) is a solution in a hyperbolic background for
ϕ1 → 0. In order to support this claim, we study the one-loop correction.
Note that Eq. (3.36) can be written as
gij
δ
δϕi
(
δW∞0
δϕj
(A∞)2
)
= 0. (3.45)
This implies
µp
δW∞0
δϕi
(A∞)2 = ni, (3.46)
where ni is a dimensionless constant and finite vector. Since
δW∞0
δϕi
=
α
µ
∫
dpx
√
det hiˆjˆgij(ϕ)E
j , (3.47)
where Ej is the p-dimensional analogue of Eq.(2.2), Eq. (3.35) implies that the ampli-
tude A∞ must diverge. In this limit, the WKB approximation ceases to be valid6. A
6This is the functional analogue of being close to the turning points since
δW∞
0
δϕi
is proportional to the
classical momentum Pi in the Hamilton-Jacobi formalism. In the next section, we discuss this for the
worldline in detail.
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reparametrization invariant ansatz of A∞ that satisfies the on-shell divergence behaviour
is A∞ = (µpW∞0 )
a
2 for a constant a. Recall that W∞0 |on−shell → ∞ as ϕ1 → 0. Then Eq.
(3.46) result
δ
δϕi
(
(µpW∞0 )a+1
)
= ni(a+ 1). (3.48)
The choice a = −1 is a solution for any ni. Thus we have shown that taking ϕ1 → 0 in Eq.
(3.37) for general p is necessary and as discussed for p = 1 in Eq. (3.44) we introduce a
cutoff ǫ.
Hence, we conclude that the WKB approximation is valid in a hyperbolic background
at ϕ1 → 0. Moreover, at leading order, the regulated functions W(ǫ) have the form
W∞0 |on−shell ≈
α
µ
(
L
ǫ
)p
× (p−dimensional volume) + finite part, (3.49)
W∞1 |on−shell ≈
1
2
ln
(
µp
(
L
ǫ
)p
× (p−dimensional volume)
)
+ finite part. (3.50)
As ǫ→ 0 we obtain S1 →∞ and we conclude that at leading order there are no S1 → −∞
divergences near the boundary. Notice that the classical divergence of the string in AdS
has already computed in the holographic renormalization framework [57]. Therefore, the
semiclassical Wheeler-DeWitt solution extends the result to one-loop, i.e. the solution
indicates a logarithmic divergence at one-loop that depends on the p-dimensional volume
and that does not break the semiclassical approximation.
4 Quantum Mechanics: Worldline in d = 2
With the purpose of applying the theory developed in the previous sections, we study in
full detail the spectrum of the operator associated with the fluctuations for the simplest but
non-trivial case: a worldline in a two-dimensional ambient space. The metric is written as
g = f2(φ1, φ2)
[
(dφ1)2 + (dφ2)2
]
. (4.1)
The operator of fluctutations is given by
O = − d
2
dx2
I− 2iFσ2 d
dx
+Wσ1 + F
2
I+V, (4.2)
where
σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, V =
(
(φ˙2)2 ln f 0
0 (φ˙1)2 ln f
)
, W = −φ˙1φ˙2 ln f, (4.3)
and φ˙1 ≡ dφ1dx and ω1 2x ≡ F = φ˙1∂2 ln f − φ˙2∂1 ln f . The details of this result are shown in
Appendix A. In order to solve the eigenvalue problem OABχBn = λnδABχBn we follow [58]
(chapter 7) and consider the 2×2 matrix P (x) and the vector ~un = P−1~χn. Assuming that
P is of the form
P (x) = e−iσ2G(x) =
(
cosG(x) − sinG(x)
sinG(x) cosG(x)
)
, G(x) = G(x0) +
x∫
x0
dx′ F (x′), (4.4)
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the resulting eigenvalue problem for ~un is
− d
2~un
dx2
+ U~un = λn~un, U = e
iσ2G(x)Me−iσ2G(x), (4.5)
where M =Wσ1 + iF˙ σ2 + V. The matrix U become diagonal
U =  ln f
(
(φ˙2 cosG− φ˙1 sinG)2 0
0 (φ˙1 cosG+ φ˙2 sinG)2
)
, (4.6)
if and only if the geodesics satisfy
φ˙1φ˙2
(φ˙1)2 − (φ˙2)2 =
1
2
tan(2G). (4.7)
Explicit constructions of the matrix U are given in the following examples.
4.1 Example 1
Let us set φ2 to a constant. The geodesic equations are
φ¨1 = −∂1 ln f(φ˙1)2, ∂2 ln f(φ˙1)2 = 0. (4.8)
The non-trivial solution requires ∂2f = 0. For this choice, we obtain F = 0 and∫
dφ1 f(φ1) = C1x+ C2. (4.9)
The diagonalization condition given in Eq. (4.7) is satisfied for
G(x0) = 0,±π
2
,±π,±3π
2
, . . . . (4.10)
Similar results are obtained by setting φ1 to a constant. Note that the diagonalization
is achieved due to the presence of a continuous isometry generated by the Killing vector
K2 = ∂/∂φ
2 for f = f(φ1) and a Killing vector K1 = ∂/∂φ
1 for f = f(φ2). The resulting
matrix U for f = f(φ1) is
U =
(
0 0
0 (φ˙1)2 ln f
)
. (4.11)
4.2 Example 2
We can study other types of solutions assuming translational invariance along one of the
axis. For the choice f = f(φ1), the general geodesic equations are
φ¨1 = ∂1 ln f
[
(φ˙2)2 − (φ˙1)2
]
, (4.12)
φ¨2 = −2∂1 ln fφ˙1φ˙2. (4.13)
For f = f(φ2), we interchange 1 ↔ 2 in Eq. (4.12) and Eq. (4.13). The equations can be
rewritten as
d
dx
[
fφ˙1 − ∂1fφ2φ˙2
]
= f
(
φ¨1 − ∂1 ln f
[
(φ˙2)2 − (φ˙1)2
])
−φ2φ˙1φ˙2
(
∂21f − 2
(∂1f)
2
f
)
, (4.14)
d
dx
ln
(
φ˙2f2
)
= 0. (4.15)
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Assuming,
∂21f − 2
(∂1f)
2
f
= 0, (4.16)
the equations can be simplified to
fφ˙1 − ∂1fφ2φ˙2 = D1, φ˙2 = D2
f2
, (4.17)
where D1 and D2 are constants. It remains to find the possible solutions of the condition
given in Eq. (4.16). Let z = ∂1 ln f , then the condition becomes the Bernoulli equation
∂1z = z
2. After solving this equation we obtain
f(φ1) =
B2
B1 − φ1 . (4.18)
Taking the ratio of the equations in Eq. (4.17), we conclude that the geodesics are of the
form
(φ1 −B1)2 + (φ2 − φ20)2 = ρ20, (4.19)
where φ20 and ρ0 are constants. We have two equivalent parametrizations of the fields
I : φ1 = B1 + ρ0 cos(ωx), φ
2 = φ20 + ρ0 sin(ωx), (4.20)
and
II : φ1 = B1 + ρ0 sin(ωx), φ
2 = φ20 + ρ0 cos(ωx), (4.21)
with ω > 0. Direct substitution shows that F = ω and F = −ω for the parametrization I
and II respectively. In order to satisfy Eq. (4.7) we must choose G(x0) = ωx0 + kπ/2 and
G(x0) = −ωx0 + kπ/2 where k ∈ Z for I and II respectively. The resulting U matrices are
UI =
(
ω2
cos2(ωx)
0
0 0
)
, UII =
(
0 0
0 ω
2
sin2(ωx)
)
. (4.22)
4.3 A more general strategy
From Eq. (4.5) we learned that it is required to solve the generic Schro¨dinger equation
Ψ¨ + (λ− V )Ψ = 0. (4.23)
Following [59], we set Ψ(x) = A(x)F(ψ(x)) to study the structure of solutions. The equation
becomes
F ′′ +Q(ψ(x))F ′ +R(ψ(x))F = 0, (4.24)
where F ′ = ∂F∂ψ and
Q(ψ(x)) =
2
ψ˙
A˙
A +
ψ¨
ψ˙2
, R(ψ(x)) =
1
ψ˙2
A¨
A +
λ− V
ψ˙2
, (4.25)
or
λ−V = 1
2
{ψ, x}+ψ˙2
[
R(ψ)− 1
2
∂Q
∂ψ
− 1
4
Q2
]
, A(x) = A(x0)
√
ψ˙(x0)
ψ˙(x)
exp

1
2
ψ(x)∫
ψ(x0)
dψ˜ Q(ψ˜)

 ,
(4.26)
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where {ψ, x} is the Schwarzian derivative. The key property of the parametrization is that
Eq. (4.24) can be solved analytically if F corresponds to a special function. As developed
in [59], we consider
Q(ψ) =
β − α− (α+ β + 2)ψ
1− ψ2 , R(ψ) =
n(n+ α+ β + 1)
1− ψ2 . (4.27)
The solution of (4.24) is of the form
Ψ(α,β)n (x) = A(x0)
√
ψ˙(x0)
ψ˙(x)
(
1− ψ(x)
1− ψ(x0)
)α+1
2
(
1 + ψ(x)
1 + ψ(x0)
)β+1
2
P (α,β)n (ψ(x)), (4.28)
where ψ(x) ∈ [−1, 1] and P (α,β)n (ψ(x)) are the Jacobi polynomials with α, β > −1. In order
to see which potential V we can obtain, the specific form of ψ(x) must be given. On the
other hand, the relation of this method with supersymmetric quantum mechanics is realized
by assuming ψ˙2R(ψ) = C = constant and defining the superpotential as
W = −A˙A . (4.29)
Then
λ− V = −W 2 + W˙ + C. (4.30)
This expression gives the supersymmetric potential V−, see [60]. The combination of both
approaches give us a powerful tool to compute the solution. The condition ψ˙2R(ψ) = C
implies that
ψ˙2
1− ψ2 = c = constant, ψ˙
2R(ψ) = cn(n+ α+ β + 1). (4.31)
Using Eq. (4.25), (4.27) and (4.29) we get
ψ¨ − 2Wψ˙ − c(β − α− (α+ β + 2)ψ) = 0 (4.32)
Therefore, the procedure to obtain a solution of the Schro¨dinger equation is to first define
the superpotential W that gives V− and then solve Eq (4.32). It remains to show that the
solution is normalizable. Let us consider∫
dxΨ(α,β)n (x)Ψ
(α,β)
m (x) = A2(x0)ψ˙(x0)
(
1
1− ψ(x0)
)α+1( 1
1 + ψ(x0)
)β+1
×∫
dx
1
ψ˙(x)
(1− ψ2(x))(1 + ψ(x))α(1− ψ(x))βP (α,β)n (ψ(x))P (α,β)m (ψ(x)). (4.33)
Using the first expression in Eq. (4.31) the integral becomes
∫
dxΨ(α,β)n (x)Ψ
(α,β)
m (x) = A2(x0)ψ˙(x0)
(
1
1− ψ(x0)
)α+1( 1
1 + ψ(x0)
)β+1
×
1
c
∫
dψ (1 + ψ(x))α(1− ψ(x))βP (α,β)n (ψ(x))P (α,β)m (ψ(x)). (4.34)
The remaining integral is known and we can choose A(x0) to the obtain an orthonormal
basis. Hence, the full solution is written as
Ψ(x) =
∑
n
anΨ
α,β(x). (4.35)
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As an example, let us considerW = −B cot(ωx) where B is independent of x. The potential
is
λ− V = C +B2 − B(B − ω)
sin2(ωx)
. (4.36)
If B(B − ω) = ω2, c = ω2, α = β and α + 1 = 12 − Bω , the solution of Eq. (4.32) is ψ(x) =
cos(ωx) with 0 ≤ ωx ≤ π. The eigenvalues are λ = n(n− 2B(ω)/ω)ω2+B2(ω). In order to
use the Jacobi polynomials, we are required to impose α > −1. Since B± = (ω/2)(1±
√
5),
the constraint becomes −(1/2)(1 ± √5) > −1. Thus we choose B− = (ω/2)(1 −
√
5) and
the solution is of the form
Ψ(x) =
∞∑
n=0
an [sin(ωx)]
1
4
(
√
5−1) P
( 1
2
(
√
5−1), 1
2
(
√
5−1))
n (cos(ωx)), (4.37)
with 0 ≤ ωx ≤ π. The wavefunction Ψ vanishes at x = 0 and x = π/ω. After establishing
tools and concrete formulae from the examples, we study a concrete example.
4.4 The Poincare´ half plane
The geodesics of the two-dimensional upper-half Poincare´ model of hyperbolic space are
shown in Figure 2. The metric of this space is given by
ds2 =
L2
(φ1)2
[
(dφ1)2 + (dφ2)2
]
, (4.38)
where L corresponds to the radius. The semicircles are already studied in Example 2. To
obtain the solution, we must set B1 = 0 and B2 = −L. Using the parametrization II of the
aforementioned example, the associated spectral problem is
u¨1n + λnu
1
n = 0, u¨
2
n +
(
λn − ω
2
sin2(ωx)
)
u2n = 0. (4.39)
The solutions are
u1n(x) = an cos(
√
λnx) + bn sin(
√
λnx), (4.40)
u2n(x) = cn [sin(ωx)]
1
4
(
√
5−1) C
(√
5
2
)
n (cos(ωx)), (4.41)
λn = n(n− 1 +
√
5)ω2 +
ω2
4
(1−
√
5)2, (4.42)
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with ω > 0, 0 ≤ ωx ≤ π and C
(√
5
2
)
n (cos(ωx)) are the Gegenbauer polynomials7 Hence, the
fluctuations are
ζ1⊥(x) =
∞∑
n=0
[
an cos(
√
λnx) + bn sin(
√
λnx)
]
cos(ωx)
+
∞∑
n=0
cn sin(ωx) [sin(ωx)]
1
4
(
√
5−1)C
(√
5
2
)
n (cos(ωx)), (4.44)
ζ2⊥(x) = −
∞∑
n=0
[
an cos(
√
λnx) + bn sin(
√
λnx)
]
sin(ωx)
+
∞∑
n=0
cn cos(ωx) [sin(ωx)]
1
4
(
√
5−1) C
(√
5
2
)
n (cos(ωx)). (4.45)
We set an = bn = 0 so that the fluctuations ~ζ⊥(x) vanish at x = 0 and x = π/ω and we are
left with
~ζ⊥ =
(
sin(ωx)
cos(ωx)
)
[sin(ωx)]
1
4
(
√
5−1)
∞∑
n=0
cnC
(√
5
2
)
n (cos(ωx)) (4.46)
The coefficients cn are restricted by demanding convergence of the above sum and from
‖~ζ⊥‖ ≪ 1. For the second restriction, we use the definition of the Gegenbauer polynomials
C
(√
5
2
)
n (cos(ωx)) =
⌊n/2⌋∑
k=0
(−1)k
Γ
(√
5
2 + n− k
)
Γ
(√
5
2
)
k!(n − 2k)!
(2 cos(ωx))n−2k, (4.47)
and write
cn = cˆn
Γ
(√
5
2
)
n!
2nΓ
(√
5
2 + n
) , cˆn ≪ 1. (4.48)
Let us consider the following sum S˜
S˜ =
∞∑
n=0
cˆnγn, γn = [sin(ωx)]
1
4
(
√
5−1) Γ
(√
5
2
)
n!
2nΓ
(√
5
2 + n
)C
(√
5
2
)
n (cos(ωx)), |γn(x)| < 1.
(4.49)
Convergence of the sum is ensure by choosing cˆn = γˆ0(n+1)
−s with γˆ0 ≪ 1, s = σ+ it and
thus the series corresponds to a Dirichlet series, for details see for example [63, 64, 65, 66].
Then, we obtain
S˜(s) = γˆ0
∞∑
n=1
γn−1
ns
. (4.50)
7The relation of the Gegenbauer polynomials with the Jacobi polynomials, see [61], is
C(α)n (x) =
(2α)n
(α+ 1
2
)n
P (α−1/2,α−1/2)n (x), (4.43)
where (α)n =
Γ(α+n)
Γ(α)
.
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For the convergence of the Dirichlet series we follow [66]. Let us consider σ ≥ a, then
|ns| = nσ ≥ na and ∣∣∣γn−1
ns
∣∣∣ ≤ 1
na
. (4.51)
Now, if the Dirichlet series converges absolutely for s = a + ib then it also converges
absolutely for all s with σ ≥ a. For our case, the sum Eq. (4.50) converges absolutely for
σ > a = 1 since the Riemann zeta function ζ(a) converges absolutely for a > 1. Hence, the
fluctuations can be parametrized as
~ζ⊥ =
(
sin(ωx)
cos(ωx)
)
[sin(ωx)]
1
4
(
√
5−1)
∞∑
n=0
γˆ0
(n+ 1)a
Γ
(√
5
2
)
n!
2nΓ
(√
5
2 + n
)C
(√
5
2
)
n (cos(ωx)). (4.52)
with a > 1. Finally, we can explicitly check that d
~φ
dx · ~ζ⊥ = 0. This is in agreement with the
orthogonality condition stated at section 2.
It remains to study the vertical line geodesics. The lines are described by φ1(x) = φ10e
mx,
φ2(x) = φ20, where we set m > 0. We use the general result of Example 1 and obtain the
associated spectral problem for the vertical lines
− u¨1n = λnu1n, −u¨2n +m2u2n = λnu2n (4.53)
For these geodesics, the fluctuations are
ζ1⊥(x) =
∞∑
n
(
an cos(
√
λnx) + bn sin(
√
λnx)
)
, (4.54)
ζ2⊥(x) =
∞∑
n
(
cn cos(
√
λn −m2x) + dn sin(
√
λn −m2x)
)
. (4.55)
The orthogonality condition d
~φ
dx · ~ζ⊥ = 0 implies that an = bn = 0. It remains to impose
boundary conditions and to do so, we introduce the regulator R. This is required since
the endpoints of the straight line are at x = ±∞. The possible boundary conditions
are: Dirichlet boundary conditions ζ2⊥(−R) = 0 = ζ2⊥(R) or mixed boundary conditions
ζ2⊥(−R) = 0 =
dζ2⊥(x)
dx
∣∣∣
x=R
. The first possibility is equivalent to put the problem in a “box”
as is done for a free particle in quantum mechanics. The “box” has length 2R and it is
centred at x = 0. Then the fluctuation can be written in term of the functions
f (−)n (x) = sin
(πn
R
x
)
, f (+)n (x) = cos
(
π(n− 1/2)
R
x
)
, n = 1, 2, 3 . . . (4.56)
with their respectively eigenvalues λ(−)n = (πn/R)2+m2 and λ(+)n = (π(n−1/2)/R)2+m2.
For mixed boundary conditions, the functions are
f (−)n (x) = sin
(
π(n− 1/2)
2R
(x+R)
)
, f (+)n (x) = cos
(
π(n− 1/2)
2R
(x−R)
)
, (4.57)
where n = 1, 2, 3 . . . and their respectively eigenvalues λ(−)n = (π(n − 1/2)/2R)2 +m2 =
λ(+)n. We note that in the continuum limit R→∞, we are require to take n→∞ in order
to obtain other eigenvalues rather than m2 in both cases. In summary, the fluctuations are
ζ2⊥(x) =
∞∑
n=1
[
c−n f
(−)
n (x) + c
+
n f
(+)
n (x)
]
. (4.58)
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Applying the knowledge learned from the fluctuations for the semicircles, we choose c±n =
γˆ±0 n
−a with a > 1 and γˆ±0 ≪ 1.
We conclude with Table 1 of the spectra, without any zero modes, of the fluctuation
operator for the different geodesics.
Geodesic Eigenvalue
Semicircle λn = n(n− 1 +
√
5)ω2 + ω
2
4 (1−
√
5)2, ω > 0, n ≥ 0
Vertical line (Dirichlet (+)) λ(+)n = (π(n− 1/2)/R)2 +m2, n ≥ 1
Vertical line (Dirichlet (−)) λ(−)n = (πn/R)2 +m2, n ≥ 1
Vertical line (Mixed (+)) λ(+)n = (π(n− 1/2)/2R)2 +m2, n ≥ 1
Vertical line (Mixed (−)) λ(−)n = (π(n− 1/2)/2R)2 +m2, n ≥ 1
Table 1: Spectra of the operator O′ for the geodesics of the two dimensional Poincare´ half
plane.
4.4.1 Zero modes
We turn to the study of zero modes. First notice that if ~u∗ is a zero mode then P~u∗ is also
a zero mode. Therefore, we focus on the zero modes in Eq. (4.39) and Eq. (4.53). For the
vertical line with G(x0) = π/2, we find
~u∗ =
(
1
0
)
⇒ ~χ0 =
(
0
1
)
(4.59)
and for G(x0) = −π/2, the vertical line
~u∗ =
(
0
emx
)
⇒ ~χ0 =
(
emx
0
)
(4.60)
As discussed in section 3, these zero modes are associated with the invariance under trans-
lations along the φ2-axis and dilatations of the background metric. Similarly, for the semi-
circle, we find that for G(x0) = −ωx0 − π/2 and
~u∗ =
(−1
0
)
⇒ ~χ0 =
(
sin(ωx)
cos(ωx)
)
. (4.61)
The second zero mode is obtained by taking the limit ω → 0, i.e.
~χ0 =
(
0
1
)
. (4.62)
4.5 Quantum fluctuations
4.5.1 Relation with the Euclidean Wheeler-DeWitt equation
The Euclidean Wheeler-DeWitt equation for the worldline is[
∂2
∂(φ1)2
+
∂2
∂(φ2)2
+ f2(φ1, φ2)
M2
~2
]
Ψ(φ1, φ2) = 0, (4.63)
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where we have used Eq. (4.1). The corresponding equation for the Poincare´ half plane is[
∂2
∂(φ1)2
+
∂2
∂(φ2)2
+
1
~2
L2M2
(φ1)2
]
Ψ(φ1, φ2) = 0, (4.64)
We see that for
L2M2
~2
→ −m2ΦL2, (4.65)
the Eq. (4.64) corresponds to the wave equation of a scalar field Φ with mass mΦ in
the two-dimensional hyperbolic background. The solution of the wave equation for the
scalar field has been widely studied in the context of the AdS/CFT correspondence, see for
example [67, 68]. Here instead we are interested in the semiclassical approximation of the
wavefunction. Therefore, as discussed in the introduction, we write Ψ = exp (−S/~). The
equation for S is
(
∂S
∂φ1
)2
− ~ ∂
2S
∂(φ1)2
+
(
∂S
∂φ2
)2
− ~ ∂
2S
∂(φ2)2
+
L2M2
(φ1)2
= 0. (4.66)
The solution at all orders in ~ of Eq. (4.66) is
Sq = S0 + q(α± ln(φ1) + β ln(φ2)), α± = −q~
2
± iLM
√
1− ~
2
4L2M2
, (4.67)
where q = ±1, β(β + q~) = 0 and S0 is a constant. We choose β = 0 and obtain
S(φ1) = S0 +
(
−~
2
± iLM
√
1− ~
2
4L2M2
)
lnφ1 (4.68)
The wavefunction for β = 0 in the semiclassical limit is
lim
~→0
Ψ = A
√
φ1e±
iLM
~
lnφ1 , (4.69)
where A in the normalization constant. Alternatively, if we consider
Ψ = e−i
ω
~
φ2ψ(φ1), ω ≥ 0, (4.70)
then Eq. (4.64) becomes the Schro¨dinger equation for bound states
− ~2 d
2ψ
d(φ1)2
+ V ψ = Eψ, V = −M
2L2
(φ1)2
, E = −ω2. (4.71)
The WKB approximation of this equation for E = 0 gives Eq. (4.69). The approximation
holds if we are far way from the classical turning point which is located at φ1 → ∞.
Therefore Eq. (4.69) holds for φ1 ≪∞.
We have yet to discuss divergences at φ1 → 0 and φ1 →∞ for general solutions of Eq.
(4.68). This issue can be tackled by noticing that Eq. (4.71) can be derived from a quantum
mechanical model, whose action is
I =
1
2
∫
dt
(
Q˙2 − V
)
, V = − g
Q2
, (4.72)
23
where g = M2L2, t ↔ φ2 and Q ↔ φ1. The system described by this action equals to the
Euclidean conformal quantum mechanics model developed in [69]. The action is invariant,
up to a boundary term, under
t→ at+ b
ct+ d
, Q(t)→ Q(t)
ct+ d
, (4.73)
with a, b, c, d ∈ R and ad − bc = 1 and the one-dimensional conformal group SL(2,R) is a
symmetry of the action. To ensure finiteness of the solution, we introduce a length scale
ε > 0 and a energy scale E∗ < 0. Therefore, we explicitly break conformal invariance. The
regulated Hamiltonian is defined to be
H =
1
2
(
P 2 + V
)
, V =
{ ∞ 0 < Q < ε
− gQ2 Q > ε
. (4.74)
In Figure 3 we show the vertical wall at Q = ε and the energy E∗ = − g2Q2∗ where Q∗ is the
location of the turning point. As discussed in [70], the WKB solution for a potential with
0
Q
V
(Q
) Q∗
E∗
ε
Figure 3: Regularization of the conformal quantum mechanics model.
a wall is of the form
ψ(Q) =
A√
P (Q)
sin
(
1
~
ϕ(Q,Q∗) +
π
4
)
, ϕ(Q,Q∗) =
Q∗∫
Q
dq P (q), Q≪ Q∗, (4.75)
where P (Q) =
√
2E − V (Q) is the classical momentum and ϕ(ε,Q∗) =
(
k − 14
)
~π for
k = 1, 2, . . .. The later condition ensures that ψ(ε) = 0. Hence, the regulated wavefunction
is
ψ(Q) = A
√
Q sin
(
1
~
ϕ(Q,Q∗) +
π
4
)
, Q≪ Q∗, (4.76)
with
ϕ(Q,Q∗) =
√
g

ln( Q
Q∗
)
+ ln


√
1−
(
Q
Q∗
)2
+ 1

−
√
1−
(
Q
Q∗
)2 . (4.77)
This result is in agreement with Eq. (4.69) by considering the Taylor expansion of ϕ(Q,Q∗)
for small Q/Q∗ in Eq. (4.76).
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4.5.2 Regularization methods
Now that the semiclassical solution of the Wheeler-DeWitt equation is fully understood, we
proceed to compare the one-loop correction of this solution with the equivalent correction
via the path integral √
Q⇔ 1√
detO , (4.78)
where the spectrum of O was developed in section 4.4. Recall that the Fadeev-Popov for the
normal gauge is absorbed by the normalization constant of the path integral. The relation
of the divergences with both equivalent expressions is
∞∏
n
λn → 0 or
∞∑
n
lnλn → −∞ ⇐⇒ Q→∞, (4.79)
∞∏
n
λn →∞ or
∞∑
n
lnλn →∞ ⇐⇒ Q→ 0. (4.80)
Our goal is to study regularization methods for the divergence given in Eq. (4.80). First,
the cut-off regularization employed in the Wheeler-DeWitt approach implies
N∑
n
lnλn ⇐⇒ Q→ ǫ, (4.81)
where N is large but finite. This is the most straightforward method to regularize the sum.
To study all the cases at once, we parametrize the eigenvalues as
λn = c
2
[
(n− a)2 + b2] , n = 1, 2, 3, . . . , (4.82)
and the cases are listed in Table 1. For the semicircle geodesics, we have a = (3−√5)/2 ≈
0.3820, c = ω > 0, b = 0 and for the straight geodesics, a = 0, 1/2, c = π/(2R), π/R and
b = m/c. The spectral function of interest is the zeta function associated to the operator
O,
ζ(s,O) =
∞∑
n=1
1
(L2λn)s
, (4.83)
where λn is defined in Eq. (4.82). The sum is absolutely convergent for ℜs > B for
a constant B > 0. The radius of the half plane L is introduced in order to make the
expression dimensionless. The relation between the zeta function with the sum in question
is given by the formal expression
− ζ ′(0,O) =
∞∑
n=1
ln(L2λn). (4.84)
For the eigenvalues of interest, we have 0 ≤ a < 1/2 and to focus on the large n behaviour
of the sum, we set a = 0 in Eq. (4.83). For large n, we have
− ζ ′(0,O) ≈ 2Lc
∑
n
1 + 2
∑
n
lnn→∞. (4.85)
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We can regularize this expression using a hard cutoff
∑N
n and thus for large N , we get
−ζ ′(0,O) ∼ −2 ln(R/L)N + 2 lnN . Using Eq. (4.82) we write the approximation of the
zeta function as
ζ(s,O) ≈ 1
2(cL)2s
[ ∞∑
n=−∞
1
(n2 + b2)s
− 1
b2s
]
, b 6= 0. (4.86)
By means of the Poisson summation formula the sum gives
∞∑
n=−∞
1
(n2 + b2)s
=
√
8πb
Γ(s)
e−s ln(2b)
[
2
∞∑
n=1
(2πn)s−1/2Ks−1/2(2πnb) + ǫ˜s−1/2Ks−1/2(ǫ˜b)
]
,
(4.87)
where Kν is the modified Bessel function of the second kind and ǫ˜ is a cut-off since Kν(0)
diverges. Dropping this artificial divergence, we obtain
− ζ ′(0,O) ≈ − ln(bcL) + ln
(
1− e−2πb
)
. (4.88)
Recall that for the vertical line geodesic the parameters are bc = m and b = (mR)/π, (2mR)/π.
Therefore, as R→∞ then ∑∞n=1 ln(L2λn) ≈ − ln(mL).
For the semicircle geodesic, we consider ζ(s,O) ≈∑∞n=1 1/(ωLn)2s. Hard cut-off regu-
larization gives −ζ ′(0,O) ∼ 2 ln(ωL)N+2 lnN . In order to connect with the approximation
of the zeta function for the vertical line geodesic by means of the Poisson summation for-
mula, we consider the following regularization
1
n2
→ 1
n2 +N2
. (4.89)
Thus, we obtain Eq. (4.88) with b = Nω and c = ω. This implies that for large N the sum
goes as −ζ ′(0,O) ∼ − lnN − ln(ωL).
Another route to compute ζ ′(0,O) uses the relation of the zeta function with the trace
of the heat kernel K(τ) =
∑∞
n=1 exp(−λnτ), see [36, 37]. The relation is given by the Mellin
transform
ζ(s,O) = 1
L2sΓ(s)
∞∫
0
dτ τ s−1K(τ), (4.90)
where τ has dimensions of (mass)−2. The asymptotic expansion of K(τ) of our problem
can be computed using recent results developed in [71, 72]. Using the expansion of the
auxiliriay function G2 given in Eq. (1.4) reported in [72], the trace of the heat kernel for
c2τ → 0 and a = 0 is8
K(τ) ≈ −1
2
e−c
2b2τ +
√
π
2c
e−c
2b2τ
√
τ
. (4.91)
The same result can be obtained by applying the Poisson summation formula as shown in
section 4.2 in [37]. These two methods of computing the high energy expansion (τ → 0) of
K(τ) do not involve any information of the boundary conditions from which the spectrum
{λn} is obtained. The boundary conditions are taken into account in the untraced heat
kernel K(x, x′; τ) defined on Σ×Σ×R+. The simplest way to treat boundary conditions in
8This result is based on the Euler-Maclaurin summation formula for the asymptotics of the sum developed
in [73].
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one dimension is to use the fact that an even function, f+(x) = (f(x) + f(−x))/2, satisfies
Neumann-type boundary conditions at x = 0 and an odd function f−(x) = (f(x)−f(−x))/2
satisfies Dirichlet-type boundary conditions at x = 0. This implies that the untraced heat
kernel in the presence of boundaries in Σ can be written as
K±(x, x′; τ) =
1
2
(K(x, x′; τ)±K(−x, x′; τ)), (4.92)
where K± corresponds to the symmetrization (+) or antisymmetrization (−) of the heat
kernel. Therefore, the eigenfunction expansion results in
K±(x, x′; τ) =
1
2
∑
n
e−λnτ δAB(χAn (x)± χAn (−x))χBn (x′). (4.93)
It is clear that if the eigenfunctions are odd we are dealing with Dirichlet-type boundary
conditions and for even eigenfunctions we have Neumann-type boundary conditions. For
our problem, the fluctuations for the semicircle geodesic are set to vanish at the endpoints
(∂Σ = {0, π/ω}) and similarly for the vertical geodesic (∂Σ = {−R} or ∂Σ = {−R,R}).
This implies that we have used Dirichlet-type boundary conditions and we expect that the
untraced heat kernel must be antisymmetric. Indeed, this is the case since Eq. (4.91) can be
derived from the antisymmetrization of the free heat kernel of the operator −d2/dx2+ b2c2
defined on the interval [0,∆L]. After taking the trace we obtain for τ → 0
2K−(τ) =
e−b
2c2τ
√
4πτ
∆L− e
−b2c2τ
2
. (4.94)
For c = π/∆L we recover Eq. (4.91), this result is discussed in section 4.5 in [37].
Returning to the computation of −ζ ′(0,O), we integrate the trace of the heat kernel
from τUV to τIR and find
− ζ ′(0,O) ≈


[
1
2Ei(−b2c2τ) + πb erf(bc
√
τ) + 1c
√
π
τ e
−b2c2τ
]τIR
τUV
b 6= 0,[
1
c
√
π
τ +
1
2 ln τ
]τIR
τUV
b = 0,
(4.95)
where Ei corresponds to the exponential integral. Let us introduce the dimensionless pa-
rameters
τ˜IR =
τIR
L2
, τ˜UV =
τUV
L2
. (4.96)
Since τ˜IR ∼ 1 (recall that the expansion ofK(τ) is for small τ) and τ˜UV ≪ 1, the divergences
are
− ζ ′(0,O) ≈


− 1cL
√
π
τ˜UV
− 12Ei(−b2c2L2τ˜UV ) b 6= 0,
− 1cL
√
π
τ˜UV
+ 12 ln τ˜UV b = 0.
(4.97)
Instead of computing the zeta function, we can directly compute Eq. (4.88). For the
vertical line geodesic and using the Euler-Maclaurin formula9 for large N and fixed R, we
9The Euler-Maclaurin formula is
N∑
n=a
λn ≈
N∫
a
dnλ(n) +
f(N) + f(a)
2
+
N∑
k=1
B2k
(2k)!
(
f (2k−1)(N)− f (2k−1)(a)
)
, (4.98)
where Bk are the Bernoulli numbers.
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obtain ∞∑
n=1
ln(L2λn) ≈ 2N lnN − 2N ln(R/L) + qmR, q = 1, 2, (4.99)
and for the semicircle geodesic
∞∑
n=1
ln(L2λn) ≈ 2N lnN + 2N ln(ωL). (4.100)
The regulators and divergences are listed in Table 2. We see that the for τ˜UV → 0 or
Regulator Divergences for the vertical line geodesic
1) I and hard-cutoff I ∼ −2N ln(R/L) + 2 lnN
2) I = −ζ ′(0,O) and Poisson I ∼ ln (1− e−4mR)
3) I = −ζ ′(0,O) and K(τ) I ∼ − qRπL
√
π
τ˜UV
− 12Ei(−m2L2τ˜UV ), q = 1, 2
4) I and Euler-Maclaurin I ∼ 2N lnN − 2N ln(R/L) + qmR, q = 1, 2
Regulator Divergences for the semicircle geodesic
5) I and hard-cutoff I ∼ 2N ln(ωL) + 2 lnN
6) I = −ζ ′(0,O), 1
n2
→ 1
n2+N2
and Poisson I ∼ − lnN
7) I = −ζ ′(0,O) and K(τ) I ∼ − 1ωL
√
π
τ˜UV
+ 12 ln τ˜UV
8) I and Euler-Maclaurin I ∼ 2N lnN + 2N ln(ωL)
Table 2: Regulators and divergences for I ≡∑∞n=1 ln(L2λn).
N → ∞ the cases 3), 6) and 7) break the semiclassical approximation. To relate the
computation of I with the Euler-Maclaurin formula, the zeta function and K(τ), let us
define the integral representation
K(τ) ≡
v+∫
v−
dv ρ(v)e−v
2τ , (4.101)
where ρ(v) corresponds to the density of states10. Taking the integral in τ from τUV to τIR,
10The proposed integral representation of K(τ ) follows the same line of [74]. In this reference, the function
ρ is referred as to the density of states and is defined as
N(λ) =
∑
λn<λ
1 =
λ∫
0
dλ′ ρ(λ′), (4.102)
where N(λ) is the counting function. This function is defined as the number of eigenvalues smaller than λ.
On the other hand, we can interpret the integral representation as the high temperature limit of a partition
function. Let
ǫn = Lλn = L((cn)
2 + (cb)2), β =
τ
L
= Lτ˜ =
1
kBT
. (4.103)
Then K(β) is a partition function of a system with energy eigenvalues ǫn. In the high temperature limit
β → 0, we obtain
K(β) ≈ e−L(bc)2β
∞∫
0
dv ρ(v)e−Lv
2β, v = nc, (4.104)
which is the same form as the integral representation.
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we obtain
I ≈ −
v+∫
v−
dv ρ(v)(Ei(−v2τIR)− Ei(−v2τUV )), (4.105)
where Ei corresponds to the exponential integral. For the determination of the function ρ,
we consider the change of variable v2 = u+ u0 where u0 is a constant. Then
K(τ) =
e−u0τ
2
v2+−u0∫
v2−−u0
du
ρ(u)√
u+ u0
e−uτ . (4.106)
Let us assume that ρ(u) ∼ √u+ u0(u+ u0)α−1 and u≫ u0 (large v), thus we obtain
K(τ) ∼ e
−u0τ
2
Γ(α)
τα
, α > 0, (4.107)
for v− =
√
u0 and v+ → ∞. For the case α = 0 we take ρ(u) ∼
√
u+ u0 δ(u), where
δ corresponds to the Dirac delta function, with the previous bounds. The asymptotic
expansion given in Eq. (4.91) can be recovered if the density of states is of the form
ρ(u) ≈ 1
c
−√u δ(u), or ρ(v) ≈ 1
c
− v δ(v2). (4.108)
The correspondence of terms from the density of states to Eq. (4.91) are
1
c
→
√
π
2c
e−c
2b2τ
√
τ
, −√u δ(u)→ −1
2
e−c
2b2τ . (4.109)
We can naively conclude that ρ ≈ 1c gives the one-dimensional free heat kernel. As already
discussed, Eq. (4.91) corresponds to the antisymmetrized one-dimensional free heat kernel
and therefore Eq. (4.108) actually takes into account the antisymmetrization or equivalently
it takes into account the presence of boundary conditions11.
Continuing with the goal of relating the regularization methods, let us consider that the
density of states is constant, i.e. ρ ≈ 1c . The integral given in Eq. (4.105) for fixed τUV and
τIR results in
I ≈ −1
c
[
v
(−E1(v2τIR) + E1(v2τUV ))−
√
π
τIR
erf(
√
τIRv) +
√
π
τUV
erf(
√
τUV v)
]v+=Λ
v−=bc
,
(4.112)
11This result can be generalized straightforwardly. Let O1+p + µ2 be an operator defined in a (1 + p)-
dimensional manifold Σ and µ a mass term. The high energy expansion (τ → 0) of the trace of the heat
kernel can be written as
K(τ ) ≈ e−µ2τ
∞∑
l=0
al
1
τ (D−l)/2
, (4.110)
where al are the integrated heat kernel coefficients, see [36, 37]. As stated in [75, 36], the half powers in τ
arise from the presence of boundaries in Σ. In the above sum, the term for which l = D is independently
of τ and the divergent terms are given for l < D. This expression can be obtained from (4.106) (taking
u≫ u0 = µ and v+ →∞) via the following density function
ρ(u) ≈ √u
∞∑
l 6=D
2al
1
Γ((D − l)/2)u
(D−l)/2−1 + 2aD
√
uδ(u). (4.111)
Taking v2 ≈ u and substituting the above result in (4.105), we obtain the terms expected from the Euler-
Maclaurin summation formula.
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where E1(x) = −Ei(−x) and Λ → ∞. In terms of the dimensionless parameters τ˜IR, τ˜UV
and
N =
Λ
c
, (4.113)
we evaluate the result for non-zero b and
√
τUVN ≫ 1. The sum gives
I ≈ −NE1(N2c2L2τ˜UV )− 1
cL
√
π
τ˜UV
+b(−E1(b2c2L2)+E1(b2c2L2τ˜UV ))+2b+
√
π
cL
erfc(bcL).
(4.114)
For the case b = 0, we only consider the first two terms. Using the expansion
E1(x) = −γ − lnx−
∞∑
k
(−1)kxk
k!k
, (4.115)
where γ is the Euler-Mascheroni constant. The divergences for the vertical line geodesics
are
I ≈ N(γ + ln τ˜UV )− qR
πL
√
π
τ˜UV
+
qmR
π
E1(m
2L2τ˜UV ) + 2N lnN − 2N ln(R/L) +O(N3),
(4.116)
where the fourth and fifth terms corresponds to the divergences calculated from the Euler-
Maclaurin summation formula. The divergences for the semicircle geodesics are
I ≈ N(γ + ln τ˜UV )− 1
ωL
√
π
τ˜UV
+ 2N lnN + 2N ln(ωL) +O(N3), (4.117)
where the third and fourth terms corresponds to the divergences calculated from the Euler-
Maclaurin summation formula.
Last but not least, we can further exploit the integral representation given in Eq. (4.101)
by relating K(τ) with the phase-shift method as discussed in [76]. The density of states is
generically defined as
ρ(v) = ρ0 +
1
π
dδ
dv
, (4.118)
where ρ0 is a constant and δ(v) is the phase-shift, see [77]. The existence of the phase-shift
is due to the scattering process in the presence of a potential term (with possible derivative
terms) in the operator. The comparison of Eq. (4.108) with Eq. (4.118), suggest that
ρ0 = 1/c and we have a phase shift δ = −π/212. This implies a tension since we have
previously discussed that we are dealing with an antisymmetrized free heat kernel, i.e. the
−vδ(v2) contribution in Eq. (4.108) is not due to a potential (it arises due to boundaries).
This can be settled on physical terms by analyzing the solution of the Wheeler-DeWitt
equation given in Eq. (4.76). We first write
sin
(
1
~
ϕ(Q,Q∗) +
π
4
)
= sin (PQ+ δ) , (4.120)
thus the phase shift is given by
δ =
1
~
ϕ(Q,Q∗) +
π
4
− PQ
~
. (4.121)
12We have
δ = −π
∫
dv vδ(v2) = −π
2
. (4.119)
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This phase is referred as to the WKB phase shift. Secondly, we follow [78] and consider the
summation rule ∞∫
0
dk
k2n
π
d
dk
(
δ(k) −
m∑
ν=1
δ(ν)(k)
)
=
∑
j
(−κ2j )n, (4.122)
where j runs over bound sates and binding energy −κ2j and δ(ν) is the ν-th Born approx-
imation. For n = m = 0, we recover Levinson’s theorem. In order to obtain the WKB
approximation of the summation rule, we expand Eq. (4.121) for small E∗
δ =
1
~
Q∗∫
Q
dq
√
−V (q)(1− E∗
V (q)
+O(E2∗)) +
π
4
− PQ
~
, (4.123)
where the ν-th Born approximation to the phase shift correspond to the term of order (−V )ν .
After this identification, it is stated in [78] that the WKB approximation of Levinson’s
theorem is of the form
∑
j
1 ≈ 2
π
Q∗∫
Q
dq
√
−V (q) = 2
π
√
g
2
ln
(
Q∗
Q
)
. (4.124)
For our potential, the limit Q → 0 implies that there are infinite number of bound states.
This conclusion is in agreement with [79]. The wall regularization ǫ ≤ Q ≪ Q∗ allows,
beside the already given bound states, the existence of a ground state and well-defined
phase shifts for the scattering states. Moreover, [79] shows that for ǫ → 0 the phase shift
oscillates between ±π/4. If we further assume that ML → 1/2 the phase shift is π/4 and
there is only one bound state.
Therefore, the phase shift naively computed from the heat kernel expansion does not
enter in the previous physical analysis. More precisely, the coefficient in the high energy
expansion of the heat kernel that corresponds to a term of the form vδ(v2) in the density
of states, does not contribute to the phase shift. Thus we should expect that sub-leading
terms in the expansion of the heat kernel must take into account the WKB expression of
the phase shift. The mathematical resolution of our naive computation requires the use the
algebraic property of the Dirac delta function: δ(v2 − a2) = 12|a|(δ(v − a) + δ(v + a)). Then
δ = −π
2
lim
a→0
1
|a|
∫
dv v(δ(v − a) + δ(v + a)) = 0. (4.125)
We conclude that computing a functional determinant via the heat kernel method is very
useful not only due to its covariant nature but because it allow us to connect with other
methods. Together with the information provided from the solution of the Wheeler-DeWitt
equation, we can give a more precise answer to the one-loop correction to the wave-function
of the system. Moreover, this can be discussed in a general framework by considering a
statistical mechanics auxiliary system13. Let us define the quantum Hamiltonian for this
system as H = LO and the inverse temperature as β = τ/L. Then the trace of the heat
kernel corresponds to the partition function of this auxiliary system, i.e. K(βL) ≡ Z(β) =
Tr(e−H β). This is in essence the same as the procedure developed in [80] and the path
13In fact this was already suggested in the footnote 10 in page 28.
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integral representation of this partition function led us to the worldline formalism, see for
example [81]. In this formalism, we construct a classical Hamiltonian from its quantum
counterpart H = LO.
In terms of the untraced heat kernel, we can write Z(β) = µ ∫Σ dxK(x, x;βL) where
K(x, x′;βL) =
〈
x|e−H β|x′〉. Then the high energy expansion of K(x, x′;βL) corresponds to
the high temperature expansion of Z(β). We expect that the high temperature expansion
corresponds to a semiclassical description of the system. This can be argued by means of
the thermal de Broglie wavelength defined as λth ∼ ~
√
Lβ. The semiclassical description is
obtained by requiring that λth must be smaller than any other characteristic length in the
system. We fix ~ = 1 and first assume that the characteristic length is L. The semiclassical
limit implies
√
β/L≪ 1 and the high temperature limit satisfies this condition.
5 Circular Wilson loop in Euclidean AdS3
The study of holographic Wilson loops dual to minimal surfaces in Euclidean AdS3 has been
carried out in [82, 83, 84, 85, 86, 87, 88, 89]. An integrability-based and manifestly confor-
mally invariant formalism has provided analytic solutions that allow us to depart from the
most well-studied holographic loop, i.e. the circular loop dual to a semi-sphere. The study
of minimal surfaces in 3-dimensional hyperbolic space is by itself a well-known mathematical
line of research, see for example [90, 91, 92] and references within. As summarized in [92],
a classification of minimal surfaces details the properties of the catenoids and helicoids in
Euclidean AdS3. Unfortunately, these surfaces does not necessarily correspond to minimal
surfaces dual to Wilson loops.
Therefore, the goal is to find minimal surfaces ending on a boundary closed curve. This
has already been achieved analytically in [82], where the solutions of the embedding fields
are given in terms of compact Riemann surfaces of genus g ≥ 1 14. It is important to stress
that analytical solutions does not necessarily implies simplicity. This is the case in [82].
The fact that the fields are given in terms of Riemann theta functions makes the problem
of computing the fluctuation operator of such surface quite involved. Therefore, with the
lack of the necessary computational skills, we appeal to simplicity and focus on the circular
loop for the quantum correction.
5.1 One-loop correction to the circular loop
It is easy to check that Eq. (3.41) is a solution of Eq. (2.2) in the Poincare´ half plane
background
ds2 =
L2
(φ1)2
((
dφ1
)2
+
(
dφ2
)2
+
(
dφ1
)3)
, (5.1)
and take the conformally flat gauge of hµν . The parameter space is the rectangle Σ =
[0, π/ω] × [0, 2π/ω], as in Figure 4, and the circular loop is parametrized by the edge
{0} × [0, 2π/ω]. In Appendix B, it is shown that the operator of fluctuation can be written
14To motivate this result, recall that some nonlinear equations, such as the 2-dimensional heat equation,
the KdV equation, the sine-Gordon equation among others, are integrable and their solution are expressed in
terms of Riemann theta functions. Since theta functions can be defined from Riemann surfaces, the solutions
of some nonlinear equations are related to Riemann surfaces. We refer the reader to [93, 94] and references
within for more details. For example, in [95] they construct genus one solutions. The embedding fields are
given in terms of the Weierstrass elliptic function which in turn can be written in terms of a theta function.
32
x0
x1
π/ω
2π/ω
Σ
Figure 4: Space of parameters for the semi-sphere.
as
O = 1
Q2
O˜, (5.2)
where Q2 is the conformal factor of hµν . From the quadratic action, this factor drops out
and therefore we are interested in O˜
O˜ = − (δµν∂µ∂νI3×3 + δµνυµ∂ν +W) , (5.3)
where
υ0 = −2iω(λ5 sin(ωx1) + λ2 cos(ωx1)),
υ1 = −2iω cot(ωx0)(λ2 sin(ωx1)− λ5 cos(ωx1)), (5.4)
and W = −Q2(B+XR+Xκ). Let us consider a one-form connection wµ and the covariant
derivative
∇µχA = ∂µχA + δABwBCµχC . (5.5)
Taking wµ =
1
2υµ, the operator can be written as
O˜ = −(δµν∇µ∇νI+ E), (5.6)
where
E =W− (δµν∂µwν + δµνwµ · wν). (5.7)
The eigenvalue problem to solve is again O˜ABχBn = δABλnχBn with
µ2
∫
d2x δABχ
A
n (x)χ
B
m(x) = ‖~χn‖2δnm. (5.8)
As stated in the last part of section 4, the problem can be put in a statistical mechanics
auxiliary system. We consider
δAB〈χAn |χBm〉 = ‖~χn‖2δnm, 〈x|O˜AB |x′〉 = O˜ABxδ(x − x′). (5.9)
with
1 = µ2
∫
d2x |x〉〈x|, δ(x− x′) = 〈x|x′〉. (5.10)
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Then the partition function is given by
Tr(e−H β) =
∑
n
〈χAn |(e−H β)AB |χBn 〉 =
∑
n
‖~χn‖2e−ǫnβ, (5.11)
where H = LO˜ and ǫn = Lλn. Since the modes are normalizable, we can set the norms to
be one and thus obtain the partition function. It can be also written as
Z(β) = µ2
∫
d2x δAB〈x|(e−H β)AB |x〉, (5.12)
where our goal is to compute the elements 〈x|(e−H β)AB |x〉. First, we split the Hamiltonian
into a free part H0 and interaction part H1
H0 = −δµν∇µ∇νI, H1 = −E. (5.13)
The free Hamiltonian can be thought, as in the worldline formalism, as the quantum Hamil-
tonian of a non-relativistic “coloured” particle in a external magnetic field. We wish to com-
pute the diagonal element perturbatively in β and thus one can argue on physical grounds
that the first term of such an expansion should correspond to the case of the free parti-
cle decoupled to the magnetic field. We can write e−(∂20+∂21 )β = e−∂20βe−∂21β and for the
one-dimensional problem on the interval [0, T ], given in [96], we have
〈x|e−∂20β|x′〉 = 1√
2πβ
[
e−
(x0−(x0)′)2
4β θ3
(
(x0 − (x0)′)T i
2β
∣∣∣∣ T iπβ
)
−e−
(x0+(x0)′)2
4β θ3
(
(x0 + (x0)′)T i
2β
∣∣∣∣ T iπβ
)]
, (5.14)
where θ3 is a Jacobi theta function. At this order in the expansion, the term must be of
the form 〈x|e−∂20β|x′〉 × 〈x|e−∂21β|x′〉 and we obtain
Z(β) ∼ µ2
∫
d2x δAB
1
4πβ
δAB = µ
2 3Vol(Σ)
4πβ
. (5.15)
In general, we write the asymptotic expansion of the partition function as
Z(β) ∼ µ2β−(1+p)/2
∑
l=0
βl/2al. (5.16)
This is the Seeley-DeWitt expansion and again as stated in [75, 36], the half integer powers
in β are due to the presence of boundaries. The first coefficient is a0 = (3Area(Σ))/(4π) =
(3π)/(2ω2). The terms a1 and a2 are given in [75, 36]. For our problem, they correspond to
a1 = −1
4
1√
4π
3× Perimeter(Σ) = −9
4
√
π
ω
, (5.17)
a2 =
1
4π
∫
d2x δABEAB,
=
1
4π
∫
d2x
[
4ω2
sin2(ωx0)
+ (4ω4L2 − ω2) cot2(ωx0) + 4ω4L2
(
cot4(ωx0) +
1
sin4(ωx0)
)]
,
=
π
2
−
(
3
2
+ 2ω2L2
)
(cot(u))|π0 −
4
3
ω2L2 (cot3(u))
∣∣π
0
. (5.18)
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δ/ω
Figure 5: Deformation of the space of parameters. The edges are now smooth and the
circles have the same radius δ/ω.
We note that a2 diverges and the endpoints of Σ are on the x
0-axis. We regulate Σ by
considering the smoothing of the edges by the deformation Σ′ shown in Figure 5. The
regulated area and perimeter are
Area(Σ′) = Area(Σ)− (4 − π) δ
2
ω2
, Perimeter(Σ′) = Perimeter(Σ)− 2(4− π) δ
ω
, (5.19)
and the regulated coefficients result
a′0 =
3π
2ω2
− 3
4π
(4− π) δ
2
ω2
,
a′1 = −
9
4
√
π
ω
+
3
4
√
π
(4− π) δ
ω
,
a′2 ≈
π
2
+
(
9
4
+ 3ω2L2
)
1
δ
+
3
2
ω2L2
1
δ3
. (5.20)
Hence, the renormalized partition function is
Z(β)renorm.
µ2
∼ 3π
2ω2
1
β
− 9
4
√
π
ω
1√
β
+
π
2
+O(
√
β). (5.21)
Let us write then the zeta function in terms of β
ζ(s, O˜) = µ
2
Ls
1
Γ(s)
βL∫
βH
dβ βs−1
Z(β)
µ2
, (5.22)
where βh and βL corresponds to high and low inverse temperature cutoffs respectively. Then
e−S(1) ⇔ 1√
det O˜′
= e
−µ2
2
(
− 3pi
2ω2
1
βH
+ 9
√
pi
4ω
2√
βH
−pi
2
ln
(
βL
βH
))
. (5.23)
We see that a S1 →∞ divergence correspond to the limit βH → 0 in the perimeter term, i.e.
the term proportional to the inverse of ω. This term should correspond to the term given
in Eq.(3.50) in the canonical analysis and we can write symbolically the relation between
the regularization schemes as
Perimeter(Σ′)√
βH
⇔ ln
(
Perimeter of the circle
ǫ
)
, (5.24)
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for βH , ǫ → 0. The expression Perimeter(Σ′) indicates that we only consider the vertical
curve close to x0 = 0 of the perimeter of Σ′ since it corresponds to the subspace that
describes the circle. For βH → 0 or βL →∞, the remaining terms in Eq. (5.23) break the
validity of the WKB approximation.
Lastly, using (4.111) with v2 ≈ u at high temperatures and the rescalings a0 → a0/L,
a1 → a1/
√
L, the density is
ρ(v′) ≈ 3π
ω2
µ2v′ − 9
2
µ2
ω
+ πµ2v′δ((v′)2). (5.25)
The first two terms correspond to the free and boundary part of the Seeley-DeWitt expan-
sion respectively. This in agreement with the calculation of the counting function of the
minus Laplacian in a rectangle performed in [74] after taking into account the “colour” de-
grees of freedom. The third term must be related to the interactions and indeed this is the
case since the a′2 coefficient depends on H1. We should expect that this term contributes
to the phase shift but as discussed for the worldline, using a computation analogous to Eq.
(4.125), we shown that there is no such contribution at this order.
5.2 Zero modes
Using (3.8) and (3.41) we find the zero modes are
~χ
(1)
0 =

 sin(ωx0)cos(ωx1) cos(ωx0)
sin(ωx1) cos(ωx0)

 , ~χ(2)0 =

01
0

 , ~χ(3)0 =

00
1

 , (5.26)
related to dilatations and translational invariance respectively. In order to write the wave-
function as Eq. (3.13), we first compute the on-shell action
S∗ = M1
2π
ω
pi
ω∫
0
dx0
L2ω2
sin2(ωx0)
cos(ωx0),
= M1
2π
ω
(L2ωρ0)
ρ0∫
ǫ
dφ1
1
(φ1)2
,
= −M1L22π +M1L
(
L
ǫ
)
2πρ0. (5.27)
Notice that the first term is independent of ω and ρ. The second term agrees with the
classical part of the Wheeler-DeWitt solution given by Eq. (3.44) after identifying µ = 1/L.
Then the wavefunction is written as
Ψ ≈ N ′
∫
dρ0dφ
2
0dφ
3
0
(√
πM(1)
ω
)3
e−S
∗√
det(O′/µ2) = N
′′
(
1√
2ω
)3
λ3/4
e−S
∗√
det(O′/µ2) ,
(5.28)
where in the second equality, we introduced the t’Hooft coupling λ defined asM1 ≡
√
λ/2π.
The integration over the moduli restored some target isometries from spontaneously break-
ing. For completness, let us review the classification of the target isometries in our problem.
It is well known that the 3-dimensional hyperbolic manifold orientation-preserving isom-
etry group is PSL(2,C). The plane φ1 = 0 in the upper-half model, can be seen as the
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complex plane C with the addition of the point ‘∞’. We conclude that Cˆ = C ∪ {∞}, i.e.
the Riemann sphere, can be thought as the boundary of hyperbolic 3-space. Every Mo¨bius
transformation maps the Riemann sphere to itself. The key point to notice is that every
orientation-preserving isometry of the hyperbolic 3-space can be seen as an extensions of
Mo¨bius transformations on the Riemann sphere. Following [97], the isometries that have
no fixed point in the hyperbolic 3-space are of the form
(φ1,X)→ (φ1,X + λ), (φ1,X)→ (|λ|φ1, λX), (5.29)
where λ ∈ C and X = φ2 + iφ3. The classification of the isometries follows from the four
types of non-identity elements of PSL(2,C): elliptic, parabolic and hyperbolic. The case
(φ1,X)→ (φ1,X+λ) corresponds to a parabolic type (its action has two fixed points at∞
in Cˆ but not fixed point in the hyperbolic 3-space). The case (φ1,X) → (|λ|φ1, λX) with
|λ| 6= 1 corresponds to the hyperbolic type (both∞ and 0 are fixed points in Cˆ but not fixed
point in the hyperbolic 3-space). Therefore we can classify the zero modes in our problem
as parabolic and hyperbolic. Regarding the remaining isometry, the semi-sphere minimal
surface (φ1)2 + XX¯ = 1 is invariant under the elliptic type (|λ| = 1, i.e. rotations in the
complex plane) and thus there is no spontaneous symmetry breaking for this isometry.
We conclude this section by adding an interaction term to the Dirac action and consider
to the one-loop correction the sum over the topologies. Let us assume that the total action
is now given by the Dirac action plus an interaction term proportional to the Euler number
of the 2-brane. As discussed in [98], the interaction will multiply the wavefunctional with
a factor λ
6p−3
4 , where p is the number of handles. The number 6p − 3 corresponds to the
dimension of the moduli space of surfaces of genus p with one boundary. For genus 0, the
factor is λ−
3
4 and thus cancelling the zero modes contribution.
6 Conclusions and discussion
The one-loop correction to the wavefunctional of a bosonic extended objects in a hyper-
bolic background has been studied via the path integral and the Wheeler-DeWitt equation.
We have found a semiclassical solution of the Wheeler-DeWitt equation that provides an
identification of divergences at the classical and quantum level. This in the same vein of
the holographic renormalization program and the one-loop results of our solution gives a
novel extension. From the path integral perspective, the one-loop functional determinant
has been regulated by the heat kernel method. The high energy/temperature of the heat
kernel provides in a systematic fashion the expected UV divergences. Therefore we can set
up a framework to deal with the divergences with the aid of an auxiliary quantum statistical
mechanics system, as done in [80] and in the worldline formalism.
We have seen that a primary classification of these divergences follows from the com-
patibility with the semiclassical approximation. More precisely, the one-loop correction can
either vanish or blow up independently of the classical contribution. For the second case, the
WKB approximation breaks down. A secondary classification shows the geometrical origin
of such divergences. This can be done since the coefficients of the leading divergences in the
high energy/temperature of the heat kernel have a geometrical meaning; they correspond
to volume and boundary of the space of parameters Σ.
For the circular Wilson loop in Euclidean AdS3 discussed in section 5, the constant
term in the heat kernel expansion gives a logarithmic divergence that breaks the WKB ap-
proximation. This behaviour is expected to be true for any dimension unless the coefficient
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becomes negative. The divergence related to the perimeter ∂Σ does not break the WKB ap-
proximation. Moreover, due to the semiclassical solution of the Wheeler-DeWitt equation,
we learned that this divergence corresponds to the one-loop divergence of the perimeter of
the boundary curve in the hyperbolic space and this provides a relation between regulating
schemes.
The relation with the heat kernel expansion and the phase shift has been discussed. We
have shown that only subleading terms in the high energy/temperature contributes to the
semiclassical expression of the phase shift. We also clarify that a naive computation of the
phase shift from a term in the expansion that gives a Dirac delta term in the density of states.
However, the solution of the Wheeler-DeWitt equation tells us that this consideration is
physically incorrect.
Having a clear picture of the one-loop correction, we can extend the result of the circular
loop in Euclidean AdS3 to an arbitrary closed curve in the boundary as developed in [82,
83, 84, 85, 86, 87, 88, 89]. Let the parameter space Σ be a smooth region. The loop in the
boundary of Euclidean AdS3 is parametrized by ∂Σ or a part of it. As stated in [99], there
are new curvature contributions to the trace of the heat kernel for the operator −δµ∂µ∂ν .
Assuming Dirichlet boundary conditions on ∂Σ, the contributions are of the form
K(τ) =
TrVol(Σ)
4πτ
− TrVol(∂Σ)
4
√
4πτ
+
1
12π
∫
∂Σ
ds κ(s) +O(
√
τ , κ2), (6.1)
where κ is the curvature of the closed curve and Tr is taken over the “coloured” degrees of
freedom. For a general operator, the interaction terms are subleading in the expansion and
we just need to add to the above expression the τ -independent contribution of a2.
Finally, we briefly comment on the possible cancellation of divergences. Clearly, if
the underling theory is conformally invariant, i.e. our starting point is the Polyakov action
instead of the Dirac action, there must be an internal cancellation of these scales provided by
the degrees of freedom in the theory and the same reasoning applies for a supersymmetric
theory. Examples of the circuitry of such cancellations has been discussed explicitly for
holographic Wilson loops in [15, 22]. This will be studied, for models such as the ones
developed here, in a future work.
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A Geometrical data of the worldline in d = 2
In two dimensions, the ambient metric is of the form
g = f2(φ1, φ2)
[
(dφ1)2 + (dφ2)2
]
. (A.1)
Then we have eA = δAifdφ
i. In components
e1 1 = f, e
1
2 = 0, e
2
1 = 0, e
2
2 = f. (A.2)
Since the one-from connection is the Levi-Civita spin connection, we have
ΩAB = −ΩBA, deA +ΩAB ∧ eB = 0. (A.3)
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Therefore, we must solve
de1 +Ω1 2 ∧ e2 = 0, de2 +Ω2 1 ∧ e1 = 0. (A.4)
From
de1 = ∂ifdφ
i ∧ dφ1 = ∂2fdφ2 ∧ dφ1 = 1
f
∂2 ln f e
2 ∧ e1, (A.5)
de2 = ∂ifdφ
i ∧ dφ2 = ∂1fdφ1 ∧ dφ2 = 1
f
∂1 ln f e
1 ∧ e2, (A.6)
together with the ansatz Ω1 2 = αe
1 + βe2 and Eq. (A.4), we obtain
Ω1 2 = ∂2 ln f dφ
1 − ∂1 ln f dφ2, (A.7)
The second equation to satisfy is
dΩAB +Ω
A
C ∧ΩCB = RAB =
1
2
RABCD e
C ∧ eD (A.8)
Then
R1 2 = dΩ
1
2 = − ln f dφ1 ∧ dφ2,  = δAB∂A∂B , (A.9)
and
R1 212 = −
1
f2
 ln f. (A.10)
B Geometrical data of Euclidean AdS3
Ihe ambient metric is given in Eq. (5.1) and we have
eA =
L
φ1
δAidφ
i, deA =
1
L
eA ∧ e1. (B.1)
The solution of Eq. (A.3) is
Ω1 2 =
1
L
e2, Ω1 3 =
1
L
e3, Ω2 3 = 0. (B.2)
From Eq. (A.8) we obtain
R1 2 =
1
L2
e2 ∧ e1, R1 3 =
1
L2
e3 ∧ e1, R2 3 =
1
L2
e3 ∧ e2, (B.3)
and the non-zero components
R1212 = −
1
L2
, R1313 = −
1
L2
, R2323 = −
1
L2
. (B.4)
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B.1 Data from the solution
The equations of motion for hµν = Q
2δµν are
δµν∂µ∂νφ
i + Γilmδ
µν∂µφ
l∂νφ
m = δµνκiµν = 0, (B.5)
and the non-vanishing Christoffel symbols are
Γ111 = −
1
φ1
, Γ122 =
1
φ1
, Γ133 =
1
φ1
, Γ212 = −
1
φ1
, Γ313 = −
1
φ1
. (B.6)
Then
k1µν =
(−ρ0ω2 cot(ωx0) cos(ωx0) 0
0 ρ0ω
2 cot(ωx0) cos(ωx0)
)
,
= −ρ0ω2 cot(ωx0) cos(ωx0)σ3,
k2µν =
(
ρ0ω
2 cos(ωx1) cos(ωx0) ρ0ω
2 sin(ωx
1)
sin(ωx0)
ρ0ω
2 sin(ωx
1)
sin(ωx0) −ρ0ω2 cos(ωx1) cos(ωx0)
)
,
= ρ0ω
2 cos(ωx1) cos(ωx0)σ3 + ρ0ω
2 sin(ωx
1)
sin(ωx0)
σ1,
k3µν =
(
ρ0ω
2 sin(ωx1) cos(ωx0) −ρ0ω2 cos(ωx
1)
sin(ωx0)
−ρ0ω2 cos(ωx
1)
sin(ωx0) −ρ0ω2 sin(ωx1) cos(ωx0)
)
,
= ρ0ω
2 sin(ωx1) cos(ωx0)σ3 − ρ0ω2 cos(ωx
1)
sin(ωx0)
σ1. (B.7)
The components of the pullback spin connection are
ω12µ =
( −ω cos(ωx1),
−ω sin(ωx1) cot(ωx0)
)
,
ω13µ =
( −ω sin(ωx1),
ω cos(ωx1) cot(ωx0).
)
. (B.8)
The antisymmetric part of the operator of the fluctuation is
A =
1
Q2
[
iλ22ω(cos(ωx
1)D0 + sin(ωx
1) cot(ωx0)D1)
+iλ52ω(sin(ωx
1)D0 − cos(ωx1) cot(ωx0)D1)
]
, (B.9)
where the λ matrices are the Gell-Mann matrices
λ2 =

0 −i 0i 0 0
0 0 0

 , λ5 =

0 0 −i0 0 0
i 0 0

 . (B.10)
The term proportional to (ωABµ)
2 of the operator is given by
B =
ω2
Q2


1
sin2(ωx0)
0 0
0 cos2(ωx1) + sin2(ωx1) cot2(ωx0) cos(ωx1) sin(ωx1)(1− cot2(ωx0))
0 cos(ωx1) sin(ωx1)(1 − cot2(ωx0)) sin2(ωx1) + cos2(ωx1) cot2(ωx0)

 .
(B.11)
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The symmetric matrix XAB can be decompose into two parts: X
R
AB , which depends on
the Riemann tensor and XκAB , which depends on κ
2
µν . Direct computation gives
XR11 =
ω2
Q2
1
sin2(ωx0)
,
XR12 =
ω2
Q2
cos(ωx1) cot(ωx0),
XR13 =
ω2
Q2
sin(ωx1) cot(ωx0),
XR22 =
ω2
Q2
[
sin2(ωx1) + cot2(ωx0)(cos2(ωx1) + 1)
]
,
XR23 =
ω2
Q2
cos(ωx1) sin(ωx1)(cot2(ωx0)− 1),
XR33 =
ω2
Q2
[
cos2(ωx1) + cot2(ωx0)(sin2(ωx1) + 1)
]
. (B.12)
For the matrix XκAB , we see that it can be written in a matrix notation as
XκAB = −2
1
Q2
L2
(φ1)2
δACδBDδ
µν(κCκD)µν , (B.13)
where the matrices κA are given in Eq. (B.7). Then
Xκ11 = −4
ω4L2
Q2
cot4(ωx0),
Xκ12 = 4
ω4L2
Q2
cot3(ωx0) cos(ωx1),
Xκ13 = 4
ω4L2
Q2
cot3(ωx0) sin(ωx1),
Xκ22 = −4
ω4L2
Q2
(
cos2(ωx1) cot2(ωx0) +
sin2(ωx1)
sin4(ωx0)
)
,
Xκ23 = −4
ω4L2
Q2
cos(ωx1) sin(ωx1)
(
cot2(ωx0)− 1
sin4(ωx0)
)
,
Xκ33 = −4
ω4L2
Q2
(
sin2(ωx1) cot2(ωx0) +
cos2(ωx1)
sin4(ωx0)
)
. (B.14)
Hence, the operator can be written as
O = 1
Q2
O˜, (B.15)
where
O˜ = −(∂20 + ∂21)I+ iλ22ω(cos(ωx1)D0 + sin(ωx1) cot(ωx0)D1)
+ iλ52ω(sin(ωx
1)D0 − cos(ωx1) cot(ωx0)D1) + B+XR +Xκ. (B.16)
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