We present a new stabilized mixed finite element method for the linear elasticity problem in R 2 . The approach is based on the introduction of Galerkin least-squares terms arising from the constitutive and equilibrium equations, and from the relation defining the rotation in terms of the displacement. We show that the resulting augmented variational formulation and the associated Galerkin scheme are well posed, and that the latter becomes locking-free and asymptotically locking-free for Dirichlet and mixed boundary conditions, respectively. In particular, the discrete scheme allows the utilization of Raviart-Thomas spaces of lowest order for the stress tensor, piecewise linear elements for the displacement, and piecewise constants for the rotation. In the case of mixed boundary conditions, the essential one (Neumann) is imposed weakly, which yields the introduction of the trace of the displacement as a suitable Lagrange multiplier. This trace is then approximated by piecewise linear elements on an independent partition of the Neumann boundary whose mesh size needs to satisfy a compatibility condition with the mesh size associated to the triangulation of the domain. Several numerical results illustrating the good performance of the augmented mixed finite element scheme in the case of Dirichlet boundary conditions are also reported.
also been widely investigated is the stabilization of dual-mixed variational formulations through the application of diverse procedures. To this respect, we first mention [30, 33, 34] in which a locally stabilized mixed finite element formulation, a stabilized hybrid scheme, and a locking-free mixed finite element scheme with continuous displacement, respectively, are proposed and analyzed. A quite general technique, certainly not restricted to dual-mixed schemes, is given by the augmented variational formulations, which go back to [19, 20] . They are also known as Galerkin least-squares methods and have already been extended in different directions. Some applications to elasticity problems can be found in [14, 22] , and a non-symmetric variant was considered in [17] for the Stokes problem. In addition, stabilized mixed finite element methods for related problems, including Darcy flow, incompressible flows, plates, and shells, can be seen in [2, 9, 15, 18, 21, 26, 27, 29, 31] . The stabilizing terms employed there consider, among others, interelement jumps, bubble functions, and local residuals. For an abstract framework concerning the stabilization of general mixed finite element methods, we refer to [11] .
The purpose of this work is to present a new locking-free stabilized mixed finite element scheme for the linear elasticity problem in the plane. It is based on the introduction of suitable Galerkin least-squares terms arising from the constitutive and equilibrium equations, and from the relation connecting the rotation with the displacement. Our method, which yields an augmented variational formulation and is easily generalized to 3D, can be viewed as an adaptation to the present case of the non-symmetric procedures utilized in [17, 29] . A similar approach for second order elliptic equations in divergence form, which includes a boundary residual term expressed in the H 1/2 Sobolev norm by means of wavelet bases, is proposed in [7] . The rest of the paper is organized as follows. In Section 2 we describe the boundary value problems of interest and provide the corresponding dual-mixed variational formulations with Dirichlet and mixed boundary conditions. In Section 3 we introduce the augmented continuous formulations and show that they are well posed. The lockingfree augmented Galerkin schemes are analyzed in Section 4 and explicit finite element subspaces providing unique solvability, a priori estimates, and convergence, are defined there. Some computational aspects are also discussed. As a general remark, we realize that the usual trick of dealing, "for simplicity of the presentation", with pure Dirichlet conditions, actually aims to hide the further difficulties arising with the presence of nonhomogeneous Neumann data. In particular, we show that in the case of mixed boundary conditions, the locking-free property of the discrete scheme only holds asymptotically, that is for sufficiently small mesh sizes. Finally, in Section 5 we present some numerical results for the case of pure Dirichlet boundary conditions.
We end this section with some notations to be used below. Given any Hilbert space U , U 2 and U 2×2 denote, respectively, the space of vectors and square matrices of order 2 with entries in U . In particular, I is the identity matrix of R 2×2 , and given τ := (τ ij ), ζ := (ζ ij ) ∈ R 2×2 , we write as usual τ t := (τ ji ) , tr(τ ) := 2 i=1 τ ii , τ d := τ − 1 2 tr(τ ) I , and τ : ζ := 2 i,j=1 τ ij ζ ij . Also, in what follows we utilize the standard terminology for Sobolev spaces and norms, and use C and c, with or without subscripts, bars, tildes or hats, to denote generic constants independent of the discretization parameters, which may take different values at different places.
The boundary value problems
Let Ω be a bounded and simply connected domain in R 2 with Lipschitz-continuous boundary Γ, and let Γ D and Γ N be two disjoint subsets of Γ such that |Γ D | = 0 and Γ =Γ D ∪Γ N . Our goal is to determine the displacement u and stress tensor σ of a linear elastic material occupying the region Ω. In other words, given a volume force f ∈ [L 2 (Ω)] 2 and a traction g ∈ [H −1/2 (Γ N )] 2 , we seek a symmetric tensor field σ and a vector field u such that σ = Ce(u) , div(σ) = − f in Ω , u = 0 on Γ D , and σν = g on Γ N .
(2.1)
Hereafter, e(u) := 1 2 (∇u + (∇u) t ) is the strain tensor of small deformations, ν is the unit outward normal to Γ, and C is the elasticity tensor determined by Hooke's law, that is
where λ, µ > 0 denote the corresponding Lamé constants. It is easy to see from (2. 2) that the inverse tensor C −1 reduces to C −1 ζ :
Dirichlet boundary conditions
We are certainly interested in the mixed method of Hellinger and Reissner since it provides simultaneous approximations of u and σ. More precisely, imposing weakly the symmetry of σ through the introduction of the rotation γ := 1 2 (∇u − (∇u) t ) as a further unknown (see [1, 32] ), multiplying by tests functions and then integrating the equilibrium equation and the relation ∇u − γ = e(u) = C −1 σ (see (2. 3)), we end up with the following dual-mixed variational formulation of (2.1)-(2.2) in the case of pure Dirichlet boundary conditions: Also, it is important to remark that a can be rewritten as
We now define H 0 := {τ ∈ H : Ω tr(τ ) = 0} and note that H = H 0 ⊕ R I, that is for any τ ∈ H there exist unique τ 0 ∈ H 0 and d := 1
2|Ω| Ω tr(τ ) ∈ R such that τ = τ 0 + d I. According to this decomposition and the identities given in (2.7), we find that (2.4) is equivalent to: find (σ, (u, γ)) ∈ H 0 × Q such that
Indeed, taking τ = I in the first equation of (2.4) and using (2.7) we deduce that σ ∈ H 0 , whence one can show that (σ, (u, γ)) ∈ H × Q is solution of (2.4) if and only if σ ∈ H 0 and (σ, (u, γ)) is solution of (2.10). We observe next that (2.10) satisfies the hypotheses of the Babuška-Brezzi theory (see [10] or [1] ), which yields the unique solvability and continuous dependence of this variational formulation. For this purpose we need the following lemma, which will also be used later on. Lemma 2.1. There exists c 1 > 0, depending only on Ω, such that
11)
and
Proof. For the proof of (2.11) we refer to Lemma 3.1 in [3] or Proposition 3.1 of Chapter IV in [10] . Then, given τ = τ 0 + d I ∈ H, with τ 0 ∈ H 0 and d ∈ R, we note that (2.12) follows from (2.11) and the fact that τ d 0 = τ d and div(τ 0 ) = div(τ ). Now, we deduce from (2.6) that V := {τ ∈ H 0 : τ = τ t and div(τ ) = 0 in Ω} is the null space of b, whence (2.9) and (2.11) 
This shows that a is V -elliptic, independently of the Lamé constant λ. Similarly, it is easy to see from (2.5) that a is bounded with a constant given by 1 2µ . For a detailed proof of the continuous inf-sup condition satisfied by b we refer to Lemma 4.3 in [6] , while the boundedness of b is clear from (2.6). Alternatively, the well posedness of (2.10) is also proved in [4] .
Mixed boundary conditions
We now deal with the mixed boundary conditions, as set originally in (2.1). To this end we recall that 2 , v = 0 on Γ D }, and that the associated duality pairing with respect to the [L 2 (Γ N )] 2 -inner product is denoted by ·, · ΓN . Hence, we follow the approach from [5] and impose the Neumann condition in a weak sense, which yields the introduction of a Lagrange multiplier ξ := − u| ΓN ∈ [H 1/2 00 (Γ N )] 2 as an auxiliary unknown. In this way, proceeding with the remaining terms as in the previous case, we arrive to the following dual-mixed variational formulation of (2.1)-(2.2): find (σ, (u, γ, ξ)) ∈ H ×Q such that At this point we find it important to remark that, differently from (2.10), the formulation (2.13) can not be set equivalently in H 0 ×Q. Indeed, from the relation σ = C e(u) we observe that tr(σ) = 2 (λ + µ) tr(e(u)) = 2 (λ + µ) div(u), and hence, using that u = 0 on Γ D , we deduce that Ω tr(σ) = 2 (λ + µ) Ω div(u) = 2 (λ + µ) ΓN u · ν. The above shows that the presence of the Neumann boundary condition on Γ N does not allow to guarantee that the stress σ belongs to H 0 , and hence inequality (2.11) can not be applied in this case. Nevertheless, we prove below that this difficulty can be circumvented by combining (2.12) with the equivalence result given by the following lemma.
Lemma 2.2.
There exists c 2 > 0, depending only on Γ N and Ω, such that
Proof. Given τ = τ 0 + d I ∈ H, with τ 0 ∈ H 0 and d ∈ R, and such that τ ν = 0 on Γ N , we note that d ν = − τ 0 ν on Γ N , and hence, with a constantc 2 > 0, depending on Γ N ,
This inequality and the fact that
Similarly to (2.10), we now check that (2.13) satisfies the hypotheses of the Babuška-Brezzi theory. Indeed, we first deduce from (2.14) that the null space of the bilinear formb is given byṼ := {τ ∈ H : τ = τ t and div(τ ) = 0 in Ω, and τ ν = 0 on Γ N }. Thus, combining (2.9), (2.12), and (2.15), we find that
for all τ ∈Ṽ , which shows that a isṼ -elliptic, independently of the Lamé constant λ. Next, the boundedness ofb is straightforward and the proof of the continuous inf-sup condition forb reduces to combine the corresponding proof for b (see Lem. 4.3 in [6] ) with the following result. (2.17)
The unique solvability of (2.17) follows from Korn's second inequality (see Chap. VI in [8] ) and Lax-Milgram Lemma. We observe that τ (ϕ) ∈H and τ (ϕ)ν = ϕ on Γ N . In addition, applying the continuous dependence result for (2.17), we find that there exists C > 0, depending only on Γ D and Ω, such that τ (ϕ) H(div; Ω) = e(z) [ 
which, according to a classical result in functional analysis, yields (2.16) withβ = 1 C .
We end this section by recalling that the main difficulty in applying the Galerkin schemes associated with (2.10) and (2.13) is the derivation of explicit finite element subspaces on which the ellipticity of a and the discrete inf-sup conditions of b andb hold. As mentioned in Section 1, several approximations, at least for the case of pure Dirichlet boundary conditions, are already available in the literature (see, e.g. [1, 10, 12, 13, 32] ), which, however, are not always satisfactory since they either are rather expensive (because of the number of degrees of freedom involved) or yield higher polynomial degrees than expected. Moreover, up to the author's knowledge, no much has been done for mixed boundary conditions with non-homogeneous Neumann data. The PEERS elements are certainly applicable to this case, but since the Neumann boundary condition becomes now essential, it needs to be approximated for the setting of the discrete system, which yields a non-conforming Galerkin scheme. These facts have usually motivated the need of alternative methods, such as the augmented variational formulations to be proposed in the next section.
The augmented dual-mixed variational formulations

Dirichlet boundary conditions
We suggest to enrich the corresponding dual-mixed variational formulation (2.10) with residuals arising from the constitutive and equilibrium equations, and from the relation defining the rotation as a function of the displacement. More precisely, we substract the second from the first equation of (2.10) and then add the Galerkin least-squares terms given by
is a vector of positive parameters to be specified later. We just remark in advance that we will be able to chose them independently of the Lamé constant λ. We also notice here that (3.1) and (3.3) implicitly require now the displacement u to live in the smaller space
In this way, instead of (2.10) we propose the following augmented variational formulation: find (σ, u, γ) ∈
where the bilinear form A : H 0 × H 0 → R and the functional F : H 0 → R are defined by
The idea is to choose (κ 1 , κ 2 , κ 3 ) so that A becomes strongly coercive and bounded on H 0 , with constants independent of λ, with respect to the norm · H0 defined by
We first notice, after simple computations, that
(3.8)
Next, using (2.5) and the inverse relation (2.3), and performing some algebraic manipulations, we find that
from which we observe that it suffices to choose κ 1 so that 1 − κ1 2(λ+µ) ≥ 0 and 1− κ1
In this way, (3.8), (3.10), and (2.11) (cf. Lem. 2.1) imply that
But, Korn's first inequality (see, e.g. Thm. 10.1 in [28] or equation (2.11) in [23] ) establishes that
and hence (3.11) becomes
for all (τ , v, η) ∈ H 0 , from which we deduce that it suffices to take 0 < κ 3 < κ 1 to obtain the strong coerciveness of A on the space H 0 . Now, as we notice from the above estimates, there is no further restriction on κ 2 besides being positive. For instance, as suggested by the definition of α 1 , we may choose κ 2 = 1 µ (1 − κ1 2 µ ) so that α 1 = κ2 2 and hence α 2 = κ2 2 min{c 1 , 1}. Therefore, according to the definition of A (cf. (3.5)), and taking into account that the constants appearing in the inverse tensor C −1 are of O(1/µ) (cf. (2.3)), it becomes suitable to consider κ 1 = C 1 µ and κ 3 = C 3 κ 1 , with any C 1 ∈ ]0, 2[ and any C 3 ∈ ]0, 1[. In this way, the coerciveness constant of A arising from (3.14) depends only on µ, 1 µ , and c 1 . In particular, the feasible choice C 1 = 1 and C 3 = 1 2 yields
On the other hand, it is easy to see from
. Hence, applying Cauchy-Schwarz's inequality to each term on the right hand side of (3.5) we conclude that A is bounded with a constant depending only on µ, κ 1 , κ 2 , and κ 3 .
We have thus proved the following main result.
, and κ 3 = C 3 κ 1 , with any C 1 ∈ ]0, 2[ and any C 3 ∈ ]0, 1[, yields M and α depending only on µ, 1 µ , and c 1 .
In addition, the well posedness of (3.4) is now easily established. 
Proof. The linear functional F (see (3.6) ) is continuous with a norm bounded above by ( 
Therefore, the present proof is a simple consequence of Theorem 3.1 and the well known Lax-Milgram lemma.
Mixed boundary conditions
We now deal with mixed boundary conditions and suggest to enrich the corresponding dual-mixed variational formulation (2.13) with the same Galerkin least-squares terms employed in the previous case (see (3.1) , (3.2), and (3.3)). Consequently, instead of (2.13) we propose the following augmented variational formulation: find ΓN , the bilinear form A : H × H → R is given by (3.5) , and the bilinear form B :
(3.18) We remark that, differently from (3.4), the variational formulation (3.17) is written in a dual-mixed structure since we need the term dealing with the Neumann boundary condition to be kept separate (in the form of B).
The goal now is to choose (κ 1 , κ 2 , κ 3 ), independent of λ, so that (3.17) satisfies the hypotheses of the Babuška-Brezzi theory. We realize first that the null space of B is given by
Then, we note from (3.8) and (3.10) that for 0 < κ 1 < 2 µ and for each (τ , v, η) ∈ H there holds 
where α 2 is the constant defined in (3.12) . Again, it follows that there is no further restriction on κ 2 besides being positive. Next, Korn's first inequality establishes now the existence of k D ∈ (0, 1), depending only on Ω and Γ D , such that
and hence (3.21) yields
for all (τ , v, η) ∈ V, from which we conclude that it suffices to choose 0 < κ 3 < κ1 kD 1−kD to obtain the strong coerciveness of A on V with respect to · H (also defined by (3.7)). At this point we remark that, differently from (3.13), the constant k D in (3.22) is not known in general. However, as described in Section 5 of the review article [23] , there is a large class of two-dimensional domains for which k D can be estimated explicitly in terms of geometric constants. The corresponding results include star-shaped and simply connected regions (see [24, 25] ).
On the other hand, it was already established that A is bounded with a constant depending only on µ, κ 1 , κ 2 , and κ 3 , and it is easy to see that B is bounded, as well. In addition, as proved by Lemma 2.3, B also satisfies the continuous inf-sup condition with the constantβ, which is independent of µ and λ.
In this way, we are able to state the following main result.
In particular, taking 
The well-posedness of (3.17) can now be established. 
Proof. The linear functionals F and G are clearly continuous with norms bounded above by ( 
respectively. Therefore, the present proof follows from Theorem 3.3 and the well known Babuška-Brezzi theory.
The augmented mixed finite element methods
In this section we consider the Galerkin schemes associated to (3.4) and (3.17) , define explicit finite element subspaces yielding the unique solvability of them, derive the a priori error estimates, provide the corresponding convergence results, and discuss some computational aspects.
We first let {T h } h>0 be a regular family of triangulations of the polygonal regionΩ by triangles T of diameter h T with mesh size h := max{ h T : T ∈ T h }, and such that there holdsΩ := ∪ { T : T ∈ T h }. Also, we assume that each point inΓ D ∩Γ N becomes a vertex of T h for all h > 0. In addition, given an integer ≥ 0 and a subset S of R 2 , we denote by P (S) the space of polynomials in two variables defined in S of total degree at most , and for each T ∈ T h we define the local Raviart-Thomas space of order zero RT 0 (T ) := span 1 0 ,
Dirichlet boundary conditions
Given a finite element subspace
where κ 1 , κ 2 , and κ 3 , being the same parameters employed in the formulation (3.4), satisfy the assumptions of Theorem 3.1. Hence, it is important to emphasize that they are independent of any meshsize associated to the finite element subspace H 0,h . Since A is bounded and strongly coercive on the whole space H 0 (cf. Thm. 3.1), the well-posedness of (4.1) is guaranteed with any arbitrary choice of the subspace H 0,h . In particular, defining, respectively, the Raviart-Thomas space of lowest order and the piecewise linear functions,
5) and
H
(4.6) In general, we have the following main result. 
Proof. It follows straightforward from Theorem 3.1, Lax-Milgram lemma, and Cea's estimate.
As usual, the estimate (4.7) and the approximation properties of the subspaces involved are the key ingredients to derive the corresponding rate of convergence of the Galerkin scheme. In the case of the space H 0,h := H σ 0,h × H u 0,h × H γ h we first recall from [10, 16] that:
It follows that, in addition to (AP σ h ), we also have:
In this way, we are able to establish the following result. 
Proof. It is a consequence of Cea's estimate, approximation properties (AP σ 0,h ), (AP u 0,h ), and (AP γ h ), and suitable interpolation theorems in the corresponding function spaces.
On the other hand, it is important to remark that the null mean value condition required by the traces of the elements in H σ 0,h is not very convenient for the numerical implementation of (4.1). The usual way to obtain a basis of H σ 0,h is to start with one from the given subspace H σ h , and then take the H σ 0,h -components of the latter according to the decomposition H σ h = H σ 0,h ⊕ R I, which is valid for any subspace H σ h of H containing the multiples of the identity matrix. However, it is easy to see that this canonical procedure yields basis functions of H σ 0,h with support Ω, and hence the corresponding block in the global stiffness matrix will likely become full. In order to overcome the above difficulty, we now let H σ
2×2 skew , and suggest to consider, instead of (4.1), the modified discrete scheme: find
In this way, the Lagrange multiplier ϕ h ∈ R and the corresponding test constants ψ h ∈ R take care of the above mentioned mean value condition, whence (4.1) and (4.8) become equivalent, as it is established in the following theorem. (a) Let (σ h , u h , γ h ) ∈ H 0,h be the solution of (4.1). Then (σ h , u h , γ h , 0) is a solution of (4.8). (4.8) . Then ϕ h = 0 and (σ h , u h , γ h ) is the solution of (4.1).
Proof. We first observe, according to the definition of A (cf. (3.5)), that for each (τ , v, η 
which gives A ((τ , v, η) , (I, 0, 0)) = 0 
This identity and the fact that σ h clearly satisfies the second equation of (4.8), show that (σ h , u h , γ h , 0) is indeed a solution of (4.8).
Conversely (4.8) . Then, taking (τ h , v h , η h ) = (I, 0, 0) in the first equation of (4.8) and using (3.6) and (4.9), we find that ϕ h = 0, whence (σ h , u h , γ h ) becomes the solution of (4.1).
We end this section by emphasizing, according to the above equivalence result, that the actual computation of the Galerkin solution (σ h , u h , γ h ) must be performed through the numerical implementation of the scheme (4.8), instead of (4.1).
Mixed boundary conditions
In this case, and differently from (3.4), the coerciveness and the inf-sup condition satisfied, respectively, by the bilinear forms A and B (cf. Thm. 3.3) are not directly transferred to the discrete level. Consequently, the eventual unique solvability and stability of a Galerkin scheme associated to (3.17) do not follow either from the well-posedness provided by Theorem 3.4. Actually, as it is typical of the dual-mixed variational formulations of the form (3.17), these properties and results need to be proved for each particular choice of the corresponding finite element subspaces.
According to the above, and for reasons that will become clear below, we now introduce an independent partition {ẽ 1 ,ẽ 2 , ...,ẽ m } of the Neumann boundary Γ N , define the mesh sizeh := max {|ẽ j | : j ∈ {1, ..., m}}, and consider a finite element subspace Qh of Q :
skew and set the Galerkin scheme associated to (3.17): In what follows, we assume that there holds the following approximation property of Qh:
Then, we use (AP ξ h ) to prove the discrete analogue of Lemma 2.2, which, similarly to the continuous case (cf. (3.21)), will serve to show the coerciveness of A on the discrete null space of B.
independent of h andh, such that for eachh ≤ h 0 there holds: 
In this way, we have shown that
This inequality and the fact that τ h 2 H(div; Ω) = τ 0h 2 H(div; Ω) + 2 d 2 h |Ω| imply (4.11) for eachh ≤ h 0 , where h 0 is sufficiently small. We omit further details.
At this point we remark that an explicit finite element subspace Qh satisfying (AP ξ h ) is given by the piecewise linear functions, that is:
(4.12)
Also, we realize that the discrete null space of the bilinear form B reduces to: ((τ , v, η), (τ , v, η) 
h and for allh ≤ h 0 , where α 2 is the constant defined in (3.12) . The rest of the analysis is similar to the continuous case (cf. Sect. 3.2).
We have thus proved the following result. Then, there existsᾱ > 0, independent of λ, h, andh, such that
It is important to remark here that the cost of obtaining a discrete coerciveness constantᾱ, independent of λ, is given by the asymptotic equivalence (forh sufficiently small) provided by Lemma 4.4. Otherwise, if we wanted to circumvent this, then we would have to get the corresponding lower bound of A ((τ h , v h , η h ) , (τ h , v h , η h )) starting from (3.8) and (3.9) , and avoiding the use of (3.10) and (3.20) (see also (4.14) ). Unfortunately, in this case we obtain, instead of (4.14),
A ((τ , v, η), (τ , v, η) 
from which we deduce the required bound only when 2µ(λ+µ) (λ+2µ) ≤ κ 1 < 2µ. Then, it is not difficult to see that this estimate yields a coerciveness constant ≤ O( 1 λ ), which leads to the numerical locking of the scheme (4.10).
Our next goal is to show the discrete inf-sup condition of B by following the analysis provided in [5] . Actually, the technical results given below (cf. Lems. 4.6 and 4.7) are simple extensions of the corresponding ones in Section 3 of [5] . To this end, we now consider the specific finite element subspaces H σ h and Qh defined, respectively, by (4.2) and (4.12) . In addition, we let {e 1 , e 2 , ..., e n } be the partition on Γ N inherited from the triangulation T h , and define the subspace H 
Next, the family of triangulations {T h } h>0 is assumed to be uniformly regular near Γ N , which means that there exists C > 0, independent of h, such that |e j | ≥ C h for all j ∈ {1, ..., n}, for all h > 0. This condition implies the inverse inequality for H −1/2 h , that is for any real numbers s and t with −1/2 ≤ s ≤ t ≤ 0, there exists C > 0 such that
Lemma 4.6. There existsβ 1 > 0, independent of h andh, such that for all χh ∈ Qh there holds
Proof. It is a componentwise application of Lemma 3.2 in [5] , whose proof employs a suitable auxiliary problem, and applies, mainly, elliptic regularity results, the properties of the equilibrium interpolation operator mapping [H 1 (Ω)] 2×2 onto H σ h (see [10] ), and the inverse inequality (4.16). We omit further details and refer to [5] .
On the other hand, we also assume that the independent partition {ẽ 1 , ...,ẽ m } of Γ N is uniformly regular, that is there exists C > 0, independent ofh, such that |ẽ j | ≥ Ch for all j ∈ {1, ..., m}, for allh > 0. This condition and the fact that Qh ⊆ [H 1 00 (Γ N )] 2 guarantees the inverse inequality for Qh, which means that for any real numbers s and t with 0 ≤ s ≤ t ≤ 1, there exists C > 0 such that
Lemma 4.7. There existβ 2 , C 0 > 0, independent of h andh, such that for all h ≤ C 0h and for all χh ∈ Qh there holds sup
Proof. It is a componentwise application of Lemma 3.3 in [5] , whose proof also employs an auxiliary problem, and applies, mainly, elliptic regularity results, the approximation property (AP −1/2 h ), and the inverse inequality (4.17). Again, we omit details and refer to [5] .
As a corollary of Lemmas 4.6 and 4.7 we can establish the following result. 
The unique solvability and stability of (4.10) and the corresponding Cea's estimate can be established now. 2) , and let Qh be defined by (4.12) . Then, for allh ≤ h 0 and for all h ≤ C 0h the Galerkin scheme (4.10) has a unique solution ((σ h , u h , γ h ), ξh) ∈ H h × Qh. In addition, there exist positive constants C,C, independent of λ, h, andh, such that
and ((σ, u, γ) The corresponding rate of convergence of the Galerkin scheme (4.10) is provided next. To this end, we also assume that there holds an approximation property of H u D,h , say (AP u D,h ), which is analogous to the one of H u 0,h (see (AP u 0,h )). ((σ, u, γ) (Γ N )] 2 for some r ∈ (0, 1]. Then there exists C > 0, independent of λ, h, andh, such that for allh ≤ h 0 and for all h ≤ C 0h there holds ((σ, u, γ) 
Proof. It follows from Cea's estimate 
Some computational aspects
In order to illustrate the complexity of our augmented mixed finite element schemes, we now describe the matrix structure of the discrete system (4.8), which, according to Theorem 4.3, corresponds to the case of pure Dirichlet boundary conditions. To this end, we first let { 1 , 2 , ..., N }, {x 1 , x 2 , ..., xn}, and {T 1 , T 2 , ..., Tm} be the edges, interior nodes, and triangles, respectively, of the triangulation T h . Then, we denote by {τ 1 , τ 2 , ..., τN }, {v 1 , v 2 , ..., vn}, and {η 1 , η 2 , . .., ηm} the canonical bases of the Raviart-Thomas space of lowest order, the piecewise linear functions vanishing on ∂Ω, and the piecewise constant functions, respectively. In other words, given
Similarly, given j ∈ {1, ...,m}, η j is the unique function in L 2 (Ω) such that η j = 1 on T j and η j = 0 on T i for all i = j.
It follows easily that the corresponding canonical bases of the spaces H σ h , H u 0,h , and H γ h are given, respectively, by the following sets: [1] ) when uniform triangulations are utilized. In fact, we first observe that in this case each interior edge (resp. interior node) belongs to 2 (resp. 6) triangles, which yields corresponding correction factors of 1 2 and 1 6 when counting the global number of degrees of freedom (DOF) in terms of the number of trianglesm. Then, it is not difficult to see that in the augmented scheme (4.8) the parameter DOF behaves asymptotically as 5m, whereas this behaviour is given by 7.5m when PEERS is used in the Galerkin scheme of the non-augmented formulation (2.10). In other words, the discrete system using PEERS introduces at large 50% more unknowns than our approach at each mesh, and therefore the present augmented method becomes a much cheaper alternative. In addition, it is also important to note that the polynomial degrees involved in the definition of H σ h × H u 0,h × H γ h , being 1, 1 and 0, yield simpler computations than for the PEERS subspace, whose polynomial degrees are 2, 0, and 1, respectively.
We now go back to the discrete system (4.8) . According to (4.19) , (4.20) , and (4.21), there exist S 0 := (σ 1 , ..., σN ) t , S 0 := (σ 1 , ..., σN ) t ∈ RN , U 0 := (u 1 , ..., un) t , U 0 := (u 1 , ..., un) t ∈ Rn, and G := (g 1 , ..., gm) t ∈ Rm, such that the first three components of the solution of (4.8) can be written as
In this way, the unknown vector of the linear system arising from (4.8) is given by
whereM := 2 (N +n) +m + 1. Now, in order to compute the associated stiffness matrix, we first observe from the definition of the bilinear form A (cf. (3.5)), and using some formulae provided in Section 2, that the following identities hold:
A ((σ, 0, 0), (τ , 0, 0 
25)
A ((σ, 0, 0 
26)
A ((σ, 0, 0), (0, 0, η) 
27)
A ((0, u, 0), (0, v, 0) 
28)
A ((0, u, 0), (0, 0, η) 
A ((0, 0, γ), (0, 0, η) 
Then, applying (4.25) to the elements of the canonical basis (4.19) , we find that the corresponding block of the stiffness matrix is given by
with the matrices A τ := (A τ ij ), A div := (A div ij ), A 1,1 := (A 1,1 ij ), A 1,2 := (A 1,2 ij ), and A 2,2 := (A 2,2 ij ) ∈ RN ×N , being defined as
Note that the entries of these matrices are possibly non null only for those indexes i and j such that the edges i and j form part of a common triangle in T h . In addition, observe that A τ , A div , A 1,1 , and A 2,2 , and hence A and B, are all symmetric. Now, applying (4.26) to the elements of the canonical bases (4.19) and (4.20) , we find that the corresponding block of the stiffness matrix is given by
with the matrices D div := (D div ij ), D 1,1 := (D 1,1 ij ), D 1,2 := (D 1,2 ij ), D 2,1 := (D 2,1 ij ), and D 2,2 := (D 2,2 ij ) ∈ Rn ×N , being defined as
Note that the entries of these matrices are possibly non null only for those indexes i and j such that the vertex x i and the edge j belong to a common triangle in T h . Also, applying (4.28) to the elements of the canonical basis (4.20), we find that the corresponding block of the stiffness matrix is given by J L L t K , where
with the matrices J 1,1 := (J 1,1 ij ), J 2,2 := (J 2,2 ij ), and J 2,1 := (J 2,1 ij ) ∈ Rn ×n , being defined as
Note that the entries of these matrices are possibly non null only for those indexes i and j such that the vertices x i and x j belong to a common triangle in T h . In addition, observe that J 1,1 and J 2,2 , and hence J and K, are all symmetric. Next, applying (4.27) to the elements of the canonical bases (4.19) and (4.21), we find that the corresponding block of the stiffness matrix is given by P Q , where the matrices P := (P ij ) and Q := (Q ij ) ∈ Rm ×N are defined as
Note that the entries of P and Q are possibly non null only for the indexes i and j such that the edge j form part of triangle T i . Similarly, applying (4.29) to the elements of the canonical bases (4.20) and (4.21), we find that the corresponding block of the stiffness matrix is given by S T , where the matrices S := (S ij ) and T := (T ij ) ∈ Rm ×n are defined as
Observe now that the entries of S and T are possibly non null only for the indexes i and j such that the vertex x j belongs to triangle T i . On the other hand, applying (4.30) to the elements of the canonical basis (4.21), we obtain that the corresponding block of the stiffness matrix is given by
(4.40)
The stiffness matrix is completed with the vectors V := (V i ) and W := (W i ) ∈ RN ×1 arising from the terms involving the Lagrange multiplier ϕ h , which are defined as
Summarizing all the above, the discrete system (4.8) can be rewritten in matrix form as follows:
42)
Actually, according to (2.1) and (2.2) we have σ = λ div(u) I + 2 µ e(u), and hence simple computations show that f := − div(σ) = − (λ + µ) ∇(div u) − µ ∆ u. Further, we also recall from Section 2 that the rotation γ is defined as 1 2 ∇u − (∇u) t ) . The numerical results given below were obtained in a Compaq Alpha ES40 Parallel Computer using a fortran code. The linear system (4.42) is implemented in this code exactly as explained in Section 4.3, and it is solved by a direct method. In addition, the individual errors are computed on each triangle using a Gaussian quadrature rule. Given a uniform initial triangulation of Ω, each subsequent mesh is obtained from the previous one by dividing each triangle into the four ones arising after joining the middle points of its sides. The number of unknowns DOF and the number of trianglesm of the uniform meshes employed in the computations are displayed in the following array, where one can also verify, as already mentioned, that the ratio DOF/m approaches 5 as m (and hence DOF) increases: In Tables 1 up to 4 we present the individual and total errors of each example for this sequence of uniform meshes. We first remark that there are no significant differences between the results obtained with the two choices of parameters (κ 1 , κ 2 , κ 3 ), which numerically shows the corresponding robustness of our augmented mixed finite element scheme. Hence, we consider just one of these sets of parameters in each case to display in Figures 1 up to 4 the log-log curves of the number of unknowns DOF versus the meshsize h and the errors. We observe there that the rate of convergence O(h) predicted by Theorem 4.2 (when r = 1) is attained in all the examples, independently of the value of ν (and hence of λ), which confirms not only the a priori error estimate provided by that theorem but also the locking-free character of our method. We also notice in Examples 1 and 2 that the convergence of e(u) is even faster than O(h), which, however, is just a special behaviour of this particular solution u. On the other hand, the same rate of convergence O(h) for each error should be obtained by using PEERS but, as commented before, employing 50% more unknowns than our method. Finally, we deduce from the tables that the dominant component of the total error is given by e(σ), which is actually a quite frequent fact in many mixed finite element schemes. This feature is also evident from the figures, where one sees that the curves corresponding to e(σ, u, γ) and e(σ) do not distinguish from each other. Table 1 . Individual and total errors of Example 1 with (κ 1 , κ 2 , κ 3 ) = (µ, 1 2 µ , µ 2 ) and (κ 1 , κ 2 , κ 3 ) = ( 3 µ 2 , 1 4 µ , µ). Summarizing, the numerical results presented here constitute enough support for our augmented mixed finite element scheme to be considered as a valid and competive alternative when solving the linear elasticity problem. We end this section by mentioning that further developments on this approach, including other computational aspects, preconditioning of (4.42), a posteriori error analysis, adaptivity, and corresponding numerical experiments with larger numbers of degrees of freedom, will be reported in separate works.
