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While many vibrational Raman spectroscopy studies of liquid water have investigated the temperature de-
pendence of the high-frequency O-H stretching region, few have analyzed the changes in the Raman spectrum
as a function of temperature over the entire spectral range. Here, we obtain the Raman spectra of water from
its melting to boiling point, both experimentally and from simulations using an ab initio-trained machine
learning potential. We use these to assign the Raman bands and show that the entire spectrum can be well
described as a combination of two temperature-independent spectra. We then assess which spectral regions
exhibit strong dependence on the local tetrahedral order in the liquid. Further, this work demonstrates that
changes in this structural parameter can be used to elucidate the temperature dependence of the Raman
spectrum of liquid water and provides a guide to the Raman features that signal water ordering in more
complex aqueous systems.
TOC GRAPHIC
I. INTRODUCTION
Despite the importance of liquid water and the struc-
tural and dynamic sensitivity of vibrational Raman spec-
troscopy, quantitatively linking water spectra and struc-
ture remains a challenge for experiment and theory.1
Indeed, few experimental studies have spanned the en-
tire liquid temperature and vibrational frequency range:
from the low frequency intermolecular hydrogen bond
(H-bond) stretch, O-H...O at ∼180 cm−1, to the high-
frequency O-H stretch region at ∼3400 cm−1.2–9 The
need for such experimental results is particularly timely
as it is becoming increasingly practical to simulate the
Raman spectra of water using first principles approaches
across the entire frequency range,10–12 thus providing a
a)Electronic mail: tmarkland@stanford.edu
strenuous test of these methods’ ability to correctly cap-
ture and elucidate the structure and dynamics of water.
Here we employ a combined experimental and theoretical
strategy to address the open questions regarding the ori-
gin of vibrational features in the Raman spectra of liquid
water from its melting to boiling point.
Many previous experimental Raman studies2,8,9,13–15
have concentrated on analyzing the temperature depen-
dence of the O-H stretching region where an isosbestic
point, a region in the spectrum where the intensity is ap-
proximately constant upon a change in temperature,14
is observed. The bimodal profile of the isotropic line
shape together with the observation of an isosbestic point
has been frequently attributed to an equilibrium between
O-H bonds that correspond to water molecules in two
different local environments.9,13,15,16 Although such isos-
bestic behavior is expected for spectra composed of two
components, it can also arise from a continuous distribu-
tion of thermally equilibrated structures.17,18 Theoretical
studies have thus sought to simulate and decompose the
Raman spectra. For example the temperature depen-
dence of the isotropic Raman O-H stretching band has
been shown to be remarkably well reproduced by sim-
ulations employing rigid water models using mappings
between the vibrational frequency and the local elec-
tric field19–23 while some early studies have calculated
the low frequency terahertz region from time-correlation
functions of the polarizability tensor.24–26 However, more
recently it has become possible to use high-level ab initio-
based potential energy surfaces11 or ab initio molecu-
lar dynamics (AIMD) calculations with classical10,12 and
even quantum nuclei12 to make fully first principles pre-
dictions of the Raman spectrum at ambient conditions
across the entire frequency range.
Here we present a combined experimental and theoret-
ical study of the temperature- dependent Raman spectra
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2of liquid water from its freezing to boiling point over the
full frequency range, from ∼100 cm−1 to ∼4200 cm−1.
By doing this we address open questions regarding the
origin of vibrational features that are more prominent in
the Raman than Infrared (IR) spectra and the correla-
tion between the vibrational and structural properties of
water. To increase the efficiency of our simulations we
employ neural network potentials (NNPs)27–30 trained
to density functional theory calculations (see Support-
ing Information (SI), sections 1-3). By experimentally
and theoretically probing the entire vibrational frequency
range here we provide a rigorous assignment of the low-
intensity modes in the vibrational spectra and identify
several spectral regions, in addition to the O-H stretch-
ing region, that exhibit strong dependence on the local
tetrahedral order of the liquid. Our results further reveal
that the temperature dependence of both the vibrational
spectrum of water and its tetrahedral order distribution
can be accurately decomposed into a linear combination
of two temperature-independent components. By em-
ploying a time-dependent analysis of our simulated spec-
tra, we provide theoretical support for the empirical ob-
servation that enhanced tetrahedral order is associated
with features appearing across the entire frequency range,
from the low-frequency H-bond stretch band to the high-
frequency O-H stretch band. This analysis allows us to
identify the regions that provide the most sensitive spec-
tral signatures of structural ordering in liquid water, thus
offering insights into the origins of these features. The
identification of these features will aid in the analysis of
other complex aqueous environments ranging from the
hydration-shells of solute molecules to catalytic surfaces
and biological interfaces.31–38
II. RESULTS AND DISCUSSION
In Fig. 1 we compare the experimental (panels a and c)
and simulated (panels b and d) anisotropic and isotropic
Raman spectra of liquid water. The spectra are pre-
sented in a reduced form39,40 (see SI sections 4-5) that is
particularly useful for such a comparison, as it highlights
features in the low frequency region, and removes the de-
pendence on the incident laser frequency. Fig. 1e shows
the temperature-dependent vibrational density of states
(VDOS) of the hydrogen atoms (on a logarithmic-scale
for better visibility of the low-intensity regions) which ex-
hibits analogous trends to those seen in the Raman spec-
tra. The low-frequency band at ∼200 cm−1, which has
been attributed to the (intermolecular) H-bond stretch-
ing mode,9 is barely visible in the hydrogen VDOS, but
is more prominent in the oxygen VDOS (see SI section
6). The grey shading in Fig. 1 shows the standard devi-
ation of the spectral data obtained at different temper-
atures and thus gives an indication of the temperature
sensitivity of different spectral regions. The minima in
the standard deviation thus allow for the approximate
identification of isosbestic points (frequencies where the
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FIG. 1. Comparison of the experimental and simulated
anisotropic and isotropic reduced Raman spectra (a-d) and
the simulated hydrogen vibrational density of states (VDOS,
shown on a logarithmic scale to highlight the low-intensity fea-
tures) (e) of liquid water at different temperatures. For clar-
ity, the low frequency region was scaled by the factor indicated
in the plot. All spectra are truncated at 100 cm−1 which is the
lowest frequency for which accurate experimental intensities
were obtained. All spectra are normalized to unit area. The
standard deviation σ, with respect to temperature (shown as
grey shading), was used to locate isosbestic points which are
depicted as blue lines. The hydrogen VDOS spectrum can
be divided into four regions, each of which has an isosbestic
point at the center and is separated by isosbestic points from
the other regions.
3spectral intensity is temperature- independent).
The high-frequency O-H stretching region (from ∼2500
cm−1 to∼4200 cm−1) of the anisotropic and isotropic Ra-
man spectra has been the focus of the majority of previ-
ous studies.2,8,9,13–16,19–21,23 As observed in Fig. 1a, the
anisotropic O-H band consists of a single peak that de-
creases in intensity and shifts to higher frequencies as the
temperature is raised, which resembles the behavior seen
in the IR spectrum of liquid water,41 while the isotropic
band has a bimodal profile (Fig. 1c). A feature that is not
evident in the IR spectrum but appears in the anisotropic
Raman spectrum is the high-frequency band at around
4000 cm−1, which is higher than even the O-H stretch
frequency of the isolated molecule (∼3750 cm−1). To
identify the origin of this feature, which is observed both
in our experiments and simulations, we show the syn-
chronous two-dimensional (2D) correlation spectrum42
of the simulated VDOS in Fig. 2a (also see SI section
7). This analysis indicates the frequencies that are posi-
tively correlated (red regions) and those that are anticor-
related (blue regions) and thus allows us to identify the
vibrational modes with which the high-frequency feature
is correlated. As seen in Fig. 2b, the 4100 cm−1 band is
strongly correlated with two bands at lower frequencies
– one with its maximum in the libration region (centered
at 433 cm−1) and one in the O-H stretch region (centered
at 3645 cm−1) – whose sum yields a combined frequency
of 4078 cm−1. The fact that this mode is strongly as-
sociated with two bands that sum to give its frequency
supports an assignment of this feature as a combination
band (i.e. arising from anharmonic couplings of two or
more fundamental modes at frequencies slightly lower
than the sum of the fundamental frequencies). This is in
contrast with a previous assignment43 that, while iden-
tifying the 4100 cm−1 band as arising from librational-
vibrational coupling, assigned it as a combination of a
higher frequency librational band (730 cm−1) with the
low frequency part of the stretch (3423 cm−1), whereas
our simulations suggest it arises from coupling between
a higher frequency part of the O-H stretch and a lower
frequency librational band.
In the low-frequency region of the spectrum, we ob-
serve a broad feature centered at 2100 cm−1 (sometimes
referred to as the water association band), which is visible
in both the experimental and calculated anisotropic Ra-
man spectra. Interestingly, this band at 2100 cm−1 was
not present in recent anisotropic Raman spectra calcu-
lated using the ab initio-based MB-pol model. 11 Exper-
imental and theoretical studies of the IR spectra of liquid
water, ice, and trehalose-water systems have previously
assigned this feature to a combination band of the bend-
ing mode with a librational mode44,45 or, alternatively,
to the second overtone of a librational mode.46 Our 2D
correlation analysis of our NNP simulations (see Fig. 2c)
shows that the 2100 cm−1 band is a combination band of
the low-frequency libration band (centered at 433 cm−1)
with the bend vibration (centered at 1631 cm−1) sum-
ming to a frequency of 2064 cm−1.
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FIG. 2. Synchronous two-dimensional correlation spec-
trum of the simulated hydrogen vibrational density of states
(VDOS) at T = 300 K (a). Off-diagonal regions colored in
red indicate pairs of frequencies that are positively correlated
(intensity of both frequencies in the pair change in the same
direction) whereas blue regions indicate an anticorrelation (in-
tensity of both frequencies in the pair change in the opposite
direction). Cuts at frequencies of 4100 cm−1 and 2100 cm−1,
indicated by the light green and light blue horizontal lines in
panel (a), are shown in panels (b) and (c). As reference, the
full hydrogen VDOS spectrum is shown in grey.
The agreement between our measured and simulated
Raman spectra in the O-H stretching region is markedly
better than that observed in another recent AIMD
simulation, using a different exchange-correlation func-
tional, where the O-H stretching band was red-shifted by
200 cm−1and significantly broadened compared to the
experiment.10 The location of the isosbestic points in the
O-H stretch region are also well reproduced by our simu-
lations (3532 cm−1 for the anisotropic spectrum and 3385
cm−1 for the isotropic one compared to 3490 cm−1 and
3330 cm−1 in the experiment). While the overall shape
of the simulated anisotropic spectra in the low frequency
4region deviates slightly from the measured spectra, the
position and shape of the individual spectral features and
their variation with temperature closely match those seen
in the experiment. Having confirmed the agreement be-
tween our ab initio-based NNP simulations and the ex-
perimental Raman spectra over the full liquid tempera-
ture range, we can now use the simulations to relate the
observed spectral features to the structural environments
in the liquid.
What are the structural changes that lead to the
temperature dependence of the different vibrational fea-
tures occurring across the full frequency range of the
Raman spectra? To begin to investigate this ques-
tion, we first performed a self-modeling curve resolu-
tion (SMCR)47–49 decomposition of the temperature-
dependent vibrational spectra obtained from experiment
and simulation. SMCR provides a means of decom-
posing a collection of two or more spectra into a lin-
ear combination of different spectral components, each
of which has exclusively positive intensity. For ex-
ample, SMCR has been used to separate aqueous so-
lution spectra into a linear combination of bulk wa-
ter and a solute-correlated component to reveal fea-
tures arising from water molecules that are perturbed
by solutes, including ions,50,51 gases,52 alcohols,36,53,54
aromatics,33,55 surfactants,56,57 and polymers.58 Here, we
employ an SMCR analysis to assess how accurately the
temperature-dependent vibrational spectra can be ap-
proximated by a linear combination of two components,
whose relative populations, but not spectral shapes,
change with temperature.
Fig. 3 shows the SMCR decomposition of our experi-
mental and simulated anisotropic Raman spectra as well
as the simulated VDOS spectra, which yields a high-
temperature “hot” component, closely resembling the full
spectrum at 360 K, and a “cold” component, whose in-
tensity increases at low temperatures and whose spectral
features are shifted relative to the “hot” component. As
shown in SI Figs. S6 and S7, the reconstructed spectra,
obtained by combining the two temperature-independent
“hot” and “cold” components weighted by their popula-
tions, are almost indistinguishable from the original spec-
tra and exhibit integrated fractional errors below 0.01
(see SI section 8) suggesting that the vibrational spectra
of water can be accurately represented as a linear combi-
nation of two temperature-independent components over
its entire liquid temperature range.
By inspecting the two components we observe that,
for the “cold” component, the libration band and the
combination band at 2100 cm−1 are shifted to higher
frequencies, and that a high-frequency peak centered
at ∼4100 cm−1 appears. The most prominent bands
in the low temperature SMCR-spectra are peaked near
∼200 cm−1 and 3400 cm−1 and resemble those ob-
served in ice and solid clathrate hydrates. Specifically,
H2O ice contains prominent bands at ∼180 cm−1 and
∼3100 cm−1.36,59 Similarly, the Raman spectra of various
H2O clathrate hydrates contain bands peaked near ∼210
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FIG. 3. Self-modeling curve resolution (SMCR) decompo-
sition of the experimental and simulated anisotropic Raman
spectra (a-c), and the simulated VDOS spectra for the oxy-
gen and hydrogen atoms (d-e). To highlight the close similar-
ities between the anisotropic Raman and the hydrogen VDOS
spectra, both are plotted on a logarithmic scale in panels (c)
and (d). The four spectral regions in the hydrogen VDOS
and an additional low-frequency region in the oxygen VDOS
are marked by blue and red bars. The purple area in the
hydrogen VDOS (from 3800 cm−1 to 4200 cm−1) indicates
the region that was selected for the instantaneous frequency
analysis of the high-frequency band (shown in Figure 5)
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FIG. 4. (a) Distribution of the tetrahedral order parameter,
q, obtained from ab initio-based simulations of liquid water
as function of temperature. An isosbestic point at q ≈ 0.67
can be identified (shown as blue line). (b) Self-modeling curve
resolution (SMCR) decomposition of the tetrahedral order pa-
rameter distribution.
cm−1 and ∼3100 cm−1.60–62 The similar positions of the
bands in these tetrahedrally ordered phases to those seen
in the SMCR decomposition of the liquid water spec-
tra suggests that these bands may provide spectroscopic
probes of the local tetrahedral order in the liquid. We
note that even though the band at ∼200 cm−1 is barely
visible in the SMCR decomposed hydrogen VDOS, it can
be seen much more prominently in the oxygen VDOS.
This behavior is in-line with isotope substitution studies
that find larger isotope shifts of this band in the Raman
spectrum for a 16O/18O substitution compared to a H/D
substitution, suggesting that it arises primarily from oxy-
gen motions, consistent with the assignment of this band
to the O-H...O H-bond stretch vibration.40
Given the good agreement with the experiment, we
now use our simulations to assess whether the tetrahe-
dral order in the liquid is indeed the cause of the observed
spectral shifts by analyzing the temperature dependence
of the local tetrahedral order parameter63 in its rescaled
version 64 (such that it gives a value of 1 for a regular
tetrahedron and averages to 0 for an ideal gas). The lo-
cal tetrahedral order parameter (or tetrahedrality), qi, is
a measure for the local angular order of water molecule
i, based on its four nearest neighbors. The tetrahedral-
ity distribution computed from our simulations (Fig. 4a),
shows the bimodal structure seen in many previous sim-
ulations of liquid water,38,64,65 with an isosbestic point
at q ≈ 0.67. Upon cooling the distribution shifts to
the right, indicating the more predominantly tetrahedral
character expected at lower temperatures. To relate the
vibrational spectra to the tetrahedrality of the liquid we
perform an SMCR decomposition of the tetrahedral order
parameter, shown in Fig. 4b, analogous to the decomposi-
tion of the vibrational spectra. From this we see that, like
the spectra, the tetrahedral order distribution can be ac-
curately decomposed into two temperature-independent
components. The low-temperature component is shifted
to high values of q and the broader high-temperature
component is centered at lower q values. While these
results demonstrate that the vibrational shifts and the
tetrahedrality of the liquid exhibit similar temperature
dependence, they alone do not provide direct proof that
the spectral shifts are caused by the tetrahedrality of the
environment.
To establish the explicit connection between the spec-
tral contribution of a water molecule in the liquid and its
tetrahedral order we thus performed a time-dependent
analysis of our simulated spectra.12,66 These results are
shown in Fig. 5, where the contribution of a given
molecule to the vibrational spectrum at a specific point
in time is correlated with the instantaneous tetrahedral-
ity of the local hydrogen environment of the same water
molecule. For this analysis we employ the VDOS to ex-
tract the vibrational motions of individual atoms. The
top panels in Fig. 2 show results obtained from the VDOS
spectra at 320 K, binned as a function of the tetrahedral-
ity parameter over the full frequency range. The bottom
panels show how the average frequency in six regions of
the spectrum changes with the local tetrahedral order of
the water molecule. Four of these spectral regions were
defined using the seven isosbestic points, identified from
the temperature-dependent VDOS (regions I – IV, de-
fined in Fig. 1e). The other two were chosen to be the
4000 cm−1combination band identified earlier (defined in
Figure 3d) and the 200 cm−1O-H...O H-bond stretch vi-
bration in the oxygen VDOS (Fig. 3e).
The results in Fig. 5 (bottom panels) demonstrate
that there is a direct correlation between vibrational fre-
quency and tetrahedrality in all spectral regions: in some
regions the spectrum shifts to higher frequencies as the
tetrahedrality increases while in others it shifts to lower
frequencies. The O-H stretching band (region IV) is in-
versely correlated with the tetrahedral order, while the
low frequency H-bond stretching band (oxygen VDOS),
the libration band (region I), the combination band at
2100 cm−1 (region III), and the high-frequency combina-
tion band near 4000 cm−1, all are positively correlated.
We observe that the bend (region II) displays the least
sensitivity with regards to tetrahedral order. The direc-
tion of all spectral shifts with tetrahedrality is consistent
with the locations of these features in the SMCR com-
ponent spectra. For instance, in the O-H stretching re-
gion the “cold” component, which is associated with high
tetrahedrality, is shifted to lower frequencies, which fol-
lows the trend seen in the correlation plot (Fig. 5, lower
panel, region IV) where a shift to lower frequency values
6FIG. 5. Instantaneous frequency analysis of the simulated hydrogen and oxygen VDOS spectra as function of the tetrahedral
order parameter, q. The top panels show the VDOS spectrum at a single temperature (T = 320 K), decomposed into contribu-
tions from molecules with a given tetrahedral order in the liquid water simulation. The orange lines indicate the average value
of the spectrum within the specified region. The bottom panels show the correlation of the average peak values with q for the
six different regions and all temperatures.
is observed as the tetrahedrality increases.
The similarity of the curves pertaining to different tem-
perature shown in the lower panels of Fig. 5 further reveal
that the correlation of the average peak frequency with
the tetrahedrality is relatively insensitive to temperature.
This implies that the correlation between tetrahedrality
(q) and spectral frequency observed at a single tempera-
ture is sufficient to approximately reconstruct the aver-
age peak positions at any temperature, given the q dis-
tribution at that temperature. This frequency-structure
correlation analysis, combined with the other results pre-
sented above, provide compelling evidence that the tem-
perature dependence of the Raman spectrum of water is
in fact largely correlated to a single structural parameter:
the tetrahedrality of the liquid.
In summary, we have presented experiments and sim-
ulations of the temperature- and polarization-dependent
Raman spectra of liquid water over the entire vibrational
frequency range. We have shown that ab initio simu-
lations, accelerated by machine learning potentials, are
able to accurately capture subtle temperature-dependent
changes in the Raman spectrum of water and employed a
2D correlation analysis of the simulated spectra to assign
the Raman bands. Subsequently, by linking the vibra-
tional motions of water to the time-dependent structural
features, we have demonstrated that a single structural
parameter, the local tetrahedrality, is sufficient to predict
the temperature dependence of the vibrational spectrum
of liquid water across the whole frequency range. This
analysis has enabled us to identify several spectral re-
gions that are strongly correlated with tetrahedral order
and thus could be employed in future studies to probe the
structural order of water molecules surrounding various
solutes and confined within more complex environments.
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1. Neural network parametrization 
The parameters of the neural network potential (NNP)1–3 employed for the molecular dynamics 
(MD) simulations were optimized with the neural network code RuNNer.4 Previously, NNPs have 
been successfully applied to perform large-scale simulations of liquid water and ice based on a 
series of density functionals (RPBE, RPBE-D3, BLYP, BLYP-D3).5 Here we parametrized a new 
potential based on the revPBE-D3 density functional. As in Ref. 5, the NNP consists of two 
atomic neural networks (describing the local environments of hydrogen and oxygen atoms, 
respectively), both with two hidden layers containing 25 nodes each. For the hidden layer 
nodes, hyperbolic tangent was used as the activation function, while a linear function was used 
for the output node. Atom-centered symmetry functions6 of type 2 and 4 were used as 
descriptors. To more accurately describe the spectroscopic properties of liquid water, the 
symmetry function set used in Ref. 5 was modified and extended. The parameters of the 
extended symmetry function set are reported in Tables S1 and S2. 
 The NNP was trained to the energies and forces of about 10,000 condensed-phase 
configurations of liquid water, obtained from classical and path integral simulations at 
temperatures ranging from 260 K to 370 K employing ab initio molecular dynamics (AIMD)7 and 
preliminary NNPs. The full reference set was split into a training set (90 % of all configurations) 
used to optimize the parameters and an independent validation set (10 % of all configurations). 
Root-mean-squared errors of energies and forces in the final NNP training (validation) set were 
1.9 (2.0) meV/H2O and 72 (71) meV/Å, respectively. Figures S1 and S2 show the accuracy of 
the NNP with respect to the reference configurations for all energies and force components. 
 To further assess the accuracy of the NNP, in Figures S3 and S4 we show a comparison 
of structural (radial distribution functions) and spectroscopic (vibrational density of states 
(VDOS)) properties with the results of direct AIMD simulations employing the same density 
functional.7 While the VDOS spectrum obtained from a different NNP based on the B3LYP-D3 
density functional has been shown to display noticeable differences compared to AIMD 
simulations (especially in the bend region),8 the revPBE-D3-based NNP reported here yields a 
VDOS that is almost indistinguishable from the AIMD results. 
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Table S1. Parameters rs (in Bohr), rcut (in Bohr), η (in Bohr-2), λ, and ζ of symmetry functions of 
type G2 (1-30) and type G4 (31-51) describing the local environment of hydrogen atoms. 
No. Element j Element k rs rcut η λ ζ 
1 O - 0.0 4 0.001 - - 
2 O - 0.0 4 0.010 - - 
3 O - 0.0 4 0.030 - - 
4 O - 0.0 4 0.060 - - 
5 O - -1.5 4 0.150 - - 
6 O - 0.0 4 0.150 - - 
7 O - -1.5 4 0.300 - - 
8 O - -1.5 4 0.600 - - 
9 H - 0.0 6 0.001 - - 
10 H - 0.0 6 0.010 - - 
11 H - 0.0 6 0.030 - - 
12 H - 0.0 6 0.060 - - 
13 H - -1.5 6 0.150 - - 
14 H - 0.0 6 0.150 - - 
15 H - -1.5 6 0.300 - - 
16 H - 0.0 12 0.001 - - 
17 O - 0.0 12 0.001 - - 
18 H - 0.0 12 0.010 - - 
19 O - 0.0 12 0.010 - - 
20 H - 0.0 12 0.030 - - 
21 O - 0.0 12 0.030 - - 
22 H - 0.0 12 0.060 - - 
23 O - 0.0 12 0.060 - - 
24 H - -1.5 12 0.150 - - 
25 O - -1.5 12 0.150 - - 
26 H - 0.0 12 0.150 - - 
27 O - 0.0 12 0.150 - - 
28 H - -1.5 12 0.300 - - 
29 O - -1.5 12 0.300 - - 
30 O - -1.5 12 0.600 - - 
31 H O 0.0 6 0.010 -1 1 
32 H O 0.0 6 0.010 1 1 
33 H O 0.0 6 0.010 -1 2 
34 H O 0.0 6 0.010 1 2 
35 H O 0.0 6 0.010 1 3 
36 H O 0.0 8 0.010 -1 1 
37 H O 0.0 8 0.010 1 1 
38 H O 0.0 8 0.010 -1 2 
39 H O 0.0 8 0.010 1 2 
40 H O 0.0 8 0.010 1 3 
41 O O 0.0 12 0.001 -1 4 
42 O O 0.0 12 0.001 1 4 
43 H O 0.0 12 0.010 -1 4 
44 H O 0.0 12 0.010 1 4 
45 H O 0.0 12 0.030 -1 1 
46 O O 0.0 12 0.030 -1 1 
47 H O 0.0 12 0.030 1 1 
48 O O 0.0 12 0.030 1 1 
49 H O 0.0 12 0.070 -1 1 
50 H O 0.0 12 0.070 1 1 
51 H O 0.0 12 0.200 1 1 
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Table S2. Parameters rs (in Bohr), rcut (in Bohr), η (in Bohr-2), λ, and ζ of symmetry functions of 
type G2 (1-22) and type G4 (23-46) describing the local environment of oxygen atoms. 
No. Element j Element k rs rcut η λ ζ 
1 H - 0.0 4 0.001 - - 
2 H - 0.0 4 0.010 - - 
3 H - 0.0 4 0.030 - - 
4 H - 0.0 4 0.060 - - 
5 H - -1.5 4 0.150 - - 
6 H - 0.0 4 0.150 - - 
7 H - -1.5 4 0.300 - - 
8 H - -1.5 4 0.600 - - 
9 H - 0.0 12 0.001 - - 
10 O - 0.0 12 0.001 - - 
11 H - 0.0 12 0.010 - - 
12 O - 0.0 12 0.010 - - 
13 H - -1.5 12 0.030 - - 
14 O - 0.0 12 0.030 - - 
15 O - -1.5 12 0.060 - - 
16 H - 0.0 12 0.060 - - 
17 O - 0.0 12 0.060 - - 
18 O - 0.0 12 0.090 - - 
19 H - 0.0 12 0.150 - - 
20 H - 0.0 12 0.150 - - 
21 H - 0.0 12 0.300 - - 
22 H - 0.0 12 0.600 - - 
23 H H 0.0 6 0.010 -1 1 
24 H H 0.0 6 0.010 1 1 
25 H H 0.0 6 0.010 -1 2 
26 H H 0.0 6 0.010 1 2 
27 H H 0.0 6 0.010 -1 3 
28 H H 0.0 8 0.010 -1 1 
29 H H 0.0 8 0.010 1 1 
30 H H 0.0 8 0.010 -1 2 
31 H H 0.0 8 0.010 1 2 
32 H H 0.0 8 0.010 -1 3 
33 H O 0.0 12 0.001 -1 4 
34 O O 0.0 12 0.001 -1 4 
35 H O 0.0 12 0.001 1 4 
36 O O 0.0 12 0.001 1 4 
37 H H 0.0 12 0.010 -1 4 
38 H H 0.0 12 0.010 1 4 
39 H H 0.0 12 0.030 -1 1 
40 H O 0.0 12 0.030 -1 1 
41 O O 0.0 12 0.030 -1 1 
42 H H 0.0 12 0.030 1 1 
43 H O 0.0 12 0.030 1 1 
44 O O 0.0 12 0.030 1 1 
45 H H 0.0 12 0.070 -1 1 
46 H H 0.0 12 0.070 1 1 
 
 
5 
 
 
Figure S1. Comparison of energies obtained from the neural network potential (NNP) and 
density functional theory (DFT) for all configurations in the training and validation sets. The top 
panel shows the energy error ΔE = ENNP – EDFT as a function of the DFT energy together with 
the error distribution separately for the training and the validation set. 
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Figure S2. Comparison of Cartesian components of atomic forces obtained from the neural 
network potential (NNP) and density functional theory (DFT) for all configurations in the training 
and validation sets. The inset shows the distribution of the force error ΔF = FNNP – FDFT, 
separately for the training and the validation sets. 
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Figure S3. Oxygen-oxygen (O-O), oxygen-hydrogen (O-H), and hydrogen-hydrogen (H-H) 
radial distribution functions (RDFs) obtained from simulations with the neural network potential 
(NNP) at T = 300 K, compared to the results of direct AIMD simulations.7 The RDFs were 
obtained from simulation cells containing 128 and 64 water molecules for the NNP and AIMD 
simulations, respectively. 
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Figure S4. Vibrational density of states (VDOS) of the hydrogen atoms obtained from 
simulations with the neural network potential (NNP) at T = 300 K, compared to the results of 
direct AIMD simulations.7 The top panel also shows the difference spectrum Δ = VDOSNNP – 
VDOSDFT. The bottom panel shows both spectra on a logarithmic scale to highlight the low-
intensity features. 
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2. Density functional theory calculations 
Reference calculations were carried out with the CP2K program9,10 using the revPBE exchange-
correlation functional11,12 with D3 dispersion correction13 employing the same settings as those 
reported in Ref. 7. We have recently shown that AIMD simulations with classical nuclei and the 
particular density functional employed here yield water properties that are comparable to the 
results from path-integral simulations with the hybrid variant of this functional and generally in 
good agreement with experimental properties of water at ambient conditions.7 The results that 
we present here confirm these observations and further show that the fortuitous error 
cancellation between deficiencies in this functional and the neglect of nuclear quantum effects 
appears to hold for the spectroscopic properties of liquid water over the whole liquid 
temperature range. 
 
3. Simulation details 
MD simulations were carried out with a modified version of the LAMMPS package,5,14 for 1 ns 
per temperature with a time step of 0.5 fs. 200 ps were discarded for equilibration purposes, 
while the remaining 800 ps were used to compute the VDOS and the local tetrahedral order 
parameter, q. The stochastic velocity rescaling thermostat was used to sample the canonical 
ensemble.15 Cubic simulation cells containing 128 water molecules with cell vectors 
corresponding to the experimental density at the given temperature were employed. The 
polarizability tensor of the system was obtained from density functional perturbation theory 
calculations16 (employing the CP2K code) on configurations along trajectories obtained from the 
NNP simulations over an interval of 200 ps per temperature with a spacing of 2 fs. 
 
4. Experimental Raman spectra 
Raman spectra of liquid water were obtained as previously described,17 except for the fact that 
the spectra were corrected to remove the wavelength dependent variations in the sensitivity of 
the CCD detector,18–20 and converted to intensity units that are proportional to the number of 
Raman scattered photons per unit wavenumber (cm-1). Additional experimental details will be 
provided in a subsequent publication that will contain the temperature-dependent spectra of 
both H2O and D2O. Experimental isotropic and anisotropic spectra were constructed from the 
directly measured perpendicular (⊥) and parallel (∥) polarized spectra, 
𝐼(ω)iso = 𝐼(ω)∥ −
4
3
𝐼(ω)⊥, 
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𝐼(ω)aniso =
4
3
𝐼(ω)⊥, 
and shown in the reduced representation,21,22  
𝑅(ω) =
𝐼(ω)𝐵(ω)ω
ω0(ω0 − ω)3
 , 
where ω0 is the incident laser frequency and 𝐵(ω) = 1 − e
−ℏωβ is the Bose-Einstein correction 
factor, with β = 1/(kBT), and ℏ = h/(2π). 
 
5. Theoretical Raman spectra from autocorrelation functions 
Reduced isotropic and anisotropic Raman spectra were obtained from autocorrelation functions 
of the corresponding polarizability tensor elements. Given a polarizability tensor 𝜶(𝑡), one can 
define its isotropic and anisotropic components as 
𝛼(𝑡) =  Tr(𝜶(t)), 
𝜷(𝑡) = 𝜶(𝑡)  −  𝟙 Tr(𝜶(𝑡))/3, 
and their autocorrelation functions, 
𝐶𝛼𝛼(t)  =  ⟨𝛼(𝑡0)𝛼(𝑡0 + 𝑡)⟩, 
𝐶𝜷𝜷(𝑡)  =  ⟨Tr[𝜷(𝑡0)𝜷(𝑡0 + 𝑡)]⟩. 
In the following, 𝐶(𝑡) can be either 𝐶𝛼𝛼(𝑡) or 𝐶𝜷𝜷(𝑡), yielding isotropic or anisotropic intensities, 
respectively. Uncorrected Raman intensities, 𝐼(ω), are then obtained by 
𝐼(ω)  =
ℏωβ
(1 − e−ℏωβ)
 ω0(ω0 − ω)
3 ∫ e−iω𝑡𝐶(𝑡)
∞
−∞
𝑑𝑡, 
where 
ℏωβ
(1−e−ℏωβ)
 is the harmonic approximation quantum correction factor16,23 and ω0(ω0 − ω)
3 is 
the appropriate prefactor for comparisons with experimental Raman spectra obtained with 
photon counting detectors.24 The theoretical Raman spectrum in its reduced representation 
𝑅(ω) is then given by, 
𝑅(ω) =
𝐼(ω)𝐵(ω)ω
ω0(ω0 − ω)3
 = ℏω2β ∫ e−iω𝑡𝐶(𝑡)
∞
−∞
𝑑𝑡. 
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6. Hydrogen and Oxygen VDOS 
Figure S5 shows the temperature dependence of the vibrational density of states (VDOS) 
plotted separately for the hydrogen and oxygen atoms on a linear scale. 
 
Figure S5. Temperature dependence of the vibrational density of states (VDOS) of hydrogen 
atoms (top) and oxygen atoms (bottom) obtained from simulations with the neural network 
potential. For clarity, the low-frequency region of the oxygen VDOS was scaled by a factor of 
0.06. 
 
7. Dependence of Time-dependent VDOS and two-dimensional frequency analysis on 
window width 
In order to link vibrational motion to tetrahedral order, the time-dependent vibrational density of 
states (VDOS) was obtained as described in Ref. 7 employing a window width of 400 fs. The 
time-dependent VDOS was also used to obtain the synchronous two-dimensional correlation 
spectrum.25 Figure S6 compares the correlation spectrum obtained with two different window 
12 
 
widths. From this one can observe that, while changing the window width slightly changes the 
shape of the cuts, it does not affect the correlations between the frequencies that were used to 
assign the combination bands at 2100 cm-1 and 4100 cm-1. 
 
Figure S6. Comparison of the two-dimensional frequency analysis with two different window 
widths. Panels (a-c) show results obtained with a window width of 400 fs, whereas results in 
panels (d-f) where obtained with a window width of 1000 fs. 
 
8. SMCR decomposition 
Figure S7 shows the original temperature-dependent vibrational spectra and tetrahedral order 
distribution compared to the reconstructed data, obtained by combining the two temperature-
independent SMCR components multiplied by their populations. Figure S8 shows the absolute 
difference between the original and the SMCR reconstructed data and reports the integrated 
fractional error, 
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1
2
∫ |𝐼full(ω) − 𝐼recon(ω)| dω ,
∞
0
  and   1
2
∫ |Pfull(q) − Precon(q)| dq ,
∞
0
 
which varies between zero (perfect agreement) and one (no overlap) and is obtained by 
integrating over the absolute difference between the full data and the reconstructed data. 
 
 
Figure S7. Comparison of the original temperature-dependent vibrational spectra and 
tetrahedral order parameter distribution (a-e) with the reconstructed data, obtained by 
combining the two temperature-independent SMCR components (f-j). 
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Figure S8. Temperature-dependent vibrational spectra and tetrahedral order parameter 
distribution (solid lines) compared to the absolute difference |Δ| (colored shading) between the 
original and the SMCR reconstructed data. All data sets are plotted on a logarithmic scale for a 
better comparison with the differences. Note that the error is consistently 1-2 orders of 
magnitude smaller than the original data. 
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