Nonlinear non-Gaussian state-space models arise in numerous applications in statistics and signal processing. In this context, one of the most successful and popular approximation techniques is the Sequential Monte Carlo (SMC) algorithm, also known as particle filtering. Nevertheless, this method tends to be inefficient when applied to high dimensional problems. In this paper, we focus on another class of sequential inference methods, namely the Sequential Markov Chain Monte Carlo (SMCMC) techniques, which represent a promising alternative to SMC methods. After providing a unifying framework for the class of SMCMC approaches, we propose novel efficient strategies based on the principle of Langevin diffusion and Hamiltonian dynamics in order to cope with the increasing number of high-dimensional applications. Simulation results show that the proposed algorithms achieve significantly better performance compared to existing algorithms.
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II. MODEL FORMULATION: HIGH DIMENSIONAL HIDDEN MARKOV MODELS
A hidden Markov model (HMM) corresponds to a R d -valued discrete-time Markov process, {X n } n≥1 that is not directly observable, instead we have access to another R dy -valued discrete-time stochastic process, {Y n } n≥1 , which is linked to the hidden Markov process of interest through a model structure. Owing to the Markovian property of the process, the joint distribution of the process {X n } n≥1 is given by,
which is completely defined by an initial probability density function (pdf) µ(x 1 ) and the transition density function at any time k, denoted by f k (x k |x k−1 ).
In a HMM, the observed process {Y n } n≥1 is such that the conditional joint density of Y 1:n = y 1:n given X 1:n = x 1:n has the following conditional independence (product) form, p(y 1:n |x 1:n ) = n k=1 g k (y k |x k ).
The dependence structure of an HMM can be represented by a graphical model shown in Figure 1 . April 23, 2015 DRAFT In the class of HMM models, one of the most common inference problems is known as optimal filtering, which involves the estimation of the current state value based upon the sequence of observations observed so far. Such inference about X n given observations Y 1:n = y 1:n relies upon the posterior distribution, π n (x 1:n ) := p(x 1:n |y 1:n ) = p(x 1:n , y 1:n ) p(y 1:n ) = p(x 1:n )p(y 1:n |x 1:n ) p(y 1:n ) .
The following recursive decomposition applies p(x 1:n |y 1:n ) = g n (y n |x n )f n (x n |x n−1 ) p(y n |y 1:n−1 ) p(x 1:n−1 |y 1:n−1 ),
where p(y n |y 1:n−1 ) = g n (y n |x n )f n (x n |x n−1 )p(x n−1 |y 1:n−1 )dx n−1:n .
This recursion can also be presented as filtering as follows:
π n (x n ) := p(x n |y 1:n ) = g n (y n |x n )p(x n |y 1:n−1 ) p(y n |y 1:n−1 ) ,
with p(x n |y 1:n−1 ) = f n (x n |x n−1 )p(x n−1 |y 1:n−1 )dx n−1 .
Here, we refer to the sequence of distributions {π n } n>0 as the target distributions for which we wish to calculate quantities like ϕ(x n )π n (x n )dx n for some bounded and integrable test function ϕ. Often in practice this must be done numerically through stochastic simulation solutions, the focus of the remainder of the paper.
A. Problem Statement: Why do Sequential Monte Carlo (Particle Filter) Approaches Fail in High Dimensions?
We begin with a brief review of Sequential Monte Carlo (SMC) methods of which there are several variants sometimes appearing under the names of particle filtering or interacting particle systems e.g. [19] - [21] . In a typical SMC framework one wants to approximate a (often naturally occurring) sequence of target probability density functions (pdf) π n (x 1:n ) n≥1 of increasing dimension, i.e. the support of every function in this sequence is defined as supp π n = R d n and therefore the dimension of its support forms an increasing sequence with n. We may also assume that π n is only known up to a normalizing constant,
SMC methods firstly provide an approximation of π 1 (x 1 ) and an unbiased estimate of Z 1 , then at the second iteration ("time step" 2) once a new observation is received, an approximation of π 2 (x 1:2 ) is formed as well as an unbiased estimate of Z 2 and this repeats with each distribution in the sequence.
Let us remark at this stage that SMC methods can be used for any sequence of target distributions and therefore application of SMC to optimal filtering, known as particle filtering, is just a special case of this general methodology by choosing γ n (x 1:n ) = p(x 1:n , y 1:n ) and Z n = p(y 1:n ).
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Under standard SMC methods, we initialize the algorithm by sampling a set of N particles, X j 1
N j=1
, from the distribution π 1 and set the normalized weights to W j 1 = 1/N , for all j = 1, ..., N . If it is not possible to sample directly from π 1 , one should sample from an importance distribution q 1 and calculate its weights accordingly the importance sampling principle, i.e. W j 1 ∝ π 1 (X j 1 )/q 1 (X j 1 ). Then the particles are sequentially propagated through each distribution π n in the sequence via two main processes: mutation and correction (incremental importance weighting). In the first step (mutation) we propagate particles from time n − 1 to time n using q n and in the second one (correction) we calculate the new importance weights of the particles.
This method can be seen as a sequence of importance sampling steps, where the target distribution at each step n is π n (x 1:n ) and the importance distribution is given by
where q k (x k |x 1:k−1 ) is the proposal distribution used to propagate particles from time k − 1 to k. As a consequence, the unnormalized importance weights are computed recursively by:
wherew(x 1:n ) is known as the incremental importance weight. When SMC is applied for the optimal filtering problem with γ n (x 1:n ) = p(x 1:n , y 1:n ), it is straightforward to show by using the recursion of the smoothing distribution in Eq. (4) that the incremental importance weight is given by:
At any time n, we obtain an approximation of the target distribution via the empirical measure obtained by the collection of weighted samples, i.e.
where W j n is the normalized importance weights such that
By assuming that the cost of both sampling from the proposal and computing the weight is O(C d ) (i.e. a function of the dimension of the hidden state), the cost of the general SMC algorithm is O(nN C d ).
Having introduced the basic SMC approach to inference, we note further the limitations of this approach to high-dimensional applications. These limitations become abundantly clear when an SMC method is directly applied to high-dimensional HMM inference problems. This poor performance typically manifests in extremely April 23, 2015 DRAFT large variance of estimators and relates to the fact that the importance sampling paradigm is typically very inefficient in high-dimensional models. The SIS algorithm is designed to approximate the smoothing distribution p(x 1:n |y 1:n ), where it is widely acknowledged that even when x n ∈ R d for d = 1, 2, 3 etc. (low dimensional state vector), one still experiences weight degeneracy as n increases since the dimension of this target distribution increases with time along the path-space.
It is therefore intuitive to translate this concept from the path-space (x 1:n ) to instead think of what occurs in terms of degeneracy at a single time as the state-space dimension increases (i.e. as the dimension d increases from d = 10, 100, 1000, ...) and analogous degeneracy effects typically result. This can be exacerbated when non-linear and non-trivial dependence structures are present between the state vector sub-dimensions. In [5] , [22] , a careful analysis shows that the collapse phenomenon occurs unless the sample size N is taken to be exponential in the dimension, which provides a rigorous statement of the curse of dimensionality.
In addition, we observe the widely known feature of SMC methods, principally that their performance strongly depends on the choice of the importance distribution. The "optimal" proposal distribution in the sense of minimizing the variance of the importance weights is defined as:
which leads to the following incremental weightw(x 1:n ) = p(y n |x n−1 ) whose variance conditional upon x 1:n−1 is zero since it is independent of x n . Unfortunately, in many scenarios, it is impossible to sample from this "optimal" distribution. Many techniques have been proposed to design "efficient" importance distributions q n (x n |x n−1 ) which approximate p(x n |y n , x n−1 ). In particular, approximations based on the Extended Kalman Filter or the Unscented Kalman Filter to obtain importance distributions are very popular in the literature [23] .
While the practical performance of the SIR algorithm can be largely improved by working with importance distributions that are tailored to the specific model being investigated, the benefit is limited to reducing the constants sitting in front of the error bounds, and this technique does not provide a fundamental solution to the curse of dimensionality [24] , [25] . A recent review of other alternative solutions has been written in [7] . However, none of these approaches solve all of the challenges discussed above. We therefore need a new paradigm to challenge the increasing number of application requiring reliable and practically useable high-dimensional filtering methods.
III. SEQUENTIAL MARKOV CHAIN MONTE CARLO: A RECURSIVE HIGH-DIMENSIONAL SOLUTION
One of the most promising new approaches to the modification of SMC methods to tackle high-dimensional sequential filtering problems lies in the new class of methods known as Sequential Markov chain Monte Carlo methods, see recent discussions in [7] . This class of methods aims to combine the recursive nature of SMC April 23, 2015 DRAFT methods (which make them efficient for online inference problems) with the effectiveness of Markov chain Monte Carlo (MCMC) methods for dealing with high-dimensional sampling problems.
Unlike the importance sampling used in standard SMC methods, the traditional class of MCMC sampling methods is highly efficient at sampling high-dimensional distributions but it is unable to do this in a recursive fashion that is required for online sampling from sequences of distributions such as in the high-dimensional HMM setting considered in this paper. The success of MCMC methods lies in their ability to perform local moves of the exploratory sampler, possibly within sub-dimensions of the state vector, as opposed to proposing independently the entire state-vector in a single mutation update, as is typically required by SMC methods.
Then the bias correction is made not via an importance sampling weight correction but instead via a rejection sampling mechanism. Their traditional formulation, however, allows sampling from probability distributions in a non-sequential fashion.
However, recently advanced sequential MCMC schemes were proposed in [12] - [16] for solving online filtering inference problems. These approaches are distinct from the Resample-Move algorithm [26] where the MCMC algorithm is used to move samples following importance sampling resampling since these sequential MCMC use neither resampling nor importance sampling.
A. General Principle
In this section, we will describe a unifying framework that include all of the sequential MCMC (SMCMC) methods that have been proposed so far. The underlying idea of all these SMCMC approaches is to perform a Metropolis-Hastings (MH) accept-rejection step as a correction for having used a proposal distribution to sample the current state in order to approximate the posterior target distribution as opposed to SMC methods that use a correction based on Importance sampling.
At time step n, the target distribution of interest to be sampled from is
Unfortunately, it is impossible to sample from p(x 1:n−1 |y 1:n−1 ) since this distribution is analytically intractable. The key idea of all existing SMCMC methods is therefore to replace p(x 1:n−1 |y 1:n−1 ) by an empirical approximation obtained from previous iterations of the algorithm in the previous recursion. Under this approach, at time step n, the distribution of interest is therefore defined as:
with the empirical approximation corresponds to the N samples of the Markov chain obtained at the previous (n− 1)-th time step for which the stationary distribution was π n−1 (x 1:n−1 ). By using this empirical approximation of the previous target distribution, an MCMC kernel can be employed in order to obtain a Markov chain, denoted by X 1 n,1:n , X 2 n,1:n , . . . , with stationary distribution π n (x 1:n ) as defined in Eq. (15) . As summarized in Algo. 1, the SMCMC proceeds as follows. At time step n = 1, an MCMC kernel
is employed to generate a Markov chain denoted by
. At time step n, the N + N b iterations of the SMCMC aims at producing a Markov chain, denoted by X 1 n,1:n , . . . , X N +Nb n,1:n , by using an MCMC kernel K n of invariant distribution π n (x 1:n )
as defined in Eq. (15) . Once the n-th Markov chain has been generated, the last N are extracted to obtain the empirical approximation of the filtering distribution:
Let us firstly remark that due to the sequential nature of the problem, the elements in the Markov chain at time n corresponding to the state at previous time steps that have to be generated (i.e. X m n,1:n−1 ) have to be chosen from the discrete set X m n−1,1:n−1
Nb+N m=Nb+1
. This discrete set has been obtained from the previous time step of the algorithm and corresponds to the empirical approximation of the previous posterior distribution π n−1 (x 1:n−1 ) in Eq. (16) . In HMM models, it is important to note that if we are only interested in approximating the filtering distribution, only X m n−1,n−1
has to be stored from previous time step.
In [16] , the authors suggest that one can continue, at time step n, to add samples to the previous L remark that in [13] , the authors designed an SMCMC that directly targets the filtering distribution, i.e. the marginal distribution of the one defined in Eq. (15) . However, as discussed in [12] , the computational cost of this strategy is O(nN 2 B d ) which can therefore become excessive as the number of samples N increases, owing to the need to compute at each iteration of the SMCMC a sum of N terms which corresponds to the Monte-Carlo approximation of the predictive posterior distribution in Eq. (7) . In this paper, we therefore focus our study on SMCMC methods that target the joint distribution defined in Eq. (15) . April 23, 2015 DRAFT Algorithm 1 Generic Sequential MCMC algorithm for optimal filtering 1: if time n = 1 then 2:
end for 5: else if time n ≥ 2 then 6:
[OPTIONAL] Refine empirical approximation of previous posterior distributions as described in [16] 8:
n,1:n , ·) with K n an MCMC kernel of invariant distribution π n defined in Eq. (15). 9: end for 10: end if 11: Output: Approximation of the smoothing distribution with the following empirical measure:
B. Discussion on the choice of the MCMC Kernel for high dimensional SMCMC
The overall performance of the SMCMC algorithm applied to optimal filtering depends heavily upon the choice of the MCMC kernel. One of the attractive features of this SMCMC is to be able to employ all the different MCMC methods that have been proposed in the scientific literature. All the existing SMCMC algorithms that have been proposed in the literature [12] - [16] utilize a Metropolis-Hastings (MH) kernel [27] which is described in Algorithm 2. The first observation about this MH kernel is the flexibility offered to the user in choosing the proposal distribution q, but this choice is crucial as it determines the performance of the algorithm. In this section, we discuss on how such a kernel can be chosen.
Algorithm 2 Generic Metropolis-Hasting Algorithm as
Compute the MH acceptance probability ρ = min 1,
In most of the existing SMCMC algorithms, an independent MH kernel is used. In such a kernel, the proposal is independent of the current value of the Markov chain, i.e.
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In this context, a natural optimal choice consists in using the following proposal distribution:
from which a sample can be obtained by following these two steps:
Since the proposal corresponds to the target distribution, every sample will be accepted. It is interesting to remark that using this proposal within the SMCMC will lead to an algorithm that is exactly equivalent to the fully adapted Auxiliary Particle filter proposed in [28] and analyzed in details in [29] . Unfortunately, it is generally impossible in most scenarios both to sample from p(x n |y n , x n−1 ) and to evaluate p(y n |x n−1 ) =
2) Approximation of the optimal independent MH Kernel:
A first possible strategy could therefore consist in approximating the optimal independent MH kernel by using the following two steps:
2) Generate X * n,n ∼ q n (x n |y n , X * n,n−1 )
By using this proposal, the MH acceptance probability is given by:
The idea is of course to chose β(X m n−1,1:n−1 ) and q n (x n |y n , X * n,n−1 ) to be as close as possible to p(y n |x n−1 = X m n−1,n−1 ) Nb+N j=Nb+1 p(y n |x n−1 = X j n−1,n−1 ) and p(x n |y n , X * n,n−1 ), respectively. One solution, which has been also used in the SMC literature and more especially in the framework of the auxiliary particle filter [28] , is to utilize for example,
which corresponds to the likelihood evaluated at the prior predictive mean. Then, in order to design q n (X in−1 n,n |y n , X in−1 n,n−1 ), one can use a local optimization techniques such as a Laplace approximation centered around the mode of p(x n |y n , X * n,n−1 ) or a local linearization of the state-space model -see [3] for details. Nevertheless, it can be difficult to approximate accurately this optimal proposal distribution in complex and high-dimensional problems.
3) Independent MH Kernel based on prior as proposal:
The simplest alternative choice is to design a proposal based on the combination of both the prior distribution and the empirical approximation of the previous posterior distribution, i.e.
With this proposal, the MH acceptance probability is simply given by the ratio of likelihoods:
However, since the proposal of the current state x n is based only on the prior information, the acceptance rate of this MH kernel could be very low thus leading to a very poor estimate, especially for complex target distributions or high-dimensional systems.
4) Composite MH Kernels:
Rather than building a proposal from scratch or utilizing a parametric approximation since it is unlikely to work for high dimensions or complex target distribution, another solution would consist in gathering information about the target stepwise, that is, by exploring the neighborhood of the current value of the Markov chain. Indeed, the use of a local proposal, such as random-walk MH kernel, that are less sensitive to the class of target distribution (HMM model) than a "global" proposal, such as that used in independent MH kernel, could potentially lead to more efficient algorithms which are also simpler to implement. It is important to note that the possibility of using such local moves is an appealing feature of this SMCMC methods compared to traditional SMC methods. Nevertheless, the main challenging difficulty in high-dimensional problems is to design an efficient local or global proposal.
As a consequence, in [12] , the authors propose to use instead composite MCMC kernels based on joint and conditional draws which has shown to be more efficient in high-dimensional systems [7] , [12] , [17] , [30] . 2) A refinement step in which previous history x 1:n−1 and current state x n are updated successively.
Moreover, if x n is high-dimensional, an efficient way to update it consists in firstly partitioning it into April 23, 2015 DRAFT P disjoint sub-blocks and update them successively either via a random scan or a deterministic scan using a series of block MH-within-Gibbs steps.
The proposal distribution used in lines 2, 6 and 11 could either be local or global based on random walk MH or independent MH, respectively. Let us remark that the refinement step consists in updating the state x 1:n in blocks. As a consequence, if one can draw the sample from the following appropriate conditional
and for the subset Ω p of the current state,
thus the acceptance ratios ρ 2 and {ρ p } P p=1 will be equal to 1, leading to a refinement stage equivalent to a series of "perfect" Gibbs samplers [27] . If sampling from Eq. (24) can easily be done at the expense of some additional computational cost to compute the N probability weights, sampling from Eq. (25) will not generally be possible in most of models under study as it requires to be able to sample from posterior conditional distributions. As a consequence, the proposal distribution used in these composite MCMC kernels could be based on either conditional prior distributions or random-walk [12] .
In [31] , the authors proposed to incorporate several additional attractive features of population-based MCMC methods [32] , [33] such as genetic moves and simulated annealing in order to improve the mixing of the Markov chain in complex scenarios, especially when the target distribution is multimodal. Such strategies could still be viewed as a composite MH kernel on an extended state-space [34] .
In this section, we described the different choices of MCMC kernel that has been used currently in the literature for SMCMC type high-dimensional sampling approaches and their optimal design. Unfortunately, in high dimensional systems with highly-correlated variables, the block sampling described as a refinement step in Algorithm 3 can be very inefficient. Indeed, in the presence of strong correlation, the block update using a series of MH-within Gibbs steps can only perform very small movements [27] . As a consequence, the sampler will have a poor mixing rate thus producing a highly correlated Markov chain with potentially a very slow convergence rate. In the next section, we propose a new class of novel efficient kernels that can be utilized in a sequential setting for optimal filtering based on recent advances in MCMC techniques. n,1:n−1 with probability ρ2. 9: Randomly divide xn into P disjoint blocks {Ωp} P p=1 such that p Ωp = {1, . . . , d} and Ωp Ω k = ∅, ∀p = k 10: for p = 1, . . . , P do
11:
Propose X * n,n (Ωp) ∼ qR,p(xn(Ωp)|X j n,1:n ) 12:
Compute the MH acceptance probability
Accept X j n,n (Ωp) = X * n,n (Ωp) with probability ρR,p 14: end for
IV. MCMC KERNEL BASED ON LANGEVIN DIFFUSION AND HAMILTONIAN DYNAMICS
The objective of this section is to propose more efficient MCMC kernels that may be used within the SMCMC framework in order to tackle challenging high-dimensional problems. More specifically, we describe two different MCMC kernel families based on Langevin diffusion and Hamiltonian dynamics. Both of these families of kernel use gradient information in a different way to traverse a continuous space efficiently.
However as discussed in the previous section, due to the sequential nature of the filtering problem and the target distribution defined in Eq. (15), the state to be sampled is comprised of x n and x 1:n−1 which have respectively a continuous and a discrete support X m n−1,1:n−1 Nb+N m=Nb+1
. As a consequence, we propose to use, as in the refinement stage described previously at time step n and the j-th iteration of the MCMC, a succession of the two MH-within Gibbs steps: 1) Sample X j n,1:n−1 given X j−1 n,1:n using one of the different approaches described in Section III-B 2) Sample X j n,n given X j−1 n,n and X j n,1:n−1 using either Langevin diffusion or Hamiltonian dynamics based MH kernel.
In this strategy, the target distribution of the second step is thus given by the following conditional posterior:
For clarity purposes, the time index n on the state variable x is removed in the notation used in the rest of this section.
A. On Langevin diffusion based MCMC kernel
First used to describe the dynamics of molecular systems in physics [35] , the Langevin diffusion is given by the solution of the following stochastic differential equation (SDE)
It represents a process with stationary and limiting distribution π. In this SDE, B t is the standard Brownian motion and ∇ denotes the gradient operator with respect to variable X. A direct use of this SDE by using a first-order Euler discretization as in [36] gives a proposal mechanism that creates the following Markov chain
with (28) as proposal distribution q(X * |X i ) followed by a standard Metropolis acceptance step with probability
As is common with random-walk MH algorithm when there is strong correlation between elements of x, a constant pre-defined covariance that reflects more accurately that of the target π can be utilized in the proposal such as
leading to the "pre-conditioned" MALA [38] .
More recently, a promising generalization of previous algorithms has been proposed by considering a Langevin diffusion on a Riemannian manifold [39] - [41] . The key idea is to take into account the local structure of the target density when proposing a move as it may greatly speed up the convergence of the Markov chain. Rather than employing a constant matrix as in the pre-conditioned MALA, the strategy consists April 23, 2015 DRAFT in adopting a position specific covariance. This generalization of the Langevin SDE given in Eq. (27) is therefore defined as follows
with a drift term and a diffusion coefficient that both depend on the state. The choice of this metric G(X) will be discussed in Section IV-C. In [40] , it has been shown that this diffusion admits π as invariant stationary distribution. The resulting MALA on manifold algorithm therefore uses the following proposal distribution
Finally, by remarking that the elements that composed the drift term, Λ(X t ) defined in Eq. (30) , are often very small, the authors in [39] propose a simplified manifold MALA algorithm in which the proposal is given by:
This proposal can also be viewed as a generalization of the one used in the pre-conditioned MALA, in the sense that the covariance is no longer constant but instead becomes state dependent. Compared to the manifold MALA, the computational cost is reduced as the partial derivatives of the chosen metric G(x) involved in the computation of the drift term are no longer required.
The proposed SMCMC algorithm that will use proposal distribution described in either Eq (29), Eq (31) or Eq (32) will be named respectively by SMALA, SmMALA and Simplified SmMALA.
B. On Hamiltonian based MCMC kernel
In addition to Riemannian Langevin diffusion proposals, we described here another promising MCMC kernel based on Hamiltonian dynamics that we consider adapting for its use within the SMCMC framework for optimal filtering. Hamiltonian dynamics was originally introduced in molecular simulation and later was used within an MCMC framework in [42] leading to the so-called "Hybrid Monte Carlo". More statistical applications of Hamiltonian Monte Carlo (HMC) were then developed in [43] and [44] .
HMC is a powerful methodology to sample from a continuous distribution, π(x) in our case, by introducing an auxiliary variable, q ∈ R d called momentum variables. In HMC, the Hamiltonian function is defined by
April 23, 2015 DRAFT which describes the sum of a potential energy function defined as:
and a kinetic energy term which is usually defined as:
with M a positive definite matrix, generally chosen as an identity matrix. With these definitions, the dynamics of both variables with respect to a fictitious time τ are given by the Hamiltonian equations:
Hamiltonian dynamics posses some interesting properties (energy and volume preservation as well as time reversibility which are described in detailed in [44] ), that allow its use in constructing MCMC kernel. The
Hamiltonian in Eq. (33) defines equivalently the following joint distribution:
which obviously admits as marginal the target distribution of interest π(x).
As summarized in Algorithm 4, each iteration of the HMC is composed of two steps. Firstly, given the value of both the state and the momentum obtained at the previous iteration, the first step consists in a Gibbs move that randomly draws a new value for the momentum variables from the conditional target distribution. In the second step, a Metropolis update is performed, using Hamiltonian dynamics to propose a new candidate (X * , Q * ). In general, Hamiltonian dynamics, defined in Eq. (36) are numerically simulated using a discretization method named the Leapfrog method (Algorithm 5) [42] . The obtained candidate (X * , Q * ) is thus accepted as the next state of the Markov chain using a standard MH acceptance rule in order to correct the fact that the leapfrog method induces a bias. In order to avoid possible periodic trajectories of the HMC thus leading to a non-ergodic algorithm, it is recommended to randomly choose either the step size ǫ or the the number of leapfrog steps N LF [44] .
Algorithm 4
Hamiltonian based MCMC Kernel for sampling X j n,n in the SMCMC
2: Propose (X * , Q * ) using the Leapfrog method described in Algorithm 5 with (X j−1 , Q j ) as initial values.
3: Compute the MH acceptance probability ρHMC = min 1, exp −H(X * , Q * ) + H(X j−1 , Q j )
4: Accept X j = X * with probability ρHMC otherwise set X j = X 2: for n = 0, . . . , NLF − 1 do
6: end for 7: Output: X * = X ǫN LF and Q * = Q ǫN LF It can be shown that this HMC algorithm using a single step integrator (N LF = 1) with the Leapfrog method is exactly equivalent to the pre-conditioned MALA algorithm described in Section IV-A with Eq.
(29). Although MALA can be viewed as a special case of HMC, the properties of both algorithms are quite different. As we can see from the construction of both kernels, the MALA is a random-walk MH adjusted by taking into account the gradient-based information whereas the HMC proposal involves a deterministic element based on Hamiltonian equation. As illustrated in [44] , one of the main benefits of HMC is to be able to avoid such a random-walk behavior. With an appropriate tuning of its parameters (N LF and ǫ), the HMC is able to reach a state that is almost independent of the current Markov state. As discussed in [45] , some asymptotic analysis of these algorithms shows that, in the stationary regime, the random-walk MH algorithm As for the MALA, the authors in [39] proposed a generalization of this HMC algorithm by considering
Hamiltonian dynamics on a manifold in order to be able to take into account the local structure of the target distribution. The Hamiltonian is now defined as:
and
The distribution associated to this Hamiltonian π(x, q) ∝ exp (−H(x, q)) still admits as marginal the desired target distribution of the state of interest π(x). As we can see, the kinetic energy term now depends on the state x. As a consequence, unlike in the previous HMC case, the Hamiltonian is no longer separable and therefore the Hamiltonian dynamics of each variable will now depend on both variables, i.e.
To numerically simulate these Hamiltonian dynamics on a manifold, a generalized version of the Leapfrog integrator has to be used. The HMC on manifold based MCMC kernel is summarized in Algorithm 6. As for the HMC, this algorithm produces an ergodic, time reversible Markov chain satisfying detailed balance and whose stationary marginal density is π(x) [39] .
Algorithm 6
Manifold Hamiltonian based MCMC Kernel for sampling X j n,n in the SMCMC
2: Propose (X * , Q * ) using the Generalized Leapfrog method described in Algorithm 7 with (X j−1 , Q j ) as initial values.
3: Compute the MH acceptance probability ρmHMC = min 1,
4: Accept X j n,n = X * with probability ρmHMC otherwise set X 
12:
Compute The proposed SMCMC algorithms, that we will utilize in the examples, use either an HMC Kernel (Algo.
4) or Manifold HMC kernel (Algo. 6) and each choice will be named respectively by SHMC, SmHMC.
C. Choice of the tensor metric G(·)
As suggested in [39] and [41] , a natural choice for this metric is to take into account the local structure of the target distribution by using information from its hessian, i.e.
where ∆ xn xn := ∇ xn ∇ T xn is the second derivative operator. If the target distribution is non-Gaussian, the negative Hessian will be state dependent and its use within either mMALA or mHMC kernel will allow the algorithm to take into account the local curvature of the target distribution. However, one major issue with this choice results from the fact that unless the target distribution is log-concave, this negative Hessian will not be globally positive-definite. To overcome this limitation, authors in [46] propose to use a technique, named SoftAbs, based on a smooth absolute transformation of the eigenvalues that maps this negative Hessian metric into a positive-definite matrix in a way that the derivative of this transformed metric (required in both the SmMALA and SmHMC) is still computable.
An alternative strategy, used in [39] , consists in choosing G(x n ) as a Fisher metric. In our context of filtering, this metric will be defined as:
which corresponds to the expectation over the data of the metric defined previously in Eq. (41) . If such expectation is analytically tractable, this metric is guaranteed to be positive-definite as long as the prior is log concave and therefore will constitute a suitable metric for both SmHMC and SmMALA. However, if the prior distribution is not log-concave (as in the problem we propose to tackle in Section V-B), one can use the SoftAbs technique of [46] described before to render this metric positive-definite. Nevertheless, in this paper, we propose a simpler alternative which consists in approximating (just for the computation of this metric) the prior distribution with a multivariate normal distribution:
where Σ n = Var fn X n |X j n,n−1 is the covariance matrix of X n |X j n,n−1 from the true prior distribution. By using such a strategy, the derivative of G(x n ) required in both SmMALA and SmHMC will depend only on the derivative of the first term, i.e.
As a consequence, this proposed metric does not require any additional parameters to be tuned and is clearly less computationally demanding than the SoftAbs.
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In this section, we study the empirical performance of the proposed sequential Langevin and Hamiltonian based MCMC algorithms in a challenging high-dimensional problem. In particular, we address the estimation of a complex physical phenomena from a collection of noisy measurements obtained by a large network of spatially distributed sensors. Such sensor networks have attracted considerable attention due to the large number of applications, such as environmental monitoring [47] , [48] , weather forecasts [49] , surveillance [50] , health care [51] , ... These sensors typically monitor a spatial time-varying physical phenomenon containing some desired attributes (e.g pressure, temperature, concentrations of substance, sound intensity, radiation levels, pollution concentrations, seismic activity etc.) and regularly communicate their observations to a Fusion Center. This fusion center collects these observations and fuses them in order to reconstruct the signal of interest at the current time, based on which effective actions can be made. As a consequence, it is of great interest to study how accurately these Monte-Carlo algorithms are able to track the time evolution of such a high-dimensional physical field.
More specifically, in this section, we consider a time-varying spatially dependent continuous process defined over a 2-dimensional space which is observed sequentially in time by d sensors deployed over a 2-D monitoring region. Each sensor therefore collects, independently of each other, at time n some noisy information about the phenomenon of interest at its specific location, i.e. ∀k = 1, . . . , d:
The physical location of all sensors, denoted by S k ∈ R 2 with k = {1, . . . , d}, is assumed to be known by the fusion center. Therefore, the objective is to estimate at time n, the value of the physical phenomenon x n ∈ R d at these d different sensor locations given their measurements from time 1 to n (i.e. y 1 , . . . , y n ).
In this paper, in order to model the spatial and temporal dependence of the physical process of interest, we consider the following multivariate Generalized Hyperbolic (GH) distribution [52] as prior distribution:
where Q(x n ) = (x n − µ n ) T Σ −1 (x n − µ n ) and µ n = αx n−1 ∈ R d is the location parameter with α ∈ R.
K λ denotes the modified Bessel function of the second kind of order λ. The parameters λ, χ and ψ are scalar values that determine the shape of the distribution. Σ ∈ R d×d is the dispersion matrix and the vector γ ∈ R d is the skewness parameter. This multivariate generalized hyperbolic family is extremely flexible and has received, until now, a lot of attention more in the financial-modeling literature [53] . Indeed, this distribution allows to take into account heavy-tailed and asymmetric data, which could be very beneficial in April 23, 2015 DRAFT modeling some physical process with extremal behavior. Moreover as illustrated in Fig. 2 , this distribution contains many special cases known by alternative names: normal, normal inverse Gaussian, skewed-t, etc... [52] In our simulation, the dispersion matrix of this multivariate GH distribution is a positive definite matrix and is defined such that the degree of the spatial dependence in the process increases with the decrease of the separation between two locations, i.e.
[
with || · || 2 the L2-norm and δ ij the Kronecker symbol.
In the following examples, the proposed sequential Langevin and Hamiltonian based MCMC algorithms will be compared to the standard SIR algorithm, the block SIR [6] (with a block size of 4) as well as the SMCMC with a composite MH kernel described in Algorithm 3 with (conditional) prior distributions as proposals which will be denoted by SMCMC-Prior. The refinement step of the state at the current time, x n , is also performed with a random partitioning of size 4. As already observed in a static problem in which the state of interest is high-dimensional and highly correlated, the SMALA was unable to perform wellsee details in [54] . N LF = 20 steps have been used in the classical Leapfrog integrator in Algo. 5 (and N LF = 10 and N F P = 2 for its generalized version in Algo. 7). Finally, as suggested in [39] , the stepsize ǫ was tuned such that the acceptance ratio was between 40% − 70% (and 70% − 90%) for the sequential Langevin (Hamiltonian) based MCMC. These values are based on some theoretical analysis on the optimal acceptance rate -see [55] . Some adaptive procedures such as [56] , [57] can also be used.
All the algorithms were implemented in the interpreted language Matlab 1 and simulations were run on a single Intel Core i7 2.6GHz with 16GB of memory.
A. Example 1: Dynamic Gaussian Process with Gaussian likelihood
In this first example, we consider the simplest special case of the GH family, the multivariate normal distribution. Moreover, we consider that each sensor measures the physical process of interest with some Gaussian random noise, thus leading to the following HMM:
with Σ y = σ 2 y I d×d . For the experiments, we fix the model parameters as α = 0.9, σ 2 y = 2 and (α 0 = 3, α 1 = 0.01,β = 20) for constructing the dispersion matrix in Eq. (47) . Moreover, the sensors are uniformly deployed on the grid {1, . . . , d} × {1, . . . , d}. Such a model is interesting for the understanding and the study of approximation methods since the posterior distribution can be derived analytically via the use of the Kalman filter [1] . Moreover for this model, the SMCMC algorithm with the optimal independent MH kernel (equivalent to the fully adapted Auxiliary particle filter) described in Section III-B1 can be used as a benchmark since all the different distributions required for its implementation can be derived analytically. For the proposed SmMALA and SmHMC, we use a metric derived from Eq. (42), i.e.
with Σ y = σ 2 y I d×d . Since this metric does not depend on the state, the Simplified SmMALA is equivalent to the SmMALA (since the drift of the SmMALA is zero). Moreover, for the same reason, the Hamiltonian dynamics on manifold expressed in Eq. (38) is separable as F (q, x) = F (q) does not depend on the state.
As a consequence, the classical Leapfrog integrator can be used for the SmHMC. to the SMCMC-Optimal as only prior information is used to sample the particles. Compared to the SIR, the block SIR (with blocks of dimension 4) clearly allows to decrease the variance of the estimator but at the expense of an increase of the bias. Indeed, this effect is due to the approximation of the posterior as a product of marginals on each block and is well known for this technique [6] , [7] , [11] . More importantly, unlike all the other methods (SIR and SMCMC-based ones), this bias will never tend asymptotically (with the number of samples N ) to zero as long as the block size is less than the dimension of the state. Finally, we can see that the proposed SmHMC algorithm clearly outperforms both the SIR and the Block SIR by providing an estimator of the posterior mean with a small bias and variance, close to the SMCMC-Optimal. It should be noted that the SmMALA gives results similar to the one of the SmHMC.
In Fig. 4 explodes exponentially with the dimension of the state to infer, see discussions in [5] , [22] . As a consequence, the computational time grows exponentially for the SIR and we can see that in order to reach similar MSE performances the computational time of the SIRis significantly higher than the one of the proposed SmMALA and SmHMC, especially as d becomes large. The SmHMC is slightly more computationally demanding than the SmMALA, due to the use of the Leapfrop integrator with N LF steps. Let us finally remark than since the Block SIR introduces some bias, so that the estimates given by this algorithm do not converge to the exact filter distributions as the number of particles N goes to infinity, it was not possible with this Block SIR to reach the MSE performances obtained with the proposed SmHMC.
In Table I , we compare the relative efficiency of these different methods by calculating the effective sample 
where N is the number of posterior samples (after the Burn-in period) and k γ(k) is the sum of the K monotone sample autocorrelations as estimated by the initial monotone sequence estimator of [58] . 
B. Example 2: Dynamic Skewed-t process with count observations
In this second example, we consider an high-dimensional non-linear and non-Gaussian state-space model in which each sensor collects count data, so that the likelihood is defined as Since in this scenario the prior is non-log concave, we use the proposed metric based on a Gaussian approximation of the prior, defined in Eq. (44), which is given as consequence by:
G(x n ) = Λ(x n ) + Σ −1 (52) where Λ(x n ) is a diagonal matrix with elements [Λ(x n )] k = m 1 m 2 2 exp(m 2 x n (k)). Moreover, from the property of the multivariate GH skewed-t distribution, its covariance is given by [52] We compare in Table III the ESS of the different Sequential MCMC methods. Unlike in the previous example, the computational time of both the SmMALA and the SmHMC is larger since the derivative of the metric has to be computed at each iteration of the MCMC. On the one hand, the SmMALA obtains slightly better ESS than its simplified version since proposed steps across the manifold will have greater error by not fully taking into account changes in curvature (with the drift term). The ESS normalized by time however is much better for the Simplified SmMALA, as the computational complexity is far less. On the second hand, the SmHMC clearly gives the best ESS and illustrates that this technique is very efficient to sample from this challenging posterior distribution. Despite its higher computation time, the ESS normalized by time is also better for this SmHMC when d = 400. Finally, Fig. 6 shows the estimated posterior mean and variance of the state at few time steps for the different sequential techniques. All the proposed SMCMC-based approaches are clearly able to reconstruct the signal of interest from the data. Unlike the Block SIR which fails completely to estimate the posterior variance (owing to the product approximation of the posterior that is the basis of this technique), the proposed techniques provide reasonable and satisfactory estimation of this posterior variance. Indeed, we expect that there is more uncertainty in the estimate where there is less data. Owing to its capacity to explore the space which has been demonstrated empirically with its ESS, the SmHMC seems to give a more robust estimation of both posterior mean and variance value across space and time. 
