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We provide a general formula, based on stochastic thermodynamics, that describes the flow of information
between an arbitrary number of coupled complex-valued Langevin equations. This permits to describe the
transfer of information in complex networks of oscillators out of thermal equilibrium, that can model a multi-
tude of physical, biological and man made systems. The information flow contains an incoherent component
proportional to the amplitude difference and a coherent one proportional to the phase difference between the
oscillators, which depends on their synchronisation. We illustrate the theory by simulating the dynamics of a
spin-Seebeck diode, described by two coupled oscillators, that can rectify the flow of information, energy and
spin. Remarkably, the system can operate in a regime where the synchronisation is broken and there is a flow of
incoherent information without net transfer of energy.
PACS numbers:
Every complex physical system produces and transfers in-
formation among its subparts. A precise definition of informa-
tion transfer, called transfer entropy [1] was formulated in the
early 2000 and has been fundamental in quantifying the sta-
tistical coherence and the mutual influence of systems evolv-
ing in time. Although very useful and successful in several
research fields, including among others neuroscience [2], fi-
nancial time series analysis [3] and complex networks of os-
cillators [4], this quantity is essentially a black box that pro-
vides no information on the physical process that generates
it. In addition, one needs to know the probability distribution
associated to the dynamical process to calculate the transfer
entropy, a quantity can be difficult and computationally costly
to obtain from the trajectory of a dynamical system.
In dissipative systems out of thermal equilibrium, described
by master and Langevin equations, the notion of information
flow has been formulated by several authors using the formal-
ism of Stochastic Thermodynamics (ST) [5–7], and plays a
pivotal role in the foundations of the thermodynamics of small
systems [8]. The ST formulation of information flow has al-
lowed to relate the transfer of information to the mathemati-
cal structure of the stochastic processes that generate it and to
derive fluctuation theorems associated to these processes [9].
However, the research performed so far based on ST concern-
ing coupled Langevin equations focuses mainly on specific
examples with only two coupled systems [6, 10]. A more gen-
eral approach for multipartite systems, developed by Horowitz
[11] also requires the knowledge of the off-equilibrium proba-
bility distribution and a different route, explored by Liang and
Kleeman [12] suffers from similar limitations.
In this Letter, we use the ST formalism to derive a sim-
ple and general formula for the information flow between an
arbitrary number of coupled systems described by complex-
valued Langevin equations. This permits to capture in full
generality the dynamics of complex networks of nonlinear os-
cillators, which find application in a multitude of physical, bi-
ological and technological systems. Moreover, those systems
can be driven by two thermodynamical forces, notably the
difference of temperature and chemical potential, and there-
fore exhibit a rich dynamics with transport of coupled energy
and particle currents [13, 14]. Our route is grounded on pre-
vious research on ST both by the present and other authors
[6, 11, 15–17]. Here, a simple algebraic passage allows one to
obtain the information flow from the average of a stochastic
trajectory, without the need to know the underlying probabil-
ity distribution explicitly.
We find in particular that the information flow splits into
two components, an incoherent component that depends only
on the difference between the amplitudes of the oscillators and
a coherent one that depends on their phase differences and
synchronisation. The exchange of information due to phase
synchronisation has been described in various oscillators’ net-
works [4, 18] and neural circuits [19], and our model provides
a theoretical ground for these observations.
By means of simple numerical simulations of two coupled
equations, that are usually adopted to model spin transfer nano
oscillators (STNOs) [20], we show that the information flow
can be rectified in a way similar to the energy and spin-wave
flows in the spin-Seebeck diode [21, 22]. Moreover, the sys-
tem can operate in a regime were there is transfer of incoher-
ent information without synchronisation, and thus with no net
transfer of energy or spin current.
We start by considering two coupled systems, described by
the following complex-valued Langevin equations
ψ˙1 = F1 +G12 +
√
D1ξ1
ψ˙2 = F2 +G21 +
√
D2ξ2 (1)
where Fi is the force acting separately on each system, Gi j,
i, j = 1, 2 is the (possibly asymmetric) coupling between them
and ξi is a complex Gaussian random variable with zero aver-
age and correlation
〈
ξi(t)ξ∗j (t
′)
〉
= δi jδ(t − t′). From hereon
the ∗ indicates complex conjugation. The diffusion constant
Di = αiTi accounts for the strength of the fluctuations and is
equal to the product of the damping coefficient αi and temper-
ature Ti.
Both Fi and Gi j can be arbitrary functions of the ψs, the
only assumption we made is that they contain a term propor-
tional to αiψi, so that they satisfy a fluctuation-dissipation the-
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2orem and they can reach thermal equilibrium with their baths
when the temperatures and chemical potentials are the same.
Note that the complex variables ψi(t) =
√
pi(t)eiφi(t) can be
written in terms of the powers pi and phases φi, i = 1, 2, so
that each one of Eqs.(1) becomes two coupled equations for
the evolution of phase and amplitudes [13, 14, 22].
When the coupling is zero, the two systems do not interact,
and their joint probability density function P12 ≡ P(ψ1, ψ2)
factorises into the product of the two independent probabili-
ties, P12 = P1P2 ≡ P(ψ1)P(ψ2). Each probability evolves sep-
arately according to the following Fokker-Planck (FP) equa-
tion [16, 17]:
P˙i = −∂i(FiPi) − ∂∗i (F∗i Pi) + 2∂i∂∗i Pi. (2)
Here ∂i ≡ ∂dψi are the Wirtinger derivatives, with ψi = xi + iyi,
∂
∂ψi
= 12
(
∂
∂xi
− i ∂
∂yi
)
and ∂∗i the complex conjugate.
On the other hand, where the two equations are coupled, the
probability P12 ≡ P(ψ1, ψ2) does not factorise and satisfies the
following FP equation:
P˙12 = −∂1[(F1 +G12)P12] − ∂∗1[(F∗1 +G∗12)P12]
− ∂2[(F2 +G21)P12] − ∂∗2[(F∗2 +G∗21)P21]
+ 2∂1∂∗1P12 + 2∂2∂
∗
2P12. (3)
At this point it is convenient to introduce the probability cur-
rents
Ji = FiPi − Di∂∗i Pi (4)
J int1 = (F1 +G12)P12 − D1∂∗1P12 (5)
respectively for the two disjoint and interacting systems. Note
that the currentJ int2 is obtained fromJ int1 by simply swapping
the indexes 1 and 2.
In terms of the probability currents, the two FP equations
assume the form of continuity equations [15–17], respectively
P˙i = −2Re [∂iJi] ,
P˙12 = −2Re
[
∂1J int1 + ∂2J int2
]
. (6)
To calculate the information flow between the two systems,
we start from the definition of mutual information
M =
∫
P12ln
P12
P1P2
dx, (7)
where dx =
(
i
2
)2 ∏
i=1,2 dψi ∧ dψ∗i is the phase space volume
element, and calculate its time derivative:
M˙ = d
dt
∫
P12ln
P12
P1P2
dx
=
d
dt
∫
P12 ln P12dx − ddt
∫
P12 ln P1P2dx. (8)
Upon discarding boundary terms as in Refs.[16, 17], a
straightforward calculation shows that M˙ = I1 + I2 + I3 is
the sum of the following three integrals: I1 =
∫
P˙12 ln P12dx,
I2 = −
∫
P˙12 ln P1P2dx and I3 = −
∫
P12
(
P˙1
P1
+ P˙2P2
)
dx.
We see here immediately thatI3 is a constant term that does
not change upon swapping the indexes 1 and 2. Thus, it does
not provide any information about the asymmetric net transfer
of information and can be discarded.
We proceed now as in Refs.[15, 16], by substituting
(P˙12, P˙1, P˙2) with the FP equation Eq.(6). This gives I1 =
−2Re ∫ (∂1J int1 + ∂2J int2 ) ln P12dx and I2 = −2Re ∫ (∂1J int1 +
∂2J int2 ) ln P1P2dx. At this point we integrate by part and we
use the relation, taken from Eqs.(4) and (6),
∂i ln Pi ≡ ∂iPiPi =
1
Di
(
F∗i −
J∗i
Pi
)
(9)
∂i ln P12 ≡ ∂iP12P12 =
1
Di
F∗i +G∗i j − J int∗iP12
 (10)
for i = 1, 2. Inserting this into I1 and I2 gives:
M˙ = 2Re
∫ (
J int1 G∗12 +J int2 G∗21
)
dx
+ 2Re
∫ J int1 J∗1P1α1T1 + J
int
2 J∗2
P2α2T2
+
∣∣∣J1∣∣∣2
P1α1T1
+
∣∣∣J2∣∣∣2
P2α2T2
 dx,
(11)
where we have discarded the constant term I3. We can see
here that those integrals have respectively the same struc-
ture as the entropy flow and entropy production derived in
Refs.[15–17]. In off-equilibrium steady states the quantity M˙
vanishes, thus the information flow is equal to minus the in-
formation production, up to the constant term. Therefore, in
analogy with Refs.[15–17], we identify the information flow,
i.e. the rate at which information is transferred between the
two systems, with the first integrals of Eq.(11). The two terms
of this first integral account respectively for the transfer of in-
formation from system 1 to system 2 and backwards, and we
denote them by T12 and T21 correspondingly. Thus, the total
information flowT = T12+T21 is symmetrical upon exchange
of the indexes 1 and 2 as it should, while the partial flows Ti j,
i, j = 1, 2 are the relevant observables that account for the
directional propagation of information.
In order to obtain Ti j, we insert the expressions of probabil-
ity currents Eq.(6), integrate by parts and substitute the inte-
grals over P12 in Eq.(11) with ensemble averages. a straight-
forward calculation, similar to the one performed in Refs.[15–
17] gives the following:
Ti j = 〈|Gi j|
2〉
αiTi
+ 2Re
〈FiG∗i j〉
αiTi
+ 2Re〈∂iGi j〉. (12)
Here one can see that the first term depends only on the square
modulus of the coupling between the equations, while the sec-
ond term contains the product of local forces and couplings.
The last term comes from the products between the quantity
∂iP12 and Gi j. It describes the direct effect of the bath and is
3obtained by applying the Stratonovich prescription for ensem-
ble averaging, see Refs.[15, 16] for a thorough discussion.
At this point we can extend the previous calculations to the
multivariate case. In particular, we consider a system of cou-
pled stochastic differential equations
ψ˙i = Fi +Gi(X) +
√
αiTiξi, (13)
for i = 1, ...N. As in the previous case, Fi is the local force,
while Gi(X) models the coupling between the equations. Here
we denote Ψ = {ψ1, ..., ψn} the ensemble of all the dynami-
cal variables, X ⊂ Ψ an arbitrary subset of Ψ and |X| is the
number of element in X. This permits to encode concisely all
types of coupling between the equations, and not just a binary
coupling. For example, a term like G1(X), with X = {ψ2, ψ3}
describe the coupling of equation 1 with equations 2 and 3.
The FP equation associated Eq.(13) reads
P˙X =
|X|∑
i=1
{−∂i[(Fi +Gi(X))PX] − ∂i[(F∗i +G∗i (X))PX]
+ 2αiTi∂i∂∗i PX}, (14)
where PX refers to the probability distribution restricted to the
subset X and we denote by PΨ the probability distribution
for all the coupled equations. Using a similar notation, the
previous FP equation reads, in terms of probability currents,
P˙x = −2Re ∑|X|i=1 ∂iJXi , with JXi = Fi + Gi(X)PX − Di∂∗i PX ,
an expression which generalises in a straightforward way
Eqs.(6).
To generalise to the multivariate case, we adopt the
definition of mutual information for the ensemble Ψ ={
ψ1, ψ2, ...ψN
}
developed by Fano [23] and reformulated by
Han [24]. A synthetic but comprehensive review on the sub-
ject can be found in Ref.[25]:
MN ≡ M(ψ1, ..., ψN) =
N∑
i=1
(−1)i−1
∑
X,|X|=i
S(X), (15)
where S(X) = ∫ PX ln PXdx is the information entropy of
subset X and the phase space volume element here reads
dx =
(
i
2
)|X|∏|X|
i=1 dψi ∧ dψ∗i . Expanding out Eq.(15) gives
MN = S(ψ1) + S(ψ2) + ... + S(ψN) − S(ψ1, ψ2) − S(ψ1, ψ3) −
... + ...(−1)N−1S(ψ1, ..., ψN), which contains all possible com-
binations of the ψs. We now calculate the time derivative
of each term of the total information entropy. Precisely as
Eqs.(8) and (11), each member of the expansion contains the
three terms: information flow, information production and a
constant. Thus, the information flow reads:
T =
N∑
k=1
(−1)k−1
∑
X,|X|=k
|X|∑
i=1
2Re
∫
JXi G∗i (X)dx (16)
where the partial flow that accounts for the transfer between
oscillator i and the oscillators of subset X read simply TiX =
2Re
∫ JXi G∗i (X)dx. Upon substituting the explicit expressions
for the currents JXi and ensemble-averaging leads to the fol-
lowing expression:
TiX = 〈|Gi(X)|
2〉X
αiTi
+ 2Re
〈FiG∗i (X)〉X
αiTi
+ 2Re〈∂iGi(X)〉X (17)
where the average of a function f on the subset X is defined
as
〈
f
〉
X =
∫
f PXdx. One can see that this is a straightforward
extension of the two systems case described in Eq.(12).
As a simple example of information transfer, we consider
here the dynamics of two coupled nonlinear oscillators, a
model which implements the simplest possible realisation of
the discrete nonlinear Schro¨dinger equation (DNLS) [14] and
has been applied to a variety of physical systems, includ-
ing coupled spin transfer nano oscillators [20] and the spin-
Seebeck diode [21, 22]:
ψ˙1 = (i − α1)(ω1ψ1 + Aψ2) + µ1ψ1 +
√
α1T1ξ1,
ψ˙2 = (i − α2)(ω2ψ2 + Aψ1) + µ2ψ2 +
√
α2T2ξ2, (18)
with ψi(t) =
√
p1(t)eφi(t) , i = 1, 2. The nonlinear frequen-
cies and damping are respectively ωi(pi) = ω0i (1 + qpi) and
αi(pi) = α0iωi. Here q is the nonlinearity coefficient and
(ω0i , α
0
i ,Ti) are respectively the linear frequency, damping and
temperature of the bath. Note that in STNOs the frequency is
proportional to the external magnetic field applied on the sam-
ple, and can be easily be controlled. For brevity in the follow-
ing we will not write explicitly the dependence on the powers
pi. The chemical potential µi is a control parameter that acts
as a gain that opposes to the damping. In STNOs it corre-
sponds to the intensity of spin transfer torque, proportional
to the injected electrical current, that excites the dynamics of
the magnetisation. Note that we consider a dissipative cou-
pling (i − αi)A, with A a real number modelling the strength
of the coupling. This ensures that the system reaches ther-
mal equilibrium when temperatures and chemical potentials
are the same, as it has been discussed in Refs.[14, 26].
At this point we insert Eqs.(18) into the definition of in-
formation flow Eq.(12). By noting that the local forces read
Fi = (i−αi)ωiψi + µiψi and the coupling Gi j = (i−αi)Aψ j for
i, j = 1, 2, we obtain:
T12 =
1 + α21
α1T1
A2
〈
p2
〉
+
2
α1T1
Re
〈
[iω1 − (α1 − µ1)](i − α1)Aψ1ψ∗2
〉
,
(19)
We remark that the last term of Eqs.(12) and (17), proportional
to ∂iGi j, is zero in the case considered here of linearly cou-
pled oscillators. The first and second term of Eq.(19) are the
incoherent and coherent component, to which we shall refer
respectively as T I12 and TC12. As discussed before, the incoher-
ent component accounts for the transfer of information due to
the powers, while the coherent component is proportional to
the phase difference ∆φ = φ1 − φ2 between the oscillators and
4therefore depends on their phase synchronisation. This can be
seen by writing the coherent component in terms of the phases
and powers as TC12 =
〈
A(p1, p2) sin ∆φ − B(p1, p2) cos ∆φ〉,
with A(p1, p2) =
[
2(1+α2)ω1
α1T1
+ 2µ1
]
A
√
p1p2
T1
and B(p1, p2) =
2µ1
α1T1
A
√
p1p2. We note however that the incoherent compo-
nent is not completely independent on the phases, since the
equations for phase and powers are coupled. It means simply
that it can be nonzero even in the absence of phase synchroni-
sation, when the powers are different.
The relevant observables of the coupled oscillators out of
equilibrium are the differences of incoherent and coherent in-
formation flows ΦI/C = T I/C12 − T I/C21 , which account for the
net transfer of information between the oscillators. Other im-
portant observables are the particle and energy currents, re-
spectively jp = 2Im
〈
Aψ1ψ∗2
〉
and jE = 2Re
〈
Aψ1ψ˙2
∗〉, which
accounts for the transfer of the powers pi and energy between
the oscillators. The derivation of those current is done by cal-
culating the time derivative of the powers pi and of the Hamil-
tonian of the system, and has been performed in great details
in Refs. [14, 21, 22], to which we refer for a thorough dis-
cussion. Under the condition considered here, jp and jE have
the same profile and similar behaviour up to a scaling factor
proportional to the frequency of the oscillators [22]. Thus, for
brevity here we report only the analysis of jp. We remark that
in spin systems the latter corresponds to the spin wave current
that describes the net transport of the magnetisation between
neighbouring macrospins [22] and as with ΦC , it is a coher-
ent quantity proportional to the sine of the phase difference
between the oscillators [21, 22].
To better illustrate the information transfer in different off-
equilibrium situations, we turn now tu numerical simulations.
Eqs.(18) where integrated by means of a fourth order Runge-
Kutta method, with an integration time step dt = 0.05, cou-
pling A = 0.01, linear damping coefficient α01 = α
0
2 = 0.01,
linear frequencies ω01 = 1 and ω
0
2 = 2 and nonlinearity coeffi-
cient q = 2.
At first, we study the effect of chemical potential differ-
ences by considering the same temperatures T1 = T2 = 0.1
model units. Starting from the condition of thermal equilib-
rium with µ1 = µ2 = 0.01, we increase separately µ1 and µ2
and calculate the observables as a function of ∆µ = µ1 − µ2.
The equations where evolved for 5×105 time steps, averaging
the observables over the last 3.5 × 105 time steps, where the
system is in a steady state. We remark that the setup described
here behaves as a spin-Seebeck diode [21, 22]: since the fre-
quencies are nonlinear and depend on the powers, changing
µi, i = 1, 2 allows one to control the phase synchronisation be-
tween the oscillators, moving from a desynchronised regime
with where ΦC and jp are close to zero to a synchronised
regime where those two observable strongly increase with ∆µ.
In fact, in the desynchronised regime the phases φ1 and φ2 of
the two oscillators are not locked and evolve independently in
time, so that the quantity ∆φ = φ2 − φ1 is not constant and the
terms containing sin ∆φ and cos ∆φ oscillate around zero and
vanish in average. This means that the current moves back and
forth between the oscillators, and there is no net transport. On
the other hand, in the phase-locked regime ∆φ approaches a
Figure 1: Panels a) and b) show the incoherent and coherent compo-
nent of the information transfer. While ΦI changes sign and increases
in magnitude with ∆µ, ΦC increases with ∆µ > 0 and remains close
to zero with ∆µ < 0, showing a strong rectification effect. c) The
particle current jp also displays a rectification effect, with its profile
similar to that of ΦC .
constant value and the current is not zero in average.
This behaviour can be seen in Fig.1, where the panels a)
and b) show respectively ΦI and ΦC . One can see that the
incoherent component, with depends only on the difference
in amplitudes of the two oscillators, always increases in am-
plitude with ∆µ. On the other hand, the coherent component
displays a strong rectification effect, being close to zero when
∆µ < 0 and increasing strongly when ∆µ > 0. Panel c) shows
the behaviour of the particle current jp, which being a quan-
tity that depends on the phase synchronisation also displays a
strong rectification effect.
Next, we consider the effect of temperature difference ∆T =
T2 − T1 on the information and particle flows. To this end,
we integrate the two oscillators Eqs.(18) by considering the
same parameters as before, except for µ1 = µ2 = 0 and the
two temperatures that are different. In particular, we consider
the system at thermal equilibrium with T1 = T2 = 1 model
units, and we increase separately T1 and T2, averaging the
flows over 3× 107 time steps. The observables are reported in
Fig.2, where one can see that all the currents display a strong
rectification effect.
Thus, our simulation show two remarkable aspect of infor-
mation transfer out of thermal equilibrium: at first, the infor-
mation flow can be rectified. Then, under certain conditions it
is possible to transfer incoherent information without transfer-
ring energy. In this respect, the behaviour of the information
flow is quite different and more complex than the behaviour
of the other currents. In the Spin-Seebeck diode, ∆µ and ∆T
have similar effects in rectifying jp and jE , however this is not
the case for ΦI .
In summary, we have derived a simple and general analyti-
cal expression to calculate the flow of information between an
arbitrary number of coupled physical systems out of thermal
5Figure 2: Panels a) and b) show the incoherent and coherent compo-
nent of the information transfer, which both are close to zero when
∆T < 0 and increase with ∆T > 0. Together with the the particle
current jp shown in panel c), they display a strong rectification effect
equilibrium. At variance with the transfer entropy formalism,
our formulation shows the physical origin and che characteris-
tic of the information transfer, which depends on local forces
and coupling between the equations, and in coupled oscilla-
tors contains both coherent and incoherent components.
The formulation presented here is very general and has ap-
plications in several areas of Physics and technology. Os-
cillator networks models permit study the flow and stor-
age of information in a variety of physical systems, such as
nano-phononics [27, 28], STNOs and spin-Josephson devices
[20, 29]. Other systems such as photonics waveguides, pho-
tosynthetic reactions, Bose-Einstein condensate [30], chaotic
and chimera states in coupled oscillators [31] and electrical
power grids can be investigated. More exotic situations such
as discrete breathers and negative temperature states [32],
dephasing-assisted spin transport [33] and anomalous heat
transport in oscillator chains [34] involve information produc-
tion and sharing and can be succesfully studied with our for-
malism. Recently STNOs and coupled oscillators have been
used to perform neuromorphic computing [17, 35], and our
formalism allows to establish the amount of information that
can be processed in such devices. Finally, we remark that os-
cillator networks described by the DNLS present U(1) gauge
invariance, and our formalism allows to establish a connection
between information transport and lattice gauge theories [36].
Several of these arguments will be studied in forthcoming pa-
pers. We wish to thank Dr. S. Iubini for useful comments and
for reviewing the manuscript.
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