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ABSTRACT
This study aims to evaluate the performance of the Long Short Term Memory (LSTM) 
model for flood forecasting. Seven water level data sets provided by the Department of 
Irrigation and Drainage (DID) for Sungai Bedup, Serian, Kuching, Sarawak, Malaysia are used 
for evaluating the performances of this algorithm. Distinctive network was trained and tested 
using daily data obtained from the DID Department in Kuching with the year range from 2014 
to 2017. The performances of the algorithm were evaluated based on (Training Error, Testing 
Error, Loss, Accuracy, Validate Loss and Validate Accuracy, respectively) and compared with 
the Backpropagation neural network (BP). Among the seven data sets, Sungai Bedup showed 
a small testing rate which is (0.08), followed by Bukit Matuh (0.11), Sungai Teb (0.14), Sungai 
Merang (0.15), Sungai Meringgu (0.12), Semuja Nonok (0.14) and lastly is Sungai Busit (0.13). 
The performance of the developed model is evaluated by comparing them with BP model. 
Results from this study evidently proved that LSTM models is reliable to forecasting flood 
with the lowest testing error rate which is (0.08) and highest validate accuracy (92.61% ) 
compared to Bp with the testing error rate (0.711) and validate accuracy (85.00%). Discussion 
is provided to prove the effectiveness of the model in forecasting flood problems.
ii
ABSTRAK
Kajian mi dijalankan untuk menilai prestasi modal Long Short TermMemory (LSTM) 
untuk ramalan banjir. Tujuh set dataset telah disediakan oleh Jabatan Pengairan dan Saliran 
(JPS) untuk Sungai Bedup, Serian, Kuching, Sarawak, Malaysia dan akan digunakan untuk 
menilai prestasi algoritma tersebut. Rangkaian LSTM akan dilatih dan diuji dengan 
menggunakan data harian yang diperolehi dari Jabatan JPS di Kuching dengan julat tahun 2014 
hingga 2017. Keberkesanan algoritma akan dinilai dari aspek (Training Error, Testing Error, 
Loss, Accuracy, Validate Loss and Validate Accuracy) dan akan dibandingkan dengan model 
Backpropagation (BP). Di antara tujuh set data, Sungai Bedup menunjukkan kadar testing 
error rate yang terendah iaitu (0.08), diikuti oleh Bukit Matuh (0.11), Sungai Teb (0.14), 
Sungai Merang (0.15), Sungai Meringgu (0.12), dan Semuja Nonok (0.14 ) dan akhirnya adalah 
Sungai Busit (0.13). Prestasi modal LSTM akan dibandingkan dengan modal BP. Keputusan 
dari kajian ini telah membuktikan bahawa modal LSTM boleh digunakan untuk meramal banjir 
dengan kadar testing error rate terendah iaitu (0.08) dan accuracy pengesahan tertinggi iaitu 
(92.61 %) dibandingkan dengan modal BP yang memperoleh kadar testing error rate (0.711) 
dan pengesahan accuracy (85.00% ). Lanjutan perbincangan telah dinyatakan untuk 
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Flood is the most common natural disaster that occurs in Sarawak compared with other 
forms of natural disasters. Over the past decade, different kinds of modelling and data types 
emerged to forecast the flood events (Hapuarachchi et at., 2011). Excessive rainfall can cause 
flooding, especially in rural and urban areas, which may undergo demographic changes from 
time to time. According to Miller (2017), data from 50 years ago reveal that 41 % of all natural 
disasters are related to severe weather conditions or water event phenomenon such as flood. 
The historical record of the catchments is important to display the information and investigate 
the time series of flash floods occurring hourly (Archer et al., 2017). An early accurate 
prediction of the occurrences is considered to overcome and reduce the impacts of flood events, 
One of the previous methods selected to reduce the flood is by implementing the 
Artificial Neural Network (ANNs) to forecast the hourly water level. ANNs have been 
extensively used in different kinds of research, especially for forecasting purposes (Liu et al., 
2017; Lang et al., 2016; Yaseen et al., 2016; Aichouri et at., 2015; Elsafi, 2014; Luan et at., 
2010; Napolitano et al., 2010; Luan et al., 2010; Senthil et at., 2005; Dawson & Wilby, 2001). 
ANNs can minimise the forecasting error by implementing various algorithms in order to get 
the best algorithm that will yield the closest result with the actual values given, and it is a non- 
structural countermeasure (Hapuarachchi et al., 2011). 
An ANNs learns by tracking examples; with the specific training and learning process, 
it can process a set of given data. ANNs have been developed to resemble the human biological
1
neural network. However, the difference is that a human only processes certain information at 
certain times, but ANNs, which are developed with the same concept as human neurons can 
process thousands of pieces of information in a much shorter time (Maind & Wankar, 2014). 
Therefore, ANNs are widely used in research nowadays, especially for forecasting purposes, 
which can produce a more accurate output. 
Different principles have been used to forecasting floods, such as computer simulations 
based on the watershed demographic model, principle of hydrological and hydraulic 
components, and groundwater flow model (Moges et al., 2017; Sekulic, 2017; Gebreyohannes 
et al., 2017). However, some of the methods only can predict certain catchment or basin based 
on certain water-level value, but the target in this study is a larger basin with a big pool of 
historical flood data employed to predict an accurate output; the results will then be utilised to 
reduce the impacts of floods not only on the society but also on the environment. Other 
alternatives of early-warning sensors of floods had been developed, such as monitoring and 
modelling, river network on flood frequency, and flood foresight (Moy et al., 2017; Guesmi, 
2017; Ayalew & Krajewski, 2017; Rawat et al., 2017). 
Due to the benefits of Deep Learning (DL), this method has been applied in this research 
for forecasting flood. Sungai Bedup is the subject area of this study, which is located in the 
Serian Division, Sarawak, Malaysia. An overview for the flow of content of the Introduction 
chapter is shown in Figure 1.1.
2
1.1 Overview 
1.2 Problem Statement 
1.3 Research Question 
1.4 Research Aim 
1.5 Research Objective 
1.6 Research Scope 
1.7 Significance of Study 
1.8 Outline
Figure 1.1 An Overview for the Flow of Introduction 
1.2 Problem Statement
Climate changes from time to time. These climatic changes may affect the forecasting 
flood accuracy. Hitherto, there are very few research studies related to climate change 
pertaining to flood events (Wang et al., 2016). Among the various real issues that need to be 
explored include the effects of climate change, especially the issue with floods. The Sarawak 
government has constantly urged the drainage fraternity to cone up with a long-term solution 
to the perennial problems of floods (Bernama, 2016). Therefore, this study attempts to resolve 
the issue by employing the DL methods. 
There are a few well-known methods widely used for forecasting flood: Rainfall 
Runoff Modelling (RRM), Feed-Forward Network (FFN), Multi-Layer Perceptron (MLP), and
3
Radial Basic Function (RBF) (Kneis et al., 2017; Hailegeorgis & Alfredsen, 2017; Ayalew et 
al., 2017; Lee, et al., 2010; Senthil et al., 2005; Uhlenbrook et al., 1999). However, these 
methods have limitations in the applications; for example, the Multi-Layer Perceptron (MLP) 
fails to match the accuracy of the peak flow during validation. Meanwhile, the Radial Basic 
Function (RBF) is not suitable for short-term forecasting because it requires a longer training 
time to get an accurate output (Senthil et al., 2005). Few researches have been carried out in 
the field of forecasting, but recently the deep learning method seems to show superior results 
and has more advantages compare to ANNs. 
Over the past decades, ANNs has been utilised in the forecasting procedures but not 
much study has been conducted on using the method of DL. The Irrigation and Drainage 
Department (DID) has been recording the rainfalls and water levels in an effort to establish an 
early warning system of floods. The study of using DL to forecast floods in Sarawak is not 
widely explored, and not many methods have been selected for implementation to prevent the 
floods. More studies of the past data need to be carried out to produce a better solution. 
Therefore, the author of this proposal proposes to use the DL method to resolve the issue of 
floods; the objective can be accomplished by predicting the flood early and accurately. 
Among the various ANNs models, the DL method has been used to forecasting flood. 
The significance of using DL is that it can perform three different types of learning involving 
Neural Networks (NN): Supervised Learning (SL), Unsupervised Learning (UL), and 
Reinforcement Learning (RL) (Schmidhuber, 2015). Moreover, many researchers prefer to use 
the DL method because it can hold many hidden layers. The DL method can go into deeper 
layers when preprocessing the data in a large quantity. 
The advantage of applying DL is that it can deal with complex problems due to the 
feature of hierarchies and the concept of learning from experiences. Besides, DL can capture 
the composite relationship from the input, hidden layers, and output. Historical flood records
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contain non-linear datasets and complex issues; therefore DL is the best forecasting method for 
the flood (Liu et al., 2017; Saha et al., 2017; Chang & Tsai, 2017; Shi et al., 2017; Gamboa, 
2017; Borovykh et al., 2017; Li et al., 2016; Bai et al., 2016 ; Salman et al., 2015; Hossain et 
al., 2015; Schmidhuber, 2015; Solanki et al., 2015; Qiu et al., 2014; Langkvist et al., 2014).
1.3 Research Questions
The research questions of this study are listed below: 
1. How can the data of the flood be pre-processed? 
2. How can the Deep Learning (DL) method be applied? 
3. How effective is the Deep Learning (DL) method in classifying the flood?
1.4 Research Aim
The main aim of this study is to forecast the water level of Sungai Bedup, which is
located in Serian Division, Sarawak, Malaysia by using the DL method. 
1.5 Research Objectives 
In order to find the answer to the above question, the objectives of this study are 
identified as below:
1. To pre-process the flood data for Deep Learning method training 
2. To apply the Long Short Term Memory (LSTM) Algorithms for flood forecasting 
3. To analyse the effectiveness of the Long Short Term Memory (LSTM) Algorithms 
compared with the standards of other methods.
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1.6 Research Scope 
To accomplish to the above objective, the scope of this study is restricted to the 
following:
1. The purpose of this research is to formulate a procedure of flood forecasting. 
2. The area of study is Sungai Bedup Basin, which is located in Serian Division, 
Sarawak, Malaysia; the investigation is based on the flood data collected from DID. 
3. Two years of historical flood data sets (2014-2017) are collected from DID. 
4. The Deep Learning (DL) algorithms are applied for flood forecasting. 
5. The instrument used for flood forecasting is Python. 
6. The accuracy performance is evaluated by comparing with the standards of other 
methods.
1.7 Significance of Study
Different methods have been used to forecasting flood, such as Rainfall Runoff 
Modelling (RRM), Feed-Forward Network (FFN), Multi-Layer Perceptron (MLP), Radial 
Basic Function (RBF), and Recurrent Neural Network (RNN). However, there are limitations 
of applications in these methods. Therefore, this study aims to employ a new approach for 
forecasting the occurrence of floods in Sungai Bedup Basin, which is located in Serian Division, 
Sarawak, Malaysia. 
In addition, due to the lack of research on applying DL for flood forecasting in Sarawak, 
the author is motivated to give it a go and contribute to the body of knowledge in this area. The 
success of this research will expand the application and encourage the use of DL in flood 
forecasting and resolving related issues in Sarawak; the study outcomes will benefit tertiary 
students, researchers, and organisations involved in flood prevention. Therefore, this study will 
broaden the current knowledge of the Sarawak people pertaining to the DL method.
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1.8 Research Methodology Overview
This study consists of 4 phases: data set preparation, research design, implementation 
and Analysis. The data set were used as an input for the proposed method in research design 
and implementation of the process enhancement. The proposed algorithms LSTM was trained, 
tested and validated using predictive analysis. Figure 1.2 shows the research methodology of 
the study.
Phase 1: Data Set- Preparation
I 
Data Collection Data Pre-processing
I
Phase 2: Research Design
Loma Short Ierut Memory IISTNtl




Figure 1.2 Flow of research methodology phases
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1.9 Outline of the Chapters
This study contains of five chapters, including the introduction chapters. The content 
outline is arranged in this manner: Chapters 1 Introduction, Chapters 2 Literature Review, and 
Chapters 3 Research Methodology for the work, Chapters 4 present the proposed method used 
in this study and their algorithmic and result details. Finally, the last chapters will present the 
conclusion and future extensions of the study. Conclusion and recommendations for future 
research. 
Chapter 1 is the Introduction of the overall study which includes Problem Statement, 
Research Question, Research Aim, Research Objective, Research Scope, Significance of Study 
and a brief explanation of the outline of the following chapter. 
Chapter 2 is the Literature Review; it describes the Human Biological Neuron, Artificial 
Neural Network (ANNs), Deep Learning (DL), Long Short Term Memory (LSTM), and a 
comprehensive review of the literature will be shown in the form of a table. 
Chapter 3 is the Research Methodology. Four different phases are shown in Figure 1.2 , 
which summarise the flow of the Research Methodology. Phase 1 is the Data Set-Preparation; 
Phase 2 is the Research Design of the method proposed in the study; Phase 3 is the Research 
Implementation, which involves training and testing; Phase 4 is the Result Evaluation and 
Implementation, which uses the method of Predictive Analysis. 
Chapter 4 contains the Results and Discussions. A Python implementation of deep 
neural networks is used to conduct in this study. Discussions are based on the results shown. 
The implementation of the proposed algorithms is shown in Chapter 4 of this study. 
Chapter 5 is the Conclusion and Further Research; the conclusion provides an overview 
of the whole study. Recommendations for further research can be a useful guide to improve the 
studies in the future.
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