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Cuspidal modules for solenoidal Lie algebras
over rational quantum tori
Chengkang Xu∗
School of Mathematical Science, Shangrao Normal University, Shangrao, China
Abstract: In this paper we classify all irreducible cuspidal modules over a solenoidal Lie
algebra over a rational quantum torus, generalizing the results in [BF2, Su] and [Xu2].
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1 Introduction
The classification of irreducible Harish-Chandra modules for infinite dimensional Lie al-
gebras is a classical problem in the representation theory, and was solved for the Virasoro
algebra V ir[M] and its various generalizations, such as the twisted Heisenberg-Virasoro
algebra[LZ2], the gap-p Virasoro algebras V irp[Xu2], the Witt algebras Wd[BF1], the
higher rank Virasoro algebras(or solenoidal Lie algebras) Wµ[LZ1], and so on.
In order to achieve the classification result for Wd in [BF1], the authors applied a new
technique, called cover method. Using this cover method, they also classified all irreducible
cuspidal modules for Wµ in [BF2], which was originally done in [Su], but in a much more
computational way. Let A = C[x±11 , · · · , x
±1
d ] be the Laurent polynomial ring with d
variables, where d is a positive integer, and let G stand for Wd or Wµ. An AG-module is
defined to be a module over the Lie algebra G ⋉ A with an associative A-action. Then
the A-cover Mˆ of a G-module M is a particular AG-quotient of the module G ⊗M . Here
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A plays the role of a coordinate algebra. It turns out that Mˆ is cuspidal if M is, and M
becomes a G-quotient of Mˆ provided thatM is irreducible. This reduces the classification
of irreducible cuspidal G-modules to the classification of irreducible cuspidal AG-modules.
It is well known that irreducible cuspidal AWd-modules are the so-called modules of
tensor fields, originally constructed by Shen[S], Larsson[Lar], and further studied in [R].
While for Wµ, it was proved in [BF2] that cuspidal AWµ-modules with the support being
one coset of Zd in Cd are in a one-to-one correspondence to finite dimensional modules
over an subalgebra of DerC[x1, · · · , xd]. These finite dimensional modules must be one
dimensional if the corresponding AWµ-module is irreducible, which makes the irreducible
cuspidal AWµ-module has weight multiplicities no more than one.
In the present paper we use a modified cover method to classify all irreducible cuspidal
modules for a solenoidal Lie algebra g over a rational quantum torus CQ = C[t
±1
1 , · · · , t
±1
d ],
which is a subalgebra of the algebra Der(CQ) of derivations over CQ. The universal central
extension of g was computed in [Xu1]. When d = 1, the algebra g is exactly the gap-p
Virasoro algebra studied in [Xu2]. When constructing the cover for a cuspidal module M
for g, we choose the centre Z of CQ, instead of the whole CQ, as the coordinate algebra
and define the Zg-cover of M to be some Zg-quotient of the module g′R ⊗M , where g
′
R
is an ideal of g. This construction is a bit different with the Wµ or the Wd case.
We establish a one-to-one correspondence between cuspidal modules over the solenoidal
Lie algebra g with support lying in one coset of Zd in Cd and finite dimensional Γ-graded
modules over an subquotient algebra L of the Lie algebra DerC[x1, · · · , xd, t1, · · · , td],
where Γ is a finite group closely related to CQ. Through this correspondence we show
that any irreducible cuspidal Zg-module is isomorphic to the module of tensor fields
V(α, β,W ), for some α ∈ Cd, β ∈ C and finite dimensional Γ-graded irreducible glN -
module W , where N is the order of Γ. These modules V(α, β,W ) may have weight
multiplicities larger than one. The Lie algebra L has a quotient isomorphic to the direct
sum of glN and a solvable subalgebra of gld. This is how the seemingly peculiar algebra
glN comes into the picture. Furthermore, using the modified cover method we prove that
any irreducible cuspidal g-module is isomorphic to the unique irreducible subquotient of
some V(α, β,W ).
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Since the relation between the algebra g and Der(CQ) is similar to that between the
solenoidal Lie algebra Wµ and the Witt algebra Wd, we believe our result may play a
role in classification of irreducible Harish-Chandra Der(CQ)-modules. We mention that
in [LiuZ] irreducible cuspidal Der(CQ)-modules were classified, also using a cover method.
The paper is arranged as follows. In Section 2 we recall some results about the gap-p
Virasoro algebra V irp, the solenoidal Lie algebra Wµ, CQ and glN . In section 3 we give
the construction of modules of tensor fields V(α, β,W ) over g, and their irreducibility
criterion. Section 4 is devoted to finite dimensional Γ-graded L-modules. In Section 5 we
classify all irreducible cuspidal Zg-modules, and in the last section all irreducible cuspidal
g-modules are classified using the cover method.
Throughout this paper, C,Z,N,Z+ refer to the set of complex numbers, integers,
nonnegative integers and positive integers respectively. For a Lie algebra G, we denote
by U(G) the universal enveloping algebra of G. Let d ∈ Z+ and we fix a standard basis
ǫ1, · · · , ǫd for the space C
d. Denote by (· | ·) the inner product on Cd.
2 Notations and Preliminaries
For a Lie algebra, a weight module is called a Harish-Chandra module if all weight spaces
are finite dimensional, and called a cuspidal module if all weight spaces are uniformly
bounded. The support of a weight module is defined to be the set of all weights.
2.1 The gap-p Virasoro algebra V irp
Let p be a positive integer and C[x±1] denote the Laurent polynomial ring in one variable
x. The gap-p Virasoro algebra V irp is a Lie algebra with a basis
{xm+1
∂
∂x
, xs, Ci | m ∈ pZ, s /∈ pZ, 0 ≤ i ≤ p− 1},
and Lie brackets
[xm+1
∂
∂x
, xn+1
∂
∂x
] = (n−m)xm+n+1
∂
∂x
+ δm+n,0
1
12
(
(
m
p
)3 − (
m
p
)
)
C0;
[xm+1
∂
∂x
, xr] = rxm+r; [xr, xs] = δr+s,0rCr,
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where m,n ∈ pZ, r, s /∈ pZ and we use r to represent the residue of r by p.
We recall from [Xu2] the module of intermediate series over V irp. Let F = (Fi,j) be
a (p − 1) × p complex matrix, with index 1 ≤ i ≤ p − 1, 0 ≤ j ≤ p − 1, satisfying the
following three conditions
(I) 0 ∈ o(F ) = {j | Fi,j 6= 0 for some i};
(II) if Fi,j 6= 0 then Fs,i+j 6= 0 for some 1 ≤ s ≤ p− 1;
(III) Fr,i+sFs,i = Fs,i+rFr,i for any 0 ≤ i ≤ p− 1 and 1 ≤ r, s ≤ p− 1;
For any j ∈ o(F ) denote the space V(j) = spanC {vj+pk | k ∈ Z}. Let a, b ∈ C and define
the V irp-module structure on
⊕
j∈o(F ) V(j) by
xm+1
∂
∂x
vj+n = (a+ j + n+mb)vj+n+m;
xsvj+n = Fs,jvj+n+s; Civj+n = 0,
where m,n ∈ pZ, s /∈ pZ, j ∈ o(F ) and i = 0, 1, · · · , p − 1. We denote this module by
V (a, b, F ), and call it a module of intermediate series over V irp. Roughly speaking, the
module V (a, b, F ) is a sum of several modules of intermediate series over the subalgebra
spanC
{
xm+1 ∂
∂x
, C0 | m ∈ pZ
}
, which is isomorphic to the normal Virasoro algebra. Let
P = spanC {x
m | m ∈ pZ}. In [Xu2], it was proved that any irreducible cuspidal modules
over V irp ⋉ P with an associative P -action must be of the form V (a, b, F ).
2.2 The solenoidal Lie algebra Wµ
Let d ∈ Z+ and µ = (µ1, · · · , µd)
T ∈ Cd is called generic if µ1, · · · , µd are linearly inde-
pendent over the field of rational numbers. Let A = C[x±11 , · · · , x
±1
d ] be the Laurent poly-
nomial ring with d variables. For any m = (m1, · · · , md)
T ∈ Zd denote xm = xm11 · · ·x
md
d .
Set ∂x =
∑d
i=1 µixi
∂
∂xi
. Then the solenoidal Lie algebra Wµ over A has a basis
{xm∂x | m ∈ Z
d}
and Lie bracket
[xm∂x, x
n∂x] = (µ | n−m)x
m+n∂x.
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Let α ∈ Cd, β ∈ C. The modules T (α, β) of tensor fields over Wµ have bases {vs | s ∈ Z
d}
and the Wµ-action
(xm∂x) · vs = (µ | α + s+ βm)vm+s.
It is well known that the module T (α, β) is reducible if and only if α ∈ Zd and β ∈ {0, 1}.
For α ∈ Zd, T (α, 0) has a unique irreducible quotient T (α, 0)/Cv−α, and T (α, 1) has a
unique submodule spanC {vs | s 6= −α} of codimension one. Moreover, the module T (α, β)
may be equipped with an additional associative A-action xmvs = vm+s.
Theorem 2.1 ([Su, BF2]). Any irreducible cuspidal module over Wµ ⋉ A with an asso-
ciative A-action must be of the form T (α, β) for some α ∈ Cd and β ∈ C.
2.3 The quantum torus CQ and the Lie algebra glN
Let Q = (qij) be a d× d complex matrix with all qij being roots of unity and satisfying
qii = 1, qijqji = 1 for all 1 ≤ i, j ≤ d.
The rational quantum torus relative toQ is the unital associative algebra CQ = C[t
±1
1 , · · · , t
±1
d ]
with multiplication
titj = qijtjti for all 1 ≤ i, j ≤ d.
For an element m = (m1, · · · , md)
T ∈ Zd we denote tm = tm11 · · · t
md
d .
For m,n ∈ Zd, denote
σ(m,n) =
∏
1≤i<j≤d
q
njmi
ji and R = {mZ
d | σ(m,n) = σ(n,m) for any n ∈ Zd}.
Clearly, the center Z of CQ is spanned by {t
m | m ∈ R}. From Theorem 4.5 in [N],
up to an isomorphism of CQ, we may always assume that q2i,2i−1 = qi, q2i−,2i = q
−1
i for
1 ≤ i ≤ z, and other entries of Q are all 1, where z ∈ Z+ with 2z ≤ d and the orders ki
of qi as roots of unity satisfy ki+1 | ki for 1 ≤ i ≤ z. Then the subgroup R of Z
d has a
simple form
R =
z⊕
i=1
(Zkiǫ2i−1 ⊕ Zkiǫ2i)⊕
⊕
l>2z
Zǫl.
5
Moreover, we have
σ(m, r) = σ(r,m), tmtr = tm+r for all m ∈ R, r ∈ Zd.
Let I = spanC
{
tn+r − tr | n ∈ R, r ∈ Zd
}
, which is an ideal of the associative algebra
CQ. By [N] and [Z], we have CQ/I ∼=
⊗z
i=1Mki(C)
∼= MN(C), where N =
∏z
i=1 ki and
Mn(C) is the associative algebra of all n × n complex matrices. It is well known that
Mki(C) can be generated by
X2i−1 = E1,1 + qiE2,2 + · · ·+ q
k1−1
i Eki,ki,
X2i = E1,2 + E2,3 + · · ·+ Eki−1,ki + Eki,1,
where Ekl represents the ki × ki matrix with 1 in the (k, l)-entry and 0 elsewhere. Let E
denote the identity matrix of suitable order. It is easy to see that Xki2i = X
ki
2i−1 = E and
X2iX2i−1 = qiX2i−1X2i. Denote X
n =
⊗z
i=1X
n2i−1
2i−1 X
n2i
2i for n ∈ Z
d. Notice that for any
n ∈ R, Xn is the identity matrix in MN(C), and X
rXs = σ(r, s)Xr+s.
Define the Lie bracket [a, b] = ab − ba on MN(C), and we write glN for MN(C) as a
Lie algebra. We have the Lie bracket for glN
[Xm, Xn] = (σ(m,n)− σ(n,m))Xm+n.
Set Γ = Zd/R and let n denote the image of n. Clearly, Γ has order N , and glN is a
Γ-graded Lie algebra with homogeneous spaces (glN)n = spanC {X
n}. In this paper by a
Γ-gradation on glN we always mean this gradation. Set
Γ0 = {n ∈ Z
d | 0 ≤ n2i−1 < ki, 0 ≤ n2i < ki, 1 ≤ i ≤ z, and nl = 0, 2z < l ≤ d},
which is a complete set of representatives for Γ. When a representative of n is needed we
always choose the one n ∈ Γ0.
3 Modules of tensor fields for g
In this section we construct modules of tensor fields V(α, β,W ) for the solenoidal Lie
algebra g over the quantum torus CQ, and give an irreducibility criterion for V(α, β,W ).
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Let γ = (γ1, · · · , γd)
T ∈ Cd be generic and set
Lm =


tm
∑d
i=1 γiti
∂
∂ti
if m ∈ R;
tm if m /∈ R,
where tm is the inner derivation on CQ defined by t
m(tr) = σ(m, r)tm+r. The Lie algebra
g we consider in this paper has a basis {Lm |m ∈ Z
d}, subject to the Lie brackets
[Lm, Ln] = (γ | n−m)Lm+n;
[Lm, Ls] = (γ | s)Lm+s; [Lr, Ls] = (σ(r, s)− σ(s, r))Lr+s,
form,n ∈ R, r, s /∈ R. The subalgebra gR of g spanned by {Lm |m ∈ R} is isomorphic to
the solenoidal Lie algebraWµ, where µ = Bγ,B = diag{k1, k1, k2, k2, · · · , kz, kz, 1, · · · , 1}.
This isomorphism is given by Lm 7→ x
n
∑d
i=1 µixi
∂
∂xi
, where m = Bn. The Lie algebra g
may be considered as a quantum version of Wµ.
Now we give the construction of the module of tensor fields for g. Let α ∈ Cd, β ∈ C
and W =
⊕
s∈ΓWs be a Γ-graded glN -module. Recall the center Z of CQ. Define a
g-module structure on
V(α, β,W ) =
⊕
s∈Γ
Ws ⊗ t
sZ
by(here s is the representative of s in Γ0)
Lm(ws ⊗ t
n+s) = (γ | α + n+ s+ βm)ws ⊗ t
m+n+s;
Lr(ws ⊗ t
n+s) = (Xrws)⊗ t
r+n+s,
where m,n ∈ R, r /∈ R, s ∈ Zd and ws ∈ Ws. We call V(α, β,W ) a module of tensor fields
over g.
Lemma 3.1. If the Γ-graded glN -module is irreducible and dimW > 1, then the g-module
V(α, β,W ) is irreducible for any α ∈ Cd, β ∈ C.
Proof. Let U be a nonzero g-submodule of V(α, β,W ) and 0 6= ws ⊗ t
s ∈ U for some
ws ∈ Ws, s ∈ Z
d. We claim that
wk ⊗ t
k+m ∈ U for any s 6= k ∈ Zd and m ∈ R.
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Since W is a Γ-graded irreducible glN -module, we see that wk = aws for some homoge-
neous element a in U(glN) of the form
a =
∑
cs1···spX
s1 · · ·Xsp,
where cs1···sp ∈ C and the sum takes over finitely many (s1, · · · , sp) such that s1+ · · · sp =
k− s. Denote b =
∑
cs1···spLs1 · · ·Ls1 ∈ U(g). Then we have
wk ⊗ t
k = aws ⊗ t
k = b(ws ⊗ t
s).
Since Lm(wk ⊗ t
k) = (γ | α + k+ βm)(wk ⊗ t
m+k) ∈ U , we get that
wk ⊗ t
m+k ∈ U if α+ k + βm 6= 0.
Assume α+ k + βm = 0. Since
Lm(ws ⊗ t
s) = (γ | α+ s + βm)(ws ⊗ t
m+s) = (γ | s− k)(ws ⊗ t
m+s) ∈ U
we obtain ws ⊗ t
m+s ∈ U . Then we still have wk ⊗ t
m+k = b(ws ⊗ t
m+s) ∈ U .
We still need to show w′s ⊗ t
m+s ∈ U for any m ∈ R and w′s ∈ Ws. But this is just a
replicate of the proof of the above claim starting with a vector wk ⊗ t
k ∈ U with k 6= s.
So U = V(α, β,W ) and the lemma stands. 
Furthermore, we have the following
Theorem 3.2. Let α ∈ Cd, β ∈ C and W be a Γ-graded irreducible glN -module. The
g-module V(α, β,W ) is reducible if and only if dimW = 1, α ∈ Zd and β ∈ {0, 1}.
Proof. By Lemma 3.1 we only need consider when dimW = 1. In this case LsV(α, β,W ) =
0 for any s /∈ R, and hence V(α, β,W ) reduces to a module over the subalgebra gR of g,
which is isomorphic to the solenoidal Lie algebra WBγ . Then the theorem follows from
the irreducibility criterion of the WBγ-module T (α, β). 
4 The algebra L and finite dimensional modules
In this section we introduce the related algebra L and study finite dimensional modules
over L.
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Consider the associative algebra AC = C[x1, · · · , xd]⊕ (CQ/Z) with xitj = tjxi for all
1 ≤ i, j ≤ d. We simply write ts for the image of ts in CQ/Z. Denote by L the subalgebra
of Der(AC) spanned by
{xmdγ, x
nts |m ∈ Nd\{0},n ∈ Nd, s ∈ Γ},
where dγ =
∑d
i=1 γi
∂
∂xi
+
∑d
i=1 γiti
∂
∂ti
. The Lie bracket of L is
[xmdγ, x
ndγ] =
d∑
i=1
γi(ni −mi)x
m+n−ǫidγ ;
[xmdγ, x
lts] =
d∑
i=1
γilix
m+l−ǫits + (γ | s)xm+lts;
[xptr, xlts] = (σ(r, s)− σ(s, r))xp+ltr+s,
(4.1)
where m,n ∈ Nd\{0},p, l ∈ Nd and r, s ∈ Γ. Here we have chosen the representative for
s ∈ Γ in Γ0 as usual. The algebra L has a Γ-gradation L =
⊕
s∈Γ L(s) where
L(s) = spanC
{
xnts | n ∈ Nd
}
;
L(0) = spanC
{
xmdγ, x
nt0 |m ∈ Nd\{0},n ∈ Nd
}
.
Denote two subalgebras of L
L(x) = spanC
{
xmdγ |m ∈ N
d\{0}
}
, L(t) = spanC
{
xnts | n ∈ Nd, s ∈ Γ
}
.
Set deg(xi) = 1, deg(dγ) = −1 and |m| =
∑d
j=1mj for all 1 ≤ i ≤ d and m ∈ N
d. We get
Z-gradations for the algebras L(x) =
⊕
i≥0 L
(x)
i and L
(t) =
⊕
i≥0 L
(t)
i such that
L
(x)
i = spanC {x
mdγ | |m| = i+ 1} , L
(t)
i = spanC
{
xnts | |n| = i, s ∈ Γ
}
.
Set Li = L
(x)
i ⊕L
(t)
i . Notice that the derivation dγ is not homogeneous, hence the algebra
L is not Z-graded. But the subspace L+ =
⊕
i≥1 Li still makes an ideal of L. The main
result in this section is the following
Theorem 4.1. (1) The commutator [L(x),L(x)] = [L
(x)
0 ,L
(x)
0 ]⊕
(⊕
j≥1 L
(x)
j
)
;
(2) Every finite dimensional representation (U, ρ) for L(x) satisfies ρ(L
(x)
p ) = 0 for p≫ 0;
(3) Every finite dimensional irreducible L(x)-module is one dimensional, and parametrized
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by some β ∈ C such that xi
∂
∂xi
7→ βγi, 1 ≤ i ≤ d and L
(x)
j 7→ 0 for j ≥ 1;
(4) Every finite dimensional representation (U, ρ) for L satisfies ρ(Lp) = 0 for p≫ 0;
(5) The ideal L+ annihilates every finite dimensional irreducible L-module.
Proof. The first three statements are exactly the Theorem 3.1 from [BF2]. For (4),
consider U as a L(x)-module. By (3) we have ρ(L
(x)
p ) = 0 for p≫ 0. Then it follows from
[xmdγ, t
s] = (γ | s)xmts that ρ(xmts) = 0 if |m| > p. This proves (4).
Let (V, ρ) be a finite dimensional irreducible representation of L. By (4) and equation
(4.2) we see that ρ(L+) is a finite dimensional nilpotent Lie algebra. Let V
′ = {v ∈ V |
L+v = 0}, which is a L-submodule of V . Moreover, by Lie’s Theorem, there exists a
common eigenvector v ∈ V for ρ(L+) such that ρ(a)v = 0 for all a ∈ L+. This means
V ′ 6= 0. So V ′ = V by the irreducibility of V . Hence L+V = 0. 
For later use we mention that there is an isomorphism from the quotient algebra L/L+
to gld(γ)⊕ glN , where gld(γ) = spanC
{
ǫiγ
T ∈ gld | 1 ≤ i ≤ d
}
, defined by
xidγ + L+ 7→ ǫiγ
T , ts + L+ 7→ X
s. (4.2)
Notice that gld(γ) is solvable since [gld(γ), gld(γ)] is abelian.
5 Cuspidal Zg-modules
In this section we study a specific class of cuspidal modules over g, and prove that the
irreducible ones are exactly those modules of tensor fields.
Recall the centre Z of CQ. We may form an extended Lie algebra g ⋉ Z. We call a
module V for g⋉Z a Zg-module provided that the Z-action on V is associative.
The following are two examples of Zg-module. Set g′R = spanC {Ls | s /∈ R}, which is
an ideal of g. Then g′R makes a Zg-module if we define
Lm · Ls = [Lm, Ls], t
n · Ls = Ln+s for m ∈ Z
d,n ∈ R and s /∈ R.
The second example is the module V(α, β,W ) =
⊕
s∈ΓWs⊗ t
sZ of tensor fields for g with
a Z-action given by
tm(ws ⊗ t
n+s) = ws ⊗ t
m+n+s,
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for m,n ∈ R, s /∈ R and ws ∈ Ws. Clearly, if W is a Γ-graded irreducible glN -module,
then V(α, β,W ) is irreducible as a Zg-module for any α ∈ Cd, β ∈ C.
Now let M be a cuspidal Zg-module with support lying in α+Zd. Since the Z-action
is associative, M can be represented as
M ∼=
⊕
s∈Γ
Us ⊗ Z,
where Us = Mα+s for s ∈ Γ0. Set U =
⊕
s∈Γ Us.
For later use we should need some operators on M . For m ∈ R, r /∈ R, consider
D(m) = t−mLm, D(m, r) = t
−mLm+r.
The operator D(m) may be restricted to each Us, and D(m, r) may be restricted to an
operator Us −→ Ur+s. The operators D(m), D(m, r) completely determine the g-action
on M , since
Lm(t
nvs) = (γ | n)t
m+nvs + t
m+nD(m)vs
Lm+r(t
nvs) = t
n(Lm+rvs) = t
m+n(D(m, r)vs).
The following lemma is easy to check.
Lemma 5.1. For m,n ∈ R and r, s /∈ R, we have
[D(m), D(n)] = (γ | m)(D(m+ n)−D(m))− (γ | n)(D(m+ n)−D(n));
[D(m), D(n, s)] = (γ | n+ s)D(m+ n, s)− (γ | n)D(n, s);
[D(m, r), D(n, s)] = (σ(r, s)− σ(s, r))D(m+ n, r+ s).
Proposition 5.2. Let M be a cuspidal Zg-module with support lying in α+Zd. We may
write M ∼=
⊕
s∈Γ Us ⊗ Z, where Us = Mα+s for s ∈ Γ0. Then the action of g on M is
given by
Lm(vs ⊗ t
n) = ((γ | n) +D(m))vs ⊗ t
m+n;
Lm+r(vs ⊗ t
n) = D(m, r) · vs ⊗ t
m+n,
for m,n ∈ R, r ∈ Γ0\{0} and vs ∈ Us. Here the operators D(m) : Us −→ Us for
each s ∈ Γ, can be expressed as End(Us)-valued polynomial in m with constant term
D(0) = (γ | α + s)Id, and the operators D(m, r) : Us −→ Ur+s for each s ∈ Γ, can be
expressed as Hom(Us, Ur+s)-valued polynomial in m whose constant term D(0, r) has the
form of an upper triangular matrix relative to suitable bases of Us and Ur+s.
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Proof. Notice that gR is isomorphic to the solenoidal Lie algebra WBγ . The part con-
cerning the action of gR and D(m) is just what was stated in Theorem 4.5 in [BF1]. Next
we prove the g′R-action by induction on d. If d = 1, then the algebra g shrinks either to a
gap-p Virasoro algebra(for suitable p), in which case the result follows from [Xu2], or to
a normal Virasoro algebra, in which case g′R = 0 and there is nothing to prove.
Now let us establish the induction step as follows. By induction assumption the oper-
ators D(m−miǫi, r− riǫi) have polynomial dependence on m1, · · · , mi−1, mi+1, · · · , md,
and D(miǫi, riǫi) is a polynomial on mi, for all i = 1, 2, · · · , d and r /∈ R, riǫi /∈ R and
r− riǫi /∈ R. Note that m, miǫi ∈ R. From
[D(0, riǫi), D(m−miǫi, r− riǫi)] = (σ(riǫi, r− riǫi)− σ(r− riǫi, riǫi))D(m−miǫi, r)
we see that D(m−miǫi, r) is a polynomial on m1, · · · , mi−1, mi+1, · · · , md. Then consider
[D(miǫi), D(m−miǫi, r)] = (γ | m−miǫi + r)D(m, r)− (γ | m−miǫi)D(m−miǫi, r)
we see that D(m, r) may be expressed as a rational function Pi(m)
Fi(m)
, where
Fi(m) = (γ |m−miǫi + r) = γiri +
∑
j 6=i
γj(mj + rj) 6= 0
since γ is generic and mj + rj 6= 0 for all j 6= i. Especially we have
P1(m)
F1(m)
= P2(m)
F2(m)
in
Hom(Us, Ur+s)⊗ C(m1, · · · , md). Hence
P1(m)F2(m) = P2(m)F1(m).
Notice that F1(m), F2(m) are coprime to each other and the ring C[m1, · · · , md] is a unique
factorization domain. It follows that F1(m) divides P1(m). So D(m, r) is a polynomial.
It remains to show that the value of the polynomial D(m, r) at m = 0 coincides with
D(0, r) on Us. Let k be the order of the image r ∈ Γ of r, and we have kr ∈ R. Denote
by g(r) the Lie subalgebra of g generated by {Llr | l ∈ Z}, which is a gap-k Virasoro
algebra. Consider M as a g(r)-module with composition series
0 = M0 ⊂M1 ⊂ · · · ⊂Ml = M.
Each quotient Mi/Mi−1 is an irreducible cuspidal g(r)-module, and by [Xu2] has weight
multiplicities no more than one. It is clear that l is the maximal dimension of the weight
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spaces of M . Then, according to this composition series, one can choose a basis of M ,
with respect to which the operator D(0, r) = Lr has the form of upper triangular matrices
of order l on all weight spaces of M , hence on Us. Moreover, from the construction of
module of intermediate series from [Xu2], we see that D(kr, r) has the same action as
D(0, r) on Us. Notice that the constant term D(0) of D(m− kr) acts as (γ | α+ s)Id on
Us, and as (γ | α+ r+ s)Id on Ur+s. By considering the constant term in both sides of
[D(m− kr), D(kr, r)] = (k + 1)(γ | r)D(m, r)− k(γ | r)D(kr, r),
we see that the value of D(m, r) at m = 0 equals to D(0, r) on Us. 
Define operators ∂p0 ∈ End(Us) and ∂
p
r ∈ Hom(Us, Ur+s) for r ∈ Γ0\{0}, by expansions
of the polynomials D(m) and D(m, r) in m:
D(m) =
∑
p∈Nd
mp
p!
∂p0 ; D(m, r) =
∑
p∈Nd
mp
p!
∂pr ,
with only finite number of the operators ∂p0 , ∂
p
r being nonzero. Here p! = p1! · · ·pd! and
mp = mp11 · · ·m
pd
d .
Now we expand the commutator [D(m), D(n)] in m,n,
∑
p,l∈Nd
mp
p!
nl
l!
[∂p0 , ∂
l
0] = (γ |m)
∑
q∈Nd
(m+ n)q −mq
q!
∂q0 − (γ | n)
∑
q∈Nd
(m+ n)q − nq
q!
∂q0 .
Comparing the coefficients at m
p
p!
nl
l!
in both sides, we get the Lie bracket of ∂p0
[∂p0 , ∂
l
0] =


∑d
i=1 γi(li − pi)∂
p+l−ǫi
0 if p, l 6= 0;
0 if p = 0 or l = 0.
(5.1)
Similarly by expanding the commutators [D(m), D(n, s)] and [D(m, r), D(n, s)], then
comparing coefficients at m
p
p!
nl
l!
in both sides, we get the Lie bracket of [∂p0 , ∂
l
s]
[∂p0 , ∂
l
s] =


(γ | s)∂p+ls +
∑d
i=1 γili∂
p+l−ǫi
s if p 6= 0;
(γ | s)∂ls if p = 0,
(5.2)
and the Lie bracket of [∂pr , ∂
l
s]
[∂pr , ∂
l
s] = (σ(r, s)− σ(s, r))∂
p+l
r+s . (5.3)
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Recall the Lie bracket of the algebra L. The equations (5.1), (5.2) and (5.3) imply
that the operators {∂p0 , ∂
l
s | p ∈ N
d\{0}, s ∈ Γ0\{0}, l ∈ N
d} yield a finite dimensional
Γ-graded representation of the algebra L on the space U . Denote by ρ this representation
map. Combining with Proposition 5.2 we get the following
Theorem 5.3. There exists an equivalence between the category of finite dimensional
Γ-graded L-modules and the category of cuspidal Zg-modules with support lying in some
coset α+Zd. The equivalence functor associates to a finite dimensional Γ-graded L-module
U =
⊕
s∈Γ Us an Zg-module
M =
⊕
s∈Γ
Us ⊗ t
sZ
with the g-action
Lm(vs ⊗ t
s+n) =

(γ | α + n+ s)Id + ∑
p∈Nd\{0}
mp
p!
ρ(xpdγ)

 vs ⊗ ts+n+m;
Lm+r(vs ⊗ t
s+n) =
∑
p∈Nd
mp
p!
ρ(xptr)vs ⊗ t
s+n+m+r,
(5.4)
where m,n ∈ R, r /∈ R, s ∈ Γ0 and vs ∈ Us.
Clearly, the subset of s ∈ Γ0 with Us 6= 0 equals to the subset of s ∈ Γ0 withMα+s 6= 0.
Furthermore, we have
Theorem 5.4. Every irreducible cuspidal Zg-module is isomorphic to some V(α, β,W ),
where α ∈ Cd, β ∈ C and W is a finite dimensional Γ-graded irreducible glN -module.
Proof. By Theorem 5.3, U =
⊕
s∈Γ Us is a finite dimensional Γ-graded irreducible L-
module. Hence L+U = 0 by Theorem 4.1(5). Notice that L+ is also Γ-graded. It reduces
U to a Γ-graded irreducible module over L/L+, which is isomorphic to gld(γ)⊕ glN .
On the other hand, since L(t) is an ideal of L, we obtain L(t)U = 0 or U by the
irreducibility of U . If L(t)U = 0, then LsM = 0 for all s /∈ R. Hence M is a gR-module,
and the result follows from [BF2].
Suppose L(t)U = U . Notice that the ideal L+ is Γ-graded and annihilates U . There-
fore, U becomes a Γ-graded module over L(t)/L+, which is isomorphic to glN . Then the
equation (5.4) implies Lm+r(vs ⊗ t
s+n) = Xrvs ⊗ t
s+n+m+r.
14
We identify elements of gld(γ) and that of L
(x)/L+ through the isomorphism given in
(4.2). Notice that gld(γ) is solvable. By Lie’s Theorem, there exists a common eigenvector
v ∈ U for gld(γ) such that
(ǫiγ
T )v = (xidγ)v = βiv, βi ∈ C, for all 1 ≤ i ≤ d.
Set β = β1
γ1
. Since 0 = [xidγ, x1dγ]v = (βiγ1− β1γi)v, we obtain βi = γiβ for all 1 ≤ i ≤ d.
Since U is irreducible as an L/L+-module, v can generate any vector in U only by applying
ts and ǫiγ
T . For any s ∈ Γ, we have
(ǫiγ
T )(tsv) = (xidγ)(t
sv) = [xidγ, t
s]v + ts(xidγ)v = (γ | s)(xit
s)v + βγit
sv = βγit
sv.
This implies that all vectors in U are common eigenvectors for gld(γ), and that
(mγT )w = (
d∑
i=1
mixidγ)w = β(γ |m)w, for any w ∈ U,m ∈ Z
d.
It remains only to show that U is irreducible as a Γ-graded glN -module. Let V be a
nonzero Γ-graded glN -submodule. Since all vectors in V are common eigenvectors for
gld(γ), V becomes a gld(γ) ⊕ glN -module, hence equals to U by the irreducibility of U .
This completes the proof. 
6 Classification of irreducible cuspidal g-modules
In this last section we use the modified cover method to prove the following
Theorem 6.1. Let M be an irreducible cuspidal g-module. Then M is isomorphic to
an irreducible subquotient of some V(α, β,W ), where α ∈ Cd, β ∈ C and W is a finite
dimensional Γ-graded irreducible glN -module.
From now on we fix an cuspidal g-module M(not necessarily irreducible). Recall the
notion of Zg-module. The proof of the following Lemma is just a elementary check, and
we omit it.
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Lemma 6.2. (1) The tensor product g′R⊗M of g-modules admits a Zg-module structure
if we define the Z-action by
tn(Ls ⊗ v) = Ln+s ⊗ v for n ∈ R, s /∈ R, v ∈M.
(2) The map π : g′R ⊗M −→ M defined by y ⊗ v 7→ y · v is a g-module homomorphism,
and it is surjective if g′RM =M .
(3) The subspace J of g′R⊗M spanned by vectors with the form of a finite sum
∑
Ls⊗vs,
where s /∈ R, vs ∈ M , and
∑
Ln+svs = 0 for all n ∈ R, is a Zg-submodule of g
′
R ⊗M ,
and lies in ker π.
Denote Mˆ = (g′R ⊗M)/J . We call this quotient Zg-module the Z-cover of M .
Proposition 6.3. The Zg-module Mˆ is cuspidal.
Proof. Notice that Γ is a finite group. Consider M as a cuspidal gR-module. Then Mˆ is
a cuspidal ZgR-module, and this proposition follows from [BF2]. 
Proof of Theorem 6.1: Now assume further that M is irreducible. If g′RM = 0, then
M is irreducible as a gR-module. The result follows from [BF2] or [Su].
Assume g′RM 6= 0. Then g
′
RM = M by the irreducibility of M . Since J ⊆ ker π, we
get a surjective g-module homomorphism πˆ : Mˆ −→ M . Consider the composition series
for the Zg-module Mˆ ,
0 = Mˆ0 ⊂ Mˆ1 ⊂ · · · ⊂ Mˆl = Mˆ,
where all Mˆi/Mˆi−1 are irreducible Zg-modules. Let k be the smallest integer such that
πˆ(Mˆk) 6= 0. Then we have πˆ(Mˆk) = M and πˆ(Mˆk−1) = 0, which reduces πˆ to a g-module
epimorphism from Mˆk/Mˆk−1 to M . Then Theorem 6.1 follows from Theorem 5.4.
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