Upcoming interferometric detectors of gravitational waves will generate data at large rates over a long time. The data will consist of not only the strain measurement but also the output of system and environmental monitors. Tests for detecting non-stationarity that require a statistical model for the ambient noise may not be the right choice for analyzing this huge data set since, in most cases, the models would have to be estimated iteratively from the data itself. A solution is proposed in the form of a robust time-frequency test for detecting non-stationarity whose reliability, in terms of its false alarm rate, is almost independent of the nature of the ambient noise. As a measure of its performance, the detection efficiency of this test is compared against that of an ideal test that requires prior information about both the statistical distribution of the noise and also the frequency band of the burst. When supplemented with an approximate knowledge of the burst duration, this test can detect, at the same false alarm rate and detection probability, bursts that are about 3 times larger in amplitude than those that the ideal test can detect. Apart from being robust, this test has properties which make it suitable as an online monitor.
I. INTRODUCTION
Each of the large interferometric detectors that are now under construction (LIGO [1] , VIRGO [2] , GEO [3] , TAMA [4] ) will produce a flood of data when they come online in a few years. Apart from the "main" data channel carrying measurement of strain in the arm lengths, there will be a few hundred auxillary channels [5] at each site associated with system and environmental monitors, such as seismometers and magnetometers. Their role would be to monitor the state of the detector and its environment so that any unusual event in the main channel or an unexpected behaviour of the detector can be diagnosed properly. (The sum total of raw data from the LIGO detectors will be produced at the rate of ∼ 10 megabytes [6] every second.)
Under ideal conditions, each data channel would carry stationary noise. For the main channel, this would reflect a steady state of the interferometer and for the auxillary channels, a steady state of the environment. However, experience with prototypes as well as with the several resonant mass detectors that have been operating for quite some time shows that this situation does not hold in reality. There will always be episodes of non-stationarity, or bursts, though their rate may depend on the choice of the detector site and other factors. ( We exclude signals with known wave forms from the class of bursts that is considered in this paper.) Detecting these bursts is important both in the main channel, because some of them may be genuine gravitational wave signals, and also in the auxillary channels because they can serve as important diagnostics. In this context, the detection methods that have been studied so far in the literature on gravitational wave data analysis [7, 8] have always been based on the assumption that the statistical nature of the stationary ambient noise is known (usually assumed to be a Gaussian random process). In practice, however, a statistical model of noise very often has to be obtained from the data itself through an involved process. This immediately leads to a paradox because in order to use a portion of the data to build a noise model, it is necessary to first certify that portion as stationary. But the detection methods referred to above require an accurate noise model first in order to find stationary portions reliably.
This unsatisfactory state of affairs usually does not cause a problem if the amount of data is sufficiently small. With substantial manual work, an iterative procedure using tests based on noise models can be made to converge, in most cases, in a finite number of steps. However, it is difficult to imagine applying such a procedure to the humungous amount of data that will be produced round the clock by the upcoming interferometers over several years of their working lifetime. It would be more difficult to do so for the auxillary channels because the ambient terrestrial noise itself may have a variable nature, besides being difficult to characterize statistically.
A solution to this problem would be to use a robust test for detecting non-stationarity. The reliability of such a test in finding stationary segments of data would be almost independent of the statistical nature of the data being analyzed. Expressed formally, the false alarm rate for such a test must depend weakly, if at all, on the statistics of the noise and should be specified almost completely by the detection threshold alone.
In this paper we introduce such a test. This test can be used as a monitor for bursts in the auxillary channels without the need for modelling ambient terrestrial noise and, when used on the main channel, can serve to identify stationary segments reliably which can then be used for further statistical characterization of the noise. This would improve the statistical reliability of tech-niques that require noise models for detecting gravitational wave bursts. We find that the robustness of the test improves for smaller false alarm rates, which is precisely the regime of interest. If required, the test can be optimized in terms of the duration of the bursts that need to be detected.
We compare the efficiency of this test in detecting narrowband bursts with that of an ideal test which requires both a noise model and prior knowledge of the frequency band (center frequency and bandwidth) in which the bursts occur. We find that supplementing our test with an approximate prior knowledge of the burst duration allows it to detect, at the same false alarm rate and detection probability, bursts with a peak amplitude that is a factor of ∼ 3 larger than that of the bursts which the ideal test can detect.
Apart from being robust, it also has the following properties that make it useful as an online monitor. The computational cost of this test is quite trivial, especially in the case of low false alarm rates. Areas of non-stationarity are clearly distinguished, in the timefrequency plane, from areas of stationarity. Apart from making the output simple to understand visually, this will allow an automated routine to catalogue event information such as the time of occurence and frequency band.
The paper is organized as follows. In Section II we formally state the problem addressed in this paper. Section III describes the Student t-test which lies at the core of our test. This is followd by a discussion of the basic ideas that lead to the test and why the test can be expected to be robust. In Section IV, the test is characterized statistically in term of its false alarm rate and detection power. The main results of this paper are also presented in this section. This is followed by our conclusions and pointers to future work in Section V.
II. FORMAL STATEMENT OF THE PROBLEM
A random process x(t) is said to be strictly stationary [9] if the joint probability density P (x(t i ), x(t i + δ 1 ), x(t i + δ 2 ), . . . , x(t i + δ n )) of any finite number, n, of samples is independent of t i . Often, one uses a less restrictive definition called wide sense stationarity which demands only that the mean E [x(t i )] and the autoco-
] be independent of t i . A random process not satisfying any of the above definitions is called non-stationary.
We assume that the ambient noise in the auxillary channels is wide sense stationary over sufficiently long time scales and an "event" is an episode of nonstationarity with a much smaller duration. That is, the occurence of an event lasting from t = t 0 to t = t 1 , in a segment x(t) of data (0 ≤ t ≤ T ), means that,
In practice, only a time series x consisting of regularly spaced samples of x(t) is available instead of x(t) itself. Thus, given the time series x, we want to decide between the following two hypotheses about x :
1. Null Hypothesis H 0 : x is obtained from a wide sense stationary random process.
2.
Alternative Hypothesis H 1 : x is obtained from a non-stationary random process.
The frequentist approach [10] to this decision problem, which is followed here, begins by constructing a function T (x), called a test statistic, of the data x. If the data x is such that T (x) ≥ η, for some threshold η, the null hypothesis is rejected in favour of the alternative hypothesis for that x. Since x is obtained from a random process, there exists a finite probability, that T (x) crosses the threshold even when the data is stationary. Such an event is called a false alarm and the rate of such events over a sequence of data x is called the false alarm rate.
To compute the false alarm rate, we need to know the distribution function of T (x) when H 0 is true. This distribution can, in principle, be obtained if the joint distribution of x is known. However, as mentioned in the introduction, such knowledge will be difficult to come by for the auxilliary channels. To complicate matters, if the joint distribution has to be estimated from the data itself, one must first find a stationary segment ! To get around this problem, we must construct T (x) such that its distribution, under the null hypothesis, is as independent as possible of the distribution of the underlying data x . If the distribution of the test statistic is strictly independent of the distribution of x, the test is called [11] non-parametric. If the test statistic distribution depends on the distribution of x but only weakly, the test is said to be a robust test. Tests which do not have either of these properties are called parametric. Formally, therefore, the aim of this work is to find a nonparametric, or at least a robust test, for non-stationarity.
The detection of non-stationarity has been actively studied in Statistics for quite some time [12] . However a broad survey of the field by us failed to turn up the test presented in this paper. An exhaustive comparision between this and existing tests should be made in order to arrive at the one most suitable for gravitational wave detectors. The issue of non-parametric or robust tests for non-stationarity, though important as we gave argued, has not been considered in gravitational wave detection so far.
III. DESCRIPTION OF THE TEST

A. Students t-test
Before we describe our test for non-stationarity, it is best to discuss Student's t-test [11] in some detail since this standard statistical test plays an important role in what follows.
Student's t-test is designed to address the following problem. Given a set of N samples, {x 1 , . . . , x N }, drawn from a Gaussian distribution of unknown mean and variance, how do we check that the mean µ of the distribution is non-zero? In Student's t-test, the following statistic is constructed,
The distribution of t is known [13] , both when µ = 0 and µ = 0. To check whether µ = 0, a threshold is set on t corresponding to a specified false alarm probability. If t exceeds this threshold, the null hypothesis µ = 0 is rejected in favour of the alternative hypothesis µ = 0. Of interest to us here are two main properties of the t-test. First, if we are given two sets of independent samples, X = {x 1 , . . . , x N } and Y = {y 1 , . . . , y N }, and we know that these samples are drawn from Gaussian distributions with the same but unknown variances, the t-test can be employed to check whether the means of the two distributions are equal or not. This can be done simply by constructing a third set of samples Z = {y 1 − x 1 , . . . , y N − x N }, which would again be Gaussian distributed, and then testing, as shown above, whether the mean of the distribution from which Z is drawn is non-zero or not.
The second important property [14] of the t-test is its robustness : As long as the underlying distributions from which the two samples are drawn are identical, but not necessarily Gaussian, the distribution of the t statistic does not deviate much from the Gaussian case. The lowest order corrections to the mean and variance of the distribution being O(N 5/2 ) and O(N 2 ) respectively.
B. An outline of the test
We present here an outline of our test. The details of the actual algorithm are presented in Appendix A.
In Section II, we defined an event to be an episode of non-stationarity in otherwise wide sense stationary data.
Thus, the presence of an event would be accompanied by a change in the autocovariance function over the duration of the event. This implies that the Power Spectral Density (PSD) of the random process should also change since the PSD is simply the Fourier transform of the autocovariance function [9] .
The basic idea behind our test is the detection of a change in the PSD of a time series. The test involves the following steps.
1. The time series to be analysed is divided into adjacent but disjoint segments of equal duration l l .
2. Take two such disjoint data segments, S k and S k+ , separated by a time interval ( − 1) l l , = 1, 2, . . .. We would like to compare the PSDs of these two segments and test if there is a significant difference.
3. Subdivide each of the two segments into N subsegments of equal duration. Thus, segment S i , i ∈ {k, k + }, gives us N subsegments, each of duration l s = T /N , which we denote by s 5. For every frequency bin, therefore, we obtain a set X of N numbers from S k and similarly another set Y from S k+ . In a conventional estimation of the PSD of a segment, say S k , we would simply average the corresponding set X. However, since we want to compare two PSDs, we do the following instead.
6. Perform Student's t-test for equality of mean on these two independent sets X and Y . If the t statistic crosses a preset threshold η, then a significant change in the mean is indicated, otherwise not.
7. repeat step 6 for all frequency bins in exactly the same manner.
Steps 2 to 7 should then be repeated with another pair of disjoint segments S k+1 and S k+ +1 and so on. Thus, the output of the test at this stage is a two dimensional image with time along one axis and frequency along the other. In this image, every frequency bin for which the threshold η is crossed can be thought of as being coloured black while the remaining are coloured white. Hence, white areas in this image would indicate stationarity while the contrary would be indicated by the black areas. A sample image is shown in Fig. 1(a) . It is the result of applying the test to a simulated time series constructed by adding a broad band burst to stationary white Gaussian noise (see Section IV for definitions). Not all black areas would, however, correspond to nonstationarity. Most of them would be random threshold crossings caused by the stationary noise itself. We search, therefore, for clusters of black pixels in the image which pass a veto that can be motivated as follows. Suppose the event is fully contained in one of the segments, S k . Then one would expect the t-test threshold to be crossed once when comparing S k with S k− and again when S k is compared with S k+ . This leads to a characteristic "double bang" structure for the cluster of black pixels. We throw away all other groups of black pixels that do not show such a feature. This scheme is defined rigorously in Appendix A. Fig 1(b) shows the result obtained by applying this veto to the image in Fig 1(a) . One of the cluster is at the location of the added burst while the other is a false event.
C. Whis is this test robust?
This test can be expected to be robust for two reasons. First, the periodogram at any frequency is asymptotically exponentially [15, 16] distributed. This can be heuristically explained as follows. The DFT of a time series is a linear transform. If the number of time samples in a random time series is sufficiently large, it then follows from the central limit theorem that the DFT of that time series will have, at each frequency, imaginary and real parts which are distributed as Gaussians. Since the basis functions used in a DFT are orthogonal, the real and imaginary parts also tend towards being statistically independent. This implies that, for a sufficiently large number of time samples, the periodogram, which is simply the squared modulus of the DFT, is exponentially distributed at each frequency.
The second reason which should make the test robust is the fact, mentioned earlier, that the t-test is robust against non-Gaussianity when the two samples being compared have identical distributions. Under the null hypothesis of stationarity, we do indeed have identically distributed sets in our case.
Since the asymptotic distribution of a periodogram is independent of the statistical distribution of the time samples, much of the information about the time domain statistical distribution is lost in the frequency domain. Thus, the t-test "sees" only exponentially distributed samples whereas the time domain samples may have a Gaussian or Non-Gaussian distribution. Added to this, the robustnes of the t-test also removes information about the time domain statistical distribution. Further, the ttest checks for a change in the mean value and is insensitive to the absolute value of the mean. This is strictly true in the Gaussian case but, because of the robustness of the t-test, it should also hold to a large extent for the exponential case.
These basic considerations suggest strongly that the test as a whole should be robust. However, the test also involves some other steps beyond just a simple t-test. First, in this test the same segment is involved twice in a t-test (c.f., Section III B). Thus, for any k, samples k and k + in the sequence of t values at a given frequency will be correlated to a large extent. Second, we impose a non-trivial veto.
The above features of the test, though well motivated and conceptually simple, make a straightforward analytical study of the test difficult. Therefore, to establish the robust nature of the test and quantify its performance, we must follow a more empirical approach based on Monte Carlo simulations. This is the subject of the next section. An analytical treatment of the test is currently under development.
IV. STATISTICAL CHARACTERIZATION OF THE TEST
Our aim in this section is to demonstrate the robust nature of the test and to study the efficacy of this test in detecting non-stationarity. Since, we need to use Monte Carlo simulations for understanding these statistical aspects of the test, we discuss only a few selected cases in this paper.
For a test to qualify as robust the threshold should be almost completely specified by the false alarm rate without requiring any assumptions about the statistics of the data. The false alarm rate, in the context of this test, is the rate at which clusters of black pixels occur when the input to the test is a stationary data stream. To obtain the false alarm rate, several realizations of stationary noise are generated and the test is performed on each. For a given threshold, the number of clusters detected over all the realizations provides an estimate of the false alarm rate at that threshold.
The efficacy of a test in detecting a deviation from the null hypothesis is measured by the detection probability of the deviation. In the context of this test, we measure the detection probability of different types of bursts that appear additively in stationary ambient noise. Realizations of signals from a fixed class (such as narrowband or broadband bursts of noise) are generated, to each of which we add a realization of stationary noise. The test is applied to the total data and we check whether a cluster of black pixel appears in a specified area of the timefrequency plane. This fixed area, which we call the detection region, is specified in advance of the simulation. The ratio of the number of realizations having a cluster in the specified area to the total number of realizations gives an estimate of the detection probability for bursts of that class.
The function that maps the test threshold into false alarm rate depends on the test parameters, l l , l s and (c.f., Section III B). Therefore, for each choice of these test parameters, the test must be caliberated separately using a Monte Carlo simulation. However, thanks to the robust nature of the test, the simulation needs to be performed only once and for a simple noise process such as Gaussian white noise which need not have any relation to the actual random process at hand. The role of the test parameters is discussed in more detail in Section IV C.
A. False alarm probability
We perform a Monte Carlo simulation for each of the representative cases below and show that the false alarm rate, as a function of threshold, is the same for all of them.
Each realization of the input data is a 10 sec long time series and each simulation uses 5000 such realizations. We can look upon all the separate realizations of the input as forming parts of a single data stream (5000 × 10 sec long) and, if we assume that false alarms occur as a poisson process, the false alarm rate (in number of events per hour) is given by the total number of false alarms over all realizations divided by 5 × 10 4 /3600. FIG. 2. The Power Spectral density (PSD) for the coloured Gaussian noise used in this paper. The overall normalization is arbitrary but the noise corresponding to this PSD is scaled in the time domain to make its variance unity. This PSD was derived from the expected initial LIGO PSD, as provided in [17] , by truncating the latter below 5 Hz and above 800 Hz and applying a band pass filter with unity gain between 50 Hz and 500 Hz.
The various cases considered here are as follows.
(i) White Gaussian noise (σ = 1)-The time series consists of independent and identically distributed Gaussian random variables. The standard deviation σ of the Gaussian random variables is unity and their mean is zero.
(ii) White Gaussian noise (σ = 10) -Same as above but with σ = 10.
(iiI) White non-Gaussian noise -All details in this simulation are the same as above except that the distribution of each sample is now chosen to be an exponential [16] with standard deviation σ = 1.
(iv) Coloured noise -We generated Gaussian, zero mean noise with a PSD identical in shape to that of the initial LIGO [17] in the frequency band 40 Hz to ∼ 500 Hz. Fig. 2 shows the PSD of the noise.
The range covered by the above types of statistical models is much more extensive than would be required in practice. However, by applying the test to such extreme situations, we can bound variations, in the false alarm rate versus threshold curve, that would occur in a more realistic situation.
The results are shown in Fig. 3, 4 and 5. For the small false alarm rates (< 5/hour) that will be required in practice, the test is clearly shown to be very insensitive to the statistical nature of the data. The largest variation is between the Gaussian and exponential case while there is hardly any variation, even at large false alarm rates, among the Gaussian cases. The variation between the Gaussian and exponential case is less than ∼ 50% in the worst case. As explained above, this should be treated as an upper bound on the error one might expect in practice. Figs. 3, 4 and 5 correspond to different sets of test parameter values. The threshold for a given false alarm rate does depend, as one may expect, on the parameters of the test l s , l l and . Because of the robust nature, however, given a particular set of parameter values only a single Monte Carlo simulation has to be performed with, say, white Gaussian noise, in order to obtain the corresponding false alarm rate versus threshold curve.
The parameter values for Fig. 3 were chosen to be the same as those that will be used in the following section. We also consider in that section the case of a band pass filtered and down sampled time series. Fig. 5 uses parameter values appropriate to the latter while the choice for Fig. 4 is explained in more detail in Section IV C. 
B. Detection probability
We assume that the event is a "burst" which appears additively in ambient stationary noise. The burst has an effectively finite duration and is itself an instance of a stochastic process. We consider the following combinations of background noise, bursts and test parameters l l , l s and . The sampling frequency of the data is assumed to be 1000 Hz.
The background noise is a zero mean stationary Gaussian process with a PSD that matches with the expected initial LIGO PSD (c.f., Fig. 2) . The burst is a narrow band burst constructed by band pass filtering a white Gaussian noise sequence followed by multiplication of the filtered ouput with a time domain window. Let the width of the pass band be W and its central frequency be f c . The time domain window function is chosen to be a Gaussian (exp −t 2 /2Σ 2 ))whose standard deviation Σ is chosen such that when t = 0.5 sec, the window amplitude drops to 10% of its maximum value (which is unity at t = 0). The burst has, therefore, an effective duration of ∼ 1 sec. The test parameters are l l = 0.5 sec, l s = 0.064 sec and = 3. ( l s = 0.064 sec corresponds to 64 points, a power of 2, in order to optimise the Fast Fourier Transforms needed for computing the periodogram for each subsegment.)
We consider two types of narrow band bursts. Type (1) has f c = 200 Hz, while type (2) has f c = 100 Hz. W = 20 Hz for both types of bursts. The detection region, which is the area in the time frequency plane that must contain a cluster of black pixel for a valid detection, is chosen in both cases to be 1.0 sec and 80 Hz wide in time and frequency respectively. It is centered at at the location of the window maximum in time and at f c in frequency.
Results --For each type of burst, we empirically determine the peak amplitude required in order for the burst to have a detection probability of 0.8. This is done at several different values of the detection threshold corresponding to false alarm rates of 1 false event in 1/2, 1, 2, or 3 hours. The results are tabulated in Table I.   TABLE I . The peak amplitude, in multiples of the background noise r.m.s., required for a burst to be detected with 80% probability. See text for description of the burst types. The threshold η corresponding to a particular false alarm rate is given in parantheses below it.
Burst
False alarm rate type 2 events/hr 1 event/hr 1 event/2hrs 1 event/3hrs (η = 1. As shown later in Section IV C, the above choice for the test parameters, especially the value of l l , optimizes the test for detecting bursts which effectively last for ∼ 1 sec. We have, therefore, presented the best performance the test can deliver for detecting bursts with this duration. Note that the same set of parameters optimize the test for detecting bursts that occur in very different frequency bands. Thus, the duration of a burst is effectively the only characteristic that needs to be considered when optimizing the test. This point is discussed further in Section IV C.
In Figs. 6 and 7, we show samples of both data and burst (with the peak amplitudes given in Table I ) for each of the two cases described above. Fig. 6 corresponds to type (1) bursts and illustrates the fact that the bursts being detected are not prominent enough to be picked up by "eye" . The burst in Fig. 7 , of type (2), is more prominent. This is because these bursts lie closer in frequency to the "seismic wall" part of the noise curve (see Fig. 2 ) where the variance of the PSD is higher.
To better understand the detection efficiency of our test, it is natural to ask for a comparision with a test that, intuitively, represents the best we can do. Let us suppose that we know a priori that all bursts are of type (2) above and that the ambient noise is a Gaussian, stationary random process. Note that such prior information is at a much finer lever of detail than that used to optimize our test which was a knowledge of only the burst duration. Nonetheless, assuming that such information was available to us (and no more), then the following would be the ideal scheme we should compare our test with.
In the ideal scheme (similar to [18] ), we first band pass filter the data x. Since we know the bursts are of type (2), let the filter pass band be W = 20 Hz wide, centered at the frequency f c = 100 Hz. The output of the filter is demodulated and the resulting quadrature components, say X = {X k } and Y = {Y k }, k = 1, 2, . . ., are resampled down to a sampling frequency of 2W . The downsampled quadratures are then squared and summed to give a time series
If any sample of Z crosses a threshold η, we declare that a burst was present near the location of that sample.
The samples of Z should be nearly independent and distributed identically. Since the original time series is a Gaussian random process, this distribution is an exponential. (Note that the assumption of Gaussianity is essential since the central limit theorem does not apply here.) The number of samples per hour would be 2W × 3600 = 144000. For a false alarm rate of one per hour, therefore, the threshold η should be 2.14. Here, we have used the fact that for the PSD shown in Fig. 2 , the standard deviation of Z k turns out to be 0.18.
Monte Carlo simulations then show that, for obtaining a detection probability of 0.8 with the ideal scheme, the peak amplitude of bursts of type (2) must be 1.5σ, where σ is the standard deviation of the original time series x. From Table I we see that, for the same false alarm rate and detection probability, our test requires a peak amplitude of 4.7σ, a factor of ∼ 3 higher than that for the ideal test. (1), and the corresponding input data. The top panel shows the data obtained by adding the burst to stationary coloured Gaussian noise. The burst waveforms are stochastic but their peak amplitude is constrained to be a constant. Here, the peak amplitude of the burst is 1.3σ, σ being the standard deviation of the stationary noise. (2), and the corresponding input data. The top panel shows the data obtained by adding the burst to stationary coloured Gaussian noise. The burst waveforms are stochastic but their peak amplitude is constrained to be a constant. Here, the peak amplitude of the burst is 4.0σ, σ being the standard deviation of the stationary noise.
C. The role of the test parameters
The test has three adjustable parameters (c.f., Section III B) l l , and l s . The false alarm rate of the test depends on the choice of these parameters as does the power of the test. Here, we empirically explore the effect of these parameters on the performance of the test.
Resolution in time and frequency -The parameter l l , determines the time resolution of the test. An event can only be located in time with an accuracy of l l . The duration of a subsegment l s determines the frequency resolution of the test. The bin size in frequency domain is simply given by 1/l s .
False alarm rate - Fig. 8 shows the effect of l l on the false alarm rate of the test (l s and held fixed). This is not a monotonic effect as would be expected from the fact that decreasing l l decreases the number of samples used in the t-test which should lead to a larger false alarm rate. This trend is, however, observed to reverse below a certain value of l l . This is probably an effect of the correlation in the sequence of t values (c.f., Section III C), though a full understanding requires an analytical treatment. Nonetheless, simulations establish that this behaviour does not significantly affect the robustness of the test. In fact, the parameters chosen for the simulations in Section IV A for the demonstration of robustness, correspond to values of l l on both sides of the change point in Fig. 8 . Fig. 3 corresponds to a value of l l that lies on the left and Fig. 4 to a value on the right of the change point and both show that the test is robust. We have verified this behaviour for several other cases also.
Similarly, the effect of a reduction in l s for a fixed l l is expected to reduce the false alarm rate but as in the case of l l , a reversal of this trend is observed (see Fig. 9 Detection probability --Consider the effect of l l on the detection probability of a burst. When l l is significantly larger than the event duration only a few of the subsegments, in a segment that contains the burst, will have a distribution different from the stationary case and will appear as outliers which are not detected well by the t-test. When l l is smaller than the event duration, the probability of the resultant patch of black pixels forming a cluster is reduced and such patches are vetoed. The effect of burst duration on its detectability for fixed test parameters is illustrated in Fig. 10 . The same argument indicates that the only characteristic of a burst that needs to be considered for optimizing the test is its duration since that alone determines in what manner the two samples being compared in the t-test deviate from each other.
The above implies that in practice, the data should be tested with different sets of values for l l and l s . This is a natural consequence of the fact that no test can detect all possible forms of non-stationarity equally well. The tunability of this test is, therefore, actually an advantage. Fig. 10 shows that the drop in detection probability is not highly sensitive to errors in a prior estimate of burst duration. Further, the drop in detection probability is less for bursts with larger amplitudes.
Miscellaneous -Reducing l s to the point that each subsegment has only one sample is simply equivalent to monitoring changes in the variance of the input time series. This is because a one point DFT is simply the sample itself and the periodogram is, therefore, just the square of the sample. Thus, a test for change in variance is a special case of the present test.
However, under some circumstances, an indiscriminate reduction in l s can have adverse effects. For instance, suppose the ambient noise PSD is such that the power in some frequency region is much greater than the power elsewhere (see Fig. 2 for an example) and all the bursts occur in the low power region. Since reduction in l s decreases frequency resolution, the low power region will be completely masked by the high power one for sufficiently small l s . This will then make the detection of the bursts more difficult. A related issue is that of narrowband noise contamination which is discussed in more detail in Section V, The lag -This parameter is used to veto spurious patches of black pixels (c.f., Section III B). As long as the event durations are smaller than , a change in should not affect the power of the test. The false alarm rate should also be independent of since for stationary noise it does not matter which two segments are compared in the t-test. These properties of are indeed observed in our simulations.
A very long lag would allow the detection of long time scale non-stationarity such as an abrupt change in the variance from one fixed value to another. However, for such abrupt long lasting changes, there exist better methods of detection [19] .
V. DISCUSSION
A test for the detection of episodic non-stationarity is presented which has the important property of being robust. This allows the test to be used on data without the need to first chracterize the data statistically.
The main results of this work are (i) the demonstration, using Monte Carlo simulations, of the insensitivity of the false alarm rate at a given threshold to the statistical nature of the data being analyzed, and (ii) application of the test to the detection of different types of bursts which showed that the test can detect fairly weak bursts. For instance, as shown in Table I , the test could detect 80% of narrowband bursts, each located within a band of 20 Hz centered at 200 Hz, that were added to Gaussian noise with a PSD such as that of LIGO-I when the peak amplitude of the bursts was only 1.6 × r.m.s. of background noise and the false alarm rate for the test was 1 event/hour.
We did not catalog the false alarm rate or detection probability for a large number of cases since real applications will almost always fall outside any such catalog. Instead, for false alarm rate, we chose a rather extreme range for the types of stationary noise so that a bound on the robustness could be obtained. While, for detection probability, our main aim was to demonstrate that, given its robustness, the test performs quite well in realistic situations. When applying the test to a particular data set, the appropriate false alarm versus threshold curve can be obtained easily using a single Monter Carlo simulation. Almost always, the experimenter has some prior idea of the range of burst durations he/she is interested in and therefore can choose the set of test parameters appropriately. This would be necessary for any test of nonstationarity, and not particularly the present one, since non-stationarity can take many forms. A more general approach would require understanding the test analytically. This work is in progress.
Though we touched upon the problem of narrow band noise (c.f., Section IV C) it was not addressed in detail. This is because this is an issue that is fundamental to all tests for transient non-stationarity and not specific to the present test alone. Narrow band noise, such as power supply interference at 60 Hz and its harmonics or the thermal noise associated with the violin modes of suspension wires, appear non-stationary on timescales much shorter than their correlation length. Thus, if a narrow band noise component has significant power, the frequency band containing it will appear non-stationary to any test that searches for short duration transients. On the other hand, steady narrowband signals in the data can supress the detection of non-stationarity that happens to lie close to them in frequency. This is because detection of short bursts implies an increase in time resolution and, correspondingly, a decrease in frequency resolution. Thus if the narrowband signals are strong, they can make the frequency bins containing them appear stationary.
This problem can be addressed in several ways. A preliminary look at the PSD can tell us about the frequency bands where narrowband interference is severe and the output of the test in those bands can be discarded from further analysis. Another way could be to decrease the time resolution sufficiently though at the cost of losing short bursts. A more direct and effective approach would be to pass the data through time domain filters that notch the offending frequencies. Such filters could also be made adaptive so that the frequencies can be tracked in time [20] . Further work is in progress on this issue. 6. Thus, we have obtained the patch which is disconnected from L sub but, along with it, forms a part of a cluster (given by L sub ∪ L sub ). Repeat step 4 to find all the disjoint patches that form a particular cluster.
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7. If L sub fails the check for cluster, remove it from L and rename L sub as L. Start from step 1 again.
8. If a complete cluster is found, the locations of the constituent b-pixels are stored separately. Follow step 6.
This continues until not more than one b-pixel is left in L.
The algorithm for finding clusters is easy to implement in softwares such as MATLAB [21] or MATHEMAT-ICA [22] which have readymade routines for set operations such as intersection, complement and others. We use MATLAB for our implementation.
