Integrable $sl(\infty)$-modules and Category $\mathcal O$ for
  $\mathfrak{gl}(m|n)$ by Hoyt, Crystal et al.
ar
X
iv
:1
71
2.
00
66
4v
4 
 [m
ath
.R
T]
  2
1 A
ug
 20
18
INTEGRABLE sl(∞)-MODULES AND CATEGORY O FOR gl(m|n)
CRYSTAL HOYT, IVAN PENKOV, VERA SERGANOVA
Abstract. We introduce and study new categories Tg,k of integrable g = sl(∞)-modules
which depend on the choice of a certain reductive in g subalgebra k ⊂ g. The simple objects of
Tg,k are tensor modules as in the previously studied category Tg [DPS]; however, the choice
of k provides for more flexibility of nonsimple modules in Tg,k compared to Tg. We then
choose k to have two infinite-dimensional diagonal blocks, and show that a certain injective
object Km|n in Tg,k realizes a categorical sl(∞)-action on the category O
Z
m|n, the integral
category O of the Lie superalgebra gl(m|n). We show that the socle of Km|n is generated
by the projective modules in OZ
m|n, and compute the socle filtration of Km|n explicitly. We
conjecture that the socle filtration of Km|n reflects a “degree of atypicality filtration” on the
category OZ
m|n. We also conjecture that a natural tensor filtration on Km|n arises via the
Duflo–Serganova functor sending the categoryOZ
m|n to O
Z
m−1|n−1. We prove a weaker version
of this latter conjecture for the direct summand of Km|n corresponding to finite-dimensional
gl(m|n)-modules.
Mathematics subject classification (2010): Primary 17B65, 17B10, 17B55.
Key words: super category O, integrable sl(∞)-module, Duflo–Serganova functor, socle
filtration, injective module.
1. Introduction
Categorification has set a trend in mathematics in the last two decades and has proved
important and useful. The opposite process of studying a given category via a combinatorial
or algebraic object such as a single module has also borne ample fruit. An example is
Brundan’s idea from 2003 to study the category FZm|n of finite-dimensional integral modules
over the Lie superalgebra gl(m|n) via the weight structure of the sl(∞)-module ΛmV⊗ΛnV∗,
where V and V∗ are the two nonisomorphic defining (natural) representations of sl(∞).
Using this approach Brundan computes decomposition numbers in FZm|n [B]. An extension
of Brundan’s approach was proposed in the work of Brundan, Losev and Webster in [BLW],
where a new proof of the Brundan–Kazhdan–Lusztig conjecture for the category O over
the Lie superalgebra gl(m|n) is given. (The first proof of the Brundan–Kazhdan–Lusztig
conjecture for the category O over the Lie superalgebra gl(m|n) was given by Cheng, Lam
and Wang in [CLW].) The same approach was also used by Brundan and Stroppel in [BS],
where the algebra of endomorphisms of a projective generator in FZm|n is described as a certain
diagram algebra and the Koszulity of FZm|n is established.
All three authors have been supported in part by DFG Grant PE 980/6-1. The first and third authors
been partially supported by BSF Grant 2012227. The third author has been also supported by NSF grant
DMS-1701532.
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The representation theory of the Lie algebra sl(∞) is of independent interest and has been
developing actively also for about two decades. In particular, several categories of sl(∞)-
modules have been singled out and studied in detail, see [DP, PStyr, DPS, PS, Nam].
The category Tsl(∞) from [DPS] has been playing a prominent role: its objects are finite-
length submodules of a direct sum of several copies of the tensor algebra T (V⊕V∗). In [DPS]
it is proved that Tsl(∞) is a self-dual Koszul category, in [SS] it has been shown that Tsl(∞) has
a universality property, and in [FPS] Tsl(∞) has been used to categorify the Boson-Fermion
Correspondence.
Our goal in the present paper is to find an appropriate category of sl(∞)-modules which
contains modules relevant to the representation theory of the Lie superalgebras gl(m|n).
For this purpose, we introduce and study the categories Tg,k, where g = sl(∞) and k is a
reductive subalgebra of g containing the diagonal subalgebra and consisting of finitely many
blocks along the diagonal. The Lie algebra k is infinite dimensional and is itself isomorphic
to the commutator subalgebra of a finite direct sum of copies of gl(n) (for varying n) and
copies of gl(∞). When k = g, this new category coincides with Tg. A well-known property
of the category Tg states that for every M ∈ Tg, any vector m ∈ M is annihilated by a
“large” subalgebra g′ ⊂ g, i.e. by an algebra which contains the commutator subalgebra of
the centralizer of a finite-dimensional subalgebra s ⊂ g. For a general k as above, the category
Tg,k has the same simple objects as Tg but requires the following for a nonsimple moduleM:
the annihilator in k of every m ∈ M is a large subalgebra of k. This makes the nonsimple
objects of Tg,k more “flexible” than in those of Tg, the degree of flexibility being governed by
k.
In Section 3, we study the category Tg,k in detail, one of our main results being an explicit
computation of the socle filtration of an indecomposable injective object Iλ,µ of Tg,k (where
λ and µ are two Young diagrams), see Theorem 20. An effect which can be observed here
is that with a sufficient increase in the number of infinite blocks of k, the layers of the socle
filtration of Iλ,µ grow in a “self-similar” manner. This shows that Tg,k is an intricate extension
of the category Tg within the category of all integrable g-modules.
In Section 4, we show that studying the category Tg,k achieves our goal of improving the
understanding of the integral category OZm|n for the Lie superalgebra gl(m|n). More precisely,
we choose k to have two blocks, both of them infinite. Then we show that the category OZm|n
is a categorification of an injective object Km|n in the category Tg,k. In order to accomplish
this, we exploit the properties of Tg,k as a category, and not just as a collection of modules.
The object Km|n of Tg,k can be defined as the complexified reduced Grothendieck group of
the category OZm|n, endowed with an sl(∞)-module structure (categorical action of sl(∞)).
For m,n ≥ 1, Km|n is an object of Tg,k, but not of Tg. We prove that the socle of Km|n
as an sl(∞)-module is the submodule generated by classes of projective gl(m|n)-modules in
OZm|n. Moreover, we conjecture that the socle filtration of Km|n (which we already know from
Section 3) arises from filtering the category OZm|n according to the degree of atypicality of
gl(m|n)-modules. We provide some partial evidence toward this conjecture.
We also show that the category FZm|n of finite-dimensional integral gl(m|n)-modules cat-
egorifies a direct summand Jm|n of Km|n which is nothing but an injective hull in Tg,k of
Brundan’s module ΛmV ⊗ ΛnV∗, see Corollary 28. (Note that the module Λ
mV ⊗ ΛnV∗ is
an injective object of Tg, but is not injective in Tg,k when k has two (or more) infinite blocks.)
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Finally, we conjecture that a natural filtration on the category OZm|n defined via the Duflo–
Serganova functor DS : OZm|n → O
Z
m−1|n−1 categorifies the tensor filtration of Km|n, i.e. the
coarsest filtration of Km|n whose successive quotients are objects of Tg. We have a similar
conjecture for the direct summand Jm|n of Km|n, and we provide evidence for this conjecture
in Proposition 42.
2. Acknowledgements
We would like to thank two referees for their extremely thorough and thoughtful comments.
3. New categories of integrable sl(∞)-modules
3.1. Preliminaries. Let V and V∗ be countable-dimensional vector spaces with fixed bases
{vi}i∈Z and
{
v∗j
}
j∈Z
, together with a nondegenerate pairing 〈·, ·〉 : V ⊗V∗ → C defined by
〈vi, v
∗
j 〉 = δij . Then gl (∞) := V ⊗V∗ has a Lie algebra structure such that
[vi ⊗ v
∗
j , vk ⊗ v
∗
l ] = 〈vk, v
∗
j 〉vi ⊗ v
∗
l − 〈vi, v
∗
l 〉vk ⊗ v
∗
j .
We can identify gl(∞) with the space of infinite matrices (aij)i,j∈Z with finitely many nonzero
entries, where the vector vi⊗ v
∗
j corresponds to the matrix Eij with 1 in the i, j-position and
zeros elsewhere. Then 〈·, ·〉 corresponds to the trace map, and its kernel is the Lie algebra
sl (∞), which is generated by ei := Ei,i+1, fi := Ei+1,i with i ∈ Z. One can also realize sl(∞)
as a direct limit of finite-dimensional Lie algebras sl(∞) = lim−→ sl (n). In contrast to the
finite-dimensional setting, the exact sequence
0→ sl(∞)→ gl(∞)→ C→ 0
does not split, and the center of gl(∞) is trivial.
Let g = sl(∞). The representations V and V∗ are the defining representations of g.
The tensor representations V⊗p ⊗ V⊗q∗ , p, q ∈ Z≥0 have been studied in [PStyr]. They are
not semisimple when p, q > 0; however, each simple subquotient of V⊗p ⊗ V⊗q∗ occurs as
a submodule of V⊗p
′
⊗ V⊗q
′
∗ for some p
′, q′. The simple submodules of V⊗p ⊗ V⊗q∗ can be
parameterized by two Young diagrams λ,µ, and we denote them Vλ,µ.
Recall that the socle of a module M, denoted socM, is the largest semisimple submodule
of M. The socle filtration of M is defined inductively by soc0M := socM and sociM :=
p−1i (soc(M/(soc
i−1M))), where pi : M → M/(soc
i−1M) is the natural projection. We also
use the notation sociM := sociM/ soci−1M for the layers of the socle filtration.
Schur-Weyl duality for sl(∞) implies that the module V⊗p ⊗V⊗q∗ decomposes as
(3.1) V⊗p ⊗V⊗q∗ =
⊕
|λ|=p,|µ|=q
(Sλ(V)⊗ Sµ(V∗))⊗ (Yλ ⊗ Yµ),
where Yλ and Yµ are irreducible Sp- and Sq-modules, and Sλ denotes the Schur functor
corresponding to the Young diagram (equivalently, partition) λ. Each module Sλ(V)⊗Sµ(V∗)
is indecomposable and its socle filtration is described in [PStyr]. Moreover, Theorem 2.3 of
[PStyr] claims that
(3.2) sock(Sλ(V)⊗ Sµ(V∗)) ∼=
⊕
λ′,µ′,|γ|=k
Nλλ′,γN
µ
µ′,γV
λ′,µ′
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where Nλ
λ′,γ
are the standard Littlewood-Richardson coefficients. In particular, Sλ(V) ⊗
Sµ(V∗) has simple socle V
λ,µ. It was also shown in [PStyr, Theorem 2.2] that the socle of
V⊗p ⊗V⊗q∗ equals the intersection of the kernels of all contraction maps
Φij : V
⊗p ⊗V⊗q∗ → V
⊗(p−1) ⊗V
⊗(q−1)
∗(3.3)
v1 ⊗ · · · ⊗ vp ⊗ v
∗
1 ⊗ · · · ⊗ v
∗
q 7→ 〈v
∗
j , vi〉v1 ⊗ · · · ⊗ v̂i ⊗ · · · ⊗ vp ⊗ v
∗
1 ⊗ · · · ⊗ v̂
∗
j ⊗ · · · ⊗ v
∗
q
A g-module is called a tensor module if it is isomorphic to a submodule of a finite direct sum
of sl(∞)-modules of the form V⊗pi ⊗V⊗qi∗ for pi, qi ∈ Z≥0. The category of tensor modules
Tg is by definition the full subcategory of g-mod consisting of tensor modules [DPS]. A finite-
length g-moduleM lies in Tg if and only ifM is integrable and satisfies the large annihilator
condition [DPS]. Recall that a g-moduleM is called integrable if dim{m, x·m, x2 ·m, . . .} <∞
for any x ∈ g, m ∈ M. A g-module is said to satisfy the large annihilator condition if for
each m ∈M, the annihilator Anngm contains the commutator subalgebra of the centralizer
of a finite-dimensional subalgebra of g.
The modules V⊗p ⊗ V⊗q∗ , p, q ∈ Z≥0 are injective in the category Tg. Moreover, every
indecomposable injective object of Tg is isomorphic to an indecomposable direct summand of
V⊗p ⊗V⊗q∗ for some p, q ∈ Z≥0 [DPS]. Consequently, by (3.1), an indecomposable injective
in Tg is isomorphic to Sλ(V)⊗ Sµ(V∗) for some λ,µ.
The category Tg is a subcategory of the category T˜ ensg, which was introduced in [PS] as the
full subcategory of g-mod whose objectsM are defined to be the integrable g-modules of finite
Loewy length such that the algebraic dualM∗ = HomC(M,C) is also integrable and of finite
Loewy length. The categories Tg and T˜ ensg have the same simple objects V
λ,µ [PS, DPS].
The indecomposable injective objects of T˜ ensg are (up to isomorphism) the modules (V
µ,λ)∗,
and soc(Vµ,λ)∗ ∼= Vλ,µ [PS]. A recent result of [CP2] shows that the Grothendieck envelope
Tensg of T˜ ensg is an ordered tensor category, and that any injective object in Tensg is a
direct sum of indecomposable injectives from T˜ ensg.
3.2. The categories Tg,k. In this section, we introduce new categories of integrable sl(∞)-
modules. This is motivated in part by the applications to the representation theory of the
Lie superalgebras gl(m|n).
Let g = sl(∞) with the natural representation denoted V. Consider a decomposition
(3.4) V = V1 ⊕ · · · ⊕Vr,
for some vector subspaces Vi of V. Let l be the Lie subalgebra of g preserving this decom-
position. Then k := [l, l] is isomorphic to k1 ⊕ · · · ⊕ kr, where each ki is isomorphic to sl(ni)
or sl(∞).
Definition 1. Denote by T˜g,k the full subcategory of T˜ ensg consisting of modulesM satisfying
the large annihilator condition as a module over ki for all i = 1, . . . , r. By Tg,k we denote the
full subcategory of T˜g,k consisting of finite-length modules.
Both categories Tg,k and T˜g,k are abelian symmetric monoidal categories with respect to
the usual tensor product of g-modules. Two categories T˜g,k and T˜g,¯k are equal if k and k¯ have
finite corank in k+ k¯, so we will henceforth assume without loss of generality that each Vi in
decomposition (3.4) is infinite dimensional. Note that Tg,g = Tg.
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We define the functor Γg,k : T˜ ensg → T˜g,k by taking the maximal submodule lying in T˜g,k.
Then
(3.5) Γg,k(M) =
⋃
Ms1⊕···⊕sr ,
where the union is taken over all finite corank subalgebras s1 ⊂ k1, . . . , sr ⊂ kr.
Lemma 2. Let Tg,k be as in Definition 1.
(1) The simple objects of Tg,k and of T˜g,k are isomorphic to V
λ,µ.
(2) The functor Γg,k sends injective modules in T˜ ensg to injective modules in T˜g,k.
(3) The category T˜g,k has enough injective modules.
(4) The indecomposable injective objects of T˜g,k are isomorphic to Γg,k((V
µ,λ)∗).
Proof. (1) The category Tg is a full subcategory of Tg,k and of T˜g,k, which are both full
subcategories of T˜ ensg. Since the categories Tg and T˜ ensg have the same simple
objects Vλ,µ, the claim follows.
(2) This follows from the definition of Γg,k, since HomTg,k(X,Γg,k(Y )) = HomT˜ ensg(X, Y )
for all X ∈ Tg,k and Y ∈ T˜ ensg.
(3) Every module M in T˜g,k can be embedded into Γg,k(M
∗∗), which is injective in T˜g,k,
since M∗∗ is injective in T˜ ensg [PS].
(4) This follows from (1) and (2), since (Vµ,λ)∗ is an indecomposable injective object of
T˜ ensg, and consequently Γg,k((V
µ,λ)∗) is an indecomposable injective object of T˜g,k
with soc Γg,k((V
µ,λ)∗) ∼= Vλ,µ.

Remark 3. It will follow from Corollary 12 that the indecomposable injective objects Γg,k((V
µ,λ)∗)
are objects of Tg,k. Consequently, Tg,k and T˜g,k have the same indecomposable injectives.
3.3. The functor R and Jordan-Hölder multiplicities. In this section, we calculate the
Jordan-Hölder multiplicities of the indecomposable injective objects of the categories Tg,k.
One of the main tools we use for this computation is the functor R, which we will now
introduce.
Let
(3.6) V′ = V1 ⊕ · · · ⊕Vr−1, g
′ = g ∩ gl(V′), k′ = k1 ⊕ · · · ⊕ kr−1.
Let (Vr)∗ ⊂ V∗ be the annihilator of V
′ = V1⊕ · · · ⊕Vr−1 with respect to the pairing 〈·, ·〉.
We have g′ ∼= sl(∞) and k′ ⊂ g′.
Define a functor R from the category g–mod of all g-modules to the category g′–mod by
setting
R(M) =Mkr .
It follows from the definition that after restricting to T˜g,k we have a functor R : T˜g,k → T˜g′,k′.
Lemma 4. The following diagram of functors is commutative:
g−mod
R
−−−→ g′−mod
Γg,k
y Γg′,k′y
T˜g,k
R
−−−→ T˜g′,k′
.
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Proof. By (3.5) we have
Γg,k(M) =
⋃
Ms1⊕···⊕sr
for any g-module M. Then
R(Γg,k(M)) = (
⋃
Ms1⊕···⊕sr)kr =
⋃
Ms1⊕···⊕sr−1⊕kr =
⋃
(R(M))s1⊕···⊕sr−1 = Γg′,k′(R(M)).

Lemma 5. If λ,µ are Young diagrams, then
R((Sλ(V)⊗ Sµ(V∗))
∗) =
⊕
λ′,µ′,γ
Nλλ′,γN
µ
µ′,γ(Sλ′(R(V))⊗ Sµ′(R(V∗)))
∗.
Proof. Since R(V) = V′, we have the decompositions
V = R(V)⊕Vr, V∗ = R(V∗)⊕ (Vr)∗.
We also have the identity
(3.7) Sλ(V ⊕W ) =
⊕
Nλµ,νSµ(V )⊗ Sν(W ),
which holds for all vector spaces V and W . These imply
Sλ(V)⊗ Sµ(V∗) =
⊕
λ′,µ′,γ,γ′
Nλλ′,γN
µ
µ′,γ′Sλ′(R(V))⊗ Sγ(Vr)⊗ Sµ′(R(V∗))⊗ Sγ ′((Vr)∗).
By definition
R((Sλ(V)⊗ Sµ(V∗))
∗) = Homg′(Sλ(V)⊗ Sµ(V∗),C),
and it follows from (3.2) that
dimHomg′(Sγ(Vr)⊗ Sγ′((Vr)∗),C) = δγ,γ′,
δγ,γ′ being Kronecker’s delta. Therefore,
Homg′(Sλ(V)⊗ Sµ(V∗),C) =
⊕
λ′,µ′,γ
Nλλ′,γN
µ
µ′,γ(Sλ′(R(V))⊗ Sµ′(R(V∗)))
∗.

Lemma 6. If 0→ A→ B → C → 0 is an exact sequence of modules in T˜ ensg, then the dual
exact sequence 0→ C∗ → B∗ → A∗ → 0 splits.
Proof. This follows from the fact that C∗ is injective in T˜ ensg. 
Lemma 7. The functor R : T˜g,k → T˜g′,k′ sends an indecomposable injective object to an
injective object.
Proof. Let Pλ,µ = Γg,k((Sλ(V)⊗ Sµ(V∗))
∗). Then by Lemma 4 we have
R(Pλ,µ) = Γg′,k′(R((Sλ(V)⊗ Sµ(V∗))
∗)),
and hence by Lemma 5
(3.8) R(Pλ,µ) =
⊕
λ′,µ′,γ
Nλλ′,γN
µ
µ′,γΓg′,k′((Sλ′(R(V))⊗ Sµ′(R(V∗)))
∗).
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Therefore, R(Pλ,µ) is injective in T˜g′,k′. Every indecomposable injective object in T˜g,k is
isomorphic to Γg,k(L
∗) for some simple object L = Vλ,µ, and by Lemma 6, Γg,k(L
∗) is a direct
summand of Pλ,µ = Γg,k((Sλ(V)⊗ Sµ(V∗))
∗). Since the functor R is left exact, R(Γg,k(L
∗))
is a direct summand of R(Pλ,µ). Hence, R(Γg,k(L
∗)) is injective in T˜g′,k′. 
Lemma 8. Let V = Vn ⊕W and V∗ = V
∗
n ⊕W∗ be decompositions with dim Vn = n,
W⊥ = V ∗n and W
⊥
∗ = Vn. Let s be the commutator subalgebra of W ⊗W∗. Let M ∈ Tg be
a module such that all its simple constituents are of the form Vλ,µ with |λ|+ |µ| ≤ n. Then
the length of Ms in the category of sl(n)-modules equals the length of M in Tg.
Proof. It follows from (3.7) and the fact that Sλ(Vn) and Sµ(V
∗
n ) are nonzero (since dimVn ≥
|λ|, |µ|) that
(Sλ(V)⊗ Sµ(V∗))
s = Sλ(Vn)⊗ Sµ(V
∗
n ).
The description of the layers of the socle filtration of Sλ(V)⊗Sµ(V∗) in (3.2) shows that the
length of Sλ(V)⊗Sµ(V∗) equals the length of Sλ(Vn)⊗Sµ(V
∗
n ). Furthermore, since the socle
Vλ,µ of Sλ(V)⊗Sµ(V∗) coincides with the set of vectors annihilated by all contraction maps
(see (3.3)), and the set of vectors in Sλ(Vn)⊗ Sµ(V
∗
n ) annihilated by all contraction maps is
the simple sl(n)-module V λ,µn , we obtain (V
λ,µ)s = V λ,µn . It then follows from left exactness
that the functor (·)s does not increase the length.
Let M ∈ Tg, and let k(M) be the maximum of |λ|+ |µ| over all simple constituents V
λ,µ
of M. We proceed by proving the statement by induction on k(M) with the obvious base
case k(M) = 0. Consider an exact sequence
0→M→ I→ N→ 0,
where I is an injective hull of M in Tg. From the description of the socle filtration of an
injective module in Tg (see (3.2)), we have k(N) < k(M). Therefore, the length l(N) of N
equals the length l(Ns) of Ns by the induction assumption. On the other hand, since I is
injective and hence isomorphic to a direct sum of Sλ(V) ⊗ Sµ(V∗) with |λ| + |µ| ≤ n, the
length of I equals the length of Is. Now if l(Ms) < l(M), then
l(Ns) ≥ l(Is)− l(Ms) > l(I)− l(M) = l(N),
which is a contradiction. 
Corollary 9. Let s be a subalgebra of g as in Lemma 8, and let M ∈ T˜g be a module such
that all its simple constituents are of the form Vλ,µ with |λ|+ |µ| ≤ n. Then M = U(g)Ms.
Proof. SinceM is a direct limit of modules of finite length it suffices to prove the statement for
M ∈ Tg. This can be easily done by induction on the length ofM. Indeed, consider an exact
sequence 0 → N → M → L → 0 with simple L. Lemma 8 implies that 0 → Ns → Ms →
Ls → 0 is also exact, because the functor (·)s is left exact and l(Ls) = l(Ms)− l(Ns). Now if
U(g)Ms 6=M then, since U(g)Ns = N by the induction assumption, we obtain U(g)Ms = N.
This implies Ms = Ns, and hence l(Ls) = 0, which contradicts Lemma 8. 
Lemma 10. For any M ∈ Tg,k we have U(g)R(M) =M.
Proof. Recall the definition of k(M) from the proof of Lemma 8, and recall the decomposition
(3.4). Let U be a subspace of V, and U∗ be a subspace of V∗ such that Vr ⊂ U and
(Vr)∗ ⊂ U∗, each of codimension k(M).
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Denote by l ⊂ g the commutator subalgebra of U⊗U∗, and by Resl the restriction functor
from Tg,k to T˜l. The identity (3.7) implies that k(ReslM) = k(M). By Corollary 9 with g = l
and s = kr, we get M = U(l)R(M). The statement follows. 
Lemma 11. The functor R : Tg,k → Tg′,k′ is exact and sends a simple module V
λ,µ ∈ Tg,k
to the corresponding simple module Vλ,µ ∈ Tg′,k′, and hence induces an isomorphism between
the Grothendieck groups of Tg,k and Tg′,k′.
Proof. Since Vλ,µ is in fact an object of Tg, the statement about simple modules follows by
the argument concerning contraction maps from the proof of Lemma 8.
Since R is left exact, we have the inequality
(3.9) l(R(M)) ≤ l(M).
Thus, to prove exactness of R it suffices to show that R preserves the length, i.e. l(M) =
l(R(M)). We prove this by induction on l(M). Consider an exact sequence of g-modules
0→ N→M→ L→ 0,
such that L is simple. By the induction hypothesis we have l(R(N)) = l(N). If we assume
that l(R(M)) < l(M), then l(R(M)) = l(N) and so R(N) = R(M). But then by Lemma 10,
we have N =M, which is a contradiction. 
Corollary 12. For any λ,µ, the module Γg,k((Sλ(V)⊗ Sµ(V∗))
∗) has finite length. Hence,
the module Iλ,µ := Γg,k((V
µ,λ)∗) has finite length and is an object of the category Tg,k.
Proof. It was proven in [DPS] that Γg,g((Sλ(V)⊗ Sµ(V∗))
∗) has finite length in T˜g (see the
proof of Proposition 4.5 in [DPS] and note that the functor Γg,g is denoted by B in [DPS]).
Using (3.8), the first claim follows by induction on the number r of components in the
decomposition of V. For the second claim, observe that Lemma 6 implies Iλ,µ is isomorphic
to a direct summand of the module Γg,k((Sµ(V)⊗ Sλ(V∗))
∗). 
Lemma 13. Let Iλ,µ denote an injective hull of the simple module Vλ,µ in Tg,k, and let J
λ,µ
denote an injective hull of R(Vλ,µ) in Tg′,k′. Then
R(Iλ,µ) =
⊕
λ′,µ′,γ
Nλλ′,γN
µ
µ′,γJ
λ′,µ′.
Proof. We have Iλ,µ ∼= Γg,k((V
µ,λ)∗) and Jλ,µ ∼= Γg′,k′((V
µ,λ)∗). Let
Pλ,µ = Γg,k((Sµ(V)⊗ Sλ(V∗))
∗), Qλ,µ = Γg′,k′((Sµ(R(V))⊗ Sλ(R(V∗))
∗).
Then we have
(3.10) Pλ,µ ∼=
⊕
λ′,µ′,γ
Nλλ′,γN
µ
µ′,γI
λ′,µ′ , Qλ,µ ∼=
⊕
λ′,µ′,γ
Nλλ′,γN
µ
µ′,γJ
λ′,µ′ .
Indeed, using Lemma 6, we can deduce from (3.2) that
(Sµ(V)⊗ Sλ(V∗))
∗ =
⊕
λ′,µ′,γ
Nλλ′,γN
µ
µ′,γ(V
λ′,µ′)∗,
and then by applying Γg,k to both sides we obtain (3.10).
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By (3.8), we have
R(Pλ,µ) =
⊕
λ′,µ′,γ
Nλλ′,γN
µ
µ′,γQ
λ′,µ′ .
Let Ig,k denote the complexified Grothendieck group of the additive subcategory of Tg,k
generated by indecomposable injective modules. Then {[Iλ,µ]} and {[Pλ,µ]} both form a
basis for Ig,k. Let A = (A
λ,µ
λ′,µ′
) be the change of basis matrix on Ig,k given by (3.10) which
expresses Pλ,µ in terms of Iλ,µ. The same matrix A expresses Qλ,µ in terms of Jλ,µ by (3.10).
The functor R induces a linear operator from Ig,k to Ig′,k′ which is represented by the matrix
A with respect to both bases {[Pλ,µ]} and {[Qλ,µ]}. Hence, the matrix which represents R
with respect to the bases {[Iλ,µ]} and {[Jλ,µ]} is again A as A = AA(A−1). 
Corollary 14. The Jordan-Hölder multiplicities of the indecomposable injective modules Iλ,µ
are given by
[Iλ,µ : Vλ
′,µ′] =
∑
λ′,µ′,γ1,...,γr
Nλγ1,...,γr ,λ′N
µ
γ1,...,γr ,µ
′ .
Proof. After applying the functor R to the module Iλ,µ (r− 1) times, we obtain a direct sum
of injective modules in the category Tg. The multiplicity of each indecomposable injective
in this sum is thus determined by applying the matrix Ar−1 to [Iλ,µ]. The Jordan-Hölder
multiplicities of an indecomposable injective module in Tg are also given by the matrix A
(see 3.2). Therefore,
[Iλ,µ] =
∑
(Ar)λ,µ
λ′,µ′
[Vλ
′,µ′ ].

3.4. The socle filtration of indecomposable injective objects in Tg,k. In this section,
we describe the socle filtration of the injective objects Iλ,µ in Tg,k.
We consider the restriction functor
Resk : Tg,k → Tk,
where Tk denotes the category of integrable k-modules of finite length which satisfy the large
annihilator condition for each ki (recall (3.4)). Note that simple objects of Tk are outer
tensor products of simple objects of the categories Tki for each ki, i = 1, . . . , r, (recall that
ki ∼= sl(∞)); we will use the notation
Vλ1,...,λr ,µ1,...,µr := V
λ1,µ1
1 ⊠ · · ·⊠V
λr,µr
r .
Injective hulls of simple objects in Tk will be denoted by I
λ1,...,λr,µ1,...,µr
k , and they are also
outer tensor products of injective ki-modules:
I
λ1,...,λr ,µ1,...,µr
k :=
(
Sλ1(V1)⊗ Sµ1(V1)∗
)
⊠ · · ·⊠
(
Sλr(Vr)⊗ Sµr(Vr)∗
)
.
Recall that for every object M in Tg,k we denote by k(M) the maximum of |λ| + |µ| for
all simple constituents Vλ,µ ofM. Similarly for every object X in Tk we denote by c(X) the
maximum of |λ1|+ · · ·+ |λr|+ |µ1|+ · · ·+ |µr| for all simple constituents V
λ1,...,λr ,µ1,...,µr of
X. It follows from Corollary 14 that
(3.11) k(M) = k(socM), c(X) = c(socX).
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The identities
(3.12) k(M⊗N) = k(M) + k(N), c(X⊗Y) = c(X) + c(Y).
follow easily from the Littlewood–Richardson rule, and we leave their proof to the reader.
Lemma 15. The restriction functor Resk maps the category Tg,k to the category Tk, and it
maps Sλ(V)⊗ Sµ(V∗) to an injective module. Furthermore, we have the identity
c(ReskM) = k(M).
Proof. After applying identity (3.7) r-times to Sλ(V)⊗ Sµ(V∗), we get
Resk(Sλ(V)⊗ Sµ(V∗)) ∼=
⊕
Nλλ1,...,λrN
µ
µ1,...,µr
I
λ1,...,λr ,µ1,...,µr
k .
This implies the first and the second assertions of the lemma. Identity (3.11) implies that it
is sufficient to prove the last assertion forM = Sλ(V)⊗Sµ(V∗). Hence, this assertion follows
from the above computation. 
Conjecture 16. Suppose ExtkTg,k(V
λ′,µ′ ,Vλ,µ) 6= 0. Then |λ| − |λ′| = |µ| − |µ′| = k.
Remark 17. For k = g, this was proven in [DPS]. Proving this conjecture would imply that
the category Tg,k is Koszul. We prove the case k = 1.
Proposition 18. Suppose Ext1Tg,k(V
λ′,µ′,Vλ,µ) 6= 0. Then |λ| − |λ′| = |µ| − |µ′| = 1.
Proof. Since Vλ
′,µ′ is isomorphic to a simple constituent of Iλ,µ, we know by Corollary 14
that |λ| − |λ′| = |µ| − |µ′| = s ≥ 1. It remains to show that s = 1. We will do this in two
steps.
First, we show that Ext1Tg,k(V
λ′,µ′ , Sλ(V)⊗Sµ(V∗)) 6= 0 implies s = 1. Consider a nonsplit
short exact sequence in Tg,k
(3.13) 0→ Sλ(V)⊗ Sµ(V∗)→M→ V
λ′,µ′ → 0.
Let ϕ : Vλ
′,µ′⊗g→ Sλ(V)⊗Sµ(V∗) be a cocyle which defines this extension. By Lemma 15,
the module Resk(Sλ(V)⊗ Sµ(V∗)) is injective in Tk, and therefore the sequence (3.13) splits
over k. Without loss of generality we may assume that ϕ(Vλ
′,µ′ ⊗ k) = 0. Then the cocycle
condition implies that ϕ : Vλ
′,µ′ ⊗ (g/k) → Sλ(V) ⊗ Sµ(V∗) is a nonzero homomorphism
of k-modules. Consequently, the image of ϕ contains a simple submodule in the socle of
Resk(Sλ(V)⊗ Sµ(V∗)). By Lemma 15, we have
socResk(Sλ(V)⊗ Sµ(V∗)) =
⊕
Nλλ1,...,λrN
µ
µ1,...,µr
V λ1,...,λr,µ1,...,µr .
In particular,
c(V λ1,...,λr ,µ1,...,µr) = |λ1|+ · · ·+ |λr|+ |µ1|+ · · ·+ |µr| = |λ|+ |µ|
for every simple submodule V λ1,...,λr ,µ1,...,µr of socResk(Sλ(V)⊗ Sµ(V∗)). Therefore,
c(Vλ
′,µ′ ⊗ (g/k)) ≥ |λ|+ |µ|,
and so (3.12) implies
c(Vλ
′,µ′) + c(g/k) ≥ |λ|+ |µ|.
Since g/k ∼=
⊕
i 6=j(Vi ⊗ (Vj)∗), we have
c(Vλ
′,µ′) = |λ′|+ |µ′|, c(g/k) = 2,
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and thus |λ| − |λ′|+ |µ| − |µ′| = 2s ≤ 2. This yields s = 1.
Assume now to the contrary that s ≥ 2. Set
X = (Sλ(V)⊗ Sµ(V∗))/V
λ,µ
and consider the long exact sequence of Ext
· · · → Homg(V
λ′,µ′ ,X)→ Ext1Tg,k(V
λ′,µ′,Vλ,µ)→ Ext1Tg,k(V
λ′,µ′, Sλ(V)⊗ Sµ(V∗))→ . . . .
Since s ≥ 2, Vλ
′,µ′ is not isomorphic to a submodule of socX, so Homg(V
λ′,µ′ ,X) = 0, and
by the already considered case when s = 1, we have
Ext1Tg,k(V
λ′,µ′, Sλ(V)⊗ Sµ(V∗)) = 0.
Hence, Ext1Tg,k(V
λ′,µ′,Vλ,µ) = 0, which is a contradiction. 
Corollary 19. Suppose that M ∈ Tg,k has a simple socle V
λ,µ and the multiplicity of Vλ
′,µ′
in sockM is nonzero. Then |λ| − |λ′| = |µ| − |µ′| = k.
Proof. This follows by induction on |λ| + |µ|. By Proposition 18, the module M/ socM
embeds into a direct sum of injective indecomposable modules
⊕
Iγ,ν with simple socles
Vγ,ν satisfying |λ| − |γ| = |µ| − |ν| = 1, and by induction each Iγ,ν satisfies our claim. If
the multiplicity of Vλ
′,µ′ is nonzero in sockM = sock−1(M/ socM) ⊂ sock−1(
⊕
Iγ,ν), then
|γ| − |λ′| = |ν| − |µ′| = k − 1. The result follows. 
Finally, by combining Corollary 14 and Corollary 19 we obtain the following.
Theorem 20. The layers of the socle filtration of an indecomposable injective Iλ,µ in Tg,k
satisfy
sockIλ,µ ∼=
⊕
λ′,µ′
⊕
|γ1|+···+|γr |=k
Nλγ1,...,γr ,λ′N
µ
γ1,...,γr ,µ
′V
λ′,µ′,
where r is the number of (infinite) blocks in k (see (3.4)).
Example 21. Consider an injective hull of the adjoint representation of sl(∞) in the category
Tg,k in the case that k has k (infinite) blocks. Then λ and µ each consist of one box, and
socV λ,µ = sl(∞) and soc1V λ,µ = Ck, the trivial representation of dimension k. The self-
similarity effect mentioned in the introduction amounts here to the increase of the dimension
of soc1 by 1 when the number of blocks of k increases by 1.
Remark 22. Let’s observe that the category Tg,k is another example of an ordered tensor
category as defined in [CP1]. Indeed, the set I in the notation of [CP1] can be chosen as the
set of pairs of Young diagrams (λ,µ), and then the object Xi for i = (λ,µ) equals I
λ,µ.
4. sl(∞)-modules arising from category O for gl(m|n)
For the remainder of this paper, we let k = k1 ⊕ k2 be the commutator subalgebra of the
Lie algebra preserving a fixed decomposition V = V1 ⊕ V2 such that both k1 and k2 are
isomorphic to sl(∞) (r = 2 in (3.4)).
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4.1. Category O for the Lie superalgebra gl(m|n). Let Om|n denote the category of Z2-
graded modules over gl(m|n) which when restricted to gl(m|n)0¯, belong to the BGG category
Ogl(m|n)0¯ [M, Section 8.2.3]. This category depends only on a choice of simple roots for the
Lie algebra gl(m|n)0¯, and not for all of gl(m|n). We denote by O
Z
m|n the Serre subcategory of
Om|n consisting of modules with integral weights. Any simple object in O
Z
m|n is isomorphic
to L (λ) (the unique simple quotient of the Verma module M (λ)) for some λ ∈ Φ, where Φ
denotes the set of integral weights. Any object in the category OZm|n has finite length.
We denote by FZm|n the Serre subcategory of O
Z
m|n consisting of finite-dimensional modules.
Let Π : OZm|n → O
Z
m|n be the parity reversing functor. We define the reduced Grothendieck
group Km|n (respectively, Jm|n) to be the quotient of the Grothendieck group of O
Z
m|n (respec-
tively, FZm|n) by the relation [ΠM ] = −[M ]. The elements [L (λ)] with λ ∈ Φ (respectively,
λ ∈ Φ+) form a basis for Km|n (respectively, Jm|n).
We introduce an action of sl(∞) on Km|n := Km|n ⊗Z C following Brundan [B]. Our
starting point is to define the translation functors Ei and Fi on the category O
Z
m|n. Consider
the invariant form str(XY ) on gl (m|n) and let Xj , Yj be a pair of Z2-homogeneous dual bases
of gl(m|n) with respect to this form. Then for two gl (m|n)-modules V and W we define the
operator
Ω : V ⊗W → V ⊗W,
Ω(v ⊗ w) :=
∑
j
(−1)p(Xj)(p(v)+1)Xjv ⊗ Yjw,
where p(Xj) denotes the parity of the Z2-homogeneous element Xj. It is easy to check that
Ω ∈ Endgl(m|n)(V ⊗W ). Let U and U
∗ denote the natural and conatural gl (m|n)-modules.
For every M ∈ OZm|n we let Ei(M) (respectively, Fi(M)) be the generalized eigenspace of Ω in
M ⊗U∗ (respectively, M ⊗U) with eigenvalue i. Then, as it follows from [BLW], the functor
·⊗U∗ (respectively, ·⊗U) decomposes into the direct sum of functors ⊕i∈ZEi(·) (respectively,
⊕i∈ZFi(·)). Moreover, the functors Ei and Fi are mutually adjoint functors on O
Z
m|n. We will
denote by ei and fi the linear operators which the functors Ei and Fi induce on Km|n.
If we identify ei and fi with the Chevalley generators Ei,i+1 and Fi+1,i of sl(∞), then Km|n
inherits the natural structure of a sl(∞)-module. This follows from [B, BLW]. Another proof
can be obtained by using Theorem 3.11 of [CS] and (4.2) below. Weight spaces with respect
to the diagonal subalgebra h ⊂ sl(∞) correspond to the complexified reduced Grothendieck
groups of the blocks of OZm|n.
Let Jm|n := Jm|n ⊗Z C, and let Tm|n ⊂ Km|n denote the subspace generated by the classes
[M(λ)] of all Verma modules M(λ) for λ ∈ Φ. Let furthermore Λm|n ⊂ Jm|n denote the
subspace generated by the classes [K(λ)] of all Kac modules K(λ) for λ ∈ Φ+ (for the
definition of a Kac module see for example [B]). ThenTm|n is an sl (∞)-submodule isomorphic
to V⊗m⊗V⊗n∗ and Λm|n is a submodule of Tm|n isomorphic to Λ
mV⊗ΛnV∗ [B]. To see this,
let {vi}i∈Z and {wi}i∈Z be the standard dual bases in V and V∗ (i.e. h-eigenbases in V and
V∗), and let λ¯ := λ + (m− 1, . . . , 1, 0|0,−1, . . . , 1− n),
mλ := vλ¯1 ⊗ · · · ⊗ vλ¯m ⊗ v
∗
−λ¯m+1
⊗ · · · ⊗ v∗−λ¯m+n .
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The map [M(λ)] 7→ mλ establishes an isomorphism Tm|n ∼= V
⊗m ⊗V⊗n∗ , and restricts to an
isomorphism
Λm|n ∼= Λ
mV ⊗ ΛnV∗
[K(λ)] 7→ kλ := vλ¯1 ∧ · · · ∧ vλ¯m ⊗ v
∗
−λ¯m+1
∧ · · · ∧ v∗−λ¯m+n .
Lemma 23. The sl(∞)-module Km|n satisfies the large annihilator condition as a module
over k1 and k2, that is, Γg,k(Km|n) = Km|n.
Proof. Note that an sl(∞)-module M satisfies the large annihilator condition over k1 and k2
if and only if for each x ∈M, we have eix = fix = 0 for all but finitely many i ∈ Z. Indeed, if
eix = fix = 0 for all but finitely many i ∈ Z, then the subalgebra generated by the ei, fi that
annihilate x contains the commutator subalgebra of the centralizer of a finite-dimensional
subalgebra. The other direction is also clear.
Since the classes of simple gl(m|n)-modules [L(λ)] form a basis of Km|n, we just need to
show that for each L(λ) we have Ei(L(λ)) = Fi(L(λ)) = 0 for almost all i ∈ Z. However,
since Tm|n satisfies the large annihilator condition, we know that the analogous statement is
true for M(λ). Therefore, since L(λ) is a quotient of M(λ), the exactness of the functors Ei
and Fi implies the desired statement for L(λ). 
If we consider the Cartan involution σ of sl(∞), σ(ei) = −fi, σ(fi) = −ei, we obtain
(4.1) 〈gx, y〉 = −〈x, σ(g)y〉
for all g ∈ sl(∞). If X is a sl(∞)-module, we denote by X∨ the twist of the algebraic dual
X∗ by σ. Note that (Vλ,µ)∨ = Vµ,λ. Hence, if X is a semisimple object of finite length in
T˜ ensg, then X
∨ is an injective hull of X in T˜ ensg.
Let Pm|n denote the semisimple subcategory of O
Z
m|n which consists of projective gl(m|n)-
modules, and let Pm|n denote the reduced Grothendieck group of Pm|n. The sl(∞)-module
Pm,n := Pm|n ⊗Z C is the socle of Tm,n [CS, Theorem 3.11]. Note that for any projective
module P ∈ Pm|n the functor Homgl(m|n)(P, ·) on O
Z
m|n is exact, and for any moduleM ∈ Fm|n
the functor Homgl(m|n)(·,M) on Pm|n is exact. Moreover, we have the dual bases in Km|n and
Pm|n given by the classes of irreducible modules and indecomposable projective modules,
respectively.
Consider the pairing Km|n ×Pm|n → C defined by
〈[M ], [P ]〉 := dimHomgl(m|n)(P,M).
Since the functors Ei and Fi are adjoint, we have
〈eix, y〉 = 〈x, fiy〉
and
〈fix, y〉 = 〈x, eiy〉,
for all i ∈ Z, x ∈ Km|n, y ∈ Pm|n. Thus, there is an embedding of sl(∞)-modules
(4.2) Ψ : Km|n →֒ P
∨
m|n
given by [M ] 7→ 〈[M ], ·〉.
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Theorem 24. The sl(∞)-moduleKm|n is an injective hull in the category Tg,k of the semisim-
ple module Pm|n. Furthermore, there is an isomorphism
Km|n ∼=
⊕
|λ|=m,|µ|=n
Iλ,µ ⊗ (Yλ ⊗ Yµ)
where Yλ, Yµ are irreducible modules over Sm and Sn respectively, and I
λ,µ is an injective
hull of the simple module Vλ,µ in Tg,k. Consequently, the layers of the socle filtration of Km|n
are given by
sockKm|n ∼=
⊕
|λ|=m,|µ|=n
(sockIλ,µ)⊕(dimYλ dimYµ)
where
sockIλ,µ ∼=
⊕
λ′,µ′
⊕
|γ1|+|γ2|=k
Nλγ1,γ2,λ′N
µ
γ1,γ2,µ
′V
λ′,µ′ .
Proof. The module Γg,k(P
∨
m|n) is an injective hull of the semisimple module Pm|n in the cat-
egory Tg,k, so it suffices to show that the image of Km|n under the embedding (4.2) equals
Γg,k(P
∨
m|n). The fact that Ψ(Km|n) ⊂ Γg,k(P
∨
m|n) follows from Lemma 23. Herein, we will
identify Km|n with its image Ψ(Km|n) = span{〈lλ, ·〉 | λ ∈ Φ}, where lλ := [L(λ)].
Now soc(Γg,k(P
∨
m|n)) = Pm|n, since Pm|n is semisimple, and socTm|n = Pm|n by [CS,
Theorem 3.11]. Therefore, since Tm|n ⊂ Km|n ⊂ Γg,k(P
∨
m|n), we have socKm|n = Pm|n.
We will show that Km|n = Γg,k(P
∨
m|n). To accomplish this, we use the existence of the dual
bases pλ := [P (λ)] ∈ Pm|n and lλ ∈ Km|n, where L(λ) denotes the irreducible gl(m|n)-module
with highest weight λ ∈ Φ and P (λ) is a projective cover of L(λ).
Fix ω ∈ Γg,k(P
∨
m|n). To prove that ω ∈ Km|n = span{〈lλ, ·〉 | λ ∈ Φ}, it suffices to show
that ω(pλ) = 0 for almost all λ ∈ Φ. For each q, r ∈ Z, with q < r, we let gq,r := g
−
q ⊕ g
+
r ,
where g−q is the subalgebra of g generated by ei, fi for i < q and g
+
r is the subalgebra of g
generated by ei, fi for i > r. By the annihilator condition, ω is gq,r-invariant for suitable q
and r. Fix such q and r. Then since ω is gq,r-invariant, it suffices to show that pλ ∈ gq,rPm|n
for almost all λ ∈ Φ .
If pλ ∈ Pm|n ∩ (gq,rTm|n), then pλ ∈ gq,rPm|n. Indeed, for any gq,r-module M we have
gq,rM =
⋂
ϕ∈Homgq,r (M,C)
ker ϕ.
Now any gq,r-module homomorphism ϕ : Pm|n → C lifts to a gq,r-module homomorphism
ϕ : Km|n → C, since the trivial module C is injective in the full subcategory of gq,r-mod
consisting of integrable finite-length gq,r-modules satisfying the large annihilator condition
[DPS]. Hence, the claim follows.
For each λ ∈ Φ we define supp(λ¯) to be the multiset {λ¯1, . . . , λ¯m,−λ¯m+1, . . . ,−λ¯m+n},
where
λ¯ := λ+ (m− 1, . . . , 1, 0|0,−1, . . . , 1− n).
The set of λ ∈ Φ such that supp(λ¯) ∩ (Z<(q−m−n) ∪ Z>(r+m+n)) = ∅ is finite. Hence, to finish
the proof of the theorem, it suffices to show the following.
Lemma 25. If supp(λ¯) ∩ Z<(q−m−n) 6= ∅, then pλ ∈ g
−
q Tm|n. Similarly, if supp(λ¯) ∩
Z>(r+m+n) 6= ∅, then pλ ∈ g
+
r Tm|n.
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Proof. We will prove the first statement; the proof of the second statement is similar. We
can write pλ =
∑
ν cνmν , where each cν ∈ Z>0 and mν = [M(ν)] is the class of the Verma
module M(ν) over gl(m|n) of highest weight ν ∈ Φ.
We claim that supp(ν¯) ∩ Z<q 6= ∅ for every mν which occurs in the decomposition of pλ.
Indeed, recall that P (λ) is a direct summand in the induced module Ind
gl(m|n)
gl(m|n)0¯
P 0(λ), where
P 0(λ) is a projective cover of the simple gl(m|n)0¯-module with highest weight λ. Now
(4.3) [P 0(λ)] =
∑
w∈W
bw·λ[M
0(w · λ)],
where M0(µ) denotes the Verma module over gl(m|n)0¯ with highest weight µ,W denotes the
Weyl group of gl(m|n)0¯ and w · λ denotes the ρ0¯-shifted action of W. The isomorphism of
gl(m|n)-modules
M(µ) ∼= Ind
gl(m|n)
gl(m|n)0¯⊕gl(m|n)1
M0(µ)
implies that
Ind
gl(m|n)
gl(m|n)0¯
M0(µ) ∼= Ind
gl(m|n)
gl(m|n)0¯⊕gl(m|n)1
(M0(µ)⊗ U(gl(m|n)1).
Therefore, Ind
gl(m|n)
gl(m|n)0¯
M0(µ) admits a filtration by Verma modules M(µ + γ) where γ runs
over the set of weights of U(gl(m|n)1). Since supp(γ) ⊂ {−m − n, . . . , m + n} for every γ,
we have
|(µ+ γ)i − µ¯i| ≤ m+ n.
Combining this with (4.3) we obtain that for each i ≤ m+ n, |ν¯i − λ¯w(i)| < m+ n, for some
w ∈ W. The claim follows.
Following the notations of Lemma 47 from the appendix, we set
W1 = span{vi, | i < q}, W2 = span{vj, | j ≥ q}.
Then g−q = sl(W1) = s. By above, every mν occurring in the decomposition of pλ is contained
in Ym|n. Hence pλ ∈ Ym|n. Since we also have pλ ∈ socTm|n, Lemma 47 implies that
pλ ∈ g
−
q Tm|n. 
Hence, Km|n = Γg,k(P
∨
m|n), and the description of the socle filtration now follows from
Theorem 20. 
4.2. The symmetric group action on Km|n. Recall that we have a natural action of the
product of symmetric groups Sm × Sn on Tm|n, which commutes with the sl(∞)-module
structure on Tm|n. Moreover, it follows from [DPS, Sect. 6] that
(4.4) Endsl(∞)(Tm|n) = Endsl(∞)(Pm|n) = C[Sm × Sn].
A similar result is true for Km|n:
Proposition 26.
Endsl(∞)(Km|n) = Endsl(∞)(Pm|n) = C[Sm × Sn].
Proof. Recall that Pm|n is the socle of Km|n by Theorem 24. Every ϕ ∈ Endsl(∞)(Km|n) maps
the socle to the socle, hence we have a homomorphism
(4.5) Endsl(∞)(Km|n)→ Endsl(∞)(Pm|n).
INTEGRABLE sl(∞)-MODULES AND CATEGORY O FOR gl(m|n) 16
Let K′m|n = Km|n/Pm|n. By Theorem 20, for every simple module V
λ,µ we have
[K′m|n : V
λ,µ][Pm|n : V
λ,µ] = 0.
Therefore, every ϕ ∈ Endsl(∞)(Km|n) such that ϕ(Pm|n) = 0 is identically zero, since for such
ϕ the socle of imϕ is zero. In other words, homomorphism (4.5) is injective. The surjectivity
follows from the fact that every ϕ : Pm|n → Pm|n →֒ Km|n extends to ϕ˜ : Km|n → Km|n by
the injectivity of Km|n. 
4.3. The Zuckerman functor Γgl(m|n) and the category F
Z
m|n. Let us recall the definition
of the derived Zuckerman functor. A systematic treatment of the Zuckerman functor for Lie
superalgebras can be found in [S]. Assume that M is a finitely generated gl(m|n)-module
which is semisimple over the Cartan subalgebra of gl(m|n). Let Γgl(m|n)(M) denote the
subspace of gl(m|n)0-finite vectors. Then Γgl(m|n)(M) is a finite-dimensional gl(m|n)-module,
and hence Γgl(m|n) is a left exact functor from the category of finitely generated gl(m|n)-
modules, semisimple over the Cartan subalgebra, to the category Fm|n of finite-dimensional
modules. The corresponding right derived functor Γigl(m|n) is called the i-th derived Zuckerman
functor. Note that Γi
gl(m|n)(X) = 0 for i > dim gl(m|n)0 − (m+ n). We are interested in the
restriction of this functor
Γigl(m|n) : O
Z
m|n → F
Z
m|n.
Let us consider the linear operator γ : Km|n → Jm|n given by
γ([M ]) =
∑
i
(−1)i[Γigl(m|n)M ].
This operator is well defined as for any short exact sequence of gl(m|n)-modules
0→ N →M → L→ 0,
we have the Euler characteristic identity
γ([M ]) = γ([N ]) + γ([L]).
It is well known that Γigl(m|n) commutes with the functors · ⊗U and · ⊗U
∗, and with the pro-
jection to the block (OZm|n)χ with a fixed central character χ. Therefore, γ is a homomorphism
of sl(∞)-modules.
Proposition 27. The homomorphism γ is given by the formula
(4.6) γ =
∑
s∈Sm×Sn
sgn(s)s,
where the action of s on Km|n is defined in Proposition 26.
Proof. By Proposition 26, it suffices to check the equality (4.6) on vectors in Tm|n, which
amounts to checking that for all Verma modules M(λ)
(4.7) γ([M(λ)]) =
∑
s∈Sm×Sn
sgn(s)[M(s · λ)],
where s · λ = s(λ+ ρ)− ρ and ρ = (m− 1, . . . , 0|0,−1, . . . , 1− n).
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Consider the functor Res0 of restriction to gl(m|n)0. This is an exact functor from the
category of finitely generated gl(m|n)-modules, semisimple over the Cartan subalgebra, to
the similar category of gl(m|n)0-modules. It is clear from the definition of Γ
i
gl(m|n) that
(4.8) Res0 Γ
i
gl(m|n) = Γ
i
gl(m|n)0 Res0 .
Recall that every Verma module M(λ) over gl(m|n) has a finite filtration with successive
quotients isomorphic to Verma modules M0(µ) over gl(m|n)0. Hence by (4.8) it suffices to
check the analogue of (4.7) for even Verma modules:
(4.9) γ0([M0(λ)]) =
∑
s∈Sm×Sn
sgn(s)[M0(s · λ)],
where γ0 is the obvious analogue of γ. To prove (4.9) we observe that [M0(λ)] = [M0(λ)∨]
where X∨ stands for the contragredient dual of X.
It is easy to compute Γigl(m|n)0M
0(λ)∨. Let t denote the Cartan subalgebra of gl(m|n), and
let n+0 , n
−
0 be the maximal nilpotent ideals of the Borel and opposite Borel subalgebras of
gl(m|n)0, respectively. From the definition of the derived Zuckerman functor, the following
holds for any µ ∈ Φ+
Homgl(m|n)0(L
0(µ),Γigl(m|n)0M) ≃ Ext
i(L0(µ),M),
where the extension is taken in the category of modules semisimple over t. If M = M0(λ)∨,
then M is cofree over U(n+0 ) and therefore
Exti(L0(µ),M0(λ)∨) ≃ Homt(Hi(n
−
0 , L
0(µ)),Cλ).
Now we apply Kostant’s theorem to conclude that
Γigl(m|n)0M
0(λ)∨ =
{
L0(µ) if µ = s · λ for s ∈ Sm × Sn, l(s) = i,
0 otherwise.
Here µ is the only dominant weight in (Sm × Sn) · λ and hence s is unique. Moreover, if
λ + ρ is a singular weight then Γigl(m|n)0M
0(λ)∨ = 0 for all i. Combining this with the Weyl
character formula
[L0(µ)] =
∑
s∈Sm×Sn
sgn(s)[M0(s · µ)]
we obtain (4.9), and hence the proposition. 
Corollary 28. We have Jm|n = γ(Km|n) and Km|n = Jm|n ⊕ ker γ. In particular, Jm|n is an
injective hull of Λm|n ∼= Λ
mV ⊗ ΛnV∗.
Recall that Λm|n ⊂ Jm|n denotes the subspace generated by the classes of all Kac mod-
ules. Let Qm|n denote the additive subcategory of F
Z
m|n which consists of projective finite-
dimensional gl(m|n)-modules, and let Qm|n denote the reduced Grothendieck group of Qm|n.
It was proven in [CS, Theorem 3.11] that Qm|n := Qm|n⊗ZC is the socle of the module Λm|n,
implying that Qm|n ∼= V
(m)⊥,(n)⊥ , where ⊥ indicates the conjugate partition. Corollary 28
implies the following.
Corollary 29. Jm|n is an injective hull of Qm|n, and the socle filtration of Jm|n is
sociJm|n ∼=
(
V(m−i)
⊥(n−i)⊥
)⊕(i+1)
.
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4.4. The Duflo–Serganova functor and the tensor filtration. In this section, we discuss
the relationship between the Duflo–Serganova functor and submodules of the sl(∞)-modules
Km|n and Jm|n.
Let a = a0¯ ⊕ a1¯ be a finite-dimensional contragredient Lie superalgebra. For any odd
element x ∈ a1¯ which satisfies [x, x] = 0, the Duflo–Serganova functor DSx is defined by
DSx : a−mod→ ax −mod
M 7→ kerMx/xM,
where kerMx/xM is a module over the Lie superalgebra ax := a
x/[x, a] (here ax denotes the
centralizer of x in a) [DS]. In what follows we set
Mx := DSx(M).
The Duflo–Serganova functorDSx is a symmetric monoidal functor, [DS], see also Proposition
5 in [Ser].
It is known that the functor DS is not exact, nevertheless it induces a homomorphism dsx
between the reduced Grothendieck groups of the categories a-mod and ax-mod defined by
dsx([M ]) = [Mx]. (Recall that "reduced" indicates passage to the quotient by the relation
[ΠM ] = −[M ], where Π is the parity reversing functor.) This follows from the following
statement, see Section 1.1 in [GS].
Lemma 30. For every exact sequence of a-modules
0→M1
ψ
−→M2
ϕ
−→M3 → 0
there exists an exact sequence of ax-modules
0→ E → DSx(M1)
DSx(ψ)
−−−−→ DSx(M2)
DSx(ϕ)
−−−−→ DSx(M3)→ ΠE → 0,
for an appropriate ax-module E.
Proof. Set E := Ker(DSx(ψ)), E
′ := Coker(DSx(ϕ)), and consider the exact sequence
0→ E → DSx(M1)→ DSx(M2)→ DSx(M3)→ E
′ → 0.
The odd morphism ψ−1xϕ−1 : DSx(M3)→ DSx(M1) induces an isomorphism E
′ → ΠE. 
In [HR] the existence of the homomorphism dsx was proven for finite-dimensional modules.
Remark 31. If 0 → C1 → · · · → Ck → 0 is a complex of a-modules with odd differentials,
the Euler characteristic of this complex is defined as the element
∑k
i=1[Ci] in the reduced
Grothendieck group. If Hi denotes the i-th cohomology group, then
k∑
i=1
[Ci] =
k∑
i=1
[Hi].
The absence of the usual sign follows from the relation [ΠM ] = −[M ] and the fact that the
differentials are odd. For example, for an acyclic complex 0 → X → ΠX → 0 the Euler
characteristic is zero.
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Let a = gl(m|n) and suppose rankx = k. Then ax ∼= gl(m − k|n − k). Let O
ind
m|n be the
category whose objects are direct limits of objects in Om|n. Then by Lemma 5.2 in [CS] the
restriction of DSx to Om|n is a well-defined functor
DSx : Om|n → O
ind
m−k|n−k.
Lemma 32. The functor DSx : O
Z
m|n → (O
Z
m−k|n−k)
ind commutes with translation functors.
Proof. Recall that U is the natural gl (m|n)-module. Since DS is a monoidal functor, we have
a canonical isomorphism
(M ⊗ U)x ≃Mx ⊗ Ux.
Moreover, a direct computation shows that Ux is isomorphic to the natural gl(m− k|n− k)-
module. We will use these observations to show that there is a canonical isomorphism
(4.10) Ei(Mx) ≃ (Ei(M))x.
Recall the notations of Section 3.1. Define the homomorphism of gl(m|n)-modules
ωm|n : C→ gl(m|n)⊗ gl(m|n), 1 7→
∑
(−1)p(Xj)Xj ⊗ Yj.
We have DSx(ωm|n) = ωm−k|n−k. Consider the composition
Ω : M ⊗ U
1⊗ωm|n⊗1
−−−−−−→ M ⊗ gl(m|n)⊗ gl(m|n)⊗ U
rM⊗lU−−−−→M ⊗ U,
where rM : M ⊗ gl(m|n) → M is the morphism of right action, and lU : gl(m|n) ⊗ U → U
is the morphism of left action. The morphism DSx(Ω) : Mx ⊗ Ux → Mx ⊗ Ux is defined in a
similar manner in the category of gl(m− k|n− k)-modules. Recall that
Ei(M) = {v ∈M ⊗ U | (Ω− i)
Nv = 0 for some N > 0};
similarly
Ei(Mx) = {v ∈Mx ⊗ Ux | (DSx(Ω)− i)
Nv = 0 for some N > 0}.
This implies the existence of the isomorphism (4.10) as desired.
The proof for Fi is similar. 
We are going to strengthen the result of [CS] by proving the following proposition.
Proposition 33. The restriction of DSx to Om|n is a well-defined functor
DSx : Om|n → Om−k|n−k.
To prove the proposition we first consider the case when k = 1.
Lemma 34. If k = 1, then the restriction of DSx to Om|n is a well-defined functor
DSx : Om|n → Om−1|n−1.
Proof. By Theorem 5.1 in [CS] we may assume without loss of generality that x is a generator
of the root space gl(m|n)α for some α = ±(εi − δj). Moreover, we can choose a Borel
subalgebra b ⊂ gl(m|n) so that α is a simple root. Let M be an object in the category Om|n
and Mµ denote the weight space of weight µ. The set of all weights of M is denoted by
suppM . Let xµ : M
µ → Mµ+α be the restriction of x as an operator on M . Then
Mx = ⊕µ∈suppMM
µ
x where M
µ
x = ker xµ/xµ−α(M
µ−α).
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Let us first check that all weight multiplicities of Mx are finite with respect to the Cartan
subalgebra hx := ker εi ∩ ker δj of gx. We have to show that for any ν ∈ h
∗
x
(4.11)
∑
µ∈suppM,µ|hx=ν
dimMµx <∞.
Note that dimMµx 6= 0 implies (µ, α) = 0, by sl(1|1)-representation theory. If (µ
′, α′) = 0
and µ|hx = µ
′|hx , then µ − µ
′ ∈ Cα. Denote by ∆s the set of simple roots of b. Since M is
an object of Om|n, M has a finite filtration by highest weight modules. Therefore it suffices
to consider the case when M is a highest weight module. Let λ be the highest weight of
M . Then every µ ∈ suppM has the form λ −
∑
β∈∆s
kββ for some kβ ∈ Z≥0 satisfying
kα ≤ 1 +
∑
β∈∆S\α
kβ. Therefore, for any µ ∈ suppM the set (µ + Cα) ∩ suppM is finite.
Hence, for any ν ∈ h∗x the set of µ ∈ suppM such that µ|hx = ν and (µ, α) = 0 is finite. Since
all weight spaces of M are finite dimensional, this implies (4.11).
To finish the proof we observe that Lemma 32 implies Ei(Mx) = Fi(Mx) = 0 for almost
all i ∈ Z. Now for each i ∈ supp(λ¯) , at least one of the Ei,Ei+1,Fi,Fi+1 does not annihilate
Lgx(λ). Together this implies that the set SM of all weights λ satisfying [Mx : Lgx(λ)] 6= 0
is a finite set. On the other hand, since Mx has finite weight multiplicities, every simple
constituent occurs in Mx with finite multiplicity. Hence Mx has finite length. 
Proof. Now we prove Proposition 33 by induction on rank(x) = k. By Theorem 5.1 in [CS],
x is B0-conjugate to x1 + · · · + xk, where xi ∈ gl(m|n)αi for some linearly independent set
of mutually orthogonal odd roots β1, . . . , βk. So without loss of generality we may suppose
that x = x1 + · · · + xk. Let y = x1 + · · · + xk−1. Choose hy ∈ hxk and hxk ∈ hy such
that α(hy), α(hxk) ∈ Z for all roots α of gl(m|n), [hy, y] = y and [hxk , xk] = xk. Assume
that M ∈ Om|n and suppM ∈ λ + Q, where Q is the root lattice. Then adhy − λ(hy) and
ad hxk −λ(hxk) define a Z×Z-grading on M and the differentials y and xk form a bicomplex.
Moreover, Mx is nothing but the cohomology
⊕
rH
r(y + xk,M) of the total complex.
Consider the second term
Ep,q2 (M) = H
p(xk, H
q(y,M))
of the spectral sequence of this bicomplex. By the induction assumption My ∈ Om−k+1|n−k+1,
and in particular, Hq(y,M) 6= 0 for finitely many q. The induction assumption implies that
Hp(xk, H
q(y,M)) ∈ Om−k|n−k does not vanish for finitely many p. This yields
⊕
p,q E
p,q
2 (M) ∈
Om−k|n−k. Since
⊕
rH
r(y + xk,M) is a subquotient of
⊕
p,qE
p,q
2 (M), we obtain
Mx =
⊕
r
Hr(y + xk,M) ∈ Om−k|n−k.

Next note that the restriction of DSx to O
Z
m|n is a well-defined functor
OZm|n → O
Z
m−k|n−k.
Since DSx is a well-defined functor from O
Z
m|n to O
Z
m−k|n−k we see that dsx : Km|n →
Km−k|n−k is a well-defined group homomorphism.
Lemma 35. If x = x1+ · · ·+xk with commuting x1, . . . , xk of rank 1, then on Km|n we have
the identity
dsx = dsxk ◦ · · · ◦ dsx1.
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Proof. We retain the notation of the proof of Proposition 33. Clearly, it suffices to check that
dsx = dsxk ◦ dsy,
where y = x1 + · · ·+ xk−1. The Euler characteristic of the Es-terms of the spectral sequence
from the proof of Proposition 33 remains unchanged for s ≥ 2:
[
⊕
p,q
Ep,q2 (M)] = [
⊕
p,q
Ep,qs (M)].
As the spectral sequence converges to [Mx], we obtain
dsxk ◦ dsy([M ]) = [
⊕
p,q
Ep,q2 (M)] = [Mx] = dsx([M ]).

For the category of finite-dimensional modules the above statement is proven in [HR].
Proposition 36. The complexification dsx : Km|n → Km−k|n−k is a homomorphism of sl(∞)-
modules, as is its restriction dsx : Jm|n → Jm−k|n−k to the sl(∞)-submodule Jm|n := Jm|n⊗ZC.
Proof. This follows from the fact that the Duflo–Serganova functor commutes with translation
functors, see Lemma 32. 
Remark 37. Note that in [HR] the ring Jm|n is denoted by JG where G = GL(m|n).
Let Xa = {x ∈ a1¯ : [x, x] = 0}, and let
(4.12) Ba = {B ⊂ ∆iso | B = {β1, . . . , βk | (βi, βj) = 0, βi 6= ±βj}}
be the set of subsets of linearly independent mutually orthogonal isotropic roots of a. Then
the orbits of the action of the adjoint group G0¯ of a0¯ on Xa are in one-to-one correspondence
with the orbits of the Weyl group W of a0¯ on Ba via the correspondence
(4.13) B = {β1, ..., βk} 7→ x = xβ1 + · · ·+ xβk ∈ Xa,
where each xβi ∈ aβi is chosen to be nonzero [DS, Theorem 4.2].
Lemma 38. Let a = gl(m|n). Fix x ∈ Xa and set k = |Bx|, where Bx ∈ Ba corresponds to
x. The homomorphism dsx : Jm|n → Jm−k|n−k depends only k, and not on x.
Proof. This follows from the description of dsx given in [HR, Theorem 10], using the fact
that supercharacters of finite-dimensional modules are invariant under the Weyl group W =
Sm × Sn of gl(m|n). If B1, B2 ∈ B with |B1| = |B2| then there exists w ∈ W satisfying:
±β ∈ w (B1) if and only if ±β ∈ B2. So if f ∈ Jm|n we have that
dsx1(f) = f |β11 ,...,β1k=0 = w (f) |w(β11),...,w(β1k)=0
= w (f) |β2
1
,...,β2
k
=0 = f |β2
1
,...,β2
k
=0 = dsx2(f).

Note that Lemma 38 does not hold if we replace Jm|n with Km|n.
Remark 39. Since the homomorphism dsx : Jm|n → Jm−k|n−k does not depend on x, we
denote it by dsk, where |Bx| = k, and we let ds := ds
1.
Now we introduce a filtration of an sl(∞)-moduleM, whose layers are tensor modules.
INTEGRABLE sl(∞)-MODULES AND CATEGORY O FOR gl(m|n) 22
Definition 40. The tensor filtration of an sl(∞)-moduleM is defined inductively by
tens0M := tensM := Γg,g(M), tens
iM := p−1i (tens(M/(tens
i−1M))),
where pi :M→M/(tens
i−1M) is the natural projection.
We also use the notation tens
i
M = tensiM/ tensi−1M.
Note that tensM is the maximal tensor submodule of M.
Example 41. The socle of J1|1 is isomorphic to the adjoint module of sl(∞), and soc
1J1|1 =
C ⊕ C. Note that this is a special case of Example 21 in the case that k has two infinite
blocks.
Consider now the tensor filtration of J1|1. This filtration also has length 2, tens J1|1 =
Λ1|1 ∼= V⊗V∗ and tens
1
J1|1 ∼= C. The module J1|1 admits a nice matrix realization. Indeed,
we can identify the sl (∞)-module Λ1|1 with the matrix realization of gl(∞) (see Section 3.1),
and then extend it by the diagonal matrix D which has entries Dii = 1 for i ≥ 1 and 0
elsewhere. The action of sl (∞) in this realization of J1|1 is the adjoint action.
Proposition 42. For each k, let dsk : Jm|n → Jm−k|n−k be the homomorphism induced by the
Duflo–Serganova functor (see Remark 39). Set t := 1 + min {m,n} and let Mtk := ker ds
k.
Consider the filtration of sl (∞)-modules
Mt1 ⊂M
t
2 ⊂ · · · ⊂M
t
t = Jm|n.
Then Mt1 = Λm|n and M
t
k+1/M
t
k
∼= Λm−kV ⊗ Λn−kV∗. This filtration is the tensor filtration
of Jm|n, that is, tens
k−1 Jm|n = ker ds
k.
Proof. In the proof we let m and n vary. It follows from [HR, Theorems 17 and 20] that for
every m,n ∈ Z>0 the map ds : Jm|n → Jm−1|n−1 is surjective and the kernel is spanned by
the classes of Kac modules. So we have an exact sequence of sl(∞)-modules
0→ Λm|n → Jm|n
ds
→ Jm−1|n−1 → 0.
Thus, we obtain the following diagram of sl (∞)-modules for each l = |m− n|, in which the
horizontal arrows represent the map ds.
։ M55 ։ M
4
4 ։ M
3
3 ։ M
2
2 ։ M
1
1
∪ ∪ ∪ ∪ ∪
։ M54 ։ M
4
3 ։ M
3
2 ։ M
2
1 ։ 0
∪ ∪ ∪ ∪
։ M53 ։ M
4
2 ։ M
3
1 ։ 0
∪ ∪ ∪
։ M52 ։ M
4
1 ։ 0
∪ ∪
։ M51 ։ 0
By induction we get Mtk+1/M
t
k
∼= Mt−k1 = Λm−k|n−k, and by [B], Λm−k|n−k
∼= Λm−kV ⊗
Λn−kV∗. Hence, the first claim follows.
For the second claim, suppose for sake of contradiction that for some k, the module
Mtk+1/M
t
k is not the maximal tensor submodule of Jm|n/M
t
k. By projecting to Jm−k|n−k,
we obtain that Mt1 is not the maximal tensor submodule of Jm|n, for some m,n. Since
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Mt1 = Λm|n
∼= ΛmV ⊗ ΛnV∗ is injective in the category Tg [DPS], this implies that socJm|n
is larger than socMt1, which is a contradiction since socJm|n = socΛm|n = Pm|n. 
In the rest of this subsection, we fix x to be a generator of the root space corresponding to
δj − εi. We denote by dsij : Km|n → Km−1|n−1 the sl(∞)-module homomorphism dsx.
Proposition 43. We have ⋂
i,j
ker dsij = Tm|n.
Proof. It follows from [HR] that dsij[M ] = 0 if and only if e
εi− eδj divides the supercharacter
schM ofM . Hence, [M ] lies in the intersection of kernels of all dsij if and only if
∏
i,j(e
εi−eδj )
divides schM . This means that schM is a linear combination of supercharacters induced from
the parabolic subalgebra gl(m|n)0¯ ⊕ gl(m|n)1. Therefore, schM is a linear combination of
supercharacters of Verma modules. 
Proposition 44. We have tensKm|n = Tm|n. Moreover, Km|n has an exhausting tensor
filtration of length min(m,n) + 1.
Proof. Obviously tensKm|n ⊃ Tm|n. Assume that tensKm|n 6= Tm|n. Then since Tm|n is
injective in Tg the socle of tensKm|n is larger than the socle ofTm|n, but this is a contradiction
since socTm|n = socKm|n. The second claim can be proven by induction on min(m,n), since
Km|n/Tm|n is isomorphic to a submodule of K
⊕mn
m−1|n−1 via the map ⊕ijdsij . 
4.5. Meaning of the socle filtration. Now we will define a filtration on the category OZm|n.
For a gl(m|n)-module M , let
XM = {x ∈ Xgl(m|n) |DSx(M) 6= 0},
and let Xkgl(m|n) be the subset of all elements in Xgl(m|n) of rank less than or equal to k.
We define [OZm|n]
k to be the full subcategory of OZm|n consisting of all modules M such that
XM ⊂ X
k
gl(m|n). Note that [O
Z
m|n]
k is not an abelian category. Furthermore, we define [OZm|n]
k
−
to be the full subcategory of OZm|n consisting of all modules M such that
XM ∩ gl(m|n)−1 ⊂ X
k
gl(m|n).
Let Kkm|n denote the complexification of the subgroup in Km|n generated by the classes
of modules lying in [OZm|n]
k, and let (Kkm|n)− be defined similarly for the category [O
Z
m|n]
k
−.
Since both categories are invariant under the functors Ei and Fi, both K
k
m|n and (K
k
m|n)− are
sl(∞)-submodules of Km|n.
Conjecture 45. Kkm|n = soc
k+1Km|n and (K
k
m|n)− = tens
k+1Km|n.
Here we prove a weaker statement. Recall that OZm|n has block decomposition:
OZm|n =
⊕
(OZm|n)χ,
where (OZm|n)χ is the subcategory of modules admitting generalized central character χ.
The complexified reduced Grothendieck group of (OZm|n)χ coincides with the weight sub-
space (Km|n)χ. The degree of atypicality of χ is defined in [DS]. In [CS] it is proven that
(OZm|n)χ ⊂ [O
Z
m|n]
k if the degree of atypicality of χ is not greater than k. Note that the
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degree of atypicality of the highest weight χ of the irreducible sl∞-module V
λ,µ is equal to
m − |λ| = n − |µ| and the degree of atypicality of any weight of Vλ,µ is not less than the
degree of atypicality of the highest weight. Combining this observation with the description
of the socle filtration of Km|n we obtain the following.
Proposition 46. sock+1Km|n is the submodule in Km|n generated by weight vectors of weights
with degree of atypicality less or equal to k. Therefore we have sock+1Km|n ⊂ K
k
m|n.
5. Appendix
In this section, we prove the technical lemma used in Lemma 25, which in turn is needed
for the proof of Theorem 24.
Consider decompositionsV =W1⊕W2 and (V)∗ = (W1)∗⊕(W2)∗ such thatW
⊥
1 = (W2)∗
and W⊥2 = (W1)∗. Denote by s the subalgebra sl(W1) of g. Let Tm|n = V
⊗m ⊗V⊗n∗ , and
let Ym|n be the intersection with Tm|n of the ideal generated by W1 ⊕ (W1)∗ in the tensor
algebra T (V⊕V∗). Then Tm|n considered as an s-module admits the decomposition
RessTm|n = (W
⊗m
2 ⊗ (W2)
⊗n
∗ )⊕Ym|n.
Lemma 47. We have
(socTm|n) ∩Ym|n ⊂ sYm|n.
Proof. Note that Ym|n is an object of T˜s and
(5.1) sYm|n =
⋂
ϕ∈Homs(Ym|n,C)
ker ϕ.
Let τ denote a map from {1, . . . , m + n} to {1, 2}. Denote by Tτm|n the subspace of Tm|n
spanned by v1 ⊗ · · · ⊗ vm ⊗ um+1 ⊗ · · · ⊗ um+n with vi ∈Wτ(i) and uj ∈ (Wτ(j))∗. Clearly,
RessTm|n =
⊕
τ
Tτm|n,
and we have an s-module isomorphism
Tτm|n
∼=W
⊗p(τ)
1 ⊗W
⊗(m−p(τ))
2 ⊗ (W1)
⊗q(τ)
∗ ⊗ (W2)
⊗(n−q(τ))
∗ ,
where
p(τ) := |τ−1(1) ∩ {1, . . . , m}|, q(τ) := |τ−1(1) ∩ {m+ 1, . . . , m+ n}|.
Furthermore,
Ym|n =
⊕
p(τ)+q(τ)>0
Tτm|n.
Recall from [PStyr, Theorem 2.1] that
socTm|n =
⋂
1≤i≤m,m<j≤m+n
ker Φij ,
where Φij is defined in (3.3). For r = 1, 2, let Φ
Wr
ij : Tm|n → Tm−1|n−1 be defined by
v1⊗· · ·⊗vm⊗um+1⊗· · ·⊗um+n 7→ 〈uj, vi〉
Wrv1⊗· · ·⊗v̂i⊗· · ·⊗vm⊗um+1⊗· · ·⊗ûj⊗· · ·⊗um+n,
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where 〈·, ·〉Wr is defined on homogeneous elements by
〈uj, vi〉
Wr :=
{
〈uj, vi〉 if uj, vi ∈Wr
0 otherwise.
Next, recall from [DPS] that Homs(W
⊗p
1 ⊗ (W1)
⊗q
∗ ,C) = 0 if p 6= q, and if p = q, is spanned
by compositions of contractions ΦW11,j1 . . .Φ
W1
p,jp
for all possible permutations j1, . . . , jp. Using
(5.1) we can conclude that sYτm|n = Y
τ
m|n if p(τ) 6= q(τ), whereas if p = p(τ) = q(τ) we have
sYτm|n =
⋂
i1,...,ip,j1,...,jp∈τ−1(1)
ker ΦW1i1,j1 . . .Φ
W1
ip,jp
.
Observe that
(5.2) Φij = Φ
W1
ij + Φ
W2
ij .
We claim that if y =
∑
τ yτ ∈ Ym|n and Φij(y) = 0 for all i, j, then yτ ∈ sT
τ
m|n for all
τ . The statement is trivial for every τ such that p(τ) 6= q(τ). Now we proceed to prove the
claim in the case p(τ) = q(τ) = p by induction on p.
Let p = 1 and consider τ ′ with p(τ ′) = 1 = q(τ ′). Let i ≤ m and j > m be such that
τ ′(i) = τ ′(j) = 1. Note that Φi,j(y
′
τ ) ∈ (W
⊗m−1
2 ⊗ (W2)
⊗n−1
∗ ) and for τ 6= τ
′ we have
Φi,j(yτ) ∈ Ym−1|n−1. Therefore, Φi,j(yτ ′) = Φ
W1
i,j (yτ ′) = 0 and hence yτ ′ ∈ sT
τ ′
m|n.
Now consider yτ ′ such that p(τ
′) = p = q(τ ′). Let i1, . . . , ip ≤ m and j1, . . . jp > m such
that τ ′(i) = τ ′(j) = 1. We would like to show that
(5.3) ΦW1i1,j1 . . .Φ
W1
ip,jp
(yτ ′) = Φi1,j1 . . .Φip,jp(yτ ′) = 0.
Note that τ ′ has the property
(5.4) Φi1,j1 . . .Φip,jp(yτ ′) ∈ W
⊗m−p
2 ⊗ (W2)
⊗n−p
∗ .
Suppose that τ ′′ also has property (5.4). Then (τ ′′)−1(1) ⊂ (τ ′)−1(1), and if Φi1,j1 . . .Φip,jp(yτ ′′) 6= 0,
then τ ′′(ir) = τ
′′(jr) for all r = 1, . . . , p. For every such τ
′′ 6= τ ′ we have p(τ ′′) = q(τ ′′) := l <
p. Let {ir1, . . . , irl, jr1 , . . . , jrl} = (τ
′′)−1(1). Then by induction assumption yτ ′′ ∈ sT
τ ′′
m|n and
hence
ΦW1ir1 ,jr1 . . .Φ
W1
irl ,jrl
(yτ ′′) = Φir1 ,jr1 . . .Φirl ,jrl (yτ ′′) = 0.
But then
Φi1,j1 . . .Φip,jp(yτ ′′) = 0,
which implies
Φi1,j1 . . .Φip,jp(yτ ′) = 0.
Now (5.3) follows, and this implies yτ ′ ∈ sT
τ
m|n. 
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