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LARGE DEVIATION ASYMPTOTICS FOR CONTINUED FRACTION
EXPANSIONS
MARC KESSEBÖHMER AND MEHDI SLASSI
ABSTRACT. We study large deviation asymptotics for processes defined in terms
of continued fraction digits. We use the continued fraction digit sum process to
define a stopping time and derive a joint large deviation asymptotic for the upper
and lower fluctuation process. Also a large deviation asymptotic for single digits is
given.
1. INTRODUCTION
Any number x ∈ I := [0, 1]\Q has a simple infinite continued fraction expansion
x =
1
κ1 (x) +
1
κ2 (x) + · · ·
,
where the unique continued fraction digits κn (x) are from the positive integers N.
This expansion is closely related to the Gauss transformation G : I→ I given by
G(x) :=
1
x
−
⌊
1
x
⌋
,
where ⌊x⌋ denotes the greatest integer not exceeding x ∈ R. We write Gn for the
n-th iterate of G, n ∈ N0 = {0, 1, 2, . . .}, with G0 := id. Then for all n ∈ N we
have κn(x) =
⌊(
Gn−1 (x)
)−1⌋
. Clearly, (κn) defines a sequence of random vari-
ables on the measure space (I,B,P), where B denotes the Borel σ-algebra of I and
P some probability measure on B. With respect to λ, denoting the Lebesgue mea-
sure restricted to [0, 1], each κn has infinite expectation. By the ergodicity of the
Gauss transformation with respect to the Gauss measure dµ (x) := 1log 2
1
1+xdλ (x)
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we readily reproduce Khinchin’s result on the geometric mean of the continued frac-
tion digits, i.e.
n
√
κ1 · · ·κn → K, λ-a.e.,
where K = 2, 685... denotes the Khinchin constant. This in particular implies that
lim inf
n
κn
n
= 0 λ-a.e.
Also by a classical result of Khinchin (cf. [Khi64]), we know that for λ-almost
every x ∈ [0, 1] we have for infinitely many n ∈ N that κn (x) > n logn. Let
Sn(x) := κ1(x) + · · · + κn (x), x ∈ I, denote the sum of the first n digits. Then
Khinchin result implies in particular that λ–a.e.
lim
n→∞
Sn
n
= +∞ and lim sup
n→∞
κn
n
= +∞.
Diamond and Vaaler have shown in [DV86] that for the trimmed sum S♭n := Sn −
max
1≤ℓ≤n
κℓ we have
lim
n→∞
S♭n
n logn
=
1
log 2
λ-a.e.
This demonstrates that the intricate stochastic properties of Sn arise from the occur-
rences of rare but exceptionally large continued fraction digits. However, in order to
find a suitable stochastic description of the processes Sn and κn we define for n ∈ N
the following (stopping time) process
θn (x) := max
{
ℓ ∈ N0 :
ℓ∑
i=1
κi (x) ≤ n
}
, x ∈ I.
Employing infinite ergodic theory it has been shown in [KS07b] that with respect to
λ the following convergence in distribution holds
log (n− Sθn)
log(n)
λ
=⇒ U ,
where U denotes the random variable uniformly distributed on the unit interval.
Furthermore, n − Sθn obeys a large deviation asymptotic, i.e. for all x ∈ (0, 1) we
have
λ
(
n− Sθn
n
> x
)
∼ − log (x)
log (n)
as n→∞. (1.1)
In here, an ∼ bn stands for lim anbn = 1.
The following list gathers the new large deviation laws valid for the continued
fraction expansion. Note that the result in (1) generalizes the asymptotic in (1.1).
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(1) For 0 ≤ x < 1 and y ≥ 0 with x+ y 6= 0 we have
λ
(
n− Sθn
n
> x,
Sθn+1 − n
n
> y
)
∼ log
(
1 + y
x+ y
)
· 1
log (n)
as n→∞.
(2) For x > 0 we have
λ
(κθn+1
n
> x
)
∼ H (x)
log (n)
as n→∞, (1.2)
where H is the convex, decreasing, differentiable function given by
H (x) :=
{
1− log (x) for x ∈ (0, 1) ,
1/x for x ≥ 1.
(3) For x ∈ (0, 1) we have
λ
(
κθn+1∑θn+1
k=1 κk
> x
)
∼ H˜ (x)
log (n)
.
where H˜ is a decreasing, differentiable function given by
H˜ (x) :=
1− x
x
log
(
1
1− x
)
+ log
(
1
x
)
for x ∈ (0, 1) .
(4) For x > 0 we have
λ
(
κθn+1∑θn
k=1 κk
> x; θn > 0
)
∼
H˜
(
x
1+x
)
log (n)
.
Remark. We would like to remark that using for example results from [KS04, KS07c]
it is possible to give an interpretation of the above processes in terms of geodesic
windings on the cusped orbifold H/PSL2 (Z) with respect to visits to its compact
part. This shows that also smooth dynamical systems can be investigated by the
renewal theoretical methods developed in this paper.
As a corollary of the results in [KS07a] we also get
log (Sθn+1 − n)
log (n)
λ
=⇒ U , and log (κθn+1)
log (n)
λ
=⇒ U .
This will be explained at the end of Subsection 2.2.
Related results on the digit sum process can also be found in [Hei87], [Hen00], and
[GLJ93, GLJ96].
The paper is organized as follows. In Section 2 we first introduce the necessary
concepts from infinite ergodic theory. Then, in Subsection 2.2 we link the number
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theoretical processes under consideration to the renewal theory defined with respect
to the Farey map for which the general results from infinite ergodic theory are appli-
cable .
In Section 3 we state the main theorem in its general form and then give its proof.
2. PRELIMINARIES
2.1. Infinite ergodic theory. In this subsection we briefly recall the basic concepts
and result from infinite ergodic theory as needed in this paper. For the definition and
further details we refer the reader to [Aar97]. Let (X,T,A, µ) be a conservative er-
godic measure preserving dynamical systems where µ is an infinite σ-finite measure.
Let
Pµ := {ν : ν probability measure onAwith ν ≪ µ}
denote the set of probability measures on A which are absolutely continuous with
respect to µ. The measures from Pµ represent the admissible initial distributions for
the processes under consideration. With Pµ we will sometimes also denote the set
of the corresponding densities.
Let us recall the notion of the wandering rate. For a fixed set A ∈ A with 0 <
µ (A) <∞ we set for all n ≥ 0
An :=
n⋃
k=0
T−kA and Wn := Wn (A) := µ (An) =
n∑
k=0
µ (A ∩ {ϕ > k}) ,
and call the sequence (Wn (A)) the wandering rate of A. In here,
ϕ(x) = inf{n ≥ 1 : T n(x) ∈ A}, x ∈ X, (2.1)
denotes the first return time to the set A. Since T is conservative and ergodic, for all
ν ∈ Pµ, we have ν ({ϕ <∞}) = 1.
To explore the stochastic properties of T it is often useful to study the long-term
behaviour of the iterates of its transfer operator Tˆ , i. e. Tˆ : L1 (µ) → L1 (µ) is the
dual of f 7→ f ◦ T , f ∈ L∞ (µ).
The ergodic properties of (X,T,A, µ) can be characterized in terms of the trans-
fer operator in the following way. T is conservative and ergodic if and only if
for all f ∈ L+1 (µ) :=
{
f ∈ L1 (µ) : f ≥ 0 and
∫
X
f dµ > 0
}
we have µ-a.e.∑
n≥0 Tˆ
n (f) =∞.
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A set A ∈ A with 0 < µ (A) < ∞ is called uniform for f ∈ Pµ if there exists a
sequence (an) of positive reals such that
1
an
n−1∑
k=0
Tˆ k (f) −→ 1 µ− a.e. uniformly on A
The set A is called a uniform set if it is uniform for some f ∈ Pµ.
Note that from [Aar86] we know, that (an) is regularly varying with exponent
α (for the definition of this property see [BGT89]) if and only if (Wn) is regularly
varying with exponent (1− α). In this case α lies in the interval [0, 1] and
anWn ∼ n
Γ (1 + α) Γ (2− α) . (2.2)
Next, we recall the notion of uniformly returning sets, which will be used to proof
the statements in Theorem 3.1 (cf. [KS07a])
• A set A ∈ A with 0 < µ (A) <∞ is called uniformly returning for f ∈ Pµ
if there exists an positive increasing sequence (bn) diverging to ∞ such that
bnTˆ
n (f) −→ 1 µ− a.e. uniformly on A.
• The set A is called uniformly returning if it is uniformly returning for some
f ∈ Pµ.
In [KS07a] it is shown that every uniformly returning set A is uniform but not neces-
sary with respect to the same function. If A is uniformly returning for f ∈ Pµ such
that f is bounded, then A is also uniform for f . This observation will be relevant in
Theorem 3.1.
From [KS07a], we know that (bn) is regularly varying with exponent β ∈ [0, 1)
if and only if (Wn) is regularly varying with the same exponent. In this case,
bn ∼WnΓ (1− β) Γ (1 + β) (n→∞) .
The following fact will be crucial in the proof of the Theorem 3.1.
(UA) Uniform asymptotic ([Sen76]) Let (pn) and (qn) be two positive sequences
with pn → ∞ and pnqn ∈ [1/K,K] , K ≥ 1 for n large enough. Then for
every slowly varying function L we have
lim
n→∞
L (pn)
L (qn)
= 1.
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2.2. Renewal theory for continued fractions. In this subsection we connect the
number theoretical processes considered in this paper with the renewal processes
defined with respect to the Farey map.
Let T : [0, 1]→ [0, 1] be the Farey map, defined by
T (x) :=
{
T0 (x) , x ∈
[
0, 12
]
,
T1 (x) , x ∈
(
1
2 , 1
]
,
where
T0 (x) :=
x
1− x and T1 (x) :=
1
x
− 1.
Then ([0, 1] , T,B, µ) defines a conservative ergodic measure preserving dynami-
cal system, where µ denotes the σ–finite invariant measure with density h (x) :=
dµ
dλ (x) =
1
x (see [Tha83]).
Let K1 :=
(
1
2 , 1
]
. Then for n ≥ 0 we consider the following processes given by
• Zn(x) :=
{
max
{
k ≤ n : T k(x) ∈ K1
}
, x ∈ An :=
⋃n
k=0 T
−kK1,
0, else.
• Yn (x) := min
{
k > n : T k (x) ∈ K1
}
, x ∈ X,
• Vn := Yn − Zn.
In terms of renewal theory the process n− Zn is called spent waiting time since the
last visit to A, Yn − n the residual waiting time to the next visit to A, and Vn the
total waiting time between to visits to A. As T is conservative and ergodic, we have
for all ν ∈ Pµ
lim
n→∞
ν (An) = 1, and ν ({Yn <∞}) = 1 for all n ≥ 1.
Furthermore, for 1 ≤ k ≤ n ≤ m we have (see [Dyn61])
{Zn ≤ k, Yn > m} = {Zm ≤ k} . (2.3)
From [KS07b] we know that the set K1 is uniformly returning for any function f
from the set
D := {f ∈ Pµ : f ∈ C2 ((0, 1)) with f ′ > 0 and f ′′ ≤ 0} .
For the wandering rate we have
Wn := Wn (K1) =
∫ 1
1
n+2
1
x
dx = log (n+ 2) ∼ log (n) (n→∞) .
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Additional, since K1 ∩ {ϕ > n} =
[
n+2
n+3 , 1
]
we have
µ (K1 ∩ {ϕ > n}) =
∫ 1
n+2
n+3
1
x
dx ∼ 1
n
as n→∞. (2.4)
The inverse branches of the Farey map are
u0 (x) := (T0)
−1
(x) =
x
1 + x
,
u1 (x) := (T1)
−1
(x) =
1
1 + x
.
For x 6= 0 the map u0 (x) is conjugated to the right translation x 7→ F (x) := x+1,
i.e.
u0 = J ◦ F ◦ J with J (x) = J−1 (x) = 1
x
.
This shows that for the n-th iterate we have
un0 (x) = J ◦ Fn ◦ J (x) =
x
1 + nx
. (2.5)
Moreover, we have u1 (x) = J ◦ F (x) .
Let
{
Kn :=
(
1
n+1 ,
1
n
]}
n≥1
be the countable collection of pairwise disjoint subin-
tervals of [0, 1]. Setting K0 = [0, 1) it is easy to check that T (Kn) = Kn−1 for all
n ≥ 1. The first entry time e : I→ N into the interval K1 is defined as
e (x) := min
{
k ≥ 0 : T k (x) ∈ K1
}
.
Then the first entry and the first return time is connected to the first digit in the
continued fraction expansion by
κ1 (x) = 1 + e (x) and ϕ (x) = κ1 ◦ T (x) , x ∈ I.
We now consider the induced map S : I→ I defined by
S (x) := T e(x)+1 (x) .
Since for all n ≥ 1 {x ∈ I : e (x) = n− 1} = Kn ∩ I, we have by (2.5)
S (x) = T n (x) = T1 ◦ T n−10 (x) =
1
x
− n = 1
x
− κ1(x), x ∈ Kn ∩ I.
This implies that the induced transformation S coincides with Gauss map G on I.
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Let (τn)n∈N be the sequence of return times, i. e. integer valued positive random
variables defined recursively by
τ1 (x) := ϕ(x) = inf {p ≥ 1 : T p(x) ∈ K1} , x ∈ [0, 1] ,
τn (x) := inf
{
p ≥ 1 : T p+
P
n−1
k=1
τk(x)(x) ∈ K1
}
, x ∈ [0, 1] .
Then we consider the following process, given by
Nn(x) :=
{
max
{
l ≤ n : ∑li=1 τi ≤ n} , x ∈ An = ⋃nk=0 T−kK1,
0, else.
Note that Zn =
∑Nn
i=1 τi. Using a similarly argument as in the proof of Lemma 3.1
in [KS07b] we obtain for all x ∈ I and n ≥ 1
θn (x) =
{
Nn−1 (x) + 1, x ∈ K1,
Nn−1 (x) , else.
This gives that for all x ∈ I and n ≥ 1
Sθn(x) =
{
Zn−1 (x) + 1, x ∈ An−1,
0, else,
, Sθn(x)+1 = 1 + Yn−1 (x) , (2.6)
and
κθn(x)+1 (x) =
{
Vn−1 (x) , x ∈ An−1,
1 + Yn−1 (x) , else.
(2.7)
From this und the fact that Wn ∼ log (n) we deduce from Theorem 3.2 in [KS07a]
that for all ν ∈ Pµ the following distributional convergence holds
log (Sθn+1 − n)
log (n)
and log (κθn+1)
log (n)
ν
=⇒ U . (2.8)
3. LARGE DEVIATION
We are now in the position to state our main result which are slightly more general
than the corresponding statements in the introduction.
Theorem 3.1. For f ∈ D set dν := f dµ. Then
(1) For 0 ≤ x < 1 and y ≥ 0 with x+ y 6= 0 we have
ν
(
n− Sθn
n
> x,
Sθn+1 − n
n
> y
)
∼ log
(
1 + y
x+ y
)
1
log(n)
as n→∞.
(3.1)
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(2) For x > 0 we have
ν
(κθn+1
n
> x
)
∼ H (x)
log(n)
as n→∞, (3.2)
where
H (x) :=
{
1− log (x) for x ∈ (0, 1) ,
1/x for x ≥ 1.
(3) For x ∈ (0, 1) we have
ν
(
κθn+1∑θn+1
k=1 κk
> x
)
∼ H˜ (x)
log (n)
as n→∞. (3.3)
where
H˜ (x) :=
1− x
x
log
(
1
1− x
)
+ log
(
1
x
)
for x ∈ (0, 1) .
(4) For x > 0 we have
λ
(
κθn+1∑θn
k=1 κk
> x; θn > 0
)
∼
H˜
(
x
1+x
)
log (n)
as n→∞. (3.4)
Proof. ad (1) Let 0 ≤ x < 1 and y ≥ 0 be fixed with x + y 6= 0. First note, that
from (2.6) it follows that
ν
(
n− Sθn
n
> x,
Sθn+1 − n
n
> y
)
∼ ν
(
n− Zn
n
> x,
Yn − n
n
> y
)
as n→∞.
Therefore, to prove (3.1) it suffices to show
ν
(
n− Zn
n
> x,
Yn − n
n
> y
)
∼ log
(
1 + y
x+ y
)
1
log(n)
as n→∞.
In fact, by (2.3) we have
ν
(
n− Zn
n
> x,
Yn − n
n
> y
)
= ν (Zn ≤ ⌊n (1− x)⌋ , Yn > ⌊n (1 + y)⌋)
= ν
(
Z⌊n(1+y)⌋ ≤ ⌊n (1− x)⌋
)
=
∫
K1
⌊n(1−x)⌋∑
k=0
1K1∩{ϕ>⌊n(1+y)⌋−k} · Tˆ k (f) dµ.
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For δ ∈ (0, 1− x) and ε ∈ (0, 1) fixed but arbitrary we divide the above sum into
two parts as follows.
ν
(
n− Zn
n
> x,
Yn − n
n
> y
)
=
⌊nδ⌋−1∑
k=0
· · ·+
⌊n(1−x)⌋∑
k=⌊nδ⌋
· · · =: I (n) + J (n) .
By monotonicity of
(
1K1∩{ϕ>n}
)
we have
I (n) ≤
∫
K1
1K1∩{ϕ>⌊n(1+y)⌋−⌊nδ⌋+1} ·
⌊nδ⌋−1∑
k=0
Tˆ k (f) dµ.
Using (UA), (2.2), and the fact that K1 is uniform for f , we obtain for sufficiently
large n
I (n) ≤ (1 + ε)2 ⌊nδ⌋ − 1⌊n (1 + y)⌋ − ⌊nδ⌋+ 1 ·
1
log(⌊nδ⌋ − 1)
∼ (1 + ε)2 δ
y + 1− δ
1
log(n)
as n→∞.
Thus,
lim sup
n→∞
log(n) · I (n) ≤ (1 + ε)2 δ
y + 1− δ .
Letting δ → 0, we find
I (n) = o
(
1
log(n)
)
, as n→∞. (3.5)
For the second part of the sum we have to show that
J (n) ∼ 1
log (n)
· log
(
1 + y
x+ y
)
as n→∞. (3.6)
Using the fact that K1 is uniformly returning for f , a similarly argument as in
[KS07a], Lemma 3.2, shows that for all n sufficiently large and k ∈ [⌊nδ⌋ , ⌊n (1− x)⌋]
we have uniformly on K1
(1− ε) 1
log (n)
≤ Tˆ k (f) ≤ (1 + ε)2 1
log (n)
. (3.7)
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Hence, using the right-hand side of (3.7) and (2.4), we obtain for n sufficiently large
J (n) ≤ (1 + ε)
2
log (n)
·
⌊n(1+y)⌋−⌊nδ⌋∑
k=⌊n(1+y)⌋−⌊n(1−x)⌋
µ (K1 ∩ {ϕ > k})
∼ (1 + ε)2 1
log (n)
·
⌊n(1+y)⌋−⌊nδ⌋∑
k=⌊n(1+y)⌋−⌊n(1−x)⌋
1
k
∼ (1 + ε)2 1
log (n)
· log
(
1 + y − δ
x+ y
)
as n→∞.
This implies
lim sup
n→∞
log (n) · J (n) ≤ (1 + ε)3 log
(
1 + y − δ
x+ y
)
.
Similarly, using the left-hand side of (3.7), we get
lim inf
n→∞
log (n) · J (n) ≥ (1 + ε)2 log
(
1 + y − δ
x+ y
)
.
Since ε and δ were arbitrary, (3.6) holds. Combining (3.5) and (3.6) proves our claim
in (3.1).
ad (2) First, let x ∈ (0, 1). We have
ν
(
Vn
n
> x
)
=
n∑
k=0
ν (Yn > k + ⌊nx⌋ , Zn = k)
=
n−⌊nx⌋−1∑
k=0
∫
K1
1K1∩{ϕ>n−k} · Tˆ k (f) dµ
+
n∑
k=n−⌊nx⌋
∫
K1
1K1∩{ϕ>⌊nx⌋} · Tˆ k (f) dµ
=: I (n) + J (n) .
Let δ ∈ (0, 1− x) and ε ∈ (0, 1) be fixed but arbitrary. First, we prove that
J (n) ∼ 1
log(n)
, as n→∞. (3.8)
In fact, we have for sufficiently large n
J (n) ≤ (1 + ε)2 ⌊nx⌋ − 1
log(n)
· µ (K1 ∩ {ϕ > ⌊nx⌋})
∼ (1 + ε)2 1
log(n)
as n→∞.
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Similarly we get
J (n) ≥ (1− ε) ⌊nx⌋ − 1
log(n)
· µ (K1 ∩ {ϕ > ⌊nx⌋})
∼ (1− ε) 1
log(n)
as n→∞.
Combining both inequalities the asymptotic in (3.8) follows.
Now we have to prove that
I (n) ∼ − log (x) · 1
log(n)
as n→∞. (3.9)
We divide I (n) again into two parts as follows
I (n) =
⌊nδ⌋−1∑
k=0
· · ·+
n−⌊nx⌋−1∑
k=⌊nδ⌋
· · · =: I1 (n) + I2 (n) .
Using the monotonicity of
(
1K1∩{ϕ>n}
)
, the fact that K1 is uniformly for f , and
(2.2) we obtain for n sufficiently large,
I1 (n) ≤
∫
K1
1K1∩{ϕ>n−⌊nδ⌋+1} ·
⌊nδ⌋−1∑
k=0
Tˆ k (f) dµ
≤ (1 + ε)2 ⌊nδ⌋ − 1
n− ⌊nδ⌋+ 1 ·
1
log(⌊nδ⌋ − 1)
∼ (1 + ε)2 δ
1− δ
1
log(n)
as n→∞.
Consequently,
I1 (n) = o
(
1
log(n)
)
, as n→∞. (3.10)
Now using the fact that K1 is uniformly returning for f we have, for n sufficiently
large,
I2 (n) ≤ (1 + ε)
2
log(n)
·
n−⌊nδ⌋∑
k=⌊nx⌋+1
µ (K1 ∩ {ϕ > k})
∼ (1 + ε)2 1
log(n)
· log
(
1− δ
x
)
as n→∞.
This implies
lim sup
n→∞
log(n) · I2 (n) ≤ (1 + ε)3 log
(
1− δ
x
)
.
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Similarly, we get
lim inf
n→∞
log(n) · I2 (n) ≥ (1 + ε)2 log
(
1− δ
x
)
.
Since ε and δ were arbitrary, we have
I2 (n) ∼ − log (x) · 1
log(n)
, as n→∞. (3.11)
The asymptotics (3.10) and (3.11) prove (3.9). Combining (3.8) and (3.9) we obtain
for x ∈ (0, 1)
ν
(
Vn
n
> x
)
∼ 1− log(x)
log(n)
as n→∞. (3.12)
Now we consider the case x ≥ 1. Since
ν
(
Vn
n
> x
)
=
n∑
k=0
∫
K1
1K1∩{ϕ>⌊nx⌋} · Tˆ k (f) dµ
we have, for n sufficiently large,
ν
(
Vn
n
> x
)
≤ µ (K1 ∩ {ϕ > ⌊nx⌋}) n
log(n)
(1 + ε)
∼ 1
x log(n)
(1 + ε) .
Similarly, we obtain the reverse inequality proving the statement that for x ≥ 1
ν
(
Vn
n
> x
)
∼ 1
x log(n)
as n→∞. (3.13)
Combining (3.12) and (3.13) the statement (3.2) follows from (2.7).
ad (3) We first observe from (2.6) and (2.7) that on I we have
κθn+1∑θn+1
k=1 κk
=
Vn−1
Yn−1
for all n ≥ 1.
For x ∈ (0, 1)we have
ν
(
Vn
n
> x
)
=
n∑
k=0
ν
(
Yn > k +
⌊
x
1 + x
k
⌋
, Zn = k
)
=
⌊n(1−x)⌋∑
k=0
∫
K1
1K1∩{ϕ>n−k} · Tˆ k (f) dµ
+
n∑
k=⌊n(1−x)⌋+1
∫
K1
1K1∩{ϕ>⌊ x1+xk⌋} · Tˆ
k (f) dµ.
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Then a similarly argument as in ad (2) gives the statement in (3.3).
ad (4) Clearly, (3.4) is a direct consequence from (3.3) using the fact that on
{θn > 0} we have
κθn+1∑θn
k=1 κk
=
κθn+1/
∑θn+1
k=1 κk
1− κθn+1/
∑θn+1
k=1 κk
.

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