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Kengo KAMATANI∗†
Abstract
Markov chain Monte Calro methods (MCMC) are commonly used in Bayesian statistics. In the
last twenty years, many results have been established for the calculation of the exact convergence rate
of MCMC methods. We introduce another rate of convergence for MCMC methods by approximation
techniques. This rate can be obtained by the convergence of the Markov chain to a diffusion process. We
apply it to a simple mixture model and obtain its convergence rate. Numerical simulations are performed
to illustrate the effect of the rate.
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1 Introduction
Markov chain Monte Carlo (MCMC) method has become an essential tool in any study that has a complicated
posterior calculation problem. Various new MCMC methods have been developed in the last two decades.
Theoretical support of this strategy has also been developed such as Roberts and Tweedie [24], Mengersen
and Tweedie [17] and many others. In particular, it was shown that the usual MCMC method produces an
ergodic Markov chain (see Tierney [29] and Roberts and Rosenthal [23]).
In practice, it is of great interest to study the convergence speed of these Markov chains. Various
quantitative bounds have been developed from the spectral approach by such as Diaconis and Stroock [3]
and Diaconis et al. [4], and from the so-called (double) drift condition approach by Meyn and Tweedie [18]
and Rosenthal [26, 27]. For an ergodic Markov chain {Xm;m ≥ 0} on the state space (E, E) with the
transition kernel P , they calculated the upper bound of
‖L(Xm)−Π‖ = 2 sup
A∈E
|P(Xm ∈ A)−Π(A)| (1.1)
where Π is the invariant distribution and L(Xm) is the law of Xm. In the former approach, if we can calculate
the eigenvalues and the eigenfunctions for P : L2(Π) → L2(Π), then it is possible to calculate the almost
exact bounds. On the other hand, although the latter approach does not provide tight bound, it is relatively
easy to apply.
To compare different MCMC methods, the above approaches may have difficulties, since we need to
calculate tight (upper and lower) bounds for two or more MCMC methods. However, without calculating
such bounds, sometimes it is possible to compare different MCMC methods by the asymptotic variance σ2f
in the following limit in M →∞:
√
M(IM − I)⇒ N(0, σ2f ), IM =
1
M
M−1∑
m=0
f(Xm), I =
∫
E
f(x)Π(dx).
For this comparison, it is sufficient to show positivity of an operator in L2(Π) sense. This approach was
studied in Peskun [20], and later developed by Tierney [30] and Mira [19]. Although the application area
∗Graduate School of Engineering Science, Osaka University Machikaneyama-cho 1-3, Toyonaka-si, Osaka, 560-0043, Japan,
kamatani@sigmath.es.osaka-u.ac.jp
†Supported in part by Grant-in-Aid for JSPS Fellows (19-3140) and Grant-in-Aid for Young Scientists (B) 22740055.
1
ar
X
iv
:1
10
3.
56
79
v3
  [
ma
th.
ST
]  
25
 Se
p 2
01
3
of this is limited, this approach is particularly useful for the comparison of the so-called data-augmentation
(DA) procedure with its parameter-expanded extension (see Hobert and Marchev [9]).
These analysis on MCMC procedures obtain the exact bound of the convergence rate or the exact com-
parison of MCMC procedures. We took a different approach in Kamatani [13]. Usually, MCMC procedures
are complicated that prevent us from exact analysis. On the other hand, by using approximation theory,
such as the traditional large sample theory, sometimes it is easy to perform theoretical comparison among
MCMC procedures. For this approximation, we introduce an index n, which tends to ∞. As n→∞, if the
following holds for any Mn →∞, the MCMC procedure is said to have the consistency in [13]:
InMn − In = oP(1), InM =
1
M
M−1∑
m=0
f(Xnm), I
n =
∫
E
f(x)Πn(dx) (1.2)
where {Xnm;m ≥ 0} are sequences of Πn-invariant Markov chains generated by MCMC procedures. By
Theorem 1 of Kamatani [13], under some regularity conditions, the DA procedure satisfies this property. In
practice, if an MCMC procedure has the consistency, it works fairly well. On the other hand, many popular
MCMC methods do not satisfy this good convergence property but satisfy a bad property
InM − In1 = oPn(1) (1.3)
for any fixed M ∈ N. This property means that the Monte Carlo estimation using M iteration is no more
helpful than that using only one iteration. Therefore we can classify MCMC procedure into two categories
(1.2) or (1.3). Although these two categories do not cover all of the cases, this classification is useful in
practice. However it does not tell the rate of convergence.
In this paper, we introduce a further step of this approach. As mentioned earlier, the rate of convergence is
useful to predict sufficient number of iteration until convergence, or to compare different MCMC procedures
in details. We call rn the order of the weak consistency if (1.2) is satisfied for any Mn → ∞ such that
Mn/rn → ∞. If the MCMC procedure has the consistency, we can take rn = 1. On the other hand, the
order can be high if the performance of MCMC procedure is poor, that is, the condition (1.3) is satisfied.
The order rn can be interpreted as the order of the sufficient number of iteration.
As an example we will consider the DA procedure for a simple mixture model pN(, 1)+(1−p)N(0, 1) for
unknown p but for known . Since the performance of the DA procedure heavily depends on the parameter
, we let  → 0 to illustrate the effect. This DA procedure works quite poorly if the true model is close to
N(0, 1). The index n is the sample size. It has the order rn = 
−1n1/2 and this shows the effects of both 
and the sample size n. This result comes from the fact that the trajectory of the DA procedure tends to a
path of the stochastic process defined by
dXt = (α1 +Xtz −X2t I)dt+
√
2XtdWt (1.4)
where I corresponds to the Fisher information matrix and z corresponds to the scaled maximum likelihood
estimator (see Theorem 3.2). It is probably well recognized that the trajectory of poor behaved MCMC
procedure looks like a path of a diffusion process. This result is the first validation for this observation.
This paper is organized as follows. Section 2 we define (local) weak consistency. In Section 3 we apply
this to the simple mixture model. Numerical results is provided in Section 4 which shows the effect of the
order of the weak consistency.
2 Local weak consistency of MCMC
We write [x] for the integer part of x ∈ R.
2.1 Definition of local weak consistency
In this section, we review the (local) consistency and degeneracy and also, we define the order of the weak
consistency. Let Θ = Rd be a parameter space. Suppose that observation xn is an element of a set Xn,
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and we are interested in the approximation of the posterior distribution P (dθ|xn). We assume Bernestein
von-Mises’s theorem, that is, for some cn →∞ and some Rd-valued random variable un(xn) such that
cn(θ − un) = OP(1) (2.1)
where θ|xn ∼ P (dθ|xn). We will consider asymptotic properties of the scaled parameter cn(θ − un).
MCMC procedure generates a sequence θ∞ = (θ0, θ1, . . .) such that the law of θ∞|xn is a Markov chain
with the invariant distribution P (dθ|xn). We assume stationarity of the process θ∞|xn, that is, the initial
guess θ0 is generated from the posterior distribution. This is impractical setting, but this assumption can
be weakened. See Kamatani [13] for the detail. Let
InM (f) =
1
M
M−1∑
m=0
f(cn(θi − un)), In(f) =
∫
f(cn(θ − un))P (dθ|xn). (2.2)
We expect that InM (f) is a good approximation of I
n(f). For this in mind, we define local consistency.
Definition 2.1 (Local consistency). MCMC procedure is said to have the local consistency if InMn(f) −
In(f) = oP(1) for any continuous, bounded function f and for any Mn →∞.
The MCMC procedure does not always work well. We also define a property of this inefficient behavior.
Essentially, the good behavior, local consistency, and the bad behavior, local degeneracy defined below are
exclusive (see Kamatani [12]).
Definition 2.2 (Local degeneracy). MCMC procedure is said to have the local degeneracy if InM (f)−In1 (f) =
oP(1) for any continuous, bounded function f and for any M ∈ N.
As a measure of poor behavior, local degeneracy is sometimes too wide and so we define a kind of order
of convergence among degenerate MCMC procedures.
Definition 2.3 (Local weak consistency). MCMC procedure is said to have the local weak consistency, if
InMn(f) − In(f) = oP(1) for any continuous, bounded function f and for any Mn such that Mn/rn → ∞.
We call rn the order of the local weak consistency.
We can interpret Mn as the sufficient number of iterations for good approximation. Therefore if rn is
large, the MCMC procedure requires many iterations to have a good result. Under the local consistency, we
can take rn = 1. We can compare different algorithms by this order rn.
2.2 Useful lemma
Let rn → ∞. For each n = 1, 2, . . ., consider a Rd-valued semi-Markov process {θnt ; t ≥ 0}, which jumps at
r−1n , 2r
−1
n , . . . on a probability space (Ωn,Fn,Pn).
Lemma 2.4. Assume that the embedded Markov chain {θnm/rn ;m = 0, 1, . . .} is a stationary Markov chain
with the invariant distribution Pn. If {θnt ; t ≥ 0} converge in law to a stationary ergodic process, then
1
Tn
∫
[0,Tn)
f(θnt )dt−
∫
Rd
f(θ)Pn(dθ) = oPn(1) (2.3)
for any Tn →∞ for any bounded and continuous function f .
Proof. We omit the subscript n from θnt . Proof is almost the same as that of Lemma 2 of [13]. Without loss
of generality, we can assume supx∈Rd |f(x)| ≤ 1. Write ITn and In for the first and the second terms in the
left-hand side of (2.3), respectively, and write Ii,S for
1
S
∫
t∈[0,S) f(θiS+t)dt. Then
IT =
S
T
[T/S]−1∑
i=0
Ii,S +
1
T
∫
[S[T/S],T )
f(θt)dt.
3
Note that Ii,S (i = 0, 1, . . .) is not identically distributed in general. If we take Sn = ([Srn] + 1)/rn, then
Ii,Sn (i = 0, 1, . . .) have the same law under Pn. Hence as in Lemma 2 of [13], we have
En[|IT − In|] ≤ Sn
T
[ T
Sn
]
En[|I0,Sn − In|] + 2
T − Sn[T/Sn]
T
≤ Sn
T
[ T
Sn
]{ S
Sn
En[|I0,S − In|] + 2Sn − S
Sn
}
+ 2
T − Sn[T/Sn]
T
where in the second inequality, we used I0,Sn = (S/Sn)I0,S +
∫ Sn
S
f(θt)dt/Sn. As T = Tn →∞, the second
and the third terms in the left-hand side vanishes, and Sn/T [T/Sn]S/Sn → 1 for any fixed S. Hence if
En[|I0,S − In|] can be arbitrary small, the claim follows.
Let P be the limit of Pn and write I =
∫
Rd f(θ)P (dθ). Then En[|I0,S− In|]→ E[|I0,S− I|] where E is the
expectation with respect to the limit probability measure P. Since θt is ergodic under P, this value tends to
0 as S →∞. Hence the claim follows.
3 Application to mixture model
Let Ft(dx) = ft(x)dx be probability measures on (E, E) with parameter t ≥ 0, and write F = F0 and f = f0.
We assume that ft is always strictly positive. Consider the following simple mixture model:
P (dx|θ) = pθ(x)dx = (1− θ)F (dx) + θF(dx). (3.1)
MCMC procedures for general k-component mixture model have been developed to perform better posterior
inference. See monographs such as Robert and Casella [21] and Fru¨hwirth-Schnatter [6]. It is well known
that for general k-component mixture model, the posterior distribution is multi-modal, and if these peeks
are close, then the posterior inference becomes difficult due to the so-called label-switching problem (see
Stephens [28], Marin et al. [15] and Jasra et al. [11]). We address here a separate issue. In fact, under such a
situation, another problem, local degeneracy occurs. We illustrate this effect by using the order of the weak
consistency.
For this reason, we assume over-parametrized situation, that is, the observation xn = {x1, . . . , xn} are
independent draw from a one-component model F . We will show that if two components F0 and F are
close, the performance becomes even worse. To illustrate the effect, we let  = n → 0. Write rn = −1n1/2
and cn = n
1/2. There is an obvious relation rncn = n. As in p902 of Gassiat [7] we assume the following
regularity condition. Write L2(F ) for the set of F -square integrable functions with norm ‖ · ‖ defined by
‖g‖2 = ∫ g(x)2F (dx).
Assumption 3.1. There exists d ∈ L2(F ) such that r(x) := f(x)/f(x) − 1 − d(x) = o() in L2(F ).
Moreover, ‖d‖2 = I 6= 0. The prior distribution is assumed to be Beta(α1, α0) for α0, α1 > 0.
Under the assumption,
∫
d(x)F (dx) = 0 because | ∫ d(x)F (dx)| = −1| ∫ r(x)F (dx)| ≤ −1‖r‖ → 0.
One step of the DA procedure is{
yi|xi, θ ∼ Bernoulli(pi), pi = θf(x
i)
(1−θ)f(xi)+θf(xi) (i = 1, . . . , n),
θ|xn, yn ∼ Beta(α1 + n1, α0 + n− n1)
(3.2)
where yn = {y1, . . . , yn} and n1 is the number of heads in y1, . . . , yn. For this model, it is natural to take
state space scaling as
θ 7→ cnθ (3.3)
where we take un ≡ 0 in (2.1). We will discuss the local consistency and the local degeneracy under this
localization.
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The DA output θ0, θ1, . . . behaves poorly, and the sequence converges to the following diffusion process
after the state space scaling in (3.3) with suitable time scaling. Let
dXt = (α1 +Xtz −X2t I)dt+
√
2XtdWt; X0|z ∼ P ∗(dx|z) ∝ exp(xz − x2I/2)xα1−1dx (3.4)
where {Wt; t ≥ 0} is the standard Brownian motion independent of z ∼ N(0, I). Write the law of {Xt; t ≥ 0}
given z by L({Xt; t ≥ 0}|z). For each z, there is a weak solution L({Xt; t ≥ 0}|z) which is ergodic with
invariant measure P ∗(dx|z) (see Theorem 2.3 in Bibby et al. [1]. See also Section 5.5 of Karatzas and Shreve
[14]). By convergence to this process, we obtain the following.
Theorem 3.2. Suppose that x1, . . . , xn are independent sample from F . Under Assumption 3.1, the DA
procedure has the local weak consistency with the order rn = 
−1n1/2 if cn = n1/2 →∞.
Proof. Let {θnm;m = 0, 1, . . .} be the stationary Markov chain generated by (3.2). Let Xnt = cnθn[rnt]. Then
by Theorem A.6, L({Xnt ; t ≥ 0}|xn) tends to L({Xt; t ≥ 0}|z) in distribution, where z ∼ N(0, I). As
mentioned above, L({Xt; t ≥ 0}|z) is stationary and ergodic. Together with the separability of the Skorohod
topology, and Skorohod’s representation theorem (see Theorem 6.7 of Billingsley [2]), there is a probability
space such that L({Xnt ; t ≥ 0}|xn) → L({Xt; t ≥ 0}|z). Hence by Lemma 2.4, for any bounded continuous
function f on [0,∞),
1
Tn
∫
[0,Tn)
f(Xnt )dt−
∫
[0,1]
f(cnθ)P (dθ|xn) = oPn(1)
for any Tn → ∞, where P (dθ|xn) is the posterior distribution, which is the invariant distribution of Xnt .
Take Mn/rn = Tn and rewrite
1
Tn
∫
[0,Tn)
f(Xnt )dt =
1
Mn
Mn−1∑
m=0
f(cnθm).
Then the convergence of probability in the above means weak consistency of the DA procedure on the order
rn.
Although this result for the large sample scaling limit is new, the scaling limit to a diffusion process have
been studied in other directions by Gelfand and Mitter [8] for small variance asymptotics, and by Roberts
et al. [25] for high-dimensional small variance asymptotics. In particular, the latter approach is still very
active. See a recent paper by Mattingly et al. [16] and the references their in. It is worth mentioning that
we can apply the local weak consistency for these results.
4 Numerical results
4.1 Metropolis-Hastings procedure
To illustrate poor performance of the DA procedure, we consider a simple independent type Metropolis-
Hastings (IMH) procedure as an alternative and compare it with the DA procedure. Note that we prepare
this IMH procedure just for comparison and may work well only for this simple mixture model. However
related methods may work well for general mixture model and this direction will be studied in elsewhere.
We briefly review the IMH procedure. If we want to approximate probability distribution F on (E, E), we
prepare the so-called proposal distribution G, such that there exists a Radon-Nikodym derivative dF/dG =
h(x). Then IMH procedure iterates the following; Suppose that we have the current value θ ∈ E. Then
simulate θ∗ ∼ G, set θ ←
{
θ∗ with probability α(θ, θ∗)
θ with probability 1− α(θ, θ∗) ,
where α(θ, θ∗) = min{1, h(θ∗)/h(θ)}. This iteration resulted in a Markov chain θ0, θ1, . . . with the invariant
distribution F . Hence if it is ergodic, we obtain an approximation of F without simulation from F .
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Figure 1: Trajectories of MCMC procedure for n = 104. The dashed line is the trajectory from the DA
procedure and the solid gray line is that of the IMH procedure.
Now we apply this IMH procedure to the simple mixture model. The key is the choice of the proposal
distribution. Set Q(dx|θ) which is close to P (dx|θ) in such as the Kullback-Leibler distance. Calculate
the posterior distribution Q(dθ|xn) for observation xn = {x1, . . . , xn} with the model Q(dx|θ). We use
Q(dθ|xn) as the proposal distribution.
Next section, we will consider Ft = N(t, 1). For this, take Q
(dx|θ) = N(θ, 1) with the uniform prior.
Then Q(dθ|xn) = N(
∑n
i=1 x
i/n, 1/n2) truncated to [0, 1]. It is not difficult to check the local consistency
of this IMH procedure, but it is beyond our scope.
4.2 Simulation
We compare the DA and the IMH procedures through numerical simulations. Consider the normal mixture
model F(dx) = N(, 1). To illustrate the difference of the DA and the IMH procedures, first we plot the
trajectories of θm (m = 0, 1, 2, . . .) under fairly large sample size n = 10
4 with the true model N(0, 1) and
 = 0.5. Unlike the IMH procedure, the trajectory from the DA procedure behaves like a stochastic diffusion
process (Figure 1) and this is true by Theorem A.6. By Theorem 3.2, the order of the weak consistency is
rn = 
−1n1/2 = 200 for the DA procedure but it is rn = 1 for the IMH procedure.
Next we check the effect of n,  and the underlying true model. To illustrate the differences of the per-
formance, we plot empirical autocorrelations. If an MCMC procedure has poor mixing property, empirical
autocorrelation does not converges to 0 quickly. First we check the effect of n for  = 0.5 by the different sam-
ple sizes 50, 250 and 1250. Orders of the weak consistency of the DA procedure are rn = 14.14 . . . , 31.62 . . .
and 70.71 . . .. Recall that rn corresponds to the number of iteration for good convergence, and so we take the
window size as max{25, 2rn}. As the sample size becomes larger, the mixing property of the DA procedure
becomes worse, as the empirical autocorrelations suggest (Figure 2).
Similarly, next we check the effect of  for n = 250 by the different values  = 0.1, 0.5 and 1. Orders of
the weak consistency of the DA procedure are rn = 158.11 . . . , 31.62 . . . and 15.81 . . . (Figure 3).
Finally, we check the effect of the underlying model. We only checked the behaviors of MCMC procedures
under the true model N(0, 1). Now we check those for pN(0, 1) + (1 − p)N(1, 1) for p = 0, 0.25 and 0.5.
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Figure 2: Empirical autocorrelations for n = 50 (left), 250 (middle), and 1250 (right), for the IMH procedure
(top) and the DA procedure (bottom).
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Figure 3: Empirical autocorrelations for  = 0.1 (left), 0.5 (middle), and 1 (right) with the sample size
n = 250, for the IMH procedure (top) and the DA procedure (bottom).
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However as Lemma A.1 and Le Cam’s third lemma suggest (see the comment after Lemma A.1), the effect
of the difference of the underlying true model may be small under the assumption n1/2 →∞ (Figure 4).
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Figure 4: Empirical autocorrelations for p = 0 (left), 0.25 (middle), and 0.5 (right) with the sample size
n = 250, and  = 1 for the IMH procedure (top) and the DA procedure (bottom).
4.3 Discussion
In this article we presented a definition of the order of the weak consistency, and applied it to a simple mixture
model. The simulation results suggest that this order is a good measure of the convergence. It remains true
that the verification of the weak consistency for complicated model is technically difficult. However estimation
of rn is not difficult if the corresponding Markov chain convergence to a diffusion process such as (1.4). Such
a convergence is probably true for more general MCMC methods. For example, the DA procedure for a
simple probit model converges to the Ornstein-Uhlenbeck process with the rate rn = n. With this in mind,
rn can be estimated by an empirical estimate of
Vn[θ|xn]
Vn[θn1 − θn0 |xn]
≈ rn
where the numerator is the variance of the posterior distribution, and the denominator is the variance of
θn1 − θn0 , where {θnm;m = 0, 1, . . .} is an output of an MCMC procedure. A similar statistic was proposed in
Roberts and Rosenthal [22]. This can be used as a measure of efficiency of MCMC methods.
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A Appendix
A.1 Some properties of simple mixture model
We define
tg =
g − f
f
, ln(g) =
n∑
i=1
log g(xi).
For g = pθ, we have tpθ = θtf and tf = d+ r. Note that
∫
g(x)F (dx) =
∫
r(x)F (dx) = 0.
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Lemma A.1 (Local asymptotic normality). Under Assumption 3.1, for any H > 0,
sup
h∈[0,H]
|ln(ph/cn)− ln(f)− hn−1/2
n∑
i=1
d(xi) + h2I/2| = oPn(1). (A.1)
Proof. Set R to be log(1 + x) = x− x2/2 + x2R(x), where R(x) → 0 (x → 0). As in the proof of Theorem
3.1 of Gassiat [7] we have
ln(g)− ln(f) =
n∑
i=1
tg(x
i)− 1
2
n∑
i=1
tg(x
i)2 +
n∑
i=1
tg(x
i)2R(tg(x
i)).
For g = ph/cn , we have tg = hn
−1/2(d+ r/). Hence the first term of the right-hand side is
hn−1/2
n∑
i=1
d(xi) + hn−1/2−1
n∑
i=1
r(x
i) = hn−1/2
n∑
i=1
d(xi) + oPn(1)
uniformly in h ∈ [0, H]. By similar arguments, suph∈[0,H] |
∑n
i=1 tph/cn
(xi)2 − h2I| = oPn(1) in probability.
For the third term,
sup
h∈[0,H]
max
i=1,...,n
|tp
h/cn
(xi)| ≤ H max
i=1,...,n
|c−1n tf(xi)|.
However maxi=1,...,n |c−1n tf(xi)| = oPn(1) by the inequality P(maxi=1,...,n |Xi| > c) ≤ c−2
∑n
i=1 E[|Xi|2, |Xi| >
c)]. Hence the third term is negligible. By these, the convergence (A.1) follows.
Let Pn(dxn) =
∏n
i=1 F0(x
i) and Qn(dxn) =
∏n
i=1 P

h/cn
(xi) where xn = {x1, . . . , xn}. Then Pn and Qn
are mutually contiguous by Le Cam’s third lemma. Therefore if a statement is true in Pn-probability, then
it is also true in Qn-probability, and vice versa. Thus Theorem 3.2 holds even if the observation is an i.i.d.
draw from P h/cn for any fixed h > 0.
Lemma A.2 (Consistency of the posterior distribution). Under Assumption 3.1, for any Mn →∞,∫ 1
Mn/cn
P (dθ|xn) = oPn(1).
Proof. Let P (dθ) = Beta(α1, α0). By definition, for M,H > 0,∫ 1
M/cn
P (dθ|xn) =
∫ 1
M/cn
exp(ln(p

θ)− ln(f))P (dθ)∫ 1
0
exp(ln(pθ)− ln(f))P (dθ)
≤
∫ 1
M/cn
exp(ln(p

θ)− ln(f))P (dθ)∫H/cn
0
exp(ln(pθ)− ln(f))P (dθ)
≤
∫ 1
M/cn
exp(ln(p

θ)− ln(f))P (dθ)
infθ∈[0,H/cn] exp(ln(p

θ)− ln(f))
∫H/cn
0
P (dθ)
(A.2)
By Lemma A.1, the infimum in the denominator is bounded below from 0 in probability, and
∫H/cn
0
P (dθ) is
on the order of c−α1n . Therefore, to prove the claim, it is sufficient to show that the numerator is oPn(c
−α1
n )
as M = Mn →∞.
As in the proof of Inequality 1.2 of Gassiat [7], since log(1 + x) ≤ x− (x−)2/2 where x− = min{0, x}, we
have
ln(p

θ)− ln(f) ≤ θ
n∑
i=1
tf(x
i)− θ
2
2
n∑
i=1
(tf)
2
−(x
i).
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Note that |(tf)− − d−| ≤ |r|. Since P (dθ) ≤ Cθα1−1dθ for some constant C > 0, up to this constant, an
upper bound of the numerator of (A.2) is∫ ∞
M/cn
exp(θ
n∑
i=1
tf(x
i)− θ
2
2
n∑
i=1
(tf)
2
−(x
i))θα1−1dθ =: c−α1n
∫ ∞
M
exp(hAn − h
2
2
Bn)h
α1−1dh
where An := c
−1
n tf(x
i) ⇒ N(0, I) and Bn :=
∑n
i=1 c
−2
n (tf)
2
−(x
i) → ‖d−‖2 in probability. Hence as
M = Mn →∞, this is on the order of oPn(c−α1n ) and hence the claim follows.
Let P ∗(dθ|z) be a probability measure on [0,∞) such that
P ∗(dθ|z) ∝ exp(θz − θ2I/2)θα1−1dθ (A.3)
where z ∈ R. The following is a Bernstein-von Mises theorem. We omit this proof since it come from exact
the same way as the proof of the usual Bernstein-von Mises theorem for regular parametric family. See for
example, p142 of van der Vaart [31]. In the following, ‖ · ‖ is the total variation distance defined in (1.1).
Proposition A.3 (Bernstein-von Mises theorem). Under Assumption 3.1,
‖P ∗(dθ|xn)− P ∗(dθ|z = n−1/2
n∑
i=1
d(xi))‖ = oPn(1)
where P ∗(dθ|xn) is defined by
∫
[0,H]
P ∗(dθ|xn) =
∫
[0,H/cn]
P (dθ|xn).
A.2 Convergence to a diffusion process
Let θn0 , θ
n
1 , . . . be an output of the DA procedure for given observation xn. In this section, we will show
that {hnm;m = 0, . . . , } has a diffusion limit where hnm = cnθnm. Note that by using tg, P(yi = 1|θ, xi) and
P(yi = 0|θ, xi) become
θf(x
i)
pθ(x
i)
=
θ + tpθ (x
i)
1 + tpθ (x
i)
,
(1− θ)f(xi)
pθ(x
i)
=
1− θ
1 + tpθ (x
i)
, (A.4)
with respectively. Throughout in this section, we set θ = h/cn and consider uniform convergence property
with respect to h. We use the both notation θ and h. Write Xθ = oPn(δn) or Xθ = OPn(δn) for some
sequence δn > 0 if supθ∈[0,H/cn] |Xθ| is oPn(δn) or OPn(δn) for any H > 0 with respectively.
Lemma A.4. Let n1 =
∑n
i=1 y
i such that yi|θ, xi ∼ P (dy|θ = h/cn, xi). Under Assumption 3.1,
En[n1|θ, xn]− nθ = hn−1/2
n∑
i=1
d(xi)− h2I + oPn(1), (A.5)
r−1n Vn[n1|θ, xn] = h+ oPn(1). (A.6)
In particular, both En[n1|θ, xn] and Vn[n1|θ, xn] are OPn(rn). Moreover, for k = 3, 4,
En[(n1 − En[n1|θ, xn])k|θ, xn] = OPn(rk−2n ). (A.7)
Proof. Note
θ + x
1 + x
= θ + (1− θ)
{
x− x2 + x
3
1 + x
}
.
Thus, by (A.4),
En[n1|θ, xn] =
n∑
i=1
θ + tpθ (x
i)
1 + tpθ (x
i)
= nθ + (1− θ){
n∑
i=1
tpθ (x
i)−
n∑
i=1
t2pθ (x
i) +
n∑
i=1
t3pθ (x
i)
1 + tpθ (x
i)
}.
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We already have a similar expansion in Lemma A.1 (take R(x) = x/(1 + x) here), and so for θ = h/cn, the
inside of the bracket is
hn−1/2
n∑
i=1
d(xi)− h2I + oPn(1).
Thus we obtain (A.5). To show (A.6), observe
Vn[n1|θ, xn] =
n∑
i=1
θ + tpθ (x
i)
1 + tpθ (x
i)
1− θ
1 + tpθ (x
i)
= (1− θ)
n∑
i=1
{
θ +
(1− θ)tpθ (xi)
1 + tpθ (x
i)
}{
1− tp

θ
(xi)
1 + tpθ (x
i)
}
.
The reading term of the above is n(1− θ)θ, and the remaining terms are dominated by
|
n∑
i=1
tpθ (x
i)
1 + tpθ (x
i)
|+
n∑
i=1
t2pθ (x
i)
(1 + tpθ (x
i))2
.
For θ = h/cn, these are OPn(1). This is clear by expansion x/(1 + x) = x− x2/(1 + x) with
∑n
i=1 tpθ (x
i) =
OPn(1) and maxi |tpθ (xi)| = oPn(1). This proves (A.6).
Next we show (A.7). If Xi ∼ Bernoulli(pi), |E(Xi−pi)k| = |pi(1−pi)k + (−pi)k(1−pi)| ≤ 2pi = 2E[Xi].
Let S =
∑n
i=1Xi. Then
|E[(S − E[S])3]| = |∑ni=1 E[(Xi − E[Xi])3]| ≤ 2E[S],
|E[(S − E[S])4]| = |∑ni=1 E[(Xi − E[Xi])4]|+∑i 6=j V[Xi]V[Xj ] ≤ 2E[S] + V[S]2 ≤ 2E[S] + 4E[S]2.
Using this fact,
|En[(n1 − En[n1|θ, xn])3|θ, xn]| ≤ 2En[n1|θ, xn] = OPn(rn),
En[(n1 − En[n1|θ, xn])4|θ, xn] ≤ 2En[n1|θ, xn] + 4En[n1|θ, xn]2 = OPn(r2n).
Proposition A.5 (Convergence of the coefficients). Let θ∗ be the output of (3.2) when θ is the previous
value. Then under Assumption 3.1,
nEn[θ∗ − θ|θ, xn] = α1 + hn−1/2
n∑
i=1
d(xi)− h2I + oPn(1), (A.8)
ncnVn[θ∗|θ, xn] = 2h+ oPn(1) (A.9)
and
n2c2nEn[(θ∗ − En[θ∗|θ, xn])4|θ, xn] = OPn(1). (A.10)
Proof. Since θ∗|xn, yn follows Beta(α1 + n1, α0 + n− n1), we have
En[θ∗ − θ|θ, xn] = En[En[θ∗|xn, yn]|θ, xn]− θ = α1 + En[n1|θ, xn]
α1 + α0 + n
− θ,
=
(
1− α1 + α0
α1 + α0 + n
){α1 + En[n1|θ, xn]− nθ} − θ(α1 + α0)
n
and thus (A.8) follows by (A.5). Observe that
En[(θ∗ − θ)2|xn, yn] = (En[θ∗|xn, yn]− θ)2 + Vn[θ∗|xn, yn]. (A.11)
Expectation of the first term in the right-hand side is
En[(En[θ∗|xn, yn]− θ)2|θ, xn] = En[(En[θ∗|xn, yn]− En[θ∗|θ, xn])2|θ, xn] + En[θ∗ − θ|θ, xn]2
=
Vn[n1|θ, xn]
(α1 + α0 + n)2
+ En[θ∗ − θ|θ, xn]2 = h/ncn +OPn(1/n2)
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where the last equation comes from (A.6, A.8). Expectation of the second term of the right-hand side of
(A.11) is
En[Vn[θ∗|xn, yn]|θ, xn] = En
[ (α1 + n1)(α0 + n− n1)
(α1 + α0 + n)2(α1 + α0 + 1 + n)
|θ, xn
]
= En
[nn1 − n21 +O(n)
n3 +O(n2)
|θ, xn
]
=
En[n1|θ, xn]
n2
+OPn
( r2n
n3
)
=
h
ncn
+OPn
( r2n
n3
)
, (A.12)
where in the third equality, we used En[n21|θ, xn] = En[n1|θ, xn]2 + Vn[n21|θ, xn] = OPn(r2n), and n−2 =
o(r2n/n
3). This proves (A.9).
Last we show (A.10). By Jensen’s inequality,
En[(θ∗ − En[θ∗|θ, xn])4|θ, xn] ≤ En[En[(θ∗ − En[θ∗|xn, yn])4|xn, yn]|θ, xn].
Recall that if X ∼ Beta(α, β), the kurtosis is
E[(X − E[X])4]
V[X]2
= 3 + 6
(α− β)2(α+ β + 1)− αβ(α+ β + 2)
αβ(α+ β + 2)(α+ β + 3)
≤ 3 + 6
min{α, β}
where in the second inequality, we used simple fact such as |α−β| ≤ max{α, β}. Since θ∗|xn, yn ∼ Beta(α1+
n1, α0 + n− n1) and min{α1 + n1, α0 + n− n1} ≥ min{α1, α0} > 0, we have
En[(θ∗ − En[θ∗|xn, yn])4 ≤ CVn[θ∗|xn, yn]2
for some constant C > 0. Hence (A.10) follows by (A.12).
Recall that θn0 , θ
n
1 , . . . are scaled to h
n
m = cnθ
n
m. Furthermore, we introduce an interpolated process
Xnt = h
n
[rnt]
= cnθ
n
[rnt]
where [x] is the integer part of x. Write L({Xnt ; t ≥ 0}|xn) for the law of {Xnt ; t ≥ 0} given xn. We show
that the convergence of {Xnt ; t ≥ 0} to {Xt; t ≥ 0}. There are many studies for the convergence of Markov
chain to Markov process. See Section 4.8 of Ethier and Kurtz [5] and references therein. We apply Theorem
IX.4.21 of Jacod and Shiryaev [10] that shows the convergence of pure jump Markov process to a diffusion
process. Note that {Xnt ; t ≥ 0} is not a Markov process, since it jumps at deterministic time, but still we
can apply the theorem by Proposition VI.6.37 of Jacod and Shiryaev [10].
Theorem A.6 (Convergence of the DA procedure to a diffusion process). By Assumption 3.1, L({Xnt ; t ≥
0}|xn) tends to L({Xt; t ≥ 0}|z) in distribution, where z ∼ N(0, I).
Proof. By Skorohod’s representation theorem, we may assume that there exists a probability space (Ω,F ,P)
such that zn(ω)→ z(ω) for any ω ∈ Ω. Let b(ξ; z) = α1 + ξz − ξ2I and c(ξ; z)2 = 2ξ, and set{
bn(ξ;xn) = λncnEn[θ∗ − θ|θ = cnξ, xn], cn(ξ;xn) = λnc2nVn[θ∗|θ = cnξ, xn].
dn(ξ;xn) = λnc
4
nEn[(θ∗ − En[θ∗|θ = cnξ, xn])4|θ = cnξ, xn].
In Proposition A.5, we proved that
P( sup
|ξ|<H
|bn(ξ;xn)− b(ξ; zn)|+ |cn(ξ;xn)− c(ξ; zn)|+ |dn(ξ;xn)| > )→ 0
for any H > 0,  > 0. Thus by local uniform continuity of b(ξ; z) and c(ξ; z) in (ξ, z), we have Un = oP(1)
where
Un =
∞∑
m=1
2−m min{1, sup
|ξ|<m
|bn(ξ;xn)− b(ξ; z)|+ |cn(ξ;xn)− c(ξ; z)|+ |dn(ξ;xn)|}.
Thus by Theorem IX.4.21 of Jacod and Shiryaev [10], L({Xnt ; t ≥ 0}|xn) converges to L({Xt; t ≥ 0}|z) in
probability. Indeed, by Skorohod’s representation theorem again, we may assume zn → z and Un → 0 on a
probability space (Ω′,F ′,P′). Then bn(ξ;xn(ω))→ b(ξ; z(ω)), cn(ξ;xn(ω))→ c(ξ; z(ω)) and dn(ξ;xn(ω))→
0, local uniformly in ξ for any ω ∈ Ω′.
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