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1 Introduction
We consider Wishart matrices given by
Zn,m =
1
n
∑
1≤p≤m
XpX
∗
p (1)
where Xp, p ≥ 0 are i.i.d n-dimensional vectors. These matrices were intensively studied in
connection with statistics. When the entries of Xp are independent, equidistributed and with
finite second moment, it was shown by Marchenko and Pastur [17] that the empirical measure
Ln = n−1
∑n
i=1 δλi of the eigenvalues of such matrices converges almost surely as n,m go to
infinity so that m/n goes to c ∈ (0,+∞). This result was extended by A.Pajor and L.Pastur
[19] in the case where the entries of the Xp’s are correlated but have a log-concave isotropic law.
Very recently, these authors together with O. Guédon and A. Lytova, proved the central limit
theorem for the centered linear statistics [9] in the setting of [19]. To that end, they additionally
assume that the law of the entries are “very good”, see [9, Definition1.6], in the sense that mixed
moments of degree four satisfy asymptotic conditions and quadratic forms satisfy concentration
of measure property.
In this article we will consider also the case where the entries of the Xp’s are correlated
but have a strictly log-concave law. We will show, under some symmetry and convergence
hypotheses, that the central limit theorem for linear statistics holds around their limit, and
deduce the convergence of the eigenvalues to the support of the limiting measure. To prove this
result we shall assume that the law of the entries is “very good” in the sense of [9], but in fact
even more that it is symmetric and with strictly log-concave law. The two later assumptions
could possibly be removed.
The fluctuations of the spectral measure around the limiting measure or around the expec-
tation were first studied by Jonsson [16] then by Pastur et al. in [13], and Sinai and Soshnikov
[21] with p≪ N1/2 possibly going to infinity with N . Since then, a long list of further-reaching
results have been obtained: the central limit theorem was extended to the so-called matrix mod-
els where the entries interact via a potential in [15], the set of test functions was extended and
the assumptions on the entries of the Wigner matrices weakened in [6, 2, 18, 20], Chatterjee
developed a general approach to these questions in [7], under the condition that the law µ can be
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written as a transport of the Gaussian law... Here, we will follow mainly the approach developed
by Bai and Silverstein in [4] to study the fluctuations of linear statistics in the case where the
vectors may have dependent entries. Since the fluctuations of the centered linear statistics were
already studied in [9], we shall concentrate on the convergence of the mean of linear statistics
(even though Bai and Silverstein method extends to obtain this result as well). We show that
the mean, as the covariance (see [9]) will depend on several fourth joint moments of the entries
of this vector.
Convergence of the support of the eigenvalues towards the support of the limiting measure
was shown in [5] and [3] in the case of independent entries. We show that this convergence still
holds in the case of dependent entries with log-concave distribution and therefore that such a
dependency can not result in outliers.
1.1 Statement of the results
We consider a random matrix Zn,m given by (1), with m independent copies of a n-dimensional
vector X whose entries maybe correlated. More precisely we assume that X follows the following
distribution:
dP(X) =
1
Zn
e−V (X1,...,Xn)
n∏
i=1
dXi.
Hypothesis 1. We will assume that the mean of X is zero, that its covariance matrix is the
identity matrix and that the four moments are homogeneous :
∀i ∈ [[1, n]],E[X4i ] = µ.
Besides, the following condition holds for the Hessian matrix of V :
Hess(V ) ≥ 1
C
In, C > 0. (2)
Moreover, the law of X is symmetric, that is Law(Xσ(1), . . . ,Xσ(n)) = Law(X1, . . . ,Xn) for all
permutation σ of {1, . . . , n}.
This implies that concentration inequalities hold for the vector X (see the Appendix). In
particular, we have Var(
∑
X2i ) = O(n). Thus, it is natural to assume the following condition :
Hypothesis 2. There exists κ > 0 so that
lim
n→∞n
−1Var(
∑
X2i ) = κ.
An example of potential V fulfilling both hypotheses 1 and 2 is given in section 4.3.
Let us consider the matrix Yn,m whose columns are m independent copies of the vector 1√nX.
We denote by Wn,m the symmetric block matrix of size n+m :
Wn,m =
(
0 Yn,m∗
Yn,m 0
)
.
Let Fn,m be the empirical spectral distribution of Wn,m defined by :
Fn,m(dx) =
1
n+m
n+m∑
i=1
δλi .
Note that
1
n
Tr(f(Zn,m)) =
n+m
2n
∫
f(x2)Fn,m(dx) +
m− n
2n
f(0)
so that the study of the eigenvalues of Wn,m or Zn,m are equivalent. We will assume that
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Hypothesis 3. (m/n) → c ∈ [1,∞). Moreover, cn − m converges towards σ as n,m go to
infinity.
It has been proved by A. Pajor and L.Pastur that, when n → ∞,m → ∞ and (m/n) →
c ∈ [1,∞), the spectral measure Ln of Zn,m converges almost surely to the Marchenko-Pastur
law. It is then not difficult to prove that Fn,m converges almost surely to a probability measure
F . In this paper, we will study the weak convergence of the centered measure Mn,m(dx) =
(n+m)(E[Fn+m](dx)− F (dx)).
Let AK be the set of the set of CK functions f . We will focus on the empirical process
Mn,m := Mn,m(f) indexed by AK :
Mn,m(f) := (n+m)
∫
R
f(x)(E[Fn,m]− F )(dx), f ∈ AK .
Theorem 4. Under hypotheses 1, 2, and 3, there exists K < ∞ so that the process Mn,m :=
(Mn,m(f)) indexed by the set AK converges to a process M := {M(f), f ∈ AK}. Moreover, this
process depends on both κ and µ.
As a non trivial corollary, we show that the support of the matrix Wn,m converges towards
the support of the law F , namely our main theorem:
Theorem 5. Under hypotheses 1, 2, and 3, the support of the eigenvalues of Wn,m converges
almost surely towards [−1−√c, 1−√c] ∪ [√c− 1,√c+ 1].
Theorem 4 can be coupled with the central limit theorem for the centered statistics derived
in [9] to derive the convergence of the random process
Gn,m(f) := (n+m)
∫
R
f(x)(Fn,m − F )(dx), f ∈ AK .
The covariance of the limiting Gaussian process also depends on κ and µ, see [9].
1.2 Strategy of the proof
To prove Theorems 5 and 4, we shall prove that Theorem 4 holds when f is taken in the set
(z − x)−1, z ∈ C. We then use a now standard strategy to generalize it to smooth enough
functions that we describe below. More precisely, we denote by sH the Stieltjes transform for
the measure H defined by :
sH(z) =
∫
R
dH(x)
x− z , z /∈ supp(H),
we let sn,m(z) and s(z) be the Stieltjes transform of Fn,m and F respectively. We set Mn,m to
be the process
Mn,m(z) = (n+m)(E[sn,m(z)] − s)(z)
indexed by z, Imz 6= 0. We denote by Cv0 the set Cv0 = {z = u+ iv, |v| ≥ v0 , |z| < R}, where
R is an arbitrary big enough constant. Then we shall prove:
Theorem 6. Assume Hypotheses 1, 2 and 3 hold. Then, there exists a constant c > 0 such that
for v0 ≥ n−c the process {Mn,m(z); z ∈ Cv0} converges uniformly to the process {M(z); z ∈ Cv0}
M(z) :=σs2(z) + (1 + c∂zs2(z))(s1(z))3
[
− ∂zs
1(z)
(s1(z))2
+ c
[
(4µ− 5)(s2(z))2 + 2∂zs2(z)
]]
+ (1 + ∂zs1(z))c(s2(z))3
[
− ∂zs
2(z)
(s2(z))2
+
[
2(µ− 2 + κ
2
)(s1(z))2 + 2∂zs1(z)
]]
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where
s1(z) = − 1
2z
(
z2 − c+ 1−
√
(z2 − c+ 1)2 − 4z2
)
s2(z) = − 1
2cz
(
z2 + c− 1−
√
(z2 − 1 + c)2 − 4cz2
)
.
To deduce Theorems 5 and 4 from the above result, we rely on the following expression of
[1, formula (5.5.11)], which allows to reconstruct integrals with respect to a measure from its
Stieltjes transform. Namely, if f is a CK compactly supported function, and if we set
Ψf (x, y) =
K∑
l=0
il
l!
f (l)(x)g(y)yl
with g : R 7→ [0, 1], g a smooth function with compact support, g = 1 near the origin and 0
outside [−c0, c0], with c0 an arbitrary constant, then for any probability measure µ on the real
line ∫
f(t)dµ(t) = ℜ
∫ ∞
0
dy
∫ ∞
−∞
dx
(∫
∂¯Ψ(x, y)
t− x− iyµ(dt)
)
.
Here we have denoted ∂¯ = π−1(∂x + i∂y). Hence, we have
Mn,m(f) = E[ℜ
∫ +∞
0
dy
∫ +∞
−∞
dx
∫
∂¯Ψf (x, y)
t− x− iy (n+m)[Fn,m − F ](t)dt]
= ℜ
∫ +∞
0
dy
∫ +∞
−∞
dx∂¯Ψf (x, y)Mn,m(x+ iy)
Theorem 6 implies the convergence of the above integral for y ≥ n−c, with Mn,m replaced by
its limit M [note here that Ψf is compactly supported]. On the other hand, |∂¯Ψf (x, y)|/yK
and n−1yMn,m(x + iy) are uniformly bounded, so that if Kc > 1, the integral over [0, n−c] is
neglectable. Hence, we conclude that for such functions f , we have
lim
n→∞Mn,m(f) = ℜ
∫ +∞
0
dy
∫ +∞
−∞
dx∂¯Ψf (x, y)M(x+ iy) . (3)
This convergence extends to non-compactly supported CK functions by the rough estimates on
the eigenvalues derived in Lemma 15. This completes the proof of Theorem 4.
To deduce from (3) the convergence of the support of the empirical measure, that is Theorem
5, we finally take f CK and vanishing on the support of the Pastur-Marchenko distribution. But
then Ψf also vanishes when x belongs to the support of the Pastur-Marchenko distribution. Since
M(x + iy) is analytic away from this support (as it is a smooth function of s1 and s2 which
are analytic there), ∂¯M(x+ iy) vanishes on the support of integration. This shows after an
integration by parts that
lim
n→∞Mn,m(f) = ℜ
∫ +∞
0
dy
∫ +∞
−∞
dx∂¯[Ψf (x, y)M(x+ iy)]
= ℜ[iπ−1
∫ +∞
0
dy
∫ +∞
−∞
dx∂y[Ψf (x, y)M(x+ iy)]
where we noticd that the integral of ∂x[Ψf (x, y)M(x + iy)] vanishes as Ψf (x, y) vanishes when
x is outside a compact. On the other hand
∫ +∞
0
dy
∫ +∞
−∞
dx∂y[Ψf (x, y)M(x+ iy)] = iπ−1
∫
f(x)M(x)dx
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is purely imaginary. Hence, we conclude that for any f compactly supported, CK and vanishing
on the support of the Pastur-Marchenko distribution, we have
lim
n→∞E[
∑
f(λi)] = lim
n→∞Mn,m(f) = 0 .
Taking f non-negative and greater than one on some compact which does not intersect the
support of the Pastur-Marchenko law shows that the probability that there are eigenvalues in
this compact as n goes to infinity vanishes. By Lemma 15, we conclude that the probability
that there is an eigenvalue at distance ǫ of the support of the Pastur-Marchenko law goes to
zero as n goes to infinity. But we also have concentration of the extreme eigenvalues Theorem
14 and therefore the convergence holds almost surely.
2 A few useful results
In this section, we review a few classical results about the convergence of sn,m and provide some
proofs on which we shall elaborate to derive Theorem 6. In particular, we emphasis on which
domain the convergence holds, in preparation to the proof of Theorem 5.
To simplify the computations, we are going to introduce a few notations. Let
S = (Wn,m − z)−1 .
We write αk the vector obtained from the k-th column Wn,m by deleting the k-th entry and
Wn,m(k) the matrix resulting from deleting the k-th row and column from Wn,m. Let Sk be
Sk = (Wn,m(k) − z)−1, we write S1 (respectively S2) the submatrix of order n formed by the
last n row and columns (respectively the submatrix of order m formed by the first m row and
columns). Here are some useful notations :
s1n,m(z) =
1
n
Tr(S1) s2n,m(z) =
1
m
Tr(S2)
sn,m(z) =
1
n+m
Tr(S) =
ns1n,m(z) +ms
2
n,m(z)
n+m
.
βk = z +
1
n
αk
∗Skαk,
ǫk = − 1
n
αk
∗Skαk + E[s1n,m(z)], k ≤ m
ǫk = − 1
n
αk
∗Skαk + cn,mE[s2n,m(z)], k > m, cn,m =
m
n
(4)
δ1(z) = − 1
n
n+m∑
k=m+1
ǫk
βk(z + cn,mE[s2n,m(z)])
,
δ2(z) = − 1
m
m∑
k=1
ǫk
βk(z + E[s1n,m(z)])
,
Remark 7. Since Wn,m is a real symmetric random matrix, the eigenvalues of the matrix S can
be written as 1λj−z , with λj the real eigenvalues of the matrix Wn,m. Thus, all the eigenvalues
are bounded by 1|ℑz| . We also have |Tr(S)| ≤ (n+m)|ℑz| and |Tr(S2)| ≤ (n+m)|ℑz|2 . Moreover, we have
dS(z)
dz = S
2(z).
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Theorem 8. For v0 ≥ n− 113 , uniformly on z ∈ Cv0, sn,m(z) goes to s(z) in L2, where
s(z) = − 1
1 + c
(
z −
√
(z2 − c+ 1)2 − 4z2
z
)
=
s1(z) + cs2(z)
1 + c
with for i = 1, 2
si(z) = − 1
2ci−1z
(
z2 + (−1)i(c− 1)−
√
(z2 ++(−1)i(c− 1))2 − 4ci−1z2
)
.
Proof. By Lemma 17 in the appendix, we have
Tr(S1) = −
n+m∑
k=m+1
1
βk
where, for k > m, we have denoted
1
βk
=
1
z + cn,mE[s2n,m(z)]− ǫk
=
1
z + cn,mE[s2n,m(z)]
+
ǫk
(z + cn,mE[s2n,m(z)] − ǫk)(z + cn,mE[s2n,m(z)])
.
Thus,
s1n,m(z) = −
1
z + cn,mE[s2n,m(z)]
+ δ1(z).
By the same method, we obtain
s2n,m(z) = −
1
z + E[s1n,m(z)]
+ δ2(z).
We can deduce, by taking the mean in both previous equalities, that E[s1n,m(z)] and E[s
2
n,m(z)]
are solutions of the following system


E[s1n,m(z)] = − 1z+cn,mE[s2n,m(z)] + E[δ1(z)]
E[s2n,m(z)] = − 1z+E[s1n,m(z)] + E[δ2(z)]
.
Thus, E[s1n,m(z)] is a solution of the quadratic equation
a2E[s1n,m(z)]
2 + a1E[s1n,m(z)] + a0 = 0
with
a2 = z + cn,mE[δ2(z)]
a1 = z2 − cn,m + 1 + zcn,mE[δ2(z)]− zE[δ1(z)]− cn,mE[δ1(z)]E[δ2(z)] (5)
a0 = z − z2E[δ1(z)] + cn,mE[δ1(z)] − zcn,mE[δ1(z)]E[δ2(z)].
We deduce that
E[s1n,m(z)] = −
(
a1 −
√
a21 − 4a0a2
)
2a2
. (6)
We only need to estimate a0, a1 and a2 to find the limit of E[s1n,m(z)]. We now show that
E[δ1(z)] = O( 1n) and E[δ2(z)] = O(
1
n). Using the fact that, for k ≤ m,
1
βk
=
1
z + E[s1n,m(z)] − ǫk
=
1
z + E[s1n,m(z)]
+
ǫk
(z + E[s1n,m(z)]− ǫk)(z + E[s1n,m(z)])
,
we can write
E[δ2(z)] = − 1
m
m∑
k=1
E
[
ǫk
(z + E[s1n,m(z)])2
+
ǫ2k
βk(z + E[s1n,m(z)])2
]
.
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On the other hand, we have |βk| ≥ |ℑ(βk)| = |ℑ(z)| ≥ v0 and |z+E[s1n,m(z)]| ≥ v0, which yields
|E[δ2(z)]| ≤ v
−2
0 + v
−3
0
m
m∑
k=1
(|E[ǫk]|+ E[ǫ2k]) . (7)
To estimate the first term note that we have
E[ǫk] =
1
n
Tr(S1 − (Sk)1) . (8)
To compute this term, we will use the following equality :
(
A B
C D
)−1
=
(
A−1 +A−1BF−1CA−1 −A−1BF−1
−F−1CA−1 F−1
)
,
where F = D−CA−1B. Since S1 is the n×n block in the right bottom, if we let A,B and C be
A = D = −zIn, B = Y ∗n,m and C = Yn,m, we have S1 = F−1 = −zIn+ z−1Yn,mY ∗n,m. Therefore,
we have
Tr(S1) = Tr(z−1Yn,mY ∗n,m − z)−1.
Using the notation Yn,m(k) to denote the submatrix of Yn,m obtained by deleting its k-th
column (its size is n× (n− 1)), we find by a similar method
Tr(Sk)1 = Tr(z
−1Yn,m(k)Yn,m(k)∗ − z)−1.
Therefore, we deduce that
Tr(S1 − (Sk)1) = z
[
Tr(Yn,mY ∗n,m − z2)−1 −Tr(Yn,m(k)Yn,m(k)∗ − z2)−1
]
.
But, Yn,m(k)Yn,m(k)∗ = Yn,mY ∗n,m − 1nαkα∗k, so that we have proved the equality
Tr(S1 − (Sk)1) = −z 1
n
α∗k(Yn,mY
∗
n,m − z2)−1(Yn,m(k)Yn,m(k)∗ − z2)−1αk. (9)
Since Yn,mY ∗n,m is a non-negative hermitian matrix, its eigenvalues are non-negative. The
eigenvalues of (Yn,mY ∗n,m−z2)−1 can be written as 1/(λ−z2) or, as we prefer, 1/(
√
λ−z)(√λ+z).
Thus, the absolute value of the eigenvalues of (Yn,mY ∗n,m − z2)−1 are all bounded by v−20 . The
same reasoning holds for (Yn,m(k)Yn,m(k)∗ − z2)−1. Therefore, we deduce from (9) that
|E[Tr(S1 − (Sk)1)]| ≤ |z|v−40
1
n
E[‖αk‖2].
But, by Hypothesis 1, we have
E[‖αk‖2] = E[
n∑
i=1
X2i ] = n.
Thus, we have shown according to (8) that
|E[ǫk]| ≤ 1
n
Rv−40
Moreover,
E[ǫ2k] ≤ 2
(
E
[
1
n2
|α∗kSkαk − Tr(Sk)1|2
]
+ E
[
1
n2
|Tr((Sk)1 − S1)|2
])
.
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The concentration of measure Theorem 11 states that the first term is of order O(n−1). For the
second one, by the previous computation, we deduce that
|Tr((Sk)1 − S1)|2 ≤ R2v−80
1
n2
‖αk‖4. (10)
Since E[ 1n2 ‖αk‖4] = O(1), we conclude that E[ǫ2k] = O(v−80 n−1).
We have now shown according to (7) that
E[δ2(z)] = O(
v−120
n
). (11)
We find a similar bound for E[δ1(z)]. Since E[δi(z)] = O(v−120 n
−1), i = 1, 2, a Taylor expansion
gives us
E[s1n,m(z)] = −
1
2z
(
z2 − c+ 1−
√
(z2 − c+ 1)2 − 4z2
)
+O(
v−120
n
). (12)
E[s2n,m(z)] = −
1
2cz
(
z2 + c− 1−
√
(z2 − 1 + c)2 − 4cz2
)
+O(
v−120
n
).
Since E[sn,m(z)] =
nE[s1n,m(z)]+mE[s
2
n,m(z)]
n+m , we conclude that
E[sn,m(z)] =
s1(z) + cs2(z)
1 + c
+O(
v−120
n
).
Hence E[sn,m(z)] converges towards s(z), uniformly on Cv0 for v0 ≥ n−
1
13 .
Now, for the convergence of sn,m(z) to s(z) in L2, let f be the function f : x 7→ (x − z)−1.
f is a Lipschitz function, whose Lipschitz constant is bounded by v−20 . Corollary 13 states that
the variance of Tr(S) is uniformly bounded for all (n,m). From that, we see that
E[|sn,m(z) − E[sn,m(z)]|2] = O(v−40 n−2).
Thus, sn,m(z) converges to s(z) in L2.
Theorem 9. For v0 ≥ n− 116 , uniformly on z ∈ Cv0,
E[max
i≤m
|Sii − s2(z)|2] = O(v−160 n−1) and E[maxi>m |Sii − s
1(z)|2] = O(v−160 n−1) .
Proof. Let i ≤ m. By definition, we have
Sii = − 1
z + 1nα
∗
iSiαi
=
1
−z − s1(z) +
−s1(z) + 1nα∗iSiαi
(−z − 1nα∗iSiαi)(−z − s1(z))
.
But, we know that s2(z) = (−z − s1(z))−1. We thus deduce that
Sii − s2(z) =
−s1(z) + 1nα∗iSiαi
(−z − 1nα∗iSiαi)(−z − s1(z))
.
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Since z ∈ Cv0 , there exist K > 0 such that |(−z − 1nα∗iSiαi)(−z − s1(z))| > Kv20. Therefore,
we have
|Sii − s2(z)| ≤ Kv−20 | − s1(z) +
1
n
α∗iSiαi|
≤ Kv−20 (
1
n
|α∗iSiαi − E[Tr(Si)1]|+
1
n
|E[Tr((Si)1 − S1)]|+ |E[s1n,m(z)]− s1(z)|.
Both last terms converge uniformly to 0 for all i in L2 (this result has been proved previously)
in O(v−120 n−1). For the first one, using the concentration inequality, we can show that L2 norm
of the first term is in O(v−20 n−1), where the O(v
−2
0 n
−1) is uniform for all i (indeed, the constants
are independent of i), which concludes the proof for i ≤ m. The proof is similar for i > m.
Therefore, for i > m, E[|Sii − s1(z)|2] = O(v−160 n−1), where the upper bound is uniform for
all i.
3 Convergence of the process Mn,m(z)
We are going to compute the limit of the function of Mn,m(z).
Theorem 10. Under the hypotheses 1,2 and 3, uniformly on z ∈ Cv0 , v0 ≥ n−1/20, the function
Mn,m(z) converges to the function M defined by
M(z) :=σs2(z) + (1 + c∂zs2(z))(s1(z))3
[
− ∂zs
1(z)
(s1(z))2
+ c
[
(4µ− 5)(s2(z))2 + 2∂zs2(z)
]]
+ (1 + ∂zs1(z))c(s2(z))3
[
− ∂zs
2(z)
(s2(z))2
+
[
2(µ− 2 + κ
2
)(s1(z))2 + 2∂zs1(z)
]]
where
s1(z) = − 1
2z
(
z2 − c+ 1−
√
(z2 − c+ 1)2 − 4z2
)
s2(z) = − 1
2cz
(
z2 + c− 1−
√
(z2 − 1 + c)2 − 4cz2
)
Proof. Recall that Mn,m(z) = (n+m)(E[sn,m(z)]− s(z)) can be written
Mn,m(z) = n(E[s1n,m(z)] − s1(z)) +m(E[s2n,m(z)] − s2(z)) + o(1).
Recall that we have from (5) that
E[s1n,m(z)] = −
(
a1 −
√
a21 − 4a0a2
)
2a2
with
a2 = z + cE[δ2(z)] +O(v−240 n
−2)
a1 = z2 − c+ 1 + (c− cn,m) + zcE[δ2(z)] − zE[δ1(z)] +O(v−240 n−2)
a0 = z − z2E[δ1(z)] + cE[δ1(z)] +O(v−240 n−2)
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By a Taylor expansion, we deduce
√(
a1
a2
)2
− 4a0
a2
=
√
(z2 − c+ 1)2
z2
− 4
+
1√
(z2−c+1)2
z2 − 4
[
(z2 − c+ 1)
z
1
z2
(
z(c− cn,m)− z2E[δ1(z)] + c(c − 1)E[δ2(z)]
)]
− 1√
(z2−c+1)2
z2
− 4
[
2c
z
(E[δ1(z)] − E[δ2(z)])− 2zE[δ1(z)]
]
+O(v−250 n
−2).
Therefore,
E[s1n,m(z)− s1(z)] = −
1
2z2
(
z(c− cn,m)− z2E[δ1(z)] + c(c− 1)E[δ2(z)]
)
+
1
2
√
(z2−c+1)2
z2 − 4
[
(z2 − c+ 1)
z
1
z2
(
z(c− cn,m)− z2E[δ1(z)] + c(c − 1)E[δ2(z)]
)]
− 1
2
√
(z2−c+1)2
z2
− 4
[
2c
z
(E[δ1(z)] − E[δ2(z)])− 2zE[δ1(z)]
]
+O(v−260 n
−2).
For E[s2n,m(z)], we have similarly
E[s2n,m(z)− s2(z)] = −
1
2c2z2
(
−c2z2E[δ2(z)] + (cn,m − c)(z − z3)− c(c− 1)E[δ1(z)]
)
+
1
2
√
(z2+c−1)2
(cz)2 − 4c
[
(z2 + c− 1)
cz
1
−c2z2
(
−c2z2E[δ2(z)] + (cn,m − c)(z − z3)− c(c− 1)E[δ1(z)]
)]
− 1
2
√
(z2+c−1)2
(cz)2 − 4c
[
2
c2z
(
c(1− z2)E[δ2(z)] − (cn,m − c)z − cE[δ1(z)]
)]
+O(v−260 n
−2).
To find the limit of Mn,m(z), we only need to find an equivalent of c− cn,m, of E[δ1(z)] and
of E[δ2(z)]. First, we have by Hypothesis 3, (c − cn,m) = nc−mn ∼ σn . To compute an equivalent
of E[δ2(z)], we will use the following formula
1
u− ǫ =
1
u
+
ǫ
u2
+
ǫ2
u2(u− ǫ) .
Applied to βk, it gives
1
βk
=
1
z + E[s1n,m(z)]− ǫk
=
1
z + E[s1n,m(z)]
+
ǫk
(z + E[s1n,m(z)])2
+
ǫ2k
βk(z + E[s1n,m(z)])2
.
Finally, we can write
δ2(z) = − 1
m
m∑
k=1
ǫk
(z + E[s1n,m(z)])2
− 1
m
m∑
k=1
ǫ2k
(z + E[s1n,m(z)])3
− 1
m
m∑
k=1
ǫ3k
βk(z + E[s1n,m(z)])3
= S1 + S2 + S3.
Let us find the limit of the expectation of each term.
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First, since z ∈ Cv0 , by the concentration Theorem 11 applied to A = Sk(z) we find for all
p ∈ N a finite constant Cp such that for all k
E[|ǫk|p] ≤ Cp(√nv0)p . (13)
This implies that
|E[S3]| ≤ v−40
1
m
m∑
k=1
E[|ǫk|3] = O( v
−7
0
n
√
n
).
Then, for k ≤ m, using a similar computation as done in the proof of Theorem 8, we have
E[ǫk] =
1
n
E [Tr(S1 − (Sk)1)] .
By [8, Lemma 3.2 ], we have
Tr(S1 − (Sk)1) =
n∑
i=1
(Wn,m − z)−1ki (Wn,m − z)−1ik
(Wn,m − z)−1kk
=
(Wn,m − z)−2kk
(Wn,m − z)−1kk
=
((Wn,m − z)−1kk )′
(Wn,m − z)−1kk
Therefore, we deduce that
nE[ǫk] = E[Tr(S1 − (Sk)1)] = E[ ((Wn,m − z)
−1
kk )
′
(Wn,m − z)−1kk
]
Theorem 9 states that (Wn,m − z)−1kk goes to s2(z) in L2 provided v0 ≥ n−1/20. Moreover, we
may assume without loss of generality that the eigenvalues of Wn,m are bounded by some Λ as
by Lemma 15 for Λ big enough
E[1‖Wn,m‖≥Λǫk] ≤ 2nv−10 e−αΛn .
On ‖Wn,m‖ ≤ Λ, (Wn,m − z)−1kk is lower bounded by a constant C(Λ) > 0 and hence
|nE[ǫk]− 1
s2(z)
∂zE[(Wn,m − z)−1kk ]| ≤ 2nv−10 e−αΛn + C(Λ)−2v−20 n−1v−160 .
Finally z→E[(Wn,m−z)−1kk ] is analytic, and bounded by Theorem 9 provided v0 ≥ n−1/16. Hence,
writing Cauchy formula, we check that its derivative converges towards the derivative of s2 for
v0 ≥ n−1/19. Therefore, we conclude that uniformly on v0 ≥ n−1/19,
nE[ǫk]− ∂zs
2(z)
s2(z)
→ 0.
The last term to compute is E[ǫ2k]. We write
E[ǫ2k] = Var(ǫk) + E[ǫk]
2 = Var(ǫk) +O(
1
n2
).
We only need to compute the limit of the variance of ǫk.
Var(ǫk) =
1
n2
Var(α∗kSkαk).
We decompose this variance as follows
Var(α∗kSkαk) = T
n
1 + T
n
2 + T
n
3 + T
n
4 + T
n
5 + T
n
6 (14)
where if we denote in short αk = (Xi)i and (Sk)1 = (sij)ij we have
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T n1 =
∑
i,j
Var(XisijXj)
T n2 =
∑
i,p
Cov(siiX2i , sppX
2
p )
T n3 = 2
∑
i
∑
p 6=q
Cov(X2i sii,XpspqXq)
T n4 = 2
∑
i
∑
j 6=p
Cov(XisijXj ,XpspiXi)
T n5 =
∑
i,j
Cov(XisijXj ,XjsjiXi)
T n6 =
∑
i6=j 6=p 6=q
Cov(XisijXj ,XpspqXq)
We shall prove that n−1T ni converges for i = 1, 2, 5 to a non zero limit whereas for i = 3, 4, 6
it goes to zero. Let us compute an equivalent for each term. On the way, we shall use the
symmetry of the law of X, which implies that the law of the matrix Wn,m is invariant under
(Wn,m(ij))→ (Wn,m(σ(i)σ(j))) for any permutation σ keeping fixed {1, . . . ,m} but permuting
{m+ 1, . . . , n+m}. Therefore, we deduce for instance that E[siispq] = E[s11s23] for all distinct
i, p, q < m. We shall now estimate these terms by taking advantage of some linear algebra tricks
used already in e.g. [8, Lemma 3.2].
Let T be a set of [[1, (n +m)]]. Let us denote by W (T)n,m the submatrix of Wn,m obtained by
deleting the i-th row and column, for i ∈ T. To simplify the notations, let us denote by (ijT)
the set (i ∪ j ∪ T).
Let us introduce the following notations :
Z
(T)
ij =
1
n
∑
p,q
(αi)p(W (T)n,m − z)−1(p, q)(αj)q,
K
(T)
ij =
1√
n
(Xj)i − zδij − Z(T)ij .
We have the following formulas for i 6= j 6= k
sij = (W (k)n,m − z)−1(i, j) = −sjjs(j)ii K(ijk)ij (15)
sii = s
j
ii + sijsjis
−1
jj (16)
sij = skij + sikskjs
−1
kk (17)
The concentration inequality states that, for i 6= j, E[|Z(T)ij |p] = O(v−p0 n−
p
2 ). Thus,
E[|K(T)ij |p] = O(v−p0 n−
p
2 ) . (18)
As a consequence, (15) implies that for all p, for i 6= j
E[|sij |p] = O(v−3p0 n−
p
2 ) . (19)
Moreover, if z = E + iη, we find
ℑsjj(z) = 〈ej , η
η2 + (E −W )2 ei〉 ≥
η
(2M)2
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on ‖W‖ ≤M , η ≤M . Hence, we can use Lemma 15 to find that
E[|s−1jj |p] = O(
1
vp0
)
Therefore, from (16) and (19), we deduce
E[|sii − s(j)ii |p] = O(v−3p0 n−p), E[|sij − s(k)ij |p] = O(v−3p0 n−p) . (20)
We next show that for all i 6= p 6= q
E[siispq] = O(
v−90
n
√
n
) (21)
Let us first bound
E[spq] = −E[spps(p)qq Kpqkpq ] = −E[s)q)pp s(p)qq K(pqk)pq ] +O(
v−120
n
√
n
)
by (20) and (23). Denoting ep := sqpp − s1(z) and eq := s(p)qq − s1(z), we have
E[spq] = E[−sqpps(p)qq K(pqk)pq ] = −E[(ep + s1(z))(eq + s1(z))K(pqk)pq ]
= s1(z)E[epK(pqk)pq ] + s
1(z)E[eqK(pqk)pq ] + E[epeqK
(pqk)
pq ]).
where we used that E[K(pqk)pq ] = 0, because p 6= q. Moreover, recall that when we estimated ep
in the proof of Theorem 9, we had
ep =
−s1(z) + 1nα∗ps(qp)αp
(z + s1(z))2
+O(
1
v30
| − s1(z) + 1
n
α∗psαp|2) =
1
nα
∗
ps
(qp)αp − 1nTrs(qp)
(z + s1(z))2
+O(v−190 n
−1)
using the independence of αp and αq, and their centering, we see that for r = p or q
E[(
1
n
α∗ps
(qp)αp − 1
n
Trs(qp))K(pqk)pq ] = 0 .
Hence we deduce that
E[spq] = O(
v−200
n
√
n
) . (22)
It remains to bound
E[spq(sii − s1(z))] = E[spps(p)qq K(pqk)pq (sii − s1(z))] .
Thanks to (20) and (19), we can replace spp (resp. s
(p)
qq , resp. sii) by s
(qi)
pp , s
(pi)
qq , s
(qp)
ii ). We can
then apply the same argument as before as
E[s(qi)pp s
(pi)
qq K
(pqki)
pq (
1
n
α∗i s
(qpi)αi − 1
n
Trs(qpi))] = 0
to conclude that
E[(sii − s1(z))spq] = O( v
−20
0
n
√
n
) . (23)
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• Estimates of T n1 and T n5 . We first prove that for v0 ≥ n−1/20, uniformly on Cv0, we have
1
n
T n1 =
1
n
∑
i,j
Var(XisijXj)→ (µ− 2)(s1(z))2 + ∂zs1(z). (24)
In fact, let us write the following decomposition:
1
n
T n1 =
1
n
∑
i
Var(X2i sii) +
1
n
∑
i6=j
Var(XiXjsij) =
1
n
T n11 +
1
n
T n12 .
To estimate the first term, observe that
|E[s2ii − (s1(z))2]| = |E[(sii − s1(z))(sii + s1(z))]| ≤
2
v0
1√
v106n
by Cauchy-Schwartz inequality and Theorem 9. Hence, E[s2ii]→ (s1(z))2 for v0 ≥ n−1/19.
Similarly, we can show that E[sii]2 → (s1(z))2. Therefore we deduce that, since µ = E[X4i ],
uniformly on v0 ≥ n−1/19, we have
1
n
T n11 =
1
n
∑
(E[X4i ]E[s
2
ii]− E[sii]2) ≃ (µ− 1)(s1(z))2. (25)
Moreover,
T n12 =
∑
i6=j
E[X2i X
2
j ]E[s
2
ij ] =
∑
i6=j
E[s2ij] +
∑
i6=j
E[s2ij ]E[(X
2
i − 1)(X2j − 1)] = T n121 + T n122
where we can estimate the second term T n122 by noticing that E[s
2
ij] does not depend on ij
so that we can factorize it and deduce that
T n122 =
∑
i6=j
E[s2ij]E[(X
2
i −1)(X2j −1)] = E[s2m+1,m+2]
(
E[(
∑
i
(X2i − 1))2]− E[
∑
(X2i − 1)2]
)
By (19), E[s2m+1,m+2] is bounded by v
−6
0 n
−1 whereas by we can bound the last term by
Cn by concentration of measure, Theorem 11, which yields: for all ℓ ∈ N and δ > 0
P(|
∑
p
Xp| ≥ δ
√
N) ≤ e−c0δ2 E(|
∑
p
(X2p − 1)|p) ≤ Cp
√
n
p (26)
This implies that T n122 is bounded by Cv
−6
0 . For the first term in T
n
12 we have
T n121 =
∑
i6=j
E[s2ij] = E[
∑
i,j
s2ij −
∑
i
s2ii] = E[Tr(Sk)
2
1 −
∑
i
s2ii] = E[Tr(Sk)
′
1]−
∑
i
E[s2ii]
∼ n(∂zs1(z)− (s1(z))2) +O(v−180 ). (27)
Therefore, we deduce (24) from (25) and (27). To prove the convergence of T n5 , notice that∑
i,j
Cov(XisijXj ,XjsjiXi) =
∑
i,j
Var(XisijXj),
so that by the previous computation
1
n
T n5 =
1
n
∑
i,j
Cov(XisijXj,XjsjiXi)→ (µ− 2)(s1(z))2 + ∂zs1(z).
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• Estimate of T n2 .
For the second term, we have by using that E[siispp] is independent of i 6= p.
T n2 =
∑
i,p
Cov(siiX2i , sppX
2
p )
=
∑
i,p
(E[siispp]E[X2i X
2
p ]− E[sii]E[spp])
=
∑
i,p
(E[siispp]− E[sii]E[spp]) +
∑
i,p
(E[X2i X
2
p ]− 1)E[siispp]
= Var(Tr(S1)) + Var(
n∑
i=1
X2i )(s
1(z))2 + o(n).
Let f be the function f : x 7→ (x−z)−1. f is a Lipschitz function, whose Lipschitz constant
is bounded by v−20 . By Corollary 13 (see the appendix 4.1), we can neglect the variance
of Tr(S1). Since lim 1nVar(
∑n
i=1X
2
i ) = κ, we now have
1
n
∑
i,p
Cov(siiX2i , sppX
2
p )→ κ(s1(z))2.
• Estimate of T n3 Now, we will prove that the other terms can all be neglected and first
estimate T n3 . We start by the following expansion:
∑
i
∑
p 6=q
Cov(X2i sii,XpspqXq) =
∑
i
∑
p 6=q
E[X2i XpXq]E[siispq]
=
∑
i
∑
p 6=q
E[(X2i − 1)XpXq]E[siispq]
We therefore have, by symmetry of E[siispq], that
T n3 =
∑
i
∑
p 6=q
E[(X2i − 1)XpXq]E[siispq]
= E[s11s23]E[
(∑
i
(X2i − 1)
)∑
p 6=q
XpXq

] (28)
+
∑
(pq)=(12),(21)
(E[s11spq]− E[s11s23])(E[
∑
i
(X2i − 1)Xi
∑
p
Xp]− E[
∑
i
(X2i − 1)X2i ])
The last expectations are at most of order n
√
n by (26) whereas (23) shows that the
expectations over the sij are at most of order v−120 /n
√
n. Therefore, T n3 is bounded by
O(v−140 ).
• Estimate of T n4 and T n6
For i 6= j 6= p 6= q, since the indices are bigger than m (it is the matrix (Sk)1 which is
concerned), we have as for the estimation of T n3
E[sijspq] = O(
1
v140 n
√
n
).
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Moreover, this term does not depend on the choices of i 6= j 6= p 6= q and we also have by
concentration of measure ∑
i6=j 6=p 6=q
E[XiXjXpXq] = O(n2).
Therefore,
T n6
n
=
1
n
∑
i6=j 6=p 6=q
Cov(XisijXj ,XpspqXq) = O(
1
v140
√
n
).
Finally, using the same reasoning, we show that
T n4
n
=
1
n
∑
i
∑
j 6=p
Cov(XisijXj ,XpspiXi) = O(
1
v180
√
n
).
Indeed, if i 6= j 6= p, we know that E[sijspi] = O(v
−18
0
n
√
n
). And, if i = j or i = p, we have
E[siispi] = O(
v−9
0
n ). In both cases, E[sijspi] = O(
v−18
0
n ), which ends the proof.
To conclude, for k ≤ m, we have proved that uniformly on v0 ≥ n−1/36,
lim
(n,m)→∞,m/n→c
mE[ǫ2k] = 2c(µ− 2 +
κ
2
)(s1(z))2 + 2c∂zs1(z).
This aim plies that
E[δ2(z)] = − c
m
(s2(z))2
∂zs
2(z)
s2(z)
+
c
m
(s2(z))3
[
2(µ− 2 + κ
2
)(s1(z))2 + 2∂zs1(z)
]
.
For k > m, using the same method, we have uniformly on v0 ≥ n−1/36,
nE[ǫk]→ ∂zs
1(z)
s1(z)
.
This time, for E[ǫk], k > m, the computations are almost the same as previously, except for
the fact that the vectors are now independent. Therefore, we have Var(
∑
iX
2
i ) = m(µ−1).
Thus, for k > m, we have the uniform convergence for v0 ≥ n−1/36;
lim
(n,m)→∞,m/n→c
nE[ǫ2k] = c
(
(4µ− 5)(s2(z))2 + 2∂zs2(z)
)
.
Summing these estimates, we deduce that uniformly on v0 ≥ n−1/36,
E[δ1(z)] ∼ − 1
n
(s1(z))2
∂zs
1(z)
s1(z)
+
c
n
(s1(z))3
[
(4µ− 5)(s2(z))2 + 2∂zs2(z)
]
.
Noticing that m = nc+O(1), we have
n(E[s1n,m(z)]−s1(z))+m(E[s2n,m(z)]−s2(z)) = n[cn,m−c]A(z)+nE[δ1(z)]B(z)+mE[δ2(z)]C(z)+O(n−1)
where
A(z) = −(z
2 + c− 1)
2zc
+
1
2
√
(z2−c+1)2
z2 − 4
[
z2 − c+ 1
z2
− z
2 + c− 1
cz2
(z2 − 1) + 2
]
B(z) =
1
2
+
c− 1
2z2
+
1
2
√
(z2−c+1)2
z2 − 4
[
z − (c− 1)
2
z3
]
C(z) =
1
2
− c− 1
2z2
+
1
2
√
(z2−c+1)2
z2
− 4
[
z − (c− 1)
2
z3
]
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But, using the expressions of s1(z) and s2(z), we can see that
A(z) = s2(z), B(z) = 1 + c∂zs2(z), C(z) = 1 + ∂zs1(z).
Therefore, if we define M(z) by
M(z) :=σs2(z) + (1 + c∂zs2(z))(s1(z))3
[
− ∂zs
1(z)
(s1(z))2
+ c
[
(4µ− 5)(s2(z))2 + 2∂zs2(z)
]]
+ (1 + ∂zs1(z))c(s2(z))3
[
− ∂zs
2(z)
(s2(z))2
+
[
2(µ− 2 + κ
2
)(s1(z))2 + 2∂zs1(z)
]]
we have proved that uniformly on v0 ≥ n−1/36,
Mn,m(z)→M(z).
4 Appendix
4.1 Concentration of measure
Theorem 11. Let X be a random vector whose distribution satisfies Hypothesis 1 and (2). For
all symmetric matrix A, for all integer p, there exist Cp <∞ such that
E[|X∗AX − Tr(A)|p] ≤ Cp‖A‖p
√
n
p ‖A‖ = sup
‖y‖=1
‖Ay‖, ‖.‖ euclidean norm.
Proof. We decompose the covariance as :
E[|X∗AX − Tr(A)|p] ≤ 2p−1(E[|
N∑
i=1
(X2i − E[X2i ])aii|p] + E[|
∑
i6=j
XiXjaij |p]). (29)
We can now find an upper bound for each term. For this, we will use a remarkable property
of V . Since Hess V ≥ 1C In , the logarithmic Sobolev inequality holds for the measure dX with
the constant C (see e.g. [1, Lemma 2.3.2 and 2.3.3]). Consequently, for all Lipschitz function
f : Rn → R, if we write |f |L its Lipschitz constant, we have
P(|f(X)− E[f(X)]| ≥ t) ≤ 2e
−t2
2c|f |2L .
Let us focus on the first term on the right hand side of (29).
First, let us suppose that for all i, aii ≥ 0. Let f : x 7→
√∑
aiix
2
i , we will show that this is a
Lipschitz function whose constant is bounded by ‖A‖
1
2∞. Indeed, ∂f∂xi = aii
xi
f(x) . Therefore, since
aii ≥ 0, we have ‖∇f‖2 ≤ max |aii| ≤ ‖A‖∞. Taylor’s inequality states that |f |L ≤ ‖A‖
1
2∞. For
all p ∈ N, we now have :
E[|
√∑
aiiX
2
i − E[
√∑
aiiX
2
i ]|
p
] =
∫ ∞
0
tp−1P(|
√∑
aiiX
2
i − E[
√∑
aiiX
2
i ]| ≥ t)dt
≤ 2
∫ ∞
0
tp−1e
−t2
2‖A‖∞C dt ≤ Cp‖A‖
p
2∞.
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Thus, we have :
C1 ≤ 2p−1(E[|
∑
aiiX
2
i − E[
√∑
aiiX2i ]
2|p] + E[|E[
∑
aiiX
2
i ]− E[
√∑
aiiX2i ]
2|p]),
By the concentration inequality, we know that the second term is bounded regardless of n. Then,
for the first term, Cauchy-Schwartz inequality gives
E[|
∑
aiiX
2
i − E[
√∑
aiiX
2
i ]
2|
p
] = E[|
√∑
aiiX
2
i − E[
√∑
aiiX
2
i ]|p|
√∑
aiiX
2
i + E[
√∑
aiiX
2
i ]|p],
≤ E[|
√∑
aiiX
2
i − E[
√∑
aiiX
2
i ]|2p]
1
2E[|
√∑
aiiX
2
i + E[
√∑
aiiX
2
i ]|2p]
1
2 .
Using again the concentration inequality, we show that the first term of the product can be
bounded by the product of ‖A‖p∞ and a constant depending only on p. Assembling all these
terms alongside with noticing that ‖A‖∞ ≤ ‖A‖, we have proved that there exist Cp independent
of n such that :
E[|
n∑
i=1
(X2i − E[X2i ])aii|p] ≤ Cp‖A‖p
√
n
p
.
Now, for the general case, let us write A as a sum of a positive and a negative matrix A =
A+ −A−. Therefore,
E[|
N∑
i=1
(X2i − E[X2i ])aii|p] = E[|
N∑
i=1
(X2i − E[X2i ])a+ii − a−ii |p]
≤ 2p−1(E[|
N∑
i=1
(X2i − E[X2i ])a+ii |p] + E[|
N∑
i=1
(X2i − E[X2i ])a−ii |p]).
Since the a+ii and the a
−
ii are all non negative, the previous proof still holds and therefore, we
have
E[|
n∑
i=1
(X2i − E[X2i ])aii|p] ≤ Cp‖A‖p
√
n
p
.
On the other hand, if we denote by Zn the cardinal number of partitions of [[1, n]] into two
distincts sets I and J , we have
E[|
∑
i6=j
XiXjaij |p] ≤ 1
Zn
∑
I∩J=∅
E[|
∑
(i,j)∈(I×J)
XiXjaij|p].
We next expand the right hand side as
E[|
∑
(i,j)∈(I×J)
XiXjaij|p] =
∑
i1,...,ip∈I
∑
j1,...,jp∈I
p∏
k=1
aik,jkE[Xi1 · · ·XipXj1 · · ·Xjp ]
In the above right hand side, assume that there are K indices s1, . . . , sK with multiplicity one.
Let ℓ1, . . . , ℓr be the others. We then can apply the symmetry of the law of the Xi’s to see that
for some n1, . . . , nr ≥ 2,
E[Xi1 · · ·XipXj1 · · ·Xjp ] = E[Xn1ℓ1 . . . Xnrℓr
K∏
k=1
Xsk ] = E[X
n1
1 . . . X
nr
ℓr
K∏
k=1
1
NK
∑
s∈Ik
Xsk ]
where Ik = [r+1+(k−1)NK , r+kNK ] and KNK+
∑
ni = n. Now, by concentration inequality
applied to
∑
s∈Ik Xsk we deduce that there exists a finite constant Cp such that
|E[Xi1 · · ·XipXj1 · · ·Xjp ]| ≤
√
n
−K
.
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Using that aij is bounded by ‖A‖, we conclude that
E[|
∑
(i,j)∈(I×J)
XiXjaij|p] ≤ Cp
p∑
K=0
‖A‖pnK/2n p−K2 ≤ Cp‖A‖pnp
which completes the proof.
Remark 12. Let 1 ≤ k ≤ n. The logarithmic Sobolev inequality holds for each Xi(k), i ∈ [[1,m]]
with the constant C. By independence of the Xi(k), i ∈ [[1,m]], it also holds for the vector
(X1(k), · · · ,Xm(k)) with the same constant. Therefore, the concentration inequality holds the
same way for the vector (X1(k), · · · ,Xm(k)) for all k, 1 ≤ k ≤ n.
Moreover, the spectral measure satisfies concentration inequalities [1, Theorem 2.3.5]:
Corollary 13. Under Hypothesis 1, for all Lipschitz function f on R, for all p ∈ N, for all
(n,m) ∈ N2, there exist Cp independent of n and m such that
E[|Tr(f(Wn,m))− E[Tr(f(Wn,m))|p] ≤ Cp|f |pL
.
The final result we will need is the concentration of the extremal eigenvalues, see [1, Corollary
A.6]
Theorem 14. Let λi be the ordered eigenvalues of Wn,m. Then there exists a positive constant
c0 and a finite constant C such that for all N
P(|λi − E[λi]| ≥ δ) ≤ C exp{−c0Nδ2}
4.2 Boundedness of the spectrum of Wn,m
We will now show that, asymptotically, the spectrum of Wn,m is bounded. For this, we will
compare the law of the matrix with the one of a Wigner matrix whose entries are all i.i.d
centered Gaussian random variables.
Indeed,
Lemma 15. Under Hypothesis 1, there exist α > 0 and C <∞ such that, for all integer n, we
have
P(λmax(Wn,m) > C) ≤ e−αCn.
Proof. Since Wn,m is symmetric, the law of Wn,m is the law of Yn,m which we can write as :
dYn,m =
1
Zn
m∏
j=1
e−V (
√
n(Y1j ,...,Ynj))
n∏
i
m∏
j
dYi,j.
By (2) this law has a strictly log-concave density and therefore, if we denote by γ the Gaussian
law
dγ =
1
ZC
n∏
i
m∏
j
e−
n
2C
Y 2
ijdYi,j ,
we can apply Brascamp-Lieb inequality ([10, Thm 6.17]) which implies that for all convex
function g, we have : ∫
g(x)
f(x)dγ(x)∫
fdγ
≤
∫
g(x)dγ(x).
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Applying this inequality with g(x) = ensλmax(Wn,m) for s > 0 we deduce that∫
esnλmax(Wn,m)dYn,m ≤
∫
esnλmax(Wn,m)dγ.
The right hand side is bounded by Cn for some finite constant C, see e.g. [1, Section 2.6.2].
Tchebychev’s inequality completes the proof.
4.3 An example for the function V
We will show in this part that there exists V such that the hypotheses made in the introduction
can be verified without jeopardizing the dependance of the random variables, i.e. there exists V
such that κ is different from µ− 1 (which is the result expected for the case where the random
variables are independent).
Let V be given by
V : (X1, . . . ,Xn) 7→ a
n
(
n∑
i=1
(X2i −mb,c))2 + b
n∑
i=1
X2i + c
n∑
i=1
X4i .
Therefore, the law of the random vector X can be written as
dX =
1
Zna,b,c
e(−
a
n
(
∑n
i=1
(X2
i
−mb,c))2−b
∑n
i=1
X2
i
−c
∑n
i=1
X4
i )
n∏
i=1
dXi
where, if we denote by Ea,b,c[.] the expectation under this measure, mb,c = E0,b,c[X2i ]. This
law has obviously a strictly log-concave density when a, b, c are positive, and it is symmetric.
Hence, Hypothesis 1 is fulfilled.
First, let us note that for all a ≥ 0, we have
1
n
n∑
i=1
X2i → mb,c.
Now, let us estimate Zna,b,c. For this, we will introduce a a Gaussian distribution N (0, 1) as
it follows :
Zna,b,c = Z
n
0,b,c
1√
2π
∫
e(−
g2
2
)
(
E0,b,c
[
e
(
i
√
ag√
n
(X2
i
−mb,c)
)])n
dg.
Thus, we have
Zna,b,c ≃ Zn0,b,c
1√
2π
∫
e−
g2
2 e−
a2
2
g2σb,c+O(1/
√
n)dg,
where
σb,c = E0,b,c
[
(X2i −mb,c)2
]
.
Therefore,
log(Zna,b,c) = log(Z
n
0,b,c)−
1
2
log(1 + a2σb,c) +O(1).
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On the other side, we have
Ea,b,c[XiXj] = 1i=jEa,b,c[X2i ]
Ea,b,c[X
2
i ] = −
1
n
∂b log(Z
n
a,b,c) = E0,b,c[X
2
i ] +O(
1
n
)
Ea,b,c[X4i ] = −
1
n
∂c log(Zna,b,c) = E0,b,c[X
2
i ] +O(
1
n
)
1
n
Ea,b,c[(
∑
(X2i − Ea,b,c[X2i ]))2] =
1
n
Ea,b,c[(
∑
(X2i −mb,c))2]− n(mb,c − Ea,b,c[X2i ])2
∼ − 1
n
∂a log(Zna,b,c) +O(
1
n
)
Summarizing what we have done, we can set the value of κ = 1nVar(
∑
X2i ) with the parameter
a, regardless of the value of µ = E[X4i ]. It is not hard to see that the symmetry condition of
Hypothesis ?? is fulfilled.
4.4 Linear Algebra
In this section we remind a few classical linear algebra identities.
Lemma 16. Let A be a square invertible matrix, and if A is a block matrix, its determinant
can be computed using the following formula :
det
(
A B
C D
)
= det(A) det(D − CA−1B).
Lemma 17. For n × n Hermitian nonsingular matrix A, define Ak, which is a matrix of size
(n − 1), to be the matrix resulting from deleting the k-th row and column of A. If both A and
Ak are invertible, denoting A
−1 = (aij) and αk the vector obtained from the k-th column of A
by deleting the k-th entry, we have
akk =
1
akk − α∗kA−1k αk
.
More precisely, if for all k, Ak is invertible, we have
Tr(A−1) =
n∑
i=1
1
akk − α∗kA−1k αk
.
Lemma 18. If the matrix A and Ak are both nonsingular and hermitian, we have
Tr(A−1)− Tr(A−1k ) =
1 + α∗kA
−2
k αk
akk − α∗kA−1k αk
.
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