The classical canonical correlation analysis is extremely greedy to maximize the squared correlation between two sets of variables. As a result, if one of the variables in the dataset-1 is very highly correlated with another variable in the dataset-2, the canonical correlation will be very high irrespective of the correlation among the rest of the variables in the two datasets. We intend here to propose an alternative measure of association between two sets of variables that will not permit the greed of a select few variables in the datasets to prevail upon the fellow variables so much as to deprive the latter of contributing to their representative variables or canonical variates.
r z z , a correlation between the two sets, X 1 and X 2 , in any relevant or significant sense. Thus, the leading canonical correlation may deceive us if we are only a little less careful to look into the correlation matrix encompassing all variables.
Such examples may be multiplied ad infinitum. If one is cautious, the anomalous cases can be detected. However, such cases, if not detected, make scientific analysis and interpretation of empirical results rather hazardous. One may easily be misled to a conclusion that such two datasets are highly correlated while the truth may be quite far from it.
II. Objectives of the Present Work:
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r z z is subject to an unconstrained maximization. However, in the method that we are proposing here, the objective will be to maximize These constraints would ensure the representativeness of 1 ς to X 1 and that of 2 ς to X 2 . Hence, the proposed method may be called the Representation-Constrained Canonical Correlation Analysis.
III. The Nature and Implications of the Proposed Constraints: There are a number of ways in which the canonical variates can be constrained insofar as their association and concordance with their fellow variables in their respective native datasets are concerned. In other words, their representativeness to their native datasets can be defined variously. We discuss here some of the alternatives in terms of correlation as a measure of representativeness. These three approaches lead to three alternative objective functions: (i). Maximize
In these objective functions, the value of λ may be chosen subjectively. If 
IV. The Method of Optimization:
The classical canonical correlation analysis (Hotelling, 1936) sets up the objective function to maximize 
∑ ∑
and using the calculus methods of maximization resolves the problem to finding out the largest eigenvalue and the associated eigenvector of the matrix,
The largest eighenvalue turns out to be the leading , and the standardized eigenvector is used to obtain 1 w and 2 . w However, a general calculus-based method cannot be applied to maximize the (arbitrary) objective function set up for the constrained canonical correlation analysis. At any rate, the first and the third objective functions are not amenable to maximization by the calculus-based methods.
We choose, therefore, to use a relatively new and more versatile method of (global) optimization, namely, the Particle Swarm Optimization (PSO) proposed by Eberhart and Kennedy (1995) . A lucid description of its foundations is available in Fleischer (2005) . The PSO is a biologically inspired population-based stochastic search method modeled on the ornithological observations, simulating the behavior of members of the flocks of birds in searching food and communicating among themselves. It is in conformity with the principles of decentralized decision making (Hayek, 1948; 1952) leading to self-organization and macroscopic order. The effectiveness of PSO has been very encouraging in solving extremely difficult and varied types of nonlinear optimization problems (Mishra, 2006) . We have used a particular variant of the PSO called the Repulsive Particle Swarm Optimization (Urfalioglu, 2004) .
V. Findings and Discussion:
We have subjected the data in Table- 1.1 to the representationconstrained canonical correlation analysis with the three alternative objective functions elaborated in section-III. The first term, measuring the degree of association between the two datasets, X 1 and X 2 , is in the squared form, that is Table- ( , ) r x ς are clearly observable. These observations may be useful to the choice of . λ For the case that we are presently dealing with, the value of λ need not exceed 10 to assure a fairly satisfactory representation of the two datasets by the corresponding canonical variates. Now, let us digress for a while to compute the first principal components of X 1 and X 2 (from the data given in Table- 1.1). We find that for X 1 the sum of squared correlation (component loadings) of the component score ( 1 ξ ) with its constituent variables is 0.317757. In other words, the first eigenvalue of the inter-correlation matrix R 1 obtained from X 1 is 1.271029, which divided by 4 (order of R 1 ) gives 0.317757. This is, in a way, a measure of representation of X 1 by its first principal component. Similarly, for X 2 the sum of squared correlation of the component score ( 2 ξ ) with its constituent variables is 0.287521.
We resume our discussion for comparing these results (obtained from the Principal Component Analysis) with the results of our proposed representation-constrained canonical correlation analysis. We observe that the asymptotic tendencies of mean squared r ς ς =0.4480 for λ=50) we find that the latter is larger. Then, is the constrained canonical correlation analysis a hybrid of the classical canonical correlation and principal component analyses which has better properties of representation of data than its parents?
We conduct another experiment with the dataset presented in Table- 2.1. We find that We conduct yet another experiment with the dataset presented in Table- 3.1. We find that 1 ξ for X 1 has the representation power 0.661265 (eigenvalue=2.645058) while 2 ξ for X 2 has the representation power 0.752979 (eigenvalue=3.764895). The r ς ς = 0.923647. These results are once again corroborative to our earlier findings.
VI. A Computer Program for RCCCA:
We developed a computer program in FORTRAN that we have developed and used for solving the problems in this paper (codes available at www.webng.com/economics/rccca.txt, which may also be obtained from the author on request). Its main program (RCCCA) is assisted by 13 subroutines. The user needs setting the parameters in the main program as well as in the subroutines CORD and DORANK. Parameter setting in RPS may seldom be required. This program can be used for obtaining Ordinal Canonical Correlation (Mishra, 2009 ) also. Different schemes of rank-ordering may be used (Wikipedia, 2008) .
VII. Concluding Remarks: Our proposed Representation-Constrained Canonical correlation (RCCCA) Analysis has the classical canonical correlation analysis (CCCA) at its one end (λ=0) and the Classical Principal Component Analysis (CPCA) at the other (as λ tends to be very large). In between it gives us a compromise solution. By a proper choice of λ, one can avoid hijacking of the representation issue of two datasets by a lone couple of highly correlated variables across those datasets. This advantage of the RCCCA over the CCCA deserves a serious attention by the researchers using statistical tools for data analysis. Our method also addresses the problem raised by Sugiyama (2007) . 1.2 0.6 2.8 1.0 0.1 0.9 0.1 0.8 3.7 24 2.6 1.5 2.3 0.6 1.7 2.9 2.9 2.5 7.3 10 2.9 2.1 0.4 0.8 0.5 0.3 1.7 0.4 4.7 25 3.0 2.6 1.2 3.0 2.7 2.6 2.8 1.5 7.2 11 0.7 0.5 0.6 1.3 2.1 0.5 0.3 0.7 0.7 26 1.1 2.2 0.7 2.5 2.4 0.8 2.6 1.2 3.8 12 2.8 2.5 1.5 2.9 2.3 2.8 3.0 1.6 6.5 27 1.8 2.0 1.9 2.2 1.8 1.7 1.8 0.6 6.1 13 2.2 0.2 1.7 2.3 3.0 1.1 0.5 2.7 3.9 28 1.9 2.7 3.0 2.0 1.0 1.4 1.4 0.5 9.5 14 2.1 0.8 0.9 2.6 0.9 2.7 2.5 2. . .2 2.9 2.6 2.3 3.0 3.0 6.9 1.9 2.8 3 1.7 2.5 1.8 1.1 1.9 2.3 5.5 2.6 2.1 18 2.6 1.9 2.8 2.2 2.5 2.8 5.0 2.4 3.0 4 2.9 2.4 1.9 2.8 2.7 2.2 4.9 2.3 1.9 19 1.6 1.3 2.4 3.0 1.7 2.1 4.3 2.0 2.9 5 0.4 1.0 0.2 0.9 0.5 2.5 1.7 1.0 0.1 20 1.9 0.9 2.9 1.9 1.5 2.0 3.6 2.1 
