Abstract: Calculated radiative transition probabilities and oscillator strengths are reported for 392 lines of neutral lanthanum (La I) atom in the spectral range from the near ultraviolet to the mid infrared. They were obtained using two different theoretical methods based on the pseudo-relativistic Hartree-Fock (HFR) and the fully relativistic multiconfiguration Dirac-Hartree-Fock (MCDHF) approaches, both including the most important intravalence and core-valence electron correlations. The quality of these radiative parameters was assessed through detailed comparisons between the results obtained using different physical models and between our theoretical results and the experimental data, where available. Of the total number of La I lines listed in the present work, about 60% have gf -and gA-values determined for the first time.
Introduction
The determination of radiative parameters in lanthanide atoms and ions has been the subject of many experimental and theoretical studies over the past few decades. This is mainly due to the fact that the remarkably rich spectra corresponding to the first ionization stages of these elements provide useful information for the development of other scientific fields, such as astrophysics and the lighting industry, as mentioned in numerous papers (see e.g., [1] [2] [3] [4] [5] ).
Neutral lanthanum, La I (Z = 57), is characterized by the 5d6s 2 2 D 3/2 ground level, while, the lowest excited levels belong to many different configurations such as 5d6s 2 , 5d 2 6s, 5d 3 , 4f6s6p, 5d 2 7s, 5d6s7s, for the even parity, and 5d6s6p, 5d 2 6p, 4f5d6s, 6s 2 6p, 4f6s 2 , for the odd parity, according to the National Institute of Standards and Technology (NIST) database [6] . The overlap of these configurations is responsible for the strong mixing of most energy levels, which makes both experimental and theoretical analyses very difficult. This notably explains why the designation of some low-lying La I levels is still uncertain or even not yet assigned.
The first measurements of transition probabilities in La I were published by Corliss and Bozman [7] more than 55 years ago. These data, which are known to be of limited accuracy, were after all taken on by Kurucz in his database [8] . During the 1970s and 1980s, radiative lifetimes were obtained for a few levels using different experimental methods, i.e., the level-crossing and double resonance [9] [10] [11] , the laser-induced fluorescence [12] , and the pulse-electron delayed coincidence [13] techniques. More recently, radiative lifetime measurements were performed with the time-resolved laser-induced fluorescence technique for 20 odd-parity levels of La I between 18,172 and 28,506 cm −1 [14] . These
Computational Methods Used

Pseudo-Relativistic Hartree-Fock Calculations
The first computational procedure used in the present work for modelling the atomic structure and calculating the radiative parameters in La I was the pseudo-relativistic Hartree-Fock (HFR) method, originally introduced by Cowan [23] and modified for taking core-polarization (CPOL) effects into account, giving rise to the so-called HFR+CPOL method [24] [25] [26] . Three different physical models were employed in the calculations.
In the first model (HFR-NOPOL), only intravalence correlation was considered by explicitly including the following 37 even-and 37 odd-parity configurations, namely 5d6s 2 , 5d 2 6s, 5d 2 7s, 5d 2 6d, 5d 3 , 5d6p 2 , 5d6d 2 , 5d7s 2 , 5d6s6d, 5d6s7s, 5d6p7p, 5d6d7s, 4f 2 5d, 4f 2 6d, 4f 2 6s, 4f 2 7s, 4f5d6p, 4f5d7p, 4f6s6p, 4f6s7p, 4f6p6d, 4f6p7s, 4f6d7p, 4f7s7p, 6s 2 6d, 6s 2 7s, 6s6p 2 , 6s6d 2 , 6s7s 2 , 6s6p7p, 6s6d7s, 6p 2 6d, 6p 2 7s, 6p6d7p, 6p7s7p, 6d7s 2 , 7s6d 2 , and 5d 2 6p, 5d 2 7p, 5d6s6p, 5d6s7p, 5d6p6d, 5d6p7s, 5d6d7p, 5d7s7p, 4f 3 , 4f 2 6p, 4f 2 7p, 4f5d 2 , 4f6s 2 , 4f6p 2 , 4f6d 2 , 4f7s 2 , 4f5d6s, 4f5d7s, 4f5d6d, 4f6s6d, 4f6s7s, 4f6p7p, 4f6d7s, 6s 2 6p, 6s 2 7p1, 6s6p6d, 6s6p7s, 6s6d7p, 6s7s7p, 6p 3 , 6p 2 7p, 6p6d 2 , 6p7s 2 , 6p6d7s, 6d 2 7p, 6d7s7p, 7s 2 7p, respectively. It is worth noting that these multiconfiguration expansions are considerably more extensive than those included in our previous HFR calculations published 15 years ago [14] .
In the second model (HFR+CPOL1), the same set of configurations as the one given hereabove was explicitly considered in the computations. In addition, core-polarization effects were estimated by assuming a Xe-like La IV ionic core with the dipole polarizability value reported by Fraga et al. [27] , i.e., α d = 9.50 a 0 3 , and a cut-off radius equal to the HFR average value <r> of the outermost core orbital (5p), i.e., r c = 1.80 a 0 . However, as mentioned, for example, in [28] , the cut-off radius is not an unambiguously defined parameter. Therefore, the core-polarization contributions were also estimated in a third model (HFR+CPOL2), in which we used the same dipole polarizability as the one used in HFR+CPOL1 but with a different value of the cut-off radius, namely r c = 1.20 a 0, representing the distance at which the total probability density of the ionic core orbitals falls to 10 per cent of its maximum value, Figure 1 . Electron probability density (Pnl 2 ) of the La IV ionic core in the ground configuration (5d6s 2 ) of neutral lanthanum. The value of the cut-off radius used in the HFR+CPOL2 calculations (rc = 1.20 a0) is also shown in the figure. It represents the distance at which the electron probability density falls to 10 percent of its maximum value, as suggested in [29] .
Furthermore, in each of these three models, the calculated eigenvalues of the Hamiltonian were optimized to the observed energy levels via a well-established least-squares fitting procedure [23] in which all the experimentally known levels included in the NIST compilation [6] up to 32,140 cm −1 were included, most of the level values above that limit being affected by dubious or unknown assignments. It is worth mentioning that the newly identified even-parity level at 25,558.774 cm −1 (J = 3/2) [30] was also incorporated in the fitting process. For this level, the leading component (52%) was found to be 5d 3 2 D3/2, according to our calculations. In this semi-empirical procedure, some radial energy parameters, such as the average energies, Slater integrals, spin-orbit parameters and effective interaction parameters, characterizing the 5d6s 2 , 5d 2 6s, 5d 2 7s, 5d 2 6d, 5d 3 , 5d6s7s, 4f6s6p even-parity configurations, and the 5d 2 6p, 5d6s6p, 4f6s 2 , 4f5d6s, 6s 2 6p odd-parity configurations, were adjusted, giving rise to standard deviations of 129 cm −1 and 173 cm −1 for even and odd parities, respectively, whether for HFR-NOPOL, HFR+CPOL1 or HFR+CPOL2 models.
Fully Relativistic Multiconfiguration Dirac-Hartree-Fock Calculations
In order to assess the reliability of the pseudo-relativistic Hartree-Fock computations described above, another theoretical method used in our work was the one implemented in the GRASP2K computer package [31] which uses the fully relativistic multiconfiguration Dirac-Hartree-Fock (MCDHF) method [32] .
In a first step, the 5d6s 2 , 5d 2 6s, 5d 2 7s, 5d 2 6d, 5d 3 , 5d6s7s, 4f6s6p even-parity configurations, and the 5d 2 6p, 5d 2 7p, 5d6s6p, 5d6s7p, 6s 2 6p, 6s 2 7p, 4f5d 2 , 4f6s 2 odd-parity configurations were chosen as multireference to optimize all the involved orbitals using the extended average level (EAL) option [31] . The valence-valence correlations were then taken into account by allowing single and double excitations from the multireference to 5d, 5f, 5g, 6s, 6p, 6d, 7s, 7p, 7d, 8s, 8p and 8d orbitals, giving rise to 20,265 CSFs. In this step, the additional 5f, 5g, 7d, 8s, 8p and 8d orbitals were first obtained by an EAL variational procedure, keeping frozen all the other orbitals, before re-optimizing all the orbitals together. Finally, the most important core-valence correlations were considered by including Figure 1 . Electron probability density (P nl 2 ) of the La IV ionic core in the ground configuration (5d6s 2 )
of neutral lanthanum. The value of the cut-off radius used in the HFR+CPOL2 calculations (r c = 1.20 a 0 ) is also shown in the figure. It represents the distance at which the electron probability density falls to 10 percent of its maximum value, as suggested in [29] .
Furthermore, in each of these three models, the calculated eigenvalues of the Hamiltonian were optimized to the observed energy levels via a well-established least-squares fitting procedure [23] in which all the experimentally known levels included in the NIST compilation [6] up to 32,140 cm −1 were included, most of the level values above that limit being affected by dubious or unknown assignments. It is worth mentioning that the newly identified even-parity level at 25,558.774 cm −1 (J = 3/2) [30] was also incorporated in the fitting process. For this level, the leading component (52%) was found to be 5d 3 2 D 3/2 , according to our calculations. In this semi-empirical procedure, some radial energy parameters, such as the average energies, Slater integrals, spin-orbit parameters and effective interaction parameters, characterizing the 5d6s 2 , 5d 2 6s, 5d 2 7s, 5d 2 6d, 5d 3 , 5d6s7s, 4f6s6p even-parity configurations, and the 5d 2 6p, 5d6s6p, 4f6s 2 , 4f5d6s, 6s 2 6p odd-parity configurations, were adjusted, giving rise to standard deviations of 129 cm −1 and 173 cm −1 for even and odd parities, respectively, whether for HFR-NOPOL, HFR+CPOL1 or HFR+CPOL2 models.
In a first step, the 5d6s 2 , 5d 2 6s, 5d 2 7s, 5d 2 6d, 5d 3 , 5d6s7s, 4f6s6p even-parity configurations, and the 5d 2 6p, 5d 2 7p, 5d6s6p, 5d6s7p, 6s 2 6p, 6s 2 7p, 4f5d 2 , 4f6s 2 odd-parity configurations were chosen as multireference to optimize all the involved orbitals using the extended average level (EAL) option [31] . The valence-valence correlations were then taken into account by allowing single and double excitations from the multireference to 5d, 5f, 5g, 6s, 6p, 6d, 7s, 7p, 7d, 8s, 8p and 8d orbitals, giving rise to 20,265 CSFs. In this step, the additional 5f, 5g, 7d, 8s, 8p and 8d orbitals were first obtained by an EAL variational procedure, keeping frozen all the other orbitals, before re-optimizing all the orbitals together. Finally, the most important core-valence correlations were considered by including the 5p → 4f, 5s → 5d single excitations, and the 5p 2 → 5d 2 , 5s 2 → 4f 2 , 5s5p → 4f5d double Atoms 2019, 7, 38 4 of 17 excitations within the relativistic configuration interaction (RCI) approximation. This led to a total number of 84,314 CSFs. In addition, higher-order relativistic effects, such as the transverse-photon Breit interaction, together with the leading quantum electrodynamics (QED) corrections due to self-energy and vacuum polarization effects [32] , were also incorporated in the calculations.
Results and Discussion
Radiative Lifetimes
In Table 1 , the calculated lifetime values, obtained using our three different HFR models, are compared with the available measurements performed by time-resolved laser-induced fluorescence spectroscopy (TR-LIF) for 96 odd-parity levels in La I. We note that the theoretical results are in satisfactory agreement with the most recent and the most accurate experimental data of Den Hartog et al. [22] , if we except the three levels at 17,947.13, 23,221.10 and 24,173.83 cm −1 for which large discrepancies, exceeding a factor of 3, are observed. This can be explained by the poor representation of these levels in our theoretical models, as evidenced by the rather bad agreement we found when comparing the calculated HFR Landé g-factors, i.e., g~1.06, 1.08, and 0.72, with the experimental values [6] , i.e., g = 1.516, 0.781, and 0.806, respectively. It is interesting to notice however that, for the level at 24,173.83 cm −1 , the lifetime computed by Karaçoban and Özdemir [15] , i.e., ô = 6.04 ns, is in better agreement with our values (ranging from 9.6 to 12.0 ns) than with the experimental one (35.9 ns). When looking into more details, and when excluding the three levels mentioned above from the comparison, the mean ratios are found to be ô(HFR-NOPOL)/ô(EXP [22] , where the uncertainty corresponds to the standard deviation from the average. Firstly, as expected, it is clear that the core-valence correlations play a non-negligible role, the calculated lifetimes increasing by about 15% when including core-polarization contributions. Secondly, it appears that the HFR+CPOL2 model gives the best overall agreement with the experimental radiative lifetimes [22] . This agreement is also better than the one obtained when comparing the theoretical lifetimes calculated by Biémont et al. [14] (for 17 levels) and by Karaçoban and Özdemir [15] (for 37 levels) to the experimental measurements. Indeed, in these two cases, the mean ratios ô(THEORY)/ô(EXP [22] ) are found to be equal to 0.98 ± 0.33 and 0.89 ± 0.47, respectively, the standard deviations (and therefore the scattering of results) being larger than the value obtained when using the HFR+CPOL2 model of the present work, which can thus be considered as the most reliable one. The comparison between the radiative lifetimes computed with the latter model and the TR-LIF experimental data of [22] is illustrated in Figure 2 .
Some other laser-induced fluorescence lifetime measurements were published before the work of Den Hartog et al. [22] . These data [14, 18, 20, 21] are also reported in Table 1 [20] being mainly due to the fact that many of the levels considered by these authors have rather long lifetimes (ô > 100 ns), which are more difficult to precisely determine both experimentally and theoretically.
Finally, let us note that the MCDHF lifetimes calculated in the present work are not listed in Table 1 because, for many levels (about 50%), either the identifications are rather difficult to unambiguously establish in the calculations (in particular for E > 26,000 cm −1 ), or most of the computed radiative decay rates are strongly affected by severe cancellation effects leading to very uncertain lifetimes (in particular for ô > 100 ns). It is useful to remind here that we have recently modified [33] the GRASP2K package to include the calculation of the cancellation factor (CF) as defined by Cowan [23] . Nevertheless, for clearly identified levels in our MCDHF calculations, it is interesting to point out that the theoretical lifetimes are generally slightly shorter than the experimental data of Den Hartog et al. [22] , just like when compared to our HFR+CPOL2 results, the mean ratios being found to This can be explained by the fact that core-valence interactions are taken into account more effectively by using the core-polarization corrections in the HFR method than by explicitly incorporating a limited set of core-excited configurations in the MCDHF model. lifetimes from Biémont et al. [14] ; e Experimental radiative lifetimes from Feng et al. [18] ; f Experimental radiative lifetimes from Yarlagadda et al. [20] ; g Experimental radiative lifetimes from Shang et al. [21] . Some other laser-induced fluorescence lifetime measurements were published before the work of Den Hartog et al. [22] . These data [14, 18, 20, 21] are also reported in Table 1 [20] being mainly due to the fact that many of the levels considered by these authors have rather long lifetimes (ô > 100 ns), which are more difficult to precisely determine both experimentally and theoretically.
Finally, let us note that the MCDHF lifetimes calculated in the present work are not listed in Table 1 because, for many levels (about 50%), either the identifications are rather difficult to unambiguously establish in the calculations (in particular for E > 26,000 cm −1 ), or most of the computed radiative decay rates are strongly affected by severe cancellation effects leading to very uncertain lifetimes (in particular for ô > 100 ns). It is useful to remind here that we have recently modified [33] the GRASP2K package to include the calculation of the cancellation factor (CF) as defined by Cowan [23] . Nevertheless, for clearly identified levels in our MCDHF calculations, it is interesting to point out that the theoretical lifetimes are generally slightly shorter than the experimental data of Den Hartog et al. [22] , just like when compared to our HFR+CPOL2 results, the mean ratios being found to be ô(MCDHF)/ô(EXP [22] ) = 0.85 ± 0.46 and ô(MCDHF)/ô(HFR+CPOL2) = 0.81 ± 0.43, respectively. This can be explained by the fact that core-valence interactions are taken into account more effectively by using the core-polarization corrections in the HFR method than by explicitly incorporating a limited set of core-excited configurations in the MCDHF model.
Oscillator Strengths and Transition Probabilities
In Table 2 , we give the oscillator strengths and transition probabilities computed in the present work using the HFR+CPOL2 model, and rescaled using the experimental wavelengths, for a set of 392 La I transitions with log gf-values greater than −1.0. These lines appear from the near-ultraviolet Comparison between the radiative lifetimes (ô) computed in the present work using the HFR+CPOL2 model and the most recent laser-induced fluorescence experimental measurements [22] . The dashed line indicates unity.
In Table 2 , we give the oscillator strengths and transition probabilities computed in the present work using the HFR+CPOL2 model, and rescaled using the experimental wavelengths, for a set of 392 La I transitions with log gf -values greater than −1.0. These lines appear from the near-ultraviolet to the mid-infrared spectral regions, more precisely from 317 to 7843 nm. The experimental data recently published by Den Hartog et al. [22] are also reported for comparison in the table. There are 165 common transitions between this latter work and ours. For about three-quarter of these transitions, we note an agreement better than a factor of two between our calculated oscillator strengths and the experimental values while, for somewhat more than a half of the lines, the discrepancies between both sets of results do not exceed 25%. This is illustrated in Figure 3 where the HFR+CPOL2 and experimental log gf -values are compared. It appears also that the calculated transition rates obtained in the present work can be considered as much more reliable than the theoretical data reported by Karaçoban and Özdemir [16] and Kurucz [8] , these latter data being found to disagree by more than a factor of 2 with the experimental oscillator strengths, as highlighted in Figures 2 and 3 of [22] .
Another interesting comparison is the one between the results obtained with the HFR+CPOL2 model and those deduced from our MCDHF computations, as described in Section 2.2. Such a comparison is shown in Figure 4 . In this case, the agreement between both sets of oscillator strengths is found to be good in view of the complexity of the La I atomic structure, the discrepancies not exceeding 30% for half of the transitions (within the limit log gf > −1) and being anyway not larger than a factor of two for 95% of the entire set of common lines. A comparable agreement is observed when comparing our MCDHF calculations to the experimental gf -values of Den Hartog et al. [22] , as illustrated in Figure 5 . It is however to be emphasized that, on average, the MCDHF oscillator strengths tend to be slightly larger (~10-15%) than the HFR+CPOL2 and the experimental data, for the same reason as the one discussed in Section 3.1. Another interesting comparison is the one between the results obtained with the HFR+CPOL2 model and those deduced from our MCDHF computations, as described in Section 2.2. Such a comparison is shown in Figure 4 . In this case, the agreement between both sets of oscillator strengths is found to be good in view of the complexity of the La I atomic structure, the discrepancies not exceeding 30% for half of the transitions (within the limit log gf > −1) and being anyway not larger than a factor of two for 95% of the entire set of common lines. A comparable agreement is observed when comparing our MCDHF calculations to the experimental gf-values of Den Hartog et al. [22] , as illustrated in Figure 5 . It is however to be emphasized that, on average, the MCDHF oscillator strengths tend to be slightly larger (~10-15%) than the HFR+CPOL2 and the experimental data, for the same reason as the one discussed in Section 3.1.
HFR+CPOL2 and experimental log
A more robust method of evaluating uncertainties in gf-and gA-values for each calculated transition, as described by Kramida [34] , is to plot the differences between theoretical and reference data (i.e., the experimental transition probabilities of Den Hartog et al. [22] in the present work) against the theoretical line strengths (S). Such a plot is given in Figure 6 for the results reported in Table 2 . From this figure, one can see that the entire range of calculated S-values can be divided into a few ranges, so that the average discrepancy is nearly constant in each range. Excluding a few Figure 3 . Comparison between the oscillator strengths (log gf ) computed in the present work using the HFR+CPOL2 model and the available experimental values [22] . The dashed line corresponds to a perfect agreement while the dotted lines correspond to a discrepancy of a factor of two on the gf -values. A more robust method of evaluating uncertainties in gf -and gA-values for each calculated transition, as described by Kramida [34] , is to plot the differences between theoretical and reference data (i.e., the experimental transition probabilities of Den Hartog et al. [22] in the present work) against the theoretical line strengths (S). Such a plot is given in Figure 6 for the results reported in Table 2 . From this figure, one can see that the entire range of calculated S-values can be divided into a few ranges, so that the average discrepancy is nearly constant in each range. Excluding a few outlying points shown in red in Figure 6 , the root-mean-square deviations in the quantity ln(gA EXP /gA HFR+CPOL2 ) are 0.13, 0.28, 0.42, and 0.69 for S > 30 a.u., S = 15-30 a.u., S = 4.3-15 a.u., and S < 4.3 a.u., respectively. This corresponds to average relative deviations of 13%, 32%, 53%, and 98% for gA values. These estimates can be reliably extrapolated to calculated transitions for which there are no experimental data for comparison. Thus, a reliable estimate of uncertainty can be given for each calculated gA value of Table 2 , even if there is no experimental data to compare with. From this evaluation, we found that among 227 transitions of Table 2 having no reference data, 8 calculated gA-values have an uncertainty of 13%, 19 have an uncertainty of 32%, 134 have an uncertainty of 53 %, and only 66 are affected by larger uncertainties. This allowed us to give an evaluation of the uncertainty for each computed transition rate reported in Table 2 , using the same code letter as the one usually employed in the NIST database [6] . The five abnormally deviating points shown in red in Figure 6 are probably due to insufficient accuracy of the calculated wavefunctions for the levels involved in the corresponding transitions. This was actually highlighted when comparing the calculated and experimental Landé g-factors for each upper odd level of these transitions, i.e., 23,303.26 (J = 7/2), 24,409.68 (J = 7/2), 24,639.26 (J = 3/2), 25,083.36 (J = 7/2), and 28,039.45 (J = 7/2) cm −1 , for which our g-values (g = 1.39, 1.34, 0.55, 1.22, and 1.04) showed rather large discrepancies with the experimental ones (g = 1.18, 1.16, 1.78, 1.38, and 1.14). a Air wavelengths deduced from the experimental energy levels. The conversion from vacuum to air wavelengths was obtained using the Edlén formula [35] ; b Experimental energy levels from [6] . and o stands for even and odd parities, respectively; c Calculated data from the HFR+CPOL2 model (see text). The letter g stands for the statistical weight (2J + 1) of the lower or the upper level for log gf and gA, respectively. The estimated uncertainties are indicated by the same code letter as the one used in the NIST database [6] , i.e., C+ (≤18%), C (≤25%), D+ (≤40%), D (≤50%) and E (>50%) (see text); d Experimental data from [22] .
Atoms 2019, 7, x FOR PEER REVIEW 18 of 20 Figure 5 . Comparison between the oscillator strengths (log gf) computed in the present work using the MCDHF model and the available experimental values [22] . The dashed line corresponds to a perfect agreement while the dotted lines correspond to a discrepancy of a factor of two on the gf-values. In summary, the oscillator strengths and transition probabilities computed in the present work using the HFR+CPOL2 model are expected to be accurate to within a factor of two for the vast majority of the La I spectral lines listed in Table 2 and even better than 30% for many of them. These new parameters thus represent the most reliable set of theoretical radiative rates produced up until now in lanthanum atom and can be considered as a valuable complement to the available experimental data [22] , in particular in the infrared region where the latter are very sparse.
Conclusions
New oscillator strengths and transition probabilities for 392 spectral lines of neutral lanthanum are reported in this work. They were deduced from moderately large-scale pseudo-relativistic Hartree-Fock (HFR) calculations including the most important intravalence and core-valence configuration interaction effects. The accuracy of the results was estimated to be better than a factor of two for the entire set of transitions and likely within 30% for many of them. This was assessed from detailed comparisons between different theoretical models based on the HFR and the multiconfiguration Dirac-Hartree-Fock (MCDHF) methods, on the one hand, and between the theoretical results and the available experimental data, on the other hand. Among the La I lines listed in the present paper, about 60% have gf -and gA-values determined for the first time.
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