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Preface
In 1997 the present authors published a review [BEL997b] that recapitulated
and developed classical theory of Abelian functions realized in terms of multi-
dimensional sigma-functions. This approach originated by K.Weierstrass and F.Klein
was aimed to extend to higher genera Weierstrass theory of elliptic functions based
on the Weierstrass σ-functions. Our development was motivated by the recent
achievements of mathematical physics and theory of integrable systems that were
based of the results of classical theory of multi-dimensional theta functions. Both
theta and sigma-functions are integer and quasi-periodic functions, but worth to
remark the fundamental difference between them. While theta-function are defined
in the terms of the Riemann period matrix, the sigma-function can be constructed
by coefficients of polynomial defining the curve. Note that the relation between
periods and coefficients of polynomials defining the curve is transcendental.
Since the publication of our 1997-review a lot of new results in this area ap-
peared (see below the list of Recent References), that promoted us to submit this
draft to ArXiv without waiting publication a well-prepared book. We comple-
mented the review by the list of articles that were published after 1997 year to
develop the theory of σ-functions presented here. Although the main body of this
review is devoted to hyperelliptic functions the method can be extended to an
arbitrary algebraic curve and new material that we added in the cases when the
opposite is not stated does not suppose hyperellipticity of the curve considered.
We already thankful to readers for comments relevant to the text presented,
in particular we thank to A.Nakayashiki [Nak08a], [Nak09] who noticed an error
in the formula illustrating algebraic representability of the σ-function in our short
note [BEL999] and corrected it in his publications.
We are grateful to our colleges discussion with whom influenced on the content
of our manuscript. They are: Ch.Athorne, V.Bazhanov, E.Belokolos, H.Braden,
B.Dubrovin, Ch. Eilbeck, J.Elgin, J.Harnad, H.Holden, E.Hackmann, B.Hartmann,
A.Hone, A.Fordy, A.Its, F. Gesztesy, J.Gibbons, T.Grava, V.Kagramanova, A.Kokotov,
D.Korotkin, I.Krichever, J.Kunz, C.La¨mmerzahl, Sh.Matsutani, S.Natanson, A.Na-
kayashiki, F.Nijhoff, S.Novikov, A.Mikhailov, Yo.Oˆnishi, M.Pavlov, E.Previato,
P.Richter, S.Novikov, V.Shramchenko, S.Shorina, A.Veselov.
The authors are grateful to ZARM, Bremen University, in particular to Pro-
fessor La¨mmerzahl for funding research/teaching visit of one from us (VZE) to
Bremen and Oldenburg Universities in April-July 2012, they also grateful to the
Department of Physics of University of Oldenburg and personally to Prof. J.Kunz
for the organizing in Oldenburg the research meeting at May 2012 of two from the
authors (VMB and VZE) when this version of the manuscript was prepared.
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Introduction
Starting point for this monograph was the approach developed in papers of
the authors [BEL997b, BEL997b, BEL999] where the Kleinian program of con-
struction of hypelliptic Abelian functions was modified and realized. Our approach
to the modified Kleinian program (see below) can be extended to wider classes of
algebraic curve. To demonstrate key ideas of the method that’s enough to consider
the non-degenerate hyperelliptic curve V ,
(0.1) V = {(y, x) ∈ C2 : y2 −
2g+2∑
i=0
λix
i = 0}
that yields the co-compact lattice Z2g ≃ ΓV ⊂ Cg and the compact variety
Cg/ΓV = Jac(V )
which is called Jacobian of the curve V . The varieties Jac(V ) associated to hyper-
elliptic curve represent important class of Abelian tori T gΛ that is associated to a
hyperelliptic curve.
Every Abelian variety represents compact variety T gΓ = C
g/Γ where Z2g ≃ Γ ⊂
Cg and Γ is the lattice satisfying Riemann conditions. Let complex g × 2g matrix
Ω is the matrix of rank g defining a basis in the lattice Γ through standard basis
Z2g ⊂ Cg. The matrix Ω called Riemann matrix if there exists a skew-symmetric
integral matrix J of rank 2g, called a principal matrix, such that
(0.2) ΩJTΩ = 0,
1
2i
ΩJTΩ > 0
the second condition means that the hermitian matrix 12iΩJ
TΩ is positive-definite.
The problem elimination of Jacobians Jac(V ) among Abelian varieties T gΓ is the well
known as the Riemann-Schottky problem. On every Abelian variety T gΓ defined θ-
function Θ(u; Γ). It is an integer function on Cg such that the functions
Pj1,...,jk(u,Γ) = −
∂k
∂uj1 , . . . , ∂ujk
ln Θ(u,Γ), k ≥ 2
are meromorphic functions on T gΓ and generate the whole field of meromorphic
functions on this variety. A natural problem arises - to describe properties of
Θ(u,Γ) in the case Γ = ΓV , the program to solve this problem was suggested by
S.P.Novikov (1979) that was realized by Shiota [Sh86], see also [Bea87].
Our approach to the problem of σ-function for hyperelliptic curves (0.1) can
be formulated as follows:
To built integer function σ(u;V ), u ∈ Cg such that:
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(i) In the expansion of σ(u;V ) into series in u the coefficients of monomials
ui11 · · ·uigg are polynomials in coefficients λk, k = 0..2g of the polynomial defining
the curve V
(ii) Functions PJ (u;V ), where J = (j1, . . . , jk), k ≥ 2 generate the whole field
of Abelian functions on Jac(V )
When such the function σ(u;V ) is built then according to the property (ii) it
can be expressed as
(0.3) σ(u;V ) = CeB(u,ΓV )θ(A(ΓV )u,ΓV )
where B(u; ΓV ) is a quadratic form with respect to the vector u = (u1, . . . , ug)
T
and non-degenerate matrix A(ΓV ) is non-degenerate matrix built by the period
lattice ΓV and V is a constant. But according to the property (ii) the expression
(0.3) distinguishes the functions Θ(u; ΓV ) and Θ(u; Γ), where Γ is a general lattice
of Abelian torus and ΓV is a lattice generated by the periods of the curve V .
That follows from (i) that the function σ(u;V ) is independent on the basis
choice. When the problem demands knowledge of solution dependence from coef-
ficients of the curve an answer in terms of σ(u;V ) has advantages in comparison
with Θ(u; ΓV ).
We already mentioned that the problem of construction of multi-dimensional
σ-functions is a classical one. In 1886 F.Klein suggested the following program:
Modify multi-dimensional function Θ(u; ΓV ) to obtain an entire function which
is
(1) independent on a basis in ΓV
(2) a covariant of Mo¨bius transformation of a curve V
Klein wrote at this subject papers [Kle886, Kle888, Kle890] and in the
foreword to the corresponding section of the 3-volumed collection of works [Kle923]
Klein estimated state of art with his program and resumed there that it was not
completely executed.
The claim (2) restricts realization of Klein’s program only to the case of hyper-
elliptic curves and even in this case appear artificial complications in the realization
of the key condition which we denoted above as (i). Klein called the cycle of his
works as “Ueber hyperelliptische Sigmafunctionen”. Basing on that we suggested
to call these functions as Klein functions in our preceding review [BEL997b].
H.F.Baker abandoned (2) and demonstrated that for g = 2 a theory of σ-
function can be constructed without any reference to θ-function [Bak903].
Development of the theory of hyperelliptic σ-functions is motivated both by the
problem that left classical science as well by requests of modern theories. These are
-Problems of the theory of hyperelliptic integrals, solving Jacobi inversion prob-
lem, differentiation of classical integrals and Abelian functions in branch points,
derivation of differential equations for Abelian functions, see in particular, Burkhardt
[Bur888], Wiltheiss [Wil888], Bolza [Bol895], Baker [Bak898, Bak903] and
others; the detailed bibliography may be found in [KW915].
- Problems of the modern theory of integrable systems, algebro-geomeric solu-
tions of integrable equations of mathematical physics, various problems of algebraic
geometry, theory of singularities of differential equations and singularity theory of
the algebraic maps. Various aspect these problems were discussed in the given
above list of Recent References.
The book is organized as follows
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In the Chapter 1 we present the approach which leads to the general notion
of σ-function. The important definitions of universal space and fiber bundle of the
Jacobians of Riemann surfaces of plane algebraic curves are given. We discuss the
general outline of the construction which is carried out in the next chapters.
The Chapter 2 is devoted to explicit realization of the fundamental hyperelliptic
σ-function. We provide necessary details from the theory of hyperelliptic curves
and θ-functions and fix notation, which is extensively used in the sequel. We give
here the exposition of the classical Theorems 2.3, 2.4 and 2.5 which constitute the
background of the theory of Kleinian functions.
In the Chapter 3 we derive the basic relations connecting the functions ℘gi and
their derivatives and find a basis set of functions closed with respect to differenti-
ations over the canonical fields ∂/∂ui. We use these results to construct solutions
of the KdV system and matrix families satisfying to the zero curvature condition.
Next, we find the fundamental cubic and quartic relations connecting the odd func-
tions ℘ggi and even functions ℘ij . We use these results to give the explicit solution
of the “Sine-Gordon”.
We start the Chapter 4 with an analysis of the fundamental cubic and quartic
relations. The results of this analysis lead to the explicit matrix realization of
hyperelliptic Jacobians Jac(V ) and Kummer varieties Kum(V ) of the curves V with
the fixed branching point e2g+2 = a = ∞. Next we describe a dynamical system
defined on the universal space of the Jacobians of the Riemann surfaces of the
canonical hyperelliptic curves of genus g such that trajectories of its evolution lay
completely in the fibers of the universal bundle of canonical hyperelliptic Jacobians.
We apply the theory developed to construct systems of linear differential operators
for which the hyperelliptic curve V (y, x) is their common spectral variety.
The Chapter 5 is based on some of our most recent results and contains the
explicit expression of the ratio σ(u+v)σ(u−v)σ(u)2σ(v)2 as a polynomial on ℘i,j(u) and ℘i,j(v)
for the cases of arbitrary genus. We briefly discuss an application of this result to
the addition theorems for Kleinian functions.
The Chapter 6 contains a short introduction to the theory of reduction of theta-
functions and Abelian integrals to lower genera. The Weierstrass-Poincare´ theorem
on the complete reducibility is formulated there. The case of genus two curves
and reduction of associated theta-function to Jacobian theta’s and holomorphic
integrals to elliptic integrals is considered in mere details. In particular, we are
discussing Humbert variety and relevant reductions of Abelian functions to elliptic
functions.
The Chapter 7 discussed the class polynomials that satisfy an analog of Rie-
mann vanishing theorem It is shown there that these polynomials are completely
characterized by this property. By rational analogs of Abelian functions we mean
logarithmic derivatives of orders ≥ 2 of these polynomials. We call the polynomi-
als thus obtained the Schur–Weierstrass polynomials because they are constructed
from classical Schur polynomials, which, however, correspond to special partitions
related to Weierstrass sequences. Since a Schur polynomial corresponding to an
arbitrary partition leads to a rational solution of the Kadomtsev–Petviashvili hier-
archy, the problem of connecting the above solutions with those defined in terms of
Abelian functions on Jacobians naturally arose.Our results open the way to solve
this problem on the basis of the Riemann vanishing theorem.
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The Chapter 8 considers subvarieties of the Jacobian - theta (sigma)-divisor
and its lower dimension strata. We describe analytically embedding of hyperelliptic
curve into Jacobian in terms of derivatives of sigma-functions. Using these formulae
we construct inversion of one hyperelliptic integral. Restriction of KdV flow on the
strata of theta-divisor are also considered here and the cases of hyperelliptic curves
of genera two and three are discussed in more details. As am example of application
of the method developed the integration of double pendulum dynamics is considerd.
In the Chater 9 a wide class of models of plane algebraic curves, so-called (n, s)-
curves. The case (2, 3) is the classical Weierstrass model of an elliptic curve. On
the basis of the theory of multivariative σ function, for every pair of coprime n and
s we obtain an effective description of the Lie algebra of derivation of the field of
fiberwise Abelian functions defined on the total space of the bundle whose base is
the parameter space of the family of nondegenerate (n, s)-curves and whose fibers
are the Jacobi varieties of these curves. The essence of the method is demonstrated
by the example of Weierstrass elliptic functions. Details are given for the case
of a family of genus 2 curves. It is also considered in this chapter the system of
heat equations in a nonholonomic frame and the solution in terms of σ-functions of
Abelian tori is found. As a corollary the generators of a ring differential operators
annihilating the σ-function of plane algebraic curves are described.
The Chapter 10 considers the algebro-geometric τ function and presents its ex-
pression into correspondence to a member of integrable hierarchy a Young diagram.
The differential equations in this approach follows from the Plu¨cker relation associ-
ated to the given Young diagram. As examples hyperelliptic genust two curve and
trigonal genus three curve are considered. The τ -functional method is compared
with residual derivation of integrable equations as well be means of Hirota bilinear
relations.
In the Chapter 11 Abelian Bloch solutions of the 2d Schro¨dinger equations
are studied using the Kleinian functions of genus 2. The associated spectral prob-
lem leads to the fixed energy level which geometric sence we are clarifying. The
main result of this chapter is the addition theorem for Baker function on Jacobian.
Spectral problems on reducible and degenerate Jacobians are discussed.
In the Chapter 12 we are considering the Baker-Akhiezer function within Krichever
theory. We first introduce so-called muster function as a solution of the Schro¨dinger
equation with finite-gap potential and then construct degenerate Baker-Akhiezer
function. Baker-Akhiezer-Krichever function is introduce as the quotient of of the
two last ones.
In the Chapter 13 we are considering the trigonal curve that belongs to the
family of (3, s)-curves. We are showing that the most part of theory that was
developed for hyperelliptic curves can be extended to this case. To this end we in-
troduce trigonal σ-function and correspondinf multi-dimensional ℘-functions. The
Jacobi inversion problem is solved in these coordinate, also embedding of Jacobi
variety into projective space is described as an algebraic variety that coordinates
are trigonal ℘-functions. As an application show that partial differential equa-
tion from the Boussinesq hierarchy naturaly arise as differential relations between
℘-functions.
The Appendices contain elements of handbooks for the Abelian functions of
genera two and three.
CHAPTER 1
General construction
In this chapter we present the general outline of the construction which leads to
σ-function. Necessary details about θ-functions may be found in e.g. [Mum984,
Igu972, Con956, Mar979, Kra903, Bak897], the bibliography of classical lit-
erature may be found in [KW915].
1.1. Universal bundle of Abelian varieties
Let Hn be a n-dimensional linear space over the quaternions H. Fixing an
isomorphism Hn ∼= Cn×Cn let us write vectors from Hn in the form of row vectors
v = (v1,v2), where v1,v2 ∈ Cn. For g ∈ Sp(n,Z) let us put g =
(
aT bT
cT dT
)
where
a, b, c, d ∈ GL(n,Z), then
det g = 1, and g
(
0 −1n
1n 0
)
gT =
(
0 −1n
1n 0
)
.
Let us fix the following right action of the group Sp(n,Z) on Hn
(1.1) v · g = (v1d+ v2c,v1b+ v2a),
in matrix notation
(1.2) v · g = (v1,v2)
(
0 1n
1n 0
)
gT
(
0 1n
1n 0
)
.
The right action of the translations group Zn × Zn we write in the form
(1.3) v ·
(
m
m′
)
= (v1 +m
T ,v2 +m
′T ).
Let us denote by AH(n,Z) the subgroup in the motion group of H
n generated by
Sp(n,Z) and Zn × Zn. This group, AH(n,Z) is an analogue of the affine group. It
is the extension Sp(n,Z) by Zn × Zn, i.e. there is an exact sequence:
0→ Zn × Zn i→ AH(n,Z) π→ Sp(n,Z)→ 0,
where i is the canonical embedding, and the projection π projects an affine trans-
formation γ ∈ AH(n,Z) to the corresponding rotation π(γ) ∈ Sp(n,Z), i.e.
(1.4) π(γ) : v · π(γ) = v · γ − 0 · γ.
This extension corresponds to the following action of the group Sp(n,Z) by auto-
morphisms of the group Zn × Zn(
m
m′
)
· g =
(
m̂
m̂
′
)
=
(
dTm+ cTm′
bTm+ aTm′
)
.
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Let us recall the notion of the Siegel upper half-space. It is the space of matrices
Sn
Sn = {τ ∈ GL(n,C) | τT = τ, Im(τ) — positively defined}.
We introduce an extension of the Sn, which we denote S ′n. It is the space of n×2n-
matrices (2ω, 2ω′), such that their columns are independent over R, matrices ω and
ω′ satisfy the equation
(1.5) ω′ωT − ωω′T = 0,
det(ω) 6= 0 and τ = ω−1ω′ ∈ Sn. Such matrices (2ω, 2ω′) ∈ S ′n generate so called
principally polarized lattices in Cn. There is a natural projection to the Siegel half-
space πs : S ′n → Sn : πs(ω, ω′) = ω−1ω′ and embedding is : Sn → S ′n : is(τ) =
(1n, τ).
Action (1.1) induces the right action of the group Sp(n,Z) on S ′n:
(1.6) (ω, ω′) · g = (ω̂, ω̂′) = (ωd+ ω′c, ωb+ ω′a),
which under the projection πs : S ′n → Sn comes to the canonical right action of the
Sp(n,Z) on the upper Siegel half-space:
πs((ω, ω
′) · g) = πs(ω̂, ω̂′) = (ωd+ ω′c)−1(ωb+ ω′a) = (d+ τc)−1(b+ τa).
So the canonical action of the Sp(n,Z) on Sn is decomposed to the composition
τ · g = πs(is(τ) · g).
Let us consider spaces Un = Cn × Sn and U ′n = Cn × S ′n . The action (1.6) of
the group Sp(n,Z) on S ′n extends to the right action of the group AH(n,Z) on U ′n
in the following way.
Let (z, ω, ω′) ∈ U ′n and γ =
(
g, (mm′)
) ∈ AH(n,Z) then
(1.7) (z, ω, ω′) · γ = (z + 2ω̂m+ 2ω̂′m′, ω̂, ω̂′),
that is, the subgroup Zn × Zn acts on U ′n by transformations
(
12n, (
m
m′)
)
:
(1.8) (z, ω, ω′) 7→ (z + 2ωm+ 2ω′m′, ω, ω′)
and the modular subgroup Sp(n,Z) as
(
g, (00)
)
:
(1.9) (z, ω, ω′) 7→ (z, ω̂, ω̂′) = (z, ωd+ ω′c, ωb+ ω′a).
The projection πs : S ′n → Sn extends to the projection π˜s : U ′n → Un by the
formula
π˜s(z, ω, ω
′) = (ω−1z, ω−1ω′)
and the embedding is : Sn → S ′n extends to the embedding i˜s : Un → U ′n according
to the formula
i˜s(z, τ) = (z, 1, τ).
It is clear that π˜s i˜s = id.
Definition 1.1. Factor-space UT ′n = U ′n/AH(n,Z) is called the universal space
of n-dimensional principally polarized Abelian varieties.
Factor-space UM′n = S ′n/AH(n,Z) is called the space of moduli of n-dimensional
principally polarized Abelian varieties.
Canonical projection U ′n → S ′n induces the projection of factor-spaces p :
UT ′n → UM′n. The triple (UT ′n,UM′n, p) is called the universal bundle of n-
dimensional principally polarized Abelian varieties.
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By construction, the fiber p−1(m) over a point m ∈ UM′n is an n-dimensional
principally polarized Abelian variety, which is a factor of the space Cn over the
lattice generated by the columns of a matrix (ω, ω′) belonging to the equivalence
class of m.
1.2. Construction of σ-functions
For a point t = (z, ω, ω′) let us define so called characteristic by the mapping
char : U ′n → Rn × Rn : (z, ω, ω′) 7→ [ǫ]
according to equation
z = 2(ω, ω′)[ǫ],
which uniquely defines [ǫ] due to the linear independence of the columns of matrices
ω and ω′ over R.
The characteristics [ǫ] =
[
ǫ
ǫ′
]
∈ 12Zn × 12Zn ⊂ Rn × Rn are called half-integer.
Half-integer characteristic is even or odd whenever 4ǫT ǫ′ is even or odd. Set of half-
integer characteristics is divided into classes modulo Zn × Zn. Among 4n classes
of half-integer characteristics there are 2n−1(2n + 1) even classes and 2n−1(2n − 1)
odd classes.
Define on U ′n the θ–function with characteristic, as a function
θ[ε] : U ′n → C
given by the convergent Fourier series
(1.10) θ[ε](z, ω, ω′) =
∑
m∈Zn
expπi
{
(m+ ε′)Tω−1ω′(m+ ε′)
+ (ω−1z + 2ε)T (m+ ε′)
}
,
for any vector [ε] = (ε, ε′)T ∈ Rn × Rn.
This vector [ε] is called the characteristic of θ–function. As a function of z the
θ-function with odd characteristic is odd and even with even characteristic.
Under translations (1.8) the function θ[ε] transforms according to
θ[ε](z + 2ωm+ 2ω′m′, ω, ω′) =
exp
{−πi[m′T (ω−1z +m′)−mTε′ +m′T ε]}θ[ε](z, ω, ω′).(1.11)
Under the action (1.9) of Sp(n,Z) the function θ[ε] is taken to θ[εˆ], the trans-
formed characteristic is given by
(1.12) [εˆ] =
(
d −c
−b a
)
[ε] +
1
2
[
diag(cTd)
diag(aT b)
]
.
The complete rule of transformation is
(1.13) θ[εˆ](z, ω̂, ω̂′) = (det(ω−1ω̂))1/2exp
{
πi
4
zT (ωT )−1c ω̂−1z
}
θ[ε](z, ω, ω′),
Now we are going to construct such a modification of θ[ε] that it has as sim-
ple transformation rules under action (1.9) as possible. Indeed, by (1.13) the
(det(ω))−1/2θ[ε] under (1.9) goes to (det(ω))−1/2θ[ε] and acquires a factor
exp
{
πi
4
zT (ωT )−1c ω̂−1z
}
.
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To get rid of this factor we need to find a n×nmatrix κ such that it transforms under
(1.9) as κ→ κ̂ and satisfies κ−κ̂ = πi4 (ωT )−1c ω̂−1, then (det(ω))−1/2exp
{
zTκz
}
θ[ε]
will be taken by (1.9) just to
(det(ω̂))−1/2exp
{
zT κ̂z
}
θ[ε̂].
To do this we need to introduce so called associated matrices.
A matrix (η, η′) which for the given (ω, ω′) ∈ S ′n satisfies
(1.14)
(
ω ω′
η η′
)(
0 −1n
1n 0
)(
ω ω′
η η′
)T
= −1
2
πi
(
0 −1n
1n 0
)
,
is called associated to (ω, ω′). An associated matrix is not unique. In fact, (1.14)
is equivalent to equations
ω′ωT − ωω′T = 0, η′ωT − ηω′T = −πi
2
1n, η
′ηT − ηη′T = 0
first of these equations is satisfied due to (1.5), to solve the rest take arbitrary
matrix κ 6= 0n and put η(κ) = 2κω and η′(κ) = 2κω′ − πi2 (ωT )−1, then the rest
of equations are equivalent to (1.5). So for any nonzero κ1 and κ2 both matrices
(η(κ1), η
′(κ1)) and (η(κ2), η
′(κ2)) are associated to (ω, ω
′).
Under the action of (1.9) an associated matrix is taken to associated, i.e. (η̂, η̂′)
and (ω̂, ω̂′) satisfy to (1.14). An associated matrix (η, η′) transforms as
(η̂, η̂′) = (ηd+ η′c, ηb+ η′a).
Lemma 1.0.1. For any associated matrix (η, η′) the matrix κ = 12ηω
−1 trans-
forms by
(1.15) κ̂ = κ − πi
4
(ωT )−1c ω̂−1.
under the action of Sp(n,Z).
Proof. Taking into account the relation η′ = 2κω′ − πi2 (ωT )−1 we have
κ̂ =
1
2
η̂(ω̂)−1 =
1
2
(ηd + η′c)(ω̂)−1 = (κωd + κω′ c− πi
4
(ωT )−1 c)(ω̂)−1
=κ(ωd+ ω′ c)(ω̂)−1 − πi
4
(ωT )−1 c(ω̂)−1 = κ − πi
4
(ωT )−1 c(ω̂)−1.

Now we can give
Definition 1.2. Fix some matrix (η, η′) associated to (ω, ω′) ∈ S ′n, then σ[ε]–
function with characteristic is the function
σ[ε] : U ′n → C
defined by formula
σ[ε](z, ω, ω′) =
C(ω, ω′)√
det(ω)
exp{1
2
zT ηω−1z} θ[ε](z, ω, ω′),
where C(ω, ω′) is an invariant with respect to Sp(n,Z).
From (1.11) and (1.13) we deduce
Theorem 1.1. The σ[ε]–functions has the following transformation properties:
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• Translations: put
E(m,m′) = ηm+ η′m′, and Ω(m,m′) = ωm+ ω′m′,
where m,m′ ∈ Zn, then
σ[ε](z + 2Ω(m,m′), ω, ω′) = exp
{
2ET (m,m′)
(
z +Ω(m,m′)
)}
× exp{−πimTm′ − 2πiεTm′}σ[ε](z, ω, ω′)
• Modular transformations:
σ[ε̂](z, ω̂, ω̂′) = σ[ε](z, ω, ω′),
where
ω̂ = ωd+ ω′c, ω̂′ = ωb+ ω′a
η̂ = ηd+ η′c, η̂′ = ηb + η′a
and [ε] is transforming to [ε̂] according to (1.12).
As the transformation (1.12) takes half-integer characteristics to half-integer,
we obtain
Corollary 1.1.1. The set
{
σ[ε] | [ε] ∈ 12Zn × 12Zn
}
is taken by (1.9) to itself.
1.3. σ-functions on Jacobians
There is an important particular case when matrices (2ω, 2ω′) appear as period
matrices of holomorphic differentials on the Riemann surface V of a plane algebraic
curve V (x, y) of genus n:
V (x, y) = {(x, y) ∈ C2 | f(x, y) = 0},
where f(x, y) is a polynomial of two variables over C. The basis in the 1-dimensional
cohomology group H1(V,C) consists of n holomorphic differentials
duT = (du1, . . .dun).
The differentials duk may be always chosen in the form
(1.16) duk =
φk(x, y)dx
∂
∂yf(x, y)
,
where φk(x, y) are polynomials which are defined by f(x, y).
Let (a,b) be a basis of cycles in H1(V,Z) with intersections ai◦ak = 0, bi◦bk = 0
and ai ◦ bk = −bk ◦ ai = 1. Canonical coupling H1(V,C) × H1(V,Z) → S ′n defines
a matrix (
{
∮
ai
duj}, {
∮
bi
duj}
)
i,j=1,...,n
= (2ω, 2ω′),
and in such a way gives rise to a special subspace of S ′n which we will denote J ′n.
Now let us restrict our construction to the subspace UJ ′n = Cn × J ′n ⊂ U ′n.
The subspace J ′n ∈ S ′n is closed with respect to the action of the group AH(n,Z).
Definition 1.3. Factor-space JM′n = J ′n/AH(n,Z) is called the space of mod-
uli of the Jacobians of the Riemann surfaces of the plane algebraic curves of genus
n.
Bundle pJ : JT ′n → JM′n induced by the embedding JM′n ⊂ UM′n is called
the universal bundle of the Jacobians of the Riemann surfaces of the plane algebraic
curves of genus n.
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The space J T ′n of this bundle is called universal space of the Jacobians of the
Riemann surfaces of the plane algebraic curves of genus n.
Remark, that on V , for a given set of basis holomorphic differentials (1.16), it
always possible to construct the associated set of basis meromorphic differentials,
i.e. to find such polynomials gk(x, y) that differentials
(1.17) drT = (dr1, . . . drn), drk =
gk(x, y)dx
∂
∂yf(x, y)
,
have the period matrix
(2η, 2η′) =
(
{−
∮
ai
drj}, {−
∮
bi
drj}
)
i,j=1,...,n
,
which differs only by factor 2 from the matrix (η, η′) associated to (ω, ω′).
There is another circumstance to be taken into account, if we fix (ω, ω′), then
in UJ ′n there is a distinguished class of half-integer characteristics, the character-
istics of the vector of Riemann constants (relatively (ω, ω′)), which under modular
transformations goes to the vector of Riemann constants (relatively (ω̂, ω̂′)). If we
claim that the origin of the lattice generated by (1.8) is shifted by the vector of
Riemann constants, then there will appear an “unmovable” with respect to (1.9)
class of characteristics — the origin. Summarizing, we have
Definition 1.4. The fundamental Abelian σ–function is a function
σ : UJ ′n → C
defined by the formula
(1.18) σ(z, ω, ω′) =
1
4
√
D(V )
√
πg
det(ω)
exp{ 12zT ηω−1z} θ[εR](z, ω, ω′),
where the characteristic [εR] is the characteristic of the vector of Riemann constants,
the function D(V ) is the discriminant of the defining equation f(x, y) = 0 of the
curve V .
For the fundamental Abelian σ–function we have:
σ(z, ω, ω′) = σ(z, ω̂, ω̂′),
moreover, any second logarithmic derivative of σ-function is an automorphic func-
tion with respect to the action (1.7), namely, let
℘ij(z, ω, ω
′) = − ∂
2
∂zi∂zj
lnσ(z, ω, ω′),
then ∀ γ ∈ AH(n,Z)
℘ij((z, ω, ω
′) · γ) = ℘ij(z, ω, ω′).
Proposition 1.2. Functions ℘i,k where i, k = 1, . . . , n as functions of (z, ω, ω
′)
define the functions on the universal space of the Jacobians J T ′n, as functions of z
at fixed (ω, ω′) they define Abelian, i.e. 2n-periodic meromorphic, functions on the
Jacobian of the Riemann surface of the underlying plane algebraic curve V (x, y).
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We aim to study properties of the ℘-functions, in order to benefit on use of
them in applications. For this we need such a realization of the fundamental σ-
function, which relates the objects involved to modular invariants, i.e. constants
in the equation f(x, y) = 0 defining the curve. The polynomials {φk}k=1,...,n and
{gk}k=1,...,n in (1.16) and (1.17), in turn, substantially depend on the form of the
equation f(x, y) = 0. A certain ambiguity, still remaining in the construction of
the polynomials gk, is removed once we fix a very important object — the global
2-differential of second kind. The required shift of origin of lattices, discussed
above, is achieved by special choice of the base divisor of the Abel map, so that the
vector of Riemann constants has effectively zero coordinates. The σ-function thus
obtained is related rather to the algebraic curve V (x, y) than to the lattice (ω, ω′).
In following sections we explicitly carry out all the stages of this construction
for the case of the hyperelliptic defining equation.
In the hyperelliptic case the subspace H′n ⊂ J ′n ⊂ U ′n of hyperelliptic period
matrices (ω, ω′) is closed with respect of the action of the group AH(n,Z). The
moduli space of hyperelliptic Jacobians HM′n ⊂ JM′n ⊂ UM′n, the universal
space of hyperelliptic Jacobians HT ′n ⊂ JT ′n ⊂ UT ′n and the universal bundle of
hyperelliptic Jacobians are defined analogously to the Definition 1.3.
1.4. Remarks
For the first time, the equation (1.14) in the context of the theory of Abelian
integrals appeared in the seminal papers by Weierstrass [Wei849, Wei854] and is
the generalization of Legendre relation for periods of complete elliptic integrals1,
η′ω − ω′η = −πi
2
.
To conclude this chapter, consider the classical example. The fundamental
σ–function in the elliptic case n = 1 is the Weierstrass σ–function
σ(z, ω, ω′) =
√
π
ω
1
8
√
∆
exp
( η
2ω
z2
)
ϑ1(v|τ),
where
v =
z
2ω
, τ =
ω′
ω
The defining equation of the elliptic curve V in this case is
f(x, y) = y2 − 4(x− e1)(x − e2)(x− e3), e1 + e2 + e3 = 0,
and its discriminant D(V ) =
√
∆, where
∆ = 16(e1 − e2)2(e2 − e3)2(e1 − e3)2.
Due to the condition e1 + e2 + e3 = 0 the expansion of σ(z) has the form:
σ(z) = z +O(z5).
The Weierstrass ℘(z, ω, ω′)–function is an automorphic function of the group
AH(1,Z).
1Here we abide by the standard notation of the theory of elliptic function [BE955]

CHAPTER 2
Hyperelliptic σ–functions
For the detailed exposition of the material concerning curves and θ-functions
on the Jacobians see e.g. [GH978, Mum975, Bak897, FK980, Fay973]; on the
classical background of the σ-functions see in [Kle888]; for the detailed account of
the genus 2 σ-functions and related topics see Part 1 of the monograph [Bak907].
2.1. Hyperelliptic curves
The set of points V (y, x) satisfying the
y2 =
2g+2∑
i=0
λix
i = λ2g+2
2g+2∏
k=1
(x− ek) = f(x)(2.1)
is a model of a plane hyperelliptic curve of genus g, realized as a 2–sheeted covering
over Riemann sphere with the branching points e1, . . . , e2g+2. The form of the
defining equation such that λ2g+2 = 0 (this means that e.g. e2g+2 =∞), λ2g+1 = 4
and λ2g = 0 is called a canonical form. Any defining equation can be reduced to
the canonical form by a rational transformation.
Any pair (y, x) in V (y, x) is called an analytic point; an analytic point, which
is not a branching point is called a regular point. The hyperelliptic involution φ( )
(the swap of the sheets of covering) acts as (y, x) 7→ (−y, x), leaving the branching
points fixed.
To make y the single valued function of x it suffices to draw g+1 cuts, connecting
pairs of branching points ei—ei′ for some partition of {1, . . . , 2g + 2} into the set
of g + 1 disjoint pairs i, i′. Those of ej , at which the cuts start we will denote ai,
ending points of the cuts we will denote bi, respectively; except for one of the cuts
which is denoted by starting point a and ending point b. In the case λ2g+2 7→ 0
this point a 7→ ∞. We assume the branching points to be numbered so that
e2n = an, e2n−1 = bn, n = 1, . . . g;
e2g+1 = b, e2g+2 = a
with no loss of generality.
The equation of the curve, in case λ2g+2 = 0 and λ2g+1 = 4 can be rewritten
as
y2 = 4P (x)Q(x),(2.2)
P (x) =
∏g
i=1(x− ai), Q(x) = (x− b)
∏g
i=1(x− bi).
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Figure 1. A homology basis on a Riemann surface of the hyperel-
liptic curve of genus 5 with the real branching points e1, . . . , e12 = a
(upper sheet). The cuts are drawn from e2i−1 to e2i for i = 1, . . . , 6.
The a–cycles are completed on the lower sheet (the picture on lower
sheet is just flipped horizontally).
The local parametrization of the point (y, x) in the vicinity of a point (w, z):
x = z +

ξ, near regular point (±w, z);
ξ2, near branching point (0, ei);
1
ξ , near regular point (±∞,∞);
1
ξ2 , near branching point (∞,∞)
provides the structure of the hyperelliptic Riemann surface — a one-dimensional
compact complex manifold. We will employ the same notation for the plane curve
and the Riemann surface — V (y, x) or V . All the curves and Riemann surfaces
through the paper are assumed to be hyperelliptic, if the converse not stated.
A marking on V (y, x) is given by the base point x0 and the canonical basis of
cycles (a1, . . . , ag; b1, . . . , bg) — the basis in the group of one-dimensional homolo-
gies H1(V (y, x),Z) on the surface V (y, x) with the symplectic intersection matrix
I =
(
0 −1g
1g 0
)
, here 1g denotes the unit g × g–matrix.
2.2. Differentials
Traditionally three kinds of differential 1–forms are distinguished on a Riemann
surface. They are holomorphic differentials or differentials of the first kind, differ-
entials of the second kind, which have only poles with zero residues and differentials
of the third kind which have only first order singularities (locally) and zero total
residue. Any algebraic differential on V can be presented as a linear combination
of the differentials of three kinds.
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Let dΩ1(x) and dΩ2(x) be arbitrary differentials on V , then the Riemann bi-
linear relation holds∫
∂V
dΩ1(x)
∫ x
x0
dΩ2(x
′) =
g∑
i=1
[∮
ai
dΩ1(x)
∮
bi
dΩ2(x
′)
−
∮
bi
dΩ1(x)
∮
ai
dΩ2(x
′)
]
,(2.3)
where ∂V is the boundary of the fundamental domain, the one-connected domain
which is obtained by cutting the surface along all the cycles of the homology basis.
Below we give explicit construction for differentials on V .
2.2.1. Holomorphic differentials. Holomorphic differentials or the differen-
tials of the first kind, are the differential 1–forms du, which can be locally given as
du = (
∑∞
i=0 αiξ
i)dξ in the vicinity of any point (y, x) with some constants αi ∈ C.
It can be checked directly, that forms satisfying such a condition are all of the form∑g−1
i=0 βix
i dx
y . Forms {dui}gi=1,
(2.4) dui =
xi−1dx
y
, i = 1, . . . , g
are the set of canonical holomorphic differentials in H1(V,C). The g× g–matrices
of their a and b–periods,
2ω =
(∮
ak
dul
)
k,l=1,...,g
, 2ω′ =
(∮
bk
dul
)
k,l=1,...,g
are non-degenerate. Under the action of the transformation (2ω)−1 the vector
du = (du1, . . . , dug)
T maps to the vector of normalized holomorphic differentials
dv = (dv1, . . . , dvg)
T — the vector in H1(V,C) to satisfy the conditions
∮
ak
dvk =
δkl, k, l = 1 . . . , g.
Let us denote by Jac(V ) the Jacobian of the curve V , i.e. the factor Cg/Γ,
where Γ = 2ω⊕2ω′ is the lattice generated by the periods of canonical holomorphic
differentials.
Divisor D is a formal sum of subvarieties of codimension 1 with coefficients
from Z. Divisors on Riemann surfaces are given by formal sums of analytic points
D = ∑ni mi(yi, xi), and degD = ∑ni mi. The effective divisor is such that mi >
0∀i.
Let D be a divisor of degree 0, D = X − Z, with X and Z — the effective
divisors deg X = deg Z = n presented by X = {(y1, x1), . . . , (yn, xn)} and Z =
{(w1, z1), . . . , (wn, zn)} ∈ (V )n, where (V )n is the n–th symmetric power of V .
The Abel map
A : (V )n → Jac(V )
puts into correspondence the divisor D, with fixed Z, and the point u ∈ Jac(V )
according to the
(2.5) u =
∫ X
Z
du, or ui =
n∑
k=1
∫ xk
zk
dui, i = 1, . . . , g.
The Abel’s theorem says that the points of the divisors Z and X are respectively
the poles and zeros of a meromorphic function on V (y, x) if and only if
∫ X
Z du = 0
mod Γ. The Jacobi inversion problem is formulated as the problem of inversion of
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the map A, when n = g the A is 1→ 1, except for so called special divisors. In our
case special divisors of degree g are such that at least for one pair j and k ∈ 1 . . . g
the point (yj , xj) is the image of the hyperelliptic involution of the point (yk, xk).
2.2.2. Meromorphic differentials. Meromorphic differentials or the differ-
entials of the second kind, are the differential 1-forms dr which can be locally given
as dr = (
∑∞
i=−k αiξ
i)dξ in the vicinity of any point (y, x) with some constants αi,
and α(−1) = 0. It can be also checked directly, that forms satisfying such a condi-
tion are all of the form
∑g−1
i=0 βix
i+g dx
y ( mod holomorphic differential) . Let us
introduce the following canonical Abelian differentials of the second kind
(2.6) drj =
2g+1−j∑
k=j
(k + 1− j)λk+1+j x
kdx
4y
, j = 1, . . . , g.
We denote their matrices of a and b–periods,
2η =
(
−
∮
ak
drl
)
k,l=1,...,g
, 2η′ =
(
−
∮
bk
drl
)
k,l=1,...,g
.
2.2.3. Fundamental 2–differential of the second kind. For any pair of
analytic points {(y1, x1), (y2, x2)} ∈ (V )2 we introduce function F (x1, x2) defined
by the conditions
(i). F (x1, x2) = F (x2, x1),
(ii). F (x1, x1) = 2f(x1),
(iii).
∂F (x1, x2)
∂x2
∣∣
x2=x1
=
df(x1)
dx1
.(2.7)
Such F (x1, x2) can be presented in the following equivalent forms
F (x1, x2) = 2y
2
2 + 2(x1 − x2)y2
dy2
dx2
+ (x1 − x2)2
g∑
j=1
xj−11
2g+1−j∑
k=j
(k − j + 1)λk+j+1xk2 ,(2.8)
F (x1, x2) = 2λ2g+2x
g+1
1 x
g+1
2
+
g∑
i=0
xi1x
i
2(2λ2i + λ2i+1(x1 + x2)).(2.9)
Properties (2.7) of F (x1, x2) permit to construct the global Abelian 2–differen-
tial of the second kind with the unique pole of order 2 along x1 = x2 :
(2.10) dω̂(x1, x2) =
2y1y2 + F (x1, x2)
4(x1 − x2)2
dx1
y1
dx2
y2
,
which expands in the vicinity of the pole as
dω̂(x1, x2) =
(
1
(ξ − ζ)2 +O(1)
)
dξdζ,
where ξ and ζ are the local coordinates at the points x1 and x2 correspondingly.
Using the (2.8), rewrite the (2.10) in the form
(2.11) dω̂(x1, x2) =
∂
∂x2
(
y1 + y2
2y1(x1 − x2)
)
dx1dx2 + du
T (x1)dr(x2),
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where the differentials du, dr are as above. So, the periods of this 2-form (the double
integrals
∮ ∮
ω̂(x1, x2)) are expressible in terms of (2ω, 2ω
′) and (−2η,−2η′), e.g.,
we have for a–periods:{∮
ai
∮
ak
ω̂(x1, x2)
}
i,k=1,...,g
= −4ωTη.
Lemma 2.0.1. 2g × 2g–matrix m =
(
ω ω′
η η′
)
satisfies to
(2.12) m
(
0 −1g
1g 0
)
mT = −1
2
πi
(
0 −1g
1g 0
)
.
Proof. Let κ be such a symmetric g × g–matrix that the second kind differ-
ential
(2.13) dω(x1, x2) = dω̂(x1, x2) + 2du
T (x1)κdu(x2)
is normalized by the condition
(2.14)
∮
aj
dω(x1, x2) = 0, j = 1, . . . , g ∀x1 ∈ V.
Taking into the account (2.11) compute a and b–periods over the variable x2 from
both the sides of (2.13). Because of the equalities∮
bj
dω(x1, x2) = 2πivj(x1), j = 1, . . . , g,
which follows from the bilinear Riemann relation (2.3) we obtain
(2.15) η = 2κω, η′ = 2κω′ − πi
2
(ω−1)T .
Hence (2.12) holds. 
2.2.4. Differentials of the third kind. Differentials of the third kind are the
differential 1-forms dΩ to have only poles of order 1 and 0 total residue, and so are
locally given in the vicinity of any of the poles as dΩ = (
∑∞
i=−1 αiξ
i)dξ with some
constants αi, α−1 being nonzero. Such forms ( mod holomorphic differential) may
be presented as:
n∑
i=0
βi
(
y + y+i
x− x+i
− y + y
−
i
x− x−i
)
dx
y
,
where (y±i , x
±
i ) are the analytic points of the poles of positive (respectively, nega-
tive) residue.
Let us introduce the canonical differential of the third kind
(2.16) dΩ(x1, x2) =
(
y + y1
x− x1 −
y + y2
x− x2
)
dx
2y
+
x2∫
x1
dr(z)Tdu(x),
for this differential we have∫ x4
x3
dΩ(x1, x2) =
∫ x2
x1
dΩ(x3, x4).
.
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2.3. Riemann θ–function
The standard θ–function θ(v|τ) on Cg ×Hg is defined by its Fourier series,
(2.17) θ(v|τ) =
∑
m∈Zg
exp πi
{
mT τm+ 2vTm
}
The θ–function possesses the periodicity properties ∀k ∈ 1, . . . , g
θ(v1, . . . , vk + 1, . . . , vg|τ) = θ(v|τ),
θ(v1 + τ1k, . . . , vk + τkk, . . . , vg + τgk|τ) = e−iπτkk−2πivkθ(v|τ).
θ–functions with characteristics [ε] =
[
ε′
ε
]
=
[
ε′1 . . . ε
′
g
ε1 . . . εg
]
∈ R2g
θ[ε](v|τ) =
∑
m∈Zg
exp πi
{
(m+ ε′)T τ(m+ ε′) + 2(v + ε)T (m+ ε′)
}
,
for which the periodicity properties are
θ[ε](v1, . . . , vk + 1, . . . , vg|τ) = e2πiε′kθ[ε](v|τ),(2.18)
θ[ε](v1 + τ1k, . . . , vk + τkk, . . . , vg + τgk|τ)
= e−iπτkk−2πivk−2πiεkθ[ε](v|τ).
Let wT = (w1, . . . , wg) ∈ Jac(V ) be some fixed vector, the function,
R(x) = θ
(∫ x
x0
dv −w|τ
)
, x ∈ V,
where θ is canonical theta function of the first order (2.17), is called Riemann
θ–function.
The Riemann θ–function R(x) is either identically 0, or it has exactly g zeros
x1, . . . , xg ∈ V , for which the Riemann vanishing theorem says that
g∑
k=1
∫ xi
x0
dv = w +Kx0 ,
where KTx0 = (K1, . . . ,Kg) is the vector of Riemann constants with respect to the
base point x0 and is defined by the formula
(2.19) Kj =
1 + τjj
2
−
∑
l 6=j
∮
al
dvl(x)
∫ x
x0
dvj , j = 1, . . . , g.
2.3.1. θ–functions with half–integer characteristics. It follows from (2.18)
that
(2.20) θ[ε](−v|τ) = e−4πiεT ε′θ[ε](v|τ),
thus the function θ[ε](v|τ), with the characteristic [ε] consisting only of half-integers,
is either even when 4πiεTε′ is an even integer and odd otherwise. We recall that
half-integer characteristic is called even or odd whenever 4πiεTε′ is even or odd,
and among 4g half integer characteristics there are 12 (4
g + 2g) even characteristics
and 12 (4
g − 2g) odd characteristics.
The half–integer characteristics are connected with branching points of the
V (x, y) as follows. Identify the every branching point ej with a vector
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Aj = A(ej , a) =
∫ ej
a
du = εj + τε
′
j ∈ Jac(V ),
and choose the path of integration, such that all the non zero components of the
vectors ε and ε′ are equal to 12 , which is always possible.
The 2× g matrices
[Aj] =
[
ε′
T
j
εTj
]
=
[
ε′j1 . . . ε
′
jg
εj1 . . . εjg
]
will serve as characteristics for the θ-functions.
Let us identify the half periods Ai, i = 1, . . . , 2g + 1 (see e.g. [FK980]).
Evidently, [A2g+2] = [0]. Further
A2g+1 = A2g+2 −
g∑
k=1
e2k∫
e2k−1
dv =
g∑
k=1
fk,
[A2g+1] =
1
2
[
1 1 . . . 1
0 0 . . . 0
]
,
A2g = A2g+1 −
e2g∫
e2g+1
dv =
g∑
k=1
fk + τ g,
[A2g] =
1
2
[
1 1 . . . 1 1
0 0 . . . 0 1
]
,
A2g−1 = A2g −
e2g−1∫
e2g
dv =
g−1∑
k=1
fk + τ g,
[A2g−1] =
1
2
[
1 1 . . . 1 0
0 0 . . . 0 1
]
,
where here and below fk =
1
2 (δ1k, . . . , δgk)
T and τ k is the k-th column vector of
the matrix τ .
We have for arbitrary k > 1
[A2k+1] =
1
2

k︷ ︸︸ ︷
1 1 . . . 1
0 0 . . . 0
0 0 . . . 0
1 0 . . . 0
 ,
[A2k+2] =
1
2

k︷ ︸︸ ︷
1 1 . . . 1
0 0 . . . 0
1 0 . . . 0
1 0 . . . 0

and finally,
[A2] =
1
2
[
1 0 . . . 0
1 0 . . . 0
]
, [A1] =
1
2
[
0 0 . . . 0
1 0 . . . 0
]
.
28 2. HYPERELLIPTIC σ–FUNCTIONS
For example, we have for the homology basis drawn on the Figure 1 we have:
[A1 ] =
1
2
[
0
1
0
0
0
0
0
0
0
0
]
, [A2 ] =
1
2
[
1
1
0
0
0
0
0
0
0
0
]
, [A3 ] =
1
2
[
1
0
0
1
0
0
0
0
0
0
]
,
[A4 ] =
1
2
[
1
0
1
1
0
0
0
0
0
0
]
, [A5 ] =
1
2
[
1
0
1
0
0
1
0
0
0
0
]
, [A6 ] =
1
2
[
1
0
1
0
1
1
0
0
0
0
]
,
[A7 ] =
1
2
[
1
0
1
0
1
0
0
1
0
0
]
, [A8 ] =
1
2
[
1
0
1
0
1
0
1
1
0
0
]
, [A9 ] =
1
2
[
1
0
1
0
1
0
1
0
0
1
]
,
[A10] =
1
2
[
1
0
1
0
1
0
1
0
1
1
]
, [A11] =
1
2
[
1
0
1
0
1
0
1
0
1
0
]
, [A12] =
1
2
[
0
0
0
0
0
0
0
0
0
0
]
.
Remark, that the characteristics with even indices (beside the last one which is
zero) are odd. These characteristics correspond to the branching points e2n = an,
n = 1, . . . , g.
Let us choose a as the base point x0. Then the vector of Riemann constants
has the form
(2.21) Ka =
g∑
k=1
∫ ai
a
dv.
Generally, 4g half-periods are in 1→ 1 correspondence with 4g partitions
Im = Jm ∪ J˜m, Jm = {i1, . . . , ig+1−2m},
J˜m = {j1, . . . , jg+1+2m}
of {1, . . . , 2g + 2} for integers [g+12 ] > m > 0. We will further use the correspon-
dence of partitions to characteristics [ε] defined by
ε+ τε′ =
g+1−2m∑
k=1
Aik −Ka,
whereKa is the vector of Riemann constants. This means that we translate the ori-
gin from which we calculate the characteristics by the vector of Riemann constants.
Let us denote by [A1], . . . , [A2g+2] the characteristics put into the correspondence
to the branching points of the curve V (x, y) according to the rules assumed above.
Denote the characteristics of the point
∑n
k=1 Aik by [
∑n
k=1 Aik ], k = 2, . . . , 2g+2.
The non-vanishing values of θ[ǫ]–functions with characteristics (which will be
supposed further to be only half-integer) and their derivatives at the zero argument
are called θ–constants.
The Thomae formulae for the even θ constants [Tho870] give the expressions
of θ-constants in terms of branching points e1, . . . e2g+2 of the curve V as follows.
Let
I0 = J0 ∪ J˜0, J0 = {i1, . . . , ig+1},
J˜0 = {j1, . . . , jg+1}
be such a partition to which the characteristic of the point
g+1∑
k=1
Aik −Ka
corresponds. Then
(2.22) θ2[ε](0|τ) = ǫdet (2ω)
(iπ)g
√ ∏
1≤ik<il≤g+1
(eik − eil)
∏
1≤jk<jl≤g+1
(ejk − ejl),
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where ǫ4 = 1. When one of the branching points is moved to infinity the corre-
sponding multiplier in the formula (2.22) is to be omitted.
The quotients of θ–functions or θ-quotients with half-integer characteristics are
rational functions on the symmetric power (V )g of the curve. In particular, if
[Ai], [Aj], [Ak], i, j, k = 1, . . . , g be the characteristics of the branching points ai, aj ,
ak, then
θ2[Ak](v)
θ2(v)
= − q
2
k
P ′(ak)
g∏
l=1
(ak − xl), l = 1 . . . , g,(2.23)
θ2[Ai + Aj](v)θ
2(v)
θ2[Ai](v)θ2[Aj ](v)
= (ai − aj)
{
1
2
g∑
l=1
yl
(xl − ai)(xl − aj)P ′(xl)
}2
,(2.24)
θ2[Ai + Aj + Ak](v)θ
2(v)
θ2[Ai](v)θ2[Aj ](v)θ2[Ak](v)
= (ai − aj)(aj − ak)(ak − ai)
×
{
1
2
g∑
l=1
yl
(xl − ai)(xl − aj)(xl − ak)P ′(xl)
}2
,(2.25)
i 6= j 6= k ∈ {1 . . . , g};
where
(2.26) qk = ǫ
4
√
P ′(ak)
Q(ak)
, k = 1, . . . , g
and
P(x) =
g∏
i=1
(x− xi),
and ǫ8 = 1.
In general, if the θ-quotients with the characteristics [Ai] and [Ai + Aj ] are
known then the θ-quotients θ[
∑k
n=1 Ain ](v)/θ(v), it is possible to express in terms
of them the quotients for k > 2. More precisely, let k = 2n; let us divide the set of
characteristics {[Ail ]}|2n1 in two subsets
(2.27) {[Ail ]}|2n1 = {[Ar1 ], . . . , [Arn ]} ∪ {[As1 ], . . . , [Asn ]}.
Then we have [Bak898], p.358
θn−1(v)θ[A1 + . . .+ Ak](v) =(2.28)
ǫ
√
Wr1...rnWs1...sn det
θ[Ar1 + As1 ](v) . . . θ[Ar1 + Asn ](v)... ...
θ[Arn + As1 ](v) . . . θ[Arn + Asn ](v).

Next, let k = 2n + 1; let us divide the set of characteristics {[Ail ]}|2n+11 in the
subsets
(2.29) {[Ail ]}|2n1 = {[Ar1], . . . , [Arn ]} ∪ {[As1 ], . . . , [Asn+1]}.
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And we have
θn(v)θ[A1 + . . .+ Ak](v) =(2.30)
ǫ
√
Wr1...rnWs1...sn+1 det

θ[Ar1 + As1 ](v) . . . θ[Ar1 + Asn+1 ](v)
...
...
θ[Arn + As1 ](v) . . . θ[Arn + Asn+1 ](v)
θ[As1 ](v) . . . θ[Asn+1 ](v)
 .
In these formulaeWi1...im is the determinant of Vandermond matrix of the elements
ei1 , . . . , eim and ǫ
8 = 1. Both formulae are independent on the particular choice of
partitions (2.27) and (2.29).
2.3.2. Vanishing properties of θ–functions. To complete the construction
of σ–functions we have to investigate the vanishing properties of θ–functions.
First we introduce special determinants. Let k = 1, . . . , g, l = 1, . . . ,
[
g+1
2
]
.
Let l < k and
{i1, . . . , ik−l} ∪ {ik−l+1, . . . , ig} = {1, 2, . . . , g}
is the partition of {1, 2, . . . , g} with i1 < i2 . . . < ik−l and ik−l+1 < ik−l+2 . . . < ig.
Introduce for any pair (k, l) the functions
(2.31) B
ik−l+1,...,ig
k;l (u;a) =
1
Wi1...ik−l(a)
det

u1 u2 . . . uk
u2 u3 . . . uk+1
...
... . . .
...
ul ul+1 . . . uk+l−1
1 ai1 . . . a
k−1
i1
...
... . . .
...
1 aik−l . . . a
k−1
ik−l

,
where Wi1...ik−l(a) is the Vandermond determinant of the elements ai1 , . . . , aik−l ,
i.e. k the dimension of the determinant, l is the number of lines involving variables
uk, ik−l+1, . . . , ig are the indices of omitted branching points.
In particular, at k = l = [ g+12 ] the function B
1,...,g
k;l (u) is the determinant of
[ g+12 ]× [ g+12 ] the Hankel matrix of the elements u1, . . . , ug,
(2.32) H[ g+12 ] =

u1 u2 . . . u[ g+12 ]
u2 u3 . . . u[ g+12 ]+1
...
... . . .
...
u[ g+12 ]
u[ g+12 ]+1
. . . u2[ g+12 ]−1
 .
which is frequently used.
At k = [ g+12 ], l = [
g+1
2 ]−1 the function B1,...,i−1,i+1,...,gk;l (u; ai) arises, in partic-
ular, in the theory of infinite continued fractions and the orthogonal polynomials
[Akh965]. The generalization (2.31) of these determinants naturally arises when
the θ–function vanishing properties are discussed and to the authors knowledge
these special determinants have not been treated [Mui928].
The functionsB
i1,...,ik−l
k;l (u;a) (below we shall omit the argument (u;a)) satisfy
to the following equalities.
Let
{i1, . . . , in} ∪ {j1, . . . , jn} = {1, 2, . . . , 2n} ⊂ {1, . . . , g},
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where n ≤ [ g+12 ] is the partition with i1 < i2 . . . < in and j1 < j2 . . . < jn. Then
det(Bik ,jlg−1;1)k,l=1,...,n = det(B)
i1,...,in,j1,...,jn
g−n,n Wi1...inWj1...jn .(2.33)
Let
{i1, . . . , in} ∪ {j1, . . . , jn, jn+1} = {1, 2, . . . , 2n+ 1} ⊂ {1, . . . , g}
is the partition with i1 < i2 . . . < in and j1 < j2 . . . < jn+1. Then
det
(
(Bik ,jlg−1;1)k,l=1,...,n+1
B
j1
g,1 . . . B
jn+1
g,1
)
(2.34)
= det(B)
i1...in,j1...jn,jn+1
g−n,n+1 Wi1...inWj1...jn+1
In particular, when 2n+1 = g, then (B)i1,...,in,j1,...,jng−n,n+1 is (n+1)×(n+1) Hankel
matrix of elements u1, . . . , ug.
Consider as the examples the cases g = 3, n = 1 and g = 4, n = 2. For
g = 3, n = 1 define the partition {1, 2, 3} = {1} ∪ {2, 3}. The equality (2.34) then
reads ∣∣∣∣∣∣∣∣∣∣∣∣
∣∣∣∣ u1 u21 a3
∣∣∣∣ ∣∣∣∣ u1 u21 a2
∣∣∣∣
1
a1−a3
∣∣∣∣∣∣
u1 u2 u3
1 a1 a
2
1
1 a3 a
2
3
∣∣∣∣∣∣ 1a1−a2
∣∣∣∣∣∣
u1 u2 u3
1 a1 a
2
1
1 a2 a
2
2
∣∣∣∣∣∣
∣∣∣∣∣∣∣∣∣∣∣∣
= (a2 − a3)
∣∣∣∣ u1 u2u2 u3
∣∣∣∣ .
In the case g = 4, n = 2 and partition {1, 2, 3, 4} = {1, 2} ∪ {3, 4} the equality
(2.33) reads ∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1
a2−a4
∣∣∣∣∣∣
u1 u2 u3
1 a2 a
2
2
1 a4 a
2
4
∣∣∣∣∣∣ 1a2−a3
∣∣∣∣∣∣
u1 u2 u3
1 a2 a
2
2
1 a3 a
2
3
∣∣∣∣∣∣
1
a1−a4
∣∣∣∣∣∣
u1 u2 u3
1 a1 a
2
1
1 a4 a
2
4
∣∣∣∣∣∣ 1a1−a3
∣∣∣∣∣∣
u1 u2 u3
1 a1 a
2
1
1 a3 a
2
3
∣∣∣∣∣∣
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
= (a1 − a2)(a3 − a4)
∣∣∣∣ u1 u2u2 u3
∣∣∣∣ .
Proposition 2.1. Let Ai, i = 1, . . . , g are characteristics associated with the
branching points ai, i = 1, . . . , g. Then the lowes term of the expansion of θ[Ai1 +
. . .+ Aik ](u) is described by the formula
(2.35) θ[Ai1 + . . .+ Ai2n+υ ](u) =
1
Ci1...ii2n+υ
B
i2n+υ+1,...,ig
g−n+υ;n (u;a),
where
(2.36) Ci1...ik =
ǫ
∏k
m=1 qim
θ(0|τ)
√∏
1≤m<n≤k(aim − ain)
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υ is equal 0 or 1 and ǫ8 = 1.
Proof. Put xi = ai + t
2
i , i = 1, . . . , g, where t
T = (t1, . . . , tg) is small. Then
we get from (2.5)
ti =
√
Q(ai)
P ′(ai)
1
W1...̂i...g(a)
det

u1 u2 . . . ug
1 a1 . . . a
g−1
1
...
... . . .
...
1 ai−1 . . . a
g−1
i−1
1 ai+1 . . . a
g−1
i+1
...
... . . .
...
1 ag . . . a
g−1
g

+ o(u3)
=
√
Q(ai)
P ′(ai)
Big;1 + o(u
3)(2.37)
Let k = 1, then we derive from the (2.23) the expansion
(2.38)
θ[Ak](u)
θ(u)
= qktk + o(t
3), k = 1, . . . , g,
where qk are given in (2.26), which due to (2.37) comes to (2.35).
At k = 2, it follows from the (2.23),
θ[Ai + Aj ](v)
θ(v)
= ǫ
√
ai − aj θ[Ai](v)
θ(v)
θ[Aj ](v)
θ(v)
×
(√
Q(ai)
P ′(ai)
1
ai − aj
1
ti
+
√
Q(aj)
P ′(aj)
1
aj − ai
1
tj
)
.(2.39)
Taking into the account the expansion which we have for k = 1 and the formula
Big;1 −Bjg;1 = Bi,jg−1;1(aj − ai)
we obtain (2.35) for k = 2. To complete the proof it remains to use (2.28,2.30) and
the determinant identities (2.33) and (2.34). 
For example, at g = 4 we have
C1234θ
[
4∑
i=1
Ai
]
(u|τ) =
∣∣∣∣ u1 u2u2 u3
∣∣∣∣+O(u4),
C123θ
[
3∑
i=1
Ai
]
(u|τ) =
∣∣∣∣∣∣
u1 u2 u3
u2 u3 u4
1 a4 a
2
4
∣∣∣∣∣∣+O(u4),
C12θ
[
2∑
i=1
Ai
]
(u|τ) = 1
W34
∣∣∣∣∣∣
u1 u2 u3
1 a3 a
2
3
1 a4 a
2
4
∣∣∣∣∣∣+O(u3),
C1θ [A1]u|τ) = 1
W234
∣∣∣∣∣∣∣∣
u1 u2 u3 u4
1 a2 a
2
2 a
3
2
1 a3 a
2
3 a
3
3
1 a4 a
2
4 a
3
4
∣∣∣∣∣∣∣∣+O(u
3).
The formulae for the first term of the expansion are equivalent to that of given
in [Kle888, Bur888] and [Bak898], where in contrast with our exposition the
determinantial character of the expansions was not clarified.
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We remark that the knowledge of explicit form of the first term of θ-expansion
permit to obtain various relations between θ–constants, from which we mention as
the most important Jacobi derivative formula [KW915, Fay979, Igu982].
2.4. Construction of the hyperelliptic σ–function
Let 2ω and −2η are g × g period matrices of the differentials (2.4) and (2.6)
correspondingly.
Definition 2.1. The hyperelliptic functions σ[ε] with the characteristics [ε] =
[Ai1 + . . .Aik ] are defined by the formula
σ[ε](u) = Ci1...ikexp{uTκu}θ[ε](v|τ),
where
κ = η(2ω)−1 and v = (2ω)−1u
and Ci1...ik is given in (2.36).
The hyperelliptic fundamental σ–function is defined by the formula
σ(u) = Cexp{uTκu}θ[ε]((2ω)−1u|τ),
where κ = η(2ω)−1 the characteristic [ε] equals to [A1 + . . . + Ag] and is the
characteristic of the vector of Riemann constants Ka. The constant V is given as
follows
(2.40) C =
√
πg
det(2ω)
ǫ
4
√∏
1≤i<j≤N (ai − aj)
,
where ǫ4 = 1, N = 2g + 2 for a curve without a branching point at infinity and
N = 2g + 1 otherwise.
Proposition 2.2. In the vicinity of u = 0 the lowest term of the expansion
of fundamental hyperelliptic function σ(u) is the determinant of Hankel matrix of
order
[
g+1
2
]
(2.32). In particular, for small genera we have,
σ(u) = u1 + o(u
3) for g = 1 and 2
σ(u) = u1u3 − u22 + o(u4) for g = 3 and 4
σ(u) = −u33 + 2u2u3u4 − u1u24 − u22u5 + u1u3u5 + o(u5) for g = 5 and 6.
Proof. Note first, that C = C1...g, where the constants V and C1...g are given
by (2.40) and (2.36) at k = g correspondingly. This can be seen from the Thomae
formula (2.22) written for the characteristic [0] which corresponds to the partition
to of the branching points into groups
{a1, . . . , ag, a} ∪ {b1, . . . , bg, b},
(2.41) θ[0](0|τ) = ǫ
√
det (2ω)
(iπ)g
4
√ ∏
1≤i<j≤g+1
(ai − aj)
∏
1≤i<j≤g+1
(bi − bj),
where ǫ8 = 1 and we denoted b = bg+1. The substitution of (2.41) to (2.36), where
k = g is put, comes to (2.40).
The fact that the first term of the expansion on the fundamental σ-function is
the determinant of the Hankel matrix directly follows from the vanishing properties
of the hyperelliptic θ functions given above. 
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Let us give examples of the leading term of expansion of σ-function with char-
acteristics for the case g = 5
σ [A1] (u) =
1
W2345
∣∣∣∣∣∣∣∣∣∣
u1 u2 u3 u4 u5
1 a2 a
2
2 a
3
2 a
4
2
1 a3 a
2
3 a
3
3 a
4
3
1 a4 a
2
4 a
3
4 a
4
4
1 a5 a
2
4 a
3
5 a
4
5
∣∣∣∣∣∣∣∣∣∣
+O(u3).
σ
[
2∑
l=1
Al
]
(u) =
1
W345
∣∣∣∣∣∣∣∣
u1 u2 u3 u4
1 a3 a
2
3 a
3
3
1 a4 a
2
4 a
3
4
1 a5 a
2
4 a
3
4
∣∣∣∣∣∣∣∣ +O(u
3).
σ
[
3∑
l=1
Al
]
(u) =
1
a4 − a5
∣∣∣∣∣∣∣∣
u1 u2 u3 u4
u2 u3 u4 u5
1 a4 a
2
4 a
3
4
1 a5 a
2
4 a
3
4
∣∣∣∣∣∣∣∣+O(u
4).
σ
[
4∑
l=1
Al
]
(u) =
∣∣∣∣∣∣
u1 u2 u3
u2 u3 u4
1 a5 a
2
4
∣∣∣∣∣∣+O(u4).
and finally,
[A2] =
1
2
[
1 0 . . . 0
1 0 . . . 0
]
, [A1] =
1
2
[
0 0 . . . 0
1 0 . . . 0
]
.
2.5. Realization of the fundamental 2–differential of the second kind
Let us introduce the following notations. Kleinian ζ and ℘–functions are defined
as logarithmic derivatives of the fundamental σ–function
ζi(u) =
∂ln σ(u)
∂ui
, i = 1, . . . , g;
℘ij(u) = −∂
2ln σ(u)
∂ui∂uj
, ℘ijk(u) = − ∂
3ln σ(u)
∂ui∂ui∂uk
. . . ,
i, j, k, . . . = 1, . . . , g.
The functions ζi(u) and ℘ij(u) have the following periodicity properties
ζi(u+ 2Ω(m,m
′)) = ζi(u) + 2Ei(m,m
′), i = 1, . . . , g,
℘ij(u+ 2Ω(m,m
′)) = ℘ij(u), i, j = 1, . . . , g,
where Ei(m,m
′) is the i-th component of the vector E(m,m′) = ηm+ η′m′ and
Ω(m,m′) = ωm+ ω′m′.
The construction is based on the following
Theorem 2.3. Let (y(a0), a0), (y, x) and (ν, µ) be arbitrary distinct points
on V and let {(y1, x1), . . . , (yg, xg)} and {(ν1, µ1), . . . , (νg, µg)} be arbitrary sets of
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distinct points ∈ (V )g. Then the following relation is valid∫ x
µ
g∑
i=1
∫ xi
µi
2yyi + F (x, xi)
4(x− xi)2
dx
y
dxi
yi
(2.42)
= ln
σ
(∫ x
a0
du−∑gi=1 ∫ xiai du)
σ
(∫ x
a0
du−∑gi=1 ∫ µiai du)
− ln
σ
(∫ µ
a0
du−∑gi=1 ∫ xiai du)
σ
(∫ µ
a0
du−∑gi=1 ∫ µiai du)
 ,
where the function F (x, z) is given by (2.9).
Proof. Let us consider the sum
(2.43)
g∑
i=1
∫ x
µ
∫ xi
µi
[
dωˆ(x, xi) + 2du
T (x)κdu(xi)
]
,
with ωˆ(·, ·) given by (2.11). It is the normalized Abelian integral of the third
kind with the logarithmic residues in the points xi and µi. By Riemann vanishing
theorem we can express (2.43) in terms of Riemann θ–functions as
(2.44) ln
{
θ
(∫
x
a0
dv−(
∑g
i=1
∫
xi
a0
dv−Ka0)
)
θ
(∫
x
a0
dv−(
∑g
i=1
∫
µi
a0
dv−Ka0)
)
}
− ln
{
θ
(∫
µ
a0
dv−(
∑g
i=1
∫
xi
a0
dv−Ka0)
)
θ
(∫
µ
a0
dv−(
∑g
i=1
∫
µi
a0
dv−Ka0)
)
}
,
and to obtain right hand side of (2.42) we have to combine the (2.1), expression
of the vector Ka0 (2.21), matrix κ = η(2ω)
−1 and Lemma 2.0.1. Left hand side of
(2.42) is obtained using (2.10). 
The fact, that right hand side of the (2.42) is independent on the arbitrary point
a0, to be employed further, has its origin in the properties of the vector of Riemann
constants. Consider the difference Ka0−Ka′0 of vectors of Riemann constants with
arbitrary base points a0 and a
′
0 by (2.19) we find
Ka0 −Ka′0 = (g − 1)
∫ a0
a′0
dv,
this property provides that∫ x
a0
dv − (
g∑
i=1
∫ xi
a0
dv −Ka0) =
∫ x
a′0
dv − (
g∑
i=1
∫ xi
a′0
dv −Ka′0)
for arbitrary xi, with i ∈ 0, . . . , g on V , so the arguments of σ’s in (2.42) which are
linear transformations by 2ω of the arguments of θ’s in (2.44), do not depend on
a0.
Corollary 2.3.1. From Theorem 2.3 for arbitrary distinct (y(a0), a0) and
(y, x) on V and arbitrary set of distinct points {(y1, x1) . . . , (yg, xg)} ∈ (V )g follows:
g∑
i,j=1
℘ij
(∫ x
a0
du+
g∑
k=1
∫ xk
ak
du
)
xi−1xj−1r
=
F (x, xr)− 2yyr
4(x− xr)2 , r = 1, . . . , g.(2.45)
Proof. Taking the partial derivative ∂2/∂xr∂x from the both sides of (2.42)
and using the hyperelliptic involution φ(y, x) = (−y, x) and φ(y(a0), a0) = (−y(a0), a0))
we obtain (2.45). 
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In the case g = 1 the formula (2.45) is actually the addition theorem for the
Weierstrass elliptic functions,
℘(u + v) = −℘(u)− ℘(v) + 1
4
[
℘′(u)− ℘′(v)
℘(u)− ℘(v)
]2
on the elliptic curve y2 = f(x) = 4x3 − g2x− g3.
Now we can give the expression for dω(x, xr) in terms of Kleinian functions. We
send the base point a0 to the branch place a, and for r ∈ 1, . . . , g the fundamental
2–differential of the second kind is given by
dω(x, xr) =
g∑
i,j=1
℘ij
(∫ x
a
du−
g∑
k=1
∫ xk
ak
du
)
xi−1dx
y
xj−1r dxr
yr
.
Corollary 2.3.2. ∀r 6= s ∈ 1, . . . , g
g∑
i,j=1
℘ij
(
g∑
k=1
∫ xk
ak
du
)
xi−1s x
j−1
r =
F (xs, xr)− 2ysyr
4(xs − xr)2 .(2.46)
Proof. In (2.45) we have for s 6= r
x∫
φ(a0)
du+
g∑
k=1
xk∫
ak
du = −2ω(
φ(x)∫
a0
dv − (
g∑
i=1
xi∫
a0
dv −Ka0)) =
−2ω(
φ(x)∫
xs
dv − (
g∑
i=1
i6=s
xi∫
xs
dv −Kxs)) =
xs∫
as
du+
g∑
i=1
i6=s
xi∫
ai
du
and the change of notation x→ xs gives (2.46). 
2.6. Solution of the Jacobi inversion problem
The equations of Abel map in conditions of Jacobi inversion problem
(2.47) ui =
g∑
k=1
∫ xk
ak
xi−1dx
y
,
are invertible if the points (yk, xk) are distinct and ∀j, k ∈ 1, . . . , g φ(yk, xk) 6=
(yj , xj). Using (2.45) we find the solution of Jacobi inversion problem on the curves
with a =∞ in a very effective form.
Theorem 2.4. The Abel pre-image of the point u ∈ Jac(V ) is given by the set
{(y1, x1), . . . , (yg, xg)} ∈ (V )g, where {x1, . . . , xg} are the zeros of the polynomial
(2.48) P(x;u) = 0,
where
(2.49) P(x;u) = xg − xg−1℘g,g(u)− xg−2℘g,g−1(u)− . . .− ℘g,1(u),
and {y1, . . . , yg} are given by
(2.50) yk = −∂P(x;u)
∂ug
∣∣∣
x=xk
,
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Proof. We tend in (2.45) a0 → a =∞. Then we take
(2.51) lim
x→∞
F (x, xr)
4xg−1(x− xr)2 =
g∑
i=1
℘gi(u)x
i−1
r .
The limit in the left hand side of (2.51) is equal to xgr , and we obtain (2.48).
We find from (2.47),
g∑
i=1
xk−1i
yi
∂xi
∂uj
= δjk,
∂xk
∂ug
=
yk∏
i6=k(xk − xi)
.
On the other hand we have
∂P
∂ug
∣∣∣
x=xk
= −∂xk
∂ug
∏
i6=k
(xi − xk),
and we obtain (2.50). 
Let us denote by ℘, ℘′ the g–dimensional vectors,
℘ = (℘g1, . . . , ℘gg)
T
, ℘′ =
∂℘
∂ug
and the companion matrix [HJ986] of the polynomial P(z;u), given by (2.49)
C = Bg + ℘eTg , where Bg =
g∑
k=1
eke
T
k−1.
The companion matrix C has the property
(2.52) xnk = X
T
k Cn−g+1eg = XTk Cn−g℘, ∀n ∈ Z,
with the vectorXTk = (1, xk, . . . , x
g−1
k ), where xk is one of the roots of (2.48). From
(2.46) we find −2yrys = 4(xr − xs)2
∑g
i=1 ℘ij(u)x
i−1
r x
j−1
s −F (xr , xs). Introducing
matrices Π = (℘ij), Λ0 = diag(λ2g−2, . . . , λ0) and Λ1 = diag (λ2g−1, . . . , λ1), we
have, taking into account (2.52),
2XTr ℘
′℘′
T
Xs = −4XTr (C2Π− 2CΠCT +ΠCT
2
)Xs
+4XTr (C℘℘T + ℘℘TCT )Xs + 2XTr Λ0Xs +XTr (CΛ1 + Λ1CT )Xs.
Whence, (see [BE996]) :
Corollary 2.4.1. The relation
2℘′℘′
T
= −4(C2Π− 2CΠCT +ΠCT 2) + 4(C℘℘T
+ ℘℘TCT ) + CΛ1 + Λ1CT + 2Λ0.(2.53)
connects odd functions ℘ggi with poles order 3 and even functions ℘jk with poles of
order 2 in the field of meromorphic functions on Jac(V ).
Definition 2.2. The umbral derivative [Rom984] Ds(p(z)) of a polynomial
p(z) =
n∑
k=0
pkz
k
is given by
Dsp(z) =
(
p(z)
zs
)
+
=
n∑
k=s
pkz
k−s,
where (·)+ means taking the purely polynomial part.
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Considering polynomials p =
∏n
k=1(z − zk) and p˜ = (z − z0)p, the elementary
properties of Ds are immediately deduced:
Ds(p) = zDs+1(p) + ps = zDs+1(p) + Sn−s(z1, . . . , zn),
Ds(p˜)
= (z − z0)Ds(p) + ps−1
= (z − z0)Ds(p) + Sn+1−s(z1, . . . , zn),(2.54)
where Sl(· · · ) is the l–th order elementary symmetric function of its variables times
(−1)l (we assume S0(· · · ) = 1) .
From (2.54) we see that Sn−s(z0, . . . , zˆl, . . . , zn) = (Ds+1(p˜)|z=zl). This is
particularly useful to write down the inversion of (2.50)
(2.55) ℘ggk(u) =
g∑
l=1
yl
(
Dk(P (z))
∂
∂zP (z)
∣∣∣∣∣
z=xl
)
,
where P (z) =
∏g
k=1(z − xk).
It is of importance to describe the set of common zeros of the functions ℘ggk(u).
Corollary 2.4.2. The vector function ℘′(u) vanishes iff u is a half period.
Proof. The equations ℘ggk(u) = 0, k ∈ 1, . . . , g yield due to (2.55) the equal-
ities yi = 0, ∀i ∈ 1, . . . , g. The latter is possible if and only if the points x1, . . . , xg
coincide with any g points ei1 , . . . , eig from the set branching points e1, . . . , e2g+2.
So the point
u =
g∑
l=1
∫ eil
al
du ∈ Jac(V )
is of the second order in Jacobian and hence is a half-period. 
2.7. ζ-functions and differentials of the second kind
Imposing the conditions λ2g+2 = 0, λ2g+1 = 4 we have the following Theorem,
which will be the starting point for derivation of the basic relations in the next
chapter.
Theorem 2.5. Let (y0, x0) ∈ V be an arbitrary point and
{(y1, x1), . . . , (yg, xg)} ∈ (V )g
be the Abel pre-image of the point u ∈ Jac(V ). Then
− ζj
(∫ x0
a
du+ u
)
=
∫ x0
a
drj +
g∑
k=1
∫ xk
ak
drj
− 1
2
g∑
k=0
yk
(
Dj(R
′(z))− jDj+1(R(z))
R′(z)
∣∣∣∣∣
z=xk
)
,(2.56)
where R(z) =
∏g
0(z − xj) and R′(z) = ∂∂zR(z).
And
− ζj(u) =
g∑
k=1
∫ xk
ak
drj − 1
2
Zj(u),(2.57)
2.7. ζ-FUNCTIONS AND SECOND KIND DIFFERENTIALS 39
where Zj(u) is the determinant of the lower Hessenberg matrix,
Zj(u) = det

1
1 0
T
. . .
1
 ,(2.58)
where T = (Ti,k) is (g − j)× (g − j) lower triangle matrix, which entries are given
by the formula
Ti,k =
{
(−1)i+kiδ1,k℘g−i+k,g(u) if i < g − j,
(−1)g−j+k(g − j + k)δ1,k℘j+k,g,g(u) if i = g − j.
In particular, the following expressions are valid for Zj(u) with few higher
indices j
Zg(u) = 0,
Zg−1(u) = ℘ggg(u),
Zg−2(u) = ℘gg(u)℘ggg(u) + 2℘g−1,g,g(u).
Proof. Putting in (2.42) µi = ai we have
ln
{
σ(
∫ x
a0
du− u)
σ(
∫ x
a0
du)
}
− ln
{
σ(
∫ µ
a0
du− u)
σ(
∫ µ
a0
du)
}
=
∫ x
µ
drT u+
g∑
k=1
∫ xk
ak
dΩ(x, µ),(2.59)
where dΩ is as in (2.16). Taking derivative over uj from the both sides of the
equality (2.59), after that letting a0 → µ and applying φ(y, x) = (−y, x) and
φ(ν, µ) = (−ν, µ), we have
ζj
(∫ x
µ
du+ u
)
+
∫ x
µ
drj − 1
2
g∑
k=1
1
yk
∂xk
∂uj
yk − y
xk − x
= ζj (u)− 1
2
g∑
k=1
1
yk
∂xk
∂uj
yk − ν
xk − µ.
Put x = x0. Denoting P (z) =
∏g
1(z − xj) we find
g∑
k=1
1
yk
∂xk
∂uj
yk − y
xk − x =
g∑
k=1
(
Dj(P (z))
P ′(z)
∣∣∣∣∣
z=xk
)
yk − y
xk − x
=
g∑
k=0
yk
(
Dj(R
′(z))− jDj+1(R(z))
R′(z)
∣∣∣∣∣
z=xk
)
−
g∑
k=1
yk
(
Dj(P
′(z))− jDj+1(P (z))
P ′(z)
∣∣∣∣∣
z=xk
)
.
Hence, using (2.55) and adding to both sides
∑g
k=1
∫ xk
ak
drj , we deduce
ζj
(∫ x0
µ
du+ u
)
+
∫ x0
µ
drj +
g∑
k=1
∫ xk
ak
drj
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−1
2
g∑
k=0
yk
(
Dj(R
′(z))− jDj+1(R(z))
R′(z)
∣∣∣∣∣
z=xk
)
= ζj (u) +
g∑
k=1
∫ xk
ak
drj − 1
2
g∑
k=1
1
yk
∂xk
∂uj
yk − ν
xk − µ
−1
2
g∑
k=0
yk
(
Dj(P
′(z))− jDj+1(P (z))
R′(z)
∣∣∣∣∣
z=xk
)
.
Now see, that the left hand side of the (2.60) is symmetrical in x0, x1, . . . , xg, while
the right hand side does not depend on x0. So, it does not depend on any of xi. We
conclude, that it is a constant depending only on µ. Tending µ → a and applying
the hyperelliptic involution to the whole aggregate, we find this constant to be 0.
Using the solution of the Jacobi inversion problem we find
g∑
k=0
yk
(
Dj(P
′(z))− jDj+1(P (z))
P ′(z)
∣∣∣∣∣
z=xk
)
=
det

℘gg −1 0 0 . . . 0
2℘g−1,g ℘gg −1 0 . . . 0
. . . . . . . . . . . . . . .
(g − k)℘k,g ℘k+1,g . . . . . . . . . . . .
. . . . . . . . . . . . . . .
(g − j − 1)℘j+2,g ℘j+3,g . . . . . . ℘gg −1
(g − j)℘j+1,g,g ℘j+2,g,g . . . . . . ℘g−1,g,g ℘ggg


Remark, that the expression for the function Zj(u) given in the monograph
[Bak897] on the page 323, Ex. vi, is correct only in the particular cases j = g and
j = g−1 and is wrong at j < g−1. Alternatively the expression for Zj(u) in terms
of the divisor can be given as
(2.60) Zj(u) = −1
2
g∑
k,l=1
xlk
∂xk
∂uj+1
.
Corollary 2.5.1. For (y, x) ∈ V and α = ∫ x
a
du :
(2.61) ζj(u+α)− ζj(u)−
∫ x
a
drj =
(−yDj + ∂j)P(x;u)
2P(x;u) ,
where ∂j = ∂/∂uj and Dj is the umbral derivative of the order j.
Proof. To find ζj(α) take the limit {x1, . . . , xg} → {a1, . . . , ag} in (2.56).
The right hand side of (2.61) is obtained by rearranging 12
∑g
k=1
1
yk
∂xk
∂uj
yk−y
xk−x
. 
2.8. Moduli of the sigma-function
2.8.1. Thomae formulae. In this section we exhibit classical results of Tho-
mae [Tho870]. The Thomae formula which links branch points with nonsingular
even θ–constants, i.e. θ–constants of the first kind, is well known and widely used.
We shall also implement another Thomae formula, written for θ-constants of the
second kind. We refer to these formulae as first and second Thomae theorems. The
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important Riemann-Jacobi derivative relation which generalizes to higher genera
Jacobi’s relation
(2.62) ϑ′1(0) = πϑ2(0)ϑ3(0)ϑ4(0)
follows from the second Thomae theorem.
The θ-constants of the first kind are expressed in terms of branch points and
periods of holomorphic integrals as follows:
Theorem 2.6 (First Thomae theorem). Let I0∪J0 be a partition of the set
G = {1, . . . , 2g + 1} of indices of the finite branch points of the hyperelliptic curve
V . Then the following formula is valid
θ4{I0} = ± (det 2ω)
2
π2g
∆(I0).(2.63)
The proof can be found in many places, see e. g. Thomae (1870), Bolza (1899),
Fay (1973), Mumford (1983). There are
(
2g+1
g
)
different possibilities to choose the
set I0.
Among various corollaries of the Thomae formula we shall single out the fol-
lowing two:
Corollary 2.6.1. Let S = {i1, . . . , ig−1} and T = {j1, . . . , jg−1} be two dis-
joint sets of non-coinciding integers taken from the set G of indices of the finite
branch points. Then for any two k 6= l from the set G\(S ∪ T ) the following for-
mula is valid
(2.64)
el − em
ek − em = ǫ
θ2{k,S}θ2{k, T }
θ2{l,S}θ2{l, T } ,
where m is the remaining number when S, T , k, l are taken away from G, and
ǫ4 = 1.
Corollary 2.6.2. Let I0 = {i1, . . . , ig} and J0 = {j1, . . . jg+1} be the par-
tition. Choose k, n ∈ I0 and i, j ∈ J0. Define the sets Sk = I0\{k}, Sk,n =
I0\{k, n}, Ti,j = J0\{i, j}. Then
(2.65)
∏
jl∈J0
(ek − ejl)∏
il∈I0,il 6=k
(ek − eil)(ek − en)2
=
±θ4{i,Sk}θ4{j,Sk}θ4{n, Ti,j}
θ4{i, j,Sk,n}θ4{i, Ti,j}θ4{j, Ti,j} .
The signs ± and the values of ǫ should be determined in each particular case
by some limiting procedure (see e.g. Fay(1973))
The Thomae paper (1870) , see also Krazer&Wirtinger (1915), contains another
set of formulae expressing the nonsingular θ-constants of the second kind in terms
of branch points and periods of Abelian differentials:
Theorem 2.7 (Second Thomae theorem). Let I1 ∪J1 be a partition of the
set G of indices of the finite branch points, and v1, . . . , vg the normalized holomor-
phic integrals. Then the θ-constants of the second kind are given by the formula
(2.66)
∂
∂vj
θ{I1}(v|τ)
∣∣
v=0
=: θj{I1} = 2ǫ
√
det 2ω
πg
∆(I1) 14
g∑
i=1
ωijsg−i(I1), j = 1, . . . , g,
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where sl(I1) is the elementary symmetric function of degree l associated with the
set I1 of indices of the branch points.
It is convenient to rewrite this Thomae theorem in matrix form. To do that
we introduce for any set of nonsingular odd characteristics [δ1], . . . , [δg] the Jacobi
matrix
(2.67) D[δ1, . . . , δg] =
 θ1[δ1] θ1[δ2] . . . θ1[δg]... ... . . . ...
θg[δ1] θg[δ2] . . . θg[δg]
 .
Theorem 2.8. Let I0 = {i1, . . . , ig} and J0 = {j1, . . . jg+1} be the sets of a
partition I0 ∪ J0 = G. Define the g sets Sk = I0\{ik} and use the correspondence
[δk]⇔ {Sk}, k = 1, . . . , g, for nonsingular odd characteristics. Then
(2.68) D[δ1, . . . , δg] = ǫ
√
det 2ω
πg
2ωT SM,
where ǫ8 = 1; the matrices S and M are given as
S =
(
sg−i(Sk)
)
k,i=1,...,g
,
M = diag
(
4
√
∆(S1), . . . , 4
√
∆(Sg)
)
,
(2.69)
where the sg−i(Sk) are the symmetric functions of order g − i built on the set of
branch points ei with i ∈ Sk.
Moreover, by choosing any n ∈ Sk and i, j ∈ J0, the formula (2.68) is trans-
formed to
(2.70) D[δ1, . . . , δg] = ǫ 2ω
T S N,
with
N = θ{I0} × diag
(
. . . ,
√
ek − en θ{i,Sk}θ{j,Sk}θ{n, Ti,j}
θ{i, j,Sk,n}θ{i, Ti,j}θ{j, Ti,j} , . . .
)
k=1,...,g
,
where we defined the sets Sk,n := I0\{k, n}, Ti,j := J0\{i, j}.
Proof. The formula (2.68) is the matrix version of formula (13.147). To write
(2.68) in the form (2.70), we use (2.63) to obtain for every k = 1, . . . , g√
det 2ω
πg
4
√
∆(Sk) = ǫθ{I0} 4
√
∆(Sk)
∆(I0) .
The quotient under the sign of the fourth root is exactly the left hand side of the
equality (2.65). 
As an immediate corollary of the second Thomae theorem we obtain
Theorem 2.9 (Riemann-Jacobi formula). Fix g different positive integers
{i1, . . . , ig} =: I0 of the set G, and let J0 = {j1, . . . , jg+1} be the complementary
set. Define the g sets Sk = I0\{ik} and use the correspondence [δk] ⇔ {Sk},
k = 1, . . . , g, for nonsingular odd characteristics. Similarly, define g + 2 sets Tl
where T0 = I0 and Tl = J0\{jl} l = 1, . . . , g + 1, and use the correspondence
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[εl] ⇔ {Tl} with the g + 2 nonsingular even characteristics. Then the following
formula is valid
(2.71) det D[δ1, . . . , δg] = ±πgθ[ε0]θ[ε1] · · · θ[εg+1].
Proof. Compute the determinant of both sides of the matrix equality (2.68)
det D[δ1, . . . , δg] = ǫ (det 2ω)
g+2
2 π
−g2
2 det M det S.
One can see that the product
(2.72) detM4detS4 =
g+1∏
l=0
∆(Tl),
where the partitions Tl are given in the formulation of the theorem. The final
formula follows immediately after expressing each ∆(Tl) in terms of θ-constants
θ{Tl} by the formula (2.63). Our analysis enables us to give the exact value of ǫ
from which it follows that the only remaining ambiguity in (2.71) is the ± sign,
corresponding to the antisymmetry of the determinant. 
Formula (2.71) was called generalized Riemann-Jacobi formula by Fay (1979).
Its general theory, including non-hyperelliptic curves, was developed in the series
of works by Igusa (1979, 1980, 1982). In the elliptic case g = 1 it reduces to (2.62).
By inverting Eq. (2.70) we obtain the periods of the first kind and their inverse
matrix ρ, i. e., the normalizing constants for the holomorphic differentials in terms
of θ-constants:
2ω = ǫ(ST )−1N−1DT [δ1, . . . , δg],
ρ := (2ω)−1 = ǫD[δ1, . . . , δg]
−1NST .
(2.73)
2.8.2. Differentiation over branch points. Periods of the second kind can
be obtained from the Picard-Fuchs equations for the derivatives with respect to the
branch points ei of the two sets of periods ω and η. In the case of g = 1 these
equations read
∂ω
∂ei
= −1
2
η + eiω
(ei − ej)(ei − ek)(2.74)
∂η
∂ei
=
1
2
eiη − (e2i + ejek)ω
(ei − ej)(ei − ek)(2.75)
Bolza (1899) described how to derive them by a variation procedure which goes back
to Riemann, Thomae, and Fuchs; it was generalized in terms of Rauch’s formula
(see e.g. Rauch (1959), Fay(1992) ) which in the case of the hyperelliptic curve (2.1)
reads
(2.76)
∂
∂ek
dv(x, y) = − 2Res|z=ek dωnorm(z, w;x, y)dv(z, w)
where dv(x, y) is the vector of normalized holomorphic differentials and dωnorm(z, w;x, y)
the normalized Kleinian bi-differential
dωnorm(z, w;x, y) = dω(z, w;x, y) + 2du
T (z, w)κ du(x, y),
κT = κ = η(2ω)−1,
∮
al
dωnorm(z, w;x, y) = 0, l = 1, . . . , g.
(2.77)
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In the proof below we use the same set of ideas using the Klein bi-differential (2.10)
because our aim is to derive differential equations, with respect to the branch points,
in the space of periods ω, ω′, η, η′ of the non-normalized differentials.
Theorem 2.10. For an arbitrary branch point el the following equations are
valid
(2.78)
∂
∂el
(
ω ω′
η η′
)
=
(
αl βl
γl −αtl
)(
ω ω′
η η′
)
,
where
αl = −1
2
{ 1
R′(el)
U(el)R
T (el)−Ml
}
,(2.79)
βl = −2
{ 1
R′(el)
U(el)U
T (el)
}
,(2.80)
γl =
1
8
{ 1
R′(el)
R(el)R
T (el)−Nl
}
,(2.81)
with
(2.82) Ml =

0 0 0 . . . 0 0
1 0 0 . . . 0 0
el 1 0 . . . 0 0
e2l el 1 . . . 0 0
...
...
. . .
. . .
. . .
...
eg−2l e
g−3
l . . . el 1 0

and
(2.83) Nl = el(MlQl +QlM
t
l ) +Ql, Ql = diag
(
. . . ,
Rk(el)
Uk+1(el) , . . .
)
.
Proof. First we consider the equation for ∂ω/∂el. It is obtained by integrating
the following equivalence over cycles al:
(2.84) R′(ei)
∂
∂ei
Um(x)
y
=
Um(ei)
2y
{
U
T (ei)R(x)−RT (ei)U(x)
}
− Um(ei) ∂
∂x
y
x− ei +
R′(ei)
2y
m−1∑
j=1
Um−j(x)Uj(ei).
To prove this, substitute (z, w) = (ei, 0) into the equality
∂
∂z
1
2
y + w
y(x− z)dxdz + dr
T (z, w)du(x, y) =
F (x, z) + 2yw
4(x− z)2
dx
y
dz
w
which leads to the relation
(2.85) − ∂
∂x
y
(x− ei) +
U
T (ei)R(x)
2y
=
F (x, ei)
2(x− ei)2y ;
Further insert
(2.86) F (x, ei) = (x− ei)R′(ei) + (x − ei)2 UT (x)R(ei)
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to obtain the equality
(2.87) − ∂
∂x
y
(x− ei) +
U
T (ei)R(x)
2y
− R
T (ei)U(x)
2y
=
R′(ei)
2(x− ei)y ≡ R
′(ei)
∂
∂ei
1
y
,
which is (2.84) for m = 1. The validity of (2.84) for m = 2, . . . follows from the
equivalence
(2.88)
∂
∂ei
xm−1
y
= em−1i
∂
∂ei
1
y
+
1
2
m−1∑
j=1
ej−1i
xm−j−1
y
,
which can be proved inductively.
Compute now the periods 2ωm,l =
∮
al
(Um(x)/y) dx from (2.84):
(2.89)
∂ωm,l
∂ei
= −2Um(ei)
R′(ei)
g∑
k=1
{
Uk(ei)ηk,l + 1
4
Rk(ei)ωk,l
}
+
1
2
m−1∑
j=1
ωm−j,lUj(ei).
The upper left block of (2.78) is nothing but this formula written in matrix form.
Next we derive the equation for ∂η/∂el in an analogous way, using the equiva-
lence which may be checked by direct computing,
(2.90) R′(ei)
∂
∂ei
Rm(x)
y
=
Rm(ei)
2y
{
U
T (ei)R(x) −RT (ei)U(x)
}
−Rm(ei) ∂
∂x
y
x− ei −
R′(ei)
2y
(Rm(x)−Rm(ei)
x− ei + 2
∂
∂ei
Rm(x)
)
.
The expression in the bracket of the last term can be written as
−1
Um+1(ei)
( m∑
k=1
Um−k+1(x)Uk(ei) +
g∑
k=m+1
(Uk(x)Rk(ei)−Rk(x)Uk(ei))
)
.
The periods 2ηm,l = −
∮
al
(Rm(x)/y) dx are obtained by integration:
(2.91)
∂ηm,l
∂ei
=
Rm(ei)
2R′(ei)
g∑
k=1
(
Uk(ei)ηk,l + 1
4
Rk(ei)ωk,l
)
− 1
2
g∑
k=m+1
Uk−m(ei)ηk,l
− 1
8
( g∑
k=m+1
ωk,l
Rk(ei)
Um(ei) +
m∑
k=1
ωm−k+1,lUk−m(ei)
)
.
Written in matrix form, this is the lower left block of Eq. (2.78). The equations for
the derivatives of ω′ and η′ are obtained in the same way. 
Corollary 2.10.1. The following variation formula is valid:
∂τ
∂el
=
iπ
2
ω−1βl(ω
T )−1, e = 1, . . . , 2g + 1,(2.92)
where βl is given in eq. (2.80).
This is a consequence of eqs. (2.78) and (2.79) for τ = ω−1ω′; it was derived
in Thomae (1870) and has been proved again in many places. For the case of genus
one the explicit formula reeads:
(2.93)
∂τ
∂ei
=
1
4ω2
iπ
(ei − ej)(ei − ek) , i 6= j 6= k ∈ {1, 2, 3}
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We are now in the position to give expressions for the second kind periods in
terms of θ-constants.
Theorem 2.11. Choose any g different positive integers {i1, . . . , ig} =: I0 from
the set G, and let ei1 , . . . , eig be the corresponding branch points. Then the period
matrix η is given as
(2.94) B(I0)η =
∑
il∈I0
∂ω
∂eil
−A(I0)ω,
where
B(I0) =
∑
il∈I0
β(eil), A(I0) =
∑
il∈I0
α(eil),
and the matrix B(I0) is invertible.
Proof. Eq. (2.94) follows from (2.78), and it is straightforward to check that
det B(I0) = (−2)g
∏
il<ik∈I0
(eil − eik)2∏
in∈I0
R′(ein)
6= 0.

The derivative ∂ω/∂el can be calculated with the help of formula (2.92), (2.73)
and the heat equation.
Formula (2.94) can be applied as follows. Let λ2g =
∑
k ek = 0. Define the
matrices
(2.95) C(I0) =
∑
ik∈I0
eikA(I0)−1B(I0), D(I0) =
∑
ik∈I0
eikA(I0)−1.
Then by taking a suitable sum of the
(
2g+1
g
)
equations (2.94), we obtain
(2.96) η =
(∑
I0
C(I0)
)−1∑
I0
D(I0)
∑
ik∈I0
∂ω
∂eik
,
where the summation is over all subsets I0 of the set G of indices. For genus one
this formula reduces to (2.74)
2.8.3. Formula for the matrix κ. We present here the formula that permits
to express the second period matrices 2η, 2η′,κ in terms of 2ω, 2ω′, branching points
and theta-constants
Proposition 2.12. Let AI0 + 2ωK∞ be an arbitrary even nonsingular half-
period corresponding to the g branch points of the set of indices I0 = {i1, . . . , ig}.
We define the symmetric g × g matrices
(2.97) P(AI0) := (℘ij(AI0))i,j=1,...,g
where
(2.98) θi,j [ε] =
∂2
∂zi∂zj
θ[ε](z)
∣∣∣∣
z=0
, i, j ∈ {1, . . . , g}
and the g× g matrix H is expressible in terms of even non-singular theta-constants
(2.99) H(AI0) =
1
θ[ε]
(θij [ε])i,j=1,...,g , where [ε] = [(2ω)
−1AI0 +K∞].
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Then the κ-matrix is given by
(2.100) κ = −1
2
P(AI0)−
1
2
((2ω)−1)TH(AI0)(2ω)
−1
and the half-periods η and η′ of the meromorphic differentials can be represented as
(2.101) η = 2κω, η′ = 2κω′ − iπ
2
(ω−1)T .
We remark that (2.100) represents the natural generalization of the Weierstraß
formulae
(2.102)
2ηω = −2e1ω2− 1
2
ϑ′′2(0)
ϑ2(0)
, 2ηω = −2e2ω2− 1
2
ϑ′′3 (0)
ϑ3(0)
, 2ηω = −2e3ω2− 1
2
ϑ′′4(0)
ϑ4(0)
,
see e.g. the Weierstraß–Schwarz lectures, [Wei893] p. 44. Therefore Proposition
2.12 allows the reduction of the variety of moduli necessary for the calculation of
the σ– and ℘–functions to the first period matrix. More information about can be
found in [EHKKLP12] and [KSh12].

CHAPTER 3
Multi-dimensional ζ and ℘-functions
3.1. Basic relations
In this section we are going to derive the basic relations connecting the functions
℘gi and their derivatives. Further we will find a basis set of functions closed with
respect to differentiations over the canonical fields ∂/∂ui. We give applications of
these results to the modern theory of the integrable equations: to construction of
the explicit solutions of the KdV system in terms of Kleinian functions and to the
problem of the matrix families satisfying to the zero curvature condition.
Proposition 3.1. The functions ℘gggk , for k = 1, . . . , g are given by
℘gggi = (6℘gg + λ2g)℘gi + 6℘g,i−1 − 2℘g−1,i + 1
2
δgiλ2g−1.(3.1)
Proof. Consider the relation (2.57). The differentials dζi, i = 1, . . . , g can be
presented in the following forms
−dζi =
g∑
k=1
℘ikduk =
g∑
k=1
dri(xk)− 1
2
g∑
k=1
℘gg,i+1,kduk.
Put i = g − 1. We obtain for each of the xk, k = 1, . . . , g12xg+1k + 2λ2gxgk + λ2g−1xg−1k − 4 g∑
j=1
℘g−1,jx
j−1
k
 dxk
yk
= 2
g∑
j=1
℘gggjx
j−1
k
dxk
yk
.
Applying the formula (2.49) to eliminate the powers of xk greater than g − 1, and
taking into account, that the differentials dxk are independent, we come to
g∑
i=1
[
(6℘gg + λ2g)℘gi + 6℘g,i−1 − 2℘g−1,i + 1
2
δgiλ2g−1
]
xi−1k
=
g∑
j=1
℘gggjx
j−1
k .

Let us calculate the difference
∂℘gggk
∂ui
− ∂℘gggi∂uk according to the (3.1). We obtain
Corollary 3.1.1.
(3.2) ℘ggk℘gi − ℘ggi℘gk + ℘g,i−1,k − ℘gi,k−1 = 0.
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This means that the 1–form
∑g
i=1(℘gg℘gi+℘g,i−1)dui is closed. We can rewrite
this as duTC℘.
Differentiation of (3.2) by ug yields
Corollary 3.1.2.
(3.3) ℘gggk℘gi − ℘gggi℘gk + ℘gg,i−1,k − ℘ggi,k−1 = 0.
And the corresponding closed 1–form is duT C℘′.
3.1.1. Vector form of the basic relations. We are going to find such a set
of Kleinian functions which is algebraically closed with respect to the differentiation
over the canonical variables u1, . . . , ug. It is the most convenient to carry out the
deduction in the vector notation.
Introducing the vector ℘′′ = ∂
2℘
∂u2g
we can rewrite (3.1) in the form
℘′′ = (6C + λ2g)℘+ 1
2
λ2g−1eg − 2Pg−1,
where ei = (δi1, . . . , δig), i = 1, . . . , g and
C = Bg + ℘eTg , Bg =
g∑
k=1
eke
T
k−1
is the companion matrix of the polynomial P(z;u) defined by (2.49) and Pg−1 =
(℘1,g−1, . . . , ℘g,g−1)
T .
Corollary 3.1.3. The following equation is valid
2
∂℘
∂ug−1
=
[
− ∂
3
∂u3g
+ {6(Bg + ℘eTg + ℘T eg) + λ2g}
∂
∂ug
]
℘
Corollary 3.1.4. The vectors ℘′ and ℘′′ satisfy the following relations
∂
∂uk
℘ = Ak℘
′,(3.4)
∂
∂uk
℘′ = Ak℘
′′,(3.5)
where the g × g–matrices Ak are defined by
Ak =
g∑
i=k+1
Bg−ig (℘eTi − eTi ℘) + Bg−kg
Proof. Let us write according to (3.2)
℘g,k−1,i = e
T
i−1Ak℘
′,
where Ak some matrix and ℘ggk = e
T
k℘
′, ℘gk = e
T
k℘. Then, from (3.2)
eTi Ak−1℘
′ = ℘T (eie
T
k − ekeTi )℘′ + ei−1Ak℘′.
Multiplying the last equality by ei we obtain the recursion relation
Ak−1 =
g∑
i=1
ei℘
T (eie
T
k − ekeTi ) + eieTi−1Ak,
which takes after evident simplifications the form
(3.6) Ak−1 = BgAk + ℘eTk − ℘gk
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where Bg is the g × g backward step matrix, and the condition Ag = 1 is imposed
to start the recursion.
The (3.4) is an immediate consequence of (3.6).
By the same argument we obtain (3.5) from (3.3). 
Corollary 3.1.5. The following equality holds
∂2
∂u2g
℘′ =M℘′
with the g × g matrix
M = 4(Bg + ℘eTg ) + 8℘gg + λ2g
Proof. Differentiating (3.1) by ug and applying (3.2) we obtain
∂2
∂u2g
℘′ =
[
6(Bg + ℘eTg )− 2Ag−1 + 6℘gg + λ2g
]
℘′.
Hence we obtain the corollary. 
Corollary 3.1.6. Vectors ℘′ and ℘′′ satisfy the following system
[Ai,Ak]M℘′ =
(
∂Ak
∂ui
− ∂Ai
∂uk
)
℘′′
[Ai,Ak]℘
′′ =
(
∂Ak
∂ui
− ∂Ai
∂uk
)
℘′
The proof is straightforward.
Summarizing the above results we have for the canonical case λ2g = 0
Proposition 3.2. The set of Kleinian functions ℘,℘′ and ℘′′ is algebraically
closed with respect to differentiations over the canonical variables u, that is their
derivatives are expressed as polynomials on the basis set (℘,℘′,℘′′) with rational
coefficients.
We would like to pay attention to the complete analogy of this Proposition to
the well-known fact from elliptic theory, that any derivative ℘(n) is a polynomial of
℘, ℘′ and ℘′′.
Another aspect, which we would like to underline, is the actual universality of
the relations implied by the Proposition 3.2. In fact, these relations are valid for
any underlying hyperelliptic curve, provided it is presented by a canonical equation
that is, in the form with λ2g+2 = 0, λ2g+1 = 4 and λ2g = 0.
3.1.2. Zero curvature condition and a generalized shift. The theory of
Kleinian functions developed above permits to construct explicitly the family of
operators satisfying to the zero curvature condition (see. theorem 3.3). In this
section we give a new explicit construction, which permits to built a parametric
family of operators possessing the same property. The approach of operators of
general shift lies in the ground of the construction.
We introduce the family of matrices
Ak =
(
Bk Ak
Ck −Bk
)
,
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where
Ak = δk,g − ℘g,k+1(u),
Bk = −1
2
∂
∂ug
Ak =
1
2
℘gg,k+1(u),
Ck = −1
2
∂2
∂u2g
Ak + (2℘gg(u) +
λ2g
4
)Ak.
Theorem 3.3. Let ∂k =
∂
∂uk
, then the family of matrices {Aj} satisfies to zero
curvature condition:
[Ak,Ai] = ∂kAi − ∂iAk
Proof. The required conditions are checked directly by applying of the equal-
ities (3.2) and (3.3). For example:
∂kAi − ∂iAk − 2(AiBk −AkBi) = ℘gk,i+1 − ℘gi,k+1−
℘gg,k+1(δg,i − ℘g,i+1) + ℘gg,i+1(δg,k − ℘g,k+1) ≡ 0
due to (3.2). 
Corollary 3.3.1. Let L(ξ) =
∑
k≥0 ξ
kAk and ∂ξ =
∑g
k=1 ξ
k∂k, then
[L(ξ1), L(ξ2)] = ∂
ξ1L(ξ2)− ∂ξ2L(ξ1).
Let us introduce the shift operator Dξx by the formula
DξxG(x) =
xG(x) − ξG(ξ)
x− ξ
where the lower index shows the argument which is shifted and the upper index
shows the argument at which the aforementioned one is shifted.
Lemma 3.3.1. The operator Dξx defines the commutative generalized shift, i.e.
satisfies to the associativity equation:
Dξ2ξ1Dξ1x = Dξ1x Dξ2x .
Proof follows directly from the definition.
Proposition 3.4. The action DξxG(x) on the space of functions regular at
x = 0 is defined by the formula
DξxG(x) =
∑
k≥0
ξkDkG(x),
where operators Dk are invariant with respect to shift Dξx and coincide with those
given in Definition 2.2.
Remark, that Dk = D
k
1 . The action Dξx is extended to matrices, elements of
which are functions on x, and is defined by the same formula.
Let us introduce the matrix L(ξ, x) of the following form
L(ξ, x) = Dξx (L(x) +G(ξ, x)) ,
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where G(ξ, x) =
[∑
i>0(x
i − ξi)Ai
] (0 0
1 0
)
. Coefficients of the expansion L(ξ, x)
define operators Lk(x):
(3.7) L(ξ, x) =
∑
k≥0
ξkLk(x),
Remark, that Lk(x) vanishes at k > g.
Theorem 3.5. For such the matrix L(ξ, x) and vector field ∂ξ =∑gk=1 ξk ∂∂uk
the following relation is valid
∂ξ1L(ξ2, x) − ∂ξ2L(ξ1, x) = [L(ξ1, x),L(ξ2, x)].
Proof. We obtain directly from the definition of shift operator, that
[L(ξ1, x1),L(ξ2, x2)] = Dξ1x1Dξ2x2 [L(x1) +G(ξ1, x1), L(x2) +G(ξ2, x2)]
and
∂ξ1L(ξ2, x2) = Dξ1x1Dξ2x2∂ξ1(L(x2) +G(ξ2, x2)),
∂ξ2L(ξ1, x1) = Dξ1x1Dξ2x2∂ξ2(L(x1) +G(ξ1, x1)).
Set
F (ξ1, x1, ξ2, x2) = [L(x1) +G(ξ1, x1), L(x2) +G(ξ2, x2)]
−∂ξ1(L(x2) +G(ξ2, x2)) + ∂ξ2(L(x1) +G(ξ1, x1)).
Then
Dξ1x1Dξ2x2F (ξ1, x1, ξ2, x2) =
1
(x1 − ξ2)(x2 − ξ1)
[
x1x2F (ξ1, x1, ξ2, x2)−
ξ1x2F (ξ1, ξ1, ξ2, x2)− x1ξ2F (ξ1, x1, ξ2, ξ2) + ξ1ξ2F (ξ1, ξ1, ξ2, ξ2)
]
.
Evidently the following statement is valid
Lemma 3.5.1.
Dξ1x1Dξ2x2F (ξ1, x1, ξ2, x2) |x1=x2=x= 0
iff, when
F (ξ1, ξ1, ξ2, ξ2) = 0
and simultaneously
xF (ξ1, x, ξ2, x)− ξ1F (ξ1, ξ1, ξ2, x)− ξ2F (ξ1, x, ξ2, ξ2) = 0.
The proof of the theorem results in the direct checking of validity of condi-
tions of lemma 3.5.1. The condition F (ξ1, ξ1, ξ2, ξ2) = 0 is satisfied because of the
corollary 3.3.1. The second condition of the lemma is equivalent to the equation
∑
x
{
(∂ξ2 − ∂ξ1)(L(x) +G(ξ2, ξ1)) + [L(x), G(ξ2, ξ1)]
}
= 0,
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where the summation run over all the cyclic permutations of {x, ξ1, ξ2}. Matrix
elements (i, j) of the function situated over the sign of sum is reduced to the form
(1, 1) :
xg+1(ξg+11 − ξg+12 ) + (xg+1(∂ξ2 − ∂ξ1) + (ξg+11 − ξg+12 )∂x)ζg+
((∂ξ2 − ∂ξ1)ζg)∂xζg − 1
2
(∂ξ2 − ∂ξ1)∂x℘gg;
(1, 2) :
(∂ξ2 − ∂ξ1)∂xζg;
(2, 1) :
(∂ξ2 − ∂ξ1)[x(2℘gg + λ2g
4
) +
1
2
∂g∂
x(℘gg)
]
+(
x(∂ξ2 − ∂ξ1)− (∂x℘gg)
)
[ξg+11 − ξg+12 + (∂ξ2 − ∂ξ1)ζg];
(2, 2) = −(1, 1),
where we used the equality Ai = −∂i+1ζg(u), and by performing the summation
we find that the condition of the lemma is satisfied. The theorem is proved. 
Corollary 3.5.1. The parametric family of matrices {Lj(x)} satisfies also to
the zero curvature condition:
[Lk(x), Li(x)] = ∂kLi(x) − ∂iLk(x).
Thus, applying the generalized shift Dξx to the generating function L(x) of the
matrix family A1, . . . ,Ag, corrected by the gauge summand G(ξ, x), we obtain the
generating function of the matrix function of the matrix L0(x), . . . , Lg(x) that de-
pends on a parameter, and the family thus obtained also satisfies the zero curvature
condition.
The above result also solves the following problem: for a given family of opera-
tors satisfying the zero curvature condition, construct a generalized shift operator,
which (after a gauge correction) takes this family to a new family satisfying the
same condition for all values of parameter.
3.1.3. Solution of KdV hierarchy by ℘-functions. The KdV system is
the infinite hierarchy of differential equations
Utk = Xk[U ],
for the function U(t1, t2, t3, . . .). Set, as usual, t1 = z and t2 = t. The first two
equations from the hierarchy have the form:
Ut1 = Uz , and Ut2 = 14 (Uzzz − 6UUz),
the second equation is the Korteweg de Vries equation. Higher KdV equations are
defined by the relation
Xk+1[U ] = RXk[U ],
where R = 14∂2z − (U + c) − 12Uz∂−1z —is the Lenard recursion operator and V —
is a constant.
The KdV hierarchy is a widely known object in the theory of integrable systems.
Large amount of papers being originated by the pioneer paper of Novikov [Nov974]
is devoted to the construction of algebraic geometric solutions for this system.
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The theory of Kleinian hyperelliptic functions, being constructed above, per-
mits to give explicit solution for KdV hierarchy, which depends directly on the
canonical coordinates of the hyperelliptic Jacobian. Identifying time variables
(t1, t2, . . . , tg)→ (ug, ug−1, . . . , u1) and the constant c = 112λ2g , we have
Theorem 3.6. The function U = 2℘gg(u) + 16λ2g is a g–gap solution of the
KdV system.
Proof. Indeed, we have Uz = ∂g2℘gg and by (3.2)
Ut2 = ∂g−12℘gg =
1
2
(
℘ggggg − (12℘gg + λ2g)℘ggg
)
.
The action of R
∂g−i−12℘gg =
[
1
4
∂2g − (2℘gg +
1
4
λ2g)
]
2℘gg,g−i − 2℘ggg℘g,g−i
is verified by (3.2) and (3.3).
On the g–th step of recursion, the “times” ui are exhausted and the stationary
equation Xg+1[U ] = 0 appears. A periodic solution of g + 1 higher stationary
equation is a g–gap potential (see [DMN976]) . 
3.2. Fundamental cubic and quartic relations
We are going to find the relations connecting the odd functions ℘ggi and even
functions ℘ij . These relations take in hyperelliptic theory the place of the Weier-
strass cubic relation
℘′
2
= 4℘3 − g2℘− g3,
for elliptic functions, which establishes the meromorphic map between the elliptic
Jacobian C/(2ω, 2ω′) and the plane cubic. We use these results to give the explicit
solution of the “Sine-Gordon” equation by Kleinian function. Another application
is the theory of Kleinian functions itself, in the case of genus 3 we give the complete
lists of the expressions of first and second derivatives of ℘ik-functions by the basis
set and use them to calculate the second nontrivial term of the expansion of σ-
function
The theorem below is based on the property of an Abelian function to be
constant if any gradient of it is identically 0, or, if for Abelian functions G(u) and
F (u) there exist such a nonzero vector α ∈ Cg, that ∑gi=1 αi ∂∂ui (G(u) − F (u))
vanishes, then G(u)− F (u) is a constant.
Theorem 3.7. The functions ℘ggi and ℘ik are related by
℘ggi℘ggk = 4℘gg℘gi℘gk − 2(℘gi℘g−1,k + ℘g,k℘g−1,i)
+4(℘gk℘g,i−1 + ℘gi℘g,k−1) + 4℘k−1,i−1 − 2(℘k,i−2 + ℘i,k−2)
+λ2g℘gk℘gi +
λ2g−1
2
(δig℘kg + δkg℘ig) + c(i,k),(3.8)
where
(3.9) c(i,k) = λ2i−2δik +
1
2
(λ2i−1δk,i+1 + λ2k−1δi,k+1).
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Proof. We are looking for such a function G(u) that ∂∂ug (℘ggi℘ggk −G) is 0.
Direct check using (3.2) shows that
∂
∂ug
(℘ggi℘ggk − (4℘gg℘gi℘gk − 2(℘gi℘g−1,k + ℘g,k℘g−1,i)
+ 4(℘gk℘g,i−1 + ℘gi℘g,k−1) + 4℘k−1,i−1 − 2(℘k,i−2 + ℘i,k−2)
+ λ2g℘gk℘gi +
λ2g−1
2
(δig℘kg + δkg℘ig))) = 0.
It remains to determine cij . From (2.53), we conclude, that c(i,k) for k = i is equal
to λ2i−2, for k = i+ 1 to
1
2λ2i−1, otherwise 0. So cij is given by (3.9). 
ConsiderCg+
g(g+1)
2 with coordinates (z, p = {pi,j}i,j=1...g) with zT = (z1, . . . , zg)
and pij = pji, then we have
Corollary 3.7.1. The map
ϕ : Jac(V )\(σ)→ Cg+ g(g+1)2 , ϕ(u) = (℘′(u),Π(u)),
where Π = {℘ij}i,j=1,...,g, is meromorphic embedding.
The image ϕ(Jac(V )\(σ)) ⊂ Cg+ g(g+1)2 is the intersection of g(g+1)2 cubics,
induced by (3.8).
(σ) denotes the divisor of 0’s of σ.
Definition 3.1. Factor Kg = T g/± of a torus T g = Cg/(2ω ⊕ 2ω′) over the
involution T g → T g : u 7→ (−u) is called Kummer variety of the torus T g.
Kummer variety Kum(V ) = Jac(V )/± of the Jacobian Jac(V ) of the Riemann
surface of an algebraic curve V is called Kummer variety of the Riemann surface
of an algebraic curve V .
Consider projection
π : C
g+g(g+1)
2 → C g(g+1)2 , π(z, p) = p.
Corollary 3.7.2. The restriction π ◦ ϕ is the meromorphic embedding of the
Kummer variety Kum(V ) = (Jac(V )\(σ))/± into C g(g+1)2 . The image π(ϕ(Jac(V )\(σ)))
⊂ C g(g+1)2 is the intersection of quartics, induced by
(3.10) (℘ggi℘ggj)(℘ggk℘ggl)− (℘ggi℘ggk)(℘ggj℘ggl) = 0,
where the parentheses mean, that substitutions by (3.8) are made before expanding.
The quartics (3.10) have no analogue in the elliptic theory. The first example
is given by genus 2, where the celebrated Kummer surface [Hud905] appears.
3.2.1. Solution of the sine–Gordon equation. Consider the following sys-
tem of equations
(3.11)

∂2
∂z1∂t
ϕ(z1, z2, t) = 2β sinϕ(z1, z2, t)− αψ(z1, z2, t)e{−2iϕ(z1,z2,t)}
∂
∂z1
ψ(z1, z2, t) =
1
2βe
{iϕ(z1,z2,t)}
∂
∂z2
ϕ(z1, z2, t)
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with respect two functions ϕ(z1, z2, t) and ψ(z1, z2, t). At α = 0 the system splits to
two independent equations, from which the first represents itself the known “sine-
Gordon” (SG) equation in the light cone coordinates. In general case (α 6= 0) the
system be a two dimensional generalization of SG equation.
The theory of Kleinian function permits to construct explicit solutions for this
system.
Set the correspondence of variables (z1, z2, t)→ (u1, u2, ug).
Theorem 3.8. Let α =
λ0
λ1
and β =
√
λ1, then the pair of functions ϕ =
−iln(2℘1,g(u)/√λ1) and ψ = i℘2,g(u) is 2g-periodic finite-gap solution of the sys-
tem (3.11) for any genus g ≥ 2.
Proof. In virtue of (3.2),(3.3) and (3.8) we have
∂1∂gln℘1,g = 2℘1,g − λ1
2℘1,g
+
λ0
℘21,g
℘2,g,
what provides the validity of the first equation from (3.11); the second equation is
equivalent to the equality ∂1℘2,g = ∂2℘1,g. 
The results of the Theorems 3.6 and 3.8 demonstrate the applicability of the
Kleinian functions to the modern theory of integrable systems. We emphasize that
the natural identification of the independent variables with the canonical coordi-
nates on Jacobian come to explicit solutions in terms of Kleinian functions for the
known system in the form being available to the investigation of the solutions and
applications. This fact is one of the important incentives for the further develop-
ment of the Kleinian functions theory.
3.2.2. Veselov-Novikov equation. The Veselov-Novikov equation is given
as
αUxxx + βUyyy − 2α(UV )x − 3β(UW )y = ut,
Wx = Uy, Vy = Ux,(3.12)
Proposition 3.9. The Veselov-Novikov equation is satisfied by the hyperelliptic
Kleinian functions of the hyperelliptic curve
(3.13) y2 = 4x2g+1 +
2g∑
k=1
λkx
k,
as follows
U(x, y) = 2℘1,g(y, u2, . . . , ug−1, x),
V(x, y) = 2℘g,g(y, u2, . . . , ug−1, x) + V,(3.14)
W(x, y) = 2℘1,1(y, u2, . . . , ug−1, x) +W,
where the variables x, y, t are identified with the Jacobian variables u1, . . . , ug as
(3.15) x = ug, y = u1, t =
g∑
i=1
uiγi
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and
γi =

−α(3V − λ2g) if i = g
− 12αλ2g+1 if i = g − 1
−αλ2g+2 if i = g − 2
0 if g − 3 < i < 3
−βλ0 if i = 3
− 12βλ1 if i = 2
−β(3W − λ2) if i = 1
CHAPTER 4
Hyperelliptic Jacobians
4.1. Fundamental relations
Let us take a second look at the fundamental cubics (3.8) and quartics (3.10).
4.1.1. Sylvester’s identity. For any matrix K of entries kij with i, j =
1, . . . , N we introduce the symbol K[i1j1 · · · imjn ] to denote the m× n sub-matrix:
K[i1j1 · · · imjn ] = {kik,jl}k=1,...,m; l=1,...,n
for subsets of rows ik and columns jl.
We will need here the Sylvester’s identity (see, for instance [HJ986]) . Let us
fix a subset of indices α = {i1, . . . , ik}, and make up the N − k × N − k matrix
S(K,α) assuming that
S(K,α)µ,ν = detK[
µ,α
ν,α ]
and µ, ν are not in α, then
(4.1) detS(K,α) = detK[αα]
(N−k−1) detK.
4.1.2. Determinantal form. We introduce (cf. [Ley995]) new functions hik
defined by the formula
hik = 4℘i−1,k−1 − 2℘k,i−2 − 2℘i,k−2
+
1
2
(δik(λ2i−2 + λ2k−2) + δk,i+1λ2i−1 + δi,k+1λ2k−1) ,(4.2)
where the indices i, k ∈ 1, . . . , g+2. We assume that ℘nm = 0 if n or m is < 1 and
℘nm = 0 if n or m is > g. It is evident that hij = hji. We shall denote the matrix
of hik by H .
The map (4.2) from ℘’s and λ’s to h’s respects the grading
deg hij = i+ j, deg ℘ij = i+ j + 2, deg λi = i+ 2,
and on a fixed level L (4.2) is linear and invertible. From the definition follows
L−1∑
i=1
hi,L−i = λL−2 ⇒XTHX =
2g+2∑
i=0
λix
i
for XT = (1, x, . . . , xg+1) with arbitrary x ∈ C. Moreover, for any roots xr and xs
of the equation
∑g+2
j=1 hg+2,jx
j−1 = 0 we have (cf. (2.46)) yrys =X
T
r HXs.
From (4.2) we have
−2℘ggi = ∂∂ug hg+2,i = ∂∂uihg+2,g = − 12 ∂∂ui hg+1,g+1,
2(℘gi,k−1 − ℘g,i−1,k) = ∂∂uk hg+2,i−1 − ∂∂ui hg+2,k−1 = 12 ∂∂uk hg+1,k − 12 ∂∂ui hg+2,i,
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. . . etc., and (cf. (3.1)):
−2℘gggi = ∂2∂u2g hg+2,i = − detH [
i,
g+1
g+1
g+2] + detH [
i,
g,
g+2
g+2]− detH [i−1,g+1,g+2g+2].(4.3)
Using (4.2), let us rewrite (3.8) in more effective form:
4℘ggi℘ggk =
∂
∂ug
hg+2,i
∂
∂ug
hg+2,k = − detH [i,k,g+1,g+1,g+2g+2](4.4)
Consider, as an example, the case of genus 1.
Let us define on the Jacobian of a curve
y2 = λ4x
4 + λ3x
3 + λ2x
2 + λ1x+ λ0
the Kleinian functions: σK(u1) with expansion u1 + . . ., its second and third loga-
rithmic derivatives −℘11 and −℘111. By (4.4) and following the definition (4.2) we
have:
−4℘2111 = detH
[
1,2,3
1,2,3
]
= det
 λ0 12λ1 −2℘111
2λ1 4℘11 + λ2
1
2λ3−2℘11 12λ3 λ4
 ;
expanding the determinant we obtain:
℘2111 = 4℘
3
11 + λ2℘
2
11 + ℘11
λ1λ3 − 4λ4λ0
4
+
λ0λ
2
3 + λ4(λ
2
1 − 4λ2λ0)
16
,
and the (4.3), in complete accordance, gives
℘1111 = 6℘
2
11 + λ2℘11 +
λ1λ3 − 4λ4λ0
8
.
These equations show that σK differs only by a factor exp(− 112λ2u21) from
standard Weierstrass σ-function built by the invariants g2 = λ4λ0 +
1
12λ
2
2 − 14λ3λ1
and g3 = det
(
λ0
1
4λ1
1
6λ2
1
4λ1
1
6λ2
1
4λ3
1
6λ2
1
4λ3 λ4
)
(see, e.g. [BE955, WW973]) .
Further, we find, that rank H = 3 in generic point of Jacobian, rank H = 2 in
half-periods. At u1 = 0, where σK has is 0 of order 1, we have rank σ
2
KH = 3.
Concerning the general case, on the ground of (4.4), we prove the following:
Theorem 4.1. rank H = 3 in generic point ∈ Jac(V ) and rank H = 2 in the
half-periods. rank σ(u)2H = 3 in generic point ∈ (σ) and rank σ(u)2H = 0 in the
points of (σ)sing.
Here (σ) ⊂ Jac(V ) denotes the divisor of 0’s of σ(u). The (σ)sing ⊂ (σ) is the
so-called singular set of (σ). (σ)sing is the set of points where σ vanishes and all
its first partial derivatives vanish. (σ)sing is known (see [Fay973] and references
therein) to be a subset of dimension g − 3 in hyperelliptic Jacobians of g > 3, for
genus 2 it is empty and consists of single point for g = 3. Generally, the points of
(σ)sing are presented by {(y1, x1), . . . , (yg−3 , xg−3 )} ∈ (V )g−3, and generic points
of (σ)sing are such that for all i 6= j ∈ 1, . . . , g − 3, φ(yi, xi) 6= (yj , xj).
Proof. Consider the Sylvester’s matrix
S = S
(
H [i,j,g+1,g+2k,l,g+1,g+2], {g + 1, g + 2}
)
.
4.1. FUNDAMENTAL RELATIONS 61
According to (4.4) we have S = −4
(
℘ggi℘ggk ℘ggi℘ggl
℘ggj℘ggk ℘ggj℘ggl
)
and detS = 0, so
applying (4.1) we see, that detH [i,j,g+1,g+2k,l,g+1,g+2] detH [
g+1,g+2
g+1,g+2] vanishes identically. As
detH [g+1,g+2g+1,g+2] = λ2g+2(4℘gg + λ2g)− 14λ22g+1 is not an identical 0, we infer that
(4.5) detH
[
i,j,g+1,g+2
k,l,g+1,g+2
]
= 0.
Remark, that this equation is actually the (3.10) rewritten in terms of h’s.
Now from the (4.5), putting j = l = g, we obtain for any i, k, except for such
u, that H
[
g,g+1,g+2
g,g+1,g+2
]
becomes degenerate, and those where the entries become
singular i.e. u ∈ (σ),
(4.6) hik = (hi,g, hi,g+1, hi,g+2)
(
H
[
g,g+1,g+2
g,g+1,g+2
])−1 hk,ghk,g+1
hk,g+2
 .
This leads to the skeleton decomposition of the matrix H
(4.7) H = H
[
1, . . . ,g+2
g,g+1,g+2
] (
H
[
g,g+1,g+2
g,g+1,g+2
])−1
H
[
g,g+1,g+2
1, . . . ,g+2
]
,
which shows, that in generic point of Jac(V ) rank of H equals 3.
Consider the case detH [g,g+1,g+2g,g+1,g+2] = 0. As by (4.4) we have
detH [g,g+1,g+2g,g+1,g+2] = −4℘2ggg,
this may happen only if and only if u is a half-period. And therefore we have
instead of (4.5) the equalities H [i,g+1,g+2k,g+1,g+2] = 0 and consequently in half-periods
matrix H is decomposed as
H = H
[
1, . . . ,g+2
g+1,g+2
] (
H
[
g+1,g+2
g+1,g+2
])−1
H
[
g+1,g+2
1, . . . ,g+2
]
,
having the rank 2.
Next, consider σ(u)2H at the u ∈ (σ). We have σ(u)2hi,k = 4σi−1σk−1 −
2σiσk−2 − 2σi−2σk, where σi = ∂∂ui σ(u), and, consequently, the decomposition
σ(u)2H |u∈(σ) = 2(s1, s2, s3)
 0 0 −10 2 0
−1 0 0
 sT1sT2
sT3
 ,
where
s1 = (σ1, . . . , σg, 0, 0)
T ,
s2 = (0, σ1, . . . , σg, 0)
T
and
s3 = (0, 0, σ1, . . . , σg)
T .
We conclude, that rank(σ(u)2H) is 3 in generic point of (σ), and becomes 0
only when σ1 = . . . = σg = 0, is in the points ∈ (σ)sing, while no other values are
possible. 
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Conclusion. The map
h : u 7→{4σi−1 σk−1 − 2σi σk−2 − 2σi−2 σk
− σ(4σi−1,k−1 − 2σi,k−2 − 2σi−2,k) + 12σ2(δik(λ2i−2 + λ2k−2)
+ δk,i+1λ2i−1 + δi,k+1λ2k−1)}i,k∈1,...,g+2,
induced by (4.2) establishes a meromorphic mapping of the
(
Jac(V )\(σ)sing
)
/±
into the space Q3 of complex symmetric (g + 2) × (g + 2) matrices of rank not
greater than 3.
We give the example of genus 2 with λ6 = 0 and λ5 = 4:
(4.8) H =

λ0
1
2λ1 −2℘11 −2℘12
1
2λ1 λ2 + 4℘11
1
2λ3 + 2℘12 −2℘22−2℘11 12λ3 + 2℘12 λ4 + 4℘22 2−2℘12 −2℘22 2 0
 .
In this case (σ)sing = {∅}, so the Kummer surface in CP3 with coordinates
(X0, X1, X2, X3) = (σ
2, σ2℘11, σ
2℘12, σ
2℘22) is defined by the equation detσ
2H =
0.
4.1.3. Extended cubic relation. The extension [Ley995] of (4.4) is de-
scribed by
Theorem 4.2.
RTπjlπ
T
ikS =
1
4
det
(
H
[
i
j
k
l
g+1
g+1
g+2
g+2
]
S
RT 0
)
,(4.9)
where R, S ∈ C4 are arbitrary vectors and
πik =

−℘ggk
℘ggi
℘g,i,k−1 − ℘g,i−1,k
℘g−1,i,k−1 − ℘g−1,k,i−1 + ℘g,k,i−2 − ℘g,i,k−2

Proof. Let us show, that vectors π˜ = πik and π = πjl solve the equations
H
[
i
j
k
l
g+1
g+1
g+2
g+2
]
π = 0; π˜TH
[
i
j
k
l
g+1
g+1
g+2
g+2
]
= 0.
Consider a system of linear equations:
(4.10) H
[
i
j
k
l
g+1
g+1
g+2
g+2
]
π = 0; π˜TH
[
i
j
k
l
g+1
g+1
g+2
g+2
]
= 0.
Denote byHα, α = 1, . . . , 4 the columns of the matrixH
[
i
j
k
l
g+1
g+1
g+2
g+2
]
, i.e. H
[
i
j
k
l
g+1
g+1
g+2
g+2
]
=∑4
i=1Hαe
T
α and by πi the corresponding components of a vector π. To prove that
vectors π = πjk and π˜ = πik solve the system (4.10), firstly, we find that the
equality πTikH4 = 0 is exactly (3.2) if we take into account that λ2g+1 = 4 and
λ2g+2 = 0 in our case.
Further, to show that πTikH3 = 0 we have to prove, that
−℘ggkhi,g+1 + ℘ggihk,g+1 − hg+1,g+1(℘g,i−1,k − ℘g,i,k−1)
hg+2,g+2(℘g−1,i,k−1 − ℘g−1,k,i−1 + ℘g,k,i−2 − ℘g,i,k−2) = 0
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or taking into the account the definition of hij ,
− ℘ggk[2℘g,i−1 − ℘g−1,i + 1
4
δgiλ2g−1]
+ ℘ggi[2℘g,k−1 − ℘g−1,k + 1
4
δgkλ2g−1]
− 2(℘gg + 1
4
λ2g)(℘g,i−1,k − ℘g,i,k−1)
+ ℘g−1,i,k−1 − ℘g−1,k,i−1 + ℘g,k,i−2 − ℘g,i,k−2 = 0.
Let us compute the difference ∂℘gggi/∂uk−1 − ∂℘gggk/∂ui−1 by (3.1) and compare
it with the derivative of (3.3) on ug. After evident simplifications we have
− ℘ggk[6℘g,i−1 − 2℘g−1,i + 1
2
δgiλ2g−1] + ℘ggi[6℘g,k−1 − 2℘g−1,k + 1
2
δgkλ2g−1]
− (6℘gg + 1
4
λ2g)(℘g,i−1,k − ℘g,i,k−1) + 2(℘g−1,k−1,i − ℘g−1,i−1,k)
− 2(℘gi℘g,g−1,k − ℘gk℘g,g−1,i = 0.
To complete the calculation we use the equalities
− ℘ggi℘g,k−1 + ℘ggk℘g,i−1
+ ℘g,g,k−1℘gi − ℘g,g,i−1℘gk − ℘g,i,k−2 + ℘g,k,i−2 = 0
and
℘gg(℘gi℘ggk − ℘gk℘ggi)
+ ℘gk℘g,g,i−1 − ℘gi℘g,g,k−1 − ℘gk℘g,g−1,i − ℘gi℘g,g−1,k = 0
The first of these equations is deduced from (3.2) by substituting i → i − 1 and
k → k− 1; to obtain the second substitute i = g in (3.2) and multiply the result by
℘gi and then add (3.2) with k = g, multiplied by ℘gk. We find, after some obvious
manipulations that the required equality holds.
Next, the equality πTikH2 = 0 reads as
hilπ1 − hklπ2 + hl,g+1π3 − hl,g+2π4 = 0;(4.11)
eliminating π3 and π4 with the use of π
T
ikH4 = 0 and π
T
ikH3 = 0 we obtain
H
[
i
l
g+1
g+1
g+2
g+2
]
π1 −H
[
k
l
g+1
g+1
g+2
g+2
]
π2 = 0.
Using (4.4) we turn the last expression to −π1℘ggi℘ggj+π2℘ggk℘ggj which vanishes
by the definition of π.
Finally, notice, that πTikH1 = 0 differs from (11.25) only by the change of sign
and replacement of indices l→ j.
To comlete the proof we need the following
Lemma 4.2.1. Let k be such a degenerate n × n–matrix, that all its (n − 1) ×
(n− 1)–minors are nonzero, and πT = (π1, . . . , πn), π˜T = (π˜1, . . . , π˜n), satisfy the
kπ = 0, π˜T k = 0.
Then, for j = 1, . . . , n:
π1
k1j
=
π2
k2j
= · · · = πn
knj
π˜1
kj1
=
π˜2
kj2
= · · · = π˜n
kjn
,
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where kij is the algebraic complements of an element i, j of the matrix k.
Proof. Follows from the Kramer’s rule. 
Now, applying the Lemma, we obtain, with obvious identification of minors:
(4.12)
π1π˜1
H11
= · · · = π4π˜1
H41
= const.
The constant in the very right hand side of this equation equals 14 , so, we obtain
(4.13) πkπ˜j =
1
4
Hkj .
Expanding the determinant in the right hand side of the (13.35), we see, that
the theorem follows. 
In the case of genus 2, when the vector π21 = (−℘222, ℘221,−℘211, ℘111)T
exhausts all the possible ℘ijk–functions, the relation (13.35) was thoroughly studied
by Baker [Bak907] in connection with geometry of Kummer and Weddle surfaces.
4.2. Matrix realization of hyperelliptic Kummer varieties
Here we present the explicit matrix realization (see [BEL996]) of hyperelliptic
Jacobians Jac(V ) and Kummer varieties Kum(V ) of the curves V with the fixed
branching point e2g+2 = a = ∞. Our approach is based on the results of Section
4.1.
Let us consider the space H of complex symmetric (g + 2) × (g + 2)-matrices
H = {hk,s}, with hg+2,g+2 = 0 and hg+1,g+2 = 2. Let us put in correspondence to
H ∈ H a symmetric g × g–matrix A(H), with entries ak,s = detH
[
k,g+1,g+2
s,g+1,g+2
]
.
From the Sylvester’s identity (4.1) follows that rank of the matrix H ∈ H does
not exceed 3 if and only if rank of the matrix A(H) does not exceed 1.
Let us put KH = {H ∈ H : rankH ≤ 3}. For each complex symmetric g × g–
matrix A = {ak,s} of rank not greater 1, there exists, defined up to sign, a g–
dimensional column vector z = z(A), such that A = −4z · zT .
Let us introduce vectors hk = {hk,s; s = 1, . . . , g} ∈ Cg.
Lemma 4.2.2. Map
γ : KH→ (Cg/±)× Cg × Cg × C1
γ(H) = − (z (A(H)) ,hg+1,hg+2, hg+1,g+1)
is a homeomorphism.
Proof. follows from the relation:
4Hˆ = 4z · zT + 2 (hg+2hTg+1 + hg+1hTg+2)− hg+1,g+1hg+2hTg+2
where Hˆ is the matrix composed of the column vectors hk, k = 1, . . . , g, and z =
(z (A(H)). 
Let us introduce the 2–sheeted ramified covering π : JH → KH, which the
covering Cg → (Cg/±) induces by the map γ.
Corollary 4.2.1. γˆ : JH ∼= C3g+1.
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Now let us consider the universal space Wg of g–th symmetric powers of hy-
perelliptic curves
V =
{
(y, x) ∈ C2 : y2 = 4x2g+1 +
2g∑
k=0
λ2g−kx
2g−k
}
as an algebraic subvariety in (C2)g × C2g+1 with coordinates
{((y1, x1), . . . , (yg, xg)) , λ2g, . . . , λ0} ,
where (C2)g is g–th symmetric power of the space C2.
Let us define the map
λ : JH ∼= C3g+1 → (C2)g × C2g+1
in the following way:
• for G = (z,hg+1,hg+2, hg+1,g+1) ∈ C3g+1 construct by Lemma 4.2.2 the
matrix π(G) = H = {hk,s} ∈ KH
• put
λ(G) = {(yk, xk), λr ; k = 1, . . . , g, r = 0, . . . , 2g, }
where {x1, . . . , xg} is the set of roots of the equation 2xg + hTg+2X = 0,
and yk = z
TXk, and λr =
∑
i+j=r+2 hi,j .
Here Xk = (1, xk, . . . , x
g−1
k )
T .
Theorem 4.3. . Map λ induces map JH ∼= C3g+1 →Wg .
Proof. Direct check shows, that the identity is valid
XTkAXs + 4
g+2∑
i,j=1
hi,jx
i−1
k x
j−1
s = 0,
where A = A(H) and H = π(G). Putting k = s and using A = 4z · zT , we have
y2k = 4x
2g+1
k +
2g∑
s=0
λ2g−sx
2g−s
k
. 
Now it is all ready to give the description of our realization of varieties T g =
Jac(V ) and Kg = Kum(V ) of the hyperelliptic curves.
For each nonsingular curve V =
{
(y, x), y2 = 4x2g+1 +
∑2g
s=0 λ2g−sx
2g−s
}
de-
fine the map
γ : T g\(σ)→ H : γ(u) = H = {hk,s},
where
hk,s = 4℘k−1,s−1 − 2(℘s,k−2 + ℘s−2,k)
+
1
2
[δks(λ2s−2 + λ2k−2) + δk+1,sλ2k−1 + δk,s+1λ2s−1].
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Theorem 4.4. The map γ induces map T g\(σ) → KH, such that ℘ggk℘ggs =
1
4
aks(γ(u)), i.e γ is lifted to
γ˜ : T g\(σ)→ JH ∼= C3g+1 with z = (℘gg1, . . . , ℘ggg)T .
Composition of maps λγ˜ : T g\(σ) → Wg defines the inversion of the Abel map
A : (V )g → T g and, therefore, the map γ˜ is an embedding.
So we have obtained the explicit realization of the Kummer variety Kg =
T g\(σ)/± of the Riemann surface of a hyperelliptic curve V of genus g as a subva-
riety in the variety of matrices KH.
4.3. Universal space of hyperelliptic Jacobians
4.3.1. Dubrovin-Novikov theorem. As a consequence of the Theorem 4.4,
particularly, follows a new proof of the theorem by B.A. Dubrovin and S.P. Novikov
about rationality of the universal space of the Jacobians of Riemann surfaces of hy-
perelliptic curves V of genus g with the fixed branching point e2g+2 =∞ [DN974].
4.3.2. Solving of polynomial dynamical system. In this section we give
explicit description of a dynamical system defined on the universal space of the
Jacobians of the Riemann surfaces of the canonical hyperelliptic curves of genus
g, this space being congruent to C3g. The dynamical system constructed below
has the property of interest for us: the trajectories of its evolution completely lay
in the fibers of the universal bundle of canonical hyperelliptic Jacobians. Next we
will construct a mapping of C3g to a g-dimensional sl(2,C)-module Vg, such that
this mapping takes the dynamical system just discussed to an integrable dynamical
system on Vg.
Let D be some differentiation, L and M be some matrices, then a dynamical
system defined by an equation
DL = [L,M ]
possesses a set of invariants, which are the coefficients of the polynomial on λ
f(λ) = det(L− λ · I), Df(λ) ≡ 0 ∀λ ∈ C.
This important fact is one of the corner stones of the contemporary theory of
integrable systems. We will need here a particular case of this statement, namely
the case when L and M are traceless 2× 2 matrices.
Let D = Ds =
∑g
i=1 s
i−1∂i, where s is an arbitrary parameter. Put
L = L(t) =
(
v(t) u(t)
w(t) −v(t)
)
,
M =M(s, t) =
1
2
(
β(s, t) α(s, t)
γ(s, t) −β(s, t)
)
,
where t and s are some algebraically independent commuting parameters. Func-
tions u(t), v(t), w(t) and α(s, t), β(s, t); Γ(s, t) are assumed to be regular (analytic)
functions of parameters s and t.
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We are going to define a dynamical system by the following equations of motion:
Dsx(t) = α(s, t)v(t) − β(s, t)u(t),
2Dsy(t) = γ(s, t)u(t)− α(s, t)w(t),(4.14)
Dsz(t) = β(s, t)w(t) − γ(s, t)v(t).
Then for the function
F(t) = v(t)2 + u(t)w(t)
we have
DsF(t) = 0, ∀s, t.
Proposition 4.5. Let (X,Y,Z) = (x1, . . . , xg, y1, . . . , yg, z1, . . . , zg) ∈ C3g,
∂i =
∂
∂ui
, i = 1, . . . , g. Dynamical system defined by the system of equations
∂ixk − ∂kxi = 0
∂iyk − ∂kyi = 0
∂iyk − ∂kyi = 0
∂i−1xk − ∂k−1xi = (δi,g+1 − xi)yk − (δk,g+1 − xk)yi(4.15)
∂i−1yk − ∂k−1yi = (δi,g+1 − xi)zk − (δk,g+1 − xk)zi
∂i−1zk − ∂k−1zi = ykzi − yizk+
+ 4
[
(δi,g+1 − xi)(2ykxg + yk−1)− (δk,g+1 − xk)(2yixg + yi−1)
]
i, k = 1, . . . , g + 1,
where ∂g+1 = ∂0 = 0, x0 = xg = y0 = yg = z0 = zg possesses 2g conserved
quantities fL, L = 1, . . . , 2g defined by
fL(X,Y,Z) =
∑
i+k=L
yiyk − 4xg(δk,g+1 − xk)(δi,g+1 − xi)+
(δk,g+1 − xk)(zi + 6xg(δi,g+1 − xi) + 2(δi−1,g+1 − xi−1))+(4.16)
(δi,g+1 − xi)(zk + 6xg(δk,g+1 − xk) + 2(δk−1,g+1 − xk−1)).
Proof. Let us multiply each of the equations (4.15) by si−1tk−1 and carry out
summation over i and k from 1 to g + 1. Introducing functions
x(t) = 2
(
tg −
g∑
i=1
ti−1xi
)
, y(t) =
g∑
i=1
ti−1yi,
z(t) =
g∑
i=1
ti−1zi.
and vector field Ds =
∑g
i=1 s
i−1∂i, we have for these equations the form:
Dsx(t)−Dtx(s) = 0
Dsy(t)−Dty(s) = 0
Dsz(t)−Dtz(s) = 0
sDsx(t)− tDtx(s) = −x(s)y(t) + x(t)y(s)
sDsy(t)− tDty(s) = x(s)z(t)− x(t)z(s)
sDsz(t)− tDtz(s) = z(s)y(t)− z(t)y(s)
+ 4
[
x(s)y(t)(t + 2xg)− x(t)y(s)(s + 2xg)
]
.
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Hence we have the latter three equations rewritten as
Dsx(t) = −x(s)y(t)− x(t)y(s)
s− t
Dsy(t) = x(s)z(t)− x(t)z(s)
s− t
Dsz(t) = z(s)y(t)− z(t)y(s)
s− t
+
4
s− t
[
x(s)y(t)(t + 2xg)− x(t)y(s)(s + 2xg)
]
and also Dsxg = y(s).
The equations obtained may be written in the form (4.14) if we put
u(t) = 2x(t), v(t) = y(t), w(t) = z(t) + 2x(t)(t + 2xg)
and
α(s, t) =
2x(s)
t− s , β(s, t) =
y(s)
t− s , γ(s, t) =
z(s) + 2x(s)(t+ 2xg)
t− s .
Corresponding integral has the form
F(t) = y(t)2 + 2x(t)(z(t) + 2x(t)(t+ 2xg)),
and the conserved quantities fL in (4.16) are the coefficients at the powers t
L of
this integral. 
We can integrate the system (4.15) in terms of Kleinian functions.
Corollary 4.5.1. Let {ui}i=1,...,g be the canonical coordinates on the Jacobian
of the curve V defined by (2.1) with λ2g+2 = 0, λ2g+1 = 4 and λ2g = 0, then vector
function Jac(V ) → C3g : u 7→ (℘(u), ℘′(u), ℘′′(u)) is a solution of the system
(4.15).
This Corollary is verified by (3.2) and (3.3).
The system (4.15) preserves the structure of the universal space HT ′g ∼= C3g of
the hyperelliptic Jacobians of canonical curves of genus g.
Proposition 4.6. Each point
(X,Y,Z) = (x1, . . . , xg, y1, . . . , yg, z1, . . . , zg) ∈ C3g
defines uniquely the Jacobian of the Riemann surface of the canonical hyperelliptic
curve
V (µ, ν) =
{
(µ, ν) ∈ C2 | µ2 − 4ν2g+1 −
2g−1∑
L=0
νLλL = 0
}
,
the constants λL being defined by formula
λL = fL(X,Y,Z)
and functions fL are as given by (4.16).
Consider as an example the family of elliptic curves:
(4.17)
{
(x, y) ∈ C2 : y2 = 4x3 − g2x− g3; (g2, g3) ∈ C2
}
.
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The universal space of the curves (4.17) is W1 ∼= C3. Let us introduce functions
f1(x, y, z) = 12x
2 − 2z
f2(x, y, z) = 8x
3 + y2 − 2xz.
If we put:
f1(x, y, z) = g2 and f0(x, y, z) = g3, g2, g3 ∈ C
then eliminating z we obtain the curve (4.17) with given g2 and g3. Using the
Weierstrass parametrization of the cubic (4.17)
℘′(u)2 = 4℘(u)3 − g2℘(u)− g3, ℘′(u) = 6℘(u)2 − 1
2
g2
and the mapping T 1/(σ) → C3 : u → (℘(u), ℘′(u), ℘′′(u)) we can integrate a
dynamical system:
(4.18)

x˙ = y
y˙ = z
z˙ = 12xy
and f0 and f1 are its integrals of motion.
Let us consider the Lie algebra sl(2,C) of the 2 × 2 traceless non-degenerate
matrices (
β α
γ −β
)
and the following homeomorphism:
j1 : C
3 → sl(2,C) : j(x, y, z) =
(
β α
γ −β
)
=M0,
where α = −x, β = − 12y and γ = 2x2 − 12z. Then we can rewrite (4.18) as
M˙0 = [M1,M0],
where
M1 = φ(M0) =
(
0 1
−2α 0
)
.
We have obtained a dynamical system on sl(2,C). The integrals of motion are
defined by
Fk(M0) = fk−1
(
j−11 (M0)
)
, k = 1, 2
and we have
F1(M0) = 4(α
2 + γ)
F2(M0) = 4(β
2 + αγ)
For the mapping F : sl(2,C)→ C2 :M0 → (F1, F2) we find
∇F = ∂(F1, F2)
∂(α, β, γ)
= 4
(
2α 0 1
γ 2β α
)
,
and rank(∇F ) < 2 if and only if β = 0 and γ = 2α2.
We give the generalization of the above elliptic construction to the case of the
universal space of hyperelliptic curves of arbitrary genus g.
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Consider the universal space W g of the hyperelliptic curves
(4.19)
{
(x, y) ∈ C2 : y2 = 4x2g+1 −
2g−1∑
i=0
λix
i; (λ0, . . . , λ2g−1) ∈ C2g
}
(we have put λ2g = 0) is isomorphic to C
3g. Using mapping T g/(σ) → C3g : u →(
℘(u),℘′(u),℘′′(u)
)
Let us consider the space Vg = sl(2,C)× · · · × sl(2,C)︸ ︷︷ ︸
g
. A point in Vg is the set
(
M0,M1, . . . ,Mg−1
)
with Mk =
( βk+1 αk+1
γk+1 −βk+1
) ∈ sl(2,C). Put Mg = φ(Mg−1) =(
0 1
−2αg 0
)
and Wk = [Mk, E], where E =
(
0 0
−1 0
)
. That is Wk =
(−αk+1 0
2βk+1 αk+1
)
.
We introduce the dynamical system on Vg as follows:
(1)
(4.20) ∂kMi − ∂iMk = [Mk,Mi], i, k = 0, . . . , g
we assume ∂0Mk ≡ 0
(2)
(4.21) ∂k+1Mi − ∂i+1Mk = [Wk,Wi], i, k = 0, . . . , g − 1
The first set of equations gives g(g+1)2 nontrivial equations, and the second
g(g−1)
2 ;
so totally we obtain the system of g2 equations. For example for small values of g
we have:
(1) g = 1; coordinates: (M0)
∂1M0 = [M1,M0];
(2) g = 2; coordinates: (M0,M1){
∂1M0 = [M1,M0]
∂2M0 = [M2,M0]
,
{
∂1M1 = ∂2M0 + [W1,W0]
∂2M1 = ∂1M2 + [M2,M1]
;
(3) g = 3; coordinates: (M0,M1,M2)
∂1M0 = [M1,M0]
∂2M0 = [M2,M0]
∂3M0 = [M3,M0]
,

∂1M1 = ∂2M0 + [W1,W0]
∂2M1 = ∂1M2 + [M2,M1]
∂3M1 = ∂1M3 + [M3,M1]
,

∂1M2 = ∂3M0 + [W2,W0]
∂2M2 = ∂3M1 + [W2,W1]
∂3M2 = ∂2M3 + [M3,M2]
.
The integrals of motion are given by
Fk(M0, . . .Mg−1) = fk−1
(
j−1g (M0, . . .Mg−1)
)
, k = 1, . . . 2g.
This result leads to the following
Corollary 4.6.1. The mapping jg : C
3g → Vg takes an integrable dynamical
system of the form (4.15) to an integrable system of the form (4.20)-(4.21).
CHAPTER 5
Addition theorems for hyperelliptic functions
5.1. Introduction
During the last 30 years the addition laws of elliptic functions stay in the focus
of the studies in the nonlinear equations of Mathematical Physics. A large part
of the interest was drawn to the subject by the works of F. Calogero [Cal975,
Cal975a, Cal976], where several important problems were reduced to the elliptic
addition laws. The term “Calogero-Moser model” being widely used in literature,
the papers caused a large series of publications, where on one hand more advanced
problems were posed and on the other hand some advances were made in the theory
of functional equations. The “addition theorems” for Weierstrass elliptic functions:
σ(u + v)σ(u − v)
σ(u)2σ(v)2
= ℘(v) − ℘(u),(5.1)
(ζ(u) + ζ(v) + ζ(w))2 = ℘(u) + ℘(v) + ℘(w), u+ v + w = 0,(5.2)
played the key roˆle in the works of that period. At the same time, the development
of the algebro-geometric methods of solution of integrable systems [DMN976,
DKN01] employed in an essential way the addition formulas for theta functions
of several variables. The same addition formulas were needed in applications of
Hirota method. In [BK993, BK996] the addition theorems for vector Baker-
Akhiezer functions of several variables are obtained and a program is put forward
to apply the addition theorems to problems of the theory of integrable systems, in
particular, to multidimensional analogs of Calogero-Moser type systems.
The fundamental fact of the elliptic functions theory is that any elliptic function
can be represented as a rational function of Weierstrass functions ℘ and ℘′. The
corresponding result in the theory of hyperelliptic Abelian functions is formulated
as follows: any hyperelliptic function can be represented as a rational function
of vector functions ℘ = (℘g1, . . . , ℘gg) and ℘
′ = (℘gg1, . . . , ℘ggg), where g is the
genus of the hyperelliptic curve on the Jacobi variety of which the field of Abelian
functions is built.
In the present paper we find the explicit formulas for the addition law of the
vector functions ℘ and ℘′. As an application the higher genus analogs of the
Frobenius-Stickelberger formula (5.2) are obtained. In particular, for the genus 2
sigma-function we obtain the following trilinear differential addition theorem[
2(∂u1 + ∂v1 + ∂w1) + (∂u2 + ∂v2 + ∂w2)
3
]
σ(u)σ(v)σ(w)
∣∣
u+v+w=0
= 0.
Our approach is based on the explicit construction of the groupoid structure
that is adequate to describe the algebraic structure of the space of g-th symmetric
powers of hyperelliptic curves.
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5.2. Groupoids
5.2.1. Topological groupoids.
Definition 5.1. Take a topological space Y.
A space X together with a mapping pX : X→ Y is called a space over Y. The
mapping pX is called “an anchor” in Differential Geometry.
Let two spaces X1 and X2 over Y be given. A mapping f : X1 → X2 is called a
mapping over Y, if pX2 ◦ f(x) = pX1(x) for any point x ∈ X1.
By the direct product over Y of the spaces X1 and X2 over Y we call the space
X1 ×Y X2 = {(x1, x2) ∈ X1 × X2 | pX1(x1) = pX2(x2)} together with the mapping
pX1×YX2(x1, x2) = pX1(x1).
The space Y together with the identity mapping pY is considered as the space
over itself.
Definition 5.2. A space X together with a mapping pX : X → Y is called a
groupoid over Y, if there are defined the structure mappings over Y
µ : X×Y X→ X and inv : X→ X
that satisfy the axioms
(1) µ(µ(x1, x2), x3) = µ(x1, µ(x2, x3)), provided pX(x1) = pX(x2) = pX(x3).
(2) µ(µ(x1, x2), inv(x2)) = x1, provided pX(x1) = pX(x2).
The mapping µ may not be defined for all pairs x1 and x2 from X.
Definition 5.3. A groupoid structure on X over the space Y is called commu-
tative, if µ(x1, x2) = µ(x2, x1), provided pX(x1) = pX(x2).
Definition 5.4. A groupoid structure on the algebraic variety X over the
algebraic variety Y is called algebraic, if the mapping pX as well as the structure
mappings µ and inv are algebraic.
5.2.2. Algebraic groupoids defined by plane curves. We take as Y the
space CN with coordinates Λ = (λi), i = 1, . . . , N . Let f(x, y,Λ), where (x, y) ∈ C2,
be a polynomial in x and y. Define the family of plane curves
V = {(x, y,Λ) ∈ C2 × CN | f(x, y,Λ) = 0}.
We assume that at a generic value of Λ, genus of the curve from V has fixed value
g.
Let us take as X the universal fiber-bundle of g-th symmetric powers of the
algebraic curves from V . A point in X is represented by the collection of an un-
ordered set of g pairs (xi, yi) ∈ C2 and an N -dimensional vector Λ that are related
by f(xi, yi,Λ) = 0, i = 1, . . . , g.
The mapping pX takes the collection to the point Λ ∈ CN .
Let φ(x, y) be an entire rational function on the curve V with the parameters
Λ. A zero of the function φ(x, y) on the curve V is the point (ξ, η) ∈ C2, such that
{f(ξ, η,Λ) = 0, φ(ξ, η) = 0}. The total number of zeros of the function φ(x, y) is
called the order of φ(x, y).
The further construction is based on the following fact.
Lemma 5.0.1. Let φ(x, y) be an order 2g + k, k > 0, entire rational function
on the curve V . Then the function φ(x, y) is completely defined (up to a constant
with respect to (x, y) factor) by any collection of g + k its zeros.
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This fact is a consequence of Weierstrass gap theorem (Lu¨kensatz). In partic-
ular, an ordinary univariate polynomial is an entire rational function on the curve
of genus g = 0 and is completely defined by the collection of all its zeros.
Let us construct the mapping inv.
Let a point U1 = {[(x(1)i , y(1)i )],Λ} ∈ X be given. Let R(1)2g (x, y) be the en-
tire rational function of order 2g on the curve V defined by the vector Λ, such
that R
(1)
2g (x, y) is zero in U1, that is R
(1)
2g (x
(1)
i , y
(1)
i ) = 0, i = 1, . . . , g. Denote by
[(x
(2)
i , y
(2)
i )] the complement of [(x
(1)
i , y
(1)
i )] in the set of zeros of R
(1)
2g (x, y). Denote
by U2 the point in X thus obtained and set inv(U1) = U2.
So, the set of zeros of the function R
(1)
2g (x, y), which defines the mapping inv,
is the pair of points {U1, inv(U1)} from X and pX(U1) = pX(U2).
Lemma 5.0.2. The mapping inv is an involution, that is inv ◦ inv(U1) = U1.
Let us construct the mapping µ.
Let two points U1 = {[(x(1)i , y(1)i )],Λ} and U2 = {[(x(2)i , y(2)i )],Λ} from X be
given. Let R
(1,2)
3g (x, y) be the entire rational function of order 3g on the curve
V defined by the vector Λ, such that R
(1,2)
3g (x, y) is zero in inv(U1) and inv(U2).
Denote by [(x
(3)
i , y
(3)
i )] the complementary g zeros of R
(1,2)
3g (x, y) on the curve V .
Denote by U3 the point in X thus obtained and set µ(U1, U2) = U3.
So, the set of zeros of the function R
(1,2)
3g (x, y), which defines the mapping µ,
is the triple of points {inv(U1), inv(U2), µ(U1, U2)} from X and pX(U1) = pX(U2) =
pX(µ(U1, U2)).
Theorem 5.1. The above mappings µ and inv define the structure of the com-
mutative algebraic groupoid over Y = CN on the universal fiber-bundle X of g-th
symmetric powers of the plane algebraic curves from the family V .
Proof. The mapping µ is symmetric with respect to U1 and U2, and thus
defines the commutative operation. By the construction the mappings pX, µ and
inv are algebraic.
Lemma 5.1.1. The mapping µ is associative.
Proof. Let three points U1, U2 and U3 be given. Let us assign
U4 = µ(U1, U2), U5 = µ(U4, U3), U6 = µ(U2, U3), U7 = µ(U1, U6).
We have to show that U5 = U7.
Let R
(i,j)
3g (x, y) be the function defining the point µ(Ui, Uj), and R
(i)
2g (x, y) be
the function defining the point inv(Ui).
Consider the product R
(1,2)
3g (x, y)R
(4,3)
3g (x, y). It is a function of order 6g with
zeros at
{inv(U1), inv(U2), U4, inv(U4), inv(U3), U5}.
Therefore, the function
Q1(x, y) =
R
(1,2)
3g (x, y)R
(4,3)
3g (x, y)
R
(4)
2g (x, y)
is an entire function of order 4g with the zeros {inv(U1), inv(U2), inv(U3), U5}.
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Similarly, the product R
(2,3)
3g (x, y)R
(1,6)
3g (x, y) is a function of order 6g with zeros
at
{inv(U2), inv(U3), U6, inv(U6), inv(U1), U7}.
Hence we find that
Q2(x, y) =
R
(2,3)
3g (x, y)R
(1,6)
3g (x, y)
R
(6)
2g (x, y)
is an entire function of order 4g with the zeros {inv(U1), inv(U2), inv(U3), U7}.
The functions Q1(x, y) and Q2(x, y) have order 4g and both vanish at the points
{inv(U1), inv(U2), inv(U3)}.
Thus by Weierstrass gap theorem Q1(x, y) = Q2(x, y) and, therefore, U5 = U7. 
Lemma 5.1.2. The mappings µ and inv satisfy the axiom 2.
Proof. Let two points U1 and U2 be given. Assign
U3 = µ(U1, U2), U4 = inv(U2), U5 = µ(U3, U4).
We have to show that U5 = U1.
Consider the product R
(1,2)
3g (x, y)R
(3,4)
3g (x, y), which is the function of order 6g
with the zeros
{inv(U1), inv(U2), U3, inv(U3), inv(U4), U5}.
Since
inv(U4) = inv ◦ inv(U2) = U2,
the function
Q(x, y) =
R
(1,2)
3g (x, y)R
(3,4)
3g (x, y)
R
(2)
2g (x, y)R
(3)
2g (x, y)
is the entire function of order 2g with zeros at {inv(U1), U5}, that is Q(x, y) =
R
(5)
2g (x, y). Hence it follows that U5 = inv ◦ inv(U1) = U1. 
The Theorem is proved. 
The Lemma below is useful for constructing the addition laws on our groupoids.
Lemma 5.1.3. Given U1, U2 ∈ X, let us assign U3 = µ(U1, U2) and Ui+3 =
inv(Ui), i = 1, 2. Then
R
(3)
2g (x, y) =
R
(1,2)
3g (x, y)R
(4,5)
3g (x, y)
R
(1)
2g (x, y)R
(2)
2g (x, y)
.
The formula of Lemma 5.1.3 is important because its left hand side depends
formally on U3 only, while the right hand side is completely defined by the pair
U1, U2.
The above general construction becomes effective once we fix a model of the
family of curves, that is once the polynomial f(x, y,Λ) is given. We are especially
interested in the models of the form, cf. for instance [BEL999, BL02, BL04],
f(x, y,Λ) = yn − xs −
∑
λns−in−jsx
iyj ,
where gcd(n, s) = 1 and the summation is carried out over the range 0 < i < s− 1,
0 < j < n− 1 under the condition ns− in− js > 0. It is important that a model
of the kind (possibly with singular points) exists for an arbitrary curve. At the
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generic values of Λ a curve in such a family has genus g = (n − 1)(s − 1)/2. In
this paper we consider in detail the case (n, s) = (2, 2g + 1), that is the families of
hyperelliptic curves.
5.3. Hyperelliptic groupoid on C3g
A hyperelliptic curve V of genus g is usually defined by a polynomial of the
form
f(x, y, λ0, λ2, . . . ) = y
2 − 4x2g+1 −
2g−1∑
i=0
λix
i.
In this paper we apply the change of variables
(x, y, λ2g−1, λ2g−2, . . . , λ0)→ (x, 2y, 4λ4, 4λ6, . . . , 4λ4g+2),
in order to simplify the formulas in the sequel. Below we study the constructions
related to the hyperelliptic curves defined by the polynomials of the form
(5.3) f(x, y, λ4g+2, λ4g, . . . ) = y
2 − x2g+1 −
2g−1∑
i=0
λ4g+2−2ix
i.
Let us introduce the grading by assigning deg x = 2, deg y = 2g+1 and deg λk = k.
Then the polynomial f(x, y,Λ) becomes a homogeneous polynomial of the weight
4g + 2.
An entire function on V has a unique representation as the polynomialR(x, y) =
r0(x) + r1(x)y, where r0(x), r1(x) ∈ C[x]. In such representation we have not more
than one monomial xiyj of each weight, by definition deg xiyj = 2i+j(2g+1). The
order of a function R(x, y) is equal to the maximum of weights of the monomials
that occur in R(x, y). In fact, on the set of zeros of the polynomial R(x, y) we have
y = −r0(x)/r1(x). Therefore, the zeros of R(x, y) that lie on the curve are defined
by the roots x1, . . . , xm of the equation r0(x)
2− r1(x)2(x2g+1+λ4x2g−1+ . . . ) = 0.
The total number of the roots is equal m = max(2 degx r0(x), 2g+1+2 degx r1(x)),
where degx rj(x) denotes the degree of the polynomial rj(x) in x, which is exactly
the highest weight of the monomials in R(x, y).
In this case Weierstrass gap theorem asserts that the ordered sequence of non-
negative integers {deg xiyj}, j = 0, 1, i = 0, 1, . . . , has precisely g “gaps” in com-
parison to the sequence of all nonnegative integers. All of the gaps are less than
2g.
Lemma 5.1.4. For a given point U1 = {[(x(1)i , y(1)i )],Λ} ∈ X the entire function
R
(1)
2g (x, y) defining the mapping inv has the form
R
(1)
2g (x, y) = (x− x(1)1 ) . . . (x− x(1)g ).
Proof. In fact, as deg y > 2g, any entire function of order 2g does not depend
on y. 
The function R
(1)
2g (x, y) defines the unique point
inv(U1) = {[(x(1)i ,−y(1)i )],Λ},
which, obviously, also belongs to X.
Let us construct the functions R
(i,j)
3g (x, y) that have the properties required in
Lemmas 5.1.1 and 5.1.2.
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Lemma 5.1.5. Define the (2g + 1)-dimensional row-vector
m(x, y) = (1, x, . . . , x2g−1−ρ, y, yx, . . . , yxρ), ρ =
[g − 1
2
]
,
which is composed of all monomials xiyj of weight not higher than 3g (the re-
striction j = 0, 1 applies). Then, up to a factor constant in (x, y), the function
R
(1,2)
3g (x, y) is equal to the determinant of the matrix composed of 2g + 1 rows
m(x, y), m(x
(1)
i ,−y(1)i ) and m(x(2)i ,−y(2)i ), i = 1, . . . , g.
Proof. By the construction the function R
(1,2)
3g (x, y) vanishes at the points
inv(U1) and inv(U2), and is uniquely defined by this property. As max(4g − 2 −
2ρ, 2g + 1 + 2ρ) = 3g, at fixed Λ the function R
(1,2)
3g (x, y) has 2g zeros at the given
points of the curve and the collection of zeros at [(x
(3)
i , y
(3)
i )], i = 1, . . . , g, which
defines the unique point U3 in X. 
Let Symn(M) denote the n-th symmetric power of the space M. A point of the
space Symn(M) is an unordered collection [m1, . . . ,mn], mi ∈ M.
Consider the space S = Symg(C2)×Cg and let us define the mapping pS : S→
Y = C2g. Take a point T = {[(ξi, ηi)], Z} ∈ S. Denote by V the Vandermonde
matrix, composed of g rows (1, ξi, . . . , ξ
g−1
i ), denote by X the diagonal matrix
diag(ξg1 , . . . , ξ
g
g) and by Y the vector (η21 − ξ2g+11 , . . . , η2g − ξ2g+1g )T . Set
pS(T ) = (Z1, Z2), where Z1 = V−1Y − (V−1XV)Z and Z2 = Z.
It is clear that the domain of definition of the mapping pS is the open and everywhere
dense subset S0 in S consisting of the points {[(ξi, ηi)], Z} such that the determinant
V does not vanish.
We define the mappings γ : X → S and δ : S → X by the following formulas:
let U ∈ X and T ∈ S, then
γ(U) = γ({[(xi, yi)],Λ}) = {[(xi, yi)],Λ2},
where Λ2 = (λ2(g−i)+4), i = 1, . . . , g,
δ(T ) = δ({[(ξi, ηi)], Z}) = {[(ξi, ηi)], PS(T )}.
By the construction, the mappings are mappings over Y. The domain of definition
of δ coincides with the domain S0 ⊂ S of definition of the mapping pS. Let T ∈ S0,
then γ ◦ δ(T ) = T . Let γ(U) ∈ S0, then δ ◦ γ(U) = U . Thus we have
Lemma 5.1.6. The mappings γ and δ establish the birational equivalence of the
spaces X and S over Y = C2g.
The assertion of Lemma 5.1.6 helps to transfer onto the space S the groupoid
over Y structure, which is introduced by Theorem 5.1 on the space X. Let T1, T2 ∈ S.
The birational equivalence induces the mappings µ∗ and inv∗ that are defined by
the formulas
µ∗(T1, T2) = γ ◦ µ(δ(T1), δ(T2)), inv∗(T1) = γ ◦ inv ◦ δ(T1).
Theorem 5.2. The mappings µ∗ and inv∗ define the structure of commutative
algebraic groupoid over the space Y = C2g on the space S.
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Let us proceed to constructing the structure of algebraic groupoid over C2g
on the space C3g. The classical Vie`te mapping is the homeomorphism of spaces
Symg(C) → Cg. Let us use Vie`te mapping to construct a birational equivalence
ϕ : Symg(C2)→ C2g.
Let [(ξj , ηj)] ∈ Symg(C2) and (p2g+1, p2g, . . . , p2) ∈ C2g. Let us assign Pod =
(p2g+1, p2g−1, . . . , p3)
t, Pev = (p2g, p2g−2, . . . , p2)
t and X = (1, x, . . . , xg−1)T . De-
fine the mapping ϕ and its inverse ψ with the help of the relations
xg −
g∑
i=1
p2ix
g−i = xg −XTPev =
g∏
j=1
(x− ξj),
ηi = P
T
odX |x=ξi , i = 1, . . . , g.
Note, that ϕ is a rational mapping, while ψ is a nonsingular algebraic mapping.
Using the mapping ϕ, we obtain the mapping
ϕ1 = ϕ× id : S = Symg(C2)× Cg → C2g × Cg ∼= C3g
and its inverse ψ1 = ψ × id.
The companion matrix of a polynomial xg −XTPev is the matrix
C =
g∑
i=1
ei(ei−1 + p2(g−i+1)eg)
T ,
where ei is the i-th basis vector in C
g. Its characteristic polynomial |x · 1g − C| is
xg −XTPev.
Example 5.1. The companion matrices V of the polynomials xg −XTPev for
g = 1, 2, 3, 4, have the form
p2,
(
0 p4
1 p2
)
,
0 0 p61 0 p4
0 1 p2
 ,

0 0 0 p8
1 0 0 p6
0 1 0 p4
0 0 1 p2
 .
Note, that the companion matrix for g = k is included in the companion matrix
for g > k as the lower right k × k submatrix.
We make use of the following property of a companion matrix.
Lemma 5.2.1. Let the polynomial p(x) = xg−∑gi=1 p2ixg−i and one of its roots
ξ be given. Set Υ = (1, ξ, . . . , ξg−1)T . Then the relations
ξkΥTA = ΥTCkA, k = 0, 1, 2, . . . ,
hold for an arbitrary vector A ∈ Cg.
Proof. Let A = (a1, . . . , ag), then
ξΥTA = ξ
g∑
i=1
aiξ
i−1 =
agξ
g +
g∑
i=2
ai−1ξ
i−1 =
g∑
i=1
((1− δi,1)ai−1 + agp2(g−i+1))ξi−1.
Thus the Lemma holds for k = 1. One can complete the proof by induction. 
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The mapping pC3g : C
3g → C2g, with respect to which ϕ1 is a mapping over
C2g, is given by the formula
pC3g (P,Z) = (Z1, Z2),(5.4)
Z1 =
( g∑
i=1
p2i+1C
g−i
)
Pod − Cg(CPev + Z), Z2 = Z.
Using Lemma 5.2.1 one can directly verify the “over” property, that is, that pC3g ◦
ϕ1(T ) = pS(T ) for any T ∈ S0.
Let A1, A2 ∈ C3g. The birational equivalence ϕ1 induces the mappings µ∗∗ and
inv∗∗ defined by formulas
µ∗∗(A1, A2) = ϕ1 ◦ µ∗(ψ1(A1), ψ1(A2)), inv∗∗(A1) = ϕ1 ◦ inv∗ ◦ψ1(A1).
Theorem 5.3. The mappings µ∗∗ and inv∗∗ define the structure of commutative
algebraic groupoid over the space Y = C2g on the space C3g.
5.3.1. The addition law. In what follows we use the shorthand notation
A = inv∗∗(A) and A1 ⋆ A2 = µ∗∗(A1, A2).
Lemma 5.3.1. Let A = (Pev, Pod, Z) ∈ C3g. Then
A = (Pev,−Pod, Z).
Introduce the (g ×∞)-matrix
K(A) =
(
Y,CY,C2Y, . . .
)
,
that is composed of the (g×2)-matrix Y = (Pev, Pod) with the help of the companion
matrix V of the polynomialxg −XTPev. Denote by L(A) the matrix composed of
the first g columns of K(A), and denote by ℓ(A) the (g + 1)-st column of K(A).
Theorem 5.4. Let A1, A2 ∈ C3g and let A3 = A1 ⋆ A2, then
rank
1g L(A1) ℓ(A1)1g L(A2) ℓ(A2)
1g L(A3) ℓ(A3)
 < 2g + 1.
Proof. Suppose the points Ui = δ ◦ ψ1(Ai), i = 1, 2, are defined. We rewrite
the function R
(1,2)
3g (x, y) as a linear combination of monomials
R
(1,2)
3g (x, y) =
∑
i,j,w(i,j)>0
hw(i,j)x
iyj = r1(x)y + x
gr2(x) + r3(x),
where w(i, j) = 3g − (2g + 1)j − 2i,
r1(x) =
ρ∑
i=0
hg−2i−1x
i,
r2(x) =
g−ρ−1∑
i=0
hg−2ix
i,
r3(x) =
g−1∑
i=0
h3g−2ix
i,
ρ =
[g − 1
2
]
.
Let us set h0 = 1.
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We assign weights to the parameters hk by the formula deg hk = k. Then
degR
(1,2)
3g (x, y) = 3g.
Let A = (Pev, Pod, Z) ∈ C3g be the point defining any of the collections of g
zeros of the function R
(1,2)
3g (x, y). Consider the function Q(x) = R
(1,2)
3g (x,X
TPod).
By the construction Q(ξ) = 0, if (xg −XTPev)|x=ξ = 0. Let us apply Lemma 5.2.1.
We obtain
(5.5) Q(ξ) = ΥT
(
r1(C)Pod + r2(C)Pev +H1
)
,
where H1 = (h3g, h3g−2, . . . , hg+2). Using the above notation, we come to the
relation
Q(ξ) = ΥT
(
H1 + L(A)H2 + ℓ(A)
)
,
whereH2 = (hg, hg−1, . . . , h1). Suppose the polynomial x
g−XTPev has no multiple
roots, then from the equalities Q(ξj) = 0, j = 1, . . . , g one can conclude that
(5.6) H1 + L(A)H2 + ℓ(A) = 0.
By substituting the points A1, A2 and A3 to (5.6), we obtain the system of 3g
linear equations, which is satisfied by the coefficients H1, H2 of the entire function
R
(1,2)
3g (x, y). The assertion of the Theorem is the compatibility condition of the
system of linear equations obtained. 
Corollary 5.4.1. The vectors H1, H2 of coefficients of the entire function
R
(1,2)
3g (x, y) are expressed by the formulas
H2(A1, A2) = −
[
L(A1)− L(A2)
]−1
(ℓ(A1)− ℓ(A2)),
H1(A1, A2) = −1
2
[
(ℓ(A1) + ℓ(A2))− (L(A1) + L(A2))H2(A1, A2)
]
.
as vector functions of the points A1 and A2 from C
3g.
Now, we know the coefficients H1, H2 of R
(1,2)
3g (x, y) and we can give the ex-
pression of P
(3)
od as a function of A1, A2 and P
(3)
ev . It follows from (5.5) that the
following assertion holds.
Lemma 5.4.1.
(5.7) P
(3)
od = −
[
r1(C
(3))
]−1
(H1 + r2(C
(3))P (3)ev ),
where C(3) is the companion matrix of the polynomial xg −XTP (3)ev .
Let us find the explicit formula for the function R
(1,2)
3g (x, y) as a function of the
points A1 and A2. We introduce the ((2g + 1)×∞)-matrix
F (x, y;A1, A2) =
XT K(x, y)1g K(A1)
1g K(A2)
 ,
where K(x, y) = (xg , y, . . . , xg+k, yxk, . . . ).
Denote by G(x, y;A1, A2) the matrix composed of the first 2g + 1 columns of
the matrix F (x, y;A1, A2).
80 5. ADDITION THEOREMS
Theorem 5.5. The entire rational function R
(1,2)
3g (x, y) defining the operation
A1 ⋆ A2 has the form
(5.8) R
(1,2)
3g (x, y) =
|G(x, y;A1, A2)|
|L(A2)− L(A1)|
.
By a use of the formula (5.8) and Lemma 5.1.3 we can find P
(3)
ev . Similar to the
condition of Lemma 5.1.3 denote A4 = A1 and A5 = A2. One can easily show that
R
(4,5)
3g (x, y) = R
(1,2)
3g (x,−y). Thus, the product R(1,2)3g (x, y)R(4,5)3g (x, y) is an even
function in y. Set
Φ(x, y2) = R
(1,2)
3g (x, y)R
(4,5)
3g (x, y)
= (−1)g |G(x, y;A1, A2)||L(A2)− L(A1)|
|G(x,−y;A1, A2)|
|L(A2)− L(A1)| .
Therefore, Φ(x, y2), as a function on the curve V , is the polynomial in x and the
parameters Z1 and Z2. The values of Z1 and Z2 are defined by the mapping pC3g
according to (5.4), and pC3g (A1) = pC3g (A2) = (Z1, Z2). Namely, we have
R
(1,2)
3g (x, y)R
(4,5)
3g (x, y) = Φ(x, x
2g+1 + xgXTZ2 +X
TZ1).
Lemma 5.1.3 asserts that dividing the polynomial Φ(x, x2g+1+xgXTZ2+X
TZ1) by
(xg −XTP (1)ev )(xg −XTP (2)ev ) gives the zero remainder and the quotient equal xg −
XTP
(3)
ev . Thus, the calculation is reduced to the classical algorithm of polynomial
division.
Theorem 5.6. Consider the space C3g together with the mapping pC3g defined
by (5.4) as a groupoid over C2g. Let A1 = (P
(1)
ev , P
(1)
od , Z) and A2 = (P
(2)
ev , P
(2)
od , Z)
be the points from C3g such that pC3g(A1) = pC3g (A2) = (Z1, Z2) ∈ C2g.
Then the addition law has the form A1 ⋆A2 = A3, where the coordinates of the
point A3 = (P
(3)
ev , P
(3)
od , Z) are given by the formulas
xg −XTP (3)ev =
Φ(x, x2g+1 + xgXTZ2 +X
TZ1)
(xg −XTP (1)ev )(xg −XTP (2)ev )
,
P
(3)
od = −
[
r1(C
(3))
]−1
(H1 + r2(C
(3))P (3)ev ).
Example 5.2. Let g = 1. The family of curves V is defined by the polynomial
f(x, y,Λ) = y2 − x3 − λ4x− λ6.
In the coordinates (λ6, λ4) on C
2 and (p2, p3, z4) on C
3 the mapping pC3 is given
by the formula
(λ6, λ4) = (p
2
3 − p2(p22 + z4), z4)
Let us write down the addition formulas for the points on the groupoid C3 over C2.
Set A1 = (u2, u3, λ4), A2 = (v2, v3, λ4) and suppose pC3(A1) = pC3(A2) = (λ6, λ4).
Let A1 ⋆ A2 = A3 = (w2, w3, λ4).
We have: R
(1)
2 (x, y) = x− u2, L(A1) = u2, ℓ(A1) = u3, and so on.
F (x, y, A1, A2) =
1 x y x2 yx . . .1 u2 u3 u22 . . . . . . .
1 v2 v3 . . . . . . . . . . . .
 .
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Thus, the function defining the operation A1 ⋆ A2 has the expression
R
(1,2)
3 (x, y) = y +
v3 − u3
v2 − u2x−
u2v3 − u3v2
v2 − u2 .
Whence, we find r1(x) = 1, r2(x) =
v3 − u3
v2 − u2 , H1 = −
u2v3 − u3v2
v2 − u2 and, by (5.7),
w3 =
u2v3 − u3v2
v2 − u2 −
v3 − u3
v2 − u2w2.
Further, Φ(x, x3 + λ4x+ λ6) = x
3 + λ4x+ λ6 −
(
x
v3 − u3
v2 − u2 −
u2v3 − u3v2
v2 − u2
)2
. Upon
dividing the polynomial Φ(x, x3 + λ4x+ λ6) by the polynomial (x− u2)(x− v2) we
find
Φ(x, x3 + λ4x+ λ6)
=
(
x+ u2 + v2 −
(v3 − u3
v2 − u2
)2)
(x2 − (u2 + v2)x+ v2u2) + . . . .
And, finally, we obtain the addition law of the elliptic groupoid in the following
form
w2 = −(u2 + v2) + h2,
w3 = −1
2
(u3 + v3) +
3
2
(u2 + v2)h− h3, where h =
(v3 − u3
v2 − u2
)
.
One may check directly that pC3(A3) = (λ6, λ4).
Let g = 2. The family of curves V is defined by the polynomial
f(x, y,Λ) = y2 − x5 − λ4x3 − λ6x2 − λ8x− λ10
In the coordinates (Λ1,Λ2) = ((λ10, λ8)
T , (λ6, λ4)
T ) on C4 and (Pev, Pod, Z) on C
6,
where Pev = (p4, p2)
T , Pod = (p5, p3)
T , and Z = (z6, z4)
T , the mapping pC6 is given
by the formula
(Λ1,Λ2) =
((
p25 + p
2
3p4 − p2p4(p22 + p4 + z4)− p4(p2p4 + z6)
2p3p5 + p2p
2
3 − (p22 + p4)(p22 + p4 + z4)− p2(p2p4 + z6)
)
, Z
)
Let us write down the addition formulas for the points on the groupoid C6 over C4.
Set A1 = ((u4, u2)
T , (u5, u3)
T , (λ4), λ6)
T ), A2 = ((v4, v2)
T , (v5, v3)
T , (λ4, λ6)
T ) and
suppose pC6(A1) = pC6(A2) = ((λ10, λ8)
T , (λ6, λ4)
T ).
Let A3 = A1 ⋆ A2, A3 = ((w4, w2)
T , (w5, w3)
T , (λ6, λ4)
T ).
We omit the calculation, which is carried out by the same scheme as for g = 1,
and pass to the result. Set h = h1. We have
h = −
∣∣∣∣v4 − u4 v2v4 − u2u4v2 − u2 v4 + v22 − (u4 + u22)
∣∣∣∣∣∣∣∣v4 − u4 v5 − u5v2 − u2 v3 − u3
∣∣∣∣ .
To shorten the formulas it is convenient to employ the linear differential operator
L = 1
2
{(u3 − v3)(∂u2 − ∂v2) + (u5 − v5)(∂u4 − ∂v4)},
It is important to note that L adds unity to the weight, degL = 1, and that it is
tangent to the singular set where the addition is not defined:
L{(u2 − v2)(u5 − v5)− (u3 − v3)(u4 − v4)} = 0.
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Let h′ = L(h) and h′′ = L(h′). Note, that L(h′′) = 0. Using this notation the
addition formulas are written down as follows
w2 =
1
2
(u2 + v2) + 2h
′ + h2,
w3 =
1
2
(u3 + v3) +
5
4
(u2 + v2)h+ 2h
′′ + 3h′h+ h3,
w4 = −1
2
(u4 + v4)− u2v2 + 1
8
(u2 + v2)
2 + (u3 + v3)h
−1
2
(u2 + v2)(h
′ − h2)− 2hh′′,
w5 = −1
2
(u5 + v5)− 1
2
(u2u3 + v2v3)
−{1
8
(u2 + v2)
2 + v2u2 +
1
2
(u4 + v4)
}
h+ (u3 + v3)(h
′ + h2)
−1
2
(u2 + v2)(h
′′ − hh′ − 2h3)− 2(h′ + h2)h′′.
5.4. Addition theorems
For each curve V from the family (5.3) consider the Jacobi variety Jac(V ).
The set of all the Jacobi varieties is the universal space U of the Jacobi varieties
of the genus g hyperelliptic curves. The points of U are pairs (u,Λ), where the
vector u = (u1, . . . , ug) belongs to the Jacobi variety of the curve with parameters
Λ. The mapping pU : U → C2g that acts as pU(u,Λ) = Λ makes U the space over
C2g. There is a natural groupoid over C2g structure on U. Evidently, the mappings
µ((u,Λ), (v,Λ)) = (u+ v,Λ) and inv(u,Λ) = (−u,Λ) satisfy the groupoid over C2g
axioms.
5.4.1. Case of ℘-functions. Let us define the mapping π : U→ C3g over C2g
by putting into correspondence a point (u,Λ) ∈ U and the point (℘(u),℘′(u)/2,Λ2) ∈
C3g, where
℘(u) = (℘g,j(u))
T , ℘′(u) = (℘g,g,j(u))
T , Λ2 = (λ2(g−i+2)), i = 1, . . . , g.
Here
℘i,j(u) = −∂ui∂uj log σ(u) and ℘i,j,k(u) = −∂ui∂uj log σ(u)
and σ(u) is the hyperelliptic sigma-function [Bak897, Bak907, BEL997a, BEL997b].
Theorem 5.7. The mapping π : U→ C3g over C2g is a birational isomorphism
of groupoids:
π(u+ v,Λ) = π(u,Λ) ⋆ π(v,Λ), π(−u,Λ) = π(u,Λ).
Proof. First, by Abel theorem any triple of points (u, v, w) ∈ (Jac(V ))3 that
satisfies the condition u + v + w = 0 corresponds to the set of zeros (xi, yi), i =
1, . . . , 3g, of an entire rational function of order 3g on the curve V . Namely, Let
X = (1, x, . . . , xg−1)T , then
(5.9) u =
g∑
i=1
∫ xi
∞
X
dx
2y
, v =
g∑
i=1
∫ xi+g
∞
X
dx
2y
, w =
g∑
i=1
∫ xi+2g
∞
X
dx
2y
.
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(For shortness, instead of indicating the end point of integration explicitly, we give
only the first coordinate.)
Second, for the given value u ∈ Jac(V ) the system of g equations
u−
g∑
i=1
∫ xi
∞
X
dx
2y
= 0
with respect to the unknowns (xi, yi) ∈ V is equivalent to the system of algebraic
equations
xg −
g∑
k=1
℘g,k(u)x
k−1 = 0, 2y −
g∑
k=1
℘g,g,k(u)x
k−1 = 0,
the roots of which are the required points (xi, yi) ∈ V .
The combination of the two facts implies that the construction of the preceding
sections provides the isomorphism. 
Above all note that 2g hyperelliptic functions
℘(u) = (℘g,1(u), . . . , ℘g,g(u))
T and ℘′(u) = (℘g,g,1(u), . . . , ℘g,g,g(u))
T
form a basis of the field of hyperelliptic Abelian functions, i.e., any function of the
field can be expressed as a rational function in ℘(u) and ℘′(u). The assertion of
Theorem 5.7 written down in the coordinates of C3g takes the form of the addition
theorem for the basis functions ℘(u) and ℘′(u).
Corollary 5.7.1. The basis hyperelliptic Abelian functions
℘(u) = (℘g,1(u), . . . , ℘g,g(u))
T and ℘′(u) = (℘g,g,1(u), . . . , ℘g,g,g(u))
T
respect the addition law
(℘(u+ v),℘′(u+ v)/2,Λ2) = (℘(u),℘
′(u)/2,Λ2) ⋆ (℘(v),℘
′(v)/2,Λ2),
the formula of which is given in Theorem 5.6.
Thus we have obtained a solution the problem to construct an explicit and
effectively computable formula of the addition law in the fields of hyperelliptic
Abelian functions.
5.4.2. Case of ζ-functions. One has g functions ζi(u) = ∂ui log σ(u) and
the functions are not Abelian. However, by an application of Abel theorem for
the second kind integrals (see [Bak897]) one obtains the addition theorems for
ζ-functions as well. On one hand, any ζ-function can be represented as the sum of
g second kind integrals and an Abelian function. On the other hand, an Abelian
sum of the second kind integrals with the end points at the set of zeros of an
entire rational function R(x, y) is expressed rationally in terms of the coefficients
of R(x, y). We employ the function (5.8) computed in the variables indicated in
Corollary 5.7.1.
Theorem 5.8. Let (u, v, w) ∈ (Jac(V ))3 and u+ v + w = 0. Then
ζg(u) + ζg(v) + ζg(w) = −h1,
where h1 is the rational function in ℘(u),℘
′(u) and ℘(v),℘′(v) equal to the coef-
ficient of the monomial of the weight 3g − 1 in the function (5.8) computed in the
variables indicated in Corollary 5.7.1.
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Proof. We have the identity (see [Bak897],[BEL997b, p. 41])
ζg(u) +
g∑
i=1
∫ xi
∞
xg
dx
2y
= 0, ζg(v) +
g∑
i=1
∫ xi+g
∞
xg
dx
2y
= 0,
ζg(w) +
g∑
i=1
∫ xi+2g
∞
xg
dx
2y
= 0.
Suppose that the closed path γ encloses all zeros (x1, y1), . . . , (x3g , y3g) of the func-
tion R3g(x, y). Then we have
3g∑
k=1
∫ xk
∞
xg
dx
2y
=
1
2πi
∮
γ
d
(
logR3g(x, y)
) ∫ x
∞
xg
dx
2y
.
Because d logR3g(x, y)/dx is a rational function on the curve and, hence, a uni-
form function, the total residue of d
(
logR3g(x, y)
) ∫ x
∞ x
gdx/(2y) on the Riemann
surface of the curve V is zero. To write down this fact explicitly consider the
parametrization
(x(ξ), y(ξ)) = (ξ−2, ξ−2g−1ρ(ξ)), ρ(ξ) = 1 +
λ4
2
ξ4 +
λ6
2
ξ6 +O(ξ8),
of the curve V near the point at infinity and denote R3g(ξ) = R3g(x(ξ), y(ξ)). We
obtain
−Resξ
[
R′3g(ξ)
R3g(ξ)
∫ x(ξ)
∞
xg
dx
2y
]
+
3g∑
i=1
Resx=xi
[
d
(
logR3g(x, y)
) ∫ x
∞
xg
dx
2y
]
= 0,
which is in fact a particular case of Abel theorem. Thus, the final expression is
ζg(u) + ζg(v) + ζg(w) = −Resξ
[
R′3g(ξ)
R3g(ξ)
∫ x(ξ)
∞
xg
dx
2y
]
.
It remains to use the expansions∫ x(ξ)
∞
xg
dx
2y
=
1
ξ
+
λ4
6
ξ3 +O(ξ5),
R3g(ξ) = ξ
−3g(1 + h1ξ + h2ξ
2 + h3ξ
3 +O(ξ4))
to compute the residue. 
A similar argument leads from the identity (see [Bak897],[BEL997b, p. 41])
ζg−1(u) +
g∑
i=1
∫ xi
∞
(3xg+1 + λ4x
g−1)
dx
2y
=
1
2
℘g,g,g(u),
to the following assertion.
Theorem 5.9. In the conditions of Theorem 5.8 we have
ζg−1(u) + ζg−1(v) + ζg−1(w)
−1
2
(℘g,g,g(u) + ℘g,g,g(v) + ℘g,g,g(w)) = −h31 + 3h1h2 − 3h3,
where h2 and h3 are the coefficients of the monomials of weight 3g− 2 and 3g− 3
in the function indicated in Theorem 5.8.
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Example 5.3. Let g = 1. The function R3(x, y) has the form y + h1x + h3,
where 2h1 = (℘
′(u) − ℘′(v))/(℘(u) − ℘(v)), cf. Example 5.2. Thus, Theorem 5.8
gives the classic formula
(5.10) ζ(u) + ζ(v)− ζ(u + v) = −1
2
(
℘′(u)− ℘′(v)
℘(u)− ℘(v)
)
.
As h2 = 0 and 2h3 = (℘
′(v)℘(u) − ℘′(u)℘(v))/(℘(u) − ℘(v)), cf. Example 5.2,
Theorem 5.9 yields the relation
−℘′(u)− ℘′(v) + ℘′(u+ v) = −1
4
(
℘′(u)− ℘′(v)
℘(u)− ℘(v)
)3
− 3℘
′(v)℘(u)− ℘′(u)℘(v)
℘(u)− ℘(v) ,
which is the addition formula for Weierstrass ℘′-function.
The fact below follows directly from Lemma 5.1.3.
Lemma 5.9.1. ℘g,g(u) + ℘g,g(v) + ℘g,g(u+ v) = h
2
1 − 2h2.
Combining Lemma 5.9.1 with Theorem 5.8 we find
(5.11)
(
ζg(u) + ζg(v)− ζg(u+ v)
)2
= ℘g,g(u) + ℘g,g(v) + ℘g,g(u+ v) + 2h2
In the case g = 1 due to the fact that h2 = 0 formula (5.11) gives the famous
relation
(ζ(u) + ζ(v) − ζ(u+ v))2 = ℘(u) + ℘(v) + ℘(u+ v).
discovered by Frobenius and Stickelberger.
Example 5.4. Let us pass to the case g = 2, we have R6(x, y) = x
2 + h1y +
h2x
2 + h4x + h6. Note that h3 = 0. The coefficient h1 is expressed as follows, cf.
Example 5.2,
h1 = −2
∣∣∣∣℘2,1(v)− ℘2,1(u) ℘2,2(u)℘2,1(v)− ℘2,2(v)℘2,1(u)℘2,2(v)− ℘2,2(u) ℘2,1(v)− ℘2,1(u)
∣∣∣∣∣∣∣∣℘2,1(v)− ℘2,1(u) ℘2,2,1(v)− ℘2,2,1(u)℘2,2(v)− ℘2,2(u) ℘2,2,2(v)− ℘2,2,2(u)
∣∣∣∣ .
And the coefficient h2, respectively,
h2 =
∣∣∣∣ ℘2,2(v)℘2,1(v)− ℘2,2(u)℘2,1(u) ℘2,2,1(v)− ℘2,2,1(u)℘2,1(v) + ℘2,2(v)2 − ℘2,1(u)− ℘2,2(u)2 ℘2,2,2(v)− ℘2,2,2(u)
∣∣∣∣∣∣∣∣℘2,1(v)− ℘2,1(u) ℘2,2,1(v)− ℘2,2,1(u)℘2,2(v)− ℘2,2(u) ℘2,2,2(v)− ℘2,2,2(u)
∣∣∣∣ .
We come to the relations
ζ2(u) + ζ2(v)− ζ2(u+ v) = −h1,
℘2,2(u) + ℘2,2(v) + ℘2,2(u+ v) = h
2
1 − 2h2,
ζ1(u) + ζ1(v)− ζ1(u + v)
−1
2
(℘2,2,2(u) + ℘2,2,2(v) − ℘2,2,2(u + v)) = −h31 + 3h1h2.
Hence, by eliminating h1 and h2, we obtain the identity
(5.12) 2z1 − p2,2,2 − 3p2,2z2 + z32 = 0,
where zi = ζi(u) + ζi(v) + ζi(w) and pi,j,... = ℘i,j,...(u) + ℘i,j,...(v) + ℘i,j,...(w),
provided u+ v + w = 0.
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5.4.3. Case of σ-functions. Formula (5.12) leads to an important corollary.
Theorem 5.10. The genus 2 sigma-function respects the trilinear addition law[
2D1 +D
3
2
]
σ(u)σ(v)σ(w)
∣∣
u+v+w=0
= 0,
where Dj = ∂uj + ∂vj + ∂wj .
Proof. Let us multiply the left hand side of (5.12) by the product σ(u)σ(v)σ(w),
then (5.12) becomes the trilinear relation[
2(∂u1 + ∂v1 + ∂w1) + (∂u2 + ∂v2 + ∂w2)
3
]
σ(u)σ(v)σ(w)
∣∣
u+v+w=0
= 0,
which is satisfied by the genus 2 sigma-function. 
It is important to notice that the elliptic identity (5.10) is equivalent to the
trilinear addition law[
(∂u + ∂v + ∂w)
2
]
σ(u)σ(v)σ(w)
∣∣
u+v+w=0
= 0,
which is satisfied by Weierstrass sigma-function. Let us denote D = (∂u+ ∂v + ∂w)
and ψ = σ(u)σ(v)σ(w). The functions
(D + h1)ψ, (D
3 + 6h3)ψ, (D
4 − 6λ4)ψ, (D5 + 18λ4D)ψ, (D6 − 63λ6)ψ,
where h1 and h2 are given in Example 5.3, vanish on the plane u + v + w =
0. Moreover, one can show that for any k > 3 there exist unique polynomials
q0, q1, q3 ∈ Q[λ4, λ6] such that
(Dk + q3D
3 + q1D + q0)ψ
∣∣
u+v+w=0
= 0,
and at least one of the polynomials q0, q1, q3 is nontrivial.
For the hyperelliptic sigma-function of an arbitrary genus g we propose the
following hypothesis. Let P = Q[Λ]. Consider the ring Q = P[D1, . . . , Dg] as
a graded ring of linear differential operators. We conjecture that there exists a
collection of 3g linear operators Qi ∈ Q, degQi = i, where i = 1, . . . , 3g, such that{ 3g∑
i=0
Qiξ
3g−i +R3g(ξ
2, ξ2g+1)
}
σ(u)σ(v)σ(w)
∣∣
u+v+w=0
= 0,
whereQ0 = 1 and R3g(x, y) is the function (5.8) computed in the variables indicated
in Corollary 5.7.1. Thus, g operators Qg+2i−1, i = 1, . . . , g define the trilinear
relations
Qg+2i−1σ(u)σ(v)σ(w)
∣∣
u+v+w=0
= 0, i = 1, . . . , g.
Note, that the assertions of Theorem 5.8, Lemma 5.9.1, and Theorem 5.9 imply the
relations
(Dg + h1)σ(u)σ(v)σ(w)
∣∣
u+v+w=0
= 0,
(D2g − 2h2)σ(u)σ(v)σ(w)
∣∣
u+v+w=0
= 0,
(2Dg−1 +D
3
g + 6h3)σ(u)σ(v)σ(w)
∣∣
u+v+w=0
= 0.
We shall return to the problem of explicit description of the trilinear addition
theorems for the hyperelliptic sigma-function in our future publications.
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5.5. Pfaffian addition law
In the Weierstrass’ theory of elliptic functions and its applications the relation
σ(u + v)σ(u − v)
σ(u)2σ(v)2
= ℘(v) − ℘(u),
plays the key part. Baker [Bak898] has shown, starting with the Ko¨nigsberger
formula
σ(u + v)σ(u − v) =
2g∑
k=1
σ[ǫR − ǫi](u)2σ[ǫi](v)2,
where ǫR is the characteristic of vector of Riemann constants, and the characteristics
ǫi belong to the subgroup A2g of the group of half-integer characteristics, generated
by g shifts to the half-periods of the type a, that in the case, when σ is a hyperelliptic
σ-function, the ratio σ(u+v)σ(u−v)σ(u)2σ(v)2 may be expressed as a polynomial on ℘i,j(u) and
℘i,j(v). Baker described an algorithm of construction of these polynomials, based
on the reexpression of the ratios of squares of σ[ǫ]-functions in terms of functions
℘i,j and derived the polynomials for genera 2 and 3. In case of higher genera
this algorithm remains ineffective even with the use of modern means of symbolic
computation.
Below we give some of our recent results which allow to give explicit expression
for the polynomials discussed for arbitrary genera. We briefly discuss application
of this result to the addition theorems for Kleinian functions.
5.5.1. Notations. Let us introduce the following functions mi,k : Jac(V ) ×
Jac(V )→ C:
(5.13) mi,k(u,v) = r
T
i,k(u)Nri,k(v),
where
rTi,k(v) = (℘i,k+1(v)− ℘i+1,k(v), ℘g,k+1(v), ℘g,i+1(v), 1),
and
N =

0 0 0 −1
0 0 −1 0
0 1 0 0
1 0 0 0

As is seen from (5.13)
mi,k(u,v) = −mk,i(u,v) = mk,i(v,u) = −mi,k(v,u).
In expanded form:
mi,k(u,v) = ℘g,i+1(u)℘g,k+1(v)− ℘g,i+1(v)℘g,k+1(u)
+ ℘i,k+1(v)− ℘i,k+1(u)− ℘i+1,k(v) + ℘i+1,k(u).
Note, that mi,k(u,v) depends not only on its indices i, k but also on the genus g.
For instance, function m1,2 evaluated in genus 2 is not the same as in genus 1. Next,
given a number k ∈ N, we construct a skew-symmetric 2[k+12 ]× 2[k+12 ]–matrix
Mk(u,v) = {mi,j(u,v)} i, j ∈ g − k , . . . , g − 1 + (−1)
k
2
,
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so that both for k = 2n+ 1 and k = 2n+ 2 we have (2n+ 2)× (2n+ 2)–matrices,
but with different ranges of indices.
Let us consider some examples to make this notation clear:
k = 1 M1(u,v) =
(
0 mg,g−1(u,v)
−mg,g−1(u,v) 0
)
k = 2 M2(u,v) =
(
0 mg−1,g−2(u,v)
−mg−1,g−2(u,v) 0
)
k = 3
M3(u,v) =
0 mg−2,g−3(u,v) mg−1,g−3(u,v) mg,g−3(u,v)
−mg−2,g−3(u,v) 0 mg−1,g−2(u,v) mg,g−2(u,v)
−mg−1,g−3(u,v) −mg−1,g−2(u,v) 0 mg,g−1(u,v)
−mg,g−3(u,v) −mg,g−2(u,v) −mg,g−1(u,v) 0

k = 4
M4(u,v) =
0 mg−3,g−4(u,v) mg−2,g−4(u,v) mg−1,g−4(u,v)
−mg−3,g−4(u,v) 0 mg−2,g−3(u,v) mg−1,g−3(u,v)
−mg−2,g−4(u,v) −mg−2,g−3(u,v) 0 mg−1,g−2(u,v)
−mg−1,g−4(u,v) −mg−1,g−3(u,v) −mg−1,g−2(u,v) 0

We shall denote the Pfaffian of a matrix Mk(u,v) by Fk(u,v):
Fk(u,v) = proofMk(u,v) =
√
detMk(u,v),
and the sign of the square root is to be chosen so, that proof
(
0 −1n
1n 0
)
= 1.
5.5.2. Bilinear addition formula. Our approach is based on the following
Theorem, which is proved using the theory of the Kleinian functions developed
above.
Theorem 5.11. The functions Fk(u,v) satisfy the recursive relation[(
∂2
∂u2g
− ∂
2
∂v2g
)
lnFk−1(u,v) + 2F1(u,v)
]
Fk−1(u,v)2 − 4Fk(u,v)Fk−2(u,v) = 0
for any genus g.
By definition, Fk(u,v) is identically zero, when k > g. So the function φ =
ln
(Fg(u,v)) solves the linear differential equation(
∂2
∂u2g
− ∂
2
∂v2g
)
φ+ 2F1(u,v) = 0.
This equation is also solved by the function φ̂ = ln
σ(u + v)σ(u − v)
σ(u)2σ(v)2
. It is possible
to show that φ̂ = φ, and even more
Proposition 5.12. For any genus g we have:
(5.14)
σ(u+ v)σ(u − v)
σ(u)2σ(v)2
= Fg(u,v).
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Note, that the formula (5.14) has a remarkable property, that the form of
expression Fg(u,v) actually is not apparently dependent on the moduli of an un-
derlying curve. The formula depends on the moduli only in a “hidden” manner
through the functions ℘i,j which may be considered to be merely coordinates in
Cn(n−1)/2 (cf. Section 3.2). When we impose the algebraic relations (3.10) on
the functions ℘i,j , the relation (5.14) is restricted to the Kummer variety of the
Riemann surface of the corresponding curve.
Let us consider examples of small genera:
Let genus g = 1, we have the classical formula of the elliptic theory [BE955]
σ(u + v)σ(u − v)
σ(u)2σ(v)2
= ℘(v) − ℘(u).
For genera 2 and 3 we restore the results by Baker [Bak898], in genus g = 2
we have:
σ(u+ v)σ(u − v)
σ(u)2σ(v)2
(5.15)
= ℘22(u)℘21(v)− ℘21(u)℘22(v)− ℘11(u) + ℘11(v);(5.16)
and in genus g = 3:
σ(u + v)σ(u − v)
σ(u)2σ(v)2
=
(℘31(u)− ℘31(v))·
(℘33(v)℘32(u)− ℘33(u)℘32(v) + ℘31(v)− ℘31(u)− ℘22(v) + ℘22(u))−
(℘32(u)− ℘32(v))·
(℘33(v)℘31(u)− ℘33(u)℘31(v)− ℘21(v) + ℘21(u))+
(℘33(u)− ℘33(v))·
(℘32(v)℘31(u)− ℘32(u)℘31(v) + ℘11(u)− ℘11(v)) =
(℘31(v)− ℘31(u)(℘22(v)− ℘22(u))− (℘31(v)− ℘31(u))2−
(℘32(v)− ℘32(u))(℘21(v)− ℘21(u)) + (℘33(v)− ℘33(u))(℘11(v)− ℘11(u)).
The formula for genus g = 4,
σ(u + v)σ(u − v)
σ(u)2σ(v)2
=
(℘42(v)℘41(u)− ℘42(u)℘41(v)− ℘11(v) + ℘11(u))·
(℘44(v)℘43(u)− ℘44(u)℘43(v) + ℘42(v)− ℘42(u)− ℘33(v) + ℘33(u))−
(℘43(v)℘41(u)− ℘43(u)℘41(v)− ℘21(v) + ℘21(u))·
(℘44(v)℘42(u)− ℘44(u)℘42(v) + ℘41(v)− ℘41(u)− ℘32(v) + ℘32(u))+
(℘44(v)℘41(u)− ℘44(u)℘41(v) + ℘31(u)− ℘31(v))·
(℘43(v)℘42(u)− ℘43(u)℘42(v) + ℘22(u)− ℘31(u)− ℘22(v) + ℘31(v)),
and formulas for higher genera described here are, to the knowledge of authors,
new.

CHAPTER 6
Reduction of Abelian functions
We are considering here reduction of Abelian functions constructed by an al-
gebraic curve to Abelian functions of lower genera. Nowadays that’s the well de-
veloped theory that grows from known cases of reduction of holomorphic integrals
of genust two curve to elliptic integrals and associated θ-functions to Jacobian θ-
functions. We will start with two examples of such reduction.
6.1. Two examples of reduction of Abelian integrals
∫
dz√
(z2 − a)(8z3 − 6az − b) =
1
3
∫
dξ√
(2aξ − b)(ξ2 − a)
ξ =
1
a
(4z3 − 3az)∫
z dz√
(z2 − a)(8z3 − 6az − b) =
1
2
√
3
∫
dη√
η3 − 3aη + b
η =
2z3 − b
3(z2 − a)
The elliptic curves
E1 : ζ2 = (2aξ − b)(ξ2 − a)
and
E2 : υ2 = η3 − 3aη + b
are different:
jE1 =
16(b2 + 12a3)3
a3(4a3 − b2) , jE2 =
6912a3
4a3 − b2
Branch points of the first cover are: ±√a/2,±√a, because the Puiseux expansions
near these points are
z = t±
√
a
2
, ξ = ∓√a± 6t
2
√
a
+O(t2)
In all other points puiseux series are different, for example near z = a we have
z = a+ t, ξ = 4a2 − 3a+ (12a− 3)t+ . . .
i.e. branch number is zero. Moreover one can check that branch points of the
underlying elliptic curve are lifted to branch points of the covering curve with zero
branch number.
We conclude that branch number of the first cover B = 2 and degree of cover
n = 3.
The second cover has the same values for B and n
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Let π be the cover
π : X → X ′
and the genera of the curves X,X ′ are correspondingly g > g′ ≥ 0. The curve
X is called a covering curve and X ′ is called underlying curve. The following
Riemann-Hurwitz formula is valid
g =
B
2
+ ng′ − n+ 1
In the case of covering over the Riemann sphere, an extended complex plane
g =
[
n− 1
2
]
where [·] is entire part of the number.
The simplest reduction case was wound by Jacobi∫
dξ√
ξ(1 − ξ)(1− k2±ξ)
= −
√
(1 − α)(1 − β)
×
∫
(z ±√αβ)dz√
z(z − 1)(z − α)(z − β)(z − αβ) .
with
ξ =
(1 − α)(1 − β)z
(z − α)(z − β)
k2± = −
(
√
α±√β)2
(1− α)(1 − β) ,
Therefore the curve
X : w2 = z(z − 1)(z − α)(z − β)(z − αβ)
covers two elliptic curves
E± : η2 = ξ(1− ξ)(1 − k2±ξ)
i.e.
π± : X → E±
Let π± : X → E±
6.2. Weierstrass-Poincare´ theorem on complete reducibility
Like in the Jacobi reduction example non-normalized holomorphic differential
dψ on E+ can be always expanded in normalized holomorphic differentials of genus
two curve, ∮
ak
dvi = δi,k,
∮
bk
dvi = τi,k,
namely
dψ =
dξ
η
= c1dv1 + c2dv2,
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where c1, c2 ∈ C are constants. Evaluate periods a, b
c1 = 2m11ω + 2m12ω
′,
c2 = 2m21ω + 2m22ω
′,
c1τ11 + c2τ12 = 2m31ω + 2m32ω
′,
c1τ12 + c2τ22 = 2m41ω + 2m42ω
′.
(6.1)
Introduce Riemann period matrices
Π =

1 0
0 1
τ11 τ12
τ12 τ22
 , Π′ = ( 2ω2ω′
)
Then the above condition can be rewritten as
Πλ =MΠ′
λ =
(
c1
c2
)
, MT =
(
m11 m21 m31 m41
m12 m22 m32 m42
)
This statement is a particular case of the Weierstrass-Poincare´ theorem (WP-
theorem) on complete reducibility.
WP-theorem A 2g × g Riemann matrix Π =
( A
B
)
admits a reduction if
there exists a g× g1 matrix of complex numbers of maximal rank, a 2g1× g1 matrix
of complex numbers Π1 and a 2g × 2g1 matrix of integers M also of maximal rank
such that
Πλ =MΠ1
where 1 ≤ g1 < g. When a Riemann matrix admits reduction the corresponding
period matrix may be put in the quasi-block-diagonal form
τ =
(
τ1 Q
QT τ ′
)
where Q is a g1 × (g − g1) matrix with rational entries and the matrices τ1 and τ ′
have the properties of period matrices.
Since Q here has rational entries, there exists a diagonal (g − g1) × (g − g1)
matrix D = (d1, . . . , dg−g1) with positive entries for which (QD)jk ∈ Z.
With
(z,w) = Diag(z1, . . . , zg1 , w1, . . . , wg−g1)
the θ-function associated with τ may be then expressed in terms of lower dimen-
sional theta functions as
θ((z,w); τ) =
∑
m = (m1, . . . ,mg−g1)
0 ≤ mi ≤ di − 1
θ(z +Qm; τ1)θ
(
D−1m
0
)
(Dw;Dτ ′D)
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6.3. Humbert varieties
Consider again relations (6.1). A compatibility condition with respect to vari-
ables c1, c1, 2ω1, 2ω2 is of the form
(6.2) det

1 0 m11 m12
0 1 m21 m22
τ11 τ12 m31 m32
τ12 τ22 m41 m42
 = 0,
Denote 2× 4 matrix with integer entries
M =
(
m11 m21 m31 m41
m12 m22 m32 m42
)
.
Write the compatibility condition (6.2) in the form
ατ11 + βτ12 + γτ22 + δ(τ
2
12 − τ11τ22) + ǫ = 0,
where
α = m41m12 −m11m42, γ = m21m32 −m31m22,
δ = m21m12 −m11m22, ǫ = m31m42 −m41m32,
β = m11m32 −m31m12 − (m21m42 −m41m22).
Set
N = |m11m32 −m31m12 +m21m42 −m41m22|
Calculating from the first four equations
m21 = ∆(m11γ +m31δ),m22 = ∆(m12γ +m32δ),
m41 = ∆(m11ǫ +m31α),m42 = ∆(m12ǫ+m32α)
where ∆−1 = m11m32 −m31m12, we get the equality
m21m42 −m41m22 = − ǫδ + αγ
m11m32 −m31m12 ,
which helps to transform the fifth equation to the quadratic one with the following
roots:
m11m32 −m31m12 =1
2
(
β ±
√
β2 − 4(ǫδ + αγ)
)
,
m21m42 −m41m22 =1
2
(
−β ±
√
β2 − 4(ǫδ + αγ)
)
.
Taking in account the definition of N we get the condition
N2 = β2 − 4(ǫδ + αγ)
Definition 6.3.1. The Humbert variety H∆ with an invariant with respect to
symplectic transformation ∆ is the subset in the 3-dimensional space with coordi-
nates τ11, τ12, τ22 given by the conditions
ατ11 + βτ12 + γτ22 + δ(τ
2
12 − τ11τ22) + ǫ = 0,
with integer α, β, γ, δ ∈ Z satisfying
N2 = β2 − 4(ǫδ + αγ)
The invariant ∆ equals
∆ = N2
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That’s possible to show that there exist such an element T ∈ Sp(4,Z) that
M ◦ T =
(
N 0 0 1
0 0 1 0
)
Transformed period matrix gets a form
(6.3) τ˜ = T ◦ τ =
(
τ˜11
1
N
1
N τ˜22
)
.
That means that V is a covering of N -th degree over elliptic curves E±. In the
Jacobi reduction example N = 2.
The period matrix τ˜ represents a component of the Humbert variety H∆, other
components results the action of the group Sp(4,Z).
6.3.1. Krazer transformations of the period matrix. We will explain
here how to construct transformation (6.3) in the case of reduction being induced
by the cover over an elliptic curve, i.e. g1 = 1 by following to Krazer monograph,
p.474-475 In this case the integer Matrix M is of the form
MT =
(
m11 m21 . . . mg,1
m12 m22 . . . mg,2
)
To find necessary transformation we introduce matrices Ai, Bi, Ci,j , Di,j ∈ Sp2g(Z),
i 6= j = 1, . . . , g,
Ai = (δk,l + δk,iδk+g,l))k,l=1,...,2g
Bi = (δk,l(1− δk,g+i)(1 − δl,i) + δk,iδl,g+i − δl,iδk,g+i)k,l=1,...,2g
Cij = (δk,l + δl,jδk,i − δl,g+iδk,g+j)k,l=1,...,2g
Dij = (δk,iδl,j + δk,jδl,i + δk,g+iδl,g+j + δl,g+iδk,g+j
+δk,l(1− δk,i)(1 − δk,j)(1 − δl,g+i)(1− δl,g+j))k,l=1,...,2g
The action of Ai results the adding of i-th column to the g + i-th. Bi inter-
changes i-th and g + i-th columns with multiplication of the last by −1. Ci,k adds
i-th column to the k-th and subtracts g + k-th column from g + i-th.The matrix
Di,j interchanges i and j-th and g + i and g + j-th columns.
At g = 2, MT =
(
m11 m21 . . . mg,1
m12 m22 . . . mg,2
)
MTA1 =
(
m11 m21 m11 +m31 m41
m12 m22 m12 +m32 m42
)
MTB1 =
( −m31 m21 m11 m41
−m32 m22 m12 m42
)
MTB1 =
( −m31 m21 m11 m41
−m32 m22 m12 m42
)
MTC12 =
(
m11 m11 +m21 m31 −m41 m41
m12 m12 +m22 m32 −m42 m42
)
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At the first step of the algorithm transform using Ai and Bi-matrices the matrix
MT to the form ( ∗ . . . ∗
0 . . . 0
∗ . . . ∗
∗ . . . ∗
)
︸ ︷︷ ︸
g
︸ ︷︷ ︸
g
At the second step use Ci,j and Di,j to transform the above matrix to the form( ±k ∗ . . . ∗
0 0 . . . 0
∗ ∗ . . . ∗
±1 0 . . . 0
)
︸ ︷︷ ︸
g
︸ ︷︷ ︸
g
That’s possible to turn ± signs in this expression by using operation B21 . At
the next step the system is reduced to the form(
c 0 . . . 0
0 0 . . . 0
a b . . . 0
1 0 . . . 0
)
︸ ︷︷ ︸
g
︸ ︷︷ ︸
g
Finally apply operators B31 , B
3
2 to transform M to the form(
N 0 . . . 0
0 0 . . . 0
0 1 0 . . . 0
1 0 0 . . . 0
)
︸ ︷︷ ︸
g
︸ ︷︷ ︸
g
6.3.2. Variety H4. Following to Shaska and Vo¨lklein [SV04] write the gen-
eral genus two curve which covers two-sheetedly two elliptic curves can be written
in the form
Y 2 = X6 − s1X4 + s2X2 − 1
with the discriminant
27− 18s1s2 − s21s22 + 4s31 + 4s32 6= 0
. Introduce coordinates
u = s1s2, v = s
3
1 + s
3
2
The relative invariants are given as
J2 = 240 + 16u
J4 = 48v + 4u
2 − 504u+ 1620
J6 = 24u
3 + 160uv− 424u2 − 20664u+ 96v + 119880
J10 = 64(27− 18u− u2 + 4v)2
Eliminating u, v from these equations we get modular form χ30 of weight 30 that
vanishing provides condition τ ∈ H4. That is
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χ30 = −125971200000J310+ 41472J10J54 + 159J64J32 − 80J74J2 − 236196J210J52
+ 972J10J
6
2J
2
4 + 8748J10J
4
2J
2
6 − 1728J54J22J6 + 6048J44J2J26
+ 1332J44J
4
2J6 − 8910J34J32J26 − 592272J10J44J22 + 77436J10J34J42
+ 31104J56 + 29376J
2
2J
2
4J
3
6 − 47952J2J4J46 + 12J62J34J6 − 54J52J24J26
+ 108J42J4J
3
6 − 2099520000J210J4J6 − 9331200J10J24J26 + 104976000J210J22J6
− 3499200J10J2J36 − 78J54J52 + 384J64J6 − 6912J34J36J72J44 − 81J32J46
+ 507384000J210J
2
4J2 − 19245600J210J4J32 − 5832J10J52J4J6
+ 4743360J10J
3
4J2J6 − 870912J10J24J32J6 + 3090960J10J4J22J26
Let the curve
Y 2 = X(X − 1)(X − λ1)(X − λ2)(X − λ3)
Then direct calculation leads to the decomposition of χ30
χ30 = (λ1λ2 − λ2 − λ3λ2 + λ3)2
× (λ1λ2 − λ1 + λ3λ1 + λ3λ2)2
× (λ1λ2 − λ3λ1 + λ3λ2 + λ3)2
× (λ1λ3 − λ1 − λ3λ2 + λ3)2
× (λ1λ2 + λ1 − λ3λ1 + λ2)2
× (λ1λ2 − λ1 − λ3λ1 + λ3)2
· · · · · ·
× (λ1λ2 − λ3)2
× (λ1 − λ2λ3)2
× (λ1λ3 − λ2)2
We refer here to the result by Pringsheim [Pri875]. Let the curve V and its
Riemann period matrix are given in the Richelot form
y2 = x(1− x)(1 − λ2x)(1 − µ2x)(1 − κ2x),
τ =
(
τ11 τ12
τ12 τ22
)
The aforementioned 15 components of the variety H4 Pringsheim distributed in 4
groups
I
2τ12 + τ11τ22 − τ212 = 0 ⇔ κ2 = λ2µ2
II
τ11 + 2τ12τ22 = 0 ⇔ κ2 − λ2 = µ2(1− λ2)
τ11 + 2τ12 − (τ11τ22 − τ212) = 0 ⇔ κ2(1 − µ2) = λ2(κ2 − µ2)
III
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2τ12 − τ22 = 0
⇔ µ2 = κ2λ2
2τ12 − τ22 + τ11τ22 − τ212 = 0
⇔ λ2 = κ2µ2
τ11 − τ22 = 0
⇔ κ2 − λ2 = λ2(κ2 − µ2)
τ11 − τ22 + τ11τ22 − τ212 = 0
⇔ κ2 − µ2 = µ2(κ2 − λ2)
IV
2τ12 = 1
⇔ λ2 − µ2 = −κ2(1 − λ2)
...
According to the Bierman-Humbert theorem the associated Riemann period
matrix is of the form
τ =
(
τ1
1
2
1
2 τ2
)
Denote
θk = ϑk(0, 2τ1), Θk = ϑk(0, 2τ2), k = 2, 3, 4.
Then the following decomposition formula are valid for θ-constants
θ
[
1
0
0
0
]
= θ
[
1
0
0
1
]
=
√
2θ2θ3Θ3Θ4, θ
[
0
1
1
0
]
= θ
[
0
0
1
0
]
=
√
2θ3θ4Θ2Θ3,
θ
[
1
0
1
0
]
= −iθ [1111] =√2θ2θ4Θ2Θ4,
θ
[
0
0
0
0
]
=
√
θ23Θ
2
3 + θ2Θ
2
4 + θ
2
4Θ
2
2, θ
[
0
1
0
1
]
=
√
θ23Θ
2
3 − θ2Θ24 − θ24Θ22
θ
[
0
1
0
0
]
=
√
θ23Θ
2
3 − θ2Θ24 + θ24Θ22, θ
[
0
0
0
1
]
=
√
θ23Θ
2
3 + θ2Θ
2
4 − θ24Θ22
Plugging above θ-decomposition formulae to the formulae
λ1 =
θ2
[
0
0
0
0
]
θ2 [10
0
0]
θ2
[
0
0
1
0
]
θ2 [10
1
0]
λ2 =
θ2
[
0
0
1
0
]
θ2 [10
1
0]
θ2
[
0
0
0
1
]
θ2 [10
0
1]
λ3 =
θ2
[
0
0
0
0
]
θ2 [10
0
0]
θ2
[
0
0
0
1
]
θ2 [10
0
1]
we get the following
τ12 =
1
2
⇐⇒ (1 − λ1 − λ2)λ3 + λ1λ2 = 0
what accords to the corresponding Pringsheim component moduli λ, µ, κ are rede-
fined as
λ2 = 1/λ3, µ
2 = 1/λ2, κ
2 = 1/λ1
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6.3.3. ℘-functions on H4. Consider again the curve.
w2 = z(z − 1)(z − α)(z − β)(z − αβ).
This curve is a 2-fold cover of two tori (elliptic curves) π± : X = (w, z) → E± =
(η±, ξ±),
η2± = ξ±(1− ξ±)(1 − k2±ξ±)
with the Jacobi moduli
k2± = −
(
√
α∓√β)2
(1− α)(1 − β) .
Consider the Abel–Jacobi mapping∫ x1
x0
dz
w
+
∫ x2
x0
dz
w
= u1,∫ x1
x0
zdz
w
+
∫ x2
x0
zdz
w
= u2.
Again, we want to express the points (xi, yi) as functions of u = (u1, u2)
T .
It is convenient to write down the integrals in the Abel mapping in the following
form: ∫ x1
x0
z −√αβ
w
dz +
∫ x2
x0
z −√αβ
w
dz = u+∫ x1
x0
z +
√
αβ
w
dz +
∫ x2
x0
z +
√
αβ
w
dz = u−,
where
u± = −
√
(1 − α)(1 − β)(u2 ∓
√
αβu1)
Denote the Jacobi elliptic functions:
sn(u±, k±), cn(u±, k±), dn(u±, k±)
Define the Darboux coordinates
X1 = sn(u+, k+)sn(u−, k−),
X2 = cn(u+, k+)cn(u−, k−),
X3 = dn(u+, k+)dn(u−, k−).
Reduce the hyperelliptic integrals in the last Abel mapping to elliptic ones,
then, using an addition theorem for the Jacobi elliptic functions, we get
X1 = − (1 − α)(1 − β)(αβ + ℘12)
(α+ β)(℘12 − αβ) + αβ℘22 + ℘11 ,
X2 = − (1 + αβ)(αβ − ℘12)− αβ℘22 − ℘11
(α+ β)(℘12 − αβ) + αβ℘22 + ℘11 ,
X3 = − αβ℘22 − ℘11
(α+ β)(℘12 − αβ) + αβ℘22 + ℘11 .
Here ℘ij = ℘ij(u1, u2) are second derivatives of log σ(u1, u2).
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These formulae can be inverted:
℘11 = (B − 1)A(X2 +X3)−B(X3 + 1)
X1 +X2 − 1 ,
℘12 = (B − 1)1 +X1 −X2
X1 +X2 − 1 ,
℘22 =
A(X2 −X3) +B(X3 − 1)
X1 +X2 − 1 ,
where A = α+ β, B = 1 + αβ.
6.4. Applications
6.4.1. 2-gap elliptic potentials of the Schro¨dinger equation. We al-
ready shown that 2℘22(u)-function with u2 = x, u1 = c = const represents a 2-gap
quasi-periodic potential of the equation.
Lemma Let a genus two curve X is an N -fold cover of an elliptic curve E .
According to the Weierstrass-Poincare´ theorem exist such homology basis that Rie-
mann period matrix is of the form
τ = ω−1ω′ =
(
T 1N
1
N T˜
)
where ω−1 = (U ,V ) is the matrix of a-periods. Then the condition U2 = 0 is
sufficient for the ℘22(c, x) to be an elliptic function in x
Consider the caseN = 4. Using Rosenhain representation of the winding vector
we conclude that condition U2 = 0 requires vanishing of the derivative θ-constant
θ1
[
1
1
0
1
]
= 0.
Decomposing genus two theta-constants to elliptic θ-constants by means of
second order addition theorems, we reduce the above condition to the form
k˜ = k′(1− 4k2)
where k and k˜ are Jacobian moduli corresponding to the moduli T and T˜ respec-
tively. Using the obtained condition we get
℘22(c, x) = 6℘(x) + 2℘(x+ ω)(6.4)
That is the Darboux–Treibich–Verdier elliptic potential associated to a 4-sheeted
cover of elliptic curve.
CHAPTER 7
Rational analogs of Abelian functions
7.1. Introduction
In the theory of Abelian functions on Jacobians, the key role is played by
entire functions that satisfy the Riemann vanishing theorem (see, for instance,
[Mum984]). Here we introduce polynomials that satisfy an analog of this theorem
and show that these polynomials are completely characterized by this property. By
rational analogs of Abelian functions we mean logarithmic derivatives of orders ≥ 2
of these polynomials.
We call the polynomials thus obtained the Schur–Weierstrass polynomials be-
cause they are constructed from classical Schur polynomials, which, however, cor-
respond to special partitions related to Weierstrass sequences. Recently, in con-
nection with the problem to construct rational solutions of nonlinear integrable
equations [AM978, Kri979], a special attention was payed to Schur polynomi-
als [DG986, Kac93]. Since a Schur polynomial corresponding to an arbitrary
partition leads to a rational solution of the Kadomtsev–Petviashvili hierarchy, the
problem of connecting the above solutions with those defined in terms of Abelian
functions on Jacobians naturally arose. Our results open the way to solve this
problem on the basis of the Riemann vanishing theorem.
We show our approach by the example of Weierstrass sequences defined by a
pair of coprime numbers n and s. Each of these sequences generates a class of plane
curves of genus g = (n− 1)(s− 1)/2 defined by equations of the form
Y n −Xs −
∑
α,β
λαn+βsX
αY β = 0,
where 0 ≤ α < s− 1, 0 ≤ β < n− 1, and αn+ βs < ns. The dimension of moduli
space of this class is dn,s = (n+1)(s+1)/2− [s/n]− 3. We constructed [BEL999]
entire functions σ(u;λ), where u ∈ Cg and λ ∈ Cdn,s , on the universal space
of the Jacobians of such curves. Similarly to the elliptic Weierstrass σ-function,
in a neighborhood of the point 0 ∈ Cg, the function σ(u;λ) has a power series
expansion in u1, . . . , ug whose coefficients are polynomials with rational coefficients
in λ. The limit limλ→0 σ(u;λ) is defined and leads to a polynomial, which satisfies
the analog of the Riemann vanishing theorem. As an application of our result we
prove that σ(u;0) is equal to the corresponding Schur–Weierstrass polynomial up
to a constant factor.
7.2. Weierstrass sequences and partitions
Let n and s be a pair of coprime integers such that s > n > 2. Consider the
set of all nonnegative integers of the form
(7.1) an+ bs, where a, b are nonnegative integers.
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Definition 7.1. The positive integers that are not representable in the form
(7.1) constitute a Weierstrass sequence. The number of these integers is called the
length of the sequence.
The above Weierstrass sequence in ascending order is denoted by Wn,s. To
prove the main properties of Weierstrass sequences, the following elementary ob-
servation is useful.
Lemma 7.0.1. The elements w of the Weierstrass sequence Wn,s are repre-
sentable in the form
(7.2) w = −αn+ βs,
where α and β are integers such that α > 0 and n > β > 0; the numbers α and β
in the representation (7.2) are defined uniquely.
The next lemma gives a list of the properties of Weierstrass sequences that we
need below.
Lemma 7.0.2. A Weierstrass sequence Wn,s = {w1, w2, . . . } has the following
properties :
(1) its length g is equal (n− 1)(s− 1)/2 ;
(2) its maximal element wg is equal 2g − 1 ;
(3) if w ∈Wn,s, then wg − w /∈Wn,s ;
(4) if w > w˜, where w ∈Wn,s and w˜ /∈Wn,s, then w − w˜ ∈Wn,s ;
(5) i 6 wi 6 2i− 1 for all i = 1, . . . , g.
Proof. (1) Let us find the number of integers of the form (7.2). For a chosen
value β = ℓ ∈ {1, . . . , n − 1}, the factor α ranges over the values {1, . . . , [ℓs/n]};
thus (see [PS964, viii. 17, viii. 18]),
g =
n−1∑
ℓ=1
[
ℓs
n
]
=
(n− 1)(s− 1)
2
.
(2) Note that 2g−1 = −n+s(n−1). Let there be a number w of the form (7.2)
that exceeds 2g−1. Since n and s are coprime, it follows that in the representation
(7.2) of w we have either α 6 1 or β > n. The contradiction thus obtained proves
assertion (2) of the lemma.
(3) For an arbitrary number w ∈ Wn,s, consider the difference wg − w. Ac-
cording to Lemma 7.0.1, we have
wg − w = −n+ s(n− 1)− (−αn+ βs) = (α− 1)n+ (n− 1− β)s,
and the last representation is of the form (7.1).
(4) Let w˜ /∈Wn,s and w ∈Wn,s. Then the representations
w˜ = an+ bs and w = −αn+ βs
hold, and hence
w − w˜ = −αn+ βs− (an+ bs) = −(α+ a)n+ (β − b)s > 0
by assumption; therefore, w − w˜ ∈Wn,s by Lemma 7.0.1.
(5) Consider the set W˜ n,s = {2g − 1 − wg+1−i}i=1,...,g. According to asser-
tions (2) and (3), we have W˜ n,s ∩Wn,s = {∅}, and hence W˜ n,s ∪Wn,s consists of
2g nonnegative integers each of which is less than 2g− 1, i.e., this is a permutation
of the set {0, 1, 2, . . . , 2g − 1}.
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Now let N(L) be the number of integers of the form (7.1) that are less than L.
Since {w˜1, . . . , w˜N(wi)} ⊂ W˜ n,s and {w1, . . . , wi} ⊂Wn,s, it follows that the inter-
section {w˜1, . . . , w˜N(wi)}∩{w1, . . . , wi} is empty, and the union {w˜1, . . . , w˜N(wi)}∪
{w1, . . . , wi} is a permutation of the set {0, 1, 2, . . . , wi} for any wi ∈Wn,s, which
yields wi = i+N(wi)− 1.
Note that w˜0 = 0 < wi, i.e., N(wi) > 1, and hence the inequality wi > i holds
for all wi ∈Wn,s.
On the other hand, by assertion (4) we have the inclusion {wi − w˜1, . . . , wi −
w˜N(wi)} ⊂ {w1, . . . , wi}, which yields the inequality N(wi) 6 i. Thus, wi = i +
N(wi)− 1 6 2i− 1. 
We denote by WSm the set of all Weierstrass sequences w = (w1, . . . , wm) of
length m.
In what follows, we use the agreements and notation adopted in [Mac995].
Definition 7.2. A partition π of length m is a nonincreasing set of m positive
integers πi. Denote by Parm the set of all partitions of length m.
On the set of partitions, a conjugation operation is defined as follows:
π′ = {π1, . . . , πm}′ = {π′1, . . . , π′m′}, where π′i = Card{j : πj > i}.
In particular, the length m′ of the conjugate partition π′ is equal to π1. Obviously,
π′′ = π.
Lemma 7.0.3. The formula
(7.3) κ(w) = π, where πk = wg−k+1 + k − g,
defines an embedding κ : WSg → Parg.
Proof. We must show that κ(Wn,s) is a partition. Let us show first that
πj = wg−j+1 + j − g > 0 for all j = 1, . . . , g. By assertion (5) of Lemma 7.0.2 we
have wi − i > 0, which implies the desired inequality for i = g + 1− j.
It remains to show that πk − πk+1 > 0 for πk = wg−k+1 + k − g and πk+1 =
wg−k + k − g + 1. Indeed, the difference
πk − πk+1 = wg−k+1 − wg−k − 1
is nonnegative because Wn,s is a strictly increasing sequence by definition. 
Definition 7.3. A partition π that is the image of a Weierstrass sequence un-
der the mapping κ is called a Weierstrass partition. Let us introduce the following
notation for Weierstrass partitions:
πn,s = κ(Wn,s).
Lemma 7.0.4. The Weierstrass partitions have the following properties :
(1) πn,s = π
′
n,s ;
(2) πn,s ⊂ {g, g − 1, . . . , 1}, where g = (n− 1)(s− 1)/2.
Proof. It is known [Mac995, p. 3–4] that, for any partition µ ∈ Parn such
that µ1 = m, the set consisting of m+ n numbers
µi + n− i (1 6 i 6 n), n− 1 + j − µ′j (1 6 j 6 m)
is a permutation of the set {0, 1, 2, . . . ,m+ n− 1}.
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Let us apply this result to the Weierstrass partition πn,s. Its length is equal
to g, and the element π1 is equal to wg + 1 − g = g. Thus, the set formed by 2g
numbers
πi + g − i = wg+1−i (i = 1, . . . , g),
g − 1 + j − π′j = 2g − 1− (π′j + g − j) (j = 1, . . . , g)
is a permutation of the set {0, 1, 2, . . . , 2g− 1}. That is, the set {2g− 1− (π′j + g−
j)}j=1,...,g is the complement of the sequence Wn,s in the set {0, 1, 2, . . . , 2g − 1}.
Since the complement of the sequence Wn,s in the set {0, 1, 2, . . . , 2g− 1} is of the
form {2g − 1− wg+1−j}j=1,...,g and {π′1, . . . , π′g} is a partition, it follows that
π′j = wg+1−j + j − g = πj (1 6 j 6 g).
The condition πn,s ⊂ {g, g − 1, . . . , 1} means that, for the elements of the
sequence Wn,s, the inequalities wi 6 2i − 1 hold for all i, 1 6 i 6 g, according to
assertion (5) of Lemma 7.0.2. 
7.3. Schur-Weierstrass polynomials
We present the notation and the results following [Mac995] as above. Let
Λm =
⊕
k>0 Λ
k
m be the graded ring of symmetric polynomials with integer coef-
ficients in variables x1, . . . , xm, where Λ
k
m consists of the homogeneous symmetric
polynomials of degree k. Here the number m is assumed to be large enough as
usual and, for this reason, below we denote the ring Λm by Λ.
Let us introduce the elementary symmetric functions er by means of the gener-
ating function E(t) =
∑
r>0 ert
r =
∏
i>0(1 + xit). As is known, Λ = Z[e1, e2, . . . ].
Let us introduce the elementary Newton polynomials pr by means of the generat-
ing function P (t) =
∑
r>1 prt
r−1 =
∑
i>1 xi/(1 − xit). The generating functions
P (t) and E(t) are related by the formula P (−t)E(t) = E′(t). The function ek is
expressed in terms of {p1, . . . , pk} in the form of the determinant,
(7.4) ek =
1
k!
∣∣∣∣∣∣∣∣∣∣
p1 1 0 . . . 0
p2 p1 2 . . . 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
pk−1 pk−2 pk−3 . . . k − 1
pk pk−1 pk−2 . . . p1
∣∣∣∣∣∣∣∣∣∣
.
The functions pr are algebraically independent over the field Q of rational
numbers, and ΛQ = Λ⊗ZQ = Q [p1, p2, . . . ]. Set pπ = pπ1pπ2pπ3 . . . for all partitions
π = {π1, π2, . . . }. Thus, the elements pπ form an additive basis in ΛQ. Using this
fact, we endow the ring Λ with the inner product given by
(7.5) 〈pπ, pρ〉 = δπ,ρzρ,
where zρ =
∏
k>1 k
mkmk! and mk = mk(ρ) is the multiplicity of a number k in the
partition ρ (see [Mac995, p. 24, 64]).
To an operator of multiplication by an arbitrary symmetric polynomial f , the
conjugate linear operator D(f) with respect to the inner product (7.5) corresponds,
which is completely determined by the formula 〈D(f)u, v〉 = 〈u, fv〉 for all u, v ∈ Λ.
For instance, we have the relation
(7.6) D(pk) = (−1)k−1
∑
r>0
er
∂
∂er+k
,
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where it is assumed that the symmetric polynomials are expressed as functions
of er. Representing a function f ∈ Λ in the basis pµ as a polynomial φ(p1, p2, . . . )
with rational coefficients, we obtain (see [Mac995, p. 75–76])
(7.7) D(f) = φ
(
∂
∂p1
, . . . , n
∂
∂pn
, . . .
)
.
The classical Schur polynomial sπ corresponding to an arbitrary partition π
has the following representation in the form of a determinant (see [Mac995, p. 41]):
(7.8) sπ = det(eπ′
i
−i+j)16i,j6m, where m is the length of the partition π.
We denote by Sn,s the Schur polynomial (7.8) corresponding to a Weierstrass par-
tition πn,s. By (7.8) we have
Sn,s = Sn,s(e1, . . . , e2g−1), where g = (n− 1)(s− 1)/2.
Theorem 7.1. In the representation via the elementary Newton polynomials,
any Sn,s is a polynomial in g variables {pw1 , . . . , pwg} only, where {w1, . . . , wg} =
Wn,s.
Proof. Note that, for any symmetric function u, it follows from the relation
〈u, pkf〉 ≡ 0 for all f ∈ Λ that u does not depend on pk because the inner product
(7.5) is nondegenerate. By (7.6), the latter condition is equivalent to the relation
D(pk)u = (−1)k−1
∑
r>0 er ∂u/∂er+k ≡ 0, where the function u is regarded as a
polynomial in er.
For some q ∈ {1, 2, . . . , 2g − 1}, consider the action of the linear operator
D(pq) on the polynomial Sn,s corresponding to the Weierstrass partition πn,s =
{π1, . . . , πg}. By differentiating the determinant given by formula (7.8), we obtain
(7.9) D(pq)Sn,s(e1, e2, . . . , e2g−1) = (−1)q−1
g∑
i=1
g∑
j=1
eπi−i−q+jMi,j ,
where we performed the change of the summation index by the formula r = πi −
i− q + j, and Mi,j stands for the (i, j)-cofactor of the matrix (eπi−i+j)16i,j6g .
We need an auxiliary assertion.
Lemma 7.1.1. If the equation
(7.10) πℓ − ℓ− q = πℓ′ − ℓ′
is solvable with respect to ℓ′ for a given q ∈ N and for all ℓ ∈ {1, . . . , g} such that
πℓ − ℓ− q + g > 0, then Sn,s does not depend on pq.
Proof. Note that, under the conditions of the lemma, the sum
∑g
j=1 eπℓ−ℓ−q+jMℓ,j
is equal to Sn,sδℓ,ℓ′. Then the double sum (7.9) is equal to Sn,s
∑g
i=1 δi,i′ and van-
ishes for a nonzero q, which proves that Sn,s does not depend on pq. 
Let us return to proof of the theorem.
Let us rewrite Eq. (7.10) in terms of the Weierstrass sequenceWn,s. We obtain
wj′ = wj−q, where j = g+1−ℓ and j′ = g+1−ℓ′. By assertion (3) of Lemma 7.0.2
we have wg − wi /∈ Wn,s, and hence the conditions of Lemma 7.1.1 do not hold
for any q = wi ∈ Wn,s. On the other hand, by assertion (4) of Lemma 7.0.2, the
conditions of Lemma 7.1.1 hold for any q /∈Wn,s, and hence we have D(pq)Sn,s ≡ 0
for any pq with such a subscript q . 
Let Wn,s = {w1, . . . , wg} be a Weierstrass sequence as above.
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Definition 7.4. A polynomial σn,s(z1, . . . , zg) in g variables that exists by
Theorem 7.1 and is given by the identity
(7.11) σn,s(pw1 , . . . , pwg) ≡ Sn,s,
is called a Schur–Weierstrass polynomial.
Any Schur–Weierstrass polynomial is homogeneous with respect to the natural
grading of the ring Λ in which degΛ(er) = degΛ(pr) = r for r > 0 and degΛ(er) =
degΛ(pr) = 0 for r 6 0. In this grading we have degΛ(zℓ) = wℓ and, as follows from
formula (7.8), the weight of the polynomial σn,s(z1, . . . , zg) is equal to the sum of
the elements of the partition πn,s. We have
degΛ(σn,s) =
g∑
ℓ=1
πℓ =
g∑
k=1
(wk − k + 1)
= −g(g − 1)
2
+
n−1∑
i=1
[is/n]∑
j=1
(is− jn) = (n
2 − 1)(s2 − 1)
24
.
Lemma 7.1.2. The weight of the Schur–Weierstrass polynomial σn,s(z1, . . . , zg)
is equal to its degree with respect to the variable z1, degΛ(σn,s) = degz1(σn,s).
Proof. It follows from relation (7.4) that er = p
r
1/r!+. . . . Further, by formula
(7.8) we have Sn,s = p
γ
1 det(χ(wi − j + 1))16i,j6g + . . . , where γ =
∑g
i=1 πi =
degΛ(σn,s) and χ(n) = 1/n! for n > 0 and χ(n) = 0 for n < 0.
It remains to prove that the determinant det(χ(wi − j + 1))16i,j6g is nonzero.
Consider the WronskianWt(tw1 , tw2 , . . . , twg ) of the system of monomials {tw1 , tw2 , . . . , twg},
which is obviously nondegenerate. The immediate calculation gives
t(n
2−1)(s2−1)/24 det(χ(wi − j + 1))16i,j6g = Wt(t
w1 , . . . , twg )∏g
i=1 wi!
.
This proves the lemma. 
Example 7.1. Let us give the explicit expressions for the Schur–Weierstrass
polynomials with g = 1, 2, 3, 4.
For g = 1 and 2 we have σ2,3 = z1 and σ2,5 =
1
3 (z
3
1 − z2), respectively.
For g = 3 we have σ2,7 =
1
45 (z
6
1 − 5z31z2 + 9z1z3 − 5z22) and σ3,4 = 120 (z51 −
5z1z
2
2 + 4z3).
For g = 4 we have σ2,9 =
1
4725 (z
10
1 − 15z71z2 + 63z51z3 − 225z31z4 + 315z21z2z3 −
175z1z
3
2 + 9(−21z23 + 25z2z4)) and σ3,5 = 1448 (z81 − 14z41z22 + 56z21z2z3 − 64z1z4 −
7(z22 − 2z3)(z22 + 2z3)).
Theorem 7.2. Let i : Cg → Cg, ξ 7→ −ξ, be the canonical involution. In this
case,
i(σn,s(ξ)) = σn,s(−ξ) = (−1)(n2−1)(s2−1)/24σn,s(ξ).
Proof. Consider the involutions ω and ω̂ on the ring ΛQ that are defined on
the multiplicative generators by the formulas
ω(pr) = (−1)r−1pr and ω̂(pr) = (−1)rpr.
As is known, ω(sρ) = sρ′ for any Schur function [Mac995, p. 42]. Since ω̂(er) =
(−1)rer, we have ω̂(sρ) = (−1)
∑
ρ′isρ by (7.8). The desired assertion follows from
the fact that the involution i is the composition ω̂ · ω. 
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For an arbitrary Weierstrass sequence Wn,s = {w1, . . . , wg}, for the corre-
sponding Schur–Weierstrass polynomial σn,s(z1, . . . , zg), and for a chosen value of
the vector z = (z1, . . . , zg) ∈ Cg, we introduce the following polynomial in x ∈ C:
Rn,s(x; z) = σn,s(z1 + x
w1 , . . . , zg + x
wg ).
Theorem 7.3. For a given ξ ∈ Cg, the polynomial Rn,s(x; ξ) either does not
depend on x or has at most g roots.
Proof. Let us consider σn,s(ξ1, . . . , ξg) as a function belonging to the ring of
symmetric functions Λ in formal variables x1, . . . , xN with N sufficiently large (for
instance, the number 2g − 1 is sufficiently large indeed because, in this case, for
any ξ ∈ Cg, the system of equations ξℓ =
∑2g−1
i=1 x
wℓ
i with respect to x1, . . . , x2g−1
is solvable). Denote the function thus defined in the basis er by S (e1, e2, . . . ) =
σn,s(ξ), and we have expression (7.8) for the function S. In this representation, the
polynomial Rn,s(x; ξ) is the same function, which is however calculated on the ex-
tended set of variables x, x1, . . . , xN . Let us use the property of the elementary sym-
metric polynomials given by ei(x, x1, x2, . . . ) = xei−1(x1, x2, . . . ) + ei(x1, x2, . . . )
to express Rn,s via S. We obtain
(7.12) Rn,s(x; ξ) = S (x+ e1, xe1 + e2, . . . ) = det(xeπi−i+j−1 + eπi−i+j)16i,j6g .
The determinant in (7.12) is a polynomial of degree not higher than g, which proves
the theorem. 
Let us represent the polynomial Rn,s(x; ξ) in the form
Rn,s(x; ξ) =
g∑
ℓ=0
Rℓ(ξ)x
ℓ.
Among the polynomials Rℓ(ξ), there are relations
Rr(ξ) =
1
r
g∑
q=1
wq
∂
∂ξq
Rr−wq (ξ), r = 1, . . . , 3g − 1,
where we set Ri(ξ) = 0 for i < 0 and for i > g. The first g relations in this list lead
to expressions for the polynomials Rr(ξ) with r > 0 in terms of the derivatives of
the polynomial R0(ξ) = σn,s(ξ), and the other 2g − 1 relations form a system of
linear differential equations such that σn,s(ξ) is a solution of this system.
Let us introduce the special notation σ̂n,s(ξ) for the coefficient Rg(ξ) of the
polynomial Rn,s(x; ξ). As follows from the expansion
det(xeπi−i+j−1 + eπi−i+j) = x
g · det(eπi−i+j−1) + . . . ,
the polynomial σ̂n,s(ξ) corresponds to the Schur polynomial sπ̂n,s , where the par-
tition π̂n,s is {π2, . . . , πg}, in the same sense in which the Schur–Weierstrass poly-
nomial σn,s(ξ) corresponds to the Schur polynomial sπn,s . By construction, the
polynomial σ̂n,s(ξ) does not depend on ξg. We can readily prove this fact by using
formula (7.4). Indeed, the dependence on pwg can be caused only by means of
the function ewg , which does not enter into the expression for σ̂n,s(ξ). The weight
degΛ(σ̂n,s) is equal to degΛ(σn,s)− g.
We also note (see the proof of Theorem 7.2) that the involution ω̂ acts by the
rule ω̂(σ̂n,s(ξ)) = (−1)degΛ(σ̂n,s)σ̂n,s(ξ), while the involution ω can be represented
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as the composition ω = ω̂ · i,
(7.13) ω(σ̂n,s(ξ)) = (−1)degΛ(σ̂n,s)σ̂n,s(−ξ).
We finally obtain
(7.14) Rn,s(x;−ξ) = (−1)(n2−1)(s2−1)/24ω(Rn,s(−x; ξ)).
Example 7.2. Let us study the case n = 3, s = 4. We have
σ̂3,4(z) =
1
2 (z
2
1 − z2), R3,4(x; z) = σ̂3,4(z)(x3 + z1x2 + 12 (z21 + z2)x) + σ3,4(z).
On the two-dimensional subspace (σ̂) in C3 given by the parametrization z(η, ξ) =
(η, η2, ξ), the polynomial σ̂3,4 is identically zero and the polynomial R3,4 does not
depend on x,
R3,4(x; η, η
2, ξ) = 15 (ξ − η5).
Finally, on the one-dimensional subspace (σ̂)sing ⊂ (σ̂) ⊂ C3 defined by the equation
z(η) = (η, η2, η5), the polynomial R3,4(x; z(η)) is identically zero. Thus, on the set
C3\(σ̂), the polynomial R3,4(x; z(η)) is nondegenerate and has three roots.
7.4. Inversion problem for the rational Abel mapping
Consider the graded ring of polynomials C[X,Y ], where deg(X) = n and
deg(Y ) = s. A polynomial of the form
(7.15) f(X,Y ;λ0, λn, . . . , λin+js, . . . ) = Y
n −Xs −
∑
06α<s−1
06β<n−1
λαn+βsX
αY β
is called an (n, s)-polynomial if deg(f(X,Y ;λ)) 6 ns. For 0 6 r < ns, the represen-
tation of a number r in the form αn+βs is unique. Therefore, an (n, s)-polynomial
depends on the collection λ = {λαn+βs}, 0 6 α < s−1, 0 6 β < n−1, αn+βs < ns,
which consists of dn,s = ns − g − ([s/n] + 1) − 1 = (n + 1)(s + 1)/2 − [s/n] − 3
parameters, the so-called moduli. In the general case we may assume that these
parameters belong to a graded ring, and if we set deg(λr) = ns− r, then the (n, s)-
polynomial f(X,Y ;λ) becomes homogeneous of degree ns with respect to X , Y ,
and λ.
For the case in which λ is a set of complex numbers, an (n, s)-polynomial is
said to be nondegenerate if
∆X(∆Y (f(X,Y ;λ))) 6= 0,
where ∆t stands for the discriminant with respect to the t.
If f(X,Y ;λ) is a nondegenerate (n, s)-polynomial, then the algebraic variety
(7.16) V (X,Y ) = {(X,Y ) ∈ C2 : f(X,Y ;λ) = 0}
in C2 is a nonsingular affine model of a plane algebraic curve V of genus g without
multiple points, which realizes an n-sheet covering over C.
On the rth symmetric power of the Riemann surface of the curve V we define
the so-called Abel mapping A : (V )r → Jac(V ), where Jac(V ) stands for the Jacobi
variety of the curve V. This mapping is defined by the holomorphic integrals
(7.17) ui = (−αin+ βis)
r∑
k=1
∫ ∞
(Xk,Yk)
Xαi−1Y n−βi−1
dX
fY
, i = 1, . . . , g,
where fY = ∂f(X,Y ;λ)/∂Y , and the pair of integers αi and βi represents the ith
element −αin+ βis = wi of the Weierstrass sequence Wn,s.
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Let us introduce the space Ln,s of all nondegenerate (n, s)-polynomials. This
space is a subspace in Cdn,s , and it is the complement to the algebraic variety
formed by the points λ ∈ Cdn,s such that ∆X(∆Y (f(X,Y ;λ))) = 0.
On the space Ln,s, the group C∗ of nonzero complex numbers acts by the
transformations τ(λ) = {λk(τ)} = {τns−kλk} (the action is defined by the grading),
where τ ∈ C∗. Using this action, we define the rational curve
V0 = lim
τ→0
{
(X,Y ) ∈ C2 : lim
τ→0
f(X,Y ; τ(λ)) = Y n −Xs = 0
}
as the canonical limit of any nondegenerate curve associated with an (n, s)-polynomial
f(X,Y ;λ) with a set of parameters λ ∈ Ln,s.
In the canonical limit, the Abel mapping (11.56) passes to the limit mapping
A0. Let us introduce a parametrization C → V0 by the formula t 7→ (t−n, t−s). In
this parametrization, the mapping A0 reduces to the integrals of the form
∫ ξ
0
X(t)αi−1Y (t)n−βi−1X ′(t)
dt
nY (t)n−1
= −
∫ ξ
0
t−(αi−1)n−s(n−βi−1)−(n+1)+(n−1)s dt
= −
∫ ξ
0
twi−1 dt = − 1
wi
ξwi .
Definition 7.5. For a Weierstrass sequence Wn,s= {w1, . . . , wg}, we define
the mapping An,s : (C)
r → Cg, the so-called rational analog of the Abel mapping,
by the formula
An,s(x1, . . . , xr) =
( r∑
j=1
xw1j , . . . ,
r∑
j=1
x
wg
j
)
.
For the mapping An,s, the following analog of the Abel theorem holds.
Theorem 7.4. Let {x1, . . . , xN} ∈ (C)N, where N > g, be a collection such
that xi 6= xj for all 1 6 i 6= j 6 N and σ̂n,s(An,s(x1, . . . , xN )) 6= 0. Then there
exists a set {t1, . . . , tg} ∈ (C)g such that
An,s(x1, . . . , xN ) +An,s(t1, . . . , tg) = 0.
Proof. LetQN = {q0, . . . , qN} be the complement of the Weierstrass sequence
Wn,s = {w1, . . . , wg} in the set {0, 1, 2, . . . , N + g}. Denote by b(x) the column
vector of the form ((xN+g−qj )j=0,...,N)
T. Let us consider the polynomial
(7.18)
ϕ(x) = det(b(x), b(x1), b(x2), . . . , b(xN )) = ϕ0x
N+g+ϕ1x
N+g−1+· · ·+ϕN+g−1x+ϕN+g,
in which the coefficients ϕwi are zero for all i = 1, . . . , g by construction.
Let us show first that ϕ0 is nonzero. We set wj = 0 for j < 1 and πj = 0 for
j > g; then N+g−qi = N+g−(2g−1−wg−i) = N+πi+1−i for all i = 0, . . . , N+g.
We have ϕ0 = |xπi+1+N−ij |i,j=1,...,N . Hence, by the direct definition of the Schur
polynomials [Mac995, p. 40], we obtain
ϕ0 = σ̂n,s(An,s(x1, . . . , xN ))
∏
16i<j6N
(xi − xj),
and therefore ϕ0 6= 0 under the assumptions of the theorem.
Thus, the equation ϕ(x) = 0 has N + g roots, N of which form the set
{x1, . . . , xN}; we denote the other g roots by {t1, . . . , tg}.
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The polynomial
Ê(x) =
xN+g
ϕ0
ϕ
(
− 1
x
)
= 1 +
∑
i>1
(−x)i ϕi
ϕ0
is the generating function of the elementary symmetric functions of {x1, . . . , xN , t1, . . . , tg}.
Consider the generating function of the power sums of these quantities,
P̂ (−x) = Ê
′(x)
Ê(x)
=
∑
i>1
(−x)i−1ψi.
Let us show that the coefficients ψwi vanish for all i = 1, . . . , g. Indeed, as is known,
there is the following expression for ψk in terms of {ϕ0, . . . , ϕk} (see [Mac995]):
ψk =
1
kϕk0
∣∣∣∣∣∣∣∣∣∣∣∣
ϕ1 ϕ0 0 0 . . . 0
2ϕ2 ϕ1 ϕ0 0 . . . 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
(k − 1)ϕk−1 ϕk−2 . . . . . . . . . . . ϕ0
kϕk ϕk−1 . . . . . . . . . . . ϕ1
∣∣∣∣∣∣∣∣∣∣∣∣
.
Hence, ψwi is a sum with rational coefficients of products of the form
ϕρ1
ϕ0
· ϕρ2
ϕ0
· · · ϕρℓ
ϕ0
such that ρ1 + ρ2 + · · ·+ ρℓ = wi.
Lemma 7.4.1. If w ∈Wn,s, then any partition ρ = {ρ1, . . . , ρℓ} of the number
w contains at least one element of the sequence Wn,s.
Proof. This follows from the fact that, in the set of positive integers, the
complement of a Weierstrass sequence is a semigroup. 
According to the lemma, since ϕw1 = ϕw2 = · · · = ϕwi = 0, we have ψwi = 0,
that is,
(7.19)
N∑
j=1
xwij +
g∑
k=1
twik = 0, i = 1, . . . , g.

Let us show that the condition xi 6= xj in the assumption of Theorem 7.4 is
not restrictive.
Lemma 7.4.2. Let K N be the subspace of vectors in CN that have no equal
coordinates. Consider the composition K N i−→ CN N−→ CN γℓ−→ CN−1, where i is
the embedding, N (x1, . . . , xN ) = (z1, . . . , zN ), zk =
∑N
q=1 x
k
q , and γℓ(z1, . . . , zN) =
(z1, . . . , zℓ−1, zℓ+1, . . . , zN). The composition γℓ ◦ N ◦ i is onto if and only if either
N = 0 or N = 1 mod ℓ.
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Proof. The preimage of a point ξ ∈ CN−1 under the mapping γℓ ◦ N is the
set of roots of the polynomials (see, for instance, [BR998])
P (t) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
ξ1 1 0 . . . 0 0
ξ2 ξ1 2 . . . 0 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
zℓ ξℓ−1 ξℓ−2 . . . 0 0
ξℓ+1 zℓ ξℓ−1 . . . 0 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
ξN ξN−1 ξN−2 . . . ξ1 N
tN tN−1 tN−2 . . . t 1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
for all possible values zℓ ∈ C. If N 6= 0, 1 mod ℓ, then any point of the preimage of
the point 0 ∈ CN−1 has a pair of equal coordinates. If N is either 0 or 1 mod ℓ, then
the discriminant of the polynomial P (t) is a polynomial in zℓ of degree N(N − 1)/ℓ
for any value of ξ ∈ CN−1, i.e., it vanishes only for N(N − 1)/ℓ particular values
of zℓ. 
Consider the Jacobian of the mapping An,s : (C)
g → Cg:
∂(z1, . . . , zg)
∂(t1, . . . , tg)
=
g∏
k=1
wk · |twi−1j |16i,j6g =
g∏
k=1
wk · |t(πℓ−1)−ℓ+gj |16ℓ,j6g.
It follows from the direct definition of the Schur polynomials [Mac995, p. 40] that
|t(πℓ−1)−ℓ+gj |16ℓ,j6g = ω(σ̂n,s(An,s(t1, . . . , tg)))
∏
16k<ℓ6g
(tk − tℓ).
Hence, applying formula (7.13), we obtain the following expression for the Jacobian:
∂(z1, . . . , zg)
∂(t1, . . . , tg)
= (−1) (n
2
−1)(s2−1)
24 −g
g∏
j=1
wj · σ̂n,s(−An,s(t1, . . . , tg))
∏
16k<ℓ6g
(tk − tℓ).
Let us show that the Schur–Weierstrass polynomial of the form
σn,s(An,s(x)− ξ) = Rn,s(x;−ξ)
leads to the solution of the inversion problem for the mapping An,s. Set (σ̂n,s) =
{ξ ∈ Cg : σ̂n,s(−ξ) = 0} and introduce the mapping Bn,s : Cg\(σ̂n,s) → (C)g that
sends a vector z ∈ Cg\(σ̂n,s) into the set of roots {x1, . . . , xg} of the polynomial
Rn,s(x;−z).
Theorem 7.5. The mapping Bn,s solves the inversion problem of the mapping
An,s, that is, for all ξ ∈ Cg \ (σ̂n,s) the relation An,s(Bn,s(ξ)) = ξ holds.
Proof. The representation (7.12) of the polynomial Rn,s(x; ξ) can be reduced
to the following form:
Rn,s(x; ξ) =
∣∣∣∣∣∣∣∣∣∣
ew1 ew2 . . . ewg (−x)g
ew1−1 ew2−1 . . . ewg−1 (−x)g−1
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
ew1+1−g ew2+1−g . . . ewg+1−g −x
ew1−g ew2−g . . . ewg−g 1
∣∣∣∣∣∣∣∣∣∣
.
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Hence, applying the transformation (7.14), we obtain
Rn,s(x;−ξ) = (−1)(n2−1)(s2−1)/24
∣∣∣∣∣∣∣∣∣∣
hw1 hw2 . . . hwg x
g
hw1−1 hw2−1 . . . hwg−1 x
g−1
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
hw1+1−g hw2+1−g . . . hwg+1−g x
hw1−g hw2−g . . . hwg−g 1
∣∣∣∣∣∣∣∣∣∣
.
The functions hk are complete symmetric functions [Mac995], which are the images
of elementary symmetric functions ek under the action of the involution ω and
satisfy the relations
∑k
j=0(−1)jejhk−j = 0 for any k > 0. Note that 2g − 2 =
wg − w1 /∈ Wn,s. By Lemma 7.4.2, in the case of N = 2g − 1 and ℓ = 2g − 2,
we can use the result of Theorem 7.4. Hence, it is sufficient to restrict ourselves
to the case ξ = An,s(t1, . . . , tg), i.e., we may assume that eq = 0 for q > g. Thus,∑g
j=0(−1)jejhwi−j = 0, i = 1, . . . , g, and consequently
(7.20) Rn,s(x;−ξ) = σ̂(−ξ)
g∑
j=0
(−1)jejxj = σ̂(−ξ)
g∏
i=1
(x− ti).
This proves the theorem. 
Formula (7.20) immediately implies the following assertion.
Corollary 7.5.1. For an arbitrary point {x1, . . . , xg} of the space (C)g we
have either σ̂n,s(−An,s(x1, . . . , xg)) = 0 or Bn,s(−An,s(x1, . . . , xg)) = {x1, . . . , xg}.
7.5. Rational Riemann vanishing theorem
Let a polynomial P (ξ1, . . . , ξg) in g variables be given. For every z ∈ Cg,
using a Weierstrass sequence Wn,s of length g, to this polynomial we put into
correspondence a polynomial in x of the form
RP (x, z) = P (z1 − xw1 , . . . , zg − xwg ) = P (z −An,s(x)).
Definition 7.6. We say that a polynomial P (ξ1, . . . , ξg) satisfies the (n, s)-
analog of the Riemann vanishing theorem for polynomials if the polynomialRP (x, z)
for z = An,s(x1, . . . , xg) either has exactly g roots {t1, . . . , tg} = {x1, . . . , xg} or is
identically zero.
According to Corollary 7.5.1, the Schur–Weierstrass polynomial σn,s introduced
above satisfies the
(n, s)-analog of the Riemann vanishing theorem for polynomials.
Theorem 7.6. If a polynomial P satisfies the (n, s)-analog of the Riemann
vanishing theorem for polynomials, then it is equal to the Schur–Weierstrass poly-
nomial σn,s up to a constant factor.
Proof. Applying Theorem 7.5, we see that, for any z ∈ Cg\(σ̂n,s), the poly-
nomial RP (x, z) either has exactly g roots, which coincide with the roots of the
polynomial Rn,s(x,−z), or is identically zero. Thus, on an open everywhere dense
subset in Cg we have the relation
P (z)Rn,s(x,−z) = RP (x, z)σn,s(−z),
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and therefore this relation holds for all z ∈ Cg and x ∈ C. Using the parity
properties of the polynomial σn,s, we can rewrite this relation in the form
P (z)σn,s(z −An,s(x)) = P (z −An,s(x))σn,s(z).
Applying the induction on q to ξ =
∑q
k=1 An,s(xk), we can see from the last relation
that
P (z)σn,s(z − ξ) = P (z − ξ)σn,s(z),
which obviously proves the theorem. 
Theorem 7.6 has an important application in the theory of Abelian functions
on the Jacobi varieties of curves of the form (7.16) associated with nondegenerate
(n, s)-polynomials.
We recently developed an approach in the theory of Abelian functions that
generalizes the theory of Weierstrass elliptic functions to higher genera. The func-
tion σ(u;λ) associated with a nondegenerate curve of the form (7.16) is an entire
function, which has a power series expansion
σ(u;λ) = S(u) +O(λ)
in a neighborhood of 0 ∈ Jac(V ); here S(u) is a polynomial in u1, . . . , ug of weight
(n2 − 1)(s2 − 1)/24, and O(λ) denotes the rest part of the power series in which
the constants λr raised to positive powers enter as factors.
The function σ(u;λ) satisfies the Riemann vanishing theorem in the following
form. Let (X,Y ) ∈ V and let z be a point in Jac(V ); by using the Abel mapping
(11.56), we define the function
R((X,Y ); z) = σ(A (X,Y )− z;λ).
In this case,R((X,Y ); z) is either identically zero or has exactly g roots {(Xi, Yi)}i=1,...,g ∈
(V )g such that A ((X1, Y1), . . . , (Xg, Yg)) = z.
For any set of parameters λ ∈ Ln,s, the above canonical limit leads to the
function σ(u;0) = S(u). Since the Abel mapping A passes to a rational mapping
An,s under this limit process, we obtain the following result.
Theorem 7.7. The canonical limit of the Kleinian σ-function σ(u;0) is equal
to the Schur–Weierstrass polynomial σn,s(u) up to a constant factor.
Proof. Consider the polynomial σ(A0(X,Y ) − z;0) at some value z ∈ Cg.
We have σ(A0(X,Y )− z;0) = S(An,s(x)− z), where we used the parametrization
(X = x−n, Y = x−s). The last expression shows that the polynomial σ(z;0)
satisfies the (n, s)-analog of the Riemann vanishing theorem for polynomials. 
Note that, in the canonical limit, the function R((X,Y ); z) either does not
depend on the parameter x or is a polynomial in x and has at most g roots.

CHAPTER 8
Dynamical system on the σ-divisor
Most of known finite-dimensional integrable systems of classical mechanics and
mathematical physics are also algebraicaly completely integrable, i.e. their invariant
tori can be extended to specific complex tori, Abelian varieties, and the complexified
flows are straight-line flow on them. In certain cases, like the famous Neumann
system describing the motion of a point on a sphere with a quadratic potential,
or the Steklov–Lyapunov integrable case of the Kirchhoff equations, the complex
tori are Jacobians of hyperelliptic curves that genera equal to the dimension of
associated Liouville tori.
On the other hand a number of dynamical systems of physical interest admit the
spectral curve whic genus is bigger than the dimension of the invariant tori, and the
latter are certain non-Abelian subvarieties (strata) of Jacobians. Algebraic geomet-
rical properties of such systems and types of singularities of their complex solutions
were described in [Van995, AF00, EPR03, FG07, EEKL993, EEKT994].
There are know a number of examples of systems related to strata of hyperellip-
tic Jacobians and only recently a new case of dynamic over strata of Jacobian of
trigonal curve was considered [BEF12]
8.1. Restriction to the sigma-divisor
Write Jacobi equations as x2 →∞, (x2, y2) = (x, y), i.e.∫ (x,y)
∞
dx
y
= u1,
∫ (x,y)
∞
xdx
y
= u2
Now variables u1, u2 are related. Because
Limx2→∞(x1 + x2) = ℘22
(∫ (x1,y1)
∞
du+ Limx2→∞
∫ (x2,y2)
∞
du
)
=
σ22σ − σ22
σ2
=∞
The aforementioned dependence is given by the equation
σ(u) ≡ 0
That is equation of σ-divisor , i.e.
σ
(∫ P
∞
du
)
≡ 0 ∀P ∈ X
In what follows we denote σ-divisor as (σ), that is one-dimensional sub-variety
in the Jacobi variety:
(σ) ⊂ Jac(X)
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Represent x1 coordinate
x1 = Limx2→∞
x1x2
x1 + x2
= −Limx2→∞
℘12(u)
℘22(u)
= − σ12σ − σ1σ2
σ22σ − σ22
∣∣∣∣
(σ)
= −σ1(u)
σ2(u)
Therefore
x = − σ1(u)
σ2(u)
∣∣∣∣
(σ)
We also derive similar expression for the y coordinate of the curve we use the
formula
−x
2
1y2 − x22y1
y1 − y2 =
℘112(u)
℘222(u)
and approach to (σ) in its both sides. In this limit
x2 =
1
ξ2
, y2 =
2
ξ5
(
1 +
1
8
λ4ξ
2 +
(
1
8
λ3 − 1
128
λ24
)
ξ4
)
+O(ξ)
and the left hand side of this equality (LHS) expands as
LHS = x21 −
1
2
y1ξ +
1
16
y1λ4ξ
3 +O(ξ5)
Let us expand the right hand side, RHS. To do that we denote
v1 =
∫ P1
∞
du1, v2 =
∫ P1
∞
du2,
Further we expand
w1 =
∫ P2
∞
du1
∣∣∣∣∣
x2=1/ξ2
= −ξ
3
3
+
1
40
λ4ξ
5 +O(ξ7)
w2 =
∫ P2
∞
du2
∣∣∣∣∣
x2=1/ξ2
= −ξ + 1
24
λ4ξ
3 +O(ξ5)
Plug into RHS
σ(u1, u2) = σ(v1 + w1, v2 + w2)
and expand in ξ. We get
RHS = x21 −
ξ
σ2(v)
(
x21σ2,2(v) + 2xσ1,2(v) + σ1,1(v)
)
+O(ξ3)
Equating coefficients in of linear term of expansions in the LHS and RHS we
derive necessary result. We summarize the obtained formulae
The genus two curve is locally uniformazed by the functions x and y defined
on σ-divisor that are given as
x = − σ1(u)
σ2(u)
∣∣∣∣
(σ)
y = − 1
σ2(u)
(
σ11(u) + x
2σ22(u) + 2xσ12(u)
)∣∣∣∣
(σ)
(8.1)
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Further we present equivalent representation of the y coordinate,
y = −1
2
σ(2u)
σ2(u)
∣∣∣∣
(σ)
8.2. Remark on the σ-series
(σ) is given by condition
(σ) =
{
u
∣∣∣∣∣
∫ P
∞
dx
y
= u1,
∫ P
∞
xdx
y
= u2
}
Expanding these conditions near point x = 1/ξ2 and keeping the lower terms in ξ
we get equation
−1
3
ξ3 = u1, −ξ = u2
Eliminating ξ we obtain the following expansion in the vicinity u ∼ 0
σ(u) = u1 − 1
3
u22 + highr order terms
Further terms of σ-series can be obtained as series with coefficients defined recur-
sively (Buchstaber-Leykin, 2005)
Let us check that pole behavior of x and y at infinity in virtue of formulae
(8.1):
x = −∂/∂u1
(
u1 − 13u32
)
∂/∂u2
(
u1 − 13u32
) = 1
u22
=
1
ξ2
y = − 1
u22
(
0− 1
u42
2u2 + 0
)
=
2
u52
=
2
ξ5
8.2.1. Schur polynomials. Polynomial u1 − 1/3u32 has a deep sense, that’s
the Schur function corresponding to the partition (2, 1) and Young Diagram
Recall definitions. For any partition:
λ : α1 ≥ α2 ≥ . . . ≥ αn, |α| =
n∑
i=1
αn
the Schur polynomial of n variables x1, . . . , xn defined as
sλ = det(pαi−i+j(x))
where elementary Schur polynomials pm(x) are generated by series
∞∑
m=0
pm(x)t
m = exp
{
∞∑
n=1
xnt
n
}
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Few first Schur polynomials are
s1 = x1
s2 = x2 +
1
2
x21
s1,1 = −x2 + 1
2
x21
s3 = x3 + x1x2 +
1
6
x31
s2,1 = −x3 + 1
3
x31
s1,1,1 = x3 − x1x2 + 1
6
x31
...
8.2.2. Weierstrass gap sequences. Consider the set of all monomials
xnym, n,m ∈ Z+
Order N of the monomial xnym is the order of the pole at infinity, i.e 2n+5m. We
call a number p ∈ Z+ an non-gap number if exists monomial of order p and gap
number otherwise
Weierstrass gap sequence at ∞
2g=4︷ ︸︸ ︷
g=2︷ ︸︸ ︷ ↓ 2g = 4
0, 1, 2, 3, 4, 5, 6, 7, . . .
↑ ↑ ↑ ↑ ↑ ↑ . . .
const x x2 y x3 yx . . .
Weierstrass gap theorem Exists exactly g gap numbers
1 = w1 < w2 < . . . < wg < 2g
These are 1 and 3 in our case Denote partition numbers
α1 ≥ α2 ≥ . . . ≥ αg
Then
αk = wg−k+1 + k − g, k = 1, . . . , g
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8.3. Second kind integrals on (σ)
The following formulae are valid:∫ P
P0
dr2 = − σ22(u)
2σ2(u)
∣∣∣∣
(σ)=0
+ c2∫ P
P0
dr1 = − σ12(u)
σ2(u)
∣∣∣∣
(σ)=0
− x σ22(u)
2σ2(u)
∣∣∣∣
(σ)=0
+ c1
For the proof we use alredy derived representations
−ζ1(u) =
∫ (x1,y1)
P0
12x31 + 2λ4x
2
1 + λ3x1
4y1
dx1 +
∫ (x2,y2)
P0
dr1
− 1
2
y1 − y2
x1 − x2 + C1
−ζ2(u) =
∫ (x1,y1)
P0
x21
y1
dx1 +
∫ (x2,y2)
P0
dr2 + C2
We have expansions∫ P
∞
du1
∣∣∣∣∣
x=1/ξ2=∞
= −1
3
ξ3 +
λ4
40
ξ5 +O(ξ7)
∫ P
∞
du2
∣∣∣∣∣
x=1/ξ2=∞
= −ξ + λ4
24
ξ3 +O(ξ5)
∫ P
P0 6=∞
dr1
∣∣∣∣∣
x=1/ξ2=∞
=
1
ξ3
+
λ4
8ξ
+O(ξ)
∫ P
P0 6=∞
dr2
∣∣∣∣∣
x=1/ξ2=∞
=
1
ξ
+
λ4
8
ξ +O(ξ3)
And also
ζi
∫ P1
∞
du1 +
∫ P2
∞
du2
∣∣∣∣∣
x2=1/ξ2
 = − 1
ξ
σi
σ2
∣∣∣∣
(σ)
+
σi,2
σ2
∣∣∣∣
(σ)
− σiσ22
2σ22
∣∣∣∣
(σ)
Plug these to the above representations, poles in ξ will cansel; the necessary result
follows.
8.3.1. Restriction of 5 Baker equations to (σ). The third order σ-derivatives
restricted to σ-divisor are expressible in lower derivatives as
σ222 =
3
4
σ222
σ2
+
λ4
4
σ2 + σ1
σ122 =
σ22σ12
σ2
− 1
4
σ222σ1
σ2
− σ
2
1
σ2
+
1
4
λ4σ1
σ112 =
σ31
σ22
− σ1σ12σ22
σ22
+
1
4
σ21σ
2
22
σ32
− 1
4
λ4
σ21
σ2
+
1
2
σ11σ22
σ2
+
σ212
σ2
+
1
4
λ3σ1
σ111 = −3
4
λ0σ
2
2
σ1
+
3
4
σ211
σ1
+
1
4
λ2σ1 +
1
4
σ2λ1
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Figure 1. Planar double pendulum
These formulae were given in [Oˆni998]. For the proof one should expand
σ
∫ P
∞
du
∣∣∣∣∣
x=1/ξ2
+
∫ P1
∞
du

at ξ = 0 at equate to zero principal parts of poles. Various representations of
three index symbols are compatible because of the equation of the curve to which
expressions (8.1) are plugged.
Using method of expansions one can get higher derivatives
σ222 =
3
4
σ222
σ2
+ σ1 +
1
4
λ4σ2
σ2222 =
1
2
σ322
σ22
+
2σ22σ1
σ2
+
1
2
λ4σ22
σ22222 =
5
16
λ4
σ222
σ2
+
5
4
σ1σ
2
22
σ22
+
5
2
σ21
σ2
+
5
32
σ422
σ32
+
1
4
λ4σ1 +
1
4
λ3σ2 +
1
32
λ24σ2
8.4. Double pendulum and (σ)
The first pendulun swings around a fixed axis A1 and carries the axis A2 of the
second apart from axis; the distance between A1 and A2 is a. The configuration is
determined by the two angles φ1 and φ2
8.4.1. Lagrangian and Hamiltonian formalism. Lagrangian is
L =
1
2
(Θ1 +m2a
2)φ˙21 +
1
2
(φ˙1 + φ˙2)
2 +m2s2aφ˙1(φ˙1 + φ˙2) cos φ2
where Θ1,Θ2 are the moments of inertia of the two bodies with respect to respective
suspension points, m2 is the mass of the second pendulum. Scaling the energy and
introducing parameters
A =
Θ1 +m2a
2
Θ2
, α =
m2s2a
Θ2
rewrite the Lagrangian in the form
L =
1
2
Aφ˙21 +
1
2
(φ˙1 + φ˙2)
2 + αφ˙1(φ˙1 + φ˙2) cos φ2
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Introduce the angular momenta
p1 = (A+ 1 + 2α cos φ2)φ˙1 + (1 + α cos φ2)φ˙2
p2 = (1 + α cos φ2)φ˙1 + φ˙2
The Hamiltonian becomes
H =
1
2
p21 − 2Q(cos φ2)p1p2 + P1(cos φ2)p22
P2(cos φ2)
where
Q(x) = 1 + αx, P1(x) = A+ 1 + 2αx, P2(x) = A− α2x2
Energy H and the angular momentum p1 are the first integrals that we will fix on
levels h and l. Hamiltonian equations are easily reduced to the inversion problem
for function z = cosφ2
8.4.2. Solving the inversion problem.
(A− z2)dz√
(1− z2)(A− α2z2)(2hA+ 4αhz − 2h− l2) = dt
That is inversion problem of the second kind integral∫ P
P0
(A− z2)dz
y
= t+ C
Using the derived formulae for the second kind integrals expressed in terms of σ-
derivatives restricted to (σ) rewrite the last relation
σ22(u)
2σ2(u)
∣∣∣∣
(σ)
+Au1 = t+ C
Uing this relation as well condition u ∈ (σ) we find (locally) functions
u1 = u1(t), u2 = u2(t)
that should be then plug to the formula
(8.2) z = cos(φ2) = −σ1(u1(t), u2(t))
σ2(u1(t), u2(t))
That is inversion of the second kind integral by the method of restriction to (σ)-
divisor. Details and numerics are given in Enolski, Pronine, Richter (2003).
8.5. On the inversion of one hyperelliptic integral
We want to invert one integral,
t =
∫ P
∞
dx
y
, P = (x, y) ∈ X
The integral has 4 independent (and non-commensurable) complex periods
2ω1,1 =
∮
a1
dx
y
, 2ω1,2 =
∮
a2
dx
y
2ω′1,1 =
∮
b1
dx
y
, 2ω′1,2 =
∮
b2
dx
y
Inverse function x(t) of one complex variable should be 4-periodic, but that is not
possible.
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Proposition (Fedorov-Go´mez-Ulate, 2007) Under the B-rule the values of the
integral t(P ) range over the whole complex plane C exept for infinite number of non-
intersecting identical domains Wi,j , i, j ∈ Z which called windows. Each window is
a parallelogram spanned by the forbidden periods 2ω1,1, 2ω
′
1,1 while the complement
to the windows is generated by the allowed periods 2ω1,2, 2ω
′
1,2
The functions x and y are quasi-elliptic i.e. they are double periodic but not
defined on the whole complex plane but only on the complement to the windows.
CHAPTER 9
σ-function of (n, s)-curves
9.1. Heat equations in a nonholonomic frame
9.1.1. Introduction. We start to consider the following problem.
Let linear differential operators
(9.1) Li =
n∑
k=0
vi,k(λ)∂λk , i = 0, . . . , n,
define a nonholonomic frame. Find second-order linear differential operators of the
form
(9.2) Hi = δ
(i)(λ) +
1
2
m∑
a,b=1
α
(i)
a,b(λ)∂ua,ub + 2β
(i)
a,b(λ)ua∂ub + γ
(i)
a,b(λ)uaub
such that the system of equations
(9.3) Li(ψ) = Hi(ψ), i = 0, . . . , n,
is compatible, i.e., this system has nonzero solutions ψ = ψ(u1, . . . , um, λ0, . . . , λn).
We refer to system (9.3) as the heat equations in the given nonholonomic frame
(9.1).
We construct a transformation which assigns to any differentiable mapping
F : Cn+1 → C× PSp(2m,C)
a set of operators {Hi} compatible with the frame {Li} in the above sense. Us-
ing the classical parametrization of PSp(2m,C), we construct the operator alge-
bra A(X ) on the space R of solutions of system (9.3) and also a “primitive solu-
tion” φ0(u, λ) and the primitive Z
2m-invariant solution φ1(u, λ) obtained by averag-
ing the solution φ0 over the lattice contained in the algebra A(X ). One of the main
our results in this problem is that the primitive Z2m-invariant solution coincides
with the “general sigma function” on the bundle of Abelian tori (see Chapt. 1).
Further the results obtained are applied to the important case in which both
the frame and the mapping F are defined by a family of plane algebraic curves. We
show all substantial details of the general construction by the classical example of
elliptic curves and functions which is far from being trivial. This construction for
the family of elliptic curves enables us to present the very essence of the matter
(not complicated by technical details unavoidable for curves of higher genera).
In the case of higher genera we consider the family of plane algebraic curves
defined by the algebraic variety Γ = {(x1, x2, λ) ∈ Cn+3 | f(x1, x2;λ) = 0}, where
f(x1, x2;λ) = x
s0
1 +x
n0
2 +
∑
λix
si
1 x
ni
2 . Using the methods based on fundamental re-
sults of singularity theory [Arn96, Zak76], we construct vector fields {Li} tangent
to the discriminant variety Σ = {λ | ∆(λ) = 0} of the family Γ. By regarding Γ as
an algebraic bundle with the projection p : Γ → Cn+1 : (x1, x2, λ) 7→ λ, we choose
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F in the form (log∆,Ω), where ∆(λ) is the polynomial defining the discriminant
and Ω(λ) is the period matrix for the vector of the first- and second-kind basis
Abelian differentials with respect to a symplectic basis of cycles on the fiber over a
point λ. Finally, using some classical [Bak897] and results of the Chapt.7 results,
we obtain a construction for which the difference between the left- and right-hand
sides of system (9.3) gives the linear operators annihilating the sigma function of
the family of curves Γ. For the hyperelliptic sigma functions, an explicit form of
generating functions defining the frame {Li} and the operators {Hi} is indicated.
In this way we derived the system of differential equations that uniquely define
σ-function among solutions of this system with given initial data. Writing the so-
lution σ(u, λ) as a series in vector u we derive from this system recursive family of
polynomials in λ defining coefficients of this expansions.
Now we are ready to describe our problem formally. Let λ = (λ0, . . . , λn) be
a set of commuting variables. Denote by C(λ) the ring of differentiable functions
of λ. Consider a matrix V (λ) = (vi,j(λ)), i, j = 0, 1, . . . , n, where vi,j(λ) ∈ C(λ),
and set ∆(λ) = detV . In what follows we assume that ∆ 6≡ 0. Introduce a moving
frame {L0, . . . , Ln} by setting Li =
∑n
q=0 vi,q(λ)∂λq . Let c
k
i,j(λ) be the structure
functions of the frame.
Regarding λi as the operator of multiplication by the function λi in the ring
C(λ), we see that the commutation relations
(9.4) [Li, Lj ] =
n∑
k=0
cki,j(λ)Lk, [Li, λq] = vi,q(λ), [λq , λr] = 0
define a Lie algebra structure on the C(λ)-module with the generators 1, L0, . . . , Ln.
Let u = (u1, . . . , um) be another set of commuting variables and let C(u, λ) be
the ring of differentiable functions of u and λ. Set
(9.5) Qi = Li + δ
(i)(λ) +
1
2
m∑
a,b=1
α
(i)
a,b(λ)∂ua,ub + 2β
(i)
a,b(λ)ua∂ub + γ
(i)
a,b(λ)uaub.
Problem 1. Find sufficient conditions on the data
{
α(i)(λ), β(i)(λ), γ(i)(λ), δ(i)(λ)
}
for the operators (9.5) to realize a representation of the Lie algebra (9.4) in the ring
of operators on C(u, λ).
9.1.2. General solution. Note that the relations [Qi, λq] = vi,q(λ) automat-
ically hold for the operators (9.5). Consider the system of equations
(9.6) [Qi, Qj] =
n∑
k=0
cki,j(λ)Qk.
Defining the operators Qi of the form (9.5) is equivalent to defining the triples
Qiˆ= (Li, M
(i)(λ), δ(i)(λ)),
where M (i)(λ) =
(
α(i)(λ) (β(i)(λ))T
β(i)(λ) γ(i)(λ)
)
is a symmetric (2m × 2m) matrix. Note
that the mapping Qi 7→ Qiˆ is linear. We have
[Qi, Qj ]ˆ = ([Li, Lj ], M
(i)JM (j) −M (j)JM (i) + Li(M (j))− Lj(M (i)),
1
2
Tr(α(i)γ(j) − α(j)γ(i)) + Li(δ(j))− Lj(δ(i))),
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where J =
(
0 1m
−1m 0
)
. Thus, the construction of a solution of (9.6) is reduced
to the solution of two systems of equations
M (i)JM (j) −M (j)JM (i) + Li(M (j))− Lj(M (i))−
∑
cki,jM
(k) = 0,(9.7)
1
2
Tr(α(i)γ(j) − α(j)γ(i)) + Li(δ(j))− Lj(δ(i))−
∑
cki,jδ
(k) = 0.(9.8)
In particular, it follows from (9.7) that
α(i)γ(j) − α(j)γ(i) − [β(i), β(j)] + Li(β(j))− Lj(β(i))−
∑
cki,jβ
(k) = 0,
and hence we can simplify system (9.8). Set δ(i) = χ(i) + 12Trβ
(i). We obtain the
equations
(9.9) Li(χ
(j))− Lj(χ(i))−
∑
cki,jχ
(k) = 0,
This system is the compatibility condition for the system {Li(ψ)−χ(i)ψ = 0}, and
therefore a set of functions {χi} is a solution of (9.9) if and only if χ(i) = Li(ϕ(λ))
for some function ϕ(λ) ∈ C(λ). Thus,
δ(i)(λ) = Li(ϕ(λ)) +
1
2
Trβ(i)(λ).
Let us proceed with system (9.7). Set M (i) = JA(i). Since the matrices M (i)
are symmetric, it follows that A(i)J + J(A(i))T = 0, i.e., A(i) ∈ sp(2m, C(λ)).
Then
(9.10) [A(j), A(i)] + Li(A
(j))− Lj(A(i))−
∑
cki,jA
(k) = 0.
System (9.10) is the compatibility condition for the system of equations
(9.11) Li(ξ) + ξA
(i) = 0, ξ = (ξ1(λ), . . . , ξ2m(λ)), i = 0, . . . , n.
Denote the space of solutions of (9.11) by X . For any ξ, ξ˜ ∈ X we have
Li(ξ˜Jξ
T ) = Li(ξ˜)Jξ
T+ξ˜JLi(ξ
T ) = −ξ˜(A(i)J+J(A(i))T )ξT = 0 =⇒ ξ˜JξT = const.
Thus, the skew-symmetric bilinear function
X ⊗ X → C : 〈ξ˜, ξ〉 = ξ˜JξT
is defined on the linear space X .
Let Ω(λ) be a nonsingular matrix such that ΩJΩT = const. Then the matrices
{A(i) = −Ω−1Li(Ω)} give a solution of (9.10). Moreover, if K is a nonsingular con-
stant matrix, then the solutions defined by matricesKΩ(λ) and Ω(λ) are equal. Let
us use this fact to fix the normalization ΩJΩT = 2πi J . The choice of normalization
provides the principal polarization of the Abelian tori arising below.
We have obtained the following solution of Problem 1.
Theorem 9.1. Let Ω = Ω(λ) be a nonsingular (2m × 2m)-matrix such that
ΩJΩT = 2πi J and ϕ = ϕ(λ) ∈ C(λ). Then the operators {Q0, . . . , Qn} of the form
(9.5) that are defined by the triples
Qiˆ= (Li, JLi(Ω
−1)Ω, Li(ϕ) +
1
4Tr(PLi(Ω
−1)Ω)),
where P =
(
1m 0
0 −1m
)
, realize a representation of the Lie algebra (9.4) in the
ring of operators on C(u, λ).
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Thus, the space of the above representations of the Lie algebras (9.4) is the
space of differentiable mappings F : Cn+1 → C× PSp(2m,C).
For a Lie algebra (9.4), denote by Q the set of all representations of (9.4)
described by Theorem 9.1. The set Q is equipped with the following natural action
of the group PSp(2m, C(λ)).
Lemma 9.1.1. Let T (λ) ∈ PSp(2m, C(λ)). The operator T : Q → Q takes a
representation {Qi} with Qiˆ= (Li,M (i)(λ), δ(i)(λ)) to the representation {QTi }
with
(QTi )ˆ = (Li, −JTJM (i)T−1 + JLi(T )T−1, δ(i) + 14Tr(PLi(T )T−1)).
Let us use Theorem 9.1 to construct an explicit solution of Problem 1.
We parametrize the set of matrices Ω satisfying the equation ΩJΩT = 2πi J by
the triples (ω, τ,κ), where ω ∈ GL(m, C(λ)), τT = τ , and κT = κ, in the following
way. Represent a matrix Ω as a (2 × 2) block matrix Ω =
(
Ω1,1 Ω1,2
Ω2,1 Ω2,2
)
and set
(9.12) Ω1,1 = ω, Ω1,2 = ωκ, Ω2,1 = τω, Ω2,2 = τωκ + 2πi(ω
T )−1.
One can immediately see that the relation ΩJΩT = 2πi J holds identically. The
set {ω(λ), τ(λ), κ(λ), ϕ(λ)} is referred to as the parameters of the representation
of the Lie algebra (9.4).
By applying Theorem 9.1 to the parametrized matrix Ω, we obtain the following
result.
Theorem 9.2. Let Ω(λ) be a matrix parametrized by the data {ω(λ), τ(λ),κ(λ), ϕ(λ)}
according to (9.12). Then there is a representation of the Lie algebra (9.4) realized
by the operators {Qi} of the form (9.5), where
(9.13)
α(i) = − 12πiωT Li(τ)ω, γ(i) = −κ α(i)κ + κ β(i) + (β(i))Tκ + Li(κ),
(β(i))T = κ α(i) + ω−1Li(ω), δ
(i) = 12Tr(α
(i)κ) + Li(ϕ+
1
2 log(detω)).
Problem 1 is completely solved.
9.1.3. The basic solution. Fix a representation {Qi} ∈ Q and some parametriza-
tion {ω, τ,κ, ϕ} of {Qi} according to (9.13).
Consider the system of linear differential equations
(9.14) Qi(φ(u, λ)) = 0, i = 0, . . . , n,
Definition 9.1.2. Define by R the set of solutions of (9.14) that are entire
functions with respect to u.
Lemma 9.1.3. A function of the form
(9.15) φ(u, λ) = µ(λ) exp{uTΦ(λ)u},
where Φ(λ) is a symmetric (m × m) matrix over C(λ) and µ(λ) ∈ C(λ), gives a
solution of (9.14), i.e., φ ∈ R, if and only if
Φ(λ) = − 12κ, µ(λ) = µ0(detω)−1/2e−ϕ(λ), µ0 ∈ C.
Proof. Let us substitute (9.15) into (9.14). We obtain the system of equations
2Φα(i)Φ + Φβ(i) + (β(i))TΦ+ γ(i) + Li(Φ) = 0,
Li(log(µ)) + Tr(α
(i)Φ) + δ(i) = 0
9.1. HEAT EQUATIONS IN A NONHOLONOMIC FRAME 127
for Φ and µ. By comparing the above equations with (9.13), we immediately obtain
the assertion of the lemma.  
Definition 9.1.4. By the basic solution of system (9.14) with the parameters
{ω(λ), τ(λ), κ(λ), ϕ(λ)} we mean the function
(9.16) φ0(u, λ) =
µ0√
detω
exp
{
− ϕ(λ) − 1
2
uTκu
}
.
Note that φ0 does not depend on τ .
9.1.4. Operator algebra. Let ξ = (ξ1(λ), . . . , ξ2m(λ)). Set
Sξ =
m∑
j=1
(ξj(λ)∂uj + ξm+j(λ)uj).
Lemma 9.2.1. The following conditions are equivalent
(a) [Sξ, Qi] = 0,
(b) Li(ξ) + ξA
(i) = 0, i.e., ξ ∈ X .
Using the nondegenerate bilinear form 〈·, ·〉, introduce the algebra A(X ) as the
quotient algebra of the tensor algebra TX = C · 1 +X + X ⊗X + . . . of the linear
space X by the relation ξ˜ ⊗ ξ − ξ ⊗ ξ˜ − 〈ξ˜, ξ〉 · 1 = 0.
Lemma 9.2.2. Assigning the identity operator on R to the identity element
1 ∈ A(X ), the operator Sξ to any element ξ ∈ X , and the composition Sξ˜ ◦ Sξ to
any element ξ˜ ⊗ ξ ∈ X ⊗ X , we obtain an action of the algebra A(X ) on the set R
solutions of the system(9.14).
Lemma 9.2.1 implies the following assertion.
Corollary 9.2.1. Let ξ ∈ X . Then the operator Wξ = expSξ acts on R, i.e.,
it takes a solution of (9.14) to a solution.
Set ̺1 = (ξ1, . . . , ξm), ̺2 = (ξm+1, . . . , ξ2m), S1 =
∑m
j=1 ξj∂uj , and S2 =∑m
j=1 ξm+juj . Since [S1, S2] = ̺1̺
T
2 , and therefore [Si, [Si, Sj]] = 0, i, j = 1, 2, we
see by the Campbell–Hausdorff formula that
Wξ = expSξ = exp{S1 + S2} = exp{S2 − 12 [S2, S1]} ◦ exp{S1}.
Thus, the operator Wξ = W(̺1,̺2) is factorized into the composition of the shift
operator exp{S1} with respect to the variables u and of the operator of multiplica-
tion by the exponential of a linear function in the variables u. The action of this
operator is given by the formula
(9.17) W(̺1,̺2)(φ(u, λ)) = φ(u + ̺
T
1 , λ) exp{̺2(u+ 12̺T1 )}.
Every composition of transformations (9.17) is a transformation of the same form
up to multiplication by a function of λ; under the conditions of our construction,
this holds up to multiplication by a constant.
Let us extend the algebra A(X ) by including the operatorsWξ, ξ ∈ X , into the
algebra. We keep the same notation for the extension thus obtained.
Lemma 9.1.5. Let ξ, ξ˜ ∈ X . The operators Wξ˜ and Wξ commute if and only if
[Sξ˜, Sξ] = ξ˜Jξ
T = 〈ξ, ξ˜〉 = 2πiN, N ∈ Z.
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Proof. Proof Consider the composition Wξ ◦Wξ˜. By applying the Campbell–
Hausdorff formula under the assumption that [Sξ˜, Sξ] = ξ˜Jξ
T ∈ C, we obtain
exp{Sξ + Sξ˜} =Wξ ◦Wξ˜ exp{− 12 [Sξ˜, Sξ]} =Wξ˜ ◦Wξ exp{ 12 [Sξ˜, Sξ]}.
The assertion of the lemma follows from the equation
exp{− 12 [Sξ˜, Sξ]} = exp{ 12 [Sξ˜, Sξ]}. 

Denote by W the Abelian group generated multiplicatively by the commuting
operators Wξ.
By Theorem 9.1, the rows of the matrix Ω(λ) form a basis of the linear space X .
Using the normalization condition ΩJΩT = 2πi J , we obtain the following result.
Corollary 9.2.2. The group W is isomorphic to Z2m. An isomorphism
H : Z2m → W is given by the formula H(z) = exp{πi z2zT1 }WzΩ, where z = (z1, z2)
and zT1 , z
T
2 ∈ Zm.
The transformation WzΩ acts by formula (9.17) in which the parameters (̺1, ̺2)
are given according to the parametrization (9.12) by the expressions
̺1 = (z1 + z2τ)ω, ̺2 = ̺1κ + 2πi z2(ω
T )−1.
9.1.5. Realising of σ-function in terms of basic solutions. Let us apply
the operator H(z) to the basic solution (9.16). We obtain
H(z)(φ0(u, λ)) = µ(λ)H(z1, z2)e
−uTκu/2 = φ0(u, λ) expπi{z2τzT2 + 2z2(ωT )−1u}.
Write
φ1(u, λ) =
∑
qT∈Zm
H(0, q)φ0(u, λ) = φ0(u, λ)
∑
qT∈Zm
expπi
{
qτqT + 2q(ωT )−1u
}
.
Lemma 9.1.6. The function φ1(u, λ) ∈ R is invariant with respect to the action
of the group W ∼ Z2m.
Proof. Apply H(z1, z2) to φ1. We obtain
H(z1, z2)(φ1) = φ0e
πi{z2τz
T
2 +2z2(ω
T )−1u}
∑
qT∈Zm
eπi{qτq
T+2q(ωT )−1u+2q(z1+z2τ)
T }
= φ0
∑
qT∈Zm
eπi{(q+z2)τ(q+z2)
T+2(q+z2)(ω
T )−1u} = φ1. 

Definition 9.1.7. The function
(9.18)
φ1(u, λ) =
µ0√
detω
exp
{
− ϕ(λ) − 1
2
uTκu
} ∑
qT∈Zm
expπi
{
qτqT + 2q(ωT )−1u
}
,
is called the basic Z2m-invariant solution of system (9.14) with the parameters
{ω(λ), τ(λ), κ(λ), ϕ(λ)}.
Using definition of σ on the universal bundle of 2m-dimensional principally
polarized Abelian tori given in Chapt. 1 we come to the results
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Theorem 9.3. The basic Z2m-invariant solution of system (9.14) with the pa-
rameters {ω(λ), τ(λ),κ(λ), ϕ(λ)} coincides with the function σ up to notation.
Proof. We need the following result. Suppose that
(9.19)
(
ωT1 η1
T
ω2
T η2
T
)(
0 1m
−1m 0
)(
ω1 ω2
η1 η2
)
= −2πi ℓ
(
0 1m
−1m 0
)
, ℓ ∈ N.
Lemma 9.1.8. Let ε, ε′ ∈ Cm. The linear space L(ε, ε′) of all solutions of the
functional equation
(9.20)
φ(u+ω1q+ω2q
′) = exp{ 12 (η1q+ η2q′)T (2u+ω1q+ω2q′)+ εTω1q+(ε′)Tω2q′}φ(u),
where q, q′ ∈ Zm, in the class of entire functions is of dimension ℓm.
Proof. The standard proof is to reduce the functional equation (9.20) to the
case in which (
ω1 ω2
η1 η2
)
=
(
1m τ
0 −2πi ℓ1m
)
.
Let us parametrize relations (9.19) by setting ω2 = ω1τ , η1 = −κω1, and η2 =
−κω1τ − 2πi ℓ(ωT1 )−1. As usual, τT = τ and κT = κ. The function
ϑ(v) = exp
{(
1
2
vTωT1 κ − εT
)
ω1v
}
φ
(
ω1
(
v +
1
2πi
τ(ε′ − ε)
))
satisfies the equations
ϑ(v + ek) = ϑ(v) and ϑ(v + τek) = exp{−πi ℓ(2vT + eTk τ)ek}ϑ(v),
where ek is the kth basis vector, k = 1, . . . , n. It follows from the first equation
that ϑ(v) admits a Fourier series expansion,
ϑ(v) =
∑
q∈Zm
cq exp{2πi qTv}.
By substituting the series into the other equation, we obtain the recurrence for the
coefficients cq,
cq+ℓek = cq exp{πi(2qT τ + ℓekτ)ek}.
Thus, ϑ(v) is defined by the ℓm coefficients cr, r ∈ Zm/ℓZm.  
It follows from the above lemma and Lemma 9.1.6 that, since the matrix Ω(λ)
satisfies (9.19) with ℓ = 1, any function ψ(u, λ) invariant with respect to the action
of W given by the operators H(z) can differ from φ1(u, λ) by at most a factor
depending on λ.
The invariance of φ1 under the action of modular group Sp(2m,Z) follows from
the invariance of the construction of the operators, see Theorem 9.1 and Lemma
9.1.1.  
9.1.6. Case of algebraic curves. In the above constructions, the moving
frame {L0, . . . , Ln} ∈ Der C(λ) and the pair (ϕ,Ω) ∈ C(λ)×PSp(2m, C(λ)) defining
a representation of this frame were assumed to be independent from each other.
Here we turn to the consideration of a construction in which the objects are defined
by a family of plane algebraic curves.
Let us begin with the general outline of the construction.
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Consider a family of plane algebraic curves defined by an algebraic variety of
the form
Γ = {(x1, x2, λ) ∈ Cn+3 | f(x1, x2;λ) = 0},
where f(x1, x2;λ) = f0(x1, x2) +
∑
λix
si
1 x
ni
2 is an irreducible polynomial. The
mapping p : Γ→ Cn+1, where p : (x1, x2, λ) 7→ λ, defines an algebraic fiber bundle.
Assume that the fiber over a generic base point is a nonsingular curve of genus g.
By the discriminant Σ of the polynomial f(x1, x2;λ) we mean the variety
Σ = {λ ∈ Cn+1 | the set of solutions of (∂x1 , ∂x2)f(x1, x2;λ) = 0 is not empty},
i.e., the fibers of the bundle Γ over the points λ ∈ Σ are singular curves. For
the moving frame {Li} we take a set of vector fields tangent to Σ ⊂ Cn+1. One
can efficiently construct vector fields of this kind by using methods of singular-
ity theory [BL02a]. The structure functions vi,j(λ) and c
k
i,j(λ) of the frame are
polynomials. The determinant of the matrix V = (vi,j(λ)), i.e., the polynomial
∆(λ), defines the discriminant Σ = {λ | ∆(λ) = 0}. With regard to this fact,
we take ϕ(λ) = ϕ0 log∆(λ), where ϕ0 ∈ C; then the functions χi(λ) defining the
representation of the frame at m = 0 are polynomials.
For the matrix Ω(λ) we take the period matrix of g holomorphic basis Abelian
differentials and g meromorphic ones with respect to a symplectic basis of cycles
in the fiber over a point λ. A basis of differentials such that ΩJΩT = 2πi J always
exists (e.g., the basis of normalized differentials). Actually, we do not need the
matrix Ω. To calculate, say, the matrix A(i), it suffices (1) to compose the vector
D(x) = (µi(x1, x2;λ)) dx1/f2(x1, x2;λ) of basis differentials and (2) to apply the
operator Li to D(x). Then the relation
Li(D(x)) ≡ A(i)D(x) + exact differential
defines the matrix A(i) uniquely. It is of importance for our construction that one
can choose basis differentials in such a way that the entries of the matrices {A(i)}
are polynomials. One can extract the classical method of constructing the bases we
need from [Bak897].
According to Theorem 9.3, for an appropriate value of the constant ϕ0, we
obtain the set {Qi} of linear differential operators (with polynomial coefficients)
annihilating the sigma function σ(u, λ) of the family Γ. By definition, this is the
sigma function on the bundle Jac(Γ) associated with Γ. A fiber of the bundle Jac(Γ)
over a point λ is the Jacobi variety of the algebraic curve p−1(λ).
The value of ϕ0 is chosen on the basis of the following facts. Using the cho-
sen basis of holomorphic differentials, we define the fiberwise holomorphic mapping
A : Γ → Jac(Γ) whose restriction to a fiber is the classical Abel mapping. If the
curve defined by the equation f0(x1, x2) = 0 (i.e., the curve p
−1(0)) is rational,
then the restriction of the mapping A to the fiber p−1(0) is a polynomial map-
ping. In [BEL999], polynomials σ0(u) were constructed that satisfy an analog of
the Riemann vanishing theorem, and it was proved that this completely defines
the polynomials. It follows from Lemma 9.1.6 that σ(u, λ) satisfies the classical
Riemann vanishing theorem. The choice σ(u, 0) = σ0(u) defines the value of ϕ0
uniquely.
Demonstrate the main steps of general construction for the case of elliptic
curves. To this end we consider the family of curves of the form
Γ = {(x, y, g2, g3) ∈ C4 | 4x3 − y2 − g2x− g3 = 0}.
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(i) The frame and the discriminant. The discriminant of the family is given by
the formula Σ = {(g2, g3) | g32 − 27g23 = 0}. The vector fields tangent to Σ are
L0 = 4g2∂g2 + 6g3∂g3 , L2 = 6g3∂g2 +
1
3
g22∂g3 , (L0, L2)∆ = (12, 0)∆,
where ∆(g2, g3) =
4
3 (g
3
2 − 27g23) is the determinant of the coefficients of the frame
{L0, L2}.
(ii) The vector of canonical differentials. Consider the differential D(x)T =
(−x, 1)dx
y
with the period matrix
Π =
(
2η 2η′
2ω 2ω′
)
=
(∮
a
D(x),
∮
b
D(x)
)
, (a, b) ∈ H1(Γ,Z), a ◦ b = 1, Γ ∈ Γ,
which satisfies the Legendre relation ΠT JΠ = 2πi J , J =
(
0 1
−1 0
)
.
The further steps of the construction are as follows.
(iii) Calculation of A(i) = Li(Π)Π
−1. By applying L0 and L2 to D(x), we
obtain
L0(D(x)) =
(
1 0
0 −1
)
D(x) − ∂x
[(
2x 0
0 2x
)
D(x)
]
,
L2(D(x)) =
(
0 112g2
−1 0
)
D(x)− ∂x
[( 1
6g2 − 12g3
−2x − 13g2
)
D(x)
]
.
Neglecting the exact differential, we obtain
A(0) =
(
1 0
0 −1
)
, A(2) =
(
0 112g2−1 0
)
which implies that
M (0) =
(
0 −1
−1 0
)
, M (2) =
(−1 0
0 − 112g2
)
.
(iv) Calculation of ϕ0. We have χi = ϕ0Li(∆)∆
−1. Set ϕ0 = (µ + 1/2)/12.
Then
Q0 = −u∂u + 4g2∂g2 + 6g3∂g3 + µ, Q2 = −
1
2
∂2u −
1
24
g2u
2 + 6g3∂g2 +
1
3
g22∂g3 .
Make the change of variables (g2, g3) → (tg2, tg3) and pass to the limit as t → 0.
We obtain the linearized operators
Qlin0 = −u∂u + 4g2∂g2 + 6g3∂g3 + µ, Qlin2 = −
1
2
∂2u + 6g3∂g2 .
Consider the system (9.14). Let φ(u, g2, g3) be a solution of this system in the
class of entire functions of (u, g2, g3). Then φ(u, 0, 0) is a solution of the system
Qlini (ψ) = 0, i = 0, 2. The nontrivial solutions of the latter system are ψ = u (then
µ = 1) and ψ = 1 (then µ = 0). To the nonconstant polynomial φ(u, 0, 0) = u,
there corresponds the value ϕ0 = 1/8.
Remark 9.1. Along with the linearization, it is useful to consider the degen-
eration of the operators Qi for arbitrary values of µ. Set (g2, g3) = (3t
4, t6). We
obtain
Qsing0 = −u∂u + t∂t + µ, Qsing2 = −
1
2
∂2u −
1
8
t4u2 +
1
2
t3∂t.
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The general solution of the system Qsingi (ψ) = 0, i = 0, 2 has the form
ψ(u, t) = t−µ exp{t2u2/4}[C0 cos(tu
√
µ+ 1/2) + C1 sin(tu
√
µ+ 1/2)].
For the integer values µ 6 0, the solution ψ(u, t) is an entire function for arbitrary
values of the constants C0 and C1. For µ = 1, an entire solution is obtained only
if C0 = 0. Moreover, a function ψ(u, t) can be not representable as an entire
function of the form φ(u, 3t4, t6). For instance, the representation is impossible for
µ = −1,−2; it is necessary that C1 = 0 for the even values of µ and that C0 = 0
for the odd values of µ.
(v) The sigma function. The entire function satisfying the system Qi(ψ) = 0
and normalized by the condition ψ(u, 0, 0) = u is the Weierstrass elliptic function
σ(u, g2, g3).
The relations (for their original proof, see [Wei894])
Q0(σ) = −uσu + 4g2σg2 + 6g3σg3 + σ = 0,
Q2(σ) = − 12σu,u − 124g2u2σ + 6g3σg2 + 13g22σg3 = 0,
lead, in particular, to the following results.
One has the power series expansion [Wei894]
σ(u, g2, g3) = u
∑
i,j>0
ai,j
(4i+ 6j + 1)!
(g2u4
2
)i
(2g3u
6)j
with the integer coefficients ai,j defined by the recursion
ai,j = 3(i+ 1)ai+1,j−1 +
16
3 (j + 1)ai−2,j+1 − 13 (2i+ 3j − 1)(4i+ 6j − 1)ai−1,j
with the initial conditions {a0,0 = 1; ai,j = 0,min(i, j) < 0}.
Let E be the field of elliptic functions, i.e., doubly periodic functions of u with
the “invariants” (g2, g3). Let us use the standard notation ζ = ∂u log σ, ℘ = −∂uζ,
and ℘′ = ∂u℘. The operators [FS882]
ξ0 = −u∂u + L0, ξ1 = ∂u, ξ2 = −ζ∂u + L2,
are the generators of the Lie algebra DerE of the derivations of the field E.
Remark 9.2. We have
(9.21) [ξ0, ξk] = kξk, [ξ1, ξ2] = ℘ξ1.
On the other hand, according to the formulas
[(ξ0, ξ1, ξ2), g2] = (4g2, 0, 6g3), [(ξ0, ξ1, ξ2), g3] = (6g3, 0, g
2
2/3),
[(ξ0, ξ1, ξ2), ℘] = (2℘, ℘
′, 2℘2 − g2/3), [(ξ0, ξ1, ξ2), ℘′] = (3℘′, 6℘2 − g2/2, 3℘℘′),
the operators act on the ring of polynomials C[℘, ℘′, g2, g3] as vector fields. One can
immediately show that the vector fields thus defined satisfy relations (9.21) only if
℘′
2
= 4℘3−g2℘−g3. Any elliptic function f ∈ E has a unique representation of the
form f = f1(℘, g2, g3)+ f2(℘, g2, g3)℘
′, where f1 and f2 are rational functions. The
mapping ρ : f 7→ (f1, f2) establishes an isomorphism between the field E and the
two-dimensional module E over the field C(℘, g2, g3). The ordinary multiplication of
elliptic functions defines an associative commutative bilinear mapping ∗ : E ×E →
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E. Let f, h ∈ E. Then ρ(fh) = ρ(f) ∗ ρ(h) = (f1h1 + pf2h2, f1h2 + h1f2), where
p = 4℘3 − g2℘− g3. We obtain
ξ0(f1, f2) = X0(f1, f2) + (0, 3f2), ξ1(f1, f2) = (0, 1) ∗X−2(f1, f2) +X−2((0, 1) ∗ (f1, f2)),
ξ2(f1, f2) = X2(f1, f2) + (0, 3℘f2),
where X−2 =
1
2∂℘, X0 = L0 + 2℘∂℘, and X2 = L2 +
1
3 (6℘
2 − g2)∂℘ are operators
generating the polynomial Lie algebra
[X0, X−2] = −2X−2, [X0, X2] = 2X2, [X−2, X2] = 4℘X−2.
Definition 9.1.9. Let n and s be a pair of coprime integers such that s > n >
2. We will call (n, s)-curve an algebraic curve that belongs to the family
Γ = {(x1, x2, λ) ∈ Cd+2 | f(x1, x2;λ) = 0}
with the polynomial
(9.22) f(x1, x2;λ) = x
s
1 + x
n
2 +
∑
a,b
λns−an−bsx
a
1x
b
2,
where 0 6 a 6 s− 2, 0 6 b 6 n− 2, and an+ bs < ns.
We have d = (n+1)(s+1)/2− [s/n]− 3. Set deg x1 = n and deg x2 = s. Then
f(x, λ) is a homogeneous polynomial of weight ns.
Let us describe principal steps of the construction in the case of (n, s)-curves.
It is convenient to introduce the following grading. Write deg λi = i, deg ui = −i,
and degLi = i. In contrast to the previous sections, the number of the parameters
λ is denoted below by d.
(i). The polynomial σ0(u). The Weierstrass sequence (w1, w2, . . . ) is the as-
cending set of positive integers that are not representable in the form an+ bs with
nonnegative integers a and b. Set w(ξ) =
∑
i ξ
wi . We have
w(ξ) =
1
1− ξ −
1− ξns
(1 − ξn)(1− ξs) .
This implies that the length g = w(1) of the Weierstrass sequence and the sum
G = w′(1) of the elements of this sequence are given by the formulas
g =
(n− 1)(s− 1)
2
, G =
ns(n− 1)(s− 1)
4
− (n
2 − 1)(s2 − 1)
12
.
Define the Schur–Weierstrass polynomial σ0(uw1 , . . . , uwg) by the formula
(9.23) σ0
(
pw1
w1
, . . . ,
pwg
wg
)
= c
det(ξ
wj
i )
det(ξj−1i )
, i, j = 1, . . . , g,
where pj =
∑g
i=1 ξ
j
i is Newton’s symmetric polynomial and c ∈ C. We have
deg σ0(uw1 , . . . , uwg) = −
g∑
k=1
wk − k + 1 = −G+ (g − 1)g
2
= − (n
2 − 1)(s2 − 1)
24
.
Let us normalize the polynomial σ0(u) by the condition
σ0(u1, 0, . . . , 0) = u
(n2−1)(s2−1)/24
1 .
(ii). The frame and the discriminant. For brevity, we denote below the poly-
nomial (9.22) simply by f(x), its derivatives with respect to x1 and x2 by f1(x)
and f2(x), and (f1(x), f2(x)) by ∂xf(x), respectively.
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Let P = C[λ]. Consider the local ring R = P [x]/∂xf(x). The set of monomials
M = {xi1xj2}, 0 6 i 6 s − 2, 0 6 j 6 n − 2, forms a basis of the ring R. Denote
by I = {i1 = 4g − 2, i2, . . . , i2g = 0} the descending set of weights {in + js} of
the elements of M. The ordering of I is strict, and therefore we can introduce the
vector e(x) = (ei1(x), . . . , ei2g (x))
T , where ein+js(x) stands for the monomial x
i
1x
j
2.
Let J be the ideal in P [x, z] generated by the polynomials f1(x), f1(z), f2(x), f2(z).
Write
H(x, z) =
1
2
∣∣∣∣∣∣∣∣
f1(x1, x2)− f1(z1, z2)
x1 − z1
f2(x1, x2)− f2(z1, z2)
x1 − z1
f1(z1, x2)− f1(x1, z2)
x2 − z2
f2(z1, x2)− f2(x1, z2)
x2 − z2
∣∣∣∣∣∣∣∣ .
The polynomial H(x, z) has the following properties:
(a) H(x, x) = Hessxf(x);
(b) H(x, z) = H(z, x);
(c) H(x, z)F (x, z) ≡ H(z, x)F (z, x) mod J for an arbitrary F (x, z) ∈ P [x, z].
The formula
2g∑
i,j∈I
vi,j(λ)ei(x)ej(z) = f(x)H(x, z) mod J
defines a symmetric polynomial matrix V (λ) = (vi,j). The matrix defines 2g vector
fields whose generating function is
(9.24) L(x) =
∑
i∈I
ei(x)L2(ns−n−s)−i =
∑
i,j∈I
ei(x) vi,j(λ) ∂λns−j .
Note the following important fact: L(x)∆(λ) = H(x, x)∆(λ) = ∆(λ)hessxf(x).
(iii). The vector of canonical differentials [Bak897]. Introduce the operator
Dx = f2(x)∂x1 − f1(x)∂x2 .
Write
D(x, z) = Dz
[f(z1, x2)− f(z1, z2)
(x1 − z1)(x2 − z2)
]
− Dx
[f(x1, z2)− f(x1, x2)
(z1 − x1)(z2 − x2)
]
.
Let Ψ be a (2g × 2g) matrix Ψ =
(
Ψ1,1 Ψ1,2
Ψ2,1 Ψ2,2
)
which is a polynomial in λ, where
Ψ2,1 = 0, Ψ2,2 = 1g, and Ψ1,2 is lower triangular with zeros on the principal
diagonal.
Lemma 9.1.10. There exists a unique matrix Ψ of the above form that satisfies
the equation
e(z)TΨTJΨe(x) = D(x, z).
Using the matrix, one can represent the vector D(x) of the canonical basis differ-
entials as
D(x) = Ψe(x)
dx1
f2(x)
,
and degD(x) = (−w1, . . . ,−wg, w1, . . . , wg)T .
iv. Calculation of A(i). Set R(x) = Ψe(x).
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Lemma 9.1.11. Let D be the linear space spanned by the functions Dx
[ h(x)
f2(x)
]
,
where h(x) ranges over the ring P [x]. Then
A(i)R(x) ≡ Li(R(x)) −R(x) · Li(f2(x))
f2(x)
mod D.
Proof. By definition, Li(D(x)) = A
(i)D(x) + dr(x), where r(x) is a 2g-
dimensional vector of functions in the field P (x). On one hand,
Li(D(x)) =
{
Li(R(x))
f2(x)
+ Li
(
1
f2(x)
)
R(x)
}
dx1.
On the other hand, the differential along the fiber p−1(λ) of a function r(x) in P (x)
is represented as dr(x) = Dx[r(x)] dx1
f2(x)
. Setting r(x) =
h(x)
f2(x)
, where h(x) is a
polynomial vector in x, we obtain the assertion of the lemma.  
v. Calculation of ϕ0. The grading introduced above enables us to evaluate ϕ0.
Lemma 9.1.12. For any pair (n, s) we have ϕ0 = 1/8.
Proof. The vector field L0 =
∑
i∈I(ns − i)λns−i∂λns−i is an Euler operator.
Its representative is the operator Q0 = L0 −
∑g
j=1 wjuwj∂uwj + δ
(0) (cf. Lemma
9.1.10). Consider the equation
χ0 +
1
2Trβ
(0) + deg σ0 = 0.
Note that β(0) = −diag(w1, . . . , wg) and that χ0 = ϕ0 deg∆ and deg∆(λ) = ns(n−
1)(s− 1) by construction. We obtain
ϕ0ns(n− 1)(s− 1)− G
2
− (n
2 − 1)(s2 − 1)
24
= 0. 

(vi). The sigma function. Summing up, we come to the following constructive
description.
Theorem 9.4. Let the family of (n, s)-curves defined by a polynomial of the
form (9.22) be given. Take operators Qi, i ∈ I, of the form (9.5) such that
(a) the polynomial vector fields Li are given by the generating function (9.24);
(b) the polynomial matrices M (i) = JA(i) are defined by Lemma 9.1.11;
(c) the functions δ(i) have the form χ(i) + 1/2Trβ(i), where the generating
function of the polynomials χ(i) is the Hessian of the defining polynomial
multiplied by 1/8.
Then the entire function satisfying the system {Qi(ψ) = 0} and normalized by the
condition
ψ(u1, 0, . . . , 0) = u
ℓ
1, where ℓ =
(n2 − 1)(s2 − 1)
24
,
is the sigma function of the family of (n, s)-curves.
In the case when (n, s)-curve is hyperelliptiv more effective description of
principal steps of the construction can be presented. The case of hyperelliptic
curves is related to (n, s) = (2, 2g + 1); the corresponding Weierstrass sequence is
(1, 3, . . . , 2g − 1), and hence G = g2 and deg σ0(u) = −(g − 1)g/2.
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The above desribed step leeds to more effective answers in the case of hyperel-
liptic curve Let Γ be the family of plane hyperelliptic curves of the form
Γ = {(x, y, λ) ∈ C2g+1 | y2 − f(x) = 0}, f(x) = 4x2g+1 +
2g−1∑
k=0
λkx
k.
We have deg x = 2, deg y = 2g+1, degλk = 2(2g+1−k), and deg ui = −2(g−i)−1.
Let us use the technique of generating functions. In particular, we consider
f(x) as the generating function of λ0, . . . , λ2g−1. Set
L(x) = x2g−1
2g−1∑
k=0
x−kLk
for the generators of the frame L0, . . . , L2g−1, where degLj = 2j.
Theorem 9.5. The structure functions of the polynomial Lie algebra generated
by the frame associated with the family Γ of hyperelliptic curves are given by the
formulas
[L(x), L(z)] =
2g−1∑
i,j,k=0
xizjcki,j(λ)Lk = (∂x − ∂z)
[
f(z)L(x)− f(x)L(z)
x− z
]
mod (f ′(x), f ′(z)),
[L(x), f(z)] =
2g−1∑
i,j=0
xizjvi,j(λ) =
f ′(x)f(z)− f ′(z)f(x)
x− z mod (f
′(x), f ′(z)).
For an arbitrary polynomial F (x), write dkxF (x) = (F (x)/x
k)+, where the
symbol (·)+ indicates that the terms containing negative powers of x are discarded.
Then it follows from Theorem 9.5 that
L(x) = f(x)
2g−1∑
k=0
dk+1x (f
′(x))∂λk mod f
′(x).
The canonical basis differential is given by the formula
D(x) = (R1(x), . . . , R2g(x))
T dx
y
, where Ri(x) =
1
4
xi∂xd
2i
x f(x) and Rg+i(x) = x
i−1, i = 1, . . . , g.
Our construction leads to the following result.
Theorem 9.6. Set
h(x) =
g∑
i=1
xi−1∂ui+Ri(x)ui, t(x) =
g∑
i,j=1
1 + sign(i− j)
2
juj d
j+1
x (x
i−1∂ui+Ri(x)ui),
and define the generating function Q(x) of the second-order linear differential op-
erators {Qk}, k = 0, . . . , 2g − 1, by the formula
Q(x) = x2g−1
2g−1∑
k=0
x−kQk = L(x) +
1
8
f ′′(x)− f(x)t(x) − h(x) ◦ h(x) mod f ′(x).
Then the entire function ψ(u, λ) normalized by the condition ψ(0, . . . , ug, 0, . . . , 0) =
uℓg, where ℓ = (g − 1)g/2, and satisfying the equation Q(x)ψ = 0 identically with
respect to x is the hyperelliptic sigma function σ(u, λ).
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9.2. Differentiation of Abelian functions on parameters
9.2.1. Statement of the problem. Recall that an Abelian function is a
meromorphic function on a complex Abelian torus T g = Cg/Γ, where Γ ⊂ Cg is a
lattice of rank 2g. In other words, a meromorphic function f on Cg is Abelian if
and only if f(u) = f(u + ω) for all u ∈ Cg and ω ∈ Γ. The Abelian functions on
T g form a differential field.
Let F be the field of Abelian functions on the Jacobian of a genus g curve.
The differential field F has the following properties:
1. Let f ∈ F ; then ∂uif ∈ F , i = 1, . . . , g.
2. Let f1, . . . , fg+1 be any nonconstant functions in F ; then there exists a
polynomial P such that P (f1, . . . , fg+1)(u) = 0 for all u ∈ T g.
3. Let f ∈ F be a nonconstant function; then any h ∈ F can be expressed as
a rational function of (f, ∂u1f, . . . , ∂ugf).
4. There exists an entire function ϑ : Cg → C such that ∂ui,uj log ϑ ∈ F ,
i, j = 1, . . . , g.
Further we need the following interpretation of the general construction from
the Chapt. 1. Let B be an open dense subset of Cd. Consider a family V of
algebraic curves that have constant genus g and smoothly depend on the parameter
b ∈ B. We use the family V to define a space U of Jacobians over B. The space U
has a natural structure of a smooth manifold and is the total space of the bundle
p : U → B, where the fiber over a point b ∈ B is the Jacobian Jb of the curve with
parameter b.
Let F be the field of C∞ functions f on U such that the restriction of f to
each fiber Jb is an Abelian function.
This section deals with the following problem which is natural to divide in three
parts:
(a) Find generators of the F -module DerF of derivations of the field F .
(b) Find commutation relations with coefficients in F for the generators of the
F -module DerF , that is, describe the corresponding Lie algebra structure of DerF
over F .
(c) Describe the action of DerF on F .
9.2.2. Case of the family of elliptic curves. Consider the family
V = {(x, y, g2, g3) ∈ C2 ×B | y2 = 4x3 − g2x− g3}
of plane algebraic curves with parameter space B = {(g2, g3) ∈ C2 | ∆ 6= 0}, where
∆ = g32 − 27g23. The curves in this family have constant genus g = 1. These curves
are called Weierstrass elliptic curves.
The fiber T 1 of the bundle U over a point b = (g2, g3) ∈ B has the form C1/Γ.
Here Γ =
{ ∮
γ
dx
y
}
, where γ runs over the set of cycles on the curve Vb = {(x, y) ∈
C2 | y2 = 4x3 − g2x− g3}, is a rank 2 lattice.
The vector field ℓ1 = ∂u is tangent to a fiber of U , while the vector fields
ℓ0 = 4g2∂g2 + 6g3∂g3 and ℓ2 = 6g3∂g2 +
1
3g
2
2∂g3 are tangent to the discriminant
{(g2, g3) ∈ C2 | ∆ = 0} of the family (because ℓ0∆ = 12∆ and ℓ2∆ = 0) and hence
form a basis of vector fields on the base B.
The field F of fiberwise Abelian functions is generated by the coordinate func-
tions g2 and g3 on the base and by the Weierstrass elliptic functions ℘(u, g2, g3)
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and ℘′(u, g2, g3) = ∂u℘(u, g2, g3), which are related by the identity (℘
′)2 = 4℘3 −
g2℘− g3.
The operator L1 = ℓ1 = ∂u is obviously a derivation of F .
To find the other two generators of the F -module DerF , which correspond to
the basis vector fields ℓ0 and ℓ2 on the base, we use the following properties of the
Weierstrass sigma function σ(u, g2, g3), which is an entire function of the variables
(u, g2, g3)∈C3:
(a) ∂2u log σ(u, g2, g3) = −℘(u, g2, g3) ∈ F .
(b) The function σ(u, g2, g3) is a solution of the system of linear differential
equations Q0σ = 0, Q2σ = 0, where
Q0 = 4g2∂g2 + 6g3∂g3 − u∂u + 1, Q2 = 6g3∂g2 + 13g22∂g3 − 12∂2u − 124g2u2.
It is important to note that the coefficients of Q0 and Q2 are polynomial in the
variables (u, g2, g3) ∈ C3, see details in preceeding section.
Let us show how properties (a) and (b) can be used to reveal the form of
the derivations of F . Let us start from the equation Q2σ = 0. We have Q2 =
ℓ2 − 12∂2u − 124g2u2. Let us divide Q2σ by σ and rearrange the terms with the use
of the Weierstrass functions ζ = ∂u log σ and ℘ = −∂2u log σ. We obtain ℓ2 log σ −
1
2ζ
2 + 12℘ − 124g2u2 = 0. Let us apply ∂2u; then, since [∂u, ℓ2] = 0, we arrive
at the relation −ℓ2℘ + ζ℘′ − ℘2 + 12℘′′ − 112g2 = 0, where ℘′′ = ∂2u℘. Thus,
(ℓ2 − ζ∂u)℘ = −℘2 + 12℘′′ − 112g2 ∈ F . Further, since [ℓ2 − ζ∂u, ∂u] = −℘∂u, it
follows that (ℓ2−ζ∂u)℘′ ∈ F . By applying ℓ2−ζ∂u to a function that depends only
on the base coordinate functions g2 and g3 we obviously obtain a function of g2 and
g3. Therefore, the linear differential operator L2 = ℓ2− ζ∂u takes the generators of
F to elements of F . Consequently, L2 is a derivation of F .
A similar calculation for the operator Q0, which also annihilates the sigma
function, yields one more derivation L0 = ℓ0 − u∂u.
The three generators
L0 = −u∂u+4g2∂g2 +6g3∂g3 , L1 = ∂u, L2 = −ζ(u, g2, g3)∂u+6g3∂g2 + 13g22∂g3
of the F -module DerF were originally found by Frobenius and Stickelberger [FS882].
The F -module DerF with generators L0, L1, and L2 is a Lie algebra over F
with commutation relations
[L0, Lk] = kLk, k = 1, 2, [L1, L2] = ℘(u, g2, g3)L1.
9.2.3. Case of family of (n, s)-curves. Our aim is to single out cases of
the derivation problem that are sufficiently general and at the same time can be
solved as efficiently as the elliptic case above descibed. To achieve this, we
1. Choose a special family V → B of plane algebraic curves of constant genus
g.
2. Construct a basis ℓ1, . . . , ℓd of vector fields on B acting on functions f ∈ F
as linear first-order differential operators in the coordinates of the base B.
3. Construct operators H1, . . . , Hd acting on functions f ∈ F as second-order
differential operators along the fibers of the bundle U → B and such that the sigma
function σ associated with the family V satisfies the system of linear differential
equations (ℓi −Hi)σ = 0, i = 1, . . . , d.
In the previous section the most part of the program was realized for the family
of (n, s)-curves. In this section we suggest a certain different approach, that permits
to comlete the program. We will come back to the description of (n, s)-curves within
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this new approach. For the convenience of a reader we are collecting together
necessary facts and details on the family of (n, s)-curves, partially repeating the
material of previous chapter.
Let V be an irreducible algebraic curve of genus g > 0 over C.
Let p be a point on V . Consider the ring M(p) of rational functions on V that
have poles in p only. Construct a sequence S(p) = (S1, S2, . . . ) by the following
rule: Sk = 1 if there exists a function in M(p) with a pole of order k; otherwise,
Sk = 0, k ∈ N.
Definition 9.2.1. A point p is said to be regular if the sequence S(p) is mono-
tone. If S(p) is nonmonotone, then p is called a Weierstrass point.
Example Let p be a regular point; then S(p) = (0, 0, . . . , 0, 1, 1, 1 . . . ). The
Weierstrass points are classified according to the number of places where S(p)
fails to be monotone. A point with a single failure is said to be normal, and
a point with the maximum number of failures, which is equal to the genus, is
said to be hyperelliptic. Thus, if p is a normal Weierstrass point, then S(p) =
(0, 0, . . . , 0, 1, 0, 1, 1, . . . ), and if p is a hyperelliptic Weierstrass point, then S(p) =
(0, 1, 0, 1, . . . , 0, 1, 1, . . . ).
Let p ∈ V be a Weierstrass point. By Vp we denote the curve V with puncture
at p. Consider the ring O of entire rational functions on Vp.
Definition 9.2.2. Let φ ∈ O be a nonconstant function. The total number of
zeros of φ on Cp is called the order of φ and is denoted by ordφ. We set ordφ = 0
if φ is a nonzero constant.
If φ, ϕ ∈ O, then ord(φϕ) = ordφ+ ordϕ.
Note that every φ ∈ O uniquely extends to a rational function on V with a
pole of multiplicity ordφ at p.
Lemma 9.2.1. Let φ, ϕ ∈ O be nonconstant functions. Then ϕ is an entire
algebraic function of φ.
Suppose that x, y ∈ O are nonconstant functions such that n = ordx is mini-
mum possible and s = ordy is minimum possible under the condition gcd(n, s) = 1.
By multiplying y by an appropriate numerical factor, one can always ensure that
ord(yn − xs) < ns. Then, since y is an entire algebraic function of x, the function
yn − xs can be represented as a linear combination of monomials xiyj such that
ord(xiyj) = ni+ sj < ns.
Definition 9.2.3. The equation
yn − xs =
q(i,j)>0∑
i,j>0
αi,jx
iyj ,
where q(i, j) = (n− j)(s − i)− ij defines a Weierstrass model of the curve V with
parameters αi,j. In the case of a general Weierstrass model the parameters αi,j
considered as algebrailcally independent with gradding q(i, j)
The best-known example of a standard Weierstrass model of elliptic curve is
given by the cubic equation y2 = 4x3 − g2x− g3 (n = 2 and s = 3). The previous
analysis leeds the following result
140 9. σ-FUNCTION OF (n, s)-CURVES
Lemma 9.2.2. Let V be an irreducible algebraic curve that admits two non-
constant functions φ and ψ with coprime numbers ordφ and ordψ Then V has a
Weierstrass model.
Note that For g > 1, the Weierstrass model is not unique. All Weierstrass
models of a same curve are birationally equivalent.
Following an idea due to Weierstrass [Wei904], instead of a “generic curve”
we consider classes
V =
{
(x, y;λ) ∈ C2+d
∣∣∣∣ yn = xs + q(i,j)>0∑
i,j>0
λq(i,j)x
iyj
}
of models of plane algebraic curves, where d = 12 (n + 1)(s + 1) − 1 and q(i, j) =
(n − j)(s − i) − ij. These classes are indexed by pairs (n, s) of integers such that
s > n > 1 and gcd(n, s) = 1.
The genus of a curve defined by a Weierstrass model in an (n, s)-class does
not exceed g = 12 (n − 1)(s − 1). For example, (n, s) = (2, 2g + 1) in the case of
hyperelliptic curves of genus 6 g.
We present below necessary notions and results of singularity theory [AGZV85,88].
In singularity theory, the zero set of the function
(9.25) f(x, y, λ) = yn − xs −
n−2∑
j=0
s−2∑
i=0
λq(i,j)x
iyj
arises as a miniversal deformation (also known as a semi-universal unfolding) of
the so-called Pham singularity yn − xs = 0. The miniversal deformation depends
on the (n − 1)(s − 1) coordinates of the vector λ = (λq(0,0), . . . , λq(s−2,n−2)). The
number m = #{λk | k < 0} is called the modality of the singularity yn − xs = 0.
The discriminant Σ ⊂ C2g of the miniversal deformation f is defined as follows:
(λ ∈ Σ) ⇐⇒ (∃ (x, y) ∈ C2 : f = fx = fy = 0 at the point (x, y, λ)).
Thus, if λ /∈ Σ, then the genus of a curve in the family defined by the miniversal
deformation (9.25) is not less than 12 (n−1)(s−1). (Recall that the genus of a curve
defined by a Weierstrass model in the (n, s)-class does not exceed 12 (n− 1)(s− 1).)
Let us impose the condition λq(i,j) = 0 for q(i, j) < 0 on a miniversal defor-
mation, or, equivalently, the condition λq(s−1,j) = λq(i,n−1) = 0 on a Weierstrass
model. Then we obtain a family of constant genus g = (n− 1)(s− 1)/2 curves over
the set B = C2g−m ∩ (C2g\Σ).
Definition 9.2.4. The intersection of classes of miniversal deformations and
Weierstrass models will be called a family of (n, s)-curves (compare with the Defi-
nition 9.2.3)
In what follows, we consider the family V = {(x, y;λ) ∈ C2×B | f(x, y, λ) = 0}
of (n, s)-curves defined by the polynomial
f(x, y, λ) = yn − xs −
q(i,j)>0∑
06i<s−1
06j<n−1
λq(i,j)x
iyj , where q(i, j) = (n− j)(s− i)− ij.
Here dimCB = d = 2g −m.
Note some properties of the family of (n, s)-curves. The Newton polygon of f
with respect to the variables (x, y) is a triangle. The polynomial f is homogeneous
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with respect to the grading in which deg x = n, deg y = s, and degλk = k. A generic
curve in the family V , viewed as an n-fold covering over S2, has (n−1)s+1 = 2g+n
branch points, of which the point at infinity has the branching number n− 1, while
the other 2g + n − 1 branch points have branching numbers equal to 1 by the
Riemann–Hurwitz formula.
Let M(x, y) = (M1(x, y), . . . ,M2g(x, y)) be the set of monomials x
iyj , i =
1, . . . , s− 2, j = 1, . . . , n− 2, in ascending order of weights.
Examples Let (n, s) = (2, 2g + 1); then M(x, y) = (1, x, . . . , x2g−1 . Let
(n, s) = (3, 5); then M(x, y) = (1, x, y, x2, xy, x3, yx2, x4).
For the miniversal deformation (9.25), there is an effective method, based on
Zakalyukin’s theorem [Zak76], for constructing the discriminant and its tangent
vector fields. Let f(x, y, λ) be given by (9.25). The relation
Mi(x, y)f(x, y, λ) =
2g∑
j=1
Ti,j(λ)Mj(x, y) mod (∂x, ∂y)f(x, y, λ)
uniquely determines holomorphic functions Ti,j(λ), i, j = 1, . . . , 2g. We denote the
2g × 2g matrix of these functions by T (λ).
Theorem 9.7. The discriminant Σ ⊂ C2g of the polynomial f(x, y, λ) defined
in (9.25) is the set of zeros of the holomorphic function ∆(λ) = detT (λ), Σ =
{λ ∈ C2g | ∆(λ) = 0}. Let I = (i1, . . . , i2g) be the set of weights deg λ arranged in
ascending order. The vector fields ℓj =
∑2g
k=1T2g−j,2g−k(λ) ∂/∂λik, j = 1, . . . , 2g,
are tangent to Σ; that is, ℓj log∆(λ) ∈ C[[λ]]. Moreover, ℓ1 =
∑2g
k=1 ikλik∂/∂λik
is the Euler vector field.
By taking linear combinations of the fields ℓi with coefficients holomorphic in
λ, one can reduce the holomorphic frame L = (ℓ1, . . . , ℓ2g)T to a special form with
symmetric coefficient matrix (see [BL02a]). Let us keep the notation T (λ) for the
symmetrized matrix. Then T (λ) is Arnold’s convolution matrix for the invariants
of the Pham singularity yn − xs = 0 (see [Arn96], [Giv980]). In the sequel, we
assume that the frame L has been symmetrized.
Let us proceed to the family of (n, s)-curves. We need to construct vector fields
tangent to Σ0 = Σ ∩ H , where H = {λ ∈ C2g | (λi1 , . . . , λim) = 0}. Clearly, the
tangent bundle TΣ0 consists of the vector fields in TΣ that are normal to TH over
H , that is, at all points where (λi1 , . . . , λim) = 0. Consider the cases m = 0 and
m = 1 in more detail.
If m = 0 (this is the case of so-called simple singularities), then Σ0 = Σ, and we
can use the frame L = (ℓ1, . . . , ℓ2g)T as a basis in TB. In this case, the coefficients
of the frame are polynomials in λ.
If m = 1, then TH has the single generator η1 = ∂/∂λi1 . Obviously, the Euler
vector field ℓ1 is normal to η1 in H . Next, for each pair (j, k) such that 1 < j < k 6
2g the vector field ξj,k = Tk,1(λ)ℓj−Tj,1(λ)ℓk is tangent to Σ and normal to η1 in H .
The vector fields ξj,k satisfy the relations Tl,1(λ)ξj,k − Tk,1(λ)ξj,l + Tj,1(λ)ξk,l = 0,
1 < j < k < l 6 2g. Therefore, for a basis in TB we can take the frame consisting
of the 2g−1 vector fields (ℓ1, ξ2,3 . . . , ξ2,2g)T . Being restricted to H , the coefficients
of the frame prove to be polynomials in λ.
For arbitrarym, a similar construction leads to a collection of 2g−m polynomial
vector fields. In what follows, we denote the frame in TB formed by these vector
fields by L = (ℓ1, . . . , ℓ2g−m)T . Let chij(λ) be the structure functions of the frame
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L; that is,
(9.26) [ℓi, ℓj ] =
2g−m∑
h=1
chij(λ)ℓh, i, j = 1, . . . , 2g −m.
9.2.4. Gauss–Manin connection. In this section we present effective con-
struction of the Gauss-Manin connection on the bundle associated with the family
of punctured (n, s)-curves. The equation f(x, y, λ) = 0 in C2+2g−m defines the
family V of (n, s)-curves over B = C2g−m\Σ0. Consider the bundle ◦p :
◦
V → B with
fiber
◦
V b that is the curve Vb with a puncture at infinity.
Let H1(
◦
V b,C) be the linear 2g-dimensional space of holomorphic 1-forms on
◦
V b.
Associated with the bundle
◦
p :
◦
V → B is a locally trivial bundle ̟ : Ω1 → B
with fiber H1(
◦
V b,C). A connection in Ω
1 is called a Gauss–Manin connection on
◦
V .
Since the point ∞ belongs to all curves in V , we can construct a global section
of Ω1 by choosing a classical basis of Abelian differentials of the first and second
kind on V .
Let D(x, y, λ) =
(
D1(x, y, λ), . . . , D2g(x, y, λ)
)
be the vector of canonical 1-
forms in H1(Vb,C). Its period matrix Ω satisfies the Legendre identity
1
ΩTJΩ = 2πiJ, where J =
(
0g 1g
−1g 0g
)
.
The differential D(x, y, λ) can be constructed by techniques of the classical theory
of Abelian differentials [Bak897].
For the vector field ℓj, j = 1, . . . , 2g − m, on the base, the corresponding
Christoffel coefficient Γj = (Γ
k
j,i), i, k = 1, . . . , 2g, of the Gauss–Manin connec-
tion is uniquely determined by the fact that the holomorphic 1-form ℓjD(x, y, λ) +
D(x, y, λ)Γj is exact along the curve. Here the words “along the curve” imply that
the variables x and y are constrained by the equation f(x, y, λ) = 0.
By integrating the exact form ℓjD(x, y, λ)+D(x, y, λ)Γj along the basis cycles
of a fiber, we obtain ℓjΩ + ΩΓj = 0. It follows from the Legendre identity that
detΩ 6= 0. Thus, we have
Lemma 9.2.3. Γj = −Ω−1ℓjΩ and JΓj + ΓTj J = 0.
This result permits us to construct the canonical differential D(x, y, λ) directly,
without using the classical techniques. Put R(x, y, λ) =M(x, y) dx/fy(x, y, λ). Ob-
viously, the differential R(x, y, λ) defines a basis in Ω1, but its periods do not satisfy
the Legendre identity. Let χj(λ) be the Christoffel coefficient of the Gauss–Manin
connection for R(x, y, λ) along ℓj; that is, the 1-form ℓjR(x, y, λ) + R(x, y, λ)χj is
exact along the fibers of the bundle
◦
p :
◦
V → B. Then the differentials D(x, y, λ)
and R(x, y, λ) are related by D(x, y, λ) = R(x, y, λ)K(λ), where K(λ) is a nonde-
generate holomorphic matrix such that K(0) is a diagonal numerical matrix. We
1This is special case of the Riemann–Hodge relations.
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have Γj = K
−1(χjK − ℓjK). Hence, by the Lemma 9.2.3 we obtain the following
system of 2g −m equations for K:
(χjK − ℓjK)JKT +KJ(χjK − ℓjK)T = 0, j = 1, . . . , 2g −m.
9.2.5. Construction of σ-function. Consider the set Sh of operatorsWa,b,c
that act on functions by the formula
Wa,b,c(f(u)) = f(u+ a) exp
(1
2
〈2u+ a, b〉+ c πi
)
,
where u, a, b ∈ Cg, c ∈ C, i2 = −1, and 〈·, ·〉 stands for the Euclidean inner product.
We refer to Wa,b,c as the covariant shift operator. The set Sh is closed with respect
to composition,
Wa2,b2,c2Wa1,b1,c1 =Wa1+a2, b1+b2, c1+c2+ 12πi (〈b1,a2〉−〈a1,b2〉).
We need the following representation: Z g × Z g → Sh, (n, n′) 7→ ((a, b), c) =
((n, n′)Ω, φ(n, n′)), where Ω = Ω(λ) ∈ Mat(2g, C∞(B)) is, as above, the period
matrix of D(x, y, λ) satisfying the Legendre identity and φ : Z2g → Z2 is an Arf
function.
Definition 9.2.5. A function φ : Z2g → Z2 is called an Arf function if the Arf
identity φ(q1 + q2) = φ(q1) + φ(q2) + q1Jq
T
2 mod 2 holds for all q1, q2 ∈ Z2g.
To define an Arf function φ, it suffices to choose a pair (ε, ε′) ∈ Z2g . Then
φ(n, n′) = (〈n+ ε, n′ + ε′〉 − 〈ε, ε′〉) mod 2.
Let us write Ω in block form, Ω =
(
Ω1,1 Ω1,2
Ω2,1 Ω2,2
)
; then we can setW ε,ε
′
Ω (n, n
′) =
Wa,b,c, where a = (nΩ1,1 + n
′Ω2,1), b = (nΩ1,2 + n
′Ω2,2), and c = 〈n+ ε, n′ + ε′〉 −
〈ε, ε′〉.
Since D(x, y, λ) is the vector of basis differentials, it follows that Ω1,1 is non-
degenerate and τ = Ω2,1Ω
−1
1,1 is symmetric; moreover, Im(τ) is positive definite by
virtue of the Legendre identity.
Set GΩ(u) = |Ω1,1|−1/2 exp(−πi2 uκuT ), i2 = −1, where κ = Ω−11,1Ω1,2 is sym-
metric by the Legendre identity. Consider the function
(9.27) σ(u,Ω; ε, ε′) =
∑
(n,n′)∈Z2g
W ε,ε
′
Ω (n, n
′)GΩ(u).
Theorem 9.8. The function σ(u,Ω; ε, ε′) given by the formula (9.27) is entire
in u ∈ Cg.
The meromorphic functions ℘i,j(u,Ω; ε, ε
′) = −∂ui,uj log σ(u,Ω; ε, ε′) are Abelian
functions with respect to the lattice generated by the rows of the matrices Ω1,1 and
Ω2,1; that is, ℘i,j(u,Ω; ε, ε
′) = ℘i,j(u + nΩ1,1 + n
′Ω2,1,Ω; ε, ε
′), (n, n′) ∈ Z2g.
Proof. By construction, σ(u,Ω; ε, ε′) is an eigenfunction of the covariant shift
operatorW ε,ε
′
Ω (n, n
′) with eigenvalue +1 or−1. Therefore, the function σ(u,Ω; ε, ε′)/GΩ(u)
admits a Fourier series expansion with coefficients independent of u. The series is
convergent, since the imaginary part of τ is positive definite. On the other hand,
the difference log σ(u,Ω; ε, ε′)− log σ(u+nΩ1,1+n′Ω2,1,Ω; ε, ε′) is a linear function
of u. 
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In what follows, we assume that the pair (ε, ε′) is taken to be equal to the
characteristic of the vector of Riemann constants; this characteristic can be assumed
to be the same for all curves in the family V .
Definition 9.2.6. The function σ(u, λ) = ∆(λ)1/8σ(u,Ω(λ); ε, ε′) is called the
sigma function associated with the family V of curves.
Clearly, the assertion of Theorem9.8 remains valid if we replace σ(u,Ω(λ); ε, ε′)
by σ(u, λ). In contrast with σ(u,Ω(λ); ε, ε′), the function σ(u, λ) is holomorphic in
λ. In particular, it has the so-called rational limit as λ → 0. The function σ(u, 0)
is a polynomial, which is completely determined by the pair (n, s) and is known as
the Schur–Weierstrass polynomial (see Chapt. 7).
Now we are ready to describe linear operators annihilated mult-dimensional
σ-function in terms of the Gauss-Manin connection. To do that we define matrices
αj = (α
kl
j ), βj = (β
l
jk), and γj = (γjkl), k, l = 1, . . . , g, j = 1, . . . , 2g −m, by the
formula
(9.28)
(
αj (βj)
T
βj γj
)
= −JΓj ,
where Γj is the Christoffel symbol of the Gauss–Manin connection, and set
Hj =
1
2α
kl
j (λ)∂uk∂ul + β
l
jk(λ)uk∂ul +
1
2γjkl(λ)ukul +
1
8ℓj(log∆(λ)) +
1
2β
k
jk(λ).
Here and below, summation from 1 to g over repeated indices is assumed.
Theorem 9.9. The sigma function σ(u, λ) satisfies the system of 2g−m linear
differential equations (ℓj −Hj)σ(u, λ) = 0, j = 1, . . . , 2g −m.
Proof. By using the relations Γj = −Ω−1ℓjΩ (cf. Theoremtheorem98), we
find that (ℓj−Hj)GΩ(u) = 0 and [ℓj−Hj ,W ε,ε
′
Ω (n, n
′)] = 0 for all j = 1, . . . , 2g−m
and (n, n′) ∈ Z2g. Details of the proof can be found in [BL04].  
9.2.6. Operators of differentiation. Now we intend to apply Theorems9.8
and 9.9 to solve our problem for the fields of fiberwise Abelian functions associated
with (n, s)-curves by the method described in details in Sect. 9.2.2 for the case in
which n = 2 and s = 3.
Let L = (ℓ1, . . . , ℓ2g−m)T be the frame with structure functions chij (see (9.26))
and let αj = (α
kl
j ), βj = (β
l
jk), γj = (γjkl) be the matrices defined in (9.28)
Theorem 9.10. For families of (n, s)-curves, the problem in question has the
following solution:
(a) The F -module DerF is spanned by the 3g − m generators di = ∂ui , i =
1, . . . , g, and Lj = ℓj−
(
αklj ζk(u, λ)+β
l
jkuk
)
∂ul , j = 1, . . . , 2g−m, where ζk(u, λ) =
∂uk log σ(u, λ).
(b) The Lie algebra structure of DerF over F is defined by the relations
[di, dk] = 0, [Lj , di] = −
(
αkqj ℘iq(u, λ)− βkji
)
dk,
[Li, Lj] =
1
2
(αkli α
qr
j − αklj αqri )℘klq(u, λ)dr +
2g−m∑
h=1
chij Lh.
(c) The action of DerF on F is defined by the relations
diλ = 0, di℘qr(u, λ) = ℘iqr(u, λ),
Ljλ = ℓjλ, Lj℘qr(u, λ) =
1
2α
kl
j (℘klqr − 2℘kq℘lr) + βkjq℘kr + βkjr℘kq − γjqr .
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Example, The case (n, s) = (2, 5) corresponds to the family of genus 2 curves.
We have
V = {(x, y, λ) ∈ C6 | f(x, y, λ) = 0, ∆(λ) 6= 0},
where f(x, y, λ) = y2− (x5+λ4x3+λ6x2+λ8x+λ10). The polynomial f(x, y, λ) is
homogeneous with respect to the grading in which deg x = 2, deg y = 5, deg λk = k,
and m = 0. The discriminant of f(x, y, λ) is defined by the zeros of the polynomial
∆(λ) = 3125λ410+2(128λ
5
8−800λ6λ10λ38+1000λ4λ210λ28+1125λ26λ210λ8−1875λ4λ6λ310)
+ 108λ10λ
5
6− 27λ28λ46 − 630λ4λ8λ10λ36+144λ4λ38λ26+825λ24λ210λ26+560λ24λ28λ10λ6
− 128λ24λ48− 900λ34λ8λ210+4λ34(4λ10λ36−λ28λ26− 18λ4λ8λ10λ6+4λ4λ38+27λ24λ210),
which can be calculated directly by taking the resultant with respect to x of the
polynomials f(0, x, λ) and ∂xf(0, x, λ).
The vector fields (ℓ0, ℓ2, ℓ4, ℓ6)
T = T (λ)(∂λ4 , ∂λ6 , ∂λ8 , ∂λ10)
T , deg ℓj = j, de-
fined by the matrix
T =

4λ4 6λ6 8λ8 10λ10
∗ 8λ8 − 125 λ24 10λ10 − 85λ4λ6 − 45λ4λ8
∗ ∗ 4λ4λ8 − 125 λ26 6λ4λ10 − 65λ6λ8
∗ ∗ ∗ 4λ6λ10 − 85λ28

with detT (λ) = 165 ∆(λ) are tangent to the discriminant, since
(ℓ0, ℓ2, ℓ4, ℓ6) log∆(λ) = (40, 0, 12λ4, 4λ6).
The structure functions of this frame are polynomials,
[ℓ0, ℓk] = kℓk, k = 2, 4, 6, [ℓ2, ℓ4] = 2ℓ6 − 85λ4ℓ2 + 85λ6ℓ0,
[ℓ2, ℓ6] = − 45λ4ℓ4 + 45λ8ℓ0, [ℓ4, ℓ6] = 2λ4ℓ6 − 65λ6ℓ4 + 65λ8ℓ2 − 2λ10ℓ0.
In this case, M(x, y) = (1, x, x2, x3) and R(x, y) =M(x, y)
dx
2y
. We have
χ0 = diag(3, 1,−1,−3),
χ2 =

0 − 45λ4 0 λ8
1 0 − 85λ4 2λ6
0 −1 0 35λ4
0 0 −3 0
 , χ4 =

λ4 − 65λ6 λ8 2λ10
0 −λ4 − 25λ6 3λ8
−1 0 0 25λ6
0 −3 0 0
 ,
χ6 =

0 − 35λ8 2λ10 0
−λ4 0 − 15λ8 4λ10
0 0 0 15λ8
−3 0 0 0
 .
The general solution of the system of equations for the matrix K(λ) satisfying the
holomorphy and homogeneity conditions has the form
K(λ) =

1 0 aλ6 bλ4
0 1 (b− 1)λ4 0
0 0 0 −1
0 0 −3 0
 ,
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where (a, b) ∈ C2 are free parameters. We set (a, b) = (0, 0), which corresponds to
the classical construction [Bak897]. Then
Γ0 = diag(3, 1,−3,−1), Γ2 =

0 − 45λ4 45λ24 − 3λ8 0
1 0 0 35λ4
0 0 0 −1
0 1 45λ4 0
 ,
Γ4 =

λ4 − 65λ6 65λ4λ6 − 6λ10 −λ8
0 0 −λ8 25λ6
0 1 −λ4 0
1 0 65λ6 0
 , Γ6 =

0 − 35λ8 35λ4λ8 −2λ10
0 0 −2λ10 15λ8
1 0 0 0
0 0 35λ8 0
 .
Set deg ui = −i. Then the operators Hj are homogeneous and degHj = j,
H0 = u1∂u1 + 3u3∂u3 − 3,
10H2 = 5∂
2
u1 + 10u1∂u3 − 8λ4u3∂u1 − 3λ4u21 + (15λ8 − 4λ24)u23,
5H4 = 5∂u1∂u3 +5λ4u3∂u3 − 6λ6u3∂u1 −λ6u21+5λ8u1u3+3(5λ10−λ4λ6)u23− 5λ4,
10H6 = 5∂
2
u3 − 6λ8u3∂u1 − λ8u21 + 20λ10u1u3 − 3λ4λ8u23 − 5λ6.
The generators of the F -module DerF are as follows:
L0 = ℓ0 − u1∂u1 − 3u3∂u3 , L1 = ∂u1 ,
L2 = ℓ2 − ζ1∂u1 − u1∂u3 − 45λ4u3∂u1 , L3 = ∂u3 ,
L4 = ℓ4 − ζ3∂u1 − ζ1∂u3 + λ4u3∂u3 − 65λ6u3∂u1 , L6 = ℓ6 − ζ3∂u3 − 35λ8u3∂u1 .
The structure relations in the Lie algebra DerF over F have the form
[L0, Lk] = kLk, k = 1, 2, 3, 4, 6,
[L1, L2] = ℘1,1L1 − L3, [L1, L3] = 0, [L1, L4] = ℘1,3L1 + ℘1,1L3,
[L1, L6] = ℘1,3L3, [L2, L4] = 2L6 − 12℘1,1,1L3 − 85λ4L2 + 12℘1,1,3L1 + 85λ6L0,
[L2, L3] = −(℘1,3 − 45λ4)L1, [L2, L6] = − 45λ4L4 − 12℘1,1,3L3 + 12℘1,3,3L1 + 45λ8L0,
[L3, L4] = (℘1,3 + λ4)L3 + (℘3,3 − 65λ6)L1, [L3, L6] = ℘3,3L3 − 35λ8L1,
[L4, L6] = 2λ4L6 − 65λ6L4 − 12℘1,3,3L3 + 65λ8L2 + 12℘3,3,3L1 − 2λ10L0.
Let us write out the formulas that define the action of Lj on F . The action on the co-
ordinate functions of the base is determined by the relation (L0, L1, L2, L3, L4, L6)λ =
(ℓ0, 0, ℓ2, 0, ℓ4, ℓ6)λ. According to items 2 and 3 in Section 9.2.1, it suffices to write
out the formulas for Lj℘1,1:
L0℘1,1 = 2℘1,1, L1℘1,1 = ℘1,1,1, L2℘1,1 =
1
2℘1,1,1,1 − ℘21,1 + ℘1,3 + 35λ4,
L3℘1,1 = ℘1,1,3, L4℘1,1 = ℘1,1,1,3 − 2℘1,1℘1,3 + 25λ6,
L6℘1,1 =
1
2℘1,1,3,3 − ℘21,3 + 15λ8.
All genus 2 curves are hyperelliptic. The universal bundle of Jacobi varieties
of genus g hyperelliptic curves is a rational variety. This is Dubrovin-Novikov
theorem, see Sect. 4.3.1 where a fiber of the universal bundle is viewed as a level
surface of the integrals of motion for the gth stationary flow of the KdV system,
that is defined by a system of 2g algebraic equations in C3g whose degree increases
with genus. In the Sect. 4.3.1 the coordinates were introduced such that a fiber is
defined by 2g equations of degree 6 3.
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The Dubrovin–Novikov coordinates and the coordinates from Sect. 4.3.1 are
the same for the universal space of genus 1 curves. Namely, in C3 with coordi-
nates (x2, x3, x4), deg xi = i, the fiber over b = (g2, g3) ∈ B is determined by the
equations g2 = 12x
2
2 − 2x4, g3 = −8x32 + 2x4x2 − x23 and is parametrized by the
elliptic functions (x2, x3, x4) = (℘(u, b), ℘
′(u, b), ℘′′(u, b)), where u ranges over the
Jacobian Jb, the fiber of the bundle U → B. Further, in these coordinates one has
∆ = −432x32x23− 27x43+108x2x23x4+36x22x24− 8x34, and the derivations L0, L1 and
L2 of the field F are represented by the vector fields
L0 = 2x2∂x2 + 3x3∂x3 + 4x4∂x4 , L1 = x3∂x2 + x4∂x3 + 12x2x3∂x4 ,
L2 =
2
3 (x4 − 3x22)∂x2 + 3x2x3∂x3 + (3x23 + 2x2x4)∂x4 ,
which are tangent to the zero set of ∆ and have polynomial coefficients.
For the universal space of genus 2 curves the fiber over a point b = (λ4, λ6, λ8, λ10) ∈
B is defined in C6 with coordinates (x2, x3, x4, z4, z5, z6), deg xi = i, deg zj = j, by
the equations
6x22 − x4 + 4z4 + 2λ4 = 0, 8x32 − 2x2(x4 + 4z4) + x23 + 2z6 − 4λ6 = 0,
8z4x
2
2 − x2z6 + 2z24 − x4z4 + x3z5 − 2λ8 = 0, 8x2z24 − 2z4z6 + z25 − 4λ10 = 0
and is parametrized by the hyperelliptic Abelian functions
(x1, x2, x4) = (1, L1, L
2
1)℘1,1(u, b), (z4, z5, z6) = (1, L1, L
2
1)℘1,3(u, b),
where u = (u1, u3) ranges over the Jacobian Jb, the fiber of the bundle U → B.
Note that, by analogy with the elliptic case, the derivations of F found above
become polynomial vector fields tangent to the “discriminant.”
The Dubrovin–Novikov coordinates (U2, U3, . . . , U7), where degUi = i, are ex-
pressed via (x2, x3, x4, z4, z5, z6) by the formulas
U2 = x2, U3 = x3, U4 = x4, U5 = 4(3x2x3 + z5),
U6 = 4(3x
2
3 + 3x2x4 + z6), U7 = 4(36x3x
2
2 + 20z5x2 + 9x3x4 + 4x3z4).
Accordingly, the fiber over b ∈ B is parametrized as follows:
(U2, U3, U4, U5, U6, U7) = (1, L1, L
2
1, L
3
1, L
4
1, L
5
1)℘1,1(u, b).

CHAPTER 10
Algebro-geometric tau function
10.1. Introduction
In the mid-1970s, the results of Its, Matveev, Dubrovin and Novikov (see
[DMN976]) led to the discovery of a remarkable θ-functional formula to solve the
KdV equation ut = 6uux − uxxx. This solution was given as a second logarithmic
derivative of a Riemann theta-function:
(10.1) u(x, t) = − ∂
2
∂x2
ln θ(Ux+ V t+W ) + C, U ,V ,W = const ∈ Cg
This theta-function was constructed from a hyperelliptic curve Xg of genus g, while
the “winding vectors” U ,V are periods of Abelian differentials of the second kind
on Xg. Further, this formula is in a sense universal; it was generalized by Krichever
[Kri977] to other integrable hierarchies - these solutions were associated with other
algebraic curves. In this paper we consider the converse problem:
Given an algebraic curve Xg, its Riemann period matrix τ , and its Jacobi va-
riety Jac(Xg) = C/(1g ⊕ τ), we may construct θ-functions θ(z;M), z ∈ Jac(Xg);
then the fundamental Abelian functions on Jac(Xg) may be realized as the second
logarithmic derivatives of θ(u,M), ℘ij = −∂
2 ln θ(u;τ)
∂ui∂uj
+ Cij(τ). We wish to con-
struct all differential relations between these Abelian functions on Xg.
In the simplest case, the Weierstrass cubic, y2 = 4x3−g2x−g3, that is an alge-
braic curve of genus one. This is uniformized by the Weierstrass elliptic functions,
x = ℘(u), y = ℘′(u), and these differential relations read:
(10.2) ℘′′ = 6℘2 − g2
2
, ℘′
2
= 4℘3 − g2℘− g3.
In the case of higher genera, g > 1, the derivation of analogous equations becomes
much more complicated. In particular, the fundamental Abelian functions are now
partial derivatives of a function of g variables. The different approaches to this
problem form the main content of the paper. We restrict our analysis to the case
of (n, s)-curves introduced and investigated in this context by Buchstaber, Enolski,
and Leykin [BEL997b, BEL999]
(10.3) yn = xs +
∑
si+nj<ns
λijx
iyj .
These represent a natural generalization of elliptic curves to higher genera, and
include the general hyperelliptic curve (n = 2).
To any such curve we may associate an object which is fundamental to all
our treatments of this problem, the fundamental bi-differential, that is, the unique
symmetric meromorphic 2-form on Xg ×Xg, whose only second order pole lies on
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the diagonal Q = S, and which satisfies:
ω(Q,S)− dξ(Q)dξ(S)
(ξ(Q)− ξ(S))2 = f(S,Q)dξ(Q)dξ(S),
where f(S,Q) is holomorphic, and ξ(Q), ξ(S) are local coordinates in the vicinity
of a base point P , ξ(P ) = 0. Usually ω(Q,S) is realized as the second logarithmic
derivative of the prime-form or theta-function [Fay973]. But in our development
we use an alternative representation of ω(Q,S) in the algebraic form that goes back
to Weierstrass, Klein and which was well documented by Baker [Bak897]
(10.4) ω(Q,S) =
F(Q,S)
fy(Q)fw(S)(x − z)2 dxdz + du(Q)
Tκdu(S),
where Q = (x, y), S = (z, w), and the function F(Q,S) = F((x, y), (z, w)) is
a polynomial of its arguments with coefficients depending on the parameters of
the curve V . F(Q,S) is sometimes called the Kleinian polar. Finally, κ is a
symmetric matrix expressed in terms of the first and second period matrices, 2ω,
2η respectively, as κ = ω−1η and providing normalization of ω(Q,S). We will refer
to the first term on the right of (10.4), which involves the polynomial F(Q,S), as
the algebraic part, so that
ω(Q,S) = ωalg(Q,S) + du(Q)Tκdu(S).
This representation was recently by discussed also by Nakayashiki [Nak08a].
The algebraic representation of the fundamental differential, as described above,
lies behind the definition of the multivariate sigma function in terms of the theta-
function. This differs from θ by an exponential factor and a modular factor:
(10.5) σ(u) = C(M)exp
{
1
2u
Tω−1ηu
}
θ
(
1
2ω
−1u;M
)
.
Here the g × g matrices 2ω, 2η are the first and second period matrices, and M =
ω−1ω′. The modular constant C(M) is known explicitly for hyperelliptic curves
and a number of other cases, but its explicit form is not necessary here, for the
fundamental Abelian functions are independent of C(M). These modifications
make σ(u) invariant with respect to the action of the symplectic group, so that for
any γ ∈ Sp(2g,Z), we have:
(10.6) σ(u; γM) = σ(u;M).
The multivariate sigma-function is the natural generalization of the Weierstrass
sigma function to algebraic curves of higher genera, i.e. (n, s)-curves in this context.
In his lectures [Wei893], Weierstrass started by defining the sigma-function in
terms of series with coefficients given recursively, which was the key point of the
Weierstrass theory of elliptic functions. A generalization of this result to the genus
two curve was started by Baker [Bak907] and recently completed by Buchstaber
and Leykin [BL05], who obtained recurrence relations between coefficients of the
sigma-series in closed form. In addition, Buchstaber and Leykin recently found an
operator algebra that annihilates the sigma-function of a higher genera (n, s)-curve
[BL08]. The recursive definition of the higher genera sigma-functions remains a
challenging problem to solve, with [BL08] providing a definite step. We believe
that the future theory of the sigma and corresponding Abelian functions can be
formulated on the basis of sigma expansions that will complete the extension of the
Weierstrass theory to curves of higher genera.
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In this chapter we study the interrelation of the multivariate sigma and Sato
tau functions. The τ -function was introduced by Sato [SM980, SM981] in the
much more general context of integrable hierarchies. Here we deal with the ‘algebro-
geometric τ -function’ (AGT) associated with an algebraic curve. The AGT of the
genus g curve Xg is defined, following Fay, [Fay983, Fay989], as a function of the
‘times’ t = (t1, . . . , tg, tg+1, . . .), a point u ∈ Jac(Xg), as well as a point P ∈ Xg; it
is given by the formula
τ(t;u, P ) = θ
(
∞∑
k=1
Uk(P )tk + u
)
exp
12 ∑
m,n≥1
ωmn(P )tmtn
 .
Here the “winding vectors” Uk(P ) appear in the expansion of the normalized holo-
morphic integral v, the quantities ωmn(P ) define the holomorphic part of the ex-
pansion of the fundamental second kind differential ω(Q,S) near the point P . We
then introduce the τ -function by the formula:
τ(t;u, P )
τ(0;u, P )
=
σ
(∑∞
k=1(A)−1Uk(P )tk + u
)
σ(u)
exp
12
∞∑
k,l=0
ωalgk,l (P )tktl
 .(10.7)
This representation of τ in terms of σ was used by Enolski and Harnad [EH11]
to analyze the Schur function expansion of τ for the case of algebraic curves. Re-
cently A. Nakayashiki [Nak09] has independently suggested a similar expression
for the AGT in terms of multivariate σ-functions and studied properties of the
sigma-series. In this paper we concentrate on the application of this representa-
tion to the derivation of the differential relations between Abelian functions of the
(n, s)-curve, continuing and developing the work of [EH11].
Developing a further analogy with the Weierstrass theory of elliptic functions,
we represent the Abelian functions, that is, 2g-periodic functions on Jac(Xg), f(u+
2nω + 2n′ω′) = f(u) ∀n,n′ ∈ N, as second and higher logarithmic derivatives,
ζi(u) =
∂
∂ui
lnσ(u),(10.8)
℘ij(u) = − ∂
2
∂ui∂uj
lnσ(u), ℘ijk(u) = − ∂
3
∂ui∂uj∂uk
lnσ(u), etc(10.9)
where i, j, k etc. = 1 . . . , g. We should remark that the ζi(u) are not Abelian
functions. In this notation, the genus 1 Weierstrass equations (10.2) become
℘1111 = 6℘
2
11 −
g2
2
, ℘111
2 = 4℘311 − g2℘11 − g3
℘ij , ℘ijk, . . . are called Kleinian ℘-functions. They are convenient coordinates to
represent the dependent variables in the hierarchy of integrable systems.
We compare and contrast here three approaches to obtain the partial differen-
tial relations for the Abelian functions associated with the (n, s)-curve Xg, using
Kleinian ℘-functions as coordinates.
The first of these, and the best known, is the classical approach of comparing
two different expansions of the fundamental bi-differential; this yields first the solu-
tion of the Jacobi inversion problem for the curve, and in higher orders, a sequence
of differential relations involving the ℘ij .
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The τ -function approach to the derivation of completely integrable systems of
KP type has led to two different ways [DJKM983] to obtain relations between Tay-
lor coefficients of the τ function expansion. The first of these specifically exploits
the fact that these Taylor coefficients are determinants, i.e. Plu¨cker coordinates in
the Grassmannian, and they hence satisfy the Plu¨cker relations [Fay983]. The sec-
ond is based on the Bilinear Identity, which leads to the Residue Formula [Fay989]
involving differential polynomials in τ .
We consider and compare these two techniques, based on the τ -function method,
which give a derivation of the required differential relations; specializing to a par-
ticular algebraic curve, we consider its algebro-geometric τ -function. The special
feature of our development is that we define this τ -function in terms of the mul-
tidimensional σ-function of the curve, leading to coordinates that are explicitly
written in terms of Kleinian ℘-functions. The differential relations we find be-
tween these functions can be understood as arising from special solutions of in-
tegrable hierarchies of KP type, associated with the given curve (see for example
[Bak897, BEL997b, Nak08a]). We will describe the correspondence between in-
dividual differential equations for ℘-functions with Young tableaux defining Plu¨cker
relations. We illustrate these approaches by considering two particular examples:
the genus 2 hyperelliptic curves [Bak907], and the genus 3 trigonal curve (which
can be found in different places [BEL997b, BEL00, EEM+07]) The general
approach based on Plu¨cker coordinates for deriving KP-flows in terms of Kleinian
σ-functions was recently discussed by Harnad and Enolski [EH11]. Here we develop
this work and consider some non-trivial examples to clarify the interrelation of the
τ -functional formulation of integrable hierarchies and σ-functional approach. We
will also consider the relationship between of this derivation based on the Plu¨cker
relations and that based on the Residue Formula. Both give a systematic way of
generating the required relations, but the differences between the two approaches
are instructive.
10.2. Models algebraic curves and their θ,σ,τ-functions
Let V be a genus g ≥ 1 algebraic curve given by the polynomial equation
(10.10) f(x, y) = 0, f(x, y) = yn + yn−1a1(x) + . . .+ a0(x).
We shall consider in what follows two relatively simple curves of the class (10.10),
Example I: the hyperelliptic genus two curve
(10.11) y2 = 4x5 + α4x
4 + . . .+ α0
and
Example II: the cyclic trigonal genus three curve
(10.12) f(x, y) = y3 − (x4 + µ3x3 + µ6x2 + µ9x+ µ12).
We equip V with a canonical basis of cycles (a1, . . . , ag; b1, . . . , bg) ∈ H1(X,Z).
We denote by du = (du1, . . . , dug)
T the vector whose entries are independent holo-
morphic differentials of the curve V as well as their a and b-periods,
(10.13) 2ω =
(∫
aj
dui
)
i,j=1,...,g
, 2ω′ =
(∫
bj
dui
)
i,j=1,...,g
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The period matrix (2ω, 2ω′) is the first period matrix, and the matrix τ = ω−1ω′
belongs to the upper Siegel half-space, S : τT = τ, Im τ > 0.
The θ-function θ[α](u; τ) with characteristics [α] =
[
α′
T
α′′
T
]
, [2α] ∈ Zg × Zg
of the algebraic curve V of genus g is defined through its Fourier series
(10.14)
θ[α](u; τ) =
∑
n∈Zg
exp
{
iπ (n+α′)
T
τ (n+α′) + 2iπ (n+α′)
T
(u+α′′)
}
We introduce the associated meromorphic differentials dr = (dr1, . . . , drg)
T
and their periods
(10.15) 2η = −
(∫
aj
dri
)
i,j=1,...,g
, 2η′ = −
(∫
bj
dri
)
i,j=1,...,g
form the second period matrix (2η, 2η′). The period matrices satisfy the condition
(10.16)
(
ω ω′
η η′
)(
0 1g
−1g 0
)(
ω ω′
η η′
)T
= − iπ
2
(
0 1g
−1g 0
)
Here we denote the half-periods of the holomorphic and meromorphic differentials
by (ω, ω′) and (η, η′) in order to emphasize resemblance to the Weierstrass theory.
We will also use the notation A = 2ω and B = 2ω′ for the periods of holomorphic
differentials. Further we denote
(10.17) dv(Q) = (dv1(Q), . . . , dvg(Q)) = A−1du(Q)
as the vector of normalized holomorphic differentials.
The explicit calculation of canonical holomorphic differentials and the mero-
morphic differentials conjugate to them is well understood; in particular we have
Example I
du1 =
xdx
y
, du2 =
dx
y
,
dr1 =
x2 dx
y
, dr2 =
x(α3 + 2α4x+ 12x
2) dx
4y
;
Example II
du1 =
dx
3y
, du2 =
xdx
3y2
, du3 =
dx
3y2
,
dr1 =
x2dx
3y2
, dr2 = −2xydx
3y2
, dr3 = − (5x
2 + 3µ3x+ µ6)y
3y2
.
Remark 10.1. Note that our labeling of the differentials is the reverse of
[EEM+07], with the interchange 1 ↔ 2 in example 1, and (1, 2, 3) ↔ (3, 2, 1)
in example II.
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We introduce the fundamental bi-differential ω(Q,S) onX×X which is uniquely
defined by the conditions:
(i) it is symmetric:
(10.18) ω(Q,S) = ω(S,Q)
(ii) it has its only pole along the diagonal P = Q, in which neighborhood it is
expanded in a power series according to
ω(Q,S)− dξ(Q)dξ(S)
(ξ(Q)− ξ(S))2 =
∑
m,n≥1
ωmn(P )ξ(Q)
m−1ξ(S)n−1dξ(Q)dξ(S)(10.19)
(iii) it is normalized such that:
(10.20)
∮
aj
ω(Q,S) = 0, j = 1, . . . , g
The well known realization of the differential ω(Q,S) involves the Schottky-Klein
prime formE(Q,S), which is a (−1/2,−1/2)-differential defined for arbitrary points
Q,S ∈ X
(10.21) E(Q,S) =
θ[α]
(∫ S
Q du
)
hα(Q)hα(S)
where θ[α](u) is a θ-function with non-singular odd characteristics [α] and
hα(Q)
2 =
g∑
k=1
∂
∂uk
θ[α](0) dvk(Q)
The bi-differential ω(Q,S) is then given by
(10.22) ω(Q,S) = dQdS lnE(Q,S)
We emphasize that in this paper, we will instead rely on alternative “algebraic”
constructions of the differential ω(Q,S), as described in [Fay973]. By following
classical works such as [Kle886, Kle888], together with results documented in
[Bak897] we realize the differential ω(Q,S) in the form1
(10.23) ω(Q,S) =
F(Q,S)
fy(Q)fw(S)(x− z)2 dxdz + du(Q)
Tκdu(S)
where Q = (x, y), S = (z, w), and the function F(Q,S) = F((x, y), (z, w)) is
a polynomial of its arguments, with coefficients depending on the moduli of the
curve V . Finally, κ is a symmetric matrix κT = κ that is chosen to provide a
normalization of ω(Q,S); it is expressible in terms of the first and second period
matrices κ = ω−1η. We will refer to the term of ω(Q,S) including the polynomial
F(Q,S) as its algebraic part,
ω(Q,S) = ωalg(Q,S) + du(Q)Tκdu(S)
In the vicinity of a point P , where points Q and S are represented by local coordi-
nates ξ(Q) and ξ(S) respectively, the holomorphic part of ωalg(Q,S) is expanded
1The normalizing matrix κ is chosen here twice bigger then κ used earlier
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in the series
F(Q,S)dzdx
fy(Q)fw(S)(x− z)2
∣∣∣∣
x=x(Q),z=x(S)
− dξ(Q)dξ(S)
(ξ(Q)− ξ(S))2
=
∞∑
k,l=0
ωalgk,l (P )ξ(Q)
kξ(S)ldξ(Q)dξ(S)
where the set of holomorphic functions ωalgk,l (P ) defines a projective connection.
An algorithm to construct the polynomial F(Q,S) is known, see e.g. [Bak897]
and therefore functions such as ωalgk,l (P ) that are important for the construction are
considered as known. We shall present below some explicit expressions for F as
well as the few first terms of the expansions ωalg in the simplest cases:
Example I:
(10.24) ωalg(P,Q) =
F (x, z) + 2yw
4(x− z)2
dx
y
dz
w
, P = (x, y), Q = (z, w),
where
(10.25) F (x, z) = 4x2z2(x+z)+2α4x
2z2+α3xz(x+z)+2α2xz+α1(x+z)+2α0.
Expanding this gives:
ωalg0,0 = −
α4
8
,
ωalg0,1 = ω
alg
1,0 = 0,
ωalg0,2 = ω
alg
2,0 = −
16α3 − 3α24
128
, ωalg1,1 = 0,
. . .
Remark 10.2. For hyperelliptic curves, the coefficients ωalgi,j vanish if either of
i or j is odd.
Example II:
(10.26) ωalg((x, y), (z, w)) =
F((x, y), (z, w))dxdz
(x − z)2fy(x, y)fw(z, w)
with the polynomial F((x, y); (z, w)) given by the formula
F((x, y), (z, w)) = w2y2
+ w
(
w
[
f(x, y)
y
]
y
+ T (x, z)
)
+ y
(
y
[
f(z, w)
w
]
w
+ T (z, x)
)
(10.27)
and
T (x, z) = 3µ12 + (z + 2x)µ9 + x(x+ 2 z)µ6(10.28)
+ 3µ3x
2z + x2z2 + 2 x3z.(10.29)
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Expanding this about (∞,∞) gives:
ωalg0,0 = 0,
ωalg0,1 = ω
alg
1,0 = − 23µ3,
ωalg0,4 = ω
alg
4,0 = − 23µ6 + 59µ23,
ωalg1,3 = ω
alg
3,1 = − 23µ6 + 49µ23,
ωalg2,2 = 0,
. . .
Remark 10.3. ωalgi,j = 0 unless (i+ j) + 2 ≡ 0mod3. This is a consequence of
the cyclic symmetry of the curve.
We restrict ourselves to the case of algebraic curves with a branch point at
infinity, and take P = (∞,∞) to be the base point where we expand all our
functions.
If A is the matrix of a-periods of canonical holomorphic differentials, u1, . . . , ug,
then we define a set of ‘winding vectors’ as follows:
(10.30) Uk(∞) ≡ Uk = A−1Rk, k = 1, . . . , g,
where R1,R2, . . . are residues of canonical holomorphic integrals multiplied by dif-
ferentials of the second kind with poles of order k at infinity, giving:
Rk =
1
k
dk−1
dξ(Q)k−1
du(Q)
1
dξ(Q)
∣∣∣∣
Q=∞
.
Let v ∈ Jac(X) and θ(v) be a canonical θ-function, that is, a θ-function with
zero characteristics:
θ(v) =
∑
m∈Zg
exp
{
iπmT τm+ 2iπvTm
}
.
The principal point of this paper is the transition from θ to σ-functions. For any
point u ∈ Jac(X) we define:
(10.31) σ(u) = C(τ)θ(A−1u)exp
{
1
2
uTκu
}
,
where θ(v) is the canonical θ-function, and C(τ) is a certain modular constant that
we do not need for the results that follow. We note that this σ-function differs from
the “fundamental σ function” of the publications mentioned in the introduction by
the absence of a shift of the θ-argument by the vector of Riemann constants. Thus
σ(0) 6= 0.
We introduce the Kleinian multi-variable ζ and ℘-functions as above (10.9).
These functions are suitable coordinates to describe Abelian functions and the KP-
type hierarchies of differential relations between them.
In higher genera, the relations between Abelian functions become somewhat
lengthy. These relations can often be summarized concisely by developing a matrix
formulation of the theory, as has been done [BEL997b] in the hyperelliptic case.
However to avoid confusion we should point out that there is at present no known
relation between the Plu¨cker method and such a matrix summary of the results.
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The vector of normalized holomorphic differentials dv = (dv1, . . . , dvg)
T is
given by
(10.32) dv = A−1du, A =
(∮
aj
dui
)
The Sato-Fay algebro-geometric τ -function of the genus g curve V of arguments
t = (t1, . . . , tg, tg+1, . . .)
T , u ∈ Jac(X), P ∈ X is defined as
τ(t;u) = θ
(
∞∑
k=1
Uk(P )tk + u
)
exp
12 ∑
m,n≥1
ωmn(P )tmtn
(10.33)
Here the winding vectors defined in (10.30), Uk(P ), appear in the expansion of the
normalized holomorphic integral v in the vicinity of the given point P ∈ X ,
Q∫
P0
dv(Q′) =
∫ P
P0
dv(Q′) +
∞∑
k=1
Uk(P )ξ(Q)
k
with ξ(Q) being the local coordinate of the point Q in the vicinity of the given
point P , so that ξ(P ) = 0.
The quantities ωmn(P ) define the holomorphic part of the expansion of the
fundamental second kind differential ω(Q,S) near the point P according to (10.19).
Using the above definitions, we can see that the algebro-geometric τ -function is
given by the formula, equivalent to (1.7):
τ(t;u)
τ(0;u)
=
σ (
∑∞
k=1Rktk + u)
σ(u)
exp
12
∞∑
k,l=0
ωalgk,l tktl
 .(10.34)
Here ωalgk,l is the algebraic part of the holomorphic part of the expansion of the
bi-differential, as defined in Section 2:
F(Q,S)dzdx
fy(Q)fw(S)(x − z)2
∣∣∣∣
x=ξ(Q),z=ξ(S)
− dξ(Q)dξ(S)
(ξ(Q)− ξ(S))2
=
∞∑
k,l=0
ωalgk,l ξ(Q)
kξ(S)ldξ(Q)dξ(S),
where F is a polynomial of its variables whose construction is classically known
[Bak897], see also the recent exposition [Nak08b]. One can see that the non-
algebraic part, i.e. the normalizing bi-linear form, is absorbed into the σ-function.
Once we have an expression involving derivatives of the sigma function, we need
to convert this to an expression involving derivatives of the ℘-function. To do this
we start with the definition of the ζ function (10.8), which we write in the form
σi(u) = ζi(u)σ,
then repeated differentiation gives us a ladder of relations which enable us to re-
cursively express any derivative of sigma in terms of ℘ij...k, ζi and σ, all evaluated
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at u.
σij = σjζi − σ℘ij
σijk = σjkζi − σ℘ijk − σk℘ij − σj℘ik
...
In the following sections, we will look at different methods for constructing such
relations between the derivatives of σ, and hence between the Abelian functions
associated with the curve.
10.3. Solution of KP hierarchy
The starting point for this approach is the Klein formula, which compares two
different expressions for the fundamental bidifferential:
Theorem 10.1. Let the canonical holomorphic differentials of the curve f(x, y) =
0 be represented in the form
uk(x, y) =
Uk(x, y)
fy(x, y)
dx, k = 1, . . . , g;
then we have:
g∑
i,j=1
℘ij
(∫ (x,y)
P
du−
g∑
k=1
∫ (xk,yk)
P
du+KP
)
Ui(x, y)Uj(xk, yk)
= ωalg(x, y;xk, yk)
fy(x, y)
dx
fyk(xk, yk)
dxk
, k = 1, . . . , g
(10.35)
We note that the left hand side is singular where (x, y) equals any of the (xk, yk).
We now take the Laurent expansion of the two sides of (10.35) as (x, y) → P .
Equating corresponding terms on either side will give a polynomial equation in
(xk, yk), whose coefficients are differential expressions in the ℘ij . The leading term
in this series leads to the Jacobi inversion formula for the curve; higher terms lead
to other polynomials which must have the same roots, and differential relations
between the ℘ij then follow.
10.3.1. Case of genus two. The σ-functional realization of hyperelliptic
functions of a genus two curve has already been discussed in many places, see
e.g. [Bak897, BEL997b]. But we shall briefly describe here the principal points
of the construction to convey the structure of the theory that we wish to develop
for higher genera curves.
We consider the genus two hyperelliptic curve
(10.36) y2 = 4x5 + α4x
4 + . . .+ α0
The algebraic part of the fundamental bi-differential is given as above in eqn.
(10.24) [Bak897]. The first term in the expansion is independent of y:
℘12 + x℘11 − x2 = 0,
which is the x-part of the Jacobi inversion formula for this curve. This equation
gives us a way of reducing quadratic and higher terms in x to linear terms. The
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third term is also independent of y, and after elimination of higher powers of x
gives a relation linear in x.
(12℘1111 − 3℘211 − 12λ4℘11 − 2℘12 − 14λ3)x
+ 12℘1112 − 12λ4℘12 − 3℘11℘12 + ℘22 = 0.
Equating the coefficients of different powers of x separately to zero, we can solve
for ℘1111 and ℘1112 to find:
℘1111 = 6℘
2
11 + λ4℘11 + 4℘12 +
1
2λ3,(10.37)
℘1112 = 6℘11℘12 + λ4℘12 − 2℘22,(10.38)
to get the first two 4-index relations in the genus 2 case. Higher order terms follow
in a similar way from higher order terms in the expansion. The second term in the
expansion, the y-part of the Jacobi inversion formula, is linear in y, so can be used
to eliminate any y-dependent terms which arise at higher order.
At every stage we need to substitute for higher derivative terms (such as ℘11111,
for example) by using derivatives of previously derived relations. In addition, mul-
tiplication by a 3-index ℘ijk is sometimes useful, followed by substitution of known
relations which are quadratic in the ℘ijk . The first such relation is found to be
Jac6 : ℘
2
111 = 4℘
3
11 + α3℘11 + α4℘
2
11 + 4℘12℘11 + α2 + 4℘22.
It is often possible to obtain all or almost all of the required relations using
only terms from the expansion of (10.35) and differentiation or algebraic means, see
[EEM+07] for the case of the genus 3 trigonal curve. The two examples discussed
in this paper, the genus 2 hyperelliptic and the genus 3 cyclic trigonal can be studied
in this manner, although a small number of the high weight quadratic ℘ijk relations
in the trigonal case have not yet been derived in this way. A complication at higher
weight is that equations from the Kummer variety (see below) appear in addition,
and it is often difficult to separate these out. A similar complication occurs in the
methods described below.
A variation to the classical method described above, which avoids the prob-
lems associated with ideals containing the Kummer relation, is to build up a series
expansion of the σ-function in parallel to deriving the PDEs in the ℘ variables.
This approach was followed in [BG04, EEM+07]. The first equations from the
expansion of (10.35) are used, together with various results about the vanishing of
the sigma function on certain Θ-strata, and a knowledge of the weight of the sigma
expansion, to derive the first few terms in the sigma expansion. These can then be
used to derive some PDEs in the ℘, which are then used in a bootstrap fashion to
derive further terms in the sigma expansion, etc. In the case of the genus 6, (4, 5)
curve, [?], this method is used exclusively to derive the required equations.
10.3.2. Solving in Plu¨cker coordinates. The key to this approach is Sato’s
formula, Theorem (5.1) below. This gives an expansion of a ratio of τ -functions,
τ(t;u)
τ(0;u) , as a series of differential expressions which are rational in the τ -functions.
The t-dependence is given in terms of Schur polynomials sλ(t) in the times ti.
The coefficients of these polynomials are determinants of differential expressions
of τ , which are Plu¨cker coordinates on a Grassmannian. Such coordinates satisfy
the Plu¨cker relations - each partition λ can be expanded in hooks, and the corre-
sponding Plu¨cker coordinates are expressible, analogously to Giambelli’s formula,
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as determinants of single hook partitions. These relations give the differential rela-
tions for the Abelian functions which we seek.
For any partition λ : α1 ≥ α2 ≥ . . . ≥ αn of |λ| =
∑n
i=1 αi, the Schur polyno-
mial of n variables x1, . . . , xn is defined by
sλ(x) = det (pαi−i+j(x))i,j=1,...,n
where the elementary Schur functions pm(x) are generated by the series,
∞∑
m=0
pm(x)t
m = exp
{
∞∑
n=1
xnt
n
}
The first few Schur polynomials are
s1(x) = x1,
s2(x) = x2 +
1
2x
2
1, s1,1(x) = −x2 + 12x21,
s3(x) = x3 + x1x2 +
1
6x
3
1, s2,1(x) = −x3 + 13x31, s1,1,1(x) = x3 − x1x2 + 16x31
s4(x) = x4 + x1x3 +
1
2x
2
2 +
1
2x
2
1x2 +
1
24x
4
1, etc.
The Cauchy-Littlewood formula
exp
{
∞∑
n=1
nxnyn
}
=
∑
λ
sλ(x)sλ(y),
where sλ(x) is the Schur function of the partition λ : α1 ≥ α2 ≥ . . . ≥ αn, leads to
the Taylor expansion
f(x) = exp
{
∞∑
n=1
xn
∂
∂yn
}
f(y)
∣∣∣∣∣
y=0
=
∑
λ
sλ(x)sλ
(
1
n
∂
∂yn
)
f(y)
∣∣∣∣∣
y=0
Giambelli’s formula shows how to expand a Schur function sλ in hooks,
sλ(x) = det
(
sαi+1,1βj (x)
)
1≤i,j≤r
where hook notations, (n, 1m) are used. In what follows we shall also use the
Frobenius notation to describe the decomposition of a partition into finitely many
hooks:
(λ) = (α1, . . . , αr|β1, . . . , βr).
In particular, a single hook has the Frobenius notation:
(n, 1m) = (n− 1|m),
with n > 1 and m > 0; while a partition which decomposes into two hooks is
notated as:
(n,m, 2k, 1l) = (n− 1,m− 2|k + l + 1, k),
where n > m > 1, k > 0 and l > 0.
Theorem 10.2 (Sato formula ). Let τ(t;u) be any function of vector argu-
ments
U1t1,U2t2, . . . , t = (t1, t2, . . .) ∈ C∞
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where U1,U2 . . . is an infinite set of constant complex vectors from C
g and u ∈
Cg is a parameter. Suppose that τ(0;u) 6= 0. Then for any partition (λ) =
(α1, . . . , αr|β1, . . . , βr) and any u ∈ Cg
(10.39)
τ(t;u)
τ(0;u)
=
∑
λ
sλ(t) det
(
(−1)βj+1A(αi|βj)(u)
)
where the A(m|n)(u) with m ≥ 0, n ≥ 0 form a linear basis of the Grassmannian:
A(m|n)(u) = −A(n|m)(−u)
= (−1)n+1sm+1,1n(∂t)τ(t;u)
∣∣
t=0
τ(0;u)−1
=
m∑
α=0
pn+α+1(−∂t)pm−α(∂t)τ(t;u)
∣∣∣∣∣
t=0
τ(0;u)−1
(10.40)
and
∂t =
(
∂
∂t1
,
1
2
∂
∂t2
,
1
3
∂
∂t3
, . . . ,
)
Theorem 10.3 (Plu¨cker coordinates). For any partition (λ) = (α1, . . . , αr|β1, . . . , βr)
and any u ∈ Cg, the τ-function satisfies:
(10.41) τ(0;u)r−1sλ(∂t)τ(t;u)
∣∣
t=0
= det
(
sαi+1,1βj (∂t)τ(t;u)
∣∣∣
t=0
)
.
In particular, for any curve V , its Sato algebro-geometric τ -function has the
expansion
τ(t;u)
τ(0;u)
= 1 +A(0|0)(u)s1(t) +A(1|0)(u)s2(t)
+A(0|1)(u)s1,1(t) + . . .
= 1 +A(0|0)t1 +A(1|0)(t2 +
1
2 t
2
1) +A(0|1)(u)(−t2 + 12 t21) + . . .
(10.42)
where A(m|n)(u) as defined in (10.40) are the elements of the semi-infinite matrix
A,
A =

A(0|0)(u) A(0|1)(u) A(0|2)(u) . . . . . .
A(1|0)(u) A(1|1)(u) A(1|2)(u) . . . . . .
A(2|0)(u) A(2|1)(u) A(2|2)(u) . . . . . .
...
...
... . . . . . .
 = (A0,A1, . . . . . .)
with infinite vectors Ai, i = 1, 2, . . .. To more complicated partitions such as
(m1, . . . ,mk|n1, . . . , nk) we associate according to the Giambelli formula certain
minors of A,
A(m1,...,mk|n1,...,nk)(u) = det
(
A(mi|nj)(u)
)
i,j=1...,k
.
Note that these A’s are not independent – they satisfy the Plu¨cker relations. These
are a family of differential equations satisfied by τ , that represent a completely
integrable hierarchy of KP-type.
The definitions and relations given above are valid for any multivariate function
τ(t;u). Below we consider functions τ -functions constructed on the Jacobi varieties
of algebraic curves.
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To each symbol we shall put in correspondence its weight
℘1,...,1︸︷︷︸
k1
,2,...,2︸︷︷︸
k2
,...,g,...,g︸︷︷︸
kg
⇔
g∑
j=1
kjwj
where wi is the order of vanishing of the holomorphic integral
∫
dui at infinity. In
other words, if the curve has a Weierstrass point at infinity, then wi = 1 < w2 <
. . . < wg is the Weierstrass gap sequence at infinity.
For a given weight W consider all Young tableaux which decompose into only
two hooks, and write corresponding relations between multi-index symbols ℘i1,...,in .
The first non-trivial Young tableau corresponds to the partition λ = (2, 2). There
is only one multi-index symbol of weight 4, that is ℘1111(u) and its corresponding
Plu¨cker relation of any curve is of the form
(10.43) ℘1111(u) = polynomial of even symbols ℘ij(u)
For higher weights a larger number of multi-index functions can be constructed, and
this number grows rapidly with increasing weight. To find them in terms in the
form of polynomials of two-index functions, we shall write Plu¨cker relations corre-
sponding to independent tableaux of the same weight, and solve the corresponding
linear systems. The technique is best illustrated by examples.
We consider the genus two hyperelliptic curve, with the differentials and the
bidifferential chosen as in Example 1 above. The σ-functional realization of hy-
perelliptic functions of such a genus two curve has already been discussed in many
places, see e.g. [Bak897, BEL997b]. But we shall briefly describe here the prin-
cipal points of the construction to convey the structure of the theory that we wish
to develop for higher genera curves.
The algebraic part of the fundamental bi-differential is given as above in eqn.
(10.24) [Bak897].
ωalg(P,Q) =
F (x, z) + 2yw
4(x− z)2
dx
y
dz
w
, P = (x, y), Q = (z, w).
The simplest class of non-trivial Plu¨cker relations is found from the class of
Young diagrams which may be decomposed into two hooks, that is, those of the
form (2 + m, 2 + n, 2k, 1l), with m > n > 0, k > 0, l > 0. In Frobenius ‘hook’
notation these are (m+1, n|k+ l+ 1, l). The corresponding Plu¨cker relations read
(10.44) A(m+1,n|k+l+1,l) =
∣∣∣∣ A(m+1,k+l+1) A(m+1,l)A(n,k+l+1) A(n,l)
∣∣∣∣ .
These equations are all bilinear partial differential equations in the τ -function. They
may be expanded in terms of the Kleinian ℘ij and ζi functions.
The first Young tableau leading to a non-trivial Plu¨cker relation corresponds
to the partition λ = (2, 2), with Young diagram
.
Writing (10.41) in this case we obtain after simplification
(10.45) KdV4 : ℘1111(u) = 6℘
2
11(u) + 4℘12(u) + α4℘11(u) +
1
2α3.
This is of course the same equation as (10.37). The weight of the tableau is 4 in
this case, which is the same as the weight of the equation, defined as the weighted
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sum of indices in which the index “1” has weight 1 and index “2” has weight 3. We
will use this weight correspondence in other cases too, and will denote the weight of
the object by subscript i+3j where i and j are respectively the numbers of 1’s and
2’s in the multi-index relation. The relation (10.45) is the analogue of Weierstrass’
equation for ℘′′ in the genus 1 case.
The next group of tableaux are of weight 5, and correspond to the partitions
λ = (3, 2) and λ = (2, 2, 1), with their transposes, which give the same equations,
in the hyperelliptic case. Both these Plu¨cker relations lead to the equation(
ζ1(u) +
∂
∂u1
)
KdV4 = 0
i.e. the Young tableaux of weight 5 give no new equations and we conclude that
the following correspondence is valid{
λ = (2, 2)
λ = (3, 3), λ = (2, 2, 1)
}
⇐⇒ KdV4
At weight 6 we have three independent Young tableaux with (2, 2) centres
, , and .
The other two tableaux of weight 6
and
again give the same results as their transposes.
Remark 10.4. The Plu¨cker relations associated with any Young diagram and
its transpose are always the same for a hyperelliptic curve; however for general
curves, this is no longer true.
These three independent tableaux give an overdetermined system of three equa-
tions. After substituting for higher derivatives of the known relation (10.45), we
can solve for the two unknowns ℘1112 and ℘
2
111 to get
KdV6 : ℘1112 = 6℘12℘11 − 2℘22 + α4℘12(10.46)
Jac6 : ℘
2
111 = 4℘
3
11 + α3℘11 + α4℘
2
11 + 4℘12℘11 + α2 + 4℘22(10.47)
The relation (10.46) is another generalization of the equation for ℘′′ in the genus
one case, and is identical to (10.38) found using the classical method. The relation
(10.47) corresponds to Weierstrass’ equation for (℘′)2 in the genus one case. In
what follows we will always assume that higher derivatives of the known relations
at a lower weight have been eliminated.
At weight 7 we have 5 independent Young tableaux with (2,2) centres. The
resulting overdetermined system of equations, of weight 7, contain ζ1 multiplied by
linear combinations of the two weight 6 relations (10.47,10.46). In addition we get
a new relation at weight 7, namely
℘12℘111 − ℘122 − ℘112℘11 = 0
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We refer to relations of this type, linear in the three-index ℘ijk, as quasilinear.
These have no counterpart in the genus 1 theory. They can also be derived by
cross-differentiation between the two relations (10.45,10.46), since
∂
∂u2
℘1111 =
∂
∂u1
℘1112.
Equations KdV4 and KdV6 describe the genus 2 solutions of the KdV hierarchy
associated with the given curve. To describe the Jacobi variety and the Kummer
variety we must consider tableaux of higher weights.
For the tableaux of weight 8 we find a set of eight overdetermined equations
with solution given by
Jac8 : ℘
2
112 = α0 − 4℘22℘12 + α4℘212 + 4℘11℘212
KdV8 : ℘1122 = 2℘11℘22 + 4℘
2
12 +
1
2α3℘12,
And at weight 9 the only new relation is the quasilinear relation
8℘122℘11 − 4℘12℘112 − 4℘222 + 2α4℘122 − α3℘112 − 4℘111℘22 = 0
At weight 10 we have 18 overdetermined system of equations, which can be solved
for the 3 functions of weight 10, ℘1222, ℘
3
112, ℘111℘122, giving
KdV10 : ℘1222 = 6℘12℘22 + α2℘12 − 12α1℘11 − α0
Jac
(1)
10 : ℘111℘122 = − 12α1℘11 + 2℘22℘211 + 2℘11℘212 + α2℘12 + 4℘22℘12 + 12α3℘12℘11
Jac
(2)
10 : ℘
2
112 = α0 − 4℘22℘12 + α4℘212 + 4℘11℘212
The equations Jac8, Jac
(1)
10 , Jac
(2)
10 represent an embedding of the Jacobi variety as
a 3-dimensional algebraic variety into the complex space C5 whose coordinates are
℘11, ℘12, ℘22, ℘111, ℘112
At weight 12 we get the final 4-index relation for ℘2222 and two quadratic 3-
index relations for ℘112℘122 and ℘111℘222. We can continue in this manner at weight
14 to get more quadratic 3-index relations [BEL997b]. At the odd weights 11, 13,
15, we get quasilinear relations which can also be found by cross-differentiation.
As a practical point we note that the equations we derive can often contain ideals
generated by the lower weight relations, and some work is required to identify
genuinely new relations.
At weight 16 we have 117 independent relations giving an overdetermined sys-
tem of equations (we have checked only a selection of these). At this weight a
new feature occurs. As well as the equations expressing the quadratic 3-index term
℘122℘222 in terms of cubics in the ℘ij , we have terms which are quartic in the ℘ij .
We can pick one of these quartic terms, say ℘412, and solve for this and for ℘122℘222
to give us two relations. The relation involving a quartic in the ℘ij is just the
Kummer variety of the curve, which can also be found from the identity
(℘2111)(℘
2
112)− (℘111℘112)2 = 0.
This is the quotient of the Jacobi variety, Kum(X) = Jac(X)/u → −u. In the
case g = 2, the Kummer variety is a surface in C3 which is given analytically by a
quartic equation. The same quartic also appears, multiplied by ℘11, etc., at weights
18 and 20.
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10.3.3. Case of trigonal curve of genus three. As before we consider our
(3, 4) example, (2.3) whose holomorphic differentials are given in (2.x). [EEL00,
BEL00, EEM+07] (here we generally follow the notation of [EEM+07]). The
fundamental second kind differential is (10.26), (10.27),(10.29).
The first Young tableau leading to a non-trivial Plu¨cker relation, as in the
genus 2 case, corresponds to the partition λ = (2, 2). Writing (10.41) in this case
we obtain, after simplification,
℘1111 = 6℘
2
11 − 3℘22.
The weight of the tableau is again 4 in this case, which is the same as the weight
of the equation, defined as the weighted sum of indices in which the index “1” has
weight 1, index “2” has weight 2, and index “3” has weight 5. We will use this
weight correspondence in other cases too, and will denote the weight of the object
by subscript i + 2j + 5k where i, j and k are respectively the numbers of 1’s, 2’s
and 3’s in the multi-index relation. Note also that our notation is reversed with
respect to [EEM+07], with the interchange 1↔ 3.
In the trigonal case we no longer longer have the symmetry about the diagonal
of the tableau that we have in the genus 2 case, but we can restrict ourselves to
equations of even degree by taking the symmetric combination of the two tableaux
related by transposition. In the weight 5 case we have the symmetric combination
+ ,
which gives the weight 5 trigonal PDE
℘1112 = 6℘11℘12 + 3µ3℘11.
At weight 6 we have the three symmetric tableaux
+ , + , ,
which give a set of three overdetermined equations with the unique solution
℘2111 = 4℘
3
11 + ℘
2
12 + 4℘13 − 4℘11℘22,
℘1122 = 4℘13 + 2µ6 + 4℘
2
12 + 2℘11℘22 + 3µ3℘12.
Continuing in this way we recover the strictly trigonal versions of the full set of
equations given in [EEM+07].
10.3.4. Solving integrable hierarchies via residues. The this method of
deriving integrable equations on the Jacobians of algebraic curves is based on the fol-
lowing relation due to Sato, [SM980], [SM981], as applied to the algebro-geometric
context by Fay, [Fay983].
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Theorem 10.4 (Bilinear Identities). If S is a small circle about the point
P = (z, w) ∈ X, and Q = (x, y) ∈ X is an arbitrary point - then∮
S1
{
θ
(∫ Q
P
v − v(t)− u
)
θ
(∫ Q
P
v − v(T ) + u
)
×exp
{∫ Q
Ω(t+ T )
}
E(P,Q)−2
}
dx = 0.
(10.48)
where ∫ Q
ω(t) =
∞∑
n=1
tnx
−n +
∞∑
m,n=1
tnσmn
xm
m
and quantities σmn are coefficients of the expansion of the holomorphic part of
fundamental bi-differential (10.19). This becomes in terms of τ-function:
Resx=0
1
x2
[
exp
{
∞∑
1
tnx
−n
}
exp
{
−
∞∑
1
xn
n
∂
∂tn
}
τ(t;u)
× exp
{
∞∑
1
Tnx
−n
}
exp
{
−
∞∑
1
xn
n
∂
∂Tn
}
τ(T ;−u)
]
= 0
(10.49)
where τ(t;u) is the algebro-geometric τ-function defined above.
Proof. To prove the equivalence of (fay1) and (bilinear) note first that
(10.50) Ω(t+ t′) = Ω(t) + Ω(t′).
The factor in (10.48)
(10.51) θ
(
A(q)−A(p) −
∞∑
i=1
U iti − u
)
exp
{∫ P
P0
Ω(t)
}
can be expressed as
(10.52)
exp
{
∞∑
n=1
tnζ
−n
}
θ
(
A(q) −A(p)−
∞∑
i=1
U iti − u
)
exp
{
∞∑
m,n=1
Qmntn
ζm
n
}
.
Taking into account the form (10.33) for τ(t;u), the last two factors in the above
formula may be expressed
(10.53)
θ
(
A(q) −A(p)−
∞∑
i=1
U iti − u
)
exp
{
∞∑
m,n=1
Qmntn
ζm
n
}
= exp
{
−
∞∑
n=1
ζn
n
∂n
∂xn
}
τ(t;u),
which completes the proof of the equivalence of (10.49) and (10.48). 
Remark 10.5. Equations of this form were first written down in terms of
‘vertex operators’
exp
{
∞∑
1
tnx
−n
}
exp
{
−
∞∑
1
xn
n
∂
∂tn
}
for general τ -functions in the works of Sato; they may be understood as generating
functions for integrable hierarchies of Hirota bilinear equations.
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Using this theorem we may obtain partial differential equations relating the
Kleinian symbols, ℘ij , ℘ijk etc. To do that we first insert the expression for the
τ -function (10.7) and compute the residue. Then we equate to zero all coefficients
of monomials in t, obtaining partial differential equations for the σ-function at
argument u or −u. Next we let u → 0, and so σ(u), σ(−u) → σ(0); the ’time’
derivatives act on σ via its u-dependence, though, so σi(u) = −σi(−u)→ ±σi(0),
etc. We then replace the derivatives of the σ-function by derivatives of the ℘
function using the recursive relations described earlier.
Example I
In the genus 2 hyperelliptic case, the first nonvanishing relations occurs at t-
weight 3 in the ti, i.e. the coefficients of t
3
1 or t3. Both these give the first 4-index
relation
℘1111 = 6℘
2
11 + α4℘11 + 4℘12 +
1
2α3.
The next non-zero term is at weight 5, where we recover the relation for ℘1112, etc.
In contrast with the previous section, this approach only gives the even derivative
relations at odd t-weights.
The calculations by this approach, because they involve bilinear products of
τ -functions, soon become very computer-intensive, and we have not pursued them
very far.
Example II within this method we are able to recover all quadratic relations for
four indexed symbols ℘ijkl, 1 ≥ i, j, k, l ≤ 3 and cubic relations for three indexed
symbols ℘2ijk. We report here the quartic relation between even variables, that
should be one from relations defining Kummer variety of the (3,4)-curve,
℘412 − ℘322 − 2 ℘11℘33 + 2℘213 + 4 ℘212℘13 + ℘1113℘22 − 6℘11℘13℘22 + 4℘11℘12℘23
+ ℘211℘
2
22 − 2℘11℘212℘22 − 43℘1113℘211 + 8℘311℘13 + 2µ12 + 4µ6℘311 − 4µ6℘11℘22
+ 3µ3℘12℘13 + 3µ3℘11℘23 + µ3℘
3
12 + 2 µ6℘13 + µ6℘
2
12 + µ9℘12 − µ32℘311
− 3µ3℘11℘12℘22 = 0.
The detailed structure of the Kummer surface in the (3,4) case is receiving
further investigation and will be reported on elsewhere.

CHAPTER 11
Applications of two-dimensional σ-functions
11.1. Baker function for multi-dimensional σ-function
Let σ(u) = σ(u;V ) is multi-dimensional σ-function of the curve V . Following
Baker [Bak897, page 421] we introduce the function on Cg × Jac(V ).
Definition 11.1. Baker function Φ : Cg × JacV → C is given by the formula
Φ(u;α;V ) =
σ(α− u)
σ(α)σ(u)
exp(ζT (α)u),(11.1)
where ζT (α) = (ζ1(α), . . . , ζg(α))
Periodicity property: for any point Ω ∈ ΓV under the shift at a period Ωi
(11.2) Φ(u+Ωi;α) = ξi(α)Φ(u;α), Φ(u;α+Ωi) = Φ(u;α),
where ξi(α), i = 1, . . . , 2g are functions on Jac(V ) with essential singularities,
ξi(α) = exp(ζ
T (α)Ωi)−ETi α.
From the definition follows that
∇uΦ(u;α;V ) = −ζ(α− u)− ζ(u) + ζ(α)
be the vector-function on Jac(V )× Jac(V ).
In the case g = 1 the Baker function turns to
(11.3) Φ(u;α) =
σ(α− u)
σ(u)σ(α)
exp(ζ(α)u).
with the standard Weierstrass σ and ζ-functions. (11.3) represents a solution of
Lame´ equation,
(11.4)
{
d2
du2
− 2℘(u)− ℘(α)
}
Φ(u;α) = 0.
11.2. Second order differential equation for Baker function
Set
(11.5) L =
∑
1≥i≤j≤g
ai,j (Li,j − 2℘i,j(u))− E,
where ai,j and E do not depend in u. Natural to put the problem:
For constant E find a symmetric matrix (ai,j)i,j=1,...,g and vector k independent
in u such that
(11.6) LΨ(u,α,k) = 0, where Ψ(u,α,k) = Φ(u,α;V )exp{−uTk}
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Definition 11.2.1. The subvariety M(α,k, E) in Jac(V ) × Cg × C we shall
call the variety of solutions of the equation
(11.7) L(E)Ψ(u,α,k) = 0,
if for each its point (α,k, E), the equation (11.7) is satisfied identically in u.
Further we will present solution of the formulated problem in the case g = 2.
11.3. Solving the problem at the case g = 2
11.3.1. General case. Let V is the curve of genus two,
(11.8) V : ν2 − (4µ5 + λ4µ4 + λ3µ3 + λ2µ2 + λ1µ+ λ0)
u ∈ C2 For a given function φ(u) put φi(u) = ∂iφ(u), φi,j(u) = ∂i,jφ(u) etc.
i, j = 1, . . . , 2
The function φ(u) on C2 belongs to the class of functions B(σ(u), q), if σ(u)qφ(u)
be entire function.
Definition 11.3.1. The function φ(u) is called Bloch function associated with
the curve V with the Bloch factor ξ if
(11.9) φ(u + 2Ω(n,n′)) = ξ(n,n′,M)φ(u),
and ξ independent in u where Ω(n,n′) ∈ ΓV and M is the period matrix
M =
(
ω ω′
η η′
)
Introduce sub-class B(σ(u), q, ξ) in B(σ(u), q) of the Bloch functions with given
Bloch factor ξ. Baker function
(11.10) Φ(u,α) =
σ(u +α)
σ(u)σ(α)
exp{−uT ζ(α)}
belongs to the class B(σ(u), 1, ξ) where
(11.11) ξ = exp
{
2ζT (α)Ω(n,n′)−ET (n,n′)α
}
.
and at the fixed parameter α, vectors n,n′ and matrix of half periods M is defined
uniquely by the initial condition
σ(u)Φ(u,α)|u=0 = 1
Set
Fi,j(u;α) = Φi,j(u;α)− 2℘i,j(u)Φ(u;α), i, j = 1, 2.
Introduce the vector
(11.12) W (u;α)T =

Φ(u;α)
Φ1(u;α)
Φ2(u;α)
F1,1(u;α)
F1,2(u;α)
F2,2(u;α)
 .
The direct checking shows that components of σ(u)2W (u;α) belongs to B(σ(u), 2, ξ(α)),
where ξ(α)) is given by (11.11). Below we shall consider Bloch functions with the
Bloch factor (11.11).
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Put into correspondence with each entire function φ(u) the vector
p(φ) = (φ(0), φ1(0), φ2(0), φ2,2(0))
T ∈ C4
. The following lemma will play important role in what follows.
Lemma 11.0.1.
(11.13) p(σ(u)2W ) =

0 −1 0 0 0 0
1 0 0 ℘11(α) +
λ2
4 0 −℘22(α)
0 0 0 2℘12(α) ℘22(α) −2
0 ℘22(α) 2 2℘122(α) ℘222(α) 0

Proof. . 
In the basis of the construction of the variety of solutions lies the following
result
Theorem 11.1. Let φ(u) is a entire function such that φ(u)/σ(u)2 ∈ B(σ(u)2, 2, ξ(α)).
Then φ(u) ≡ 0 if p(φ) = 0.
Proof. Let us note that all six components of the vector σ(u)2W as well the
functions
φ(1)(u;α) = σ(u)2Φ(u;α),
φ(2)(u;α) = σ(u)2
[
Φ1(u;α)− 1
2
℘22(α)Φ2(u;α)
]
,
φ(3)(u;α) =
1
2
σ(u)2Φ2(u;α),
φ(4)(u;α) =
1
2
σ(u)2 [F22(u;α) + ℘22(α)Φ(u;α)] .
satify to the conditions of the theorem 11.1.
Put p(k) = p(φ(k)), k = 1, . . . , 4. Then
(11.14)

p(1)
p(2)
p(3)
p(4)
 =

0 1 0 0
−1 0 0 0
0 0 0 1
0 0 −1 0

Then we obtain from the lemma 11.0.1. 
Proposition 11.2. The function
(11.15) φ(u) = σ(u)2
(
exp(uTk)L exp(−uTk))Φ(u;α)
satisfies to the conditions of the theorem 11.1 and therefore equation (11.7) is valid
if and only if p(φ) = 0.
Proof. Direct computation leads to the formula
φ(u) = σ(u)2
(11.16)
×
{∑
ai,j [Fi,j(u;α)− kjΦi(u;α)− kiΦj(u;α) + kikjΦ(u;α)] + EΦ(u;α)
}
.
It is easy to check that the function φ(u) is entire. To complete to proof is
sufficient to notice that that after dividing by σ(u)2 we obtain the Bloch function
with the Bloch factor (11.11). 
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Theorem 11.3. The subvariety M(λ,k, E) in Vλ ×C2×C is described by the
following system of equations
a1,1k1 + a1,2k2 = 0,
a1,1℘11(α)− a2,2℘22(α) + (a11k21 + 2a12k1k2 + a22k22) +
1
4
λ2 + E = 0,
a1,1℘12(α) + a1,2℘22(α)− a2,2 = 0,
a1,1℘122(α) + a1,2℘222(α) + 2a1,2k1 + 2a2,2k2 = 0.
Corollary 11.3.1. The variety of solutions of the equation (11.7) is defined
by the variety
(11.17) M(Jac(V )) = {α ∈ Jac(V )|a1,1℘12(α) + a1,2℘22(α)− a2,2 = 0}
and the following functions on M(Jac(V ))
ki(α) =
a1,1
2δ
(a1,i℘122(α) + a1,2℘222(α)), i = 1, 2(11.18)
E = − 1
4δ
a1,1 (a1,1℘2,2,1(α) + a1,2℘2,2,2(α))
2
+ a2,2℘2,2(α)(11.19)
The components of the quasimomenta Q are then given as
(11.20) Qi(α) = −ζ1(α)− ki(α), i = 1, 2.
Using genus two formulae in the Appendix 2 we obtain effective description of
the varietyM(Jac(Vλ)).
The matrix (ai,j)i,j=1,2 defines the involution on C
(11.21) κ : C→ C : κ(µ) −→ a1,2µ− a2,2
a1,1µ− a1,2
with the fixed points µ∗1,2 defined as roots of the equation
a1,1µ
2 + 2a1,2µ+ a2,2 = 0
Introduce the variety
(11.22) M(Sym2(Vλ)) = {(µ1, ν1), (µ2, ν2) ∈ Sym2(Vλ) : µ2 = κ(µ1).}
Direct checking leads to the following result
Lemma 11.3.1. The Abel map
Sym2(V ) −→ Jac(Vλ)
is setting the equivalence between M(Sym2(Vλ)) and M(Jac(Vλ)
It is remarkable that by using the Corollary and Lemma (11.3.1) we find that
the energy value is expressible in terms of Kleinian polar F (P,Q) being computed
in the two fixed points µ∗1,2 of the involution κ, namely
Theorem 11.4. The restriction of the function (11.19) on the varietyM(Jac(Vλ))
is independent in α and equals
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E =
1
2
δa31,1F (µ
∗
1, µ
∗
2)
(11.23)
=
1
4
(a1,2a
2
1,1λ1 + 4a1,2a
2
2,2 + a1,2a1,1λ3a2,2 + a
3
1,1λ0 + a
2
1,1λ2a2,2 + a1,1a
2
2,2λ4)
Using results from the Appendix 2 we find description of Jac(Vλ). Denote
(z1, z2) = (℘222, ℘122), (v1, v2, v3) = (℘22, ℘12, ℘11)
, Then from the formulae given in the Appendix 2 we get equations
z21 − 4v3 + λ3v1 + 4v31 + 4v2v1 + λ4v21 + λ2 = 0,(11.24)
z1z2 −
(
λ1
2
+ 2v22 − 2v1v3 +
λ3v2
2
+ 4v21v2 + λ4v1v2
)
= 0,(11.25)
z22 − (λ0 − 4v2v3 + λ4v22 + 4v1v22) = 0.(11.26)
Direct calculations leads to the result
Theorem 11.5. The variety Jac(Vλ) is described in the space C
3 with coordi-
nates v1, v2, z by the following equation
A(v1, v2)z
4 +B(v1, v2)z
2 + C(v1, v2)
2 = 0(11.27)
where
A(v1, v2) = v2 +
1
4
v21(11.28)
B(v1, v2) = −6v32v1 − v22λ2 − v2λ0 − v32λ4 − 2v31v22(11.29)
+
1
2
v2λ1v1 − 1
2
v22λ3v1 −
1
2
λ4v
2
1v
2
2 −
1
2
v21λ0
C(v1, v2) =
1
2
(4v32 − v1λ0 + 4v21v22 + v2λ1 + v22λ3 + v1λ4v22)(11.30)
Therefore we obtained the explicit description of the variety Jac(Vλ) in the
terms of initial curve as 4-sheeted branch covering over the plane C2 with coordi-
nates v1, v2. According to the Corollary we obtain now the explicit description of
M(Jac(Vλ)) as a plane curve.
a(v)z4 + b(v)z2 + c(v)2 = 0,(11.31)
Theorem 11.6. To complete the description of Jac(Vλ) it is sufficient to con-
sider the following cases
• If a1,1 6= 0 then the variety M(Jac(V )) is described as algebraic variety in
C2 with coordinates (v, z) by the following equation (11.31), where a, b, c
are obtained from A(v1, v2), B(v1, v2), C(v1, v2) by the substitution
v1 = v, v2 =
1
a1,1
(a2,2 − a1,2v)
• It a1,1 = 0, a1,2 6= 0 then the variety M(Jac(V )) is described as algebraic
variety in C2 with coordinates (v, z) by the equation (11.31)
v1 =
a2,2
a1,2
, v2 = v
• a1,1 = 0, a1,2 = 0, a2,2 6= 0 the variety M(Jac(V )) is empty.
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11.4. Variety of solutions in the rational limit
Tending parameters λk → 0 of the curve V we get the equation
(11.32) 9u22a1,1 + (−18u2u1 − 3u42)a1,2 + (−6u1u32 + 9u21 + u62)a2,2 = 0
The curve (11.32) can be uniformized as
α1(t) =
1
3
√
− δ
a32,2a
3
1,2
sinh(t)(11.33)
×
(
δ sinh(t)2 + 3a2,2a1,2
√
− δ
a22,2
cosh(t)− a21,2,
)
α2(t) =
√
− δ
a32,2a
3
1,2
sinh(t),
where δ = a1,1a2,2 − a21,2.
The potential and the Bloch function are of the form
U = 63a1,1 − 3a1,2u
2
2 + 6a2,2u2u1 + a2,2u
4
2
(3u1 − u32)2
(11.34)
Ψ(u;α) =
u1 + α1(t)− 13 (u2 + α2(t))3
(u1 − 13u32)(u1(t)− 13u32(t))
×exp
{
3
−u1 + α22(t)u2
3α1(t)− α32(t)
− k1(t)u1 − k2(t)u2
}
(11.35)
where
ki(t) =
a1,i
2δ(3α1 − α32)3
× (−18a1,1α2(2α32 + 3α1) + 6a1,2(9α21 + 21α1α32 + α62))(11.36)
and the uniformizing functions αi(α) are given in (11.33)
The energy in the rational limit is given as E = δa1,2a
2
2,2
11.5. Reduction to elliptic functions
Let us consider the case N = 2. The corresponding algebraic curve has the
form,
(11.37) y2 = 4z(z − β1)(z − β2)(z − γ1)(z − γ2),
where β1β2 = γ1γ2. Let us set
a =
(√
γ1 −√γ2√
γ1 +
√
γ2
)2
, b =
(√
β1 −
√
β2√
β1 +
√
β2
)2
.
Then the holomorphic differentials on the Riemann surface of (11.37) reduce to
elliptic ones,
(11.38)
z ±√β1β2
y
dz = ∓1
4
√
(1− a±1)(1− b±1)√
β1β2
dµ±
ν±
,
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where V± = (µ±, ν±) are elliptic curves with ν
2
± = ±(1−µ±)(a±1−µ±)(b±1−µ±)
and Jacobi moduli k2± = (1 − a±1)/(1− b±1)
If we put c1 = β1 + β2 − γ1 − γ2 and
ξ1 =
β2Pβ1 − β1Pβ2
β2 − β1 , ξ2 = Pβ1β2 − β1β2c1(11.39)
ξ3 = Pβ1β2 + β1β2c1 − c1
β2Pβ1 − β1Pβ2
β2 − β1(11.40)
ξ4 = Pβ1β2 − β1β2c1 − c1(β2Pβ1 + β1Pβ2),(11.41)
where
Pβ = ℘12(u) + β℘22(u)− β2,
Pβγ = βγ℘22(u) + (β + γ)℘12(u) + ℘11(u)− F (β, γ)
4(β − γ)2 ,
with the function F given in (13.77).
Then the associated with the considered reduction case singular Kummer sur-
face or Plu¨cker surface is parametrised by Jacobi elliptic functions with the moduli
k±,
c4c
2
3c
2
1ξ
4
1 + c
2
3ξ
4
3 + c
2
1ξ4 + c4ξ
4
2 + 2(c2c1 − c23)(ξ22ξ23 + c21ξ21ξ24)
+2c1(c2 − c1)(ξ22ξ24 + c23ξ21ξ23)− 2c1c2(ξ23ξ24 + c4ξ21ξ23) = 0,(11.42)
where c1 = β1 + β2 − γ1 − γ2, c2 = β1 + β2, c3 = β1 − β2, c4 = c21 + c23 − 2c2c1 and
ratios fi = ξi/ξ4, i = 1, 2, 3 are expressed in terms of Jacobi elliptic functions as
follows
f1(u) = (β1 − β2)cn (u+; k+) cn (u−; k−),
f2(u) = (γ1 − γ2)dn (u+; k+) dn (u−; k−),
f3(u) = (β1 − β2)sn (u+; k+) sn (u−; k−),(11.43)
where sn2 (u±; k) = (1− µ±)/(1− a±1).
Moreover, one can invert (11.39–11.41) to find the expressions of the coordinates
of the Kummer surface in terms of elliptic functions. Namely, we have
℘11 = β1β2
A(f2(u) + f3(u))−B(f1(u) + f3(u)
A−B + f2(u)− f1(u) ,(11.44)
℘12 = β1β2
A−B + f1(u)− f2(u)
A−B + f2(u)− f1(u) ,(11.45)
℘22 =
B(f3(u)− f1(u))−A(f3(u)− f2(u))
A−B + f2(u)− f1(u) ,(11.46)
where A = β1 + β2, B = γ1 + γ2
Theorem 11.7. The spectral problem{(
1− C
p
)
∂2
∂w21
+
(
1 +
C
p
)
∂2
∂w22
− U(w)
}
Ψ(w;α)
= λ(α)Ψ(w;α)(11.47)
being associated with the curve (11.37), with p = β1β2 = γ1γ2, where the potential
has the form
U(w) = f1(w)(B − C) + f2(w)(−A+ C) + C(B −A)
f1(w)− f2(w) +B −A ,(11.48)
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with A = β1 + β2, B = γ1 + γ2, C be a constant, is solved on the Bloch variety
M = {(α)|f1(α)(−2p2 + CB) + f2(α)(2p2 − CA) + f3(α)C(A−B) = 0}
at the fixed energy level
(11.49) λ(α) = −A−B + C
2
AB − 2C(A+B) + 4p2
p2 − C2
Proof. It follows from the reduction formulae,
(11.50) u2 − pu1 = − w1√
γ1 +
√
γ2
, u2 + pu1 = − w2√
γ1 +
√
γ2
,
Therefore the operator
∑
i,j Λij
∂2
∂ui∂uj
turns to(
2p2Λ11 − 2pΛ12
) ∂2
∂w21
+
(
2p2Λ11 + 2pΛ12
) ∂2
∂w22
under the condition Λ22 = Λ11p
2 = Λ. Let us denote C = Λ12Λ ; then the potentialU =∑i,j Λij℘(u) takes the form (11.48). To calculate the spectral value λ(α) we
use the condition
(11.51) Λ22 = Λ11℘12(α) + Λ12℘22(α)

Remark 11.1. The Plu¨cker surfaces parametrized by the Kleinian σ–functions
were used in [ES96] to construct the Lax representation for the two–particle sys-
tems, the dynamics of which is split to two tori.
11.6. Two-dimensional Schro¨dinger equation with Abelian potential
In this section we describe the variety of solutions of the equation
(11.52) L(E)ψ(u;α, β, k) = 0
where
L(E) = ∂1,2 − 6℘1,2(u) + E
and
ψ(u;α, β, k) =
σ(u+ α)σ(u + β)
σ(u)2σ(α)σ(β)
exp{−uT (ζ(α) + ζ(β) − k)},
where ζ(v) = (ζ1(v), ζ2(v))
T ; here α, β, k ∈ C2 and E do not depend on u and are
the parameters.
Consider the universal fiber-bundleW of the symmetric squares Sym2(Jac(Vλ))
of Jacobians. Introduce a vector-function p([α, β], λ) = (x; y; z) on W , where
x = (x1, x2, x3) and xi+j−1 = ℘i,j(α) + ℘i,j(β);
y = (y1, . . . , y4) and yi+j+k−2 = ℘i,j,k(α) + ℘i,j,k(β);
z = (z1, . . . , z5) and zi+j+k+ℓ−3 = ℘i,j,k,ℓ(α) + ℘i,j,k,ℓ(β);
the brackets [·, ·] are used to denote an unordered pair.
Denote by M = M([α, β], λ; k1, k2, E) the variety of solutions of equation
(11.52).
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Theorem 11.8. M =M1 ∪M2, where:
M1 =M([α, β], λ; k1, 0, 0) is a subvariety in W defined by the system of equations
(11.53)
{
x2 = 0, x3 = 0, y3 = 0, y4 = −2k1;
λ0 = − 18 (3k1y2 + z1), λ1 = 0, λ2 = k21 − 2x1, λ3 = z5;
M2 =M([α, β], λ; 0, 0, E) is a subvariety in W defined by the system of equations
(11.54){
x2 = −E2 , x3 = 0, y3 = 0, y4 = 0,
λ0 = − 132 (E(8x1 + z4) + 4z2), λ1 = E
2
4 , λ2 =
1
2 (z4 − 4x1), λ3 = 2E + z5.
The theorem admits of a direct proof based on the fact that the entire function
φ(u) = σ(u)3Lψ, by construction, belongs to a linear space of dimension 9. Both
equations (11.53) and equations (11.54) impose the conditions that a germ at origin
of the corresponding function φ(u) is zero modulo monomials of order > 3, while
the coefficients of the decomposition of the function φ(u) with respect to a basis are
completely restored from the germ. The direct deduction of the equations (11.53)
and (11.54) uses the following segment of σ-function series expansion:
σ(u, λ) = u1 +
1
24 (λ2u
3
1 − 8u32)+
1
48 (
1
40 (λ
2
2 + 2λ1λ3)u
5
1 − 4λ0u41u2 − 2λ1u31u22 − 2λ2u21u32 − λ3u1u42) +O(u7).
Complement the vector-function p with rank 1 matrices of functions
T = {Ti+j−1,k+ℓ−1 = (℘i,j(α) − ℘i,j(β))(℘k,ℓ(α)− ℘k,ℓ(β))}
and
S = {Si,k = (℘i,2,2(α)− ℘i,2,2(β))(℘k,2,2(α)− ℘k,2,2(β))},
and define a mapping w :W → C21 : ([α, β], λ) 7→ ((x; y; z), T, S).
Theorem 11.9. The mapping w is a meromorphic embedding. Under it the
varieties M1 and M2 are taken to families of 3–dimensional algebraic subvarieties
N1(k1) and N2(E) in C21.
Using formulae from Appendix 2 the proof follows.
Define a family of mappings γ(·, · ; k1, E) : C2 → Sym2(Sym2(C2)) :
(q, r) 7→ ([[(µ+1 , ν+1 ), (µ+2 , ν+2 )], [(µ−1 , ν−1 ), (µ−2 , ν−2 )]]),
where (µ±, ν±) are the solutions of systems
(11.55)
{
µ2 − E2 + q
√
r = 0
ν = −2k1µ+ (q2 + µ)√r
and
{
µ2 − E2 − q
√
r = 0
ν = −2k1µ− (q2 + µ)√r
.
We also need a family of mappings δ(·, ·, · ; k1, E) : C3 → C4 :
(q, r, s) 7→ ( 112r[E − 2k1q + 4(Es− q2)2], 14E2, k21 + 34r, 2E + 4sr).
Let  : Jac(Vλ) → Sym2(Vλ) ⊂ Sym2(C2) be Jacoby mapping, inverse to Abel
mapping. The mapping  induces mapping
χ :W → Sym2(Sym2(C2))× C4 : χ([α, β], λ) = ([(α), (β)], λ).
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Theorem 11.10. There exist the following families of parameterizing mappings
R1 : C
3 →M1 and R2 : C3 →M2, that are uniquely defined by the relations
χ(R1(q, r, s)) = (γ(q, r; k1, 0), δ(q, r, s; k1, 0))
and
χ(R2(q, r, s)) = (γ(q, r; 0, E), δ(q, r, s; 0, E)).
Proof uses essentially an explicit description of the varieties N1 and N2 men-
tioned in Theorem 11.9 and the canonical mapping C21 → Sym2(Sym2(C2)) × C4
that is constructed on the ground of explicit expression of the values of basis Abel
functions at a point ξ ∈ Jac(Vλ) in terms of rational functions on (ξ) (see Appendix
2).
Theorem 11.10 suggests the following algorithm of construction of solutions of
equation (11.52).
Let a collection (q, r, s; k1) be given. Then the equation of the curve Vλ is given
by
ν2 = 4µ5 + 4rsµ3 + (k21 +
3
4
r)µ2 − qr
6
(k1 − 2q3).
Using the roots of system (11.55) at E = 0, we find
α1 =
∫ (µ+1 ,ν+1 )
∞
+
∫ (µ+2 ,ν+2 )
∞
dµ
ν
, β1 =
∫ (µ−1 ,ν−1 )
∞
+
∫ (µ−2 ,ν−2 )
∞
dµ
ν
,
α2 =
∫ (µ+1 ,ν+1 )
∞
+
∫ (µ+2 ,ν+2 )
∞
µdµ
ν
, β2 =
∫ (µ−1 ,ν−1 )
∞
+
∫ (µ−2 ,ν−2 )
∞
µdµ
ν
.(11.56)
A subvariety inM1 that is singled out by fixing the values of parameters {λ0, λ1 =
0, λ2, λ3} is a plane curve
Γ = {(k1, q) ∈ C2 | 2q(2q3 − k1)(λ2 − k21)− 9λ0 = 0},
with involution (q, k1) 7→ (−q,−k1), while the parameters s = 3λ316(λ2−k21) and r =
4
3 (λ2 − k21) become functions on it. The set of roots of (11.55) through calculation
of the integrals (11.56) defines the pair [α, β] as a function on Γ.
Let a collection (q, r, s;E) be given. Then the equation of the curve Vλ is given
by
ν2 = 4µ5 + 2(E + 2rs)µ3 +
3
4
rµ2 +
1
4
E2µ+
1
12
r(E + 4(Es− q2)2).
The pair [α, β] is found by formulas (11.56) using the roots of system (11.55) at
k1 = 0. A subvariety in M2 that is singled out by fixing the values of parameters
{λ0, λ1, λ2, λ3} consists of eight points with multiplicities.
The above results stay under various degenerations.
For instance, at λ = 0 we obtain E = 0, and the equation α21 − α1β1 + β21 = 0
describes the variety of solutions M([(α1, 0), (β1, 0)], 0;−3/(α1 + β1), 0, 0). This
example played an important role in our study. The operator ∂11+∂22−6(℘11+℘22)
in contrast to operator ∂12− 6℘12 has no eigenfunctions of the form ψ(u;α, β, k) at
λ = 0, and therefore its variety of solutions is empty in general case, due to the fact
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that any construction with σ(u;λ) admits of a continuous passing over the limit
λ→ 0.

CHAPTER 12
Baker-Akhiezer functions
12.1. Universal Abelian coverings of curves
12.1.1. Construction of basic functions. Let V is non-degenerate alge-
braic curveof genus g and Jac(V ) is its Jacobian.
Denote by W = {((x, y), [γ])} the space of pairs ((x, y), [γ]), where (x, y) ∈ V
and γ is a path on V that starts at the point ∞, ends at the point (x, y), and
belongs to the equivalence class [γ]. The paths γ′ and γ′′ are considered to be
Abelian equivalent if the closed path composed of the path from ∞ to (x, y) along
γ′ and the return path to the initial point along γ′′ is homologous to zero. Recall
that the values of the integrals along the path do not depend on the choice of the
representative of the class [γ]. Therefore we get single-valued functions on W ,
ui(x, y) =
∫
[γ]
dui and ri(x, y) =
∫
[γ]
dri, i = 1, ..., g,
Definition 12.1.1. The space W called the universal Abelian covering of the
curve V
The space W is a smooth two-dimensional variety. It covers the curve by the
map W → V : (x, y), [γ])→ (x, y). The map A : W → Cg defined by the formulae
A((x, y), [γ]) = (u1(x, y), . . . , ug(x, y), [γ]) is holomorphic embedding that cover the
Abel map, A : V → Jac(V ) = Cg/2ω ⊕ 2ω′ . Denote by W o the variety W
without the points (∞, [γ]) and by V o curve V without infinite point. The map
A∗ :W o → Cg defined by the formulae A∗((x, y), [γ]) = (r1(x, y), . . . , rg(x, y), [γ]) is
holomorphic embedding that covers the Abel map, A∗ : V o → Jac∗(V ) = Cg/2η ⊕
2η′ . Note that for every 1 ≤ k ≤ g the limit of product
uk(x, y, [γ])rk(x, y, [γ])
at (x, y)→∞ exists, finite and non-zero.
12.1.2. Master function. Here we construct systems of linear differential
operators for which the universal Abelian covering W of hyperelliptic curve V is
their common spectral variety.
Definition 12.1. For a fixed point ((x0, y0), [γ0]) where (x0, y0) 6=∞ introduce
the function
Φ : C× Cg ×W → C
Φ(u;w) =
σ(α − u)
σ(u)
exp
(
uT
∫ (x,y)
(x0,y0)
dr
)
,
where (x, y) ∈ V , w = ((x, y), [γ]), u ∈ Cg, and α = A(w) and integrsl is computed
over path γ′ from the point (x0, y0) to (x, y) such that γ0 + γ
′ ∈ [γ]
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The function Φ is called master function because it allow to obtain the fore-
going results
Theorem 12.1. The function Φ = Φ(u;w) solves the Schro¨dinger equation
with the potential 2℘gg(u)
(12.1) (∂2g − 2℘gg(u))Φ = (x+
λ2g
4
)Φ,
with respect to ug for all w ∈ W .
Proof. From (2.61)
∂gΦ =
y + ∂gP(x;u)
2P(x;u) Φ,
where P(x;u) is given by (2.49), hence:
∂2gΦ
Φ
=
y2 − (∂gP(x;u))2 + 2P(x;u)∂2gP(x;u)
4P2(x;u)
and by (3.8) and (3.1) we obtain the theorem. 
From the viewpoint of classical theory differential equation the theorem 12.1
describes solution of the one-dimensiona Schro¨dinger equation with almost periodic
potential of the variable ug.
Let us introduce the vector ΨT = (Φ,Φg), where Φg stands for ∂gΦ.
Theorem 12.2. For every genus g ≥ 1 the vectors Ψ = Ψ(u;w) satisfy to the
equations
(12.2) ∂kΨ = Lk(x)Ψ, k = 1, . . . , g,
where Lk(x) are defined by (3.7).
In virtue of corollary 3.5.1 the systems of equations (12.2) are compatible
Proof. In the accordance with the results of the preceding section the matrix
elements Lk(x) have the form:
L0(x) =
(
V0 U0
W0 −V0
)
, Lk(x) = DkL0(x)−
(
0 0
℘gk 0
)
,
where
U0 = x
g −
g∑
i=1
xi−1℘gi, V0 = −1
2
∂gU0,(12.3)
and W0 = −1
2
∂2gU0 + (x+ 2℘gg +
1
4
λ2g)U0.
Remark that U0 = P(x;u). On the other hand we have from (2.61)
Φj
Φ
=
(yDj + ∂j)P(x;u)
2P(x;u) =
(yDj + ∂j)U0
2U0
.
Hence using the equality
(∂jU0) + (∂gU0)(DjU0)− U0(∂g(DjU0)) = 0,
which is valid due to (3.2), we obtain
Φj = UjΦg +ΦVj .
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Differentiating the last equality by ug and expressing Φgg after (12.1) we obtain
Φgj = −VjΦg +ΦWj ,
what proves the theorem. 
Corollary 12.2.1. Let the vector uT = (u1, . . . , ug) be identified with the
vector
(tg, . . . , t3, t2 = t, t1 = z). Then the function Φ = Φ(u0,u; (y, x)) solves the problem[(
0 ∂/∂z
∂/∂t 0
)
−
( U(z, t) 0
− 14Uz(z, t) − 12U(z, t) + 18λ2g
)](
Φ
Φz
)
= x
(
Φ
Φz
)
,
where U(z, t) = 2℘gg + 14λ2g and subscript means differentiation.
Theorem 12.3. The function Φ = Φ(u0,u; (y, x)) solves the system of equa-
tions
(∂k∂l − γkl(x,u)∂g + βkl(x,u))Φ = 1
4
Dk+l
(
f(x)
)
Φ
with polynomials in x
γkl(x,u) =
1
4
[∂kDl + ∂lDk]
g+2∑
i=1
xi−1hg+2,i and
βkl(x,u) =
1
8 [(∂g∂k + hg+2,k)Dl + (∂g∂l + hg+2,l)Dk]
g+2∑
i=1
xi−1hg+2,i
− 1
4
2g+2∑
j=k+l+2
xj−(k+l+2)
[(
k+1∑
ν=1
hν,j−ν
)
+
(
l+1∑
µ=1
hj−µ,µ
)]
for all k, l ∈ 0, . . . , g and arbitrary (y, x) ∈ V .
The most remarkable aspect of the equations of Theorem 12.3 is the balance of
powers of the polynomials γkl, βkl and of the “spectral part”, the umbral derivative
Dk+l(f(x)):
degxγkl(x,u) 6 g − 1−min(k, l),
degxβkl(x,u) 6 2g − (k + l),
degxDk+l(f(x)) = 2g + 1− (k + l).
Here f(x) is as given in (2.1) with λ2g+2 = 0 and λ2g+1 = 4.
Remark that the definition of the functions {hi,k} with the help of relations
(4.3) and (4.4) readily yields the following formula, which reexpress the functions
{hi,k}i,k≤g in terms of basis functions {℘gj , ℘ggj , ℘gggj} and of the constant λ2g:
hi,k = (8℘gg + λ2g)℘gi℘gk + 2℘gi℘g,k−1 + 2℘g,i−1℘gk+
℘ggi℘ggk − ℘gggi℘gk − ℘gi℘gggk.
Thus all the coefficients in the differential equations from the theorem 12.3 are
polynomials in x and in the basis functions {℘gj , ℘ggj , ℘gggj} .
Proof. The construction of the operators Lk yields
Φlk =
1
2 (∂lUk + ∂kUl)Φg +
(
VlVk +
1
2 (∂lVk + ∂kVl + UkWl +WkUl)
)
Φ.
184 12. BAKER-AKHIEZER FUNCTIONS
To prove the theorem, we use (12.1.2) and that (cf. Lemma 4.2.2 ) :
Dk(V0)Dl(V0) +
1
2Dk(U0)Dl(W0) +
1
2Dl(U0)Dk(W0) =
− 116
(
detH
[
g+1
g+1
g+2
g+2
])
(1, x, . . . , xg+1−k)H
[
l
k
...
...
g+2
g+2
]
(1, x, . . . , xg+1−l)T ,
having in mind the relations hg+2,g+2 = 0 and hg+2,g+1 = 2, we obtain the theorem
from properties of the matrix H . 
Consider as an example of Theorem 12.3 the case of genus 2.
(∂22 − 2℘22)Φ = 14 (4x+ λ4)Φ,
(∂2∂1 +
1
2℘222∂2 − ℘22(x+ ℘22 + 14λ4)− 2℘12)Φ = 14 (4x2 + λ4x+ λ3)Φ,(12.4)
(∂21 + ℘122∂2 − 2℘12(x + ℘22 + 14λ4))Φ = 14 (4x3 + λ4x2 + λ3x+ λ2)Φ.
And the Φ = Φ(u0, u1, u2; (y, x)) of the curve
y2 = 4x5 + λ4x
4 + λ3x
3 + λ2x
2 + λ1x+ λ0
solves these equations for all x.
By eliminating step by step from the left hand sides of (12.4) the dependence
in x we come to the new equivalent system of equations:
Λ22Φ =(∂
2
2 − 2℘22)Φ = 14 (4x+ λ4)Φ,
Λ12Φ =(∂2∂1 − ℘22∂22 + 12℘222∂2 + ℘222 − 2℘12)Φ = 14 (4x2 + λ4x+ λ3)Φ,
(12.5)
Λ11Φ =(∂
2
1 − 2℘12∂22 + ℘122∂2 + 2℘22℘12)Φ = 14 (4x3 + λ4x2 + λ3x+ λ2)Φ.
This example illustrates the general fact that for the systems of equations described
by Theorem 12.3 one can iteratively eliminate dependence on x in their left-hand
sides.
Corollary 12.3.1. Calculating the commutators of the triple of operators
Λ22,Λ12,Λ11, we find:
[Λ12,Λ22] = −2℘222A,
[Λ11,Λ22] = −4℘122A,
[Λ11,Λ12] = −6℘112A,
where
A = ∂1 − ∂32 + (3℘22 +
1
4
λ4)∂2 +
3
2
℘222.
The operator A is the difference between ∂1 and the positive part of the formal
fractional power
[
(L)3/2
]
+
of the operator L = ∂22 − (2℘22 + 16λ4), i.e. it is the A-
operator of the L–A pair of the classical KdV equation with respect to the function
2℘22 +
1
6λ4.
This corollary illustrates general property of operators {Λk,l} which are ob-
tained after elimination of x from the equations of Theorem 12.3: commutation
yields operators from Lax pairs of the integrable systems.
We shall also mention here that the Theorem 12.3 can be written in the form
of addition theorem of the kind ”point + divisor”
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Theorem 12.4. Let (w, z) ∈ V is arbitrary and
{(y1, x1), . . . , (y1, x1)}
is the Abelian pre-image of the point u ∈ Jac(V ) Then the functions ℘k,l satisfy to
the addition law
℘k,l
(∫ z
a
du+ u
)
=
1
4
Zk(u; z, w)Zl(u; z, w)
+ Zg(u; z, w)γk,l + βk(u; z)(12.6)
where polynomials in z βkl and γkl are given in the formulation of the Theorem
12.3,
Zj(u; z, w) =
(wDj + ∂j)P(z;u)
2P(z;u) ,
where Dj is the umbral derivative of order j and ∂j is the partial derivative by the
variable uj.
In particular,
℘gg
(∫ z
a
du+ u
)
= −(℘gg(u) + z + 1
4
λ2g)
+
1
4
(
w −∑gi=1 zg−i℘g−i+1,g,g(u)
P(z;u)
)2
.(12.7)
The formula (12.7) can be found e.g. in [Bak897], p.218.
12.2. General Baker-Akhiezer function
A problem arises to characterise the master function described in the Sect. 12.1.
That can be done using the theory of so called General Baker-Akhiezer function,
that was developed by Krichever [Kri977]. In the further exposition we will follow
to the review [BK06] .
Let V be a non-singular algebraic curve of genus g with distinguished points Pα
and fixed local coordinates k−1α (Q) in neighbourhoods of these distinguished points,
where k−1n (Pn) = 0 for n = 1, . . . , l. Let us fix a family q = {qn(k)} of polynomials,
(12.8) qn =
∑
i
tn,ik
i.
In [Kri977] it was shown that for any generic family of points v1, . . . , vg there is a
function ψ(t, Q), unique up to proportionality, such that:
(a) ψ is meromorphic on V outside the points Pn and has at most simple poles
at the points vs (if they are distinct);
(b) ψ can be represented in a neighbourhood of Pn as
(12.9) ψ(t, Q) = exp
(
qn(kn)
)( ∞∑
s=0
ξs,n(t)k
−s
)
, kn = kn(Q).
We choose a point P0 and normalize the function ψ by the condition
(12.10) ψ(t, P0) = 1.
It should be stressed that the Baker–Akhiezer function ψ(t, Q) is determined by its
analytic properties with respect to the variable Q. It depends on the coefficients
tn,i of the polynomials qn as on external parameters.
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The existence of the Baker–Akhiezer function is proved by presenting an explicit
theta function formula [Kri977]. We introduce some necessary notation. First of
all, we recall that fixing a basis ai, bi of cycles on V with canonical intersection
matrix enables us to define a basis of normalized holomorphic differentials ωi, the
matrix B of their b-periods, and the corresponding theta function θ(z) = θ(z |B).
The basis vectors ek and the vectors Bk = {Bkj} span a lattice in Cg, and the
quotient by this lattice is a g-dimensional torus J(Γ), the so-called Jacobian of the
curve Γ. The map A : Γ 7−→ J(Γ) given by the formula
(12.11) Ak(Q) =
∫ Q
Q0
ωk
is referred to as the Abel map. If a vector Z is defined by the formula
(12.12) Z = κ−
g∑
s=1
A(γs),
where κ is a vector of Riemann constants depending on the choice of basis cycles
and on the initial point of the Abel map Q0, then the function θ(A(Q) + z) (if it is
not identically zero) has exactly g zeros on Γ coinciding with the points γs,
(12.13) θ(A(γs) + Z) = 0.
We note that the function θ(A(Q) + Z) itself is multivalued on Γ, but the zeros
of this function are well defined. Let us introduce differentials dΩα such that
the differential dΩα,i is holomorphic outside Pα, has a pole at Pα of the form
dΩα = d(k
i
α + O(k
−1
α )), and is normalized by the condition
∮
ai
dΩα = 0. We
denote by 2πiUα,i the vector of its b-periods with coordinates
(12.14) 2πiUα,i,k =
∮
bk
dΩα,i.
Using the translation properties of the theta function, one can show that the func-
tion ψ(t, Q) given by the formula
(12.15) ψ(t, Q) = Φ(x,Q) exp
(∑
α,i
tα,i
∫ Q
P0
dΩα,i
)
,
where
(12.16) Φ(x,Q) =
θ(A(Q) + x+ Z) θ(A(P0) + Z)
θ(A(Q) + Z) θ(A(P0) + x+ Z)
and
(12.17) x =
∑
α,i
tα,iUα,i,
is a single-valued function of the variable Q on Γ. It follows from the definition of
the differentials dΩα,i that this function has the desired form of essential singularity
at the points Pα, and it follows from (12.13) that the function ψ has poles outside
these points at the points γs.
The proof of the uniqueness of the Baker–Akhiezer function is reduced to the
Riemann–Roch theorem, according to which a meromorphic function on V of genus
g having at most g generic poles is constant. Indeed, suppose that the analytic
properties of a function ψ˜ coincide with those of ψ. Then the function ψ˜ψ−1 is a
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meromorphic function on Γ whose number of poles does not exceed g. Hence, this
is a constant which is equal to 1 due to the normalization condition (12.10).
We present another assertion which is needed in what follows and whose proof
also reduces to the Riemann–Roch theorem. For any positive divisor D =
∑
niQi
we consider the linear space L(q, D) of functions having poles outside the points
Pα at the points Qi and of multiplicities at most ni and having the form (12.8) in
a neighbourhood of Pα. As was proved in [Kri977], the dimension of this space is
equal to dimL(q, D) = d− g + 1 for generic divisors of degree d =∑ni > g.
The function Φ(x,Q) given by formula (12.16) belongs to the class of the so-
called factorial functions [Bak897]. This is a multivalued function on Γ. A single-
valued branch of it can be singled out if one draws cuts on Γ along a-cycles. In
what follows we use the notation Γ∗ for the curve Γ with such cuts.
Lemma 12.2.1. For any generic family of points γ1, . . . , γg the formula (12.16)
with the vector Z defined by (12.12) defines a unique function Φ(x,Q), where
x = (x1, . . . , xg) and Q ∈ Γ, having the following properties:
1) Φ is a single-valued meromorphic function of Q on Γ∗ having at most
simple poles at the points γs (if they are all distinct);
2) the boundary values Φ±j (x,Q), Q ∈ aj , on the different sides of the cuts
satisfy the conditions
(12.18) Φ+j (x,Q) = e
−2πixjΦ−j (x,Q), Q ∈ aj ;
3) Φ is normalized by the condition
(12.19) Φ(x, P0) = 1.
As in the case of Baker–Akhiezer functions, for any effective divisor D =∑
niQi one can introduce the notion of associated linear space L(x,D) as the
space of meromorphic functions on Γ∗ having poles at the points Qi of multiplic-
ities not exceeding ni and such that the boundary values on the sides of the cuts
satisfy (12.18). It follows from the Riemann–Roch theorem that for a generic divisor
of degree d = g the dimension of this space is equal to
(12.20) dimL(x,D) = d− g + 1.
According to (12.20), the dimension of the space of factorial functions with poles
of multiplicity at most two at the points γs is equal to g + 1 for any generic family
of points γ1, . . . , γg. The following assertion can be regarded as an explicit repre-
sentation of a set of g functions which, together with the function Φ, define a basis
in this space.
Lemma 12.2.2. For any generic family of points γ1, . . . , γg the function Ck(x,Q)
given by the formula
(12.21)
Ck(x,Q) =
θ(A(Q) + Z +A(γk)−A(P0)) θ(A(Q) + x+ Z −A(γk) +A(P0))
θ2(A(Q) + Z) θ(A(P0) + x+ Z) θ(2A(γk)−A(P0) + Z) ,
where Z is defined by (12.12), is a unique function such that:
1) Ck, as a function of the variable Q ∈ Γ∗, is a meromorphic function with
at most simple poles at the points γs, s 6= k, and a second-order pole of
the form
(12.22) Ck(x,Q) = θ
−2(A(Q) + Z) +O(θ−1(A(Q) + Z))
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at the point γk;
2) the boundary values C±k,j(x,Q), Q ∈ aj , of the function Ck on the different
sides of the cuts satisfy the equations
(12.23) C+k,j(x,Q) = e
−2πixjC−k,j(x,Q), Q ∈ aj ;
3)
(12.24) Ck(x, P0) = 0.
The uniqueness of a function Ck having the above properties is an immediate
corollary to the Riemann–Roch theorem. The fact that the function Ck given by
the formula (12.21) satisfies these conditions can be verified immediately. Indeed,
the function θ(A(Q) + Z) vanishes at the point γk, and hence the equality (12.21)
means that Ck has a second-order pole with normalized leading coefficient at this
point. It follows from the equality (12.12) that the first factor in the numerator
vanishes at the point P0 and at the points γs, s 6= k. Since the first factor of the
denominator has a second-order pole at all points γs, the function Ck has first-
order poles at the points γs, s 6= k, and a second-order pole at the point γk. The
difference between the arguments of the theta functions containing A(Q) in the
numerator and the denominator is equal to x. This, together with the monodromy
relations implies (12.23).
12.3. Multiplication theorem
Krichever and Novikov introduced in [KN987] analogues of Laurent bases (KN-
bases) to solve the problem of operator quantization for closed bosonic strings.
These bases are analogues of Laurent bases in the case of algebraic curves of ar-
bitrary genus with a pair of distinguished points. In essence, these bases ψn(A),
A ∈ Γ, are a special case of the Baker–Akhiezer functions of a discrete argument
n ∈ Z. As was noted in [KN987], in this case the discrete Baker–Akhiezer functions
ψn satisfy the remarkable relation
(12.25) ψn(A)ψm(A) =
g∑
k=0
ckn,mψn+m+k(A),
which was a foundation of the notions of almost graded algebras and modules over
them.
The notion of continuous analogue of KN-bases was introduced in the pa-
pers [GN01],[GN03] of Grinevich and Novikov, where it was proved that in a
special case the corresponding Baker–Akhiezer functions ψ(t1, A) of a continuous
argument satisfy the equation
(12.26) ψ(t1, A)ψ(t2, A) == Lψ(t1 + t2, A),
where L is a differential operator of order g with respect to the variable t1 and
replaces the difference operator on the right-hand side of (12.25),
(12.27) L = ∂
g
∂tg3
−
g∑
j=1
aj(t1, t2, t3)
∂g−j
∂tg−j3
The Baker-Akhiezer technique permits to show that relation (12.26) is a par-
ticular case of the more genera relation
(12.28) Ψ(u, (x, y))Ψ(v, (x, y)) = LΨ(w, (x, y))|w=u+v , u, v ∈ Cg
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We describe now modification of the Baker-Akhiezer function that permits to
find effectively coefficients aj of the operator L. A special degenerate case of the
Baker–Akhiezer function namely, the basis KN-function with parameter u ∈ Cg, is
realized in terms of the σ-function in the form
(12.29) Ψ
(
u, (x, y)
)
=
σ(A(x, y; [γ]) − u)
ψ(x, y; [γ])σ(u)
exp
{−〈A∗(x, y; [γ]), u〉},
where ψ(x, y; [γ]) is the function given by the formula
(12.30) ψ(x, y; [γ]) = exp
{∫
[γ]
〈A∗((x′, y′), [γ′]), dA(x′, y′)〉
}
where the path γ′ is a part of the path from the base point to the point (x′, y′),
〈a, b〉 = ∑ aibi and A∗((x, y), [γ]) - is the map dual to the Abel map given by
thasis seconf kind integrals with poles only in the base point, where the following
expansion over local parameter is valid
A∗((x(ξ), y(ξ)), [γ]) =
(
ξ−w1(1 + a∗1(ξ)), . . . , ξ
−wg (1 + a∗g(ξ))
)T
where a∗i (ξ) are series over positive powers of ξ with coefficients from Q[λ].
The function Ψ is single-valued on Cg × V . As a function on V , it has g zeros
A−1(u) ∈ X and a unique essential singularity∞ ∈ V , at which it has the behaviour
Ψ ∼ ξ−g exp{p(ξ−1)}(1 + O(ξ)), where p is a polynomial of degree not exceeding
2g− 1. For instance, in the hyperelliptic case we have the following expansion with
respect to the local parameter ξ at this singular point:
(12.31) Ψ
(
u, (x(ξ), y(ξ))
)
= ξ−g exp
{
−ρ(ξ)
( g∑
i=1
uiξ
−2i+1
)}(
1 +O(ξ)
)
,
where ρ(ξ)2 = 1+
∑
i>1 λ2iξ
2i. Thus the function Ψ is a degeneration of the Baker–
Akhiezer function, corresponding to gluing an essential singularity and g poles at
the base point ∞ ∈ V . Due to these properties, Ψ is an extremely convenient tool.

CHAPTER 13
Application of the trigonal Abelian functions
13.1. Introduction
The present work is devoted to development of a method of integration of non-
linear partial differential equations on the basis of uniformization of the Jacobi
varieties of algebraic curves with the help of ℘–functions of several variables, the
theory of which was founded by Klein. Our studies in this direction (see the re-
view [BEL997b]) are motivated by the fact that under such uniformization the
most important nonlinear equations of mathematical physics appear naturally and
explicitly.
Klein [Kle888] proposed to construct the theory of an analog of the elliptic
Weierstrass σ–function for the curves of genus > 1 as the theory of a function of
several variables, which is closely related with θ–functions and has the complemen-
tary property of modular invariance. The differential field of Abelian functions on
the Jacobi variety of a curve is generated by the derivatives of order > 1 of the
logarithm of σ–function, that is by the functions
℘i1,i2,...,ik(u,λ) = −
∂k log σ(u,λ)
∂ui1∂ui2 · · · ∂uik
, k > 2.
In the work of the authors [BEL997b] for the hyperelliptic curves of genus g the
set of 3g basis ℘–functions on the Jacobian is presented, for which the fundamental
algebraic relations are written down explicitly. For the case g = 2 these results may
be derived from the work of Baker [Bak907], while the theory constructed by the
authors for g > 2 requires a substantial development of the classical methods. It
is necessary to indicate that the works of classical period lack for any comparison
of the differential relations obtained with the problems of the theory of partial
differential equations, despite the fact that from the relations for g = 2 obtained
in [Bak907] one can deduce solutions of a number of differential equations, which
were topical already at that time (such as, e.g., the “sine–Gordon” equation). As an
exeption could serve Baker’s [Bak903], but even in this article the link with known
in that time important equations of mathematical physics has not been discovered;
the paper [Bak903] was analysed in the context of completely integrable equations
in [Mat00].
Our approach to the theory in the general case is based on the use of the models
of curves which are called (n, s)–curves in [BEL999]. The hyperelliptic curves of
genus g are (2, 2g + 1)–curves in this terminology. Below we presents the results
for (3, g+1)–curves, which are the so-called trigonal curves of genus g. In the class
of (n, s)–curves the cases n = 2 and n = 3 are distinguished, as it is in these cases
that the inequalities, which play an important roˆle in construction of the theory,
n 6 g = (n−1)(s−1)2 < s for the genus g of the curve hold.
191
192 13. TRIGONAL ABELIAN FUNCTIONS
The paper represents itself extended and improved version of the recent paper
[BEL00]. §13.2 contains the necessary preliminaries and introduces the important
in the sequel notion of the universal space Ug of g–th symmetric powers of trigonal
curves. The main result of §13.3 is Theorem 13.1 that gives an explicit description
of the space Ug as an algebraic subvariety in a complex linear space of dimension
4g, or 4g + 2, if g = 3ℓ, or g = 3ℓ + 1. In §13.4 we obtain an explicit realization
of the Kummer variety of a trigonal curve as an algebraic subvariety in Cg(g+1)/2
defined by a system of (g−1)g2 polynomial equations of degree not greater than 5.
The effectiveness of our approach is illustrated by the example of a non-hyperelliptic
curve of genus 3. In §13.5 we single out the collection of 4g ℘–functions on the Jacobi
variety of a trigonal curve, which uniformize the algebraic varieties constructed
in §13.3. This section contains the necessary facts on σ–functions. In §13.7 we
analyze the differential relations obtained from the viewpoint of the theory of partial
differential equations. Particularly, by comparing with the analogous results for the
hyperelliptic case, we show, that the theory of ℘–functions is an effective tool of
the characterization of the Jacobians by analytic means.
The authors are grateful to S. P. Novikov, who greatly influenced our under-
standing of the subject of the present study.
13.2. Universal space of g–th symmetric powers of trigonal curves
Let gcd(g+1, 3) = 1. The possible values of g are g = 3ℓ and g = 3ℓ+1, where
ℓ = 1, 2, . . . .
Definition 13.2.1. We call trigonal such a linear in parameters λ = {λ0, λ3, . . . }
polynomial fg(x, y;λ) with the coefficients at the highest powers of x and y respec-
tively equal to −1 and 1 that it is homogeneous of weight deg fg = 3(g + 1) with
respect to the grading deg x = 3, deg y = g + 1 and deg λi = 3g + 3− i > 0.
It follows from the definition that a trigonal polynomial has the form
fg(x, y;λ) = y
3 − y2(
[ g+13 ]∑
j=0
λ2g+2+3jx
j)− y(
[ 2g+23 ]∑
j=0
λg+1+3jx
j)
− (xg+1 +
g∑
j=0
λ3jx
j),(13.1)
and depends on a collection 2g+3 parameters λ = {λ0, λ3, . . . , λ3g+1, λ3g+2}. The
set of subscripts of the members of the collection λ runs over all the numbers of the
form 3a+(g+1)b with non-negative integers a and b in the range from 0 to 3g+2,
and there are exactly g missing numbers, so-called gaps, that form the Weierstrass
sequence (for more detail see [BEL999]).
Definition 13.2.2. We call a graded space, the points of which are the collec-
tions λ, the moduli space Mg of the trigonal polynomials of weight 3(g + 1), and,
thus Mg ∼= C2g+3.
At numerical values of the parameters {λk} the set of zeros of the trigonal
polynomial {(x, y) ∈ C2 | fg(x, y;λ) = 0} is an affine model of the plane trigonal
curve V (x, y) of genus not greater than g. Under the condition of non-degeneracy
of the polynomial fg, i.e., when the values of the parameters {λk} are such that
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the triple of polynomials {fg(x, y;λ), ∂∂y fg(x, y;λ), ∂∂xfg(x, y;λ)} has no common
zeros, the curve V (x, y) is non-singular, and its genus is equal to g.
Any entire rational function on the curve V (x, y), i.e. a function that takes
finite values at the points of the affine model V , can be written down in the so-
called normal form p(x, y) = p2(x)y
2+p1(x)y+p0(x), where p0(x), p1(x) and p1(x)
are some polynomials in x. The highest weight of the monomials xiyj that occur
in the polynomial p(x, y) is called the order of the entire rational function. In the
sequel we need the following facts (see, e.g., [Bak897, Che948]): the number of
zeros of an entire rational function p(x, y) on the curve V (x, y), i.e. the number
of pairs {(ξ, η) ∈ C2 | fg(ξ, η;λ) = 0, p(ξ, η) = 0}, is equal to its order; an entire
rational function on the curve having 2g + n zeros (n > 0) is defined by a set of
g + n parameters.
It is known [Dub981, Mum984] that Abel map takes k–th symmetric power
of a curve V (x, y) into its Jacobi variety Jac(V ). At k equal (or greater than) the
genus of the curve Abel map is “onto”. Below we need the following variant of Abel
Theorem: on the set of zeros of an entire rational function on the curve Abel map
takes the zero value.
Further the symbol (X)k stands for the k–th symmetric power of a space X .
Definition 13.2.3. The space Ug ⊂ (C2)g×Mg of all collections ({(xi, yi)}i=1,...,g;λ)
such that fg(xi, yi;λ) = 0 for all i = 1, . . . , g is called the universal space of g–th
symmetric powers of trigonal curves V .
The triple (Ug,Mg, pU), where pU is the canonical projection, is called the uni-
versal bundle of g–th symmetric powers of trigonal curves V .
Through the whole paper we shall illustrate the results obtained on the exam-
ples of the trigonal curves of lower genera:
f3(x, y;λ) = y
3 − (λ11x+ λ8)y2 − (λ10x2 + λ7x+ λ4)y−
(x4 + λ9x
3 + λ6x
2 + λ3x+ λ0).
and
f3(x, y;λ) = y
3 − (λ13x+ λ10)y2 − (λ14x3 + λ11x2 + λ8x+ λ5)y−
(x5 + λ12x
5 + λ9x
3 + λ6x
2 + λ3x+ λ0).
Example 13.1. Let us agree to over-line the non-gap entries to the Weier-
strass gap sequence. Than at the cases of genera 3 and 4 the correspondingly the
Weierstrass sequences read
0, 1, 2, 3, 4, 5, 6, 7, . . .
0, 1, 2, 3,, 4, 5, 6, 7, 8, 9, . . .
13.3. Matrix construction
Denote by W g(x, y) the vector (w1, w2, . . . , wg+3)
T formed by homogeneous
elements wk = x
αyβ in ascending order of weights degwk = 3α+β(g+1) under the
condition 0 6 degwk 6 2g + 2. Let H = {hi,j}, i, j = 1, . . . , g + 3 be a symmetric
matrix, whose entries are homogeneous elements, deg hi,j = 4g+2−degwi−degwj ,
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of a suitable graded ring, and, so, for H holds the relation deg(W TgHW g) = 4g+2.
Let us denote the space of symmetric matrices thus graded by H.
For an arbitrary matrix M put r(x, y;M) = ∂∂y (0, . . . , 0, 1)MW g(x, y). Note
that if H ∈ H then deg r(x, y;H) = g − 1.
Definition 13.3.1. Denote by Tg ⊂ H ×Mg the subspace of pairs H ∈ H and
λ ∈ Mg such that the relation holds
(13.2) W TgHW g = 2r(x, y;H)fg(x, y;λ).
Thus the bundle (Tg,Mg, pT ) is defined, where pT is the canonical projection.
Taking into account that a trigonal polynomial includes only the parameters
{λk} of positive weights, we find from the definition that matrices from Tg are of
the form
(13.3)

. . . . . . . . . . . . . . . . . . . . . . . . . . .
. . . hg+1,g+1 hg+1,g+2 1
. . . hg+1,g+2 −2 0
. . . 1 0 0
 , or

. . . . . . . . . . . . . . . . . . . . . .
. . . −2hg,g+3 0 1
. . . 0 −2 0
. . . 1 0 0
 ,
at g = 3ℓ + 1, or g = 3ℓ, respectively. Denote by p1 and p2 projections of the
product H×Mg to the first and second factors.
Lemma 13.0.1. The composition of the embedding Tg ⊂ H ×Mg with the pro-
jection p1 is an embedding, and the composition with the projection p2 coincides
with pT and is “onto”.
Proof. 1. We have to show that if for a given matrix H there exists a trigonal
polynomial that satisfies (13.2), then this polynomial is unique. Indeed, otherwise
we would come to a relation r(x, y;H)(f(x, y;λ1)−f(x, y;λ2)) = 0, ∀(x, y) ∈ C2,
which cannot hold unless λ1 = λ2.
2. We have to show that for a given λ ∈ Mg there exists at least one solution
H of the equation (13.2). Let q be a homogeneous polynomial in x and y of
weight g − 1 with coefficients of non-negative weights. As deg y = g + 1 > g − 1,
such polynomial does not contain y. Let M(q,λ) be a solution of the equation
W TgMW g − 2q(x)fg(x, y;λ) = 0 in the class of symmetric matrices with entries of
non-negative weights. Evidently, the set of the solutions is not empty. By taking
the coefficient at the highest power of y we find that r(x, y;M(q,λ)) = q(x). 
Let us consider the matrix subspace H4 = {H ∈ H | rankH 6 4}.
Lemma 13.0.2. Suppose that the lower-right k×k-submatrix ∆ of a symmetric
(N+k)×(N+k)-matrix M = {mi,j} is nondegenerate. Rank of M does not exceed
k + 1 iff there exists a vector z = (z1, . . . , zN)
T such that
(13.4) mi,j = − 1
det∆
det
− 1det∆zizj µi
µTj ∆
 , 1 6 i, j 6 N,
where µr = (mr,N+1,mr,N+2, . . . ,mr,N+k).
The above Lemma is a direct consequence of the Sylvester identity for com-
pound determinants [Gan967]. Note that the vector z in Lemma 13.0.2 is defined
up to the sign. Denote by Sym∗(k,C) the set of nondegenerate symmetric k × k-
matrices and by Symr(k,C) the set of symmetric k×k-matrices of rank not greater
than r with nondegenerate lower-right (r − 1)× (r − 1)-submatrix. We have
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Corollary 13.0.1. The mapping
φ : CN × CNk × Sym∗(k,C)→ Symk+1(N + k,C)
defined by:
(13.5) φ(z, (νj)j=1,...,k,∆) =
(
(mq,r)q,r=1,...,N (ν1, . . . ,νk)
(ν1, . . . ,νk)
T
∆
)
,
where mq,r are calculated according to the formula (13.4) with µr = (νr,j)j=1,...,k,
is a double covering ramified along the subvariety z = 0.
Let ∆ = ∆g be equal to the corresponding block from (13.3) and fix the em-
bedding Cg × C3g × Cδ → Cg × C3g × Sym∗(3,C), where δ = 2 at g = 3ℓ + 1 and
δ = 0 at g = 3ℓ. We obtain the parametrisation ϕ : Cg × C3g × Cδ → H4. The
matrix H = ϕ(z, (γ1,γ2,γ3),∆g) is calculated by (13.5) with k = 3 and N = g.
Note that the mapping ϕ agrees with the grading of the matrix entries hi,j as-
sumed above, if we accept the following convention: deg zi = 2g + 1 − degwi and
deg γi,r = 2g + 3− r − degwi.
For a given collection (z, (γ1,γ2,γ3),∆g) define four polynomials χ(x, y), ρ
±(x, y)
and τ(x, y) by the formula:
(13.6) (χ(x, y), ρ±(x, y), τ(x, y))T = ((γ1,γ2 ± z,γ3)T ,∆g)W g(x, y).
By the construction the higher monomials of the polynomials χ(x, y), ρ±(x, y) and
τ(x, y) have the weights 2g + 2, 2g + 1 and 2g respectively. With that the variable
y enters the polynomials τ(x, y) and ρ±(x, y) linearly. From the definition of the
mapping ϕ and (13.6) follows
Lemma 13.0.3. For H = ϕ(z, (γ1,γ2,γ3),∆g) the relation holds
(13.7) W TgHW g =
− 1
2
ρ+ρ− + τ(2χ+
1
2
hg+1,g+2(ρ
+ + ρ−)− (hg+1,g+1 + 1
2
h2g+1,g+2)τ),
and also r(x, y;H) = ∂∂y τ(x, y) and does not depend on y.
Let Z = (z, (γ1,γ2,γ3),∆g) be a point in C
g × C3g × Cδ. Let us rewrite the
right hand side of (13.7) in the form
W Tg ϕ(Z)W g = Q(x, y;Z)
∂
∂y
τ(x, y) +R(x, y;Z)
so that the degree of the polynomial R in x is not greater than [ g−13 ] − 1, and its
degree in y is not greater than 2. Let us introduce the subspace L ⊂ Cg×C3g×Cδ
defined by 3[ g−13 ] conditions R(x, y;Z) ≡ 0. Then form comparison with (13.2) we
obtain the relation
(13.8) Q(x, y;Z)− 2fg(x, y,λ) = 0
that enables us to define the bundle (L,Mg, pL). The projection pL maps a point
Z ∈ L to the set of the positive weight coefficients of the polynomial − 12Q(x, y;Z)
in ascending order of weights. Note that the projection pL is a rational mapping.
Lemma 13.0.4. Let the polynomials ρ±(x, y) and τ(x, y) be coprime in the ring
C[x, y]. Then they have g common zeros {(ξ±i , η±i )}, i = 1, . . . , g.
Moreover, fg(ξ
±
i , η
±
i ; pL(Z)) = 0 for all i = 1, . . . , g.
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Proof. The polynomials ρ±(x, y) and τ(x, y) are linear in y. Their coefficients
at y1 are the polynomials in x of degrees [ g3 ] and [
g−1
3 ] respectively, and the coeffi-
cients at y0 have degrees [ 2g+13 ] and [
2g
3 ]. By eliminating y, we obtain a polynomial
in x of degree max([ 2g+13 ]+[
g−1
3 ], [
2g
3 ]+[
g
3 ]), which is equal to g under the condition
gcd(g + 1, 3) = 1. By assumption the polynomial does not vanish identically.
Next, it follows from (13.7) that W Tg (ξ
±
i , η
±
i )ϕ(Z)W g(ξ
±
i , η
±
i ) = 0 for all
i = 1, . . . , g. Suppose that fg(ξ, η; pL(Z)) 6= 0 for some point (ξ, η) form the
set of common zeros. Then, as ∂∂y τ(x, y) does not depend on y, we conclude that
W Tg (ξ, y)ϕ(Z)W g(ξ, y) = 0 for arbitrary y. The last is only possible if the poly-
nomials ρ±(x, y) and τ(x, y) have a common factor (x− ξ). 
Now we are ready to formulate the main result of this section.
Theorem 13.1. The mapping α from the space L to the space Ug of g-th sym-
metric powers of trigonal curves, which puts a collection Z = (z, (γ1,γ2,γ3),∆g) ∈
L into correspondence with the vector λ = pL(Z) and the set of common zeros of the
coprime polynomials τ(x, y) and ρ+(x, y), defines an identical on the common base
Mg fiberwise birational equivalence of the bundles α : (L,Mg, pL)→ (Ug,Mg, pU).
Proof. Let us constuct the mapping α−1.
Let a point ({(ξi, ηi)}i=1,...,g,λ) ∈ Ug be given. According to (13.6) to solve our
problem it is sufficient to find polynomials τ(x, y), χ(x, y), ρ+(x, y) and ρ−(x, y).
Let g = 3ℓ+1. Denote by U(x, y) the vector formed by the first g components
of the vector W g(x, y) and put
t(x, y) = (U(x, y)T , yxℓ)T , r(x, y) = (U(x, y)T ,−λ3g+2yxℓ − 2x2ℓ+1)T
and p(x, y) = (U(x, y)T , yxℓ, 2y2)T .
Suppose that det(U(ξ1, η1), . . . ,U(ξg, ηg)) 6= 0. Consider the entire rational
function
T (x, y) =
det(t(x, y), t(ξ1, η1), . . . , t(ξg, ηg))
det(U(ξ1, η1), . . . ,U(ξg, ηg))
= yxℓ + . . .
on the curve V defined by numerical parameters λ. The order of the function T (x, y)
is equal to deg(yxℓ) = g + 1 + 3ℓ = 2g, therefore, beside the zeros {(ξi, ηi)}i=1,...,g
it has g more zeros {(ξ˜i, η˜i)}i=1,...,g on the curve V . With the help of these two
collections of zeros we define a pair of entire rational functions on the curve V of
order 2g + 1:
R1(x, y) =
det(r(x, y), r(ξ1, η1), . . . , r(ξg, ηg))
det(U (ξ1, η1), . . . ,U(ξg, ηg))
= −2x2ℓ+1 − λ3g+2yxℓ + . . . ,
R2(x, y) =
det(r(x, y), r(ξ˜1, η˜1), . . . , r(ξ˜g, η˜g))
det(U (ξ˜1, η˜1), . . . ,U(ξ˜g, η˜g))
= −2x2ℓ+1 − λ3g+2yxℓ + . . . .
The function R1(x, y) has g + 1 complementary zeros {(̺i, ςi)}i=1,...,g+1 on the
curve, and the function R2(x, y) has complementary zeros {(˜̺i, ς˜i)}i=1,...,g+1.
The ratio 12 (R1(x, y)R2(x, y))/T (x, y) represents an entire (all the zeros of the
denominator cancel out) rational function P (x, y) on the curve V of order 2g + 2
and we know all of its zeros. Let us study the behaviour of the function P (x, y)
near the point (∞,∞). Let t be a local parameter, we have x = t−3 and y =
t−(g+1)(1 + 13λ3g+2t+ O(t
2)). We obtain P (x, y) = t−(2g+2)(2 + 43λ3g+2t+ O(t
2)).
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From the above expressions one finds that the function P (x, y) allows a polynomial
representation of the form 2y2 + P2g+1x
2ℓ+1 + . . . with the coefficient P2g+1 = 0,
and so, in order to obtain an explicit expression it is sufficient to prescribe any g+1
of its zeros. With the use of the collection {(̺i, ςi)}i=1,...,g+1 we obtain
P (x, y) =
det(p(x, y),p(̺1, ς1), . . . ,p(̺g+1, ςg+1))
det(t(̺1, ς1), . . . , t(̺g+1, ςg+1))
.
Consider the polynomial
C(x, y) = P (x, y)T (x, y)− 1
2
R1(x, y)R2(x, y) = 2x
ℓy3 − 2xℓxg+1 + . . .
as a function on the curve V . This function has 4g + 2 zeros. Let us reduce
the function C(x, y) to the normal form, i.e. by adding multiples of the trigonal
polynomial fg(x, y;λ) get rid of the terms that contain powers of y greater than
2. The coefficient at y3 is equal to 2 ∂∂yT (x, y), the higher powers of y are absent,
thus the difference C(x, y) − 2fg(x, y;λ) ∂∂yT (x, y) already has the normal form.
Note, however, that because of the cancellation of the higher powers of x the order
of this difference is < 4g + 2. So, the number of zeros of the function C(x, y) −
2fg(x, y;λ)
∂
∂yT (x, y) is greater than its order, and, therefore, it vanishes identically.
By comparing the identity
P (x, y)T (x, y)− 1
2
R1(x, y)R2(x, y) ≡ 2fg(x, y;λ) ∂
∂y
T (x, y)
with the relation (13.7) we obtain the following expressions for the polynomials
sought (up to permutation of the pair ρ+ and ρ−):
τ(x, y) = T (x, y), ρ+(x, y) = R1(x, y), ρ
−(x, y) = R2(x, y),
χ(x, y) = 12 (P (x, y)− hg+1,g+22 (R1(x, y) +R2(x, y)) +
2hg+1,g+1+h
2
g+1,g+2
2 T (x, y))
It remains to express the matrix entries hg+1,g+1 and hg+1,g+2 in terms of λ and
the coefficients of the polynomial P (x, y). It follows from (13.6) that
ρ+(x, y) = −2x2ℓ+1 + hg+1,g+2yxℓ + . . . ,
χ(x, y) = y2 + hg+1,g+2x
2ℓ+1 + hg+1,g+1yx
ℓ + . . . ,
whence we obtain hg+1,g+2 = −λ3g+2 and hg+1,g+1 = 16 (2P2g − λ23g+2), where P2g
is the coefficient at yxℓ of the polynomial P (x, y).
The case g = 3ℓ is considered similarly. 
Below we are dealing with a number of bundles over the same base Mg as
in the above theorem. When formulating assertions about fiberwise mappings of
such bundles, we imply only the mappings identical on the base without an explicit
indication of this.
13.4. Universal spaces of Jacobi and Kummer varieties
Each collection λ defining a trigonal curve as the set of zeros of the polynomial
(13.1) can be unambiguously put into correspondence with the lattice Λ = Λ(λ) in
Cg generated by periods of g basis differentials
(13.9) dui(x, y;λ) =
wi(x, y)
∂
∂yfg(x, y;λ)
dx, i = 1, . . . , g,
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where wi(x, y), as above, stands for the i–th coordinate of the vector W (x, y).
Definition 13.4.1. The quotient space Cg ×Mg/ ∼ with respect to the equiv-
alence (u,λ) ∼ (u′,λ′) ⇔ (λ = λ′,u − u′ ∈ Λ(λ)) is called universal space Jg of
Jacobi varieties of trigonal curves.
The quotient of the space Jg over the canonical involution (u,λ)→ (−u,λ) is
called universal space Kg of Kummer varieties of trigonal curves.
Definition 13.4.2. We call the triple (Jg,Mg, pJ), where pJ(u,λ) = λ, the
universal bundle of Jacobi varieties of trigonal curves.
We call the triple (Kg,Mg, pK), where pK(u,λ) = λ, the universal bundle of
Kummer varieties of trigonal curves.
The fibers of these bundles over a point λ ∈ Mg are called the Jacobi variety
Jac(V ) and the Kummer variety Kum(V ) of a trigonal curve V (x, y) in the model
defined by the zeros of the polynomial fg(x, y;λ).
With the help of the differentials (13.9) we define the Abel map A : Ug →
Cg ×Mg, A({(x1, y1), . . . , (xg, yg)};λ) = (u,λ), where u = (u1, . . . , ug) and ui =∑g
k=1
∫ (xk,yk)
(∞,∞)
dui(x, y;λ). This map is multivalued, as a set ({(x1, y1), . . . , (xg , yg)} ∈
(V )g corresponds to a countable set of values u1,u2, . . . in C
g depending on a choice
of the integration paths. It is known, however, that the pairwise differences ui−uj
of these values lie in Λ(λ). So, this map defines a fiberwise birational equivalence
of bundles A : (Ug,Mg, pU)→ (Jg,Mg, pJ).
It follows directly from the construction of the bundle (L,Mg, pL) that the
map (z, (γ1,γ2,γ3),∆g) 7→ (−z, (γ1,γ2,γ3),∆g) induces a fiberwise involution on
it. The quotient over this involution, which we call canonical, defines the bundle
(K,Mg, pK), where K = Tg ∩ (H4×Mg). According to Lemma 13.0.1 and Corollary
13.0.1 the projection p1 allows to identify the space K with the matrix subspace
p1(Tg) ∩H4.
Theorem 13.2 (on parametrisation). There is a fiberwise birational equivalence
of bundles A : (L,Mg, pL)→ (Jg,Mg, pJ), which commutes with the canonical invo-
lutions and induces a fiberwise birational equivalence of bundles B : (K,Mg, pK)→
(Kg,Mg, pK).
Proof. Consider the composition A = A ◦ α : L → Jg. First, notice that by
construction
pL(−z, (γ1,γ2,γ3),∆g) = pL(z, (γ1,γ2,γ3),∆g).
In order to show that the mapping A commutes with the involutions, it is sufficient
to verify that
A(−z, (γ1,γ2,γ3),∆g) +A(z, (γ1,γ2,γ3),∆g) ∼ (0,λ).
Indeed, in the notation of Lemma 13.0.4, the inclusion
(13.10)
g∑
k=1
(ξ+
k
,η+
k
)∫
(∞,∞)
du(x, y; pL(Z)) +
g∑
k=1
(ξ−
k
,η−
k
)∫
(∞,∞)
du(x, y; pL(Z)) ∈ Λ(pL(Z))
follows from the classical Abel Theorem in view of the fact that the set of common
zeros of the pair of polynomials {τ(x, y), fg(x, y; pL(Z))} coincides with the set of
common zeros of the pair {τ(x, y), ρ+(x, y)ρ−(x, y)}.
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Second, notice that the mapping A takes the ramification set of the covering
L → K, on which all the zeros of the pair {τ(x, y), fg(x, y; pL(Z))} are double, into
the ramification set of the covering Jg → K, i.e. into the subspace of half-periods
{(Ω, pL(Z)) | 2Ω ∈ Λ(pL(Z))}, and, therefore, the induced mapping B is well
defined. 
Remark 13.1. Under a proper interpretation of the periods of Abelian inte-
grals, i.e. of the lattice Λ(pL(Z)), the relation (13.10) holds also for the case of
a degenerate polynomial fg(x, y; pL(Z)) (see the discussion of Abel Theorem in
[Bak897]). The map A, which is holomorphic in a nondegenerate case, becomes
meromorphic, and its inversion reduces to the class of so-called generalized Ja-
cobi inversion problems. A solution by means of the theory of θ–functions for a
particular formulation is given in [Fay973].
Fibers of the universal bundles of Jacobi and Kummer varieties are birationaly
equivalent to algebraic subvarieties. Let us formulate our result using the notations
introduced in §13.3.
Corollary 13.2.1. For a fixed point λ ∈ Mg we have:
(1) realization of the variety Jac(V ) as an algebraic subvariety in C4g+δ, where
δ = 2(g−3[ g3 ]). This subvariety is defined as the set of common zeros of the system
of 2g + 3 + 3[ g−13 ] = 3g + δ polynomials that are generated by the functions
G1(t) = γ
(2−δ)/2
g,3 (Q(t
3, tg+1;Z)− 2fg(t3, tg+1;λ)),
G2(t) = R(t
3, tg+1;Z).
(2) realization of the variety Kum(V ) as an algebraic subvariety in Cg(g+1)/2.
This subvariety is defined as the set of common zeros of a system of (g−1)g2 poly-
nomials of degree not greater than 5. The polynomials are the 5× 5–minors of the
(g+3)× (g+3)–matrix K, which is defined as an ansatz of the general solution of
the equation W TgKW g = 2r(x, y;K)fg(x, y;λ) in the matrix space H.
Proof. 1. According to the definition of the space L the image of the mapping
A−1 in C4g+δ is defined by the condition R(x, y;Z) = 0 for all (x, y) ∈ C2, whence
we obtain the generating function G2(t,Z). At a given value of λ the relation (13.8)
generates the equations of restriction on a fiber in the bundle (L,Mg, pL).
2. An arbitrary matrixK ∈ Tg has g(g+1)2 +3g+δ parameters by definition. At a
given value of λ ∈ C2g+3 the relation (13.2) imposes 2g+3+3[ g−13 ] linear conditions
on the parameters (in fact, from the formal view-point this relation defines an entire
rational function of order 3g+3+3[ g−13 ] in normal form which vanishes identically on
the curve) that single out a fiber p−1T (λ) ⊂ Tg. So, a general solution of the equation
W TgKW g = 2r(x, y;K)fg(x, y;λ) in the matrix space H, i.e. a point K ∈ p−1T (λ),
has g(g+1)2 parameters. It follows from the identification of K with the intersection
p1(Tg)∩H4 mentioned above and Lemma 13.0.1 that mapping B−1 takes a fiber of
the bundle (Kg,Mg, pK) to the matrix space {K ∈ p−1T (λ) | rankK 6 4}. 
Example 13.2. Let g = 3. Then
W 3(x, y) = (1, x, y, x
2, yx, y2)T and R(x, y;Z) = 0.
200 13. TRIGONAL ABELIAN FUNCTIONS
The trigonal curve V (x, y) is defined by polynomial
f3(x, y;λ) = y
3 − (λ11x+ λ8)y2 − (λ10x2 + λ7x+ λ4)y−
(x4 + λ9x
3 + λ6x
2 + λ3x+ λ0).
The polynomials χ, ρ±, τ reads
χ = y2 − 2γ3,3x2 + γ3,1y + γ2,1x+ γ1,1
ρ± = −2xy + γ1,2 ± z1 + (γ2,2 ± z2)x + (γ3,2 ± z3)y
τ = x2 + γ1,3 + γ2,3x+ γ3,3y
In the space C12 with coordinates (zi, (γi,1, γi,2, γi,3)), i = 1, 2, 3 the Jacobi
variety Jac(V ) is singled out by the system of 9 equations:
4γ3,3λ0 + z
2
1 + 4γ
2
1,3γ3,3 + 4γ1,3γ1,1 − γ21,2 = 0;
2γ3,3λ3 + z1z2 + 4γ1,3γ2,3γ3,3 + 2γ2,3γ1,1 + 2γ1,3γ2,1 − γ1,2γ2,2 = 0;
2γ3,3λ4 + z1z3 + 4γ1,3γ
2
3,3 + 2γ3,3γ1,1 + 2γ1,3γ3,1 − γ1,2γ3,2 = 0,
4γ3,3λ6 + z
2
2 + 4γ
2
2,3γ3,3 + 4γ1,1 + 4γ2,3γ2,1 − γ22,2 = 0;
2γ3,3λ7 + z2z3 + 4γ2,3γ
2
3,3 + 2γ3,3γ2,1 + 2γ2,3γ3,1 + 2γ1,2 − γ2,2γ3,2 = 0;
4γ3,3λ8 + z
2
3 + 4γ1,3 + 4γ
3
3,3 + 4γ3,3γ3,1 − γ23,2 = 0;
γ3,3λ9 + γ2,1 = 0;
γ3,3λ10 + γ2,2 + γ3,1 = 0;
γ3,3λ11 + γ2,3 + γ3,2 = 0.
(13.11)
In order to describe the Kummer variety Kum(V ) in the space C6 with coor-
dinates (vi), i = 2, 3, 4, 6, 7, 8,
v2 = γ3,3, v3 = γ2,3, v4 = γ2,2, v6 = γ1,3, v7 = γ1,2, v8 = γ1,1.
(the subscript of a coordinate is equal to its weight in the grading assumed) we
use the following ansatz of the general solution K of the equation W T3KW 3 =
2r(x, y;K)f3(x, y;λ) at the given value of the vector λ in the class of the symmetric
matrices H:
(13.12)
K =

−2λ0v2 −λ3v2 −λ4v2 v8 v7 v6
−λ3v2 −2v8 − 2λ6v2 −v7 − λ7v2 −λ9v2 v4 v3
−λ4v2 −v7 − λ7v2 −2v6 − 2λ8v2 −v4 − λ10v2 −v3 − λ11v2 v2
v8 −λ9v2 −v4 − λ10v2 −2v2 0 1
v7 v4 −v3 − λ11v2 0 −2 0
v6 v3 v2 1 0 0
 .
The coordinates vi are linked with γi,j as
v2 = γ3,3, v3 = γ2,3, v4 = γ2,2, v6 = γ1,3, v7 = γ1,2, v8 = γ1,1
The equations that single out Kum(V ) are found from the condition rankK 6
4, what reduces to three equations, on vanishing of the cofactors of the entries
K1,1,K1,2 and K2,2.
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Remark, that the the first 6 equations from the 9, which single out Jacobi
variety can be written in compact form as
(13.13)
1
2
zizj + detK
[
i 4 5 6
j 4 5 6
]
= 0, i, j ∈ {1, . . . , 3};
where K
[
i ... k
j ... l
]
stands for the submatrix of the matrix K formed by the entries
located at the intersections of the rows (i, . . . , k) and columns (j, . . . , l).
The last observation of the example 13.2 is valid in general. Let us apply the
formula (13.4) to the matrix K from assertion (2) of Corollary 13.2.1. We find that
there exist a vector q = (q1, . . . , qg)
T such that:
(13.14)
1
∆
qiqj + detK
[ i g+1 g+2 g+3
j g+1 g+2 g+3
]
= 0, i, j ∈ {1, . . . , g};
where K
[
i ... k
j ... l
]
stands for the submatrix of the matrix K formed by the entries
located at the intersections of the rows (i, . . . , k) and columns (j, . . . , l). Evidently,
one finds such a set Z = (z, (γ1,γ2,γ3),∆g) from the assertion (1) that q = z
satisfies these equations. On the other hand, we have
Corollary 13.2.2. The Jacobi variety of a trigonal curve allows a realization
in the space Cg(g+3)/2 as the set of common zeros of the system of g(g+1)2 polynomials
of the form (13.14) of degree not greater than 4.
Example 13.3. Let g = 4. Then
W 3(x, y) = (1, x, y, x
2, xy, x3, y2)T and R(x, y;Z) = 0.
The trigonal curve V (x, y) is defined by polynomial
f3(x, y;λ) = y
3 − (λ13x+ λ10)y2 − (λ14x3 + λ11x2 + λ8x+ λ5)y−
(x5 + λ12x
5 + λ9x
3 + λ6x
2 + λ3x+ λ0).
The polynomials χ, ρ±, τ reads
χ = y2 − λ14x3 + h5,5xy + γ4,1x2 + γ3,1y + γ2,1x+ γ1,1
ρ± = −2x3 − λ14xy + γ1,2 ± z1 + (γ2,2 ± z2)x
+ (γ3,2 ± z3)y + (γ4,2 ± z4)x2
τ = xy + γ1,3 + γ2,3x+ γ3,3y + γ4,3x
2
The matrix K is 7× 7 matrix
(13.15)
K =

−2λ0v3 −λ3v3 − λ0 −2λ5v3 v12 v10 v9 v8
−λ3v3 − λ0 k2,2 k2,3 k2,4 v7 v6 v5
−2λ5v3 k2,3 k3,3 k3,4 k3,5 v4 v3
v12 k2,4 k3,4 k4,4 k4,5 k4,6 v2
v10 v7 k3,5 k4,5 −2v2 − 2λ13 −λ14 1
v9 v6 v4 k4,6 −λ14 −2 0
v8 v5 v3 v2 1 0 0

,
where
k2,2 = −2v12 − 2λ6v3 − 2λ3, k2,3 = −v10 − λ8v3 − λ5, k2,4 = −v3 − λ9v3 − λ6
k3,3 = −2v8 − 2λ10v3, k3,4 = −v7 − λ11v3 − λ8, k3,5 = −v5 − λ13 − λ10
k4,4 = = −2v6 − 2λ12v3 − 2λ11, k4,5 = −v4 − λ14v3 − λ11, k4,6 = −v3 − λ12.
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The equations that single out Kum(V ) are found from the condition rankK 6
4, what reduces to three equations on vanishing of the cofactors of the entries
K1,1,K1,2 K1,3and K2,2, K2,3, K3,3.
In the space C16 with coordinates (zi, (γi,1, γi,2, γi,3)), i = 1, . . . , 4 the Jacobi
variety Jac(V ) is singled out by the system of 12 equations:
γ3,1 + λ13γ3,3 + γ2,3 + λ10 = 0;(13.16)
γ3,3λ14 + γ3,2 + γ4,1 + λ11 = 0(13.17)
and
(13.18)
1
2
zizj + detK
[
i 5 6 7
j 5 6 7
]
= 0, i, j ∈ {1, . . . , 4};
where K is given in (13.15).
Remark 13.2. One can show that the system of g+δ−3 polynomial equations,
which follow from the generating function G2(t), has a rational solution
1. By using
this solution it is possible starting with Corollary 13.2.1 to come to a realization
of Jacobi variety as an algebraic subvariety in the space C3g+3. However, in view
of the fact that degrees of the polynomials delivered by the generating function
G1(t) do not exceed 4 while degrees of the polynomials delivered by the generating
function G2(t) grow linearly in g, the degrees of the equations in such realization
would grow polynomially in g.
13.5. Uniformization of Jacobi varieties
The models of spaces Jg constructed above allow explicit uniformization by
means of the theory of Abelian functions. For the sake of simplicity we restrict
ourselves with consideration of trigonal polynomials of the form (13.1) with the
zero coefficient at y2. This does not lead to a loss of generality as one can pass
to such a form from a general polynomial with the help of the variables change
(x, y) 7→ (x, y + 13 (
∑[ g+13 ]
j=0 λ2g+2+3jx
j)) and further renotation of parameters.
In the first chapter of the work by authors [BEL997b] a modification of the
standard θ–function is constructed that defines a mapping σ : Cg ×Mg → C being
invariant w.r.t. modular transformations, i.e. its values, in the contrast with
the values of θ–function, does not depend on the choice of the generators of the
lattice Λ(λ). To denote such functions Klein [Kle888] introduced the symbol σ,
thus stressing the analogy with the Weierstrass elliptic σ–function. As shown in
[BEL997b], the partial derivatives of order > 1 of the logarithm of σ–function, are
Abelian and, in the same time, modular invariant functions, i.e. the meromorphic
functions, the domain of definition of which is the space Jg. The following notation
is adopted for the logarithmic derivatives of σ–function:
℘i1,i2,...,ik(u,λ) = −
∂k log σ(u,λ)
∂ui1∂ui2 · · · ∂uik
, k > 2.
Note the parity property of ℘–functions: ℘i1,...,ik(−u,λ) = (−1)k℘i1,...,ik(u,λ).
1This follows directly, e.g., from the rationality of the universal spaces of the symmetric
powers of plane algebraic curves.
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Canonical differentials of the second kind for a nonsingular trigonal curve of
genus g, such that gcd(g + 1, 3) = 0,
V (x, y) =
(
f(x, y)
)
⊂ C2,
f(x, y) = y3 − y
[ 2g+23 ]∑
ℓ=0
λg+1+3ℓx
ℓ −
g+1∑
ℓ=0
λ3ℓx
ℓ = y3 − q(x)y − p(x);
are given by the formula:
dri,j =
Ri,j(x, y)dx
fy(x, y)
, j = 0, 1 and i = 0, . . . ,
[
2g − 1− j(g + 1)
3
]
;
with
Ri,0(x, y) = −y2∂xDi+1x
(
q(x)
)
+
yx[
i
2 ]D
[ 3i2 ]+2
x
(
2x∂xp(x)− 3(i+ 1)p(x)
)
+ xiD2i+2x
(
1
2x∂xq(x)
2 − (i+ 1)q(x)2)
and
Ri,1(x, y) =
yxi+1D2i+3x
(
x∂xq(x)− 2(i+ 1)q(x)
)
+ x2i+2D3i+4x
(
x∂xp(x)− 3(i+ 1)p(x)
)
,
where Dt is the umbral derivative w.r.t. the variable t and ∂x =
∂
∂x .
The set of the second kind differentials thus defined is associated (dual) to the
set of canonical (monomial) holomorphic differentials {dui,j = xiyjdx/fy(x, y)}.
For the Klein-Weierstrass 2-differential we obtain
dω(x, z) =
F(x, y; z, w)
fy(x, y)fw(z, w)(x − z)2 dxdz,
with
F(x, y; z, w) =(wy +Q(x, z))(wy +Q(z, x))+
w(wDyf(x, y) + T (x, z)) + y(yDwf(z, w) + T (z, x)),
where
Q(x, z) =
[ 2g+23 ]∑
k=0
λ1+g+3kx
k−[ k2 ]z[
k
2 ],
and
T (x, z) =
g+1∑
k=0
3λ3k
(
(1− {k3})xk−[
k
3 ]z[
k
3 ] + {k3}xk−[
k
3 ]−1z[
k
3 ]+1
)
.
Example 13.4. For the curve V3,4 of genus g = 3 the set of second kind
differentials reads
dr3 =
x2dx
fy
, dr2 =
2xydx
fy
dr1 =
(−λ10y2 + y(λ6 + 3λ9x+ 5x2) + λ10x(λ10x+ λ7)) dx
fy
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while the polynomial Q(x, z) and T (x, z) are given as
Q(x, z) = λ10xz + λ7z + λ4
T (x, z) = 3λ0 + λ3(2x+ z) + λ6x(x+ 2z)
+ 3λ9x
2z + x2z(2x+ z).
Example 13.5. For the curve V3,5 of genus g = 4 the set of second kind
differentials reads
dr4 =
yxdx
fy
, dr3 = (x
2(λ12 + 2x) + λ14xy)
dx
fy
dr2 =
(−λ14y2 + 2xy(2x+ λ12) + λ14x2(λ14x+ λ11)) dx
fy
dr1 =
(−y2(2λ14x+ λ11) + 2λ214x4 + 3λ11λ14x3
+y(7x3 + λ12x
2 + 3λ9 + λ6) + (2λ8λ14 + λ11)x
2
+(λ5λ14 + λ8λ11)x)
dx
fy
while the polynomial Q(x, z) and T (x, z) are given as
Q(x, z) = λ14x
2z + λ11xz + λ8x+ λ5
T (x, z) = 3λ0 + λ3(2x+ z) + λ6x(x + 2z)
+ 3λ9x
2z + λ12x
2z(2x+ z) + x3z(x+ 2z).
The results given below are based on the following relation, an analog of which
is valid for θ–functions also [Fay973]. However, the important for us explicit
dependence of the right-hand side of this relation on the parameters of the model
of a curve can be obtained only for modular invariant left-hand side.
(13.19)
g∑
i,j=1
℘i,j
(
v−
(ξ,η)∫
(∞,∞)
du,λ
)
dui(ξ, η;λ)duj(x, y;λ) =
F((ξ, η), (x, y);λ)dξdx
(ξ − x)2 ∂∂y fg(x, y;λ) ∂∂ηfg(ξ, η;λ)
,
where (x, y) ∈ {{(x1, y1), . . . , (xg, yg)} | A({(x1, y1), . . . , (xg, yg)};λ) ∼ (v,λ)},
and (ξ, η) is an arbitrary point on the curve V . In the considered case of trigonal
curves for F((ξ, η), (x, y);λ) we have the expression
F((ξ, η), (x, y);λ) = 3y2η2 − y2P1(ξ)− η2P1(x) + yηΨ2(P1;x, ξ)+
ηΨ3(P0;x, ξ) + yΨ3(P0; ξ, x) +
1
2Ψ2(P
2
1 ;x, ξ),
where
Ψr(q;x, ξ) =
∑
k>0
qkx
k−[ k
r
]−1ξ[
k
r
]((r[kr ] + r − k)x+ (k − r[kr ])ξ)
for an arbitrary polynomial q(t) =
∑
k>0 qkt
k, and polynomials
P1(x) =
[ 2g+23 ]∑
j=0
λg+1+3jx
j and P0(x) = x
g+1 +
g∑
j=0
λ3jx
j
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are the coefficients at the powers of y of the trigonal polynomial. Take a note that
Ψr(q;x, x) = rq(x) and, so
F((x, y), (x, y);λ) = ( ∂∂y fg(x, y;λ))2 − fg(x, y;λ) ∂
2
∂y2 fg(x, y;λ).
Put ℘Tk = (℘i,k(v,λ)), i = 1, . . . , g, and denote
∂
∂vg
(. . . ) = (. . . )′.
Theorem 13.3. Define the mapping π : Jg → C4g+δ by formulas
z = ℘′g, γ3 = −℘g, γ2 = ℘g−1,
(13.20)
γ1 =
{
1
3 (℘
′′
g − (6℘g,g(v,λ) + λ3g+1)℘g +Lg), g = 3ℓ
1
3 (℘
′′
g − (6℘g,g(v,λ) + λ23g+2)℘g + λ3g+2℘g−1 +Lg), g = 3ℓ+ 1
,
(13.21)
where LTg = (λg+1+degwiδdegwi,3[degwi/3]) i = 1, . . . , g (here δi,j is the Kronecker
symbol), and
hg+1,g+1 = 2℘g,g(v,λ), hg+1,g+2 =
{
0, g = 3ℓ
−λ3g+2, g = 3ℓ+ 1
.
Meromorphic mapping π uniformizes the space L ⊂ C4g+δ and defines a fiber-
wise mapping of bundles (Jg,Mg, pJ) → (L,Mg, pL) inverse to mapping A from
Theorem 13.2.
Proof. Let σ(v,λ) 6= 0 and v be not a half-period, i.e. 2v /∈ Λ(λ). Then the
relation (13.19) is equivalent to the following assertion: the entire rational function
of order 2g + 4
Φ±(x, y,v) = F((ξ, η), (x, y);λ)− (x− ξ)2
g∑
i,j=1
℘i,j
(
v ∓
(ξ,η)∫
(∞,∞)
du,λ
)
wi(ξ, η)wj(x, y)
has on the curve V (x, y) exactly g zeros {(x±1 , y±1 ), . . . , (x±g , y±g )} that do not depend
on an arbitrary point (ξ, η) ∈ V .
1. Consider the case g = 3ℓ. Using the parametrisation ξ = t−3 and η =
t−(g+1)(1 + 13λ3g+1t
2 + . . . ), let us study the behaviour of Φ±(x, y) in vicinity of
(ξ, η) = (∞,∞). We have:
Φ±(x, y,v) = t−2g−4
∑
i>0
Φ±i (x, y,v)t
i,
at which
Φ±0 (x, y,v) = Φ0(x, y,v) = wg+1(x, y)− ℘TgU(x, y),
Φ±1 (x, y,v) = 2wg+2(x, y)− (℘g−1 ± ℘′g)TU(x, y),
Φ±2 (x, y,v) =
∂
∂y fg(x, y;λ)− 12 (℘′′g ± 3℘′g−1)TU(x, y) + λ3g+13 Φ0(x, y,v),
and where, as above, wi(x, y) stands for the i–th coordinate of vectorW g(x, y) and
U(x, y) = (w1(x, y), . . . , wg(x, y))
T .
The functions {Φ0(x, y,v),Φ±1 (x, y,v), . . . } simultaneously vanish at the sets
of points {(x±1 , y±1 ), . . . , (x±g , y±g )} ∈ (V )g. According to Theorems 13.1 and 13.2
collections (±z, (γ1,γ2,γ3)) = α−1({(x±j , y±j )},λ) belong to L. Note, that the
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condition σ(v,λ) 6= 0 is equivalent to nondegeneracy of matrices (U(x±i , y±i )),
i = 1, . . . , g.
By identifying the sets of zeros of the pairs of polynomials Φ0(x, y,v) and
Φ±1 (x, y,v) with the sets of zeros {(ξ±j , η±j )} from Lemma 13.0.4, we obtain
τ(x, y) = Φ0(x, y,v) and ρ
±(x, y) = −Φ±1 (x, y,v),
whence follows (13.20). It remains to express the vector γ1 through ℘–functions
and λ. We utilize identity (see (13.2) and (13.7)):
(13.22)[
2y2 − 4℘g,g(v,λ)wg+1(x, y) + 2U(x, y)Tγ1 − 2℘g,g(v,λ)Φ0(x, y,v)
]
Φ0(x, y,v)−
1
2Φ
−
1 (x, y,v)Φ
+
1 (x, y,v)− 2fg(x, y;λ) ∂∂yΦ0(x, y,v) = 0,
that is valid for all (x, y) ∈ C2. Let us differentiate (13.22) over vg and substitute
(x, y) = (x+k , y
+
k ) for some k ∈ {1, . . . , g}. We obtain:
Φ−1 (x
+
k , y
+
k ,v){(y+k )2+U(x+k , y+k )T (γ1+2℘g,g(v,λ)℘g)+ 12 ∂∂vgΦ
+
1 (x
+
k , y
+
k ,v)} = 0,
where we used the identity
∂
∂vg
Φ0(x
+
k , y
+
k ,v) =
1
2 (Φ
+
1 (x
+
k , y
+
k ,v)− Φ−1 (x+k , y+k ,v)) = − 12Φ−1 (x+k , y+k ,v).
Thus, as Φ−1 (x
+
k , y
+
k ,v) 6= 0, if v is not a half-period,
(13.23) − (y+k )2 = U(x+k , y+k )T {γ1 − 12℘′′g − 12℘′g−1 + 2℘g,g(v,λ)℘g}.
On the other hand, from equality Φ+2 (x
+
k , y
+
k ,v) = 0, follows
−(y+k )2 = U(x+k , y+k )T {− 16℘′′g − 12℘′g−1}+
1
3
2g/3∑
j=0
λg+1+3j(x
+
k )
j ,
or
(13.24)
− (y+k )2 = U(x+k , y+k )T {− 16℘′′g − 12℘′g−1 − 13λ3g+1℘g}+
1
3
2g/3−1∑
j=0
λg+1+3j(x
+
k )
j .
Comparing (13.23) and (13.24) and taking into account nondegeneracy of the matrix
(U(x+k , y
+
k ))k=1,...,g, we come to (13.21).
2. Consider the case g = 3ℓ + 1. Using the parametrisation ξ = t−3 and
η = t−(g+1)(1 + 13λ3g+2t + . . . ), let us study the behaviour of Φ
±(x, y) in vicinity
of (ξ, η) = (∞,∞). We have:
Φ0(x, y,v) = wg+1(x, y)− ℘Tg U(x, y),
Φ±1 (x, y,v) = 2wg+2(x, y) + λ3g+2wg+1(x, y) + λ3gwg(x, y)
− (℘g−1 ± ℘′g)TU(x, y),
Φ±2 (x, y,v) =
∂
∂yfg(x, y;λ)− 12 (℘′′g ∓ 3℘′g−1 ∓ λ2g+2℘′g)TU(x, y)
+
λ3g+2
3 Φ
±
1 (x, y,v),
and where, as above, wi(x, y) stands for the i–th coordinate of vectorW g(x, y) and
U(x, y) = (w1(x, y), . . . , wg(x, y))
T .
The functions {Φ0(x, y,v),Φ±1 (x, y,v), . . . } simultaneously vanish at the sets
of points {(x±1 , y±1 ), . . . , (x±g , y±g )} ∈ (V )g. According to Theorems 13.1 and 13.2
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collections (±z, (γ1,γ2,γ3)) = α−1({(x±j , y±j )},λ) belong to L. Note, that the
condition σ(v,λ) 6= 0 is equivalent to nondegeneracy of matrices (U(x±i , y±i )),
i = 1, . . . , g.
By identifying the sets of zeros of the pairs of polynomials Φ0(x, y,v) and
Φ±1 (x, y,v) with the sets of zeros {(ξ±j , η±j )} from Lemma 13.0.4, we obtain
τ(x, y) = Φ0(x, y,v) and ρ
±(x, y) = −Φ±1 (x, y,v),
whence follows (13.20). It remains to express the vector γ1 through ℘–functions
and λ. We utilize identity (see (13.2) and (13.7)):[
2y2 + (4℘g,g(v,λ) + λ
2
3g+2)wg+1(x, y) +U(x, y)
T (2γ1 − λ3g+2℘g−1)
+λ3g+2λ3gwg(x, y)− (2℘g,g(v,λ) + 12λ23g+2)Φ0(x, y,v)
]
Φ0(x, y,v)−
1
2Φ
−
1 (x, y,v)Φ
+
1 (x, y,v)− 2fg(x, y;λ) ∂∂yΦ0(x, y,v) = 0,
that is valid for all (x, y) ∈ C2. Let us differentiate (13.22) over vg and substitute
(x, y) = (x+k , y
+
k ) for some k ∈ {1, . . . , g}. We obtain:
Φ−1 (x
+
k , y
+
k ,v){(y+k )2+U(x+k , y+k )T (γ1+2℘g,g(v,λ)℘g)+ 12 ∂∂vgΦ
+
1 (x
+
k , y
+
k ,v)} = 0,
where we used the identity
∂
∂vg
Φ0(x
+
k , y
+
k ,v) =
1
2 (Φ
+
1 (x
+
k , y
+
k ,v)− Φ−1 (x+k , y+k ,v)) = − 12Φ−1 (x+k , y+k ,v).
Thus, as Φ−1 (x
+
k , y
+
k ,v) 6= 0, if v is not a half-period,
(13.25) − (y+k )2 = U(x+k , y+k )T {γ1 − 12℘′′g − 12℘′g−1 + 2℘g,g(v,λ)℘g}.
On the other hand, from equality Φ+2 (x
+
k , y
+
k ,v) = 0, follows
− (y+k )2 = U(x+k , y+k )T { 16℘′′g − 12℘′g−1 − 13λ3g+1℘g}+
1
6
℘g−1λ3g+2
− 16λ3g+2℘g − 13
2/3(g−1)∑
j=0
λg+1+3j(x
+
k )
j + 16λ3g+2λ3gwg(x, y).(13.26)
Comparing (13.25) and (13.26) and taking into account nondegeneracy of the matrix
(U(x+k , y
+
k ))k=1,...,g, we come to (13.21). 
In the course of proof of the theorem the following solution of the trigonal
Jacobi inversion problem was obtained
Theorem 13.4. Let the curve V be nondegenerate trigonal curve of genus g.
Let wg+1, wg+2 are the components of the vector W . Then the Jacobi inversion
problem is solved as
(13.27) wg+1 = ℘
T
gU , wg+2 =
(
℘g−1 ± ℘′g
)T
U .
Example 13.6. Let us continue the consideration of the Example 13.2 and
uniformize the coordinates of Jacobi and Kummer surfaces in terms of ℘-functions.
Consider trigonal curve V (x, y) being defined by polynomial
f3(x, y;λ) = y
3 − (λ10x2 + λ7x+ λ4)y−
(x4 + λ9x
3 + λ6x
2 + λ3x+ λ0).
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The vectors z and γ1,γ2,γ3 are
z =
 z1z2
z3
 =
 ℘133℘233
℘333
 ,
γ3 =
 γ1,3γ2,3
γ3,3
 = −
 ℘13℘23
℘33
 ,
γ2 =
 γ1,2γ2,2
γ3,2
 =
 ℘12℘22
℘23
 ,
γ1 =
 γ1,1γ2,1
γ3,1
 =
 13℘1333 − 13 (6℘33 − λ10)℘131
3℘2333 − 13 (6℘33 − λ10)℘23
1
3℘3333 − 13 (6℘33 − λ10)℘33
 .
The polynomials then χ, ρ±, τ reads
χ(x, y) = y2 + 2℘33x
2 + (λ10℘33 − ℘22)y + (λ9℘33 + λ7)x
+
1
3
℘1333 − 2℘13℘33 − λ10
3
℘13 + λ4,
ρ±(x, y) = −2xy + ℘1,2 ± ℘133 + (℘22 ± ℘233)x + (℘23 ± ℘333)y,
τ(x, y) = x2 − ℘13 − ℘23x− ℘3,3y.
Introduce in the space C9 the coordinates ℘133, ℘233, ℘333, ℘33, ℘23, ℘13, ℘12, ℘22, ℘1333,
which we shall refere below as basis functions. The Jacobi variety Jac(V ) is then
singled out by the system of 6 equations:
℘2133 =
4
3
℘13℘1333 − 4℘33℘213 + ℘212 −
4
3
λ10℘
2
13 + 4λ0℘33 + 4λ4℘13,
℘133℘233 =
2
3
℘23℘1333 + ℘22℘12 − 2
3
λ10℘23℘13 + 2λ9℘13℘33 + 2λ3℘33,
℘133℘333 =
2
3
℘33℘1333 − 2℘13℘22 + ℘23℘12 + 2λ4℘23 + 2
3
λ10℘13℘33 + 2λ7℘13,
℘2233 =4℘33℘
2
23 −
4
3
℘1333 + ℘
2
22 + 8℘13℘33
+4λ9℘33℘23 +
4
3
℘13 ++4λ6℘33 + 4λ7℘23 − 4λ4
℘233℘333 =4℘
2
33℘23 − ℘23℘22 − 2℘12 + 2λ10℘23℘33 + 2λ9℘233 + 2λ7℘33,
℘2333 =4℘
3
33 + ℘
2
23 + 4℘13 − 4℘22℘33 + 4λ10℘233
These equations represent the first 6 ones from the 9 equation (13.11). The three
last lead to the four-index relations
℘3333 =6℘
2
33 − 3℘22 + 4λ10℘33
℘2333 =6℘23℘33 + λ10℘23 + 3λ9℘33 − 3λ7
The coordinates (vi), i = 2, 3, 4, 6, 7, 8 entering to the matrix K, given in
(13.12), are expressed
v2 = ℘3,3, v3 = ℘2,3, v4 = ℘2,2, v6 = ℘1,3,
v7 = ℘1,2, v8 =
1
3
(℘1333 + (6℘33 + λ10)℘13).
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The equations that single out Kum(V ) are found from the condition rankK 6
4, what reduces to three equations on vanishing of the cofactors of the entries
K1,1,K1,2 and K2,2.
To complete the example we shall give below the set of expressions of three and
four index symbols in terms of even basis functions. Namely we have
− 2℘33℘123 − ℘23℘133 + 2℘13℘233 + ℘12℘333 = 0
2℘133 − 2℘33℘233 + ℘23℘233 + ℘22℘333 = 0
− ℘222 + λ10℘233 + 2℘33℘233 − 2℘23℘333 = 0
also
℘3333 = 6℘33
2 + µ1
2℘33 − 3℘22 + 2µ1℘23 − 4µ2℘33 − 2µ4,
℘2333 = 6℘23℘33 + µ1
2℘23 + 3µ3℘33 − µ2℘23 − µ5 − µ1℘22,
℘2233 = 4℘23
2 + 2℘33℘22 + µ1µ3℘33 − µ2℘22 + 2µ6 + 3µ3℘23 + µ1µ2℘23 + 4℘13,
℘2223 = 6℘22℘23 + 4µ1℘13 + µ1µ3℘23 + µ2µ3℘33 + 2µ3µ4 + µ2
2℘23 + 4µ4℘23 + 3µ3℘22
+ 2µ1µ6 + µ2µ5 − 2µ5℘33,
℘2222 = 6℘22
2 − 2µ2µ3℘23 + µ1µ2µ5 + 2µ1µ3µ4 + 24℘13℘33 + 4µ12℘13 − 4µ2℘13 − 4℘1333
+ 4µ5℘23 + 2µ1
2µ6 − 2µ2µ6 + µ3µ5 − 3µ32℘33 + 12µ6℘33 + 4µ4℘22
+ µ2
2℘22 + 4µ1µ3℘22,
℘1233 = 4℘13℘23 + 2℘33℘12 − 2µ1℘33℘13 − 13µ13℘13 + 13µ1℘1333 + 13µ12℘12 + 3µ3℘13
+ 13µ1µ8 +
4
3µ1µ2℘13 − µ2℘12 + µ9,
℘1223 = 4℘23℘12 + 2℘13℘22 − 2µ2℘33℘13 − 2µ8℘33 − 23µ8µ2 + 13µ2℘1333 + 3µ3℘12 + 4µ4℘13
+ 43µ2
2℘13 − 2℘11 − 13µ12µ2℘13 + 13µ1µ2℘12 + µ1µ3℘13,
℘1222 = 6℘22℘12 + 6µ9℘33 − µ3℘1333 + 4µ5℘13 + µ22℘12 − µ2µ9 + 4µ4℘12 − 2µ1℘11
+ 6µ3℘33℘13 − 3µ2µ3℘13 + µ12µ3℘13 + 3µ1µ3℘12 − µ1µ2µ8,
℘1133 = 4℘13
2 + 2℘33℘11 − µ9℘23 + 2µ6℘13 + µ8℘22 − µ5℘12 + 23µ4℘1333 + 23µ4µ8
+ 2µ2µ8℘33 − 4µ4℘13℘33 + 23µ2µ4℘13 + µ1µ9℘33 − µ1µ8℘23 + µ1µ5℘13
− 23µ12µ4℘13 + 23µ1µ4℘12,
℘1123 = 4℘12℘13 + 2℘23℘11 + 2µ3µ4℘13 − µ3µ8℘33 − 2µ5℘13℘33 + µ2µ8℘23 + 43µ2µ5℘13
− µ9℘22 + 2µ6℘12 + 13µ5℘1333 + 13µ5µ8 + µ1µ9℘23 − 13µ12µ5℘13 + 13µ1µ5℘12,
℘1122 = 4℘12
2 + 2℘11℘22 +
2
3µ1
2µ6℘13 +
4
3µ1µ6℘12 + µ3µ9℘33 + µ2µ9℘23 + 8µ12℘33
+ 2µ3µ4℘12 − 23µ6℘1333 + 4µ8℘13 − 23µ6µ8 + 4µ6℘33℘13 − µ3µ8℘23 + µ3µ5℘13
− 83µ2µ6℘13 + µ2µ8℘22 + µ2µ5℘12,
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℘1113 = 6℘13℘11 + 6µ2µ8℘13 − 2µ2µ12℘33 − µ12µ8℘13 + 4µ1µ12℘23 + µ1µ8℘12 + µ5µ9℘33
+ µ5
2℘13 − 2µ4µ9℘23 + µ1µ9℘13 − 6µ8℘33℘13 − 2µ6µ8℘33 + µ8℘1333 − 4µ4µ12
+ 3µ9℘12 − 6µ12℘22 − µ5µ8℘23 + 4µ4µ6℘13,
℘1112 = 6℘12℘11 + 6µ3µ12℘33 + 3µ3µ8℘13 − 2µ6µ8℘23 − µ1µ82 + 5µ2µ8℘12 + 4µ2µ12℘23
− 2µ1µ12℘22 + 4µ4µ6℘12 − µ5µ8℘22 + µ52℘12 + 4µ5µ12 − µ9℘1333 − 4µ1µ12µ4
+ µ1
2µ9℘13 + 3µ1µ9℘12 − 2µ4µ9℘22 + µ5µ9℘23 − 4µ2µ9℘13 + 6µ9℘13℘33 − 3µ8µ9,
℘1111 = 6℘11
2 + 4µ4µ9℘12 − 8µ42µ12 − 2µ22µ4µ12 − 3µ82℘22 − 2µ4µ82 + µ52℘11 − 3µ92℘33
− 4µ12℘1333 + 24µ12℘33℘13 + 12µ5µ12℘23 + µ2µ4µ5µ9 − 6µ1µ3µ4µ12
+ µ1µ2µ5µ12 + 2µ6
2µ8 + 2µ2
2µ8
2 − µ5µ6µ9 − 2µ5µ9℘13 + 4µ4µ6℘11 + 4µ6µ8℘13
+ 8µ2µ8℘11 − 6µ2µ6µ12 − 12µ2µ12℘13 + 4µ12µ12℘13 + 2µ12µ6µ12 + 2µ8µ5℘12
− 6µ8µ9℘23 − 12µ4µ12℘22 + µ2µ52µ8 + 2µ1µ4µ6µ9 + µ1µ5µ6µ8 + 12µ6µ12℘33
+ 4µ1µ9℘11 + 2µ3µ4
2µ9 + 9µ3µ5µ12 − 2µ1µ3µ82 − 6µ3µ8µ9 + 2µ1µ2µ8µ9
+ µ3µ4µ5µ8 + 2µ2µ4µ6µ8 + 2µ2µ9
2.
℘1233 = λ3 + λ10℘12 + 4℘13℘23 + 2℘12℘33
℘2233 = 2λ6 + 4℘13 + λ0℘22 + 4℘
2
23 + 2℘22℘33
℘2223 = λ7λ10 + λ
2
10℘23 + 6℘22℘23 + 2λ7℘33
℘2222 = 2λ6λ10 + 4λ10℘13 + λ
2
10℘22 + 6℘
2
22
− 4λ7℘23 + 12λ6℘33 + 4(6℘13℘33 − ℘1333)
℘1222 = λ3λ10 + λ
2
10℘12 − 4λ7℘13 + 6℘12℘22 + 6λ3℘33
℘1133 = λ7℘12 + 2λ6℘13 + 4℘
2
13 − λ4℘22 − la3℘23 + 2λ4λ10℘33 + 2℘11℘33
℘1123 =
1
3λ4λ7 + 2λ6℘12 +
4
3λ7λ10℘13 + 4℘12℘13 − λ3℘22
+ λ4λ10℘23 + 2℘11℘23 +
1
3 (6℘13℘33 − ℘1333)
℘1223 = −2
3
λ4λ10 − ℘11 + 4
3
λ210℘13 + 2℘13℘22
+ 4℘12℘23 + 2λ4℘33 +
1
3
λ10(6℘13℘33 − ℘1333)
℘1122 =
2
3
λ4λ6 + λ7λ10℘12 + 4℘
2
12 − 4λ4℘13 +
8
3
λ6λ10℘13
= λ4λ10℘22 + 2℘11℘22 − λ3λ10℘23 + 8λ0℘33 + 2
3
λ6(6℘13℘33 − ℘1333)
℘1113 = 3λ3℘12 + λ
2
7℘13 + 6λ4λ10℘13 + 6℘11℘13 − 6λ0℘22 − λ4λ7℘23
+ 2λ4λ6℘33 − λ3λ7℘33 + 2λ0λ10℘33 + λ4(6℘13℘33 − ℘1333)
13.6. Comparison with hyperelliptic case
Let V be the hyperelliptic curve of genus g realized as two-sheeted covering of
the extended complex plane,
(13.28) y2 −
2g+2∑
k=0
λkx
k = 0.
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The vector W 2 is given as
W 2 = (1, x, . . . , x
g−1)T .
Introduce the matrix
H = {hi,k}i,k=1,...,g+2, hik = 4℘i−1,k−1 − 2℘k,i−2 − 2℘i,k−2
+
1
2
(δi,k(λ2i−2 + λ2k−2) + δk,i+1λ2i−1 + δi,k+1λ2k−1)(13.29)
Denote the minors of the matrix H as follows
H [k1j1
...
...
kn
jm
]{hik,jl}k=1,...,h;l=1,...,n
Theorem 13.5 ([BEL997b]). The matrix H has the following property Let
W = (1, x, . . . , xg+1) then for arbitrary vectors the equality is valid
yrys =W
T
r HW s, and in particular
W THW =
2g+2∑
i=0
λix
i
The Jacobi inversion problem is solved as
Theorem 13.6. Let the curve V be nondegenerate hyperelliptic curve of genus
g given by the eqution
y2 − 4x2g+1 −
2g∑
k=0
λkx
k = 0
and wg+1, wg+2 are entries to the Weiestrass gap sequence. Then the Jacobi inver-
sion problem is solved as
(13.30) wg+1 = ℘
T
gU , wg+2 = ℘
′T
g U .
Theorem 13.7. Let (z1, w1), . . . , (zg, wg) be the divisor, then the vectors Z =
(1, zr, . . . , z
g+1
r ), r = 1, . . . , g are orthogonal to the last collumn of the matrix H or
equivalentely zr are the roots of the equation
(13.31) zg − ℘g,g(u)zg−1 − . . .− ℘1,g(u) = 0
which yeilds the solution of the Jacobi inversion problem where the second coordinate
of the divisor is defined as follows
(13.32) wk = −
g∑
j=1
℘g,g,j(u)z
g−j
k
The meromorphic embedding of the Jacobi variety Jac(V ) into Cg+
1
2 g(g+1) is
described by the following
Theorem 13.8. Introduce in Cg+
1
2 g(g+1) the coordinates: 12g(g+1) even func-
tions ℘i,j and g odd ℘g,g,i, i = 1, . . . , g Then
rankH = 3 in generic points and
(13.33) − 1
4
℘i,g,g℘k,g,g = det H
[
k
i
g+1
g+1
g+2
g+2
]
, ∀i, k = 1, . . . , g
The intersection of g(g+1)/2 cubics defines the Jacobi variety as algebraic variety
in Cg+
1
2 g(g+1).
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The meromorphic embedding of the Kummer variety Kum(V ) into C
1
2 g(g+1) is
described by the following
Theorem 13.9. Introduce in C
1
2 g(g+1) the coordinates: 12g(g+1) even functions
℘i,j Then the intersection of g(g − 1)/2 quartics
(13.34) det H
[
k
i
l
j
g+1
g+1
g+2
g+2
]
= 0, ∀i 6= j, k 6= l = 1, . . . , g
defines the Kummer variety as algebraic variety in C
1
2 g(g+1).
Theorem 13.10. The following equality is valid
RTπjlπ
T
ikS =
1
4
det
(
H
[
i
j
k
l
g+1
g+1
g+2
g+2
]
S
RT 0
)
,(13.35)
where R, S ∈ C4 are arbitrary vectors and
πik =

−℘ggk
℘ggi
℘g,i,k−1 − ℘g,i−1,k
℘g−1,i,k−1 − ℘g−1,k,i−1 + ℘g,k,i−2 − ℘g,i,k−2
 .
Example 13.7. We shall give a number of formulas to illustrate the content of
this section in the case of genus three. We consider the case of the curve defined
by an equation
y2 = 4x7 +
6∑
j=0
λjx
j .
The principal matrix H is the 5× 5 matrix of the form
H =

λ0
1
2λ1 −2℘11 −2℘12 −2℘13
1
2λ1 4℘11 + λ2 2℘12 +
1
2λ3 4℘13 − 2℘22 −2℘23−2℘11 2℘12 + 12λ3 4℘22 − 4℘13 + λ4 2℘23 + 12λ5 −2℘33−2℘12 4℘13 − 2℘22 2℘23 + 12λ5 4℘33 + λ6 2−2℘13 −2℘23 −2℘33 2 0

We give list of the expressions of the ℘ijk-functions, that is the complete list of
the first derivatives of the ℘i,j over the canonical fields ∂i, as linear combinations if
the basis functions. In this case the basis set consists of functions ℘333, ℘233, ℘133
and ℘33, ℘23, ℘13. The basic cubic relations are
℘2333 = 4℘
3
33 + λ6℘
2
33 + 4℘23℘33 + λ5℘33 + 4℘22 − 4℘13 + λ4,
℘2233 = 4℘
2
23℘33 + λ6℘
2
23 − 4℘22℘23 + 8℘13℘23 + 4℘11 + λ2,
℘2133 = 4℘
2
13℘33 + λ6℘
2
13 − 4℘12℘13 + λ0,
℘233℘333 = 4℘
2
33℘23 + λ6℘23℘33 − 4℘22℘33,
+ 4℘13℘33 + 2℘
2
23 − λ5℘23 + 2℘12 + λ3,
℘133℘233 = 4℘13℘23℘33 + λ6℘13℘23 − 2℘12℘23 − 2℘13℘22 + 4℘213 +
1
2
λ1,
℘133℘333 = 4℘13℘
2
33 + λ6℘13℘33 − 2℘12℘33 + 2℘13℘23 +
1
2
λ5℘13 − 2℘11.
Remaining cubic relations can be derived with the aids of the above formulae
and relations
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℘223 = −℘333℘23 + ℘233℘33 + ℘133,
℘123 = −℘333℘13 + ℘133℘33,
℘113 = −℘233℘13 + ℘133℘23,
℘222 = ℘333
(
2℘23(℘33 +
λ6
4
) + 4℘13 − ℘22
)− ℘233(2℘33(℘33 + λ6
4
) + ℘23 +
λ5
4
)
− 2℘133℘33,
℘122 = ℘333
(
2℘13(℘33 +
λ6
4
)− ℘12
)
+ ℘233℘13 − ℘133
(
2℘33(℘33 +
λ6
4
) + ℘23 +
λ5
4
)
,
℘112 = ℘233
(
2℘13(℘33 +
λ6
4
)− ℘12
)− ℘133(2℘23(℘33 + λ6
4
) + 2℘13 − ℘22
)
,
℘111 = ℘333
(
℘13℘22 − 2℘213 − ℘12℘23
)
+ ℘233
(
2℘13(℘23 +
λ5
4
)− ℘12℘33
)
,
− ℘133
(
2℘23(℘23 +
λ5
4
)− ℘33(2℘13 − ℘22)
)
Along with the above expressions for the first derivatives of the ℘i,j we obtain
an anologous list for the second derivatives, but here we give the expressions by the
℘i,j–functions themselves and the constants λk:
℘3333 = λ5/2 + 4℘23 + λ6℘33 + 6℘
2
33,
℘2333 = 6℘13 − 2℘22 + λ6℘23 + 6℘23℘33,
℘1333 = −2℘12 + λ6℘13 + 6℘13℘33,
℘2233 = −2℘12 + λ6℘13 + λ5℘23/2 + 4℘223 + 2℘22℘33,
℘1233 = λ5℘13/2 + 4℘13℘23 + 2℘12℘33,
℘1133 = 6℘
2
13 − 2℘13℘22 + 2℘12℘23,
℘2223 = −λ2 − 6℘11 + λ5℘13 + λ4℘23 + 6℘22℘23 − λ3℘33/2,
℘1223 = −λ1/2 + λ4℘13 − 2℘213 + 4℘13℘22 + 2℘12℘23 + 2℘11℘33,
℘1123 = −λ0 + λ3℘13/2 + 4℘12℘13 + 2℘11℘23,
℘1113 = λ2℘13 + 6℘11℘13 − λ1℘23/2 + λ0℘33,
℘2222 = −3λ1/2 + λ3λ5/8− λ2λ6/2− 3λ6℘11 + λ5℘12 + 12℘213+
λ4℘22 − 12℘13℘22 + 6℘222 + λ3℘23 + 12℘12℘23 − 3λ2℘33 − 12℘11℘33,
℘1222 = −2λ0 − λ1λ6/4− λ5℘11/2 + λ4℘12 + λ3℘13 + 6℘12℘22 − 3λ1℘33/2,
℘1122 = −λ0λ6/2 + λ3℘12/2 + 4℘212 + λ2℘13 + 2℘11℘22 − λ1℘23/2− 2λ0℘33,
℘1112 = −λ0λ5/4 + λ2℘12 + 6℘11℘12 + 3λ1℘13/2− λ1℘22/2− 2λ0℘23,
℘1111 = −1
2
λ0λ4 +
1
8
λ1λ3 − 3λ0℘22 + λ1℘12 + λ2℘11 + 4λ0℘13 + 6℘211.
13.7. Nonlinear differential equations integrable in trigonal ℘–functions
In view of the results of Theorem 13.3 generating functions G1(t) and G2(t) in-
troduced in the assertion (1) of Corollary 13.2.1 obtain another interpretation. Let
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the vector Z be given by formulas (13.20) and (13.21), then the polynomials gen-
erated by functions G1(t) and G2(t) are differential relations, to which ℘–functions
satisfy.
On the other hand, defining the vector Z by formulas
γ1 =
1
3 (u
′′ − (6ug + δg,3[g/3]λ3g+1 + δg,1+3[g/3] 12λ23g+2)u+ δg,1+3[g/3]λ3g+2q +Lg)
γ2 = q, γ3 = −u, z = u′, hg+1,g+1 = 2ug, hg+1,g+2 = −δg,1+3[g/3]λ3g+2,
we obtain with the help of generating functions G1(t) and G2(t) a collection of
differential polynomials S0λ = Sλ(q,u,u
′,u′′). Let us complete the collection S0λ
with the collection of linear expressions
S1 = {q′i − ∂∂vg−1 ui; ∂∂viuk − ∂∂vk ui, ∂∂vi qk − ∂∂vk qi} i, k = 1, . . . , g, i > k
to the collection Ŝλ = S
0
λ ∪ S1 = Ŝλ(q,u, ∂∂v1 q, . . . , q′ = ∂∂vg q, ∂∂v1u, . . . ,u′ =
∂
∂vg
u,u′′).
Proposition 13.11. System Ŝλ = 0 of nonlinear differential equations of sec-
ond order with respect to functions q and u allows a solution in trigonal ℘–functions
q = ℘g−1 and u = ℘g.
Introduce a grading of the independent variables vT = (v1, . . . , vg) according
to the rule deg vi = degwi− 2g+1, so that deg vg = −1, deg vg−1 = −2 and so on,
(note that the sequence − deg v forms the Weierstrass sequence generated by a pair
of coprime integers (3, g + 1), see [BEL999]). For functions q and u we assume
the weights that follow from the convention adopted in §13.3 about the weights
of coordinates of vectors γ2 and γ3, and, so deg ug = 2, deg ug−1 = deg qg = 3
and so on. Members of the collection Ŝλ are homogeneous differential polynomials
with respect to this grading. Let us consider the lower weight polynomials in more
detail.
Each of the generating functions G1(t) and G2(t) produce one polynomial of
each weight. At that the function G2(t) generates polynomials of weight not less
than 2g − 3[ g−13 ] = g + 3 − δ. Thus the elements of the lowest weights 3 and 4
in the collection S0λ are generated by the function G1(t). Namely, there is a single
polynomial ψ3 = qg − ug−1 of weight 3 and a single polynomial of weight 4:
ψ4 = u
′′
g − 6u2g + 3qg−1 − aqg − bug − c,
where
{a, b, c} = {2δg,1+3[g/3]λ3g+2, 4δg,3[g/3]λ3g+1 + δg,1+3[g/3]λ23g+2, 2δg,1+3[g/3]λ3g−1}.
Denote vg = ξ, vg−1 = η and ug = U/2, and partial derivatives of U over ξ and η
denote by subscripts, for instance, ∂∂ξU = Uξ,
∂2
∂ξ2U = Uξξ etc. From the system of
equations (ψ3, ψ4, S
1) = 0 follows a differential equation w.r.t. U of the form:
(13.36) 3Uηη + (Uξξξ − 6UξU)ξ − aUξη − bUξξ = 0,
that is the well-known Boussinesq equation. By Proposition 13.11 the equation
(13.36) is satisfied by the function U = 2℘g,g(u1, . . . , η, ξ,λ) constructed by the
model of a trigonal curve defined by equation
y3 − y(
[ 2g+23 ]∑
j=0
λg+1+3jx
j)− (xg+1 +
g∑
j=0
λ3jx
j) = 0.
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Let us compare the result obtained with an analogous result from the hyperellip-
tic theory [BEL997b]. The hyperelliptic function 2℘g,g(u1, . . . , η, ξ,λ) constructed
by the model of a hyperelliptic curve
y2 − 4x2g+1 −
2g−1∑
j=0
λ2jx
j = 0,
is a solution of Korteweg-de Vries hierarchy and, particularly, of the classical KdV
equation:
(13.37) 2Uη − Uξξξ + 6UUξ = 0.
At certain constraints imposed on the values of the parameters λ the hyperelliptic
function 2℘1,1 of weight 4g − 2 is a solution of Kadomtsev-Petviashvili equation:
(13.38) 4Uξζ − 3Uηη − (Uξξξ − 6UξU)ξ = 0,
and with the help of the function ℘1,g of weight 2g − 2 a solution of sine-Gordon
equation is constructed.
In both cases (13.36) and (13.37) the solution U = 2℘g,g is a function of weight
2, the least weight possible for a ℘–function, while the weights {− deg ξ,− deg η} are
the initial segments of the corresponding Weierstrass sequences: {1, 2} for (13.36)
and {1, 3} for (13.37). At that the right-hand sides of (13.36) and (13.37) are
obtained by (multiple) differentiation w.r.t. ξ of the polynomial of weight 4 that
corresponds to the relation ℘g,g,g,g − 6℘2g,g + · · · = 0.
Elements of weights> 4 from the family Ŝλ after repeated differentiation lead to
a system of nonlinear differential equations w.r.t. the function U that is to Boussi-
nesq hierarchy. Systems of differential equations satisfied by the higher weight ℘–
functions form families that do not reduce to Boussinesq hierarchy. We are going
to consider this matter in detail in our nearest publications.
Proposition 13.12. For the function U = 2℘g,g(u1, . . . , ζ, η, ξ,λ) of weight 2
built by the (n, s)–model of a curve yn − xs + · · · = 0 to be a solution of equation
(13.38), it is necessary that the number of sheets of the model n is not less than 4.
Proof. Indeed, let us apply a scale transform (U, ξ, η, ζ) 7→ (t2U, t−α1ξ, t−α2η, t−α3ζ)
to equation (13.38).
From the claim of homogeneity we obtain {α1, α2, α3} = {1, 2, 3}, i.e. the initial
segment of the Weierstrass sequence contains the triple {1, 2, 3}, and, therefore,
n > 3. 
In some cases the condition n > 3 is sufficient. By the homogeneity reasons a
polynomial relation of weight 4 for ℘–functions, if exists, is always of the form
℘g,g,g,g = 6℘
2
g,g + a0℘g,g−2 + b0℘g−1,g−1 + a1℘g,g−1 + a2℘g,g + a4,
where subscripts of parameters a and b are equal to their weights. At the “rational
limit” λ → 0 the parameters a4, a2 and a1 vanish, while the function σ(v,λ)
becomes a special Schur polynomial σn,s(v), so-called Schur-Weierstrass polynomial
(see [BEL999]). As is known [Kac93], doubled second partial derivative of any
Schur polynomial w.r.t. the variable of weight 1, and, particularly, the rational
limit of the function 2℘g,g, is a rational solution of equation (13.38), whence follow
a0 = −4 and b0 = 3.

Appendix I: A set of formulae for genus 2
Material of this appendix represents elements of a handbook on the genus two
hyperelliptic (ultraelliptic) functions. We mostly collected here formulae involving
hyperelliptic σ functions that are relevant to the above presented exposition.
13.8. Hyperelliptic curve of genus two
We consider a hyperelliptic curve X2 of genus two
w2 = 4(z − e1)(z − e2)(z − e3)(z − e4)(z − e5)
= 4z5 + λ4z
4 + λ3z
3 + λ2z
2 + λ1z + λ0 .
(13.39)
The basic holomorphic and meromorphic differentials are
du1 =
dz
w
, dr1 =
12z3 + 2λ4z
2 + λ3z
4w
dz ,(13.40)
du2 =
zdz
w
, dr2 =
z2
w
dz .(13.41)
For arbitrary points P = (x, y), Q = (z, w) ∈ V fundamental non-normalized
bi-differential dω̂(P,Q) is given as
dω̂(P,Q) =
F (x, z) + 2yw
4(x− z)2
dx
y
dz
w
(13.42)
with F (x, z) given by the formula
(13.43) F (x, z) =
2∑
k=0
zkxk(2λ2k + λ2k+1(x + z))
Equivalently this formula is written as
(13.44) F (x, z) =
∂
∂z
w + y
2y(x− z) =
2∑
k=1
duk(P )drk(Q)
For running point P = (x, y) ∈ V and two arbitrary fixed points P1 =
(x1, y1), P2 = (x2, y2) ∈ V the non-normalized third kind differential ωP1,P2(P )
with first order poles in P1 = (x1, y1), P2 = (x2, y2) and residues +1 and −1 is
given
(13.45) ωP1,P2(P ) =
w + y
2(x− z)
dx
y
+
2∑
k=0
duk(P )
∫ P2
P1
rk(P
′)
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q q
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✜
✢a2
✲
q q
e5 e6 =∞
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Figure 1. Homology basis on the Riemann surface of the curve
X2 with real branch points e1 < e2 < . . . < e6 =∞ (upper sheet).
The cuts are drawn from e2i−1 to e2i, i = 1, 2, 3. The b–cycles are
completed on the lower sheet (dotted lines).
Then the Jacobi inversion problem for the equations∫ (z1,w1)
∞
dz
w
+
∫ (z2,w2)
∞
dz
w
= u1 ,∫ (z1,w1)
∞
zdz
w
+
∫ (z2,w2)
∞
zdz
w
= u2
(13.46)
is solved in terms of ℘-functions in the form
z1 + z2 = ℘22(u), z1z2 = −℘12(u) ,
wk = ℘222(u)zk + ℘122(u), k = 1, 2 .
(13.47)
13.8.1. Characteristics in genus two. The homology basis of the curve is
fixed by defining the set of half-periods corresponding to the branch points. The
characteristics of the Abelian images of the branch points are defined as
(13.48) [Ai] =
[∫ (ei,0)
∞
du
]
=
(
ε
′T
i
ε
T
i
)
=
(
ε′i,1 ε
′
i,2
εi,1 εi,2
)
,
that can be also written as
Ai = 2ωεi + 2ω
′ε′i, i = 1, . . . , 6 .
In the homology basis given in Figure 1 the characteristics of the branch points
are
[A1] =
1
2
(
1 0
0 0
)
, [A2] =
1
2
(
1 0
1 0
)
, [A3] =
1
2
(
0 1
1 0
)
(13.49)
[A4] =
1
2
(
0 1
1 1
)
, [A5] =
1
2
(
0 0
1 1
)
, [A6] =
1
2
(
0 0
0 0
)
.(13.50)
The characteristics of the vector of Riemann constants K∞ yield
(13.51) [K∞] = [A2] + [A4] =
1
2
(
1 1
0 1
)
.
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From the above characteristics we build 16 half-periods. Denote 10 half-periods
for i 6= j = 1, . . . , 5 that are images of two branch points as
Ωij = 2ω(εi + εj) + 2ω
′(ε′i + ε
′
j), i = 1, . . . , 5 .(13.52)
Then the characteristics of the 6 half-periods
(13.53)
[
(2ω)−1Ai +K∞
]
=: δi, i = 1, . . . , 6
are nonsingular and odd, whereas the characteristics of the 10 half-periods
(13.54)
[
(2ω)−1Ωij +K∞
]
=: εij , 1 ≤ i < j ≤ 5
are nonsingular and even.
Odd characteristics correspond to partitions {6}∪{1, . . . , 5} and {k}∪{i1, . . . , i4, 6}
for i1, . . . , i4 6= k. The first partition from these two corresponds to Θ0 and the
second to Θ1.
The correspondence between branch points and 16 = 10 + 6 characteristics is
given (in the fixed homology basis as follows)
Ω1,2 = [A1 +A2 +K∞] =
[
1 1
1 1
]
≡ {1, 2}
Ω1,3 = [A1 +A3 +K∞] =
[
0 0
1 1
]
≡ {1, 3}
Ω1,4 = [A1 +A4 +K∞] =
[
0 0
1 0
]
≡ {1, 4}
Ω1,5 = [A1 +A5 +K∞] =
[
0 1
1 0
]
≡ {1, 5}
Ω2,3 = [A2 +A3 +K∞] =
[
0 0
0 1
]
≡ {2, 3}
Ω2,4 = [A2 +A4 +K∞] =
[
0 0
0 0
]
≡ {2, 4}
Ω2,5 = [A2 +A5 +K∞] =
[
0 1
0 0
]
≡ {2, 5}
Ω3,4 = [A3 +A4 +K∞] =
[
1 1
0 0
]
≡ {3, 4}
Ω3,5 = [A3 +A5 +K∞] =
[
1 0
0 0
]
≡ {3, 5}
Ω4,5 = [A4 +A5 +K∞] =
[
1 0
0 1
]
≡ {4, 5}
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Ω1 = [A1 +K∞] =
[
0 1
0 1
]
≡ {1}
Ω2 = [A2 +K∞] =
[
0 1
1 1
]
≡ {2}
Ω3 = [A3 +K∞] =
[
1 0
1 1
]
≡ {3}
Ω4 = [A4 +K∞] =
[
1 0
1 0
]
≡ {4}
Ω5 = [A5 +K∞] =
[
1 1
1 0
]
≡ {5}
Ω6 = [A6 +K∞] =
[
1 1
1 0
]
≡ {6}
From the solution of the Jacobi inversion problem we obtain for any i, j =
1, . . . , 5, i 6= j
(13.55) ei + ej = ℘22(Ωij), −eiej = ℘12(Ωij) .
From the relation
℘11(u) =
F (x1, x2)− 2y1y2
4(x1 − x2)2
one can also find
(13.56) eiej(ep + eq + er) + epeqer = ℘11(Ωij) ,
where i,j,p,q, and r are mutually different.
℘i,j(Ωi) =∞ for all odd half-periods. For even half-periods we have
℘22(Ωi,j) = ei + ej,
℘12(Ωi,j) = −eiej,
℘11(Ωi,j) = ei,j ≡ eiej(ek + el + ek) + ekelem.
for all 1 ≤ i < j ≤ 5 and k 6= l 6= i 6= j.
From (13.55) and (13.56) we obtain an expression for the matrix κ that is
useful for numeric calculations because it reduces the second period matrix to an
expression in the first period matrix and θ–constants, namely, in the case ei =
e1, ej = e2,
(13.57)
κ = −1
2
(
e1e2(e3 + e4 + e5) + e3e4e5 −e1e2
−e1e2 e1 + e2
)
−1
2
(2ω)−1
T 1
θ[ε]
(
θ11[ε] θ12[ε]
θ12[ε] θ22[ε]
)
(2ω)−1 ,
where the characteristic [ε] in the fixed homology basis reads
[ε] = [A1] + [A2] + [K∞] =
[
1
2
1
2
1
2
1
2
]
.
Because exist C25 = 10 variants to choose [ε] one could sum up them to find κ in
the form
(13.58)
κ =
1
20
(
λ2
3
4λ3
3
4λ3 λ4
)
− 1
20
(2ω)−1
T ∑
even ε
1
θ[ε]
(
θ11[ε] θ12[ε]
θ12[ε] θ22[ε]
)
(2ω)−1 ,
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13.8.2. Inversion of a holomorphic integral. Taking the limit z2 →∞ in
the Jacobi inversion problem (13.46) we obtain
(13.59)
∫ (z,w)
∞
dz
w
= u1,
∫ (z,w)
∞
zdz
w
= u2 .
The same limit in the ratio
(13.60)
℘12(u)
℘22(u)
= − z1z2
z1 + z2
leads to the Grant-Jorgenson formula ([Gra991],[Jor992]),
(13.61) z = − σ1(u)
σ2(u)
∣∣∣∣
(σ)
In terms of θ–functions this can be given the form
(13.62) z = −∂Uθ[K∞]((2ω)
−1u; τ)
∂V θ[K∞]((2ω)−1u; τ)
∣∣∣∣
θ((2ω)−1u;τ)=0
,
where here and below ∂U =
∑g
j=1 Uj
∂
∂zj
is the derivative along the direction U .
Here we introduced the “winding vectors” U , V as column vectors of the inverse
matrix
(13.63) (2ω)−1 = (U ,V ) .
For the w coordinate two equivalent representations can be given
w = − 1
2
σ(2u)
σ42(u)
∣∣∣∣
(σ)
w =
1
σ2(u)
(
σ11(u) + 2zσ12(u) + z
2σ22(u)
)∣∣∣∣
(σ)
(13.64)
From (13.61) we obtain for all finite branch points
(13.65) ei = −σ1(Ai)
σ2(Ai)
, equivalently, ei = −∂Uθ[δi]
∂V θ[δi]
, i = 1, . . . , 5 .
This formula was mentioned by Bolza [Bol886] (see his Eq. (6)) for the case of a
genus two curve with finite branch points.
The ζ-formula reads
− ζ1(u) + 2n1 + 1
2
w1 − w2
z1 − z2 =
∫ (z1,w1)
(e2,0)
dr1(z, w) +
∫ (z2,w2)
(e4,0)
dr1(z, w),
− ζ2(u) + 2n2 =
∫ (z1,w1)
(e2,0)
dr2(z, w) +
∫ (z2,w2)
(e4,0)
dr2(z, w) ,
(13.66)
where nj =
∑2
i=1 η
′
jiε
′
i + ηjiεi. Here the characteristics ε
′
i and εi of K∞ are not
reduced.
Choosing (z1, w1) = (Z,W ), (z2, w2) = (e4, 0) we get from (13.66)
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− ζ1
(∫ (Z,W )
(e2,0)
du +K∞
)
+ 2n1 +
1
2
W
Z − e4 =
∫ (Z,W )
(e2,0)
dr1(z, w),
− ζ2
(∫ (Z,W )
(e2,0)
du +K∞
)
+ 2n2 =
∫ (Z,W )
(e2,0)
dr2(z, w) .
(13.67)
The inversion formula for the integral of the third kind is written as
W
∫ P
P ′
1
x− Z
dx
y
= −2
(
uT − u′T
) ∫ (Z,W )
(e2,0)
dr + ln
σ (u− v −K∞)
σ (u+ v −K∞) − ln
σ (u′ − v −K∞)
σ (u′ + v −K∞)
(13.68)
with
v =
∫ (Z,W )
(e2,0)
du, u =
∫ P
∞
du, u′ =
∫ P ′
∞
du
and u ∈ Θ1, u′ ∈ Θ1. The integrals
∫ (Z,W )
(e2,0)
dr are given by the formula (13.67).
In the case when the base point P ′ is chosen to be a branch point, say (e2, 0)
then the final formula takes the form
W
∫ P
(e2,0)
1
x− Z
dx
y
= 2
(
uT −AT2
)[
ζ(v +K∞)− 2(η′ε′K∞ + ηεK∞)−
1
2
Z(Z,W )
]
+ ln
σ (u− v −K∞)
σ (u+ v −K∞) − ln
σ (A2 − v −K∞)
σ (A2 + v −K∞) .(13.69)
13.9. Modular equation for σ-function and recursion
Denote the vector
−σ + 13u2σ2 + u1σ1(
3
8λ1 − 140λ3(λ3u21 + 3u22)
)
σ − 15λ3u1σ2 + u2σ1 + 12σ2,2(
2λ0u1u2 − 110λ1u22 − 12λ2 − 340λ3λ1u21
)
σ − 35λ1u1σ2 + 2σ1,1(
3
4λ0u
2
1 +
1
4λ1u1u2 − 120λ2u22 − 380λ3λ2u21
)− ( 310λ2u1 + 112λ3)σ2 + σ1,2

by ξ and the matrix
− 103 λ0 − 83λ1 −2λ2 − 43λ3
1
5λ1λ3 −10λ0 + 25λ2λ3 −8λ1 + 35λ23 −6λ2
8
5λ
2
1 − 4λ0λ2 65λ1λ2 − 6λ0λ3 45λ1λ3 −40λ0
3
10λ1λ2 − 23λ0λ3 35λ22 − 13λ1λ3 −10λ0 + 910λ2λ3 −8λ1 + 13λ23

by m. Then for
Λ =
(
∂σ
∂λ0
,
∂σ
∂λ1
,
∂σ
∂λ2
,
∂σ
∂λ3
)T
,
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we have
(13.70) ξ +mΛ = 0
iff σ = σ(u1, u2;λ0, λ1, λ2, λ3) is the fundamental σ–function associated with a
genus 2 curve
V =
{
(x, y) ∈ C2 | f(x, y) = y2 − 4x5 −
3∑
i=0
λix
i = 0
}
.
Note, that detm is proportional to the discriminant ∆z
(
∆w
(
f(z, w)
))
.
As usual, denote
ζ1(u) =
∂
∂u1
ln σ(u), ζ2(u) =
∂
∂u2
ln σ(u),
℘11(u) = − ∂
2
∂u21
ln σ(u), ℘12(u) = − ∂
2
∂u1∂u2
ln σ(u),
℘22(u) = − ∂
2
∂u22
ln σ(u).
Let us discuss the structure of the equations (13.70).
Note first, that the matrix m is equivalent to the symmetric matrix
µ =

−4λ3 −6λ2 −8λ1 −10λ0
−6λ2 −8λ1 + 35λ23 −10λ0 + 25λ2λ3 15λ1λ3
−8λ1 −10λ0 + 25λ2λ3 35λ22 − λ1λ3 310λ1λ2 − 32λ0λ3
−10λ0 15λ1λ3 310λ1λ2 − 32λ0λ3 25λ21 − λ0λ2

.
This is the reason to look for a representation of (13.70) with the help of the
symmetric matrices only.
Let V4 be a 4–dimensional vector space over the ringR of entire functions of the
six variables {u1, u2;λ0, λ1, λ2, λ3}. Introduce a pair of linear first-order operators
acting from R to V4
ǫ =

∂/∂λ3
∂/∂λ2
∂/∂λ1
∂/∂λ0
 and δ(α) =

α1∂/∂u1
α2∂/∂u2
α3u2
α4u1

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with α ∈ Z4. Introduce a row-vector γ = (γ1, γ2, γ3, γ4) with γi being symmetric
4× 4–matrices over the ring Q[λ3, λ2, λ1, λ0]:
γ1 =

0 0 0 12
0 0 − 18726125 0
0 − 18726125 0 − 328λ3
1
2 0 − 328λ3 0

;
γ2 =

0 0 31326125 0
0 64830625 0 0
3132
6125 0
486
6125λ3
162
6125λ2
0 0 1626125λ2
9
12250 (25λ
2
3 − 339λ1)

;
γ3 =

0 − 44286125 0 328λ3
− 44286125 0 − 4866125λ3 − 1626125λ2
0 − 4866125λ3 − 3246125λ2 − 1626125λ1
3
28λ3 − 1626125λ2 − 1626125λ1 27245 (4λ2λ3 − λ0)

;
γ4 =

− 4314 0 − 328λ3 0
0 2166125λ3
162
6125λ2
9
490 (15λ1 − λ23)
− 328λ3 1626125λ2 216875λ1 27980 (20λ0 − λ2λ3)
0 9490 (15λ1 − λ23) 27980 (20λ0 − λ2λ3) − 271960λ1λ3

.
Then the equations (13.70) are equivalent to
(13.71)
{[
γ ∗ δ(36, 175,−35,−42)]δ(36, 175,−35,−42)+ 64µǫ}σ = 0,
where γ ∗ δ =∑ γiδi. The representation (13.71), that is the set {γ,α}, is unique.
In the case of genus 1 (σ = σ(u; g2, g3) is the Weierstrass function associated with
an elliptic curve defined by the equation y2 − 4x3 + g2x + g3 = 0) the analogue of
(13.71) is{[((
0 12
1
2 0
)
,
(−1 0
0 g296
))
∗
(
∂
∂u
2u
)](
∂
∂u
2u
)
+
(
4g2 6g3
6g3
g22
3
)(
∂
∂g2
∂
∂g3
)}
σ = 0,
which is also a unique representation, if we restrict ourselves to ring operations.
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The genus 2 σ-function is represented by a formal series
σ(u1, u2;λ0, λ1, λ2, λ3) =∑
aℓ,m,n,o,pu
3−3l+4m+6n+8o+10p
2 u
ℓ
1λ
m
3 λ
n
2λ
o
1λ
p
0 =
u32
∑
aℓ,m,n,o,p
(u1
u32
)ℓ
(λ3u
4
2)
m(λ2u
6
2)
n(λ1u
8
2)
o(λ0u
10
2 )
p,
where the summation is carried over non-negatives integer ℓ,m, n, o, p such that
4m+6n+8o+10p+3> 3l. Coefficients aℓ,m,n,o,p are rational numbers, particularly,
(13.72) a0,0,0,0,0 = −1
3
and a1,0,0,0,0 = 1.
The equations (13.71) are equivalent to the following three recursion equations with
respect to the coefficients aℓ,m,n,o,p (the first of the equations is trivial):
aℓ−2,m−2,n,o,p − 15aℓ−2,m,n,o−1,p
− 8(3ℓ− 4m− 6n− 8o− 10p− 2)aℓ−1,m−1,n,o,p
− 24(n+ 1)aℓ,m−2,n+1,o,p − 16(o+ 1)aℓ,m−1,n−1,o+1,p
− 8(p+ 1)aℓ,m−1,n,o−1,p+1 + 3aℓ,m−1,n,o,p
− 20(3ℓ− 4m− 6n− 8o− 10p− 3)(3ℓ− 4m− 6n− 8o− 10p− 2)aℓ,m,n,o,p
+ 400(o+ 1)aℓ,m,n,o+1,p−1 + 320(n+ 1)aℓ,m,n+1,o−1,p
+ 240(m+ 1)aℓ,m+1,n−1,o,p − 40(ℓ+ 1)aℓ+1,m,n,o,p = 0;
3aℓ−2,m−1,n−1,o,p − 60aℓ−2,m,n,o,p−1
− 24(3ℓ− 4m− 6n− 8o− 10p)aℓ−1,m,n−1,o,p
− 20aℓ−1,m,n,o−1,p − 4(5ℓ+ 8n− 20o− 30p− 5)aℓ,m−1,n,o,p
− 48(o+ 1)aℓ,m,n−2,o+1,p − 24(p+ 1)aℓ,m,n−1,o−1,p+1
+ 4aℓ,m,n−1,o,p + 800(n+ 1)aℓ,m,n+1,o,p−1
+ 640(m+ 1)aℓ,m+1,n,o−1,p
+ 80(ℓ+ 1)(3ℓ− 4m− 6n− 8o− 10p)aℓ+1,m,n,o,p = 0;
3aℓ−2,m−1,n,o−1,p − 24(3ℓ− 4m− 6n− 8o− 10p+ 2)aℓ−1,m,n,o−1,p
− 80aℓ−1,m,n,o,p−1 + 240(o+ 1)aℓ,m−1,n,o+1,p−1
− 32(n+ 1)aℓ,m−1,n+1,o−1,p − 4(12o− 40p− 5)aℓ,m,n−1,o,p
− 64(p+ 1)aℓ,m,n,o−2,p+1 + 4aℓ,m,n,o−1,p
+ 1600(m+ 1)aℓ,m+1,n,o,p−1 − 80(ℓ+ 1)(ℓ+ 2)aℓ+2,m,n,o,p = 0.
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The above equations together with initial conditions (13.72) give the complete
information about the expansion of the σ–function.
σ(u1, u2;λ0, λ1, λ2, λ3) =
u1 − 1
3
u32
−
(
u1u
4
2
48
+
u72
5040
)
λ3
+
(
u31
24
− u
2
1u
3
2
24
− u1u
6
2
360
+
u92
22680
)
λ2
+
(
−u
3
1u
2
2
24
− u
2
1u
5
2
120
− u1u
8
2
5040
+
u112
99792
)
λ1
+
(
−u
4
1u2
12
− u
3
1u
4
2
72
− u
2
1u
7
2
504
+
u1u
10
2
22680
+
u132
1389960
)
λ0
+ . . .
13.10. Jacobi inversion problem
The equations of the Jacobi inversion problem
u1 =
∫ x1
a1
du1 +
∫ x2
a2
du1,
u2 =
∫ x1
a1
du2 +
∫ x2
a2
du2;
are equivalent to an algebraic equation
(13.73) P(x,u) = x2 − ℘22(u)x− ℘12(u) = 0,
that is, the sought pair (x1, x2) is the pair of roots of (13.73). So we have
(13.74) ℘22(u) = x1 + x2, ℘12(u) = −x1x2.
The corresponding yi is expressed as
(13.75) yi = ℘222(u)xi + ℘122(u), i = 1, 2.
There is the following expression for the function ℘11(u) in terms of x1, x2 and
y1, y2:
(13.76) ℘11(u) =
F (x1, x2)− 2y1y2
4(x1 − x2)2 ,
where F (x1, x2) be Kleinian 2-polar,
(13.77) F (x1, x2) =
2∑
r=0
xr1x
r
2[2λ2r + λ2r+1(x1 + x2)].
The following formulae are valid for the derivatives
dx1
du1
= − y1x2
x1 − x2 ,
dx2
du1
=
y2x1
x1 − x2 ,
dx1
du2
=
y1
x1 − x2 ,
dx2
du2
= − y2
x1 − x2 .
13.11. ζ-FUNCTIONS AND ℘-FUNCTION 227
Further we have from (13.75)
℘222(u) =
y1 − y2
x1 − x2 , ℘221(u) =
x1y2 − x2y1
x1 − x2 ,
℘211(u) = −x
2
1y2 − x22y1
x1 − x2
℘111(u) =
y2ψ(x1, x2)− y1ψ(x2, x1)
4(x1 − x2)3 ,(13.78)
where
ψ(x1, x2) = 4λ0 + λ1(3x1 + x2) + 2λ2x1(x1 + x2) + λ3x
2
1(x1 + 3x2)
+ 4λ4x
3
1x2 + 4x
3
1x2(3x1 + x2).
13.11. ζ-functions and ℘-function
The relations between ζ-functions and the differentials of the second kind are
the following
−ζ1
(∫ x
a
du+
∫ x1
a1
du+
∫ x2
a2
du
)
=
∫ x
a
dr1 +
∫ x1
a1
dr1 +
∫ x2
a2
dr1
+f1
(
x
y
∣∣x1 x2
y1 y2
)
,
−ζ2
(∫ x
a
du+
∫ x1
a1
du+
∫ x2
a2
du
)
=
∫ x
a
dr2 +
∫ x1
a1
dr2 +
∫ x2
a2
dr2
+f2
(
x
y
∣∣x1 x2
y1 y2
)
,
where
f1
(
x
y
∣∣x1 x2
y1 y2
)
= − y(x− x1 − x2)
2(x− x1)(x − x2) −
y1(x1 − x− x2)
2(x1 − x)(x1 − x2)
− y2(x2 − x− x1)
2(x2 − x)(x2 − x1)
=− y(x− ℘22(u))− x℘122(u)− ℘112(u)
2P(x,u) −
1
2
℘222(u),
f2
(
x
y
∣∣x1 x2
y1 y2
)
= − y
2(x− x1)(x − x2) −
y1
2(x1 − x)(x1 − x2)
− y2
2(x2 − x)(x2 − x1)
= −y − x℘222(u)− ℘122(u)
2P(x;u) .
Taking the limit x→ a =∞, we have
−ζ1(u) =
∫ x1
a1
dr1 +
∫ x2
a2
dr1 − 1
2
℘222(u),
−ζ2(u) =
∫ x1
a1
dr2 +
∫ x2
a2
dr2.
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All the possible pairwise products of the ℘ijk-functions are expressed as follows in
terms of ℘22, ℘12, ℘11 and constants λs :
℘2222 = 4℘11 + λ3℘22 + 4℘
3
22 + 4℘12℘22 + λ4℘
2
22 + λ2,
℘222℘221 =
1
2
λ1 + 2℘
2
12 − 2℘11℘22 +
1
2
λ3℘12
+ 4℘12℘
2
22 + λ4℘12℘22,
℘2221 = λ0 − 4℘11℘12 + λ4℘212 + 4℘22℘212,
℘222℘211 = −1
2
λ1℘22 + 2℘11℘
2
22 + 2℘22℘
2
12 + λ2℘12
+ 4℘11℘12 +
1
2
λ3℘12℘22,
℘222℘111 = −4℘211 − 2℘312 −
1
8
λ1λ3 − 1
2
λ1℘12 − 1
4
λ1λ4℘22
− λ1℘222 − λ2℘11 −
1
2
λ3℘11℘22 + 6℘11℘22℘12
− λ3℘212 +
1
2
λ2λ4℘12 + 2λ2℘12℘22
+ 2λ4℘12℘11 − 1
8
λ23℘12,
℘221℘211 = 2℘
3
12 +
1
2
λ3℘
2
12 +
1
2
λ1℘12 + 2℘11℘22℘12 − λ0℘22,
℘221℘111 = 2℘11℘
2
12 +
1
4
λ1λ4℘12 + λ1℘22℘12 +
1
2
λ3℘12℘11
− 1
4
λ0λ3 − λ0℘12 − 2λ0℘222 −
1
2
℘22λ4λ0 + 2℘22℘
2
11 −
1
2
λ1℘11,
℘2211 = λ0℘
2
22 − λ1℘22℘12 + λ2℘212 + 4℘11℘212,
℘211℘111 = −1
2
λ0λ2 − 2λ0℘11 − 1
4
λ0λ3℘22 +
1
8
λ21
− λ0℘22℘12 − 1
2
λ1℘11℘22 +
1
2
λ1℘
2
12
+ 4℘12℘
2
11 +
1
8
λ1λ3℘12 + λ2℘12℘11,
℘2111 =
1
16
(λ21λ4 + λ0λ
2
3 − 4λ0λ3λ4) + (
1
4
λ21 − λ0λ2)℘22
+
1
2
℘12λ0λ3 + (
1
4
λ1λ3 − λ0λ4)℘11 + λ0℘212
+ λ1℘12℘11 + λ2℘
2
11 − 4λ0℘22℘11 + 4℘311.
These expressions may be rewritten in the form of an “extended cubic relation”.
For arbitrary l, k ∈ C4
(13.79) lTππTk = −1
4
det
(
H l
kT 0
)
,
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where πT = (℘222,−℘221, ℘211,−℘111) and H is 4× 4 matrix:
H =

λ0
1
2λ1 −2℘11 −2℘12
1
2λ1 λ2 + 4℘11
1
2λ3 + 2℘12 −2℘22−2℘11 12λ3 + 2℘12 λ4 + 4℘22 2−2℘12 −2℘22 2 0
 .
The vector π satisfies the equation Hπ = 0, or in detailed form
−℘12℘222 + ℘22℘221 + ℘211 = 0,(13.80)
2℘11℘222 +
(
1
2
λ3 + 2℘12
)
℘221
−(λ4 + 4℘22)℘211 + 2℘111 = 0,(13.81)
1
2
λ1℘222 − (λ2 + 4℘11)℘221
+
(
1
2
λ3 + 2℘12
)
℘211 + 2℘22℘111 = 0,(13.82)
−λ0℘222 + 1
2
λ1℘221 + 2℘11℘211 − 2℘12℘111 = 0,(13.83)
and so the functions ℘22, ℘12 and ℘11 are related by the equation
(13.84) detH = 0.
The equation (13.84) defines the quartic Kummer surfaceK in C3 with coordinates
X = ℘22, Y = ℘12, Z = ℘11 [Hud905].
The ℘ijkl-functions are expressed as follows
℘2222 = 6℘
2
22 +
1
2
λ3 + λ4℘22 + 4℘12,(13.85)
℘2221 = 6℘22℘12 + λ4℘12 − 2℘11,(13.86)
℘2211 = 2℘22℘11 + 4℘
2
12 +
1
2
λ3℘12,(13.87)
℘2111 = 6℘12℘11 + λ2℘12 − 1
2
λ1℘22 − λ0,(13.88)
℘1111 = 6℘
2
11 − 3λ0℘22 + λ1℘12 + λ2℘11 −
1
2
λ0λ4 +
1
8
λ1λ3.(13.89)
All these formulas may be condensed into a single expression. Namely, the following
expression, which can be interpreted as a direct analogue of the Hirota bilinear
relation [Hir972, Hir980],13∆∆T +∆T
0 0 10 −1/2 0
1 0 0
 ǫη,ηǫη,η · ǫTη,η − (ξ − η)4ǫη,ξǫTη,ξ
σ(u)σ(u′)
∣∣∣∣
u′=u
is identically 0, where ∆T = (∆21, 2∆1∆2,∆
2
2) with ∆i = ∂/∂ui − ∂/∂u′i and also
ǫTξ,η = (1, η+ξ, ηξ). After evaluation, the powers of parameters η and ξ are replaced
according to the rules ηk, ξk → λkk!(6− k)!/6! by the constants defining the curve.
The functions ℘12 and ℘22 can be reexpressed by the aids of (13.85), (13.86) in
terms of the function ℘2,2 and its higher derivatives as follows
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℘12 =
1
4
℘2222 − 3
2
℘222 −
1
4
λ4℘22 − 1
8
λ3
℘11 = −1
8
℘22222 +
(
3
4
℘22 +
1
8
λ4
)
℘2222
+
(
3
2
℘22 +
1
8
λ4
)
℘222 − 9
2
℘322
− 3
2
λ4℘
2
22 −
(
3
8
λ3 +
1
8
λ24
)
℘22 − 1
6
λ4λ3.
The substitution of these formulae to the equation of the Kummer surface leads
to the associated differential equation.
13.12. Representations of the group of characteristics
Recall that in the case of genus one shift on a half period of the Weierstrass
elliptic function is given as fractional linear transformation of the form
(13.90) ℘(u + ωi) =
a1℘(u) + a2
d1℘(u) + d2
with a1 = ei, a2 = −ei(ek+ el)+ ekel, d1 = 1, d2 = −ei and indices k, l complement
the set {i} up to {1, 2, 3}. The transformations (13.90) at i = 1, 2, 3
Ti =
(
a1 a2
d1 d2
)
=
(
ei −ei(ek + el) + ekel
1 −ei
)
, det Ti = (ei − ek)(ei − el)
complemented by the identical transformation form the group, which is isomorphic
to the group of characteristics. In other words we have a representation of the
group of characteristics.
In the the case of the genus two the picture is analogous. We have
℘2,2(u+Ω) =
a1℘2,2(u) + a2℘1,2(u) + a3℘1,1(u) + a4
d1℘2,2(u) + d2℘1,2(u) + d3℘1,1(u) + d4
,(13.91)
℘1,2(u+Ω) =
b1℘2,2(u) + b2℘1,2(u) + b3℘1,1(u) + b4
d1℘2,2(u) + d2℘1,2(u) + d3℘1,1(u) + d4
,(13.92)
℘1,1(u+Ω) =
c1℘2,2(u) + c2℘1,2(u) + c3℘1,1(u) + c4
d1℘2,2(u) + d2℘1,2(u) + d3℘1,1(u) + d4
,(13.93)
where Ω is a half-period. In the case when Ω is even half-period, Ω = Ωi,j the
coefficients of the transformation are given by
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a1 = S3 − S1s2 a2 = −s2 − S1s1 + S2
a3 = −s1, a4 = −s22 + S2s2 + S1s2s1
b1 = −S3s1 + S2s2, b2 = S1s2 − S3,
b3 = s2, b4 = −2S3s2 + S3s21 − S2s2s1
c1 = −2S3s2 + S3s21 − S2s2s1, c2 = s22 − S1s2s1 − S2s2
c3 = −S3 − S1s2, c4 = −S22s2 + 4S3S1s2 + S2s2S1s1
+ S3S2s1 + S2s
2
2 − S3S1s21 − S3s1s2
d1 = −s2, d2 = −s1, d3 = −1, d4 = S1s2 + S3
where symmetric functions sk = sk[i, j], k = 1, 2 and Sl = Sl[i, j], l = 1, 2, 3
corresponds to the partition of branching points {ei, ej}∪{ep, eq, er} and are given
as
s1[i, j] = ei + ej , s2[i, j] = eiej
S1[i, j] = ep + eq + er, S2[i, j] = epeq + eper + eqqr, S3[i, j] = epeger
are built on arbitrary permutations of indices {i, j, p, q, r} from {1, 2, 3, 4, 5}
In the case of odd half period Ω = Ωi, i = 1, . . . , 6.
a1 = −e2i , a2 = 0, a3 = 1, a4 = e2iT1 − eiT2
b1 = 0, b2 = −e2i , b3 = −ei, b4 = eiT3 − T4
c1 = −eiT3 + T4, c2 = ei(eiT1 − T2), c3 = e2i , c4 = 0,
d1 = −ei, d2 = −1, d3 = 0, d4 = e2i ,
where symmetric functions Tl = Sl[i], l = 1, 2, 3, 4 corresponds to the partition of
branching points {ei} ∪ {ep, eq, er, es} and are given as
T1[i] = ep + eq + er + es, . . . , T4[i] = epegeres.
The matrices
(13.94) Γi,j =

a1[i, j] a2[i, j] a3[, ji] a4[i, j]
b1[i, j] b2[i, j] b3[i, j] b4[i, j]
c1[i, j] c2[i, j] c3[i, j] c4[i, j]
d1[i, j] d2[i, j] d3[i, j] d4[i, j]
 , i 6= j ∈ {1, . . . , 5}
and
(13.95) Γi =

a1[i] a2[i] a3[i] a4[i]
b1[i] b2[i] b3[i] b4[i]
c1[i] c2[i] c3[i] c4[i]
d1[i] d2[i] d3[i] d4[i]
 , i 6= j ∈ {1, . . . , 5}
defining the transformation (13.91-13.93) generates the group of characteristices.
Remark that
det Γi,j = (ei − ep)2(ei − eq)2(ei − er)2(ej − ep)2(ej − eq)2(ej − er)2
det Γi = (ei − ep)2(ei − eq)2(ei − er)2
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In the case when Ω is even or odd half period has the following remarkable
property: the product ΓJ where
(13.96) J =

0 −1 0 0
1 0 0 0
0 0 0 1
0 0 −1 0

is a symmetric matrix.
Altogether the projective transformation corresponding to even and odd half-
periods forms a group satisfying the following relations
[Γi,j ,Γk,l] = 0 i, j, k, l are all different,
{Γi,j ,Γi,k} = 0, k 6= j, j 6= i, k 6= i,
[Γi,j ,Γk] = 0, i, j, k are all different,
{Γl,Γk} = 0, k 6= l,
Γi,jΓk,l = Γm(ei − ek)(ei − el)(ej − ek)(ej − el) i, j, k, l,m are all different,
ΓmΓi,j = Γk,l(em − ei)(em − ej), i, j, k, l,m are all different,
where [·, ·] means commutator and {·, ·} means anti-commutator.
This group is the group of symmetries of the Kummer surface.
The transformations (13.91,13.92,13.93 ) can be written in the vector form. Let
℘(u) =

℘22(u)
℘12(u)
℘11(u)
1

The shifts at an even half-period Ωi,j and odd half-period Ωi are given by the
formulae
℘(u+Ωi,j) =
1
Pi,j Γi,j℘(u), 1 ≤ i < j ≤ 5
℘(u+Ωi) =
1
PiΓi℘(u), i = 1, . . . , 5
where
Pi,j = −℘2,2(u)s2[i, j]− ℘1,2(u)s1[i, j]− ℘1,1(u)s2 + S1[p, q, r]s2[i, j] + S3[p, q, r]
Pi = e2i − ℘2,2(u)ei −−℘1,2(u)
13.13. Addition theorems
13.13.1. Baker addition formula.
σ(u + v)σ(u − v)
σ2(u)σ2(v)
(13.97)
= ℘22(u)℘12(v)− ℘12(u)℘22(v) + ℘11(v)− ℘11(u),
which plays very important role in what follows. We shall also denote below the
polynomial in ℘ij(u), ℘ij(v) standing in the right hand side of (13.97) as
(13.98) B(u,v) = ℘22(u)℘12(v)− ℘12(u)℘22(v) + ℘11(v)− ℘11(u).
From here follows
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(13.99)
σ(2u)
σ4(u)
= ℘12(u)℘222(u)− ℘22(u)℘122(u)− ℘112(u)
Denote
M(u) = ℘12(u)℘222(u)− ℘22(u)℘122(u)− ℘112(u)
Also, for any P = (x, y) ∈ V , v ∈ Jac(V ), u =
(∫ P
∞
du1,
∫ P
∞
du2
)T
∈ (σ)
σ
(
v +
∫ P
∞ du
)
σ
(
v − ∫ P∞ du)
σ2(v)σ22(u)
= x2 − ℘22(u)x − ℘12(u)(13.100)
13.13.2. Analog of the Frobenius Stickelberger formula. The addition
rule on Jac(X) × Jac(X) × Jac(X), i.e. a generalization of the Frobenius Stickel-
berger addition formula to the genus two curves can be given as follows. Let
∆(x,y;x′,y′;x′′,y′′) =
1
4
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 x1 x1
2 y1 x1
3 x1y1
1 x2 x2
2 y2 x2
3 x2y2
1 x′1 x
′
1
2
y′1 x
′
1
3
x′1y
′
1
1 x′2 x
′
2
2
y′2 x
′
2
3
x′2y
′
2
1 x′′1 x
′′
1
2
y′′1 x
′′
1
3
x′′1y
′′
1
1 x′′2 x
′′
2
2
y′′2 x
′′
2
3
x′′2y
′′
2
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
.
Also we denote
u =
∫ (x1,y1)
(∞,∞)
du+
∫ (x2,y2)
(∞,∞)
du
u′ =
∫ (x′1,y′1)
(∞,∞)
du+
∫ (x′2,y′2)
(∞,∞)
du
u′′ =
∫ (x′′1 ,y′′1 )
(∞,∞)
du+
∫ (x′′2 ,y′′2 )
(∞,∞)
du,
Then
σ(u+ u′ + u′′)σ(u− u′)σ(u′ − u′′)σ(u′′ − u)
σ(u)3σ(u′)3σ(u′′)3
= ∆(x,y;x′,y′;x′′,y′′)
× ∆(x,y;x
′,−y′)∆(x′,y′;x′′,−y′′)∆(x′′,y′′;x,−y)
V (x,x′,x′′)V 2(x)V 2(x′)V 2(x′′)
)(13.101)
where V is the Vandermonde determinant of its arguments
V (x) = V (x1, x2) =
∣∣∣∣∣ 1 x11 x2
∣∣∣∣∣ ,(13.102)
V (x,x′) = V (x1, x2, x
′
1, x
′
2) =
∣∣∣∣∣∣∣∣∣∣
1 x1 x1
2 x31
1 x2 x2
2 x32
1 x ′1 x
′
1
2
x′
3
1
1 x′2 x
′
2
2
x′
3
2
∣∣∣∣∣∣∣∣∣∣
,(13.103)
234 APPENDIX I: A SET OF FORMULAE FOR GENUS 2
thus V (x,x′,x′′) is 6× 6 Vandermonde determinant.
In terms of Kleinian ℘-functions we get
σ(u + u′ + u′′)σ(u − u′)σ(u′ − u′′)σ(u′′ − u)
σ(u)3 σ(u′)3 σ(u′′)3
=
1
8
℘112℘
′
122℘
′′
222 −
1
8
℘112℘
′
222℘
′′
122−
1
4
(−℘′′12℘22 + ℘′12℘22 − ℘′22℘12 + ℘′′22℘′12 − 2℘′′11+
℘′′22℘12 − ℘′22℘′′12 + 2℘′11
)
℘111−
1
4
(
2℘′′22℘22℘
′
12 − 2℘′′12℘′22℘22 − ℘′′22℘11 + ℘′22℘11 + ℘12℘′12+
℘′11℘
′
22 − 2℘′′11℘′22 − ℘′′11℘′′22 − ℘12℘′′12 + 2℘′11℘′′22 − ℘′122 + ℘′′122
)
℘112+
1
4
(−℘′11℘′22℘′′22 + ℘′′22℘′12℘12 − ℘′22℘′′12℘12 + ℘′′11℘′22℘′′22 − 2℘′′11℘′12−
℘′′12
2
℘′22 + 2℘
′
12℘11 − 2℘′′12℘11 + ℘′122℘′′22 + 2℘′11℘′′12
)
℘122+
1
4
(
℘′11℘
′
22℘
′′
12 − ℘′22℘′′12℘11 − ℘′′11℘′′22℘′12+
℘′′12
2
℘′12 − ℘′′12℘′122 + ℘′′22℘′12℘11
)
℘222+
+ cyclic permutations of ℘, ℘′, ℘′′,
where ℘ = ℘(u), ℘′ = ℘(u′), ℘′′ = ℘(u′′).
13.13.3. Addition on strata of the θ-divisor. Recall that the θ-divisor (θ)
is a subvariety in Jac(X) given by the equation
(13.104) θ(u|τ) = 0, or equivalently σ(u) = 0.
According to Riemann’s vanishing theorem, points from (θ) are represented by
(13.105) u =
(x,y)∫
(∞,∞)
du− 2ωK∞.
The co-ordinates of a point of the curve (x, y) can be given in terms of the
σ-functions restricted to the θ-divisor as follows (see [Gra991, Jor992])
xi = − σ1(ui)
σ2(ui)
∣∣∣∣
(θ)
, 2yi = − σ(2ui)
σ42(ui)
∣∣∣∣
(θ)
.
We shall use the following result, a special case of a result by Oˆnishi [Oˆni02,
Oˆni04, Oˆni05].
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Theorem 13.13. Let V be an algebraic curve of of genus 2. Then we have
σ(u0 + u1 + · · ·+ un)
∏
0≤k<l≤n σ(uk − ul)
σn+12 (u0) . . . σ
n+1
2 (un)
=
1
2[n/2−1]
∣∣∣∣∣∣∣∣∣∣∣
1 w1(x0, y0) . . . wn(x0, y0)
1 w1(x1, y1) . . . wn(x1, y1)
...
...
...
...
1 w1(xn, yn) . . . wn(xn, yn)
∣∣∣∣∣∣∣∣∣∣∣
,(13.106)
where [·] means integer part, (x0, y0), . . . , (xn, yn) is a non-special divisor on V , ui
is the Abel image
ui =
∫ (xi,yi)
(∞,∞)
du,
and σ2(ui) is the value of the σ derivative restricted to the θ-divisor, (θ) : σ(ui) = 0
σ2(ui) = σ2(ui1 , ui2)
=
∂
∂ui2
σ(ui1 , ui2)|σ(ui)=0.
The factor 1/2[n/2−1] arises in our version of this theorem as we use a different
normalization of the curve than Oˆnishi.
In particular, for n = 1 we have
σ(u0 + u1)σ(u0 − u1)
σ22(u0)σ
2
2(u1)
= x1 − x0.
Remark that the Baker addition formula can be obtained from the above ad-
dition formula. To show that we introduce the notation
∆(x,y;x′,y′) =
1
2
∣∣∣∣∣∣∣∣∣∣
1 x1 x1
2 y1
1 x2 x2
2 y2
1 x ′1 x
′
1
2
y ′1
1 x ′2 x
′
2
2 y ′2
∣∣∣∣∣∣∣∣∣∣
,
where x = (x1, x2)
T ,y = (y1, y2)
T , etc. Then by applying the above theorem, we
obtain after simplification
σ(u + u′)σ(u − u′)
σ22(u)σ
2
2(u
′)
=
∆(x,y;x′,y′)∆(x,y;x′,−y′)
V (x,x′)V (x)V (x′)
,
where V is the Vandermonde determinant. After expanding these determinants,
factorizing, applying the equation of the curve (2.1) and the expressions of symmet-
ric functions we arrive finally at the required formula (13.106). This is a simplified
version of the calculation carried out by Baker [Bak897, pp. 331-332] and also
derived by him using another method in 1907 [Bak907, pg. 100].
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13.14. θ and σ-quotients for the case of genus two
The formulae presented in this Section permit to express any θ–quotient with
half integer characteristics as rational function on V g. We shall give these expres-
sions following Rosenhain [Ros851] for the genus two curve being represented in
the form (Richelot normal form),
y2 = x(1− x)(1 − κ2x)(1 − λ2x)(1 − µ2x).
Then the moduli of the curve, κ, µ, ν are expressible in terms of θ–constants as
follows
κ2 =
θ2
[
1
0
1
0
]
2
θ2
[
1
0
0
0
]
2
θ2 [00
1
0]2 θ
2 [00
0
0]2
, λ2 =
θ2
[
1
0
0
1
]
2
θ2
[
1
0
1
0
]
2
θ2 [00
0
1]2 θ
2 [00
1
0]2
µ2 =
θ2
[
1
0
0
1
]
2
θ2
[
1
0
0
0
]
2
θ2 [00
0
1]2 θ
2 [00
0
0]2
1− κ2 = θ
2
[
0
1
1
0
]
2
θ2
[
0
1
0
0
]
2
θ2 [00
1
0]2 θ
2 [00
0
0]2
, 1− λ2 = θ
2
[
0
1
0
1
]
2
θ2
[
0
1
1
0
]
2
θ2 [00
0
1]2 θ
2 [00
1
0]2
1− µ2 = θ
2
[
0
1
0
1
]
2
θ2
[
0
1
0
0
]
2
θ2 [00
0
1]2 θ
2 [00
0
0]2
κ2 − λ2 = θ
2
[
1
0
1
0
]
2
θ2
[
1
1
1
1
]
2
θ2
[
0
1
1
0
]
2
θ2 [00
1
0]2 θ
2 [00
0
1]2 θ
2 [00
0
0]2
, λ2 − µ2 = θ
2
[
1
0
0
1
]
2
θ2
[
1
1
1
1
]
2
θ2
[
0
1
0
1
]
2
θ2 [00
0
1]2 θ
2 [00
1
0]2 θ
2 [00
0
0]2
κ2 − µ2 = θ
2
[
0
1
0
1
]
2
θ2
[
1
1
1
1
]
2
θ2
[
0
1
0
0
]
2
θ2 [00
0
0]2 θ
2 [00
1
0]2 θ
2 [00
0
1]2
(13.107)
All the θ–quotients with half integer characteristics are given as follows
θ2
[
1
1
0
1
]
2
(A(D))
θ2 [01
0
1]2 (A(D))
= κλµ x1x2,
θ2
[
1
0
0
1
]
2
(A(D))
θ2 [01
0
1]2 (A(D))
= − κλµ√
1− κ2√1− λ2
√
1− µ2 (1− x1)(1 − x2),
θ2
[
0
0
1
1
]
2
(A(D))
θ2 [01
0
1]2 (A(D))
= − λµ√
1− κ2√κ2 − λ2
√
κ2 − µ2 (1 − κ
2x1)(1 − κ2x2),
θ2
[
0
0
1
0
]
2
(A(D))
θ2 [01
0
1]2 (A(D))
= − κµ√
1− λ2
√
λ2 − µ2√κ2 − λ2 (1− λ
2x1)(1 − λ2x2),
θ2
[
0
0
0
0
]
2
(A(D))
θ2 [01
0
1]2 (A(D))
= − κλ√
1− µ2√κ2 − µ2√λ2 − µ2 (1 − µ2x1)(1− µ2x2),
θ2
[
0
0
0
1
]
2
(A(D))
θ2 [01
0
1]2 (A(D))
= − x1x2(1− x1)(1− x2)√
1− κ2√1− λ2
√
1− µ2(x2 − x1)2
,
×
(
y1
x1(1− x1) ±
y2
x2(1− x2)
)2
,
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θ2
[
0
1
1
1
]
2
(A(D))
θ2 [01
0
1]2 (A(D))
= − λµ(1 − λ
2x1)(1 − λ2x2)(1 − µ2x1)(1− µ2x2)√
1− λ2
√
1− µ2√κ2 − λ2
√
κ2 − µ2(x2 − x1)2
×
(
y1
(1− λ2x1)(1− µ2x1) ±
y1
(1− λ2x2)(1 − µ2x2)
)2
,
θ2
[
0
1
1
0
]
2
(A(D))
θ2 [01
0
1]2 (A(D))
= − κµ(1− µ
2x1)(1− µ2x2)(1 − κ2x1)(1 − κ2x2)√
1− κ2
√
1− µ2√κ2 − λ2
√
λ2 − µ2(x2 − x1)2
×
(
y1
(1− µ2x1)(1− κ2x1) ±
y2
(1− µ2x2)(1 − κ2x2)
)2
,
θ2
[
0
1
0
0
]
2
(A(D))
θ2 [01
0
1]2 (A(D))
= − κλ(1− λ
2x1)(1 − λ2x2)(1 − κ2x1)(1− κ2x2)√
1− κ2√1− λ2
√
κ2 − µ2
√
λ2 − µ2(x2 − x1)2
× (y1(1− λ2x1)(1− κ2x1)± y2(1− λ2x2)(1 − κ2x2))2 ,
θ2
[
1
1
1
1
]
2
(A(D))
θ2 [01
0
1]2 (A(D))
=
κ(1− x1)(1 − x2)(1 − κ2x1)(1− κ2x2)√
1− µ2√1− λ2√κ2 − λ2
√
κ2 − µ2(x2 − x1)2
×
(
y1
(1− x1)(1− κ2x1) ±
y2
(1− x2)(1− κ2x2)
)2
,
θ2
[
1
1
1
0
]
2
(A(D))
θ2 [01
0
1]2 (A(D))
=
λ(1 − x1)(1− x2)(1 − λ2x1)(1 − λ2x2)√
1− µ2√1− κ2
√
λ2 − µ2√κ2 − λ2(x2 − x1)2
×
(
y1
(1− x1)(1− λ2x1) ±
y2
(1− x2)(1 − λ2x2)
)2
,
θ2
[
1
1
0
0
]
2
(A(D))
θ2 [01
0
1]2 (A(D))
=
µ(1− x1)(1 − x2)(1 − µ2x1)(1− µ2x2)√
1− κ2√1− λ2
√
κ2 − µ2
√
λ2 − µ2(x2 − x1)2
×
(
y1
(1− x1)(1− µ2x1) ±
y2
(1− x2)(1− µ2x2)
)2
,
θ2
[
1
0
1
1
]
2
(A(D))
θ2 [01
0
1]2 (A(D))
=
κx1x2(1− κ2x1)(1 − κ2x2)√
1− κ2√κ2 − λ2
√
κ2 − µ2(x2 − x1)2
×
(
y1
x1(1 − κ2x1) ±
y2
x2(1− κ2x2)
)2
,
θ2
[
1
0
1
0
]
2
(A(D))
θ2 [01
0
1]2 (A(D))
=
λx1x2(1− λ2x1)(1 − λ2x2)√
1− λ2
√
λ2 − µ2√κ2 − λ2(x2 − x1)2
×
(
y1
x1(1− λ2x1) ±
y2
x2(1− λ2x2)
)2
,
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θ2
[
1
0
0
0
]
2
(A(D))
θ2 [01
0
1]2 (A(D))
=
µx1x2(1− µ2x1)(1 − µ2x2)√
1− µ2
√
κ2 − µ2
√
λ2 − µ2(x2 − x1)2
×
(
y1
x1(1 − µ2x1) ±
y2
x2(1− µ2x2)
)2
.
The following expressions in terms of Kleinian functions are valid in the case
of genus two. Let
y2 = R(x), R(x) = 4
5∏
k=1
(x− ek), ei 6= ej
also
v = (2ω)−1
2∑
k=1
(xk,yk)∫
(∞,∞)
du−K∞,
then
θ2[Ak](v|τ)
θ2(v|τ) =
e−
iπ
2 |Ak|√
2R′(ek)
Pk(u),(13.108)
θ2[Ak +Al](v|τ)
θ2(v|τ) =
e−
iπ
2 {|Ak|+|Al|}(ek − el)√
2R′(ek)R′(el)
Qk,l(u),(13.109)
θ[Ak](v|τ)θ[Al](v|τ)θ[Ak +Al](v|τ)
θ3(v|τ) =
e−
iπ
2 {|Ak|+|Al|}(ek − el)√
2R′(ek)R′(el)
Rk,l(u),
(13.110)
where
Pk(u) = e2k − ℘22(u)ek − ℘1,2(u),
Qk,l(u) = ℘11(u) + ℘12(u)(ek + el) + ℘22(u)ekel + ek,l,
Rk,l(u) = ℘112(u) + (ek + el)℘122(u) + ekel℘222(u),
|Ak| = (−1)δTk δk for the characteristic [Ak] =
[
δT
ǫT
]
and the quantities ek,l =
eiej(ep + eq + er) + epeqer.
The complete set of hyperelliptic formulae is given in the case of genus two by
Forsyth [For882].
13.15. Rosenhain formulae
Rosenhain discovered in 1851 the following:
Theorem Let [δ1], . . . , [δ6] be the six odd characteristics and [δ1] and [δ2] are
any two from them. With the remaining four [δi+1], i = 1, . . . , 4 and
[εi] = [δ1] + [δ2] + δi+2(mod 1)
there esist 15 relations. The first one reads
D[δ1, δ2] = θ1[δ1]θ2[δ2]− θ2[δ1]θ1[δ2]
± π2θ[ε1]θ[ε2]θ[ε3]θ[ε4]
(13.111)
remaining 14 are obtained by cyclic permutations The complete list of the Rosen-
hain formulae [Ros851] for the case g = 2
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D
([
0 1
0 1
]
,
[
1 1
0 1
])
= π2θ
[
0
1
0
0
]
2
θ
[
0
1
0
1
]
2
θ
[
1
1
1
1
]
2
θ
[
0
1
1
0
]
2
,
([
1
0
0
0
]
2
)
;
D
([
1 1
1 0
]
,
[
1 0
1 0
])
= π2θ
[
1
1
1
1
]
2
θ
[
0
0
0
1
]
2
θ
[
0
1
0
1
]
2
θ
[
1
0
0
1
]
2
,
([
0
0
1
0
]
2
)
;
D
([
1 0
1 1
]
,
[
0 1
1 1
])
= π2θ
[
0
1
1
0
]
2
θ
[
1
0
0
1
]
2
θ
[
0
1
0
0
]
2
θ
[
0
0
0
1
]
2
,
([
1
0
1
0
]
2
)
;
D
([
0 1
1 1
]
,
[
0 1
0 1
])
= π2θ
[
1
0
0
0
]
2
θ
[
1
0
0
1
]
2
θ
[
1
0
1
0
]
2
θ
[
1
1
1
1
]
2
,
([
0
1
0
0
]
2
)
;
D
([
0 1
1 1
]
,
[
1 1
0 1
])
= π2θ
[
0
0
0
0
]
2
θ
[
0
0
0
1
]
2
θ
[
1
1
1
1
]
2
θ
[
0
0
1
0
]
2
,
([
1
1
0
0
]
2
)
;
D
([
1 0
1 1
]
,
[
1 1
0 1
])
= π2θ
[
1
0
1
0
]
2
θ
[
0
1
0
1
]
2
θ
[
0
0
0
1
]
2
θ
[
1
0
0
0
]
2
,
([
0
1
1
0
]
2
)
;
D
([
1 0
1 1
]
,
[
0 1
0 1
])
= π2θ
[
0
0
1
0
]
2
θ
[
1
0
0
1
]
2
θ
[
0
0
0
0
]
2
θ
[
0
1
0
1
]
2
,
([
1
1
1
0
]
2
)
;
D
([
1 0
1 0
]
,
[
1 0
1 1
])
= π2θ
[
0
0
1
0
]
2
θ
[
0
1
1
0
]
2
θ
[
1
1
1
1
]
2
θ
[
1
0
1
0
]
2
,
([
0
0
0
1
]
2
)
;
D
([
1 1
1 0
]
,
[
0 1
1 1
])
= π2θ
[
0
1
0
1
]
2
θ
[
0
1
0
0
]
2
θ
[
1
0
1
0
]
2
θ
[
0
0
1
0
]
2
,
([
1
0
0
1
]
2
)
;
D
([
1 1
1 0
]
,
[
1 0
1 1
])
= π2θ
[
1
1
1
1
]
2
θ
[
0
0
0
0
]
2
θ
[
0
1
0
0
]
2
θ
[
1
0
0
0
]
2
,
([
0
0
1
1
]
2
)
;
D
([
1 0
1 0
]
,
[
0 1
1 1
])
= π2θ
[
0
1
1
0
]
2
θ
[
1
0
0
0
]
2
θ
[
0
1
0
1
]
2
θ
[
0
0
0
0
]
2
,
([
1
0
1
1
]
2
)
;
D
([
1 1
1 0
]
,
[
1 1
0 1
])
= π2θ
[
1
0
0
1
]
2
θ
[
1
0
0
0
]
2
θ
[
0
1
1
0
]
2
θ
[
0
0
1
0
]
2
,
([
0
1
0
1
]
2
)
;
D
([
1 1
1 0
]
,
[
0 1
0 1
])
= π2θ
[
0
0
0
1
]
2
θ
[
0
0
0
0
]
2
θ
[
1
0
1
0
]
2
θ
[
0
1
1
0
]
2
,
([
1
1
0
1
]
2
)
;
D
([
1 0
1 0
]
,
[
1 1
0 1
])
= π2θ
[
1
0
1
0
]
2
θ
[
0
1
0
0
]
2
θ
[
0
0
0
0
]
2
θ
[
1
0
0
1
]
2
,
([
0
1
1
1
]
2
)
;
D
([
1 0
1 0
]
,
[
0 1
0 1
])
= π2θ
[
0
0
1
0
]
2
θ
[
1
0
0
0
]
2
θ
[
0
0
0
1
]
2
θ
[
0
1
0
0
]
2
,
([
1
1
1
1
]
2
)
.
We pointed at the right margin the characteristic, which is the sum of characteristics
of each entry to the corresponding equality.
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13.15.1. Winding vectors. For any k 6= l 6= p, q, r from the set {1, . . . , 5}
(there are 10 different possibilities) the following representation is valid (see theo-
rem 2.8)
(13.112) 2ω =
Tpqr
θ{k, l}(ek − el) 32
(
1 −1
−el ek
)( 1
Tl
0
0 1Tk
)(
θ1{l} θ2{l}
θ1{k} θ2{k}
)
,
where
Tk = θ{p, k}θ{q, k}θ{r, k},
Tl = θ{p, l}θ{q, l}θ{r, l},
Tpqr = θ{p, q}θ{p, r}θ{q, r}.
(13.113)
Remark that the modular form of the weight 5, χ5, is given in this notations as
χ5 =
∏
even [ε]
θ[ε] = TkTlTpqrθ{k, l}
with k 6= l 6= p 6= q 6= r ∈ {1, 2, 3, 4, 5}.
Choosing k = 2 and l = 4, and normalizing the curve with e2 = 0 and e4 = 1,
we obtain the explicit result
(13.114) 2ω =
T 2135
χ5
(
T135 θ1
[
1
0
1
1
]
2
T135 θ2
[
1
0
1
1
]
2
T4 θ1
[
0
1
1
1
]
2
T4 θ2
[
0
1
1
1
]
2
)
,
where
T2 = θ
[
1
1
1
1
]
2
θ
[
0
0
0
1
]
2
θ
[
0
0
1
0
]
2
,
T4 = θ
[
0
1
0
0
]
2
θ
[
1
0
1
0
]
2
θ
[
1
0
0
1
]
2
,
T135 = θ
[
0
1
0
1
]
2
θ
[
0
1
1
0
]
2
θ
[
1
0
0
0
]
2
.
(13.115)
In the derivation of this result we used the equality (i = 1, 2)
θi
[
0
1
1
1
]
θ
[
1
0
1
0
]
θ
[
0
1
0
0
]
θ
[
1
0
0
1
]− θi [1100] θ [0010] θ [0001] θ [1111] = θi [1011] θ [0101] θ [0110] θ [1000] ,
equivalently θi{2}T4 − θi{4}T2 = θi{6}T135,
which can be derived from addition theorems as given, e. g., on p. 342 in Baker(1897);
a complete set of such relations can be found in Forsyth (1882).
The entries to the inverse matrix ρ = 2ω−1 are the normalizing constants of
the holomorphic differentials. Its columns represent the so-called winding vectors
in the Its-Matveev formula Its&Matveev (1975) for the genus two solution of the
KdV equation. For the case of g = 2 the general formula (2.73) for ρ reduces to
(13.116) ρ = (2ω)−1 =
√
ek − el
π2T 2pqr
(
θ2{k} −θ2{l}
−θ1{k} θ1{l}
)(
Tl 0
0 Tk
)(
ek 1
el 1
)
.
With the normalization e2 = 0, e4 = 1, this coincides with the formulae given in
the Rosenhain memoir of Rosenhain (1851), page 75:
(13.117) ρ =
1
π2T 2135
( − T4 θ2 [0111]2 T135θ2 [1011]2
T4 θ1
[
0
1
1
1
]
2
− T135θ1
[
1
0
1
1
]
2
)
.
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13.16. Absolute invariants of genus two curve
Absolute invariants of the genus two hyperelliptic curves serves to check equiv-
alence of the curves under the Mo¨bius transformations. In the case of genus two
curve exist 3 absolute invariants that could be expressed both in terms of coefficients
of the curves as well in theta-constants. We will use both representations.
Let the curve is given as sextic,
(13.118) y2 = u0x
6 + u1x
5 + u2x
4 + u3x
3 + u4x
2 + u5x+ u6.
Denote branch points as ej , j = 1, . . . , 6 and denote (i, j) = ei − ej . Then relative
invariants with respect to the Mo¨bius transformations are given as
A(u) = u20
∑
fifteen
(12)2(34)2(56)2
B(u) = u40
∑
ten
(12)2(23)2(31)2(45)2(56)2(64)2
C(u) = u60
∑
sixty
(12)2(23)2(31)2(45)2(56)2(64)2(14)2(25)2(36)2
D(u) = u100
∏
j<k
(j, k)2,
where D(u) is just the discriminant of the sextic. Direct computation leads to the
following expressions for A,B,C,D in terms of coefficients of (13.118).
A = 2(20u1u5 − 8u2u4 + 3u23 − 8u1u3 − 120u6u0 + 20u0u4)
B = 4(u22u
2
4 − 3u1u3u24 − 3u22u3u5 + 9u1u22u5 + u1u2u4u5 − 20u21u25 + 12u32u6
− 45u1u2u3u6 + 75u21u4u6 + 12u0u34 − 135u0u1u5u6 − 126u0u2u4u6 + 81u0u23u6
+ 75u0u2u
2
5 − 45u0u3u4u5 + 405u20u26)
C = −12u32u34 − 12u22u33u5 + 4u22u23u24 − 119u1u2u23u4u5 − 12u1u33u24 + 36u1u43u5 + 88u21u23u25
+ 246u1u
2
2u3u4u6 − 930u21u2u3u5u6 + 30u32u23u6 − 80u42u4u6 + 38u32u3u4u5 + 1125u31u3u26
− 450u21u22u26 − 160u31u35 + 14u1u22u24u5 + 38u1u2u3u34 + 13u1u22u3u25 + 32u21u2u4u25 − 99u1u2u33u6
+ 308u1u
3
2u5u6 − 320u21u2u24u6 + 800u31u4u5u6 + 165u21u23u4u6 − 48u32u26u0 + 81u43u6u0
− 48u34u6u20 − 5022u23u26u20 + 30u23u34u0 − 80u2u44u0 − 59940u36u30 + 308u1u34u5u0 − 320u22u4u25u0
− 99u33u4u5u0 + 800u1u2u35u0 + 165u2u23u25u0 − 9300u21u4u26u0 − 9300u2u25u6u20 + 212u22u24u6u0
+ 10332u2u4u
2
6u
2
0 − 1120u21u25u6u0 + 29970u1u5u26u20 − 18u42u25 + 1736u1u2u4u5u6u0 + 13u21u3u24u5
− 18u21u44 − 450u24u25u20 + 1125u3u35u20 − 930u1u3u4u25u0 + 246u2u3u24u5u0 + 1530u1u2u3u26u0
− 438u1u3u24u6u0 − 234u2u23u4u6u0 + 909u1u23u5u6u0 − 438u22u3u5u6u0 + 1530u3u4u5u6u20
These formulae could be found in [SV04].
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Alternatively the relative invariants can be rewritten by means of Bolza (13.65)
and Rosenhain (13.111) formulae in terms of the θ-constants as follows
J2 = 48π
12
∑
15 terms
∏
k=1,...,6,
∑
[εk]=0
θ4[εk]( ∏
6 odd [δ]
θ1[δ]
)2(13.119)
J4 = 72π
24
∑
10 even [ε]
θ8[εk]
∏
10 even [ε]
θ4[ε]( ∏
6 odd [δ]
θ1[δ]
)4(13.120)
J6 = 12π
36
∑
60 terms
θ[ε]8
∑
6 terms [εk] 6=[ε],
∑
[εk]=0
6∏
k=1
θ4[εk]( ∏
6 odd [δ]
θ1[δ]
)6(13.121)
J10 = π
60
∏
10 even [ε]
θ12[ε]( ∏
6 odd [δ]
θ1[δ]
)10(13.122)
To the best knowledge of the authors this representation of relative invariants in
terms of theta-constants is published to the first time.
Summarizing we get for the absolute invariants taken in the form of the [SV04]
Theorem 13.14. Absolute invariants which are quotients of relative invariants
of the same order that we fix in the form
i1 = 144
J4
J22
, i2 = −1728(J4J2 − 3J6)
J32
, i3 = 486
J10
J52
(13.123)
are represented in terms of of coefficients of the sextic u0, . . . , u6 or θ-constants.
The two presented representations of the absolute invariant could be imple-
mented for the check if Riemann period matrix of a genus two curve and realization
of the curve as a sextic/quitic belongs to the same curve.
Appendix II: A set of formulae for genus 3
13.17. Hyperelliptic curve of genus three
Consider also the hyperelliptic curve X3 of genus three with seven real zeros.
Let the curve X3 be given by
w2 = 4(z − e1)(z − e2)(z − e3)(z − e4)(z − e5)(z − e6)(z − e7)
= 4z7 + λ6z
6 + . . .+ λ1z + λ0 .
(13.124)
The complete set of holomorphic and meromorphic differentials with a unique
pole at infinity is
du1 =
dz
w
, dr1 = z(20z
4 + 4λ6z
3 + 3λ5z
2 + 2λ4z + λ3)
dz
4w
,
du2 =
zdz
w
, dr2 = z
2(12z2 + 2λ6z + λ5)
dz
4w
,(13.125)
du3 =
z2dz
w
, dr3 =
z3dz
w
.
Again we introduce the winding vectors
(13.126) (2ω)−1 = (U ,V ,W ) .
The Jacobi inversion problem for the equations∫ (z1,w1)
∞
dz
w
+
∫ (z2,w2)
∞
dz
w
+
∫ (z3,w3)
∞
dz
w
= u1,∫ (z1,w1)
∞
zdz
w
+
∫ (z2,w2)
∞
zdz
w
+
∫ (z3,w3)
∞
zdz
w
= u2,∫ (z1,w1)
∞
z2dz
w
+
∫ (z2,w2)
∞
z2dz
w
+
∫ (z3,w3)
∞
z2dz
w
= u3
(13.127)
is solved by
z1 + z2 + z3 = ℘33(u), z1z2 + z1z3 + z2z3 = −℘23(u), z1z2z3 = ℘13(u)
wk = ℘333(u)z
2
k + ℘233(u)zk + ℘133(u), k = 1, 2, 3 .
(13.128)
13.17.1. Characteristics in genus three. Let Ak be the Abelian image of
the k-th branch point, namely
(13.129) Ak =
∫ (ek,0)
∞
du = 2ωεk + 2ω
′ε′k, k = 1, . . . , 8 ,
where εk and ε
′
k are column vectors whose entries εk,j , ε
′
k,j are
1
2 or 0 for all
k = 1, . . . , 8, j = 1, 2, 3.
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q q
e1 e2
★
✧
✥
✦a1
✲
q q
e3 e4
✤
✣
✜
✢a2
✲
q q
e5 e6
✤
✣
✜
✢a3
✲
q q
e7 e8 =∞
b1
✲
b2
✲
b3
✲
Figure 2. Homology basis on the Riemann surface of the curve
X3 with real branch points e1 < e2 < . . . < e8 =∞ (upper sheet).
The cuts are drawn from e2i−1 to e2i, i = 1, 2, 4. The b–cycles are
completed on the lower sheet (dotted lines).
The correspondence between the branch points and the characteristics in the
fixed homology basis is given as
[A1] =
1
2
(
1 0 0
0 0 0
)
, [A2] =
1
2
(
1 0 0
1 0 0
)
, [A3] =
1
2
(
0 1 0
1 0 0
)
,
[A4] =
1
2
(
0 1 0
1 1 0
)
, [A5] =
1
2
(
0 0 1
1 1 0
)
, [A6] =
1
2
(
0 0 1
1 1 1
)
,
[A7] =
1
2
(
0 0 0
1 1 1
)
, [A8] =
1
2
(
0 0 0
0 0 0
)
.
(13.130)
The vector of Riemann constants K∞ with the base point at infinity is given
in the above basis by the even singular characteristics,
(13.131) [K∞] = [A2] + [A4] + [A6] =
1
2
(
1 1 1
1 0 1
)
.
From the above characteristics 64 half-periods can be built as follows. Start
with singular even characteristics, there should be only one such characteristic that
corresponds to the vector of Riemann constants K∞. The corresponding partition
reads I2 ∪ J2 = {} ∪ {1, 2, . . . , 8} and the θ–function θ(K∞ + v) vanishes at the
origin v = 0 to the order m = 2.
The half-periods ∆1 = (2ω)
−1Ak +K∞ ∈ Θ1 correspond to partitions
(13.132) I1 ∪ J1 = {k, 8} ∪ {j1, . . . , j6}, j1, . . . , j6 /∈ {8, k}
and the θ–function θ(∆1 + v) vanishes at the origin v = 0 to the order m = 1.
Also denote the 21 half-periods that are images of two branch points
Ωij = 2ω(εi + εj) + 2ω
′(ε′i + ε
′
j), i, j = 1, . . . , 7, i 6= j .(13.133)
The half-periods ∆1 = (2ω)
−1Ωij +K∞ ∈ Θ2 correspond to the partitions
(13.134) I1 ∪ J1 = {i, j} ∪ {j1, . . . , j6}, j1, . . . , j6 /∈ {i, j}
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and the θ–function θ(∆1 + v) vanishes at the origin, v = 0, as before to the order
m = 1. Therefore the characteristics of the 7 half-periods
(13.135)
[
(2ω)−1Ai +K∞
]
=: δi , i = 1, . . . , 7
are nonsingular and odd as well as the characteristics of the 21 half-periods
(13.136)
[
(2ω)−1Ωij +K∞
]
=: δij , 1 ≤ i < j ≤ 7 .
We finally introduce the 35 half-periods that are images of three branch points
Ωijk = 2ω(εi + εj + εk) + 2ω
′(ε′i + ε
′
j + ε
′
k) ∈ Jac(Xg), 1 ≤ i < j < k ≤ 7 .
(13.137)
The half-periods ∆2 = (2ω)
−1Ωijk +K∞ correspond to the partitions
(13.138) I0 ∪ J0 = {i, j, k, 8} ∪ {j1, . . . , j4}, j1, . . . , j4 /∈ {i, j, k, 8} .
The θ–function θ(∆2 + v) does not vanish at the origin v = 0.
Furthermore, the 35 characteristics
(13.139) [εijk] =
[
(2ω)−1Ωijk +K∞
]
, 1 ≤ i < j < k ≤ 7
are even and nonsingular while the characteristic [K∞] is even and singular. Alto-
gether we got all 64 = 43 characteristics classified by the partitions of the branch
points.
13.17.2. Inversion of a holomorphic integral. All three holomorphic in-
tegrals, ∫ (x,w)
∞
dz
w
= u1,
∫ (x,w)
∞
zdz
w
= u2,
∫ (x,w)
∞
z2dz
w
= u3(13.140)
are inverted by the same formula (13.106). Nevertheless, there are three different
cases for which one of the variables u1, u2, u3 is considered as independent while
the remaining two result from solving the divisor conditions σ(u) = σ3(u) = 0.
Formula (13.106) can be rewritten in terms of θ–functions as
x = −∂
2
U ,W θ[K∞]((2ω)
−1u) + 2(∂Uθ[K∞]((2ω)
−1u))eT3 κu
∂2V ,W θ[K∞]((2ω)
−1u) + 2(∂V θ[K∞]((2ω)−1u))eT3 κu
,(13.141)
where e3 = (0, 0, 1)
T . This represents the solution of the inversion problem.
From the solution of the Jacobi inversion problem follows for any 1 ≤ i < j <
k ≤ 7,
ei + ej + ek = ℘33(Ωijk),
− eiej − eiek − ejek = ℘23(Ωijk),
eiejek = ℘13(Ωijk) .
(13.142)
For remaining two-index symbol we find
℘12(Ωijk) = −s3S1 − S4
℘11(Ωijk) = s3S2 + s1S4,
℘22(Ωijk) = S3 + 2s3 + s2S1 ,
(13.143)
where sl are the elementary symmetric functions of order l of the branch points
ei, ej, ek and Sl are the elementary symmetric functions of order l of the remaining
branch points {1, . . . , 7} \ {i, j, k}.
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From (13.142) and (13.143) one can find the expression for the matrix κ. To
do that consider the half-period Ω123
κ = −1
2
P(Ω123)− 1
2
(2ω)−1
T
H(Ω123)(2ω)
−1(13.144)
with
(13.145) H(Ω123) =
1
θ[ε]
 θ11[ε] θ12[ε] θ13[ε]θ12[ε] θ22[ε] θ23[ε]
θ13[ε] θ23[ε] θ33[ε]
 , [ε] = [ 12 0 121
2 0
1
2
]
.
For the branch points e1, . . . , e8 the expression
(13.146) ei = −
∂U
[
∂W + 2A
T
i κe3
]
θ[K∞]((2ω)
−1Ai; τ)
∂V
[
∂W + 2A
T
i κe3
]
θ[K∞]((2ω)−1Ai; τ)
is valid. Furthermore we have for i, j = 1, . . . , 8, i 6= j
ei + ej = −σ2(Ωij)
σ3(Ωij)
≡ ∂V θ[δij ]
∂W θ[δij ]
,
eiej =
σ1(Ωij)
σ3(Ωij)
≡ ∂V θ[δij ]
∂W θ[δij ]
,
(13.147)
and for i = 1, . . . , 7
(13.148) ei = −σ1(Ai)
σ2(Ai)
= −∂Uθ[δi]
∂V θ[δi]
.
The ζ-formula reads
− ζ1(u) + 2n1 + 1
2
w1(z1 − z2 − z3)
(z1 − z2)(z1 − z3) + permutations
=
∫ (z1,w1)
(e2,0)
dr1(z, w) +
∫ (z2,w2)
(e4,0)
dr1(z, w) +
∫ (z3,w3)
(e6,0)
dr1(z, w)
− ζ2(u) + 2n2 + 1
2
w1
(z1 − z2)(z1 − z3) + permutations
=
∫ (z1,w1)
(e2,0)
dr2(z, w) +
∫ (z2,w2)
(e4,0)
dr2(z, w) +
∫ (z3,w3)
(e6,0)
dr2(z, w)
− ζ3(u) + 2n3 =
∫ (z1,w1)
(e2,0)
dr3(z, w) +
∫ (z2,w2)
(e4,0)
dr3(z, w) +
∫ (z3,w3)
(e6,0)
dr3(z, w) ,
(13.149)
where nj =
∑3
i=1 η
′
jiε
′
i + ηjiεi. Here the characteristics ε
′
i and εi of K∞ are not
reduced.
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Choosing (z1, w1) = (Z,W ), (z2, w2) = (e4, 0), (z3, w3) = (e6, 0) we get from (13.149)
− ζ1
(∫ (Z,W )
(e2,0)
du+K∞
)
+ 2n1 +
1
2
W (Z − e4 + e6)
(Z − e4)(Z − e6) =
∫ (Z,W )
(e2,0)
dr1(z, w)
− ζ2
(∫ (Z,W )
(e2,0)
du+K∞
)
+ 2n2 +
1
2
W
(Z − e4)(Z − e6) =
∫ (Z,W )
(e2,0)
dr2(z, w)
− ζ3
(∫ (Z,W )
(e2,0)
du+K∞
)
+ 2n3 =
∫ (Z,W )
(e2,0)
dr3(z, w)
(13.150)
The inversion formula for the integral of the third kind is written as
W
∫ P
P ′
1
x− Z
dx
y
= −2
(
uT − u′T
) ∫ (Z,W )
(e2,0)
dr + ln
σ (u− v −K∞)
σ (u+ v −K∞) − ln
σ (u′ − v −K∞)
σ (u′ + v −K∞)
(13.151)
with
v =
∫ (Z,W )
(e2,0)
du, u =
∫ P
∞
du, u′ =
∫ P ′
∞
du
and u ∈ Θ1, u′ ∈ Θ1. The integrals
∫ (Z,W )
(e2,0)
dr are given by the formula (13.150).
Matrix H be 5× 5 matrix
H =

λ0
1
2λ1 −2℘11 −2℘12 −2℘13
1
2λ1 4℘11 + λ2 2℘12 +
1
2λ3 4℘13 − 2℘22 −2℘23−2℘11 2℘12 + 12λ3 4℘22 − 4℘13 + λ4 2℘23 + 12λ5 −2℘33−2℘12 4℘13 − 2℘22 2℘23 + 12λ5 4℘33 + λ6 2−2℘13 −2℘23 −2℘33 2 0

13.17.3. Complete set of expressions of ℘ijk and ℘ijkl–functions. We
give list of the expressions of the ℘ijk-functions, that is the complete list of the
first derivatives of the ℘i,j over the canonical fields ∂i, as linear combinations if the
basis functions. In this case the basis set consists of functions ℘333, ℘233, ℘133 and
℘33, ℘23, ℘13. The basic cubic relations are
℘2333 = 4℘
3
33 + λ6℘
2
33 + 4℘23℘33 + λ5℘33 + 4℘22 − 4℘13 + λ4,
℘2233 = 4℘
2
23℘33 + λ6℘
2
23 − 4℘22℘23 + 8℘13℘23 + 4℘11 + λ2,
℘2133 = 4℘
2
13℘33 + λ6℘
2
13 − 4℘12℘13 + λ0,
℘233℘333 = 4℘
2
33℘23 + λ6℘23℘33 − 4℘22℘33,
+ 4℘13℘33 + 2℘
2
23 − λ5℘23 + 2℘12 + λ3,
℘133℘233 = 4℘13℘23℘33 + λ6℘13℘23 − 2℘12℘23 − 2℘13℘22 + 4℘213 +
1
2
λ1,
℘133℘333 = 4℘13℘
2
33 + λ6℘13℘33 − 2℘12℘33 + 2℘13℘23 +
1
2
λ5℘13 − 2℘11.
Remaining cubic relations can be derived with the aids of the above formulae
and relations
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℘223 = −℘333℘23 + ℘233℘33 + ℘133,
℘123 = −℘333℘13 + ℘133℘33,
℘113 = −℘233℘13 + ℘133℘23,
℘222 = ℘333
(
2℘23(℘33 +
λ6
4
) + 4℘13 − ℘22
)− ℘233(2℘33(℘33 + λ6
4
) + ℘23 +
λ5
4
)
− 2℘133℘33,
℘122 = ℘333
(
2℘13(℘33 +
λ6
4
)− ℘12
)
+ ℘233℘13 − ℘133
(
2℘33(℘33 +
λ6
4
) + ℘23 +
λ5
4
)
,
℘112 = ℘233
(
2℘13(℘33 +
λ6
4
)− ℘12
)− ℘133(2℘23(℘33 + λ6
4
) + 2℘13 − ℘22
)
,
℘111 = ℘333
(
℘13℘22 − 2℘213 − ℘12℘23
)
+ ℘233
(
2℘13(℘23 +
λ5
4
)− ℘12℘33
)
,
− ℘133
(
2℘23(℘23 +
λ5
4
)− ℘33(2℘13 − ℘22)
)
These expressions are derived by successive differentiation from the main relations
(3.1), (3.2), (3.3) and (3.8).
Along with the above expressions for the first derivatives of the ℘i,j we obtain
an analogous list for the second derivatives, but here we give the expressions by the
℘i,j–functions themselves and the constants λk:
℘3333 = λ5/2 + 4℘23 + λ6℘33 + 6℘
2
33,
℘2333 = 6℘13 − 2℘22 + λ6℘23 + 6℘23℘33,
℘1333 = −2℘12 + λ6℘13 + 6℘13℘33,
℘2233 = −2℘12 + λ6℘13 + λ5℘23/2 + 4℘223 + 2℘22℘33,
℘1233 = λ5℘13/2 + 4℘13℘23 + 2℘12℘33,
℘1133 = 6℘
2
13 − 2℘13℘22 + 2℘12℘23,
℘2223 = −λ2 − 6℘11 + λ5℘13 + λ4℘23 + 6℘22℘23 − λ3℘33/2,
℘1223 = −λ1/2 + λ4℘13 − 2℘213 + 4℘13℘22 + 2℘12℘23 + 2℘11℘33,
℘1123 = −λ0 + λ3℘13/2 + 4℘12℘13 + 2℘11℘23,
℘1113 = λ2℘13 + 6℘11℘13 − λ1℘23/2 + λ0℘33,
℘2222 = −3λ1/2 + λ3λ5/8− λ2λ6/2− 3λ6℘11 + λ5℘12 + 12℘213+
λ4℘22 − 12℘13℘22 + 6℘222 + λ3℘23 + 12℘12℘23 − 3λ2℘33 − 12℘11℘33,
℘1222 = −2λ0 − λ1λ6/4− λ5℘11/2 + λ4℘12 + λ3℘13 + 6℘12℘22 − 3λ1℘33/2,
℘1122 = −λ0λ6/2 + λ3℘12/2 + 4℘212 + λ2℘13 + 2℘11℘22 − λ1℘23/2− 2λ0℘33,
℘1112 = −λ0λ5/4 + λ2℘12 + 6℘11℘12 + 3λ1℘13/2− λ1℘22/2− 2λ0℘23,
℘1111 = −1
2
λ0λ4 +
1
8
λ1λ3 − 3λ0℘22 + λ1℘12 + λ2℘11 + 4λ0℘13 + 6℘211.
It is clear, that the lists of this type may be derived for arbitrary genus.
13.17.4. Second and third terms of the expansion of σ-function in
vicinity u = 0. The expansion of the σ-function of genus 3 in the vicinity of u = 0
may be derived out of the complete set of ℘ijkl-functions. Indeed, the σ-function
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is the even function and its expansion is given according to Proposition 2.2 by
formula:
σ(u1, u2, u3) = u1u3 − u22 +
1
24
3∑
i,j,k,l=1
sijkluiujukul + . . .
with coefficients sijkl ∈ C being completely symmetric over their indices:
sijkl =
∂4
∂ui∂uj∂uk∂ul
σ(u1, u2, u3)
∣∣∣∣
u=0
.
Straightforwardly, substituting this expansion to the equations
σ4(℘ijkl − {. . . }) = 0,
where {. . . } stands for the proper expression from the above list, we determine all
the coefficients sijkl and obtain:
(13.152)
σ(u1, u2, u3) = u1u3 − u22 + σ4(u1, u2, u3) + σ6(u1, u2, u3) + higher order terms,
where
24σ4(u1, u2, u3) = −2λ0u41 + 2λ1u31u2 + λ2u21(3u22 − u1u3)
+ 2λ3u1u
3
2 + 2λ4u
4
2 + 2λ5u
3
2u3 + λ6u
2
3(3u
2
2 − u1u3)
+ 8u2u
3
3
5760σ6(u1, u2, u3) = 128u
6
3 + 384u1u
5
2λ0 − 960u21u32u3λ0 − 960u31u2u23λ0 + 72u62λ1
− 360u1u42u3λ1 − 720u21u22u23λ1 − 80u31u33λ1 + 8u61λ21 − 96u52u3λ2
− 480u1u32u23λ2 − 240u21u2u33λ2 − 44u61λ0λ2 − 12u51u2λ1λ2
− 15u41u22λ22 + 3u51u3λ22 − 240u42u23λ3 − 240u1u22u33λ3 − 72u51u2λ0λ3
− 30u41u22λ1λ3 + 6u51u3λ1λ3 − 20u31u32λ2λ3 − 320u32u33λ4
− 120u41u22λ0λ4 − 24u51u3λ0λ4 − 80u31u32λ1λ4 − 60u21u42λ2λ4
− 24u1u52λ3λ4 − 16u62λ24 − 120u22u43λ5 + 24u1u53λ5 − 80u31u32λ0λ5
− 120u41u2u3λ0λ5 − 60u21u42λ1λ5 − 60u31u22u3λ1λ5 − 24u1u52λ2λ5
− 60u21u32u3λ2λ5 − 2u62λ3λ5 − 30u1u42u3λ3λ5 − 24u52u3λ4λ5
− 48u2u53λ6 − 240u31u22u3λ0λ6 − 60u41u23λ0λ6 − 24u1u52λ1λ6
− 120u21u32u3λ1λ6 − 60u31u2u23λ1λ6 − 12u62λ2λ6 − 60u1u42u3λ2λ6
− 90u21u22u23λ2λ6 + 10u31u33λ2λ6 − 24u52u3λ3λ6
− 60u1u32u23λ3λ6 − 60u42u23λ4λ6 − 20u32u33λ5λ6
− 15u22u43λ26 + 3u1u53λ26
In general, the coefficients in the expansions of the fundamental σ-functions
depend only on the symmetric functions of the branching points ei of the curve, i.e
on the constants λj .
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13.18. Restriction to strata of the θ-divisor
Suppose that the θ-divisor is stratified as
Θ0 =K∞ ⊂ Θ1 =K∞ +
∫ P
∞
du ⊂ Θ2 =K∞ +
∫ P1
∞
du+
∫ P2
∞
du ⊂ Jac(V )
Let u ∈ Θ1. Then∫ x1
a
dr3 = −σ23(u)
σ2(u)
+ c3,
∫ x1
a
dr2 = −1
2
σ22(u)
σ2(u)
+ c2,∫ x1
a
dr1 =
1
2
σ1(u)σ22(u)
σ2(u)2
− σ12(u)
σ2(u)
+ c1,
where the constants ci are fixed by requiring the right hand side to vanish at x1 = a
Let u ∈ Θ2. Then∫ x1
a
dr3 +
∫ x2
a
dr3 = −1
2
σ33(u)
σ3(u)
+ C1,∫ x1
a
dr2 +
∫ x2
a
dr2 = −σ23(u)
σ3
+
1
2
σ2(u)σ33(u)
σ3(u)2
+ C2,∫ x1
a
dr1 +
∫ x2
a
dr1 = −1
2
σ22(u)
σ3(u)
+
σ2(u)σ23(u)
σ3(u)2
− 1
2
σ33(u)σ2(u)
2
σ3(u)3
− σ13(u)
σ3(u)
+
1
2
σ33(u)σ1(u)
σ3(u)2
+ C3,
where the constants Ci are chosen so that the right hand side vanishes at x1 =
x2 = a.
13.18.1. Relations on Θ2. The complete set of the σ-relations on the second
stratum of the θ-divisor
σ333 = σ2 +
3
4
σ233
σ3
+
1
4
λ6σ3,
σ233 = −σ
2
2
σ3
− 1
4
σ2σ
2
33
σ23
+
1
4
λ6σ2 +
σ33σ23
σ3
+ 2σ1,
σ133 = −σ1σ2
σ3
− 1
4
σ1σ
2
33
σ23
+
1
4
λ6σ1 +
σ33σ13
σ3
,
σ223 = −σ2σ33σ23
σ23
+
σ32
σ23
+
1
4
σ22σ
2
33
σ33
+
1
2
λ6σ1 − 3σ2σ1
σ3
− 1
4
λ6
σ22
σ3
+
1
2
σ33σ22
σ3
+
σ223
σ3
+
1
4
λ5σ2,
σ123 =
σ23σ13
σ3
+
σ22σ1
σ23
+
1
4
σ2σ1σ
2
33
σ33
− 1
4
λ6
σ2σ1
σ3
− 1
2
σ2σ33σ13
σ23
− 1
2
σ1σ33σ23
σ23
− σ
2
1
σ3
+
1
2
σ33σ12
σ3
+
1
4
λ5σ1,
σ122 =
1
4
σ22σ1σ33
σ43
+
σ32σ1
σ33
− σ1σ2σ23σ33
σ23
− 3σ2σ
2
1
σ23
+
1
2
σ1σ22σ33
σ3
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+
1
4
σ1σ
2
23
σ23
− σ23σ1σ22
σ2σ3
+ 2
σ31
σ2σ3
+
σ22σ12
σ2
+
λ6
2
(
σ21
σ3
− 1
2
σ22σ1
σ43
)
+
λ5
2
(
σ1σ2
σ3
− σ
2
1
σ2
)
+
λ3
2
σ1σ3
σ2
− λ1
2
σ23
σ2
,
σ222 = −3σ2σ11σ22
2σ21
+ λ3σ3 − 3λ0σ3σ
3
2
σ31
− λ2 3σ2σ3
2σ1
+ λ2
3σ32
4σ21
+ 3
σ22σ11σ12
σ31
+ λ1
9σ3σ
2
2
4σ21
− λ1 3σ
4
2
4σ31
+ λ0
3σ52
4σ41
+ 3σ2λ0
σ23
σ21
− 3σ2σ
2
12
σ21
− 3σ
3
2σ
2
11
4σ41
− λ3 3σ
2
2
4σ1
− 3σ
2
3
2σ1
+ λ4σ2 − 1
2
λ5σ1 + 3
σ12σ22
σ1
,
σ113 =
σ1σ23
σ23
− σ2σ
2
1
σ23
− 1
2
σ22σ12
σ2
− 3
2
σ23σ1σ22
σ2σ3
− σ
3
1
σ2σ3
− σ3σ122
σ2
+ 2
σ41
σ32
− σ1σ33σ12
σ − 1σ3 +
σ22σ33σ162
σ22σ3
− σ22σ13σ1
σ22
+ 2
σ12σ13
σ2
+
1
2
σ22σ13
σ3
− σ1σ33σ23
σ2σ3
+
σ21σ
2
23
σ22σ3
− σ2σ23σ13
σ22
+
σ23σ12
σ3
− σ23σ
2
1σ22
σ32
+
σ3σ1σ22σ12
σ32
+
σ1σ33σ13
σ23
+ λ6
(
1
4
σ21
σ3
+
1
2
σ31
σ22
)
− λ5
(
1
4
σ21
σ3
+
1
2
σ3σ
3
1
σ32
)
+ λ3
(
1
4
σ1σ3
σ2
+
1
2
σ23σ
3
1
σ32
)
− λ2 1
2
σ23σ1
σ32
+ λ1
(
1
4
σ23
σ2
− 1
2
σ33σ1
σ32
)
+ λ0
σ3
σ22
,
σ112 =
1
4
σ2σ
2
1σ
2
33
σ43
+ 3
σ31
σ23
+
σ23σ
2
1σ22
σ3σ22
− σ1σ22σ12
σ22
− σ
2
2σ
2
1
σ33
− 2σ1σ23σ13
σ33
+ 2
σ21σ33σ23
σ33
− 1
2
σ2σ22σ13
σ23
+
σ23σ11
σ1
− σ22σ33σ
2
1
σ23σ2
+
σ22σ13σ1
σ3σ2
− 1
2
σ222σ1
σ3σ2
+
1
2
σ22σ12
σ3
− σ
2
1σ
2
23
σ23σ2
− σ2σ1σ23
σ33
+
σ23σ13σ
2
2
σ23
+
3
2
σ23σ1σ22
σ23
− σ23σ12σ2
σ23
+
σ212
σ2
− 2 σ
4
1
σ3σ22
+ λ6
(
1
4
σ2σ
2
1
σ23
− 1
2
σ31
σ2σ3
)
+ λ5
(
−1
4
σ21
σ3
+
1
2
σ31
σ22
)
+ λ3
(
−1
2
σ21σ3
σ22
+
1
4
σ1
)
+ λ2
σ1σ3
σ2
+ λ1
(
1
2
σ23σ1
σ22
− 1
4
σ3
)
,
σ111 = 3
σ23σ
3
1σ22
σ3σ32
+ 3
σ2σ
3
1
σ33
− 6 σ
5
1
σ3σ32
− 3σ
2
2σ
2
13
σ33
+ 3
σ41
σ23σ2
+ 3
σ2σ13σ12
σ23
− 3σ
3
1σ
2
23
σ22σ
2
2
− 3σ
2
1σ
2
23
σ3
− 3
2
σ222σ
2
1
σ3σ22
+ 6
σ213σ1
σ232
− 3σ
2
1σ
2
22σ12
σ32
+ 3
σ1σ
2
12
σ22
− 3σ1σ23σ12
σ23
− 6σ
2
1σ33σ13
σ33
+
9
2
σ23σ
2
1σ22
σ23σ2
+ 3
σ21σ33σ12
σ23σ2
− 3σ22σ33σ
3
1
σ33σ2
− 6σ1σ12σ13
σ2σ3
+ 6
σ2σ1σ23σ13
σ33
+ 3
σ22σ13σ
2
1
σ3σ22
− 9
2
σ1σ22σ13
σ23
+
3
2
σ1σ22σ12
σ3σ2
+
3
4
σ31σ
2
33
σ43
− 3
2
λ6
(
1
2
σ31
σ3
+
σ41
σ3σ22
)
+
3
2
λ5
(
σ41
σ32
+
1
2
σ31
σ3σ2
)
− 3
2
λ3
(
σ31σ3
σ2
+
1
2
σ21
σ2
)
+ λ2
(
σ1 +
3
2
σ2σ
2
1
σ22
)
+
1
2
λ1
(
−σ2 − 3
2
σ3σ1
σ2
+ 3
σ23σ
2
1
σ32
)
+ λ0
(
σ3 − 3σ
2
3σ1
σ22
)
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and also relations
−σ11σ23 − σ21σ33 + σ2(σ2σ13 − σ23σ2) + (σ2σ12 − σ22σ1 + 2σ1σ12)σ3 = 0.
13.18.2. Relations on Θ1. The complete set of the σ-relations on the first
stratum of the θ-divisor [Oˆni998]
σ333 = −2σ2, σ233 = σ
2
23
σ2
− σ1,
σ133 =
σ1σ
2
23
σ22
+
σ21
σ2
, σ223 =
σ23σ22
σ2
− 2σ1
σ2
,
σ113 =
σ23σ11
σ2
, σ123 =
σ23σ12
σ2
,
σ111 =
λ1
4
σ2 − 3
4
λ0σ
2
2
σ1
+
3
4
σ211
σ1
+
λ2
4
σ1,
σ112 =
λ2
4
σ2 +
σ12σ11
σ1
− λ1σ
2
2
4σ1
+
λ0σ
3
2
4σ21
− σ2σ
2
11
4σ21
,
σ222 = −3σ2σ11σ22
2σ21
− 3λ3σ
2
2
4σ1
− 3σ2σ
2
12
σ21
− 3λ1σ
4
2
4σ31
− 3σ
3
2σ
2
11
4σ41
+
3λ2σ
3
2
4σ21
+
3σ22σ11σ12
σ31
+
3λ0σ
5
2
4σ41
+ λ4σ2 − λ5σ1 + 3σ12σ22
σ1
,
σ122 =
λ3
4
σ2 +
σ212
σ1
+
λ1σ
3
2
4σ21
+
σ11σ22
2σ1
− λ2σ
2
2
4σ1
− σ2σ11σ12
σ21
− λ0σ
4
2
4σ31
+
σ211σ
2
2
4σ31
.
The relation:
σ1σ23 = σ2σ13.
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