This paper is concerned with the behaviour of a Lévy process when it crosses over a positive level, u, starting from 0, both as u becomes large and as u becomes small. Our main focus is on the time, τu, it takes the process to transit above the level, and in particular, on the stability of this passage time; thus, essentially, whether or not τu behaves linearly as u ↓ 0 or u → ∞. We also consider conditional stability of τu when the process drifts to −∞, a.s.
Introduction
For a random walk S starting from 0 with a positive step length distribution and having finite mean, the number of steps required to first pass a positive level u, τ S u , say, is, for large u, asymptotic to a multiple of u, the constant of proportionality being the reciprocal of the mean step length. More precisely, τ It is natural to consider carrying the discrete time results over to a Lévy process (X t ) t≥0 , and this has been done in the literature for some of the fluctuation quantities, especially, see [17] for stability of the overshoot.
Applications of this and related kinds of result abound; we have in mind, in particular, applications to the insurance risk process: see, e.g., recent results in [5] , [15] , [19] , [28] , and [31] . These authors have tended to concentrate on properties of the overshoot and undershoots, with less attention paid to the ruin time, τ u . But it could be argued that τ u is the most important or at least the most interesting variable, from a practical point of view.
Our aim in this paper is to set out in detail a comprehensive listing of conditions for the stability of τ u , in the Lévy setting. For "large time" stability, i.e., as u → ∞, the discrete time (random walk) results can be consulted to give useful guidance for some of the Lévy results; others are rather straightforward to transfer, but others again are challenging. We consider both stability in probability and almost sure (a.s.) stability of τ u /u, as u → ∞, when lim sup t→∞ X t = ∞ a.s., and lim t→∞ X t = −∞ a.s. Even more interesting is the "small time" stability, i.e., as u → 0, of the passage time. Here there are of course no corresponding random walks that can be used for guidance, but, remarkably, small time results for Lévy processes often parallel large time results in certain ways. With this insight and some further analysis we are able to give also a comprehensive analysis of the small time stability of τ u . Some curious and unexpected results occur (see, e.g., Remark 2.3). Such results may be thought of as adding to our understanding of the local properties of Lévy processes.
The setting is as follows. Suppose that X = {X t : t ≥ 0}, X 0 = 0, is a Lévy process defined on (Ω, F , P ), with triplet (γ, σ 2 , Π X ), Π X being the Lévy measure of X, γ ∈ R, and σ 2 ≥ 0. Thus the characteristic function of X is given by the Lévy-Khintchine representation, E(e iθXt ) = e tΨX (θ) , where Ψ X (θ) = iθγ − σ 2 θ 2 /2 + R (e iθx − 1 − iθx1 {|x|≤1} )Π X (dx), for θ ∈ R.
(1.1)
Denote the maximum process by
and let G t = sup{0 ≤ s ≤ t : X s = X s } be the time of the last maximum prior to time t. Our focus will be on the first passage time above level u, defined by τ u = inf{t ≥ 0 : X t > u}, u > 0.
(We adopt the convention that the inf of the empty set is +∞.) Also important will be the time of the last maximum before passage, G τu− , and the position after transit above level u, X τu . Throughout, we assume that Π X is not identically zero and that X is not the negative of a subordinator (in which case τ u = ∞ for all u > 0). By a compound Poisson process we will mean a Lévy process with finite Lévy measure, no
Brownian component and zero drift.
We need some further notation. Let (L
−1
t , H t ) t≥0 denote the bivariate ascending inverse local time-ladder height subordinator process of X. The process (L −1 , H) is defective when, and only when, lim t→∞ X t = −∞ a.s. In that case, it is obtained from a nondefective process (L −1 , H) by exponential killing with rate q > 0, say. When (L −1 , H) is nondefective the killing is unnecessary and we set (L −1 , H) = (L −1 , H) and take q = 0. We denote the bivariate Lévy measure of (L
, and let Π L −1 and Π H be the marginal Lévy measures of L −1 and H. The Laplace exponent κ(a, b) of (L −1 , H) will play an important role in our analysis. It is defined by
for values of a, b ∈ R for which the expectation is finite. We can write
where d L −1 ≥ 0 and d H ≥ 0 are drift constants. See, e.g., [7] , [14] , [29] , [33] , for these relationships.
The following theorem connects the Laplace transform of the fluctuation quantities with the bivariate Laplace exponent. It is an extension of the "second factorisation identity" ( [32] , Eq. (3.2)). A proof of Theorem 1.1 is in [22] .
In the present paper we apply these concepts to study the stability of the passage time, τ u , by which we mean that τ u /u has a finite and positive nonstochastic limit, where the convergence may be as u → 0 or u → ∞, and the convergence may be in probability, almost sure (a.s.), or in mean. We will also consider, to a lesser extent, the position, X τu , of X as it crosses the boundary. Some other results of interest, especially, that τ u /u are uniformly integrable as u → ∞ if X has a finite positive mean (see Lemma 5.2) are derived as by-products.
The results relating to stability of τ u are given in Section 2. In contrast, in Section 3 we consider large time conditional stability of τ u when P (τ u < ∞) → 0 as u → ∞. This is the usual setup in the Lévy insurance risk model, for which see, e.g., [4] , [3] , [15] and [28] for background and references. Section 4 contains some concluding remarks and references. All proofs are in Sections 5, 6, and the Appendix.
Stability
This section contains results relating to the stability of τ u as u → L where L = ∞ or L = 0. For stability to make sense when L = ∞ we need, at a minimum, to assume that P (τ u < ∞) → 1 as u → ∞. This is equivalent to lim sup t→∞ X t = +∞ a.s., in which case τ u < ∞ a.s. for all u > 0 and τ u → ∞ a.s. as u → ∞.
The natural analogue of this condition when L = 0 is that P (τ u < ∞) → 1 and τ u → 0 a.s. as u ↓ 0. This is equivalent to 0 being regular for (0, ∞); see [8] for an analytic equivalence. Thus the overriding assumptions throughout this section are: lim sup t→∞ X t = +∞ a.s. when L = ∞, and 0 is regular for (0, ∞) when L = 0.
Let Π X and Π ± X denote the tails of Π X , thus
for x > 0, and define a kind of truncated mean
The first theorem concerns the stability in probability of τ u . Consider first stability for large times, as u → ∞, i.e., the property τ u /u P −→ 1/c as u → ∞, for some c ∈ (0, ∞). This is equivalent to the relative stability in probability of the process X itself, i.e., to X t /t P −→ c as t → ∞. We prove it via an equivalence of the stability of τ u with that of X, namely, X t /t P −→ c as t → ∞, a trivial relationship. We then show that the latter holds iff X is relatively stable, which is not entirely obvious, but follows from similar (large time) random walk working of [27] , where the stability of the passage time of a random walk above a constant level is considered for general norming sequences. The stability of τ u is connected to the bivariate Laplace exponent in (2.4), which is a new relationship, derived via Theorem 1.1, and the list of equivalences for this case is completed by that of (2.6) and (2.7), which is in Theorem 3.1 of [16] .
This list, for the case u → ∞, c ∈ (0, ∞), then sets the pattern we work from for the case u ↓ 0, c ∈ (0, ∞), and later results. Theorem 2.1 also considers the cases c = 0 and c = ∞ for completeness, though these strictly speaking do not give rise to stability conditions. 
In the case L = ∞, (2.3)-(2.6) are equivalent to
In the case L = 0, (2.3)-(2.6) are equivalent to
as do (2.6) and (2.8). However while (2.6) implies (2.3)-(2.5), the converse does not hold.
(c) Suppose c = ∞. Then (2.3)-(2.5) remain equivalent for L = 0 or ∞ in the following sense:
Again, while (2.6) implies (2.3)-(2.5), it is not equivalent in either case, L = 0 or ∞.
Remark 2.1. As mentioned above, the equivalence of (2.6) and (2.7) when L = ∞ is in [16] , while the equivalence of (2.6) and (2.8) when L = 0 is in Theorem 2.1 of [16] . Both of these results hold for all c ∈ (−∞, ∞). We include them in the statement of Theorem 2.1 for completeness and for the convenience of the reader.
The next theorem concerns the almost sure stability of τ u . We follow the pattern set by Theorem 2.1. The connection with the bivariate Laplace exponent is transmuted in this case to requiring finite first moments of the ladder processes H and L −1 . Almost sure stability for large times requires a finite positive mean for X (for large times), and bounded variation with positive drift of X (for small times). Recall that when X is of bounded variation, we may write the Lévy-Khintchine exponent in the form
10) 
(ii) We have converge conditionally or absolutely.
In the next theorem we examine the convergence of Eτ u /u as u → ∞ and as u ↓ 0. Recall that Eτ u < ∞ for some, hence all, u ≥ 0, iff X drifts to +∞ a.s., iff EL (ii) In Part (ii) of the theorem, the case c = ∞ cannot arise; when Eτ u < ∞ for each u > 0, we always have lim inf u↓0 Eτ u /u > 0. 
where N t is a rate one Poisson process and a > 1. Thus lim t→∞ X t = ∞ a.s. Since τ u = ua −1 for sufficiently small u, it trivially follows that
We claim that
This is because, if ξ is the time of the first jump of N , then
Since τ 1+x P → τ 1 as x ↓ 0, (2.12) now follows after dividing by u and taking the limit.
We now check that this agrees with Part (ii) of Theorem 2.3. For the normalisation of L, the local time at the maximum, we take
Then the ladder height process is linear drift,
where again N t is a rate one Poisson process and R i are iid random variables independent of N , with distribution the same as that of τ 1 . Hence d L −1 = 1 and
, giving agreement with (2.12). On the other hand, the c in Part (ii) of Theorem 2.2 is
We now turn to stability of the time of the last maximum before ruin. As may be expected, this is a more difficult object to study than τ u . We consider the three modes of convergence investigated in Theorems
Remark 2.4. It's not clear how the conditions of Theorem 2.1 relate to the stability in probability of G τu− .
We can show that (2.3)-(2.7) imply (2.13) and (2.14) but it's not clear whether or not the converse holds.
For almost sure convergence the results for G τu− parallel those for τ u . For convergence in mean the situation remains largely unresolved.
The final result, Theorem 2.5, belongs in the present section since it holds in a case when lim t→∞ X t = +∞ a.s., but we apply it in the next section, in the case when lim t→∞ X t = −∞ a.s., to obtain results in the Lévy insurance risk model.
Theorem 2.5. (Convergence of Expected Exit Times with Overshoot.)
Assume 0 < EX 1 ≤ E|X 1 | < ∞, and that X is not compound Poisson, or is compound Poisson with a nonlattice jump distribution. Then for all ρ > 0
where Y is the limiting distribution of the overshoot X τu − u. Y has density Π H (h)dh/EH 1 on (0, ∞), and mass d H /EH 1 at 0.
Stability In the Insurance Risk Model
The aim of this section is to illustrate that stability questions are also of interest when X t → −∞ a.s. as t → ∞. We phrase the discussion in terms of an insurance risk model. In this case X represents the excess in claims over premium of an insurance company. The classical model in this context is the Cramér-Lundberg model in which X is the sum of a compound Poisson process with positive jumps, representing claims, and a negative drift, representing premium inflow. The results in the present section will be given for a general Lévy insurance risk model where no such restrictions are placed on X.
The over-riding assumption throughout this section is the Cramér condition, namely, that
It's well known that, under (3.1), EX 1 is well defined, with EX
, and EX 1 ∈ [−∞, 0), and so lim t→∞ X t = −∞ a.s. Further, E(X 1 e νX1 ) is finite and positive for all ν in a left neighbourhood of ν 0 , and
Since lim t→∞ X t = −∞ a.s., we are in the situation that P (τ u < ∞) < 1 for all u > 0, and lim u→∞ P (τ u < ∞) = 0. In an insurance risk context, we are interested in forecasting the ruin time τ u in a worst case scenario, i.e., conditional on τ u < ∞ ("ruin occurs"). Asymptotic properties of τ u and associated variables, conditional on τ u < ∞, often provide surprisingly good approximations of corresponding finite level distributions; cf, e.g., [20] . In the present context we look at the stability of τ u , G τu− and X τu , showing they are asymptotically linear under mild conditions.
We need some more infrastructure. Let (X * t ) t≥0 denote the Esscher transform of X defined by
for any Borel subset B of R [0,t] . Equivalently X * may be introduced by means of exponential tilting; that is, define a new probability P * , given on F t by
Then X under P * has the same distribution as X * under P . It easily follows that
for any Borel function f for which the expectations are finite. X * is itself a Lévy process with exponent Ψ(θ − iν 0 ) and E * X 1 = µ * . Since µ * > 0 by (3.2), X * t drifts to +∞ a.s., and hence (H * t ) t≥0 , the increasing ladder height process associated with (X * t ) t≥0 , is proper. Our setup is that of Bertoin and Doney [9] . The main result in [9] , which we give in the form proved in Theorem 7.6 of [29] , see also Section XIII.5 of [3] , is: Suppose (3.1) holds and the support of Π X is non-lattice in the case that X is compound Poisson. Then
where C := E * e −ν0Y > 0 if and only if µ * < ∞. Here Y is the limiting distribution of the overshoot X τu − u under P * .
To state the stability result for the general Lévy insurance risk model under (3.1), introduce the probability measure P (u) ( · ) = P ( · |τ u < ∞), and denote convergence in probability conditional on τ u < ∞ by
Theorem 3.1. Assume (3.1) holds and µ * < ∞ (so that 0 < µ * < ∞). Then, as u → ∞,
Assume in addition that the support of Π X is non-lattice in the case that X is compound Poisson. Then
Parts of our Theorem 3.1 are well known for the Cramér-Lundberg model, and their extension to the general Lévy insurance risk model is straightforward. Others appear to be new.
Concluding Remarks
There is of course a very large literature on (large time) renewal theorems for random walks, and, more recently, some similar results have been proved for Lévy processes. Regarding the ruin time, most results so far concern the infinite horizon ruin probability, P (τ u < ∞), or, equivalently, the distribution of the overall maximum of the random walk or Lévy process, and we do not attempt to summarise them here (other than the references mentioned in Sections 1-3). A web search turns up many such papers and books.
The finite horizon ruin probability, P (τ u < T ), is less studied, but important results are obtained in, e.g., [2] , [5] , [26] , [6] , [25] , [12] (see also their references), and especially, in the insurance/actuarial literature (usually from a more applied point of view). These results of course give information on the long run distribution of the ruin time, conditional on ruin occurring. A more recent result along these lines is in [21] , assuming, like [12] and [25] , convolution equivalent conditions on the tails of the process or its Lévy measure. These authors are interested in the asymptotic distribution of τ u , rather than in its stability per se; as mentioned earlier, results on stability such as we give are more akin to classical (large time) renewal theory than to these, and small time versions, which make sense for Lévy processes but not for random walks, have previously been neglected, in the main.
We turn now to the proofs.
Proofs for Section 2
We assume throughout this section that lim sup t→∞ X t = +∞ a.s. when L = ∞, and 0 is regular for (0, ∞) when L = 0. In the former case, τ u < ∞ a.s. for all u > 0, while P (τ u < ∞) → 1 as u → 0 in the latter case.
Proof of Theorem 2.1. Since 
is a mean 0 martingale with jumps bounded in modulus by t and all moments finite, and
By Doob's inequality, for ε > 0,
and this tends to 0 as t → ∞ by (5.4). Also
s | = 0 ≥ P (no jumps with |∆X s | > t occur by time t) = exp(−tΠ X (t)) → 1, as t → ∞, while
both by (2.7). Thus we have P (sup 0≤s≤t |X s − cs| > εt) → 0 as t → ∞, which implies (2.5) with L = ∞ and c ≥ 0.
Next we deal with the implication (2.6) implies (2.5) in the case L = 0. Note that, by Theorem 2.1 of [16] , (2.6) with t ↓ 0 is equivalent to (2.8), and the first and second relations in (2.8) imply
This takes the place of (5.4) in the L = 0 case, and the rest of the proof that (2.6) implies (2.5) with L = 0 is virtually the same as for the case with t → ∞.
We have left to show that (2.5) implies (2.6) except when c = L = 0. This is obvious if c = 0 and L = ∞ so suppose c > 0. Note that, for t > 0,
where X ′ t is an independent copy of X t . Consequently, for ε ∈ (0, c/3), as t → L,
This shows that P (X t > (c − 3ε)t) → 1, and since also Lemma 5.1. There is a Lévy process for which 0 is regular for (0, ∞) and with
There is also a Lévy process with
Proof of Lemma 5.1. This is given in the Appendix. 9) and using the strong law, we obtain H t /t → EX 1 EL
−1 1
as t → ∞. This implies EH 1 < ∞ and [17] , and EL −1 1 < ∞ implies X drifts to +∞ a.s. by Theorem 1 of [18] , so in fact 0 < EX 1 ≤ E|X 1 | < ∞.
(b)(ii) When X is of bounded variation, then σ 2 = 0, and by taking limits as t ↓ 0 in (5.9), we obtain
This implies d H > 0 by Theorem 4 of [17] . Hence by (5.10) d L −1 > 0 also, and so c = d
Tu . Hence by (5.9) Bertoin (1996) to write
where
is the renewal function associated with H. 
so we see that lim u→∞ Eτ u /u = 1/c for some c ∈ (0, ∞) iff EH 1 < ∞ and EL
< ∞, and then c = (ii) For u ↓ 0: assume that EL −1
Thus by Theorem III.5 of Bertoin [7] , which applies to proper subordinators, we have 
, for all u > 0. 1 < ∞ and EH 1 = ∞, while for u ↓ 0, the case c = ∞ cannot arise; lim inf u→0 Eτ u /u > 0 follows from (5.11) and (5.14).
⊔ ⊓
The following lemma, which is a Lévy process version of a result of [30] for random walk, is needed in the proofs of Theorems 2.4 and 2.5.
Suppose X is a Lévy process with 0 < EX 1 ≤ E|X 1 | < ∞ and
Proof of Lemma 5.2. The random walk result of [30] can be transferred using a stochastic bound due to Doney [13] . First consider the case when Π ≡ 0. Then X t = tγ+σB t , where γ = EX 1 > 0, σ ≥ 0, and (B t ) t≥0 is a standard Browian motion. In this case τ u has an inverse Gaussian distribution and Eτ
immediately implies uniform integrability of τ u /u.
So, assume Π is not identically 0. Then Π(x 0 ) > 0 for some x 0 > 0, and by rescaling if necessary we can assume c 1 := Π(1) > 0. As in [18] , let σ 0 = 0 and let σ n , n = 1, 2, . . ., be the successive times at which X takes a jump of absolute value greater than 1. Then e i := σ i − σ i−1 are i.i.d exponential rvs with E(e 1 ) = 1/c 1 . Define S n := X σn , n = 1, 2, . . ., and τ S u = min{n ≥ 1 : S n > u}, u > 0. Then S n is a random walk with step distribution
Now we can use similar calculations as on p.287 of [18] to bound the expression on the left of (5.15) in terms of a similar expression involving τ S u . For any Z ≥ 0 and any a > 0
(5.16)
By Theorem 2.1 we have τ u /u P −→ 1/EX 1 as u → ∞. So the second term on the righthand side of (5.17) tends to 0 as u → ∞ once xc > 1/EX 1 . As on p.287 of [18] we have
where m 0 is a finite rv independent of (S n ) n=1,2,... . The first term on the righthand side of (5.17) is bounded
and now we argue as follows:
Since e i are i.i.d. with a finite exponential moment and Ee i = 1/c 1 < c, the sum in the second term on the righthand side of (5.19) is convergent, and hence this term is o(1) as u → ∞. The first term on the righthand side of (5.19) is 
Take y > 0 and replace µ by µ/y, u by uy, and ν by ν/y in this to get 
as u → L, by Theorem 2.2. Now consider the random level Z u = X τu− , and observe that
In particular it is not the case that lim 
The assumptions on X imply that H does not have a lattice jump distribution, and hence it follows from [10] that
where Y is the rv defined in the statement of Theorem 2.5. Since τ u /u, and consequently G τu− /u also, are uniformly integrable as u → ∞, by Lemma 5.2, the result follows. ⊔ ⊓
Proofs for Section 3
We assume throughout this section the setup of Section 3. Let F τu be the σ-algebra generated by X up to time τ u . By Corollary 3.11 of [29] , for any Z u which is nonnegative and measurable with respect to F τu ,
we have
This immediately yields the following lemma, which can be found in Theorem IV.7.1 of [4] for compound
Poisson processes with negative drift. Our proof is analogous to that in [4] .
Lemma 6.1. Suppose µ * < ∞ and Y u are F τu -measurable rvs such that Y u
Proof of Lemma 6.1: For ε > 0, by (6.1),
Since µ * < ∞ we have by (3.5) that the denominator here is bounded away from 0, hence the result. ⊔ ⊓ Proof of Theorem 3.1 Since X is a Lévy process under P * with E * X 1 = µ * ∈ (0, ∞), it follows easily from the strong law that
(3.6) is then immediate from Corollary 6.1.
For (3.7), use Theorem 2.5 , (3.5) and (6.1) to deduce that, as u → ∞,
The limit involving G τu− is similar. For the final limit in (3.7), first observe that
Cu .
is uniformly integrable, because for x > 1 and
Letting u → ∞ then x → ∞ shows the uniform integrability. Since X τu − u
completing the proof. ⊔ ⊓
APPENDIX
Proof of Lemma 5.1. We first construct a Lévy process satisfying (5.6). For the characteristics of X we take γ = −2, σ = 0 and the Lévy measure given by
Then X is not of bounded variation since (|x| ∧ 1)Π(dx) = ∞, and consequently 0 is regular for (0, ∞). Further one can easily check that (2.8) holds with c = −1, and so
by Theorem 2.1 of [16] . Also, the argument given in Theorem 2.1 that (2.6) implies (2.5) when L = 0, shows that under (2.8),
From this we conclude that
completing the example.
We now construct a Lévy process satisfying (5.7). This is based on Example 3.5 in [27] , which constructs a random walk
This is done by finding a random walk which is negatively relatively stable (NRS) as n → ∞, i.e., with 
where ℓ(n) is inverse to D(n). The sequences D(n) and ℓ(n) are strictly increasing to ∞ as n → ∞ and satisfy D(n) = −nA(D(n)) (where A(·) is defined in (2.2)) and ℓ(n) = −n/A(n). The function −A(x) is positive for x large enough, slowly varying as x → ∞, and tends to ∞ as x → ∞.
(i) Consider first the case L = ∞. Let (N t ) t≥0 be a Poisson process of rate 1 independent of the Y i and set X t := S Nt , t ≥ 0, where S n is as in (6.4) . Then the compound Poisson process X t satisfies (5.7) with L = ∞. This is fairly straightforward to check and we omit the details.
(ii) Now consider the case L = 0. For this we have to modify Example 3.5 in [27] to work as t ↓ 0. Details are as follows.
We construct a Lévy process X t which is NRS as t ↓ 0, i.e., is such that
for a nonstochastic function b(t) > 0, with b(t) ↓ 0 and b(t)/t → ∞ as t ↓ 0. To do this, it will be useful to summarize here some properties concerning (negative) relative stability at 0 of X t ; for reference, see [16] (and replace X by −X). We assume that Π X (x) > 0 for all x > 0. We then have that To construct the process required in the lemma, we will specify a Lévy measure Π X for X such that ≥ lim inf n→∞ nℓ(t)≤j≤nt P X((j − 1)/n) > −xD(j/n), max
where ∆(k/n) := X(k/n) − X((k − 1)/n), k = 1, 2, . . . , are i.i.d. with distribution the same as that of X(1/n). Given ε ∈ (0, 1), by (6.10) there is a t 0 > 0 such that P X((j − 1)/n) > −xD(j/n) > 1 − ε when j/n ≤ t ≤ t 0 . Thus, keeping t ≤ t 0 , P X t > xt ≥ (1 − ε) lim inf n→∞ nℓ(t)≤j≤nt
Here the sum equals P (∆(j/n) > 2xD(j/n), for some j ∈ [nℓ(t), nt]) = 1 − nℓ(t)≤j≤nt P X(1/n) ≤ 2xD(j/n)
Noting that n t+1/n ℓ(t) P X(1/n) > 2xD(s) ds ≤ n nℓ(t)≤j≤nt (j+1)/n j/n P X(1/n) > 2xD(s) ds ≤ nℓ(t)≤j≤nt P X(1/n) > 2xD(j/n) ds, and employing the fact that lim n→∞ nP (X(1/n) > a) = Π + X (a) for all a > 0 (cf. [7] p.39) we get P X t > xt ≥ (1 − ε) lim inf 
