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Introduction
Dimensionality has a fundamental role in determining the physics of a
system. One dimensional models are particularly interesting, since, in a
sense, 1-D theories are strongly interacting, because particles cannot avoid
themselves in their motion. Furthermore one more feature makes these sys-
tems “attractive”: the special symmetry of having just one spatial dimension
together with the temporal one, makes them “easier” to address, while pre-
serving and creating new interesting non trivial situations. For example, a
number of theories are known to be exactly solvable in one dimension, and
quantum field theory methods are extremely powerful and direct.
The study of spin chains has a very long history, going back at least to
the investigations of Ernst Ising [1] on the model known with his name and
to the solution found by Hans Bethe in 1931 [27] for the spin 1/2 case in
one dimension. A very striking feature of spin chains is that their excitation
spectrum is completely different, depending on wheter the spin is integer or
half-integer. For the spin 1/2 case the Bethe ansatz solution predicts gapless
excitations. Lieb, Shultz and Mattis (1961) [2] proved that for an antifer-
romagnetic spin 1/2 Heisenberg chain with an even number L of sites1, at
least one excited state exists which is separated from the ground state by an
energy O(L−1). The one-magnon spectrum was calculated by des Cloizeaux
and Pearson [28] who showed that the chain is gapless and the ground state
is almost long range ordered. It was only in 1983 that Haldane [33], [34] sug-
gested that antiferromagnetic integer spin chains have a disordered ground
state and a finite gap in the excitation spectrum. From the assumption
that the system retains a short-range antiferromagnetic order, despite the
1This result was later generalized by Aﬄeck and Lieb [3] for generic half-integer spin.
9
10
strong quantum fluctuations, he was able to map, in the low energy and
large correlation lenght limit, the lattice model onto the O(3) Non Linear
Sigma model (NLσM) with a topological term.
In the 1970-s low dimensional physics stopped being just a theoretical
“toy”, since it became clear that the theoretical models were actually very
useful in the description of real materials. Later on, in the 1980-s, the dis-
covery of the Quantum Hall Effect and high temperature superconductivity,
among others, brought increasing attention to low dimensional physics. In
recent years, zero dimensional (quantum dots) and one dimensional (quan-
tum wires) systems have been implemented in laboratories as well.
Low dimensional systems, and quantum spin chains, in particular, are of
great interest in Quantum Information Theory. Since the unit of Quantum
information is the qubit, i.e. the information described by a state vector of a
two level quantum system, quantum spin chains arise as natural candidates
for the implementation of quantum devices.
The thesis is organized as follows. In the first chapter we review the
fundamental properties of spin 1/2 Heisenberg chains with nearest neighbor
interactions. Following the seminal paper by Lieb, Shultz and Mattis (1961)
[2] we describe the general method to diagonalize hamiltonians quadratic in
Fermi operators, and derive the general expression for the spin-spin corre-
lations. We specialize then to the XY model in a magnetic field: we give a
detailed account for the diagonalization of the model and we write down its
spin-spin correlation functions [11]. We finally discuss the duality properties
of the model.
Chapter 2 is devoted to the study of spin-1 Heisenberg chains. We will
first review the semiclassical limit of the quantum Heisenberg spin chain
using the Holstein-Primakoff approach to spin wave theory [30], [31], showing
that, while the ferromagnet has a quadratic dispersion relation and thus it
is not possible to find a corresponding Lorentz invariant field theory, the
antiferromagnetic chain instead has a relativistic (linear) dispersion relation
and thus can have a corresponding Lorentz invariant field theory. We will
then see [30], [32], [34] that the large spin, low energy, continuum limit
of the antiferromagnetic quantum chain maps aproximately onto the O(3)
non linear σ model with a topological term: it is this term that makes
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the behavior of the integer and half-integer spin chain completely different.
We will briefly discuss the nonlocal string order parameter proposed by
den Nijs and Rommelse in 1989 [38] to detect the hidden order of the so
called Haldane phase, and show how the non vanishing of the string order
parameter is actually a sign of the spontaneous breaking of a hidden Z2×Z2
symmetry [41], [40]. Finally we will work out in detail the exactly solvable
spin 1 model with a spin gap and string order provided by Aﬄeck, Kennedy,
Lieb and Tasaki in 1987 [42], [43].
In Chapter 3 we derive the dominant contribution to the large-distance
decay laws of correlation functions towards their asymptotic limits for a spin
chain model (the so called λ-D model) that exhibits both Haldane and Ne´el
phases in its ground state phase diagram. The analytic results are obtained
by means of an approximate mapping between a spin-1 anisotropic Hamil-
tonian onto a fermionic model of noninteracting Bogoliubov quasiparticles
related in turn (via Jordan-Wigner transformation) to the XY spin-1/2 chain
in a transverse field. This approach allows us to express the spin-1 string
operators in terms of fermionic operators so that the dominant contribution
to the string correlators at large distances can be computed using the tech-
nique of Toeplitz determinants. As expected, we find long-range string order
both in the longitudinal and in the transverse channel in the Haldane phase,
while in the Ne´el phase only the longitudinal order survives. In this way,
the long-range string order can be explicitly related to the components of
the magnetization of the XY model. Moreover, apart from the critical line,
where the decay is algebraic, we find that in the gapped phases the decay is
governed by an exponential tail multiplied by power-law factors. As regards
the usual two points correlation functions, we show that the longitudinal one
behaves in a “dual” fashion with respect to the transverse string correlator,
namely both the asymptotic values and the decay laws exchange when the
transition line is crossed. For the transverse spin-spin correlator, we always
find a finite characteristic length which is an unexpected feature at the criti-
cal point. The results of this analysis prove some conjectures put forward in
the past. The goodness of the approximation and the analytical predictions
are checked versus density-matrix renormalization group calculations.
In the fourth Chapter we discuss the entanglement properties of the λ-
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D model. We briefly introduce the idea of separability of mixed states and
the Peres-Horodecki criterion; we study the partial transpose of the two-site
density matrix of the system, obtaining an analytic expression for the so
called negativity of the λ-D model. Following the same approach used in
the previous chapter we get an expression of the negativity in terms of the
correlators previously calculated.
We dedicate a chapter to the Conclusions, where we summarize our main
original results discussed in Chapter 3 and Chapter 4.
Finally in Appendix A we review the main results on Toeplitz forms and
the asymptotics of Toeplitz determinants, and in Appendix B we present the
detailed calculation of the transverse spin-spin correlator of the λ-D model,
because it cannot be related directly to other spin-1/2 correlators calculated
previously in the literature.
Chapter 1
Anisotropic spin 1/2
Heisenberg chains
In this section we will consider one dimensional spin 1/2 anisotropic
Heisenberg chains in a magnetic field. Following the paper by Lieb, Schultz
and Mattis(1961) [2] we will outline the general method to diagonalize
Heisenberg hamiltonians, and we will then specialize to the XY model in
a transverse magnetic field.
1.1 Outline of the method
Let’s consider the most general spin 1/2 Heisenberg hamiltonian with
nearest-neighbours interactions in a magnetic field [4]
H =
∑
l
(
Jxσ
x
l σ
x
l+1 + Jyσ
y
l σ
y
l+1 + Jzσ
z
l σ
z
l+1
)
+ h
∑
l
σzl (1.1)
where σαl are the Pauli matrices acting on site l and the Jα are the anisotropies
along the direction α. Let’s introduce the operators
σ±l =
σxl ± iσyl
2
(1.2)
in terms of which we can rewrite the hamiltonian as
H =
∑
l
[
(Jx − Jy)
(
σ+l σ
+
l+1 + σ
−
l σ
−
l+1
)
+ (Jx + Jy)
(
σ+l σ
−
l+1 + σ
−
l σ
+
l+1
)
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+Jzσ
z
l σ
z
l+1
]
+ h
∑
l
σzl (1.3)
We now introduce the Jordan-Wigner transformations [5]
σ+l = c
†
l exp
[
iπ
∑
k<l
c†kck
]
σ−l = exp
[
−iπ
∑
k<l
c†kck
]
cl
σzl = 2c
†
l cl − 1 (1.4)
where cl, c
†
l are fermionic operators. It is straightforward to verify that [2]
exp
[
iπc†kck
]
= exp
[
−iπc†kck
]
and
c†l cl+1 = σ
+
l σ
−
l+1 c
†
l c
†
l+1 = σ
+
l σ
+
l+1 (1.5)
The hamiltonian becomes then
H =
∑
l
[
(Jx − Jy)
(
c†l c
†
l+1 + clcl+1
)
+ (Jx + Jy)
(
c†l cl+1 + clc
†
l+1
)
+ Jz (2nl − 1) (2nl+1 − 1)] + h
∑
l
(2nl − 1) (1.6)
if the hamiltonian has open boundary conditions. In case of cyclic boundary
conditions
Hcyclic = H−Hb
where
Hb =
[
(Jx − Jy)
(
c†N c
†
1 + h.c.
)
+ (Jx + Jy)
(
c†Nc1 + h.c.
)]
·
(
exp
(
iπ
N∑
k=1
c†kck
)
+ 1
)
For large systems it is possible to neglect the additional term Hb.
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1.1.1 Exact diagonalization of a general quadratic form in
fermionic operators
We will now show [2] that every hamiltonian quadratic in fermion oper-
ators can be exactly diagonalized. Let
H =
∑
m,n
[
c†mAm,ncn +
1
2
(
c†mBm,nc
†
n + h.c.
)]
(1.7)
be a general hermitean quadratic form in Fermi operators. The hermiticity of
H implies that A is a hermitean matrix, and the anticommutation relations
between fermion operator require B to be antisymmetric. With no loss of
generality, we will assume A and B to be real matrices.
We try to find a canonical transformation
η†p =
∑
m
(
fpmc
†
m + gpmcm
)
ηp =
∑
m
(
fp,mcm + gp,mc
†
m
)
(1.8)
such that
H =
∑
p
Λpη
†
pηp + const.
This is possible if
[ηp,H]− Λpηp = 0 (1.9)
Inserting (1.8) into (1.9), setting then the coefficients of every operator equal
to zero, we get the set of equations
Λpfp,m =
∑
n
(fp,nAn,m − gp,nBn,m)
Λpgp,m =
∑
n
(fp,nBn,m − gp,nAn,m) (1.10)
that become
Λpφp = (A−B)ψp
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Λpψp = (A+B)φp (1.11)
where we have defined
φp = fp,m + gp,m ψp = fp,m − gp,m (1.12)
From the last set of equations (1.11) we can get either [2]
φp (A−B) (A+B) = Λ2pφp (1.13)
or
ψp (A+B) (A−B) = Λ2pψp (1.14)
For Λp 6= 0 either (1.13) or (1.14) can be solved for φp or ψp and the other
vector is found from (1.11). If Λp = 0 the vectors φp, ψp are obtained from
(1.11), their relative sign being arbitrary. Changing the sign of ψp, but not
that of φp results in exchanging the role of fp,m and gp,m, thus exchanging
the definition of occupied and unoccupied zero energy modes.
Noting that (A+B)T = (A−B), we immediately find that both
(A−B) (A+B) and (A+B) (A−B) are symmetric and at least semi def-
inite positive; it then follows that all the Λp are real, and it is possible to
choose φp and ψp to be real as well as orthonormal, i.e.∑
m
(
fp,mfp′,m + gp,mgp′,m
)
= δp,p′ (1.15)
∑
m
(
fp,mgp′,m − fp′,mgp,m
)
= 0 (1.16)
Finally, from the invariance of trH under canonical transformations we
find the constant to be [2]
const. =
1
2
(∑
m
Am,m −
∑
p
Λp
)
(1.17)
1.1.2 General expression for the correlation functions
Correlation functions are very useful quantities to distinguish the various
regions of the phase diagrams of statistical models.
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We will calculate general expressions for the correlation functions of mod-
els whose hamiltonians are quadratic in Fermi operators; we define the cor-
relators as
ραj,l = 〈σαj σαl 〉 (1.18)
where α = x, y, z. The first step is to express the correlation functions in
terms of fermionic operators; we get
ρxj,l = 〈σxj σxl 〉 = 〈
(
σ+j + σ
−
j
) (
σ+l + σ
−
l
)〉
= 〈
(
c†j + cj
)
exp

iπ∑
k<j
c†kck

 exp
(
iπ
∑
k<l
c†kck
)(
c†l + cl
)
〉
Since
exp
(
iπ
∑
k<l
c†kck
)
=
∏
k<l
(
1− 2c†kck
)
and (
1− 2c†kck
)
=
(
c†k + ck
)(
c†k − ck
)
we obtain for the correlator [2]
ρxj,l = 〈BjAj+1Bj+1 · · ·Al−1Bl−1Al〉 (1.19)
where we have defined
Ak = c
†
k + ck Bk = c
†
k − ck (1.20)
Using Wick’s theorem, Caianiello and Fubini [6] have shown that vacuum
expection values of anticommuting operators, like (1.19), can be expressed
as pfaffians, i.e.
ρxj,l = pf |Sj,j+1 Sj,j+2 · · · Sj,l−1 Gj,j+1 · · · · · · Gj,l
Sj+1,j+2 · · · Sj+1,l−1 Gj+1,j+1 · · · · · · Gj+1,l
. . .
...
... · · · · · · ...
Sl−2,l−1 Gl−2,j+1 · · · · · · Gl−2,l
Gl−1,j+1 · · · · · · Gl−1,l
Qj+1,j+2 · · · Qj+1,l
. . .
...
Ql−1,l
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(1.21)
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with
Sj,l = 〈BjBl〉 Qj,l = 〈AjAl〉 Gj,l = 〈BjAl〉 (1.22)
For a generic 2n × 2n skew symmetric matrix M = {mi,j} the pfaffian [15]
is a polynomial of degree n, defined as
pf(M) =
1
2nn!
∑
σ∈S2n
sgn(σ)
n∏
i=1
mσ(2i−1),σ(2i) (1.23)
where S2n is the symmetric group and sgn(σ) is the sign of σ. A remarkable
property of the pfaffian that symplifies its calculation is that
pf(M) =
√
det(M) (1.24)
The calculation of the pfaffian (1.21) greatly simplifies since a certain number
of contractions vanishes
〈AjAl〉 =
∑
k
φk,jφk,l = δj,l (1.25)
〈BjBl〉 = −
∑
k
ψk,jψk,l = −δj,l (1.26)
〈BjAl〉 = −〈AlBj〉 = −
∑
k
ψk,jφk,l = δj,l (1.27)
The correlation function reduces then to [2]
ρxj,l = det
∣∣∣∣∣∣∣∣
Gj,j+1 · · · Gj,l
...
. . .
...
Gl−1,j+1 · · · Gl−1,l
∣∣∣∣∣∣∣∣
(1.28)
Furthermore, in the cyclic problem, the hamiltonian is translation invariant,
so that Gj,l = Gj−l, i.e. they depend only on the relative distance.
In the same way we get [2]
ρyj,l = (−1)l−j 〈AjBj+1Aj+1 · · ·Bl−1Al−1Bl〉 (1.29)
= (−1)l−j det
∣∣∣∣∣∣∣∣
−Gj+1,j · · · −Gj+1,l−1
...
. . .
...
−Gl,j · · · −Gl,l−1
∣∣∣∣∣∣∣∣
= det
∣∣∣∣∣∣∣∣
Gj+1,j · · · Gj+1,l−1
...
. . .
...
Gl,j · · · Gl,l−1
∣∣∣∣∣∣∣∣
19
The calculation of the transverse correlation function ρzj,l is quite straight-
forward; in fact [2]
ρzj,l = 〈σzjσzl 〉 = 〈(2nj − 1) (2nl − 1)〉 = 〈AjBjAlBl〉
= 〈AjBj〉〈AlBl〉+ 〈AjBl〉〈BjAl〉 = Gj,jGl,l −Gl,jGj,l (1.30)
1.2 The spin 1/2 XY model in a magnetic field
The spin 1/2 XY spin chain is one of the easiest non trivial quantum
integrable models. It describes a one dimensional lattice system, with each
site occupied by a spin 1/2 degree of freedom, that interacts with its nearest
neighbors, the interectation being restricted to x and y directions; we will
study the effect of an external transverse magnetic field, interacting with
the z components of spins. The hamiltonian of the model is usually written
as1
HXY =
N∑
j=1
[(
1 + γ
2
)
σxj σ
x
j+1 +
(
1− γ
2
)
σyjσ
y
j+1
]
− h
N∑
j=1
σzj (1.31)
where γ is the anisotropy parameter and h is the external magnetic field,
and periodic boundary conditions are imposed, i.e σα1 = σ
α
N .
It is possible to diagonalize the hamiltonian following the steps described
above: first we use a Jordan-Wigner transformation, mapping the spin de-
grees of freedom onto spinless fermions, then a Bogolubov transformation
defines Bogolubov quasi-particles, in terms of which the model reduces to
lattice free fermions. Despite its symplicity, the model is far from trivial:
the quasi-particles are non local in terms of the original degrees of freedom,
so that every quantity (i.e. correlation functions and so on) of the origi-
nal model we wish to calculate has a non trivial expression in terms of free
fermions.
1We put in (1.1) Jx − Jy = γ, Jx + Jy = 1 and Jz = 0
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1.2.1 Diagonalization of the model
We will now work out in detail all the steps neccessary to diagonalize
the model (1.31). Define the Jordan-Wigner transformation
σ+j = c
†
j exp

iπ∑
l<j
c†l cl

 σ−j = exp

−iπ∑
l<j
c†l cl

cj
σzj = 2c
†
jcj − 1 (1.32)
where cj , c
†
j are fermionic operators. The hamiltonian (1.31) in terms of
these spinless fermions becomes
HXY =
N∑
j=1
(
c†jcj+1 + c
†
j+1cj + γc
†
jc
†
j+1 + γcj+1cj − 2hc†jcj + h
)
(1.33)
In Fourier space (ck =
∑
j cje
−ikj) the hamiltonian becomes
HXY =
N∑
j=1
[
2 (cos k − h) c†kck + iγ sin k
(
c†kc
†
−k + ckc−k
)
+ h
]
(1.34)
This hamiltonian can be diagonalized by the Bogolubov transformation
ηk = cos
θk
2
ck + i sin
θk
2
c†−k (1.35)
where θk is defined by
eiθk =
cos k − h+ iγ sin k
Λk
(1.36)
and the quasi-particle spectrum
Λk =
√
(cos k − h)2 + γ2 sin2 k (1.37)
We finally get the hamiltonian in diagonal form
HXY =
∑
k
Λk
(
η†kηk −
1
2
)
(1.38)
A system is critical when its spectrum is gapless; when it is critical, a
system undergoes a quantum phase transition [7], a zero temperature analog
of classical phase transitions. Furthermore quantum phase transitions are
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Figure 1.1: Phase diagram of the XY model
characterized by singularities in thermodynamic quantities and a algebraic
behavior of the correlation functions.
From (1.37) we see that the XY model is critical when h = ±1, and
γ = 0 and |h| < 1. It can be noticed from Figure 1.1 that the model is
symmetric under the transformations h → −h and γ → −γ; the critical
lines are depicted with bold lines and separate three non critical regions,
the dotted lines show the very special lines γ = 1 when the model reduces
to the Ising model in a transverse field, and h2 + γ2 = 1 where the ground
state can be written as a product of single site wave functions [14]
|Ψ±〉 =
∏
j
[cos θ| ↑j〉 ± sin θ| ↓j〉] (1.39)
where cos2 θ = (1− γ) / (1 + γ) and the product runs over the lattice sites.
1.2.2 Correlators of the model
The correlation functions of the XY model have been found in the sev-
enties by B.McCoy and coauthors [9], [10], [11] in various regimes (in a time
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dependent magnetic field, non zero temperature, and so on). In this sub-
section we will give the detailed results of the correlation functions of the
model in a transverse field at zero temperature (without giving the details
of the calculations2).
In terms of the Bogolubov quasi particles, the ground state is defined as
ηk|0〉 = 0 ∀k (1.40)
the usual vacuum for free fermions. It is straightforward to find that the
correlators are
〈0|ηkηk′ |0〉 = 〈0|η†kη†k′ |0〉 = 〈0|η†kηk′ |0〉 = 0
〈0|ηkη†k′ |0〉 = δk,k′ (1.41)
The calculation becomes more difficult when we express the ground state
of the model in terms of physical particles. We can invert the Bogolubov
transformation(1.35)
ck = cos
θk
2
ηk − i sin θk
2
η†−k (1.42)
to calculate the correlators in terms of physical fermions
〈0|ckck′ |0〉 = 〈0|
(
cos
θk
2
ηk − i sin θk
2
η†−k
)(
cos
θk′
2
ηk′ − i sin θk
′
2
η†−k′
)
|0〉
= −i sin θk′
2
cos
θk
2
δk,−k′ (1.43)
〈0|c†kc†k′ |0〉 = 〈0|
(
cos
θk
2
η†k + i sin
θk
2
η−k
)(
cos
θk′
2
η†k′ + i sin
θk′
2
η−k′
)
|0〉
= i sin
θk
2
cos
θk′
2
δ−k,k′ (1.44)
〈0|c†kck′ |0〉 = 〈0|
(
cos
θk
2
η†k + i sin
θk
2
η−k
)(
cos
θk′
2
ηk′ − i sin θk
′
2
η†−k′
)
|0〉
2See [9], [10], [11], [12], [13]
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= sin
θk
2
sin
θk′
2
δk,k′ (1.45)
〈0|ckc†k′ |0〉 = 〈0|
(
cos
θk
2
ηk − i sin θk
2
η†−k
)(
cos
θk′
2
η†k′ + i sin
θk′
2
η−k′
)
|0〉
= cos
θk
2
cos
θk′
2
δk,k′ (1.46)
The two point fermionic correlators can now be obtained by Fourier trans-
form. In the thermodynamic limit they become
Fj,l = i〈0|cjcl|0〉 = −i〈0|c†jc†l |0〉 =
1
2π
∫ 2π
0
dk
sin θk
2
eik(j−l) (1.47)
Hj,l = 〈0|cjc†l |0〉 =
1
2π
∫ 2π
0
dk
1 + cos θk
2
eik(j−l) (1.48)
We can now calculate the spin-spin correlation functions of the model. Let’s
recall their expressions (1.19), (1.29), (1.30)
ρxj,l = det
∣∣∣∣∣∣∣∣
Gj,j+1 · · · Gj,l
...
. . .
...
Gl−1,j+1 · · · Gl−1,l
∣∣∣∣∣∣∣∣
(1.49)
ρyj,l = det
∣∣∣∣∣∣∣∣
Gj+1,j · · · Gj+1,l−1
...
. . .
...
Gl,j · · · Gl,l−1
∣∣∣∣∣∣∣∣
(1.50)
ρzj,l = Gj,jGl,l −Gj,lGl,j (1.51)
where
Gj,l = 〈0|BjAl|0〉 = 〈0|
(
c†j − cj
)(
c†l + cl
)
|0〉 = i
2π
∫ 2π
0
dk sin θke
ik(j−l)
+
1
2π
∫ 2π
0
dk
1− cos θk
2
eik(j−l) − 1
2π
∫ 2π
0
dk
1 + cos θk
2
eik(j−l)
= − 1
2π
∫ 2π
0
dk (cos θk − i sin θk) eik(j−l)
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= − 1
2π
∫ 2π
0
dk
cos k − h− iγ sin k√
(cos k − h)2 + γ2 sin2 k
eik(j−l) =
1
2π
∫ 2π
0
g
(
eik
)
dk(1.52)
Matrices like (1.49), (1.50) are known as Toeplitz matrices3 and a vast math-
ematical literature has been devoted to the study of the asymptotic behav-
ior of their determinants. T.T.Wu, B.McCoy and coauthors [8], [9], [10],
[11] were among the first to develop the theory of Toeplitz determinants in
connection to physical systems. The asymptotic properties of Toeplitz de-
terminants are determined by the analytic properties of the function g
(
eik
)
the so called symbol or generating function of the Toeplitz determinant. In
this section we will summarize the results obtained by McCoy and coauthors
without giving the details of the calculation.
Let’s start with ρxj,l. The generating function is [11]
gx
(
eik
)
= −
[ (
1− λ−11 eik
) (
1− λ−12 eik
)
(
1− λ−11 e−ik
) (
1− λ−12 e−ik
)
]1/2
(1.53)
where
λ1,2 =
h±
√
h2 + γ2 − 1
1− γ (1.54)
We will distinguish the three cases h < 1, h > 1 and h = 1 [11].
• h < 1. The symbol never vanishes on the unit circle g (eik) 6= 0 and
has winding number zero Ind
[
g
(
eik
)]
= 0, thus Szego¨ strong limit
theorem [16] can be used. When h2 > 1− γ2 the asymptotic behavior
is
ρx = (−1)R 2
[
γ2
(
1− γ2)]1/4
1 + γ
[
1 +
1
2π
(
λ2 − λ−12
)2 λ−2R2R2
]
(1.55)
while for h2 < 1− γ2
ρx = (−1)R 2
[
γ2
(
1− γ2)]1/4
1 + γ
{
1 +
α2R
πR2
ℜ
[
eiψ
(
α−1e−iψ − αeiψ
)−2]}
(1.56)
where
α =
√
1− γ
1 + γ
ψ = arctan
[√
1− γ2 − h2
h
]
(1.57)
3See Appendix A for a brief review on Toeplitz forms and the asymptotics of Toeplitz
determinants
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• h > 1. The symbol never vanishes on the unit circle, but its winding
number is 1. The asymptotic behavior of the correlator is then
ρx = (−1)R λ
R
2
π1/2R1/2
[(
1− λ−21
) (
1− λ−11 λ−12
)2(
1− λ22
)
]1/4
(1.58)
• h = 1. The generating function vanishes at k = 0, and Fisher-Hartwig
conjecture [18] must be used.
ρx = (−1)R 1
(γR)1/4
2γe1/421/12A−3
1 + γ
(1.59)
where A = 1.282427130 is Glaisher’s constant [19].
Let’s now consider ρy; the generating function can be written as
gy
(
eik
)
= −e−2ik
[ (
1− λ−11 eik
) (
1− λ−12 eik
)
(
1− λ−11 e−ik
) (
1− λ−12 e−ik
)
]1/2
(1.60)
The three regions h < 1, h > 1 and h = 1 are obtained again [11].
• h < 1. We have Ind [gy (eik)] = −2, and thus Szego¨ theorem [16] can
be used “shifting” the determinant. If h2 > 1− γ2
ρy = −(−1)Rλ
−2R
2
πR3
2
[
γ2
(
1− h2)]1/4
1 + γ
· [(1− λ−22 ) (1− λ−11 λ2) (1− λ−11 λ−12 )]−1/2 (1.61)
otherwise, when h2 < 1− γ2
ρy = −(−1)Rα
2R
πR
2
[
γ2
(
1− h2)]1/4
1 + γ
· [(1− λ−22 ) (1− λ−11 λ2) (1− λ−11 λ−12 )]−1 sin2 ψ (1.62)
• h > 1. In this case Ind [gy (eik)] = −1, and
ρy = −(−1)R λ
R
2
2π1/2R3/2
[(
1− λ22
)3 (
1− λ−21
)
(
1− λ−11 λ−12
)2
]1/4 (
1− λ−11 λ−12
)−1
(1.63)
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• h = 1. The generating function vanishes on the unit circle, and Fisher-
Hartwig conjecture [18] must be used.
ρx = (−1)R 1
(γR)9/4
γ (1 + γ)
e1/421/12A−3
8
(1.64)
It is interesting to notice that at the special point h2 = 1 − γ2 both
correlators ρx and ρy can be calculated exactly, giving the results
ρx = (−1)R 2γ
1 + γ
ρy = 0 (1.65)
Let’s finally turn our attention to ρz; the calculation is easier than the
previous correlators since we need just to evaluate the integral GR [11].
• h < 1 and h2 > 1− γ2
ρz = m2z −
λ−2R2
2πR2
(1.66)
• h < 1 and h2 < 1− γ2
ρz = m2z −
4α2R
πR2
ℜ
{
eiψ(R+1)
[
1− e2iψ
1− α2e−2iψ
]1/2}
·ℜ
{
eiψ(R−1)
[
1− α2e−2iψ
1− e2iψ
]1/2}
(1.67)
• h > 1
ρz = m2z −
λ2R2
2πR2
(1.68)
• h = 1 and γ 6= 0
ρz = m2z −
1
2πR2
(1.69)
where the magnetization is
mz = − 1
π
∫ π
0
dk
cos k − h√
(cos k − h)2 + γ2 sin2 k
(1.70)
Finally when h2 = 1− γ2, we obtain the exact result ρz = m2z
It is very interesting to notice the presence of an incommensurate phase,
the region of parameter space defined by h2 + γ2 < 1, i.e. when the two
roots λ1,2 are complex, which gives rise to oscillating correlation functions
(1.56), (1.62), (1.67) with wave number ψ.
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1.2.3 Self duality of the XY model
The concept of duality stems from the work of Kramers and Wannier
(1941) [23] on the two dimensional Ising model: they showed that, using
a peculiar transformation the two dimensional Ising model can be exactly
rewritten as another two dimensional Ising model, whose temperature is a
monotonically decreasing function of the temperature of the original Ising
model. High temperature regions of the original Ising model are then low
temperature regions in its dual, and viceversa. This transformation can
actually be generalized to any abelian theory, but the result can be com-
plicated and not immediately useful. A “successful” duality transformation
bears many benefits. The theory is expressed in terms of new variables,
called “disorder” variables; the original theory is mapped into a dual theory
such that when the temperature of the original theory is high, the one of
the dual is low. Thus, when the temperature is high, the disorder variables
have small fluctuations, while the original variables have large fluctuations4.
Hinrichsen and Rittenberg [25],[26] showed that the XY model in a
transverse magnetic is self dual, i.e. after a suitable transformation, can be
rewritten exactly as another XY model in a transverse field where the role
of the parameters (anisotropy parameter and magnetic field) is exchanged.
Following the notation in [26] we write the hamiltonian
HXY = −1
2
∑
j
[
ησxj σ
x
j+1 + η
−1σyj σ
y
j+1 + qσ
z + q−1σzj+1
]
(1.71)
that can be rewritten, up to boundary terms, as
HXY = −1
2
∑
j
[
ησxj σ
x
j+1 + η
−1σyj σ
y
j+1
]
− h
∑
j
σz (1.72)
where h =
(
q + q−1
)
/2 is the magnetic field. It is possible to derive an
4From a field theoretic point a view, a statistical system can be regarded as a euclidean
field theory (where the temperature is replaced by the coupling constant); thus duality
transformations are used to map theories with large coupling constants into theories with
small coupling constants
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orthogonal transformation5, depending only on the ratio q/η such that
HXY (η, q) = U (α)HXY (q, η)U−1 (α) (1.73)
The first step is to intoduce the operators [26]
τx,y =

∏
i<j
σzi

σx,yj (1.74)
and define
α =
q
η
ω =
α1/2 − α−1/2
α1/2 + α−1/2
(1.75)
The explicit expression for the transformation is given by the polynomial
[26]
U (α) = 1√
N
L∑
k=0
ωkG2k (1.76)
where the generators G2k are defined as
Gn =
∑
1≤j1<j2<···<jn≤L
τxj1τ
x
j2 · · · τxjn (1.77)
By definition G0 ≡ 1 and the normalization constant N is given by
N =
L∑
k=0
(
L
2k
)
ω2k = 2L−1
1 + αL
(1 + α)L
(1.78)
Introducing a “time ordered” product
Tτxj τ
x
k =
[
τxj τ
x
k j < k
−τxk τxj j > k
(1.79)
the transformation can be formally expressed as a time ordered exponential
[26]
U (α) = 1√
N
TeωG2 (1.80)
5Recall the duality transformation for the Ising model [24]
µxj =
Y
k<j
σzk µ
z
j = σ
x
j σ
x
j+1
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We finally get [26]
HXY (η, q) = −1
2
L−1∑
j=
[
ησxj σ
x
j+1 + η
−1σyj σ
y
j+1 + qσ
z + q−1σzj+1
]
= −1
2
L−1∑
j=
[
qµxjµ
x
j+1 + q
−1µyjµ
y
j+1 + ηµ
z + η−1µzj+1
]
= HXY (q, η) (1.81)
where
µx,yj = U (α) σx,yj U−1 (α) (1.82)
are the disorder operators.
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Chapter 2
Spin 1 Heisenberg spin chains
The study of quantum spin chains has a very long history, going back
at least to the solution found by Bethe [27] in 1931 for the spin 1/2 case.
Spin wave theory [28], [31] predicted for antiferromagnets in d > 2 long
range order and gapless Goldstone bosons. The behavior of 1-dimensional
antiferromagnets is quite different: Mermin and Wagner theorem [29], [31]
states that for the quantum Heisenberg model with short range interactions,
there can be no spontaneous symmetry breaking at non zero temperatures
in one and two dimensions. Thus no “true” long range order is expected, but
yet the Bethe ansatz solution predicts gapless excitations. In 1983 Haldane
[33], [34] suggested that integer spin chains behave in a completely different
way from half-integer chains: the former have a disordered ground state and
a finite gap, while the latter have gapless excitations.
This chapter is organized as follows. We will first review the semiclassi-
cal limit of the quantum Heisenberg spin chain using the Holstein-Primakoff
approach to spin wave theory [30], [31], showing that, while the ferromagnet
has a quadratic dispersion relation and thus it is not possible to find a corre-
sponding Lorentz invariant field theory, the antiferromagnetic chain instead
has a relativistic (linear) dispersion relation and thus can have a correspond-
ing Lorentz invariant field theory. We will then see [30], [32], [34] that the
large spin, low energy, continuum limit of the antiferromagnetic quantum
chain maps aproximately onto the O(3) non linear σ model (NLσM) with a
topological term: it is this term that makes the behavior of the integer and
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half-integer spin chain completely different. In the subsequent section we
will briefly discuss the nonlocal string order parameter proposed by den Nijs
and Rommelse in 1989 [38] to detect the hidden order of the Haldane phase,
and show how the non vanishing of the string order parameter is actually a
sign of the spontaneous breaking of a hidden Z2 × Z2 symmetry [40], [41].
Finally we will work out in detail the exactly solvable spin 1 model with a
spin gap and string order provided by Aﬄeck, Kennedy, Lieb and Tasaki in
1987 [42], [43].
2.1 A semiclassical approximation: spin waves
The Heisenberg hamiltonian can be written as
H = J
∑
〈i,j〉
Si · Sj (2.1)
where i and j are nearest neighbor sites, and[
Sαi , S
β
j
]
= iǫαβγδijS
γ
j S
2 = s (s+ 1) (2.2)
In the classical case, i.e. the spins are fixed lenght vectors, the ground state
for the ferromagnet(J < 0) is the state with all spins parallel, while for
the antiferromagnet is the Ne´el state, i.e. antiparallel neighboring spins.
Writing the Heisenberg hamiltonian in terms of the raising and lowering
operators
S±j = S
x
j ± iSyj (2.3)
it is easy to check that the classical ground state is also the ground state
for the ferromagnetic quantum chain, while the same does not hold in the
antiferromagnetic case. We want to find out if, and under what conditions,
the Ne´el state is a good aproximation to the quantum ground state. To study
this problem we will perturb the Ne´el state in the large S limit in which the
Ne´el state becomes the exact ground state of the quantum chain. In order
to study the small fluctuations of the spins around their expectations values
Holstein and Primakoff (see for instance [30]) introduced a boson operator
a which represents the three spin component operators as
S+ =
(
2S − a†a
)1/2
a (2.4)
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S− = a†
(
2S − a†a
)1/2
(2.5)
Sz = S − a†a (2.6)
Expanding in 1/S the relations written above, plugging them into the Heisen-
berg hamiltonian and retaining up to quadratic terms, we get in the ferro-
magnetic case [30]
HF = JS
∑
〈i,j〉
[
−a†iai + a†jaj + a†iaj + a†jai
]
(2.7)
or in momentum space
H = |J |Sz
∑
k
(1− γk) a†kak (2.8)
where
γk =
1
z
∑
j,〈i,j〉
ei(Xj−Xi)·k (2.9)
and z is the number of nearest neighbors. At small k we get a dispersion
relation quadratic in momenta, i.e. non relativistic
Ek → JSk2 (2.10)
This is the gapless Goldstone mode, which is a consequence of the broken
symmetry of the ferromagnetic ground state. The lowest order correction
to the ground state magnetization can be calculated at finite temperatures,
and, while small for d > 2, it is divergent in d = 1, 2, consistently with
Mermin and Wagner’s theorem [29].
For the antiferromagnetic case, following Aﬄeck [30], we consider a bi-
partite lattice, on one sublattice, say A, we perform the above expansion,
while on sublattice B we represent the spins in terms of the boson b
Sz = −S + b†b (2.11)
S− =
(
2S − b†b
)1/2
b (2.12)
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The state with no bosons is just the Ne´el state. After expanding in powers of
1/S, keeping up to quadratic terms in the hamiltonian, going to momentum
space and performing the Bogoliubov transformation
ck = ukak − vkb†k (2.13)
dk = ukbk − vka†k (2.14)
we get the diagonal hamiltonian1
HAF = JSz
∑
k
(
1− γ2k
)1/2 (
c†kc+ d
†
kdk
)
(2.17)
The excitations created by c and d are known as spin waves, they correspond
to infinitesimal deviations of the spins away from the Ne´el state. Their
dispersion relation is relativistic in the limit k → 0
Ek → 2JSz|k| (2.18)
The staggered magnetization can be calculated using spin wave theory and
it has been found that in d ≥ 2 the correction is relatively small for large S;
in d = 1 [31]
∆〈Sz〉 = − 1
2π
∫
dk
2k
= −∞ (2.19)
i.e. the Ne´el order is broken by quantum fluctuations no matter how large
S is, as it is expected from Mermin and Wagner’s theorem.
2.2 Continuum limit of the quantum Heisenberg
spin chain
We will now derive the low energy, continuum aproximation of the quan-
tum magnet. The basic idea is to separate the long wave, low energy fluc-
tuations and the short wave ones, “integrating out” the latter ones.
1The coefficients of the Bogoliubov transformation are obtained solving
|uk|
2 − |vk|
2 = 1 (2.15)
γk
`
u2k + v
2
k
´
+ 2ukvk = 0 (2.16)
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The starting point to treat the large spin limit of the quantum Heisenberg
chain is its canonical partition function on the coherent state basis2 [31], [32]
Z =
∫
DΩ exp
(
isSWZ −
∫ β
0
dtH [Ω]
)
(2.20)
where the vector operator Sj of the hamiltonian (2.1) has been replaced
by the classical variable Sj = sΩj with the constraint Ω
2
j = 1, and the
Wess-Zumino term is
SWZ [Ω (r)] ≡
∫ 1
0
dχ
∫ β
0
dtΩ (t, χ) · (∂tΩ (t, χ)× ∂χΩ (t, χ)) (2.21)
2.2.1 Quantum ferromagnets
We first consider the ferromagnetic case on a hyper cubic lattice. The
real time3 action can be written, up to an additive constant, as [32]
SF [Ω] = s
∑
r
SWZ [Ω (r)] + Js
2
2
∑
〈r,r′〉
∫ T
0
dτ
[
Ω (r, τ)−Ω (r′, τ)]2 (2.22)
In the long wavelenght limit Ω (r, τ) is a smooth function of the spatial
variables, thus in this limit the action reads
SF [Ω] = s
a
∫
ddxSWZ [Ω] + Js
2
2ad−2
∫
ddx
∫ T
0
dτ [∇i ·Ω (x, τ)]2 (2.23)
Thus the effective continuum action for the quantum antiferromagnet does
not have the non linear σ model form, as we should have expected, since the
large s limit of the ferromagnet has a quadratic dispersion relation, and thus
it cannot be put in correspondence with a Lorentz invariant field theory. It
is also consistent with the fact that NLσM leads to Goldstone bosons with
a linear dispersion relation, while ferromagnetic magnons have a quadratic
dispersion relation.
2.2.2 Quantum antiferromagnets
We will consider a spin chain with antiferromagnetic coupling constant
J > 0 with an even number of sites on a bipartite lattice. The real time
2For a brief introduction to spin coherent states see for example [31]
3We make a Wick rotation t = iτ
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action is [32]
SAF = s
N∑
j=1
SWZ [Ωj]−
∫ t
0
dτ
N∑
j=1
Js2Ωj(τ) ·Ωj+1(τ) (2.24)
where we assumed periodic boundary conditions. Since we expect to be
close to the Ne´el state we stagger the configuration Ωj → (−1)jΩj. The
effect of this transformation on a bipartite lattice is to change the sign of
the exchange term to a ferromagnetic one, while Wess-Zumino terms get
staggered. The effective action thus becomes, up to a constant
SAF = s
N∑
j=1
(−1)jSWZ [Ωj]−
∫ t
0
dτ
N∑
j=1
Js2 (Ωj(τ)−Ωj+1(τ))2 (2.25)
We now define [32]
Ω = nj + (−1)jalj (2.26)
where the two fields satisfy the constraints
n2 = 1 n · l = 0 (2.27)
The Wess-Zumino term becomes then in the continuum limit
lim
a→0
s
N∑
j=1
(−1)jSWZ [Ωj] ≃ s
2
∫
dxdτn · (∂τn× ∂xn)
+s
∫
dxdτ l · (n× ∂τn) (2.28)
Similarly the continuum limit of the energy term becomes
lim
a→0
∫ t
0
dτ
N∑
j=1
Js2 (Ωj(τ)−Ωj+1(τ))2
≃ aJs
2
2
∫
dxdτ (∂xn+ l)
2 (2.29)
Collecting terms, we find the lagrangian density [32]
L[n, l] = −2ajs2l2 + sl · (n× ∂τn)− aJs
2
2
(∂xn)
2 +
s
2
n · (∂τn× ∂xn)(2.30)
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Integrating out the fluctuations over the uniform component of the spin
density l, we get the lagrangian density of the NLσM [32], [34]
L[n] = 1
2g
(
1
v
(∂τn)
2 − v (∂xn)2
)
+
θ
8π
ǫµνn · (∂µn× ∂nun) (2.31)
where g and v are the coupling and spin wave velocity
g =
2
s
v = 2aJs (2.32)
and the θ term is
θ = 2πs (2.33)
Let’s parametrize the field with the coordinates for the sphere
n = (sinα cosβ, sinα sin β, cosα) (2.34)
The Lagrangian becomes (setting here v = 1) [30]
L = 1
2g
[
(∂µα)
2 + sin2 α (∂µβ)
2
]
+
θ
8π
sinαǫµν∂µα∂νβ (2.35)
We see that the θ term is a total derivative and then it has no effect on the
classical equation of motion and in a perturbative treatment. It leads to a
change in the hamiltonian. The effect of the topological is to redefine the
conjugate momenta by a canonical transformation
Πa → exp i θ
4π
∫
dxβ′ cosαΠa exp−i θ
4π
∫
dxβ′ cosα (2.36)
Thus the θ dependance of the hamiltonian can be removed making the above
transformation. However it is expected that the Hilbert space breaks into
sectors labeled by θ. Performing the canonical transformation on the states
corresponds to a map between the different sectors, in particular between
the different ground states called θ vacua.
2.2.3 The topological θ term
Let’s consider the Euclidean (τ = it) lagrangian
L[n] = 1
2g
(
1
v
(∂tn)
2 + v (∂xn)
2
)
+ i
θ
8π
ǫµνn · (∂µn× ∂νn) (2.37)
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The topological term
Q = 1
8π
∫
d2xǫµνn · (∂µn× ∂nun) (2.38)
is the Pontryagin index [45] of the Euclidean space spin configuration {n(x)}.
We require the Euclidean action to be finite, i.e. n(x) becomes a constant
vector n0 at infinity. Topologically the Euclidean space time is a sphere
S2 since the fields are identified with a constant at the point of infinity; the
order parameter manifold is also isomorphic to S2 since the constraint n = 1
must hold everywhere. Thus, a field configuration with a finite euclidean
action is a smooth mapping from S2 to S2.
Field configurations can then be classified according to their winding
number. In other words, the field configurations n are mappings from S2
into S2 with homotopy classes classified by an integer, the Pontryagin index
Q, i.e. the second homotopy group [45]
π2(S
2) = Z (2.39)
The partition function of the Heisenberg model in the large S limit Z =
exp (−iSAF ) has a contribution due to the NLσM at θ = 0 and an additional
topological term exp i2πsQ = (−1)2sQ. Then, if the spin is integer the
topological term is 1 and the Heisenberg chain is described at low energies
by the pure NLσM. For half-integral spin, each topological class contributes
with a sign which is positive or negative if the Pontryagin index is even or
odd. This property is the very motivation of the different behavior of the
two kinds of chains.
2.2.4 Renormalization group
We will now consider the role of quantum fluctuations. Assuming fluc-
tuations to be local and reasonably small, it is possible to treat the path
integral semiclassically; this can be actually done only if the coupling con-
stant g = 2/s is small, i.e. in the large s limit. A very important property
of the classical action of the NLσM is that it is scale invariant; from renor-
malization group theory it is known [46] that, if the action is scale invariant,
then the point g = 0 is a fixed point for the renormalization group (RG).
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From RG it can be obtained the β function [32]
β(u) = −ǫu+ u
2
2π
+O(u3) (2.40)
where u is the dimensionless coupling u = ga2−d, ǫ = d − 2 and a is the
lattice spacing. The β function actually measures the change of the coupling
constant u as the cutoff a is increased and the fast degrees of freedom of the
system are progressively integrated out.
In particular, in 1 + 1 dimensions the β function is positive [47]
β(u) =
u2
2π
(2.41)
This means that as the cutoff a is increased the fluctuations increase the
effective value of the coupling constant. Thus even if the bare coupling u0
is small, it increases as we consider the effective theory at low energies. It is
known from classical statistical mechanics that the NLσM at strong coupling
is disordered and has finite correlation length. That is, in the “spin picture”
as the spin gets small, the semiclassical behavior is destroyed, and we find a
state with no spontaneous symmetry breaking and short range correlations.
Let’s keep the lattice constant fixed and vary an energy scale such as the
temperature T instead. At finite temperature T the system can be viewed as
a NLσM on a strip of length L (the length of the chain) and width 1/T with
periodic boundary conditions in imaginary time. We start our RG process
with some fixed cutoff a0, bare coupling u0 and spin velocity v. Integrating
out degrees of freedom, the effective coupling u and the spatial cutoff a
increase. When the spatial cutoff a ≃ v/T , i.e. it is as large as the width
of the strip, the quantum fluctuations are negligible and we have a NLσM
at some finite temperature T . It is now interesting to see how the coupling
constant u differs from u0 when the cutoff is changed from a0 to a1 ≃ v/T .
Solving the differential equation
β(u) = a0
du
da0
=
u2
2π
(2.42)
and choosing a1 ≃ v/T , the temperature dependance of the effective cou-
pling is given by [47]
u(T ) =
u0
1 + u02π ln
(
aT
v
) (2.43)
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This result is known as asymptotic freedom, i.e. the coupling constant is
small at high temperatures or small distances.
Using RG we can finally calculate the dependance of the correlation
length ξ on the coupling constant. It is found that [31], [32]
ξ(u0) ≃ ξ(u′)eπs (2.44)
whit u′ a large value of the coupling constant with the same a as u0. The
limiting value ξ(u′) as u′ →∞ depends on wheter s is integer or half integer
• For the integer spin case there is no topological term. The sigma model
is always disordered at strong coupling, and then we expect ξ(u′) ≃ a.
Thus we have a finite correlation length
ξ(u0) ≃ aeπs (2.45)
there is no long range order, the spectrum has a gap ∆ = v/ξ(u0) and
ground state is unique
• For the half integer case the topological term remains unchanged at
the value θ = 2πs. The coupling constant is related to the spin s by
u = 2a2−d/s, thus strong coupling is equivalent to small spin. We
have then that the behavior for all half integer chains is qualitatively
identical to the spin 1/2 case. This case is gapless, thus ξ(∞) is infinite.
All half integral chains are then gapless with infinite correlation length.
2.3 String order parameter
Haldane’s conjecture that antiferromagnetic integer spin chain at their
isotropic Heisenberg point have a disordered ground state, with massive
excitations is now commonly accepted. The existence of this phase which
presents a hidden antiferromagnetic order and is different from the Ne´el
phase led people to propose “new” order parameters able to distinguish
the Haldane phase. In 1987 den Njis and Rommelse [39], studying the
roughening of crystal surfaces in the Restricted Solid on Solid(RSOS) model,
discovered a new phase which they called the disordered flat phase(DOF); in
this phase the surface is on average flat, altough it shows disordered arrays of
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Figure 2.1: Phase diagram [38] of the spin 1 λ - D model using (a) the RSOS
language, and (b) the spin 1 language
steps, having long range up down order. To distinguish the various phases
of the phase diagram of the RSOS they introduced correlation functions
and order parameters [38]. They then proved that the transfer matrix of
the RSOS model is equivalent to that of a very general spin 1 hamiltonian
with nearest neighbor interactions, that under particular assumptions is
just the λ-D model. Under these assumptions they then made explicit the
correspondence between phases in the RSOS and the spin 1 λ-D model
(2.52), finding out in particular that the DOF phase corresponds to the
Haldane phase.
They interpreted the spin 1 chain as a diluted spin 1/2. The site is
empty, the Sz = 0 state, or occupied by a spin 1/2 particle, with the states
Sz = ±1 representing the spin of the particle. These particles behave then
like a solid, a liquid or a gas in the various regions of the phase diagram;
the Ne´el phase has perfect antiferromagnetic order with no empty sites,
and can be depicted as a solid. The Haldane phase can be regarded as a
liquid in the sense that there is no positional order but there is long range
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antiferromagnetic order. Finally the large D phase is interpreted as a gas
since there is no order left.
They then “translated” correlators and order parameter in the spin lan-
guage. They found in particular that the step-step correlation function,
which does not vanish in DOF, can be written as the so called string order
parameter [38]
Ozi,j = 〈0|Szi eiπ
P
k<j S
z
kSzj |0〉 (2.46)
This non local correlator is not vanishing in the Haldane as well as the in the
Ne´el phase. In order to get an idea of what this order parameter measures,
let’s remind [42] that the ground state of the Haldane phase can be written
as a Valence Bond Solid (VBS)4. We then consider an allowed VBS ground
state configuration
|V BS〉 = | · · · + 000− 0 +−+ 0 · · · 0−+ · · · 〉 (2.47)
This configuration does not have long range order: if we fix the spin at
a given site we are not able to say what will be the spin at another site;
however if we keep track of the number of non zero spins from the reference
site we can predict what the spin at a distant site will do. This is exactly
what the exponential in the string order parameter does, it gives a ±1 wheter
there is an even (odd) number of non zero sites between the two reference
sites.
2.3.1 Hidden symmetry breaking and the string order pa-
rameter
Kennedy and Tasaki [40], [41] showed that the hidden order measured
by the string order parameter is due to the breaking of a hidden Z2 × Z2
symmetry.
We consider a finite chain with an even number sites and impose bound-
ary conditions. Let σ = {σi} be a choice of σi = −1, 0,+1 at each site i,
and Φσ denotes the eigenstate with S
z
i Φσ = σiΦσ. Denote N(σ) to be the
number of odd sites at which there is a 0, and let σ¯ be the configuration
σ¯i = e
iπ
P
k<j σj (2.48)
4
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We define the unitary U by [40], [41]
UΦσ = (−1)N(σ)Φσ¯ (2.49)
If σi = 0 then σ¯. If σi 6= 0, then σ¯i = σi if the number on nonzero σl to the
left of i is even and σ¯i = −σi if this number is odd. Beginning from the left
of the chain we move to the right looking for nonzero spins: the first non
zero spin is left unchanged, the second is flipped, the third is unchanged and
so on. As an example of the action of the unitary
| · · · 0 +−0000 ++0− 0 + 00 +− · · · 〉 → | · · · 0 + +0000 +−0− 0− 00 + + · · · 〉(2.50)
It is immediate from the definition that U is unitary. It can be shown that
the transformation can also be expressed as
U =
∏
j<k
eiπS
z
j S
x
k (2.51)
The unitary is non local, in the sense that it cannot be written as a prod-
uct of unitary operators acting at each single site. Let’s see how the λ-D
hamiltonian
H =
∑
i=1
L
[
Si · Si+1 + (λ− 1)Szi Szi+1 +D (Szi )2
]
(2.52)
transforms under the action of the unitary. The term D (Szi )
2 is left un-
changed since this term does not distiguish between σi = 1 and σi = −1.
For Szi S
z
i+1Φσ to be non vanishing, both σi and σi+1 must be non zero. If
so, exactly one of these two sites must be flipped. Thus this term acquires a
− sign. To see how the off diagonal part changes, we must take into account
that S+i S
−
i+1 + S
−
i S
+
i+1 conserves the number of non zero spins of each con-
figuration σ or changes it by two. Since the unitary only involves the parity
of the number of non zero spins on the left of a site i, the above hamiltonian
elements do not affect the unitary at the k-th site for k > i + 1. Thus the
matrix elements U (S+i S−i+1 + S−i S+i+1)U−1 are still local. It can be shown
that [40], [41]
H˜ =
L∑
i=1
[
hi + (1− λ)Szi Szi+1 +D (Szi )2
]
(2.53)
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where
hi = −Sxi Sxi+1 + Syi eiπ(S
x
i +S
x
i+1)Syi+1 − Szi Szi+1 (2.54)
The SO(2) symmetry of the original hamiltonian is destroyed by the unitary.
We find that H˜ is only invariant under rotations of π about each of the
three coordinate axes. These three rotations generate the discrete group
Z2 × Z2. The transformed hamiltonian has the the same symmetries of the
original hamiltonian H since they are related by the unitary, but in general,
these symmetries for H˜ will be non local. The only local symmetry of the
transformed hamiltonian is the discrete Z2 × Z2 symmetry. This can be
thought of as generated by the rotations of π around the axes x and z.
Kennedy and Tasaki [40], [41] also showed how the Ne´el order parameter,
the ferromagnetic order and the string order parameter
OαNeel (H) = lim
|i−j|→∞
(−1)|i−j|〈Sαi Sαi+1〉 (2.55)
Oαferro (H) = lim
|i−j|→∞
〈Sαi Sαi+1〉 (2.56)
Oαstring (H) = lim
|i−j|→∞
−〈Sαi eiπ
Pj−1
k=i+1Sαi+1〉 (2.57)
transform under the unitary transformation U
Oαstring (H) = Oαferro
(
H˜
)
for α = x, z (2.58)
Possible spontaneous breaking of the discrete symmetry Z2 × Z2 can be
measured by the order parameters Oxferro
(
H˜
)
and Ozferro
(
H˜
)
Let’s consider the various phases of the model. When |λ − D| ≫ 1
we know that the hamiltonian has two infinte volume ground states with
long range Neel order. We have OzNeel (H) > 0 and Ozstring (H) > 0, while
OαNeel (H) = OαNeel (H) = 0 for α = x, y. This is consistent with the fact
that in this limit the transformed hamiltonian describes a ferromagnetic
Ising chain with a small perturbation. This hamiltonian has two infinite
volume ground states where the Z2 × Z2 symmetry is partially broken: the
Z2 symmetry corresponding to rotations about the x axis is spontaneously
broken, while the other Z2 is left unbroken.
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In the large D phase the infinite volume ground state of H is unique, has
exponentially decaying correlation functions and has a finite gap. All order
parameters are vanishing. The ground state of H˜ has similar properties and
breaks no symmetry.
Let’s turn finally to the Haldane phase. The ground state is unique,
has exponentially decaying correlation functions and has a finite gap, but,
as argued by den Njis and Rommelse [38], it is believed to have a hidden
antiferromagnetic order: OαNeel (H) = 0 for α = x, y, z but Oαstring (H) > 0
for α = x, y, z. For the transformed hamiltonian H˜ we have Oαferro
(
H˜
)
= 0
for α = x, z and the full symmetry Z2 × Z2 is spontaneously broken.
2.4 An exactly solvable example: the AKLTmodel
In this section we will show the first example of an exactly solvable
one dimensional spin one hamiltonian with a unique ground state with no
broken symmetries5,6. The key idea to this model is the notion of valence
bond. Given two spin 1/2 a valence bond is formed by putting them into
the singlet state ↑↓ − ↓↑. Consider now the spin 1 chain: each spin 1 at site
i can be regarded as the symmetric part of two spin 1/2. The state will be
constructed with a valence bond between each pair of adjacent sites i and
i+ 1 by forming a singlet out of one spin 1/2 at site i and one spin 1/2 at
site i+1. The next step is to symmetrize the two spin 1/2 at each site. The
resulting state will be called Valence Bond Solid (VBS) [42].
Let’s now show in detail the construction of the model. Denote the
sites of the lattice by i and the spin s = 1 operators at site i by Si. The
restriction of a state to two neighboring sites can have total spin 0, 1 or 2.
The orthogonal projection onto states with spin 2 can be written in terms
of spin operators as [42]
P2 (Si + Si+1) = 1
2
[
Si · Si+1 + 1
3
(Si · Si+1)2 + 2
3
]
(2.59)
5The procedure used to construct this model can actually be generalized to dimensions
bigger than one and generic spin s whenever 2s equals the coordination number of the
lattice [42]
6We will see that a hidden Z2 × Z2 symmetry is actually broken
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The hamiltonian will be the sum over i of these projections
H =
∑
i
Hi =
∑
i
P2 (Si + Si+1) (2.60)
This hamiltonian is positive semi-definite, so we can find a ground state Ω,
i.e. P2 (Si + Si+1)Ω = 0 for all i.
Following [43] we introduce a special basis for the state space. Let’s
consider first the state space for a single spin 1/2 and denote with ψ1 and
ψ2 the eigenstates of S
z with eigenvalues +1/2 and −1/2. The state space
for spin 1 may be constructed by taking the symmetric part of the tensor
product of two spin 1/2 spaces. Thus an orthogonal basis can be written as
ψαβ =
1√
2
[ψα ⊗ ψβ + ψβ ⊗ ψα] α, β = 1, 2 (2.61)
with ψαβ = ψβα. These states are not all normalized to 1, in fact we have
(ψαβ , ψγδ) = ψ
†αβ · ψγδ = δαγ δβδ + δαδ δβγ (2.62)
where we have raised indices in order to make the SU(2) invariance of the
theory more explicit.
There are four spin 1/2 associated with each bond of the chain. If two
of these spin 1/2 are in a singlet state, then the four spins can have at most
spin 0 or 1. A singlet pair is formed by contracting with the antisymmetric
tensor ǫαβ , i.e. ψα ⊗ ψβǫαβ (the sum over repeated upper and lower indices
is assumed). Given two spin 1 we can write Ωαβ = ψαγ ⊗ ψδβǫγδ; since in
this state two spins 1/2 will always be in a singlet state, we will have that
Ωαβ will always be a mixture of states with total spin 0 and 1 [43]. We have
then found that Ωαβ is a ground state for the projector onto spin 2.
We can now write down the ground state of the hamiltonian (2.60) of a
finite chain with an odd number of sites L (the definition is essentialy the
same if L is even) [43]
Ωαβ = ψαβ1 ⊗ ψα2β2 ⊗ · · · ⊗ ψαL−1βL−1 ⊗ ψαLβǫβ1α2ǫβ2α3 · · · ǫβL−1αL (2.63)
For any two neighboring sites i and i + 1 there is a spin 1/2 at site i and
a spin 1/2 at site i+ 1 which are contracted by an antisymmetric tensor to
form a singlet. Then, when Ωαβ is restricted to two adjacent sites it can
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Figure 2.2: The VBS state [43]. Each dot, line and dotted circle represents
a spin 1/2, a singlet pair and two symmetrized spin 1/2
have only spin 0 and 1. Thus it is a ground state for Hi for all i and so is a
ground state of the hamiltonian (2.60).
We can give a pictorial representation of the VBS ground state (see Fig.
2.2). Each site is represented as two dots, with each dot representing a
spin 1/2. The bold line connecting two neighboring dots represents a singlet
state. After forming these singlets we symmetrize the two spin at each site.
This is done by the dotted circles.
Despite being written in a very compact form, VBS ground states are not
at all trivial; for instance, they cannot be written as tensor product states
of single site states. Let’s express the VBS state in terms of eigenstates
of Sz that is in terms of
{|+〉 = ψ11/√2, |0〉 = ψ12 = ψ21, |−〉 = ψ22/√2}.
The basis vectors for the chain are labelled by strings of + , 0 and −. These
strings will be denoted byA, the corresponding state by ψA and its coefficient
in the ground state Ωαβ will be Ωαβ(A). This coefficient is zero unless the
string is in a very special form depending on α and β. In particular [43]
• α = 1, β = 2. A must contain the same number of + and − ; the
first non zero character in A must be a +, and the non zero characters
must alternate between − and +.
• α = 2, β = 1. Same as above with + and − reversed.
• α = 1, β = 1. A must contain one more + than −; the first non
zero character in A must be a +, and the non zero characters must
alternate between − and +.
• α = 2, β = 2. Same as above with + and − reversed.
These four cases are disjoint except this case: the string containing all 0
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belongs to the classes with α = 1, β = 2 and α = 2, β = 1. It can
be shown however that in the infinite volume limit [43] these four ground
states converge to a single infinite volume ground state.
Interestingly enough, Arovas, Auerbach and Haldane [44] have shown,
using the Schwinger boson representation of the spin algebra7[31], that the
VBS ground state (2.63) can be expressed for abitrary spin S and lattice L
as
Ω(u, v) =
∏
〈i,j〉
(uivj − viuj)M (2.64)
with S = Mz/2, z being the coordination number of the lattice, showing
in this way a striking analogy between this wave function and the Laughlin
wave function
Ψ =
∏
j<k
(zj − zk)m exp
{
−1
4
∑
l
|zl|2
}
(2.65)
which describes the fractional quantum Hall condensate at filling fraction
ν = 1/m (m odd).
Having found the explicit expression of the ground state (2.63) it is
possible to calculate the spin correlation functions [43]
〈Sa0SbR〉 = (−1)Rδab
4
3
3−R (2.66)
thus the correlation functions decay exponentially with correlation length
ξ = 1/ ln 3. The string order parameter is found to be [41]
lim
R→∞
〈Sa0eiπ
PR−1
k=1 S
a
kSaR〉 =
4
9
a = x, z (2.67)
Furthermore it is possible to show [43] that the ground states constructed
above are the only ground states, and that in the infinite volume limit there
is a gap between the ground state and the first excited state.
Finally, we notice that the hamiltonian (2.60) is a special case of the
more general
H =
∑
i
[
SiSi+1 − β (SiSi+1)2
]
(2.68)
7Taking a† → u = cos(θ/2)eiφ and b† → v = sin(θ/2)eiφ, a→ ∂u and b → ∂v, where a
and b are the Schwinger bosons as defined in [31]
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This model has been solved for β = 1 with the Bethe ansatz method [36],
[37]. It has a unique ground state with no gap and power law decaying
correlation functions. It has been argued [42] that β = 1 is a critical point
separeting the VBS phase8,and dimerized phases (respectively for β < 1 and
β > 1).
8The phase with a unique ground state, exponential decay and a gap
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Chapter 3
Effective mapping
3.1 Introduction
The Haldane phase [41], found in many low-dimensional spin systems,
has attracted a great amount of attention in the last two decades both from
the theoretical and from the experimental points of view. Its genuine quan-
tum nature is signalled by two characteristic features. First, the excitation
spectrum above the ground state (GS) displays a finite energy gap and, sec-
ond, one can identify suitable long-ranged string correlation functions that
measure a hidden topological order of the phase. The most intuitive idea to
understand the physical features of the Haldane phase is probably the spin
liquid picture [48]: In a spin-1 chain with Heisenberg interactions and quan-
tization axis directed along z, let us assign the presence of an effective spin-
1/2 particle with spin pointing up (down) if at the i-th lattice site Szi = +1
(−1) and no particles if Szi = 0. The Haldane phase is then interpreted as a
liquid in which these effective particles carry no positional order along the
chain but still retain antiferromagnetic (AFM) order in their effective spins.
The positional disorder is associated with the absence of long-range order
in the usual spin-1 correlation functions
Cα(R) ≡ (−1)R〈Sαi Sαi+R〉 , α = x, y, z
whereas the spin-1/2 magnetic order that we would get if all the sites with
Szi = 0 were taken off from the chain is measured by the asymptotic value
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of the string correlators [38]:
Oα(R) ≡ 〈Sαi eiπ
Pi+R−1
j=i+1 S
α
j Sαi+R〉 , α = x, y, z (3.1)
for R→∞. Interestingly enough, the Haldane gap has been interpreted as
the excitation energy associated with a “spinon” (or kink) with respect to the
hidden order [49]. The nonvanishing values of the string-order parameters
(SOP)
Oα ≡ lim
R→∞
Oα(R)
can be understood as a spontaneous breaking of hidden (nonlocal) Z2 sym-
metries of the λ−D Hamiltonian, as discussed thoroughly by Kennedy and
Tasaki [41]. From a numerical inspection of the string correlation functions
(3.1) computed on the first excited state with Sztot = 1, rather than on
the GS, Elstner and Mikeska [49] argued that this excited wave function is
characterized by a transition region with vanishing string correlations that
connects two asymptotic limits with symmetry breaking and different val-
ues of the hidden order. In a field-theoretic approach to spin-1/2 Heisenberg
chain [50] such a kink is described as an effective particle - a soliton - mov-
ing with relativistic dispersion relation. When the system is moved away
from criticality, due to the action of a relevant field, the soliton acquires a
nonvanishing mass or an energy gap, in the condensed matter language. In
ref. [51] it has been proposed a picture of the states that form the Haldane
triplet at the isotropic point in terms of massive solitons and their bound
states arising in the sine-Gordon formulation, valid in the neighbourhood
of the critical line that marks the limit of the Haldane phase towards the
large-D one (see below). The first solid numerical evidence of a nonzero
Haldane gap has been provided by White and Huse [52] using the by now
celebrated density-matrix renormalization group (DMRG) method.
Actually, the Haldane phase is not restriced to spin-1 systems and can
be found, for example, in spin-S Heisenberg chains for every integer value
of S. According to ref. [53] the gap vanishes as the classical limit S →∞ is
approached as ∆ ∝ S−1 exp(−πS) while the behaviour of the string order
is more subtle: in order to have a nonzero value one has to generalize the
string correlation function of equation (3.1) using not π in the exponential
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but S-dependent optimal angles θn = (2n+ 1)π/S with n = 0, 1, . . . , S − 1.
Again, when S →∞ the resulting values of Oα(θn) tend to zero.
It is interesting to examine also how the features of the Haldane phase are
destroyed by varying the parameters of the Hamiltonian out of the isotropic
spin-S Heisenberg model (S integer). In this chapter we shall stick from now
on to the case S = 1 and consider two types of anisotropies along z: Ising-
like interactions (parametrized by λ) and single-ion terms (parametrized by
D)
H =
∑
i
~Si · ~Si+1 + (λ− 1)Szi Szi+1 +D(Szi )2. (3.2)
The phase diagram of this model has been investigated in various papers
with different approaches [41, 38, 54]. In order to fix the ideas we will refer
to a recent determination [51], reported (in a simplified form) in figure 3.1.
Fixing a nonnegative value for λ and varying D we encounter three gapped
phases: the Large-D one in which Oα = 0 ∀α indicating the absence of
magnetic order in the effective spin-1/2 particles. Their positional degrees
of freedom are also disordered. In the Haldane phase the spatial disorder
persists but magnetic order emerges. As a consequence both longitudinal
and transverse string order parameters (SOP) become nonzero: Oα 6= 0. As
pointed out in ref. [55] on the basis of an exact solution for an integrable
variant of (3.2) with λ = 0 and in-plane anisotropy, the excitation gaps in the
Large-D and in the Haldane phases have a rather different nature. Despite
the fact that they are both found within the sector Sztot = 1, the former
corresponds to a flip of a single spin out of the xy plane while the latter is
related to the breaking of a two-site singlet composing the resonant-valence-
bond GS similar to the one of the spin-1 chain exactly solved by Aﬄeck,
Kennedy, Lieb and Tasaki [43]. Finally, by decreasing further the value of
D, we pass in the Ne´el phase where both positional and magnetic degrees of
freedom orders are signalled by a nonvanishing (spontaneous) magnetization
along z
M2z ≡ lim
R→∞
Cz(R).
At the same time Oz 6= 0 but Ox,y = 0. Den Nijs and Rommelse ([38], Sect.
IIE) introduced yet another less-familiar string correlation function without
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Figure 3.1: Ground-state phase diagram for the model (3.2) in the AFM
region λ ≥ 0. The three phases are defined in the text.
spins at the ends
GH(R) ≡ 〈eiπ
Pi+R
j=i S
z
j 〉
and argued that GH(∞) = 0 in the Haldane phase but GH(∞) 6= 0 in the
Large-D and Ne´el ones.
Hence we may select, equivalently, the pairs (Oz,Ox) or (Oz,Mz) as
order parameters to classify the three types of behaviour. The universality
classes associated with the two transition lines will be frequently denoted
using the language of conformal field theory (CFT - see, for instance, [51, 54,
56]), in particular by specifying the central charge c. We interpret the fully-
disordered large-D phase with (Oz = 0,Ox = 0) and (Oz = 0,Mz = 0) as a
spin gas. By crossing the c = 1 line we enter the Haldane phase where the
effective spin-1/2 experience a first magnetic ordering: (Oz 6= 0,Ox 6= 0)
and (Oz 6= 0,Mz = 0). Then, loosely speaking, at the c = 1/2 line the
spin liquid crystallizes and the fully-ordered Ne´el phase can be interpreted
as a spin solid with (Oz 6= 0,Ox = 0) and (Oz 6= 0,Mz 6= 0). Note the
interchanged role of Ox and Mz (see below). In the Ne´el and Haldane
phases GH(∞) refers to the positional order of nonzero spins [38], so that it
vanishes in the Haldane phase but GH(∞) 6= 0 in the Ne´el one.
55
Phase Oz(R) GH(R)
Haldane Expon. to 6= 0 Expon. to 0
Ne´el Expon. to 6= 0 Expon. to 6= 0
Table 3.1: Decay laws of string correlation functions defined in the text,
according to Sect. IIE of ref. [38]. To be compared with the results of this
chapter, including the explicit form of the algebraic prefactors, as reported
in table 3.3.
In order to determine the SOP numerically one has to extrapolate to the
thermodynamic limit and to infinite distance the data computed on neces-
sarily finite samples. However, apart from the qualitative statements made
in ref. [38] about the exponential decay of the string correlation functions
(as reported in table 3.1), the available literature contains scarce informa-
tion about the spatial behaviour of such correlators and the extrapolation
may become problematic, especially close to the transition lines where the
bulk correlation length becomes very large. In a particular case, namely the
transition from the Large-D to the Haldane phase, the low-energy physics is
described by a compactified free boson field theory (c = 1 CFT). Once the
compactification radius is known in some other independent way, one can
read off the decay exponent of the string correlation functions from the set
of scaling dimensions of the possible vertex operators. Interestingly, it turns
out [57, 58] that, even if the lattice model has periodic boundary conditions
(PBC), the vertex operators to be associated with string correlators belong
to the sector with antiperiodic boundary conditions.
The main purpose of this thesis, instead, is to address the spatial be-
haviour of spin-spin and string correlation functions in the Haldane and Ne´el
phases, making use of a solvable theory of spinless fermions. Starting from
well inside the Ne´el phase, where the density of sites with Szi = 0 is negli-
gible, we approximate the problem by assuming that the hidden magnetic
order is frozen so that a given contribution to the GS wavefunction can be
described by occupation numbers: no fermions if Szi = 0 and one fermion
when |Szi | = 1, no matter the orientation, which is dictated by the under-
lying string order. The details of this approach will be presented in Sect.
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3.2; actually it is very close to what done by Go´mez-Santos in ref. [59]. The
difference here is that we include also the single-ion anisotropy term and,
in fact, the two formulations are related by a particle-hole transformation.
The novelty is that we work out in detail the mapping of the spin-spin and
string correlation functions (Sect. 3.3) onto fermionic correlators, so that
we can derive in Sect. 3.4 the precise form of their asymptotic behaviour
at large distances by exploiting the machinery of Toeplitz determinants. In
Sect. 3.5 we generalize the λ-D hamiltonian including a biquadratic inter-
action: using the same approach we find out that our approximate result for
the SOP is the same as the one obtained exactly in [42]. Sect. 3.6 reports a
comparison with DMRG simulations of the system in equation (3.2).
3.2 Mapping onto spinless fermions
The basic idea underlying the approximation used is the spin solid pic-
ture of the Ne´el state(s):
|N〉 = | ↑↓↑ · · · ↓↑↓ · · · ↑↓〉 (3.3)
which is, in fact, the GS of the Hamiltonian (3.2) for λ → ∞ at fixed D
or D → −∞ and λ > 0. Actually the GS is doubly degenerate: for a
given configuration of the type (3.3) with, say, Szi = 1 at the reference site
i = 0, the energy is unchanged by the Z2 transformation T = exp(iπ
∑
j S
y
j )
that performs a π-rotation about the y-axis (spin-flip). We will refer to
|N〉 and |N¯〉 = T |N〉 as Ne´el and anti-Ne´el states, respectively. Now, in a
perturbative fashion, when |D| and/or λ ≫ 1 the effect of the transverse
terms in the Hamiltonian Sx,yi S
x,y
i+1 is to:
i) create pairs of adjacent sites with Szi = S
z
i+1 = 0 : | ↑↓〉 → |0 0〉;
ii) move the zeroes in the AFM background, e.g.: | ↑ 0〉 → |0 ↑〉;
iii) re-create a pair ↑↓ or ↓↑ in place of a pair of adjacent zeroes.
Notice that ii) preserves the AFM order, albeit not on nearest neighbours
but mediated by string of zeroes (hidden order). Again, due to the AFM
order (induced by λ > 0 and by the transverse terms), even if both states
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of iii) can be created in an “island” of zeroes, as far as the low-energy part
of the spectrum is concerned, one of the two will be preferred according
to the orientation of the surrounding spins, that is, by the hidden AFM
order. Note also that |N〉 and |N¯ 〉 are connected through a large number
of virtual processes, so that in the thermodynamic limit only one of the two
will be selected by a spontaneous symmetry breaking mechanism induced
by an infinitesimal staggered magnetic field. Alternatively, if the system
under consideration is described by a thermal density matrix exp(−βH),
when β →∞ the GS reduces to a symmetric mixed state |N〉〈N |+ |N¯〉〈N¯ |.
Once the question of the GS is accounted for, from the scenario above
one can see that the orientation of spins with nonzero component along
z is determined by the hidden order and can be taken for granted. The
validity of such an approximation is ultimately measured by the values of
the longitudinal SOP: the closer is Oz to unity the higher is the AFM order
of nonzero spins. We then introduce the following fermionic picture: assign a
spinless fermion |+i〉 ≡ c†i |−i〉 at site i if Szi 6= 0 and no fermions |−i〉 ≡ |0i〉
in the spin language if Szi = 0. (This notation for spinless fermions has a
direct translation in the language of the XY model that will be introduced
at the end of this section.) Process ii) is nothing but a hopping of spinless
fermions, while processes i) and iii) represent annihilation and creation of
pairs | +i +i+1〉. The density of nonzero spins (Szi )2 is simply translated
to the local fermion number ni = c
†
i ci, while, due to the underlying AFM
order, the Ising-like term takes the form −λnini+1 that contributes with a
negative energy when two fermions are present on adjacent sites.
Hence, under the hypothesis of hidden AFM order, the dynamics of
equation (3.2) is reproduced by the following effective fermionic model
Hf =
∑
j
(
c†jcj+1 + c
†
j+1cj + c
†
jc
†
j+1 + cj+1cj − λnjnj+1 +Dnj
)
(3.4)
(acting in a reduced Hilbert space H = ⊗iH(2)i where H(2) denotes the local
Hilbert space of a two-level system - as that of a spinless fermion or a spin-
1/2 introduced below). It should be observed that equation (3.4) withD = 0
is essentially equivalent (apart from an additive constant) to equation (2)
of ref. [59] once a particle-hole transformation ni → 1 − ni is performed at
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every site.
Following Go´mez-Santos [59] we now proceed to a further approximation
on the fermionic Hamiltonian that is not amenable to an exact treatment
due to the λ-term. At the Hartree-Fock level this term can be approximated
as:
njnj+1 ≃ (nj + nj+1) 〈nj〉−
(
c†jcj+1〈c†j+1cj〉+ h.c.
)
+
(
c†jc
†
j+1〈cj+1cj〉+ h.c.
)
−
(
〈nj〉2 − 〈c†j+1cj〉〈c†jcj+1〉+ 〈cj+1cj〉〈c†jc†j+1〉
)
where the expectation values 〈. . . 〉 now are taken with respect to the GS of
the quadratic Hamiltonian
HHF =
∑
j
[
(1 + λA) c†jcj+1 + (1− λB) c†jc†j+1 + h.c.
]
+(D − 2λn0)nj + λ
(
n20 − |A|2 + |B|2
)
(3.5)
where the parameters
n0 ≡ 〈nj〉 , A ≡ 〈c†j+1cj〉 , B = 〈cj+1cj〉
have to be determined self-consistently. The advantage of a Hamiltonian
of the form (3.5) is that it can be diagonalized by means of a Bogoliubov
transformation
ηk = cos
θk
2
ck + i sin
θk
2
c†−k
where ck = 1/
√
L
∑
j cj exp(−ijk) and θk is given by
eiθk =
(cos k − h+ iγ sin k)
Λk
where
h ≡ 2λn0 −D
2 (1 + λA)
, γ ≡ 1− λB
1 + λA
(3.6)
Λk =
√
(cos k − h)2 + γ2 sin k2
Note that, as we are interested in the thermodynamic limit, we do not specify
here the boundary conditions on the spin and fermionic Hamiltonians. The
momenta are quantized as ∆k = 2π/L and their precise location within
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the first Brillouin zone depend on the conditions imposed on the end sites.
However, for L→∞
1
L
∑
k
→ 1
2π
∫ 2π
0
dk.
Apart from additive terms of O(L−1) the Hamiltonian in diagonal form is
HHF = 2(1 + λA)
∑
k
Λk
(
η†kηk −
1
2
)
+ U
and U = (D− 2λn0)/2+λ(n20−A2+B2). In the thermodynamic limit, the
self-consistency equations are
n0 =
1
2
− 1
2π
∫ π
0
dk
−h (n0, A) + cos k
Λ(k)
(3.7)
A = − 1
2π
∫ π
0
dk
(−h (n0, A) + cos k) cos k
Λ(k)
(3.8)
B = − 1
2π
∫ π
0
dk
γ (A,B) sin2 k
Λ(k)
. (3.9)
The notation used in equation (3.6) is the one commonly used for the XY
spin-1/2 model in a transverse field (see Section 1.2). In fact, by (inverse)
Jordan-Wigner transform one gets [56]
HHF → HXY =
∑
j
(
1 + γ
2
)
σxj σ
x
j+1 +
(
1− γ
2
)
σyjσ
y
j+1 − hσzj (3.10)
where the σαj ’s are Pauli matrices at site j. This model is known [56] to be
critical at h = ±1 for γ 6= 0, where it belongs to the c = 1/2 universality
class (the same as the 2D classical Ising model) and at γ = 0 for h ∈ (−1, 1)
where the universality class becomes that of the compactified free boson,
c = 1.
From the numerical solutions of (3.7)-(3.9) it turns out that in the Hal-
dane and Ne´el phases A < 0 and B < 0 so that γ > 1 (as long as λ|A| < 1
- some representative cases are listed in table 3.2), while most studies are
limited to |γ| < 1. As a consequence the region γ2 < 1 − h2 corresponding
to oscillations with wavenumber different from π [11], [56] is not present in
our case. However, having γ > 1 does not affect the critical condition we are
interested in, that remains h = ±1. In these cases we have just c = 1/2, as
reported before [54] for the Haldane-to-Ne´el transition. At λ = 0, D ∼= −2
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this transition line merges with the boundary towards the so-called XY
phases corresponding to c = 1. Interestingly this change of universality
class is captured also by our approximation since for λ = 0, D = −2 the
self-consistent solution yields just γ = 1 and h = 1. From the data in table
3.2 one can also estimate, for example, the critical value of D at fixed λ = 1;
the result is Dc ∼= −0.214, which is not in good quantitative agreement with
the numerical value Dc = −0.315 [54, 58]. The perturbation of the isotropic
Heisenberg Hamiltonian with λ > 1 and D = 0, instead, seems to be better
described by the spinless fermions approach; already at this level of ap-
proximation the value λc = 1.125 found in [59] is close to the best DMRG
independent estimate λc = 1.1856 [61]. Even if it is likely that the inclusion
of configurations with nearest-neighbour parallel spins could improve the
results, as discussed by Go´mez-Santos [59], we do not insist along this line
here because we are ultimately interested in the decay laws of correlation
functions that are essentially dictated by the universality classes. In fact, it
is important to stress that neither the extension to D 6= 0, nor the extension
of the model as in equation (8) of ref. [59] modify the universality class of the
transition, that remains of the c = 1/2 (or Ising) type for λ > 0. Although
the location of the critical points and of the prefactors depend on the values
of the parameters, the scaling dimensions of the operators in the continuum
field theory (i.e. the decay exponents of the correlation functions) do not
change when we move along the c = 1/2 line. Nonetheless, due to the lack of
an explicit mapping of the spin-1 strings onto the corresponding correlators
in the Ising fermionic field theory, up to now the exponents appearing in the
large-distance decay of string correlation functions were unknown. This is
precisely the subject of subsecs. 3.4.1 and 3.4.3. Eventually, we note that
alternative pictures of the Haldane gap in fermionic language can be derived
by perturbation theory near the Babujian-Takhtajan integrable biquadratic
spin-1 chain [62] or from two-leg ladders with ferromagnetic coupling on the
rungs [63].
At this stage it is interesting to compare the entanglement properties of
the original spin-1 model (eq. (3.2)) with those of the XY spin-1/2 chain
resulting from the mapping. On the one hand, for the former it has been
shown [64] that at the isotropic Heisenberg point λ = 1, D = 0 there is long-
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λ D n0 A B h γ
1 0 0.709 −0.158 −0.253 0.842 1.49
1 −0.125 0.745 −0.137 −0.246 0.936 1.44
1 −0.200 0.774 −0.117 −0.240 0.990 1.41
1 −0.250 0.800 −0.0979 −0.235 1.03 1.37
1 −0.300 0.816 −0.0866 −0.231 1.06 1.35
1 −0.315 0.820 −0.0837 −0.230 1.07 1.34
1 −0.330 0.824 −0.0811 −0.229 1.08 1.34
1 −0.345 0.828 −0.0786 −0.228 1.09 1.33
1 −0.400 0.841 −0.0706 −0.223 1.12 1.32
1 −0.450 0.850 −0.0645 −0.219 1.15 1.30
1 −0.750 0.893 −0.0406 −0.198 1.32 1.25
1 −0.875 0.904 −0.0344 −0.190 1.39 1.23
1 −10 0.996 −0.000317 −0.0433 6.00 1.04
5 −0.125 0.991 −0.000853 −0.0649 5.04 1.33
Table 3.2: Self-consistent estimates of the three decoupling parameters n0,
A and B of equations (3.7)-(3.9) for some choices of λ and D in the Haldane
and Ne´el phases. It must be kept in mind that the continuum versions
of the self-consistent equations neglect some O(L−1) terms coming from
isolated contributions at wavenumber 0 or π. Last two column contain the
corresponding parameters h and γ of the effective XY model according to
equation (3.6).
62
distance spin-1 (qutrit) entanglement in the thermodynamic limit for two
sites arbitrarily far apart. It is reasonable to expect that this entanglement
survives in a neighbourhood of the isotropic point. On the other hand, in
ref. [65] it is stated that the qubit entanglement in the XY model with
transverse field vanishes beyond a distance of order γ−1. In our case γ >
1 and the degrees of freedom of the qubits represent the presence or the
absence of an effective particle with |Szi | = 1. Therefore we are led to
speculate that wherever there is full spin-1 entanglement in the vicinity
of the Heisenberg point, this is due to the spin correlations between the
sites with Szi 6= 0. Recalling the hypothesis of underlying string order and
imagining to eliminate the sites with Szi = 0, the qualitative picture of the
long-distance entangled states in the Haldane region if that of a Greenberger-
Horne-Zeilinger state [66] with effective AFM order | . . . ↑↓↑↓ . . . 〉+| . . . ↓↑↓↑
. . . 〉 .
3.3 Mapping for the spin-spin and string correla-
tors
3.3.1 Mapping for the longitudinal correlator Cz
We shall exploit now the mapping from spin-1 to spinless fermions, based
on the existence of an underlying string order, to translate the various spin-1
correlation functions onto expectation values of strings of fermionic opera-
tors that can be computed exactly when the Hamiltonian has the form (3.5).
Let us start from the z-component of the spin [60]
Szj → njKj →
1 + σzj
2
Kj (3.11)
where Kj = exp(iπ
∑
i<j ni) =
∏
i<j(−σzi ) is a Jordan-Wigner tail that
accounts for the correct sign when Szj 6= 0 assuming, conventionally, that the
first nonzero spin is pointing up (we get a − sign if instead we assume that
the first non-zero spin is pointing down). By inserting the expression Szj =
1+σzj
2
∏
i<j(−σzj ) into the definition of the longitudinal spin-spin correlation
function and using the properties of Pauli matrices one finds [60]
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Cz(R)→ 1
4
(−1)R〈(1 + σzj )∏
k<j
(−σzk)
∏
k<j+R
(−σzk)
(
1 + σzj+R
)〉
=
1
4

〈j+R∏
k=j
σzk〉+ 〈
j+R∏
k=j+1
σzk〉+ 〈
j+R−1∏
k=j
σzk〉+ 〈
j+R−1∏
k=j+1
σzk〉

 . (3.12)
3.3.2 Mapping for the transverse correlator Cx
Let’s consider now the transverse correlation function
Cx(R) = 1
2
〈
(
S+j S
−
j+R + S
−
j S
+
j+R
)
〉 (3.13)
and see how it can be translated onto fermions. Let’s consider the action of
Cx on a state with an even number of zero spins between j and j +R.
• There are non zero spins both in j and j +R
Cx| · · · 0 ↑ 0 · · · 0 ↓j 0 · · · 0 ↑ 0 · · · 0 ↓ 0 · · · 0 ↑j+R 0 · · · 0 ↓ 0 · · · 〉 =
| · · · 0 ↑ 0 · · · 00j0 · · · 0 ↑ 0 · · · 0 ↓ 0 · · · 00j+R0 · · · 0 ↓ 0 · · · 〉 (3.14)
• There is a non zero spin in j or j +R
Cx| · · · 0 ↑ 0 · · · 00j0 · · · 0 ↓ 0 · · · 0 ↑ 0 · · · 0 ↓j+R 0 · · · 0 ↑ 0 · · · 〉 =
| · · · 0 ↑ 0 · · · 0 ↑j 0 · · · 0 ↓ 0 · · · 0 ↑ 0 · · · 00j+R0 · · · 0 ↑ 0 · · · 〉 (3.15)
• There are zero spins both in j and j +R
Cx| · · · 0 ↑ 0 · · · 00j0 · · · 0 ↓ 0 · · · 0 ↑ 0 · · · 00j+R0 · · · 0 ↓ 0 · · · 〉 =
| · · · 0 ↑ 0 · · · 0 ↑j 0 · · · 0 ↓ 0 · · · 0 ↑ 0 · · · 0 ↓j+R 0 · · · 0 ↓ 0 · · · 〉+
| · · · 0 ↑ 0 · · · 0 ↓j 0 · · · 0 ↓ 0 · · · 0 ↑ 0 · · · 0 ↑j+R 0 · · · 0 ↓ 0 · · · 〉 (3.16)
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In all cases the hidden order does not hold anymore. Consider now states
with an odd number of non-zero spins between j and j +R.
• There are non zero spins both in j and j +R
Cx| · · · 0 ↑ 0 · · · 0 ↓j 0 · · · 0 ↑ 0 · · · 0 ↓j+R 0 · · · 0 ↑ 0 · · · 〉 = 0 (3.17)
• There is a non zero spin in j or j +R
Cx| · · · 0 ↑ 0 · · · 0 ↓j 0 · · · 0 ↑ 0 · · · 00j+R0 · · · 0 ↓ 0 · · · 〉 =
| · · · 0 ↑ 0 · · · 00j0 · · · 0 ↑ 0 · · · 0 ↓j+R 0 · · · 0 ↓ 0 · · · 〉 (3.18)
• There are zero spins both in j and j +R
Cx| · · · 0 ↑ 0 · · · 00j0 · · · 0 ↓ 0 · · · 00j+R0 · · · 0 ↑ 0 · · · 〉 =
| · · · 0 ↑ 0 · · · 0 ↑j 0 · · · 0 ↓ 0 · · · 0 ↓j+R 0 · · · 0 ↑ 0 · · · 〉+
| · · · 0 ↑ 0 · · · 0 ↓j 0 · · · 0 ↓ 0 · · · 0 ↑j+R 0 · · · 0 ↑ 0 · · · 〉 (3.19)
These cases do not preserve the hidden order too; from these remarks we
see that the only configurations which preserve the hidden order are those
with no non zero spins between sites j and j +R. Let’s consider now states
with no non zero spins between j and j +R
• There are non zero spins both in j and j +R
Cx| · · · 0 ↑ 0 · · · 0 ↓j 0 · · · 0 ↑j+R 0 · · · 0 ↓ 0 · · · 〉 =
| · · · 0 ↑ 0 · · · 00j0 · · · 00j+R0 · · · 0 ↓ 0 · · · 〉 (3.20)
• There is a non zero spin in j or j +R
Cx| · · · 0 ↑ 0 · · · 0 ↓j 0 · · · 00j+R0 · · · 0 ↑ 0 · · · 〉 =
| · · · 0 ↑ 0 · · · 00j0 · · · 0 ↓j+R 0 · · · 0 ↑ 0 · · · 〉 (3.21)
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• There are zero spins both in j and j +R
Cx| · · · 0 ↑ 0 · · · 00j0 · · · 00j+R0 · · · 0 ↓ 0 · · · 〉 =
| · · · 0 ↑ 0 · · · 0 ↑j 0 · · · 0 ↓j+R 0 · · · 0 ↓ 0 · · · 〉+
| · · · 0 ↑ 0 · · · 0 ↓j 0 · · · 0 ↑j+R 0 · · · 0 ↓ 0 · · · 〉 (3.22)
We notice that all these configurations, except the first one1 in (3.22), pre-
serve the string order. We see then that the identification [60]
Cx(R) = 1
2
(
S+j S
−
j+R + S
−
j S
+
j+R
)
→ σxj
j+R−1∏
k=j+1
(
1− σzk
2
)
σxj+R (3.23)
has the correct action, since the only cases in which the l.h.s. does not break
the string order are those with Szk = 0, that is σ
z
k = −1, on all sites between
j and j + R. The product on the r.h.s. of (3.23) is exactly the expression
involved in the so-called emptiness formation probability (see, for example,
[67] and refs. therein).
3.3.3 Mapping for the longitudinal string Oz
Let us study now the spin-1 strings. Along the z-direction we have
simply
eiπ
P
k<j S
z
k =
∏
k<j
(
1− 2(Szk)2
)→∏
k<j
(−σzk) . (3.24)
Again by using the relation Szj =
1+σzj
2
∏
i<j(−σzj ) and plugging the string
written above into eq. (3.1) one gets [60]
Oz(R)→
〈(
1 + σzj
2
)∏
k<j
(−σzk)
j+R−1∏
k=j+1
(−σzk)
∏
k<j+R
(−σzk)
(
1 + σzj+R
2
)〉
= −〈
(
1 + σzj
2
)(
1 + σzj+R
2
)
〉 = −1
4
(
1 + 〈σzj 〉+ 〈σzj+R〉+ 〈σzjσzj+R〉
)
(3.25)
1This configuration gives no contribution to the expectation value
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Note that in the language of the effective XY model, the Ne´el correlation
function (3.12) involves a string of Pauli operators whereas the string corre-
lation function (3.25) involves only one- and two-points correlators of the σ’s.
Thanks to equation (3.24) we easily obtain also the pure-string correlation
function as:
GH(R)→ (−1)R+1
〈
i+R∏
j=i
σzj
〉
. (3.26)
From equation (3.12) we see that, in this approach, GH(R) is nothing but
the first term of the usual spin-spin correlation function Cz(R) apart from
the prefactor.
3.3.4 Mapping for the transverse string Ox
We finally consider the string operator along the x direction Ox. First
of all, we notice that fact that
eiπS
x
=


0 0 −1
0 −1 0
−1 0 0


that is, apart from an overall sign, the operator above performs a swap
between Szj = 1 and S
z
j = −1 leaving the Szj = 0 component isolated.
We define now the operators
P±,j = 1
2

1∓∏
k<j
(−σzk)

 (3.27)
as the operator that ensures us that the last non zero spin before site j is
pointing up (down), and
Qj±,i =
1
2
[
1±
j∏
k=i
(−σzk)
]
(3.28)
as the projector onto states with an even (odd) number of non zero spins
between i and j.
Let’s consider first configurations with an even number of non zero spins
between j and j +R
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• There are non zero spins both in j and j +R
Oˆx| · · · 0 · · · 0 ↑ 0 · · · 0 ↓j 0 · · · 0 ↑ 0 · · · 0 ↓ 0 · · · 0 ↑j+R 0 · · · 0 ↓ 0 · · · 〉 →
| · · · 0 · · · 0 ↑ 0 · · · 00j0 · · · 0 ↓ 0 · · · 0 ↑ 0 · · · 00j+R0 · · · 0 ↓ 0 · · · 〉 (3.29)
that preserves the string order. The correct action of the string oper-
ator Oˆx in terms of the spin 1/2 operators is given by
Oˆx ∝ P+,jσ−j Qj+R+,j σ−j+R
If we consider instead the state with a spin pointing up in j and a spin
pointing down in j +R, analogous to the one treated above, we have
Oˆx ∝ P−,jσ−j Qj+R+,j σ−j+R
Collecting terms we have
Oˆx ∝ σ−j Qj+R+,j σ−j+R (3.30)
• There is a spin ↓ in j and a spin 0 in j +R
Oˆx| · · · 0 · · · 0 ↑ 0 · · · 0 ↓j 0 · · · 0 ↑ 0 · · · 0 ↓ 0 · · · 00j+R0 · · · 0 ↑ 0 · · · 〉 →
[
| · · · 0 · · · 0 ↑ 0 · · · 00j0 · · · 0 ↓ 0 · · · 0 ↑ 0 · · · 0 ↓j+R 0 · · · 0 ↑ 0 · · · 〉
| · · · 0 · · · 0 ↑ 0 · · · 00j0 · · · 0 ↓ 0 · · · 0 ↑ 0 · · · 0 ↑j+R 0 · · · 0 ↑ 0 · · · 〉
(3.31)
We see that the first configuration preserves the hidden order, while
the second one breaks it. The string operator becomes
Oˆx ∝ σ−j Qj+R+,j P+,j+Rσ+j+R
P+,j+R guarantees that the last non zero spin before j +R is pointing
up, ensuring thus that in the spin 1/2 picture the spin is created with
the “correct” orientation. Proceeding as in the previous case, we have
Ox ∝ σ−j Qj+R+,j σ+j+R (3.32)
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• There is a spin 0 in j and a spin ↓ in j +R
Oˆx| · · · 0 · · · 0 ↑ 0 · · · 00j0 · · · 0 ↓ 0 · · · 0 ↑ 0 · · · 0 ↓j+R 0 · · · 0 ↑ 0 · · · 〉 →
[
| · · · 0 · · · 0 ↑ 0 · · · 0 ↓j 0 · · · 0 ↑ 0 · · · 0 ↓ 0 · · · 00j+R0 · · · 0 ↑ 0 · · · 〉
| · · · 0 · · · 0 ↑ 0 · · · 0 ↑j 0 · · · 0 ↑ 0 · · · 0 ↓ 0 · · · 00j+R0 · · · 0 ↑ 0 · · · 〉
(3.33)
Again, the state on the first line still preserves the hidden antiferro-
magnetic order, while the second doesn’t. The correct action for the
string operator is
Oˆx ∝ P+,jσ+j Qj+R+,j σ−j+R
and so, as in the previous cases
Oˆx ∝ σ+j Qj+R+,j σ−j+R (3.34)
• Finally, let’s consider a state with spin 0 both in j and j +R
Oˆx| · · · 0 · · · 0 ↑ 0 · · · 00j0 · · · 0 ↓ 0 · · · 0 ↑ 0 · · · 00j+R0 · · · 0 ↓ 0 · · · 〉 →


| · · · 0 · · · 0 ↑ 0 · · · 0 ↓j 0 · · · 0 ↑ 0 · · · 0 ↓ 0 · · · 0 ↑j+R 0 · · · 0 ↓ 0 · · · 〉
| · · · 0 · · · 0 ↑ 0 · · · 0 ↓j 0 · · · 0 ↑ 0 · · · 0 ↓ 0 · · · 0 ↓j+R 0 · · · 0 ↓ 0 · · · 〉
| · · · 0 · · · 0 ↑ 0 · · · 0 ↑j 0 · · · 0 ↑ 0 · · · 0 ↓ 0 · · · 0 ↑j+R 0 · · · 0 ↓ 0 · · · 〉
| · · · 0 · · · 0 ↑ 0 · · · 0 ↑j 0 · · · 0 ↑ 0 · · · 0 ↓ 0 · · · 0 ↓j+R 0 · · · 0 ↓ 0 · · · 〉
(3.35)
The first state still has string order, while the other three configura-
tions break the order. We have
Oˆx ∝ P+,j
1 + σzj
2
∏
k<j
(−σzk)σ+j Qj+R+,j σ+j+R
and considering also the state with the last non zero spin before j
pointing down, we have
Oˆx ∝ σzjQj+R+,j σ+j+R (3.36)
We find then, that the action of Oˆx on states with string order and an
even number of non zero spin between j and j + R gives rise to only one
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configuration that still respects the hidden antiferromagnetic order, con-
tributing thus to the expectation value
Ox = 〈Sxj eiπ
Pj+R−1
k=j+1 S
x
kSxj+R〉
while producing some other configurations that do not respect the hidden
order. Collecting the terms obtained
Oˆx ∝ σxjQj+R+,j σxj+R = σxj
[
1 +
∏j+R−1
k=j+1 (−σzk)
2
]
σxj+R (3.37)
The configurations with an odd number of states between the two refer-
ence sites are treated exactly in the same way.
• There are non zero spins both in j and j +R
Oˆx| · · · 0 · · · 0 ↑ 0 · · · 0 ↓j 0 · · · 0 ↑ 0 · · · 0 ↓j+R 0 · · · 0 ↑ 0 · · · 〉 →
| · · · 0 · · · 0 ↑ 0 · · · 00j0 · · · 0 ↓ 0 · · · 00j+R0 · · · 0 ↑ 0 · · · 〉
that preserves the string order
Oˆx ∝ σ−j Qj+R−,j σ−j+R (3.38)
• There is a non zero spin in j and a spin 0 in j +R
Oˆx| · · · 0 · · · 0 ↑ 0 · · · ↓j 0 · · · 0 ↑ 0 · · · 00j+R0 · · · 0 ↓ 0 · · · 0 ↑ 0 · · · 〉 →
[
| · · · 0 · · · 0 ↑ 0 · · · 0j0 · · · 0 ↓ 0 · · · 0 ↑j+R 0 · · · 0 ↓ 0 · · · 0 ↑ 0 · · · 〉
| · · · 0 · · · 0 ↑ 0 · · · 0j0 · · · 0 ↓ 0 · · · 0 ↓j+R 0 · · · 0 ↓ 0 · · · 0 ↑ 0 · · · 〉
(3.39)
and just the configuration on the first line keeps the order
Oˆx ∝ σ−j Qj+R−,j σ+j+R (3.40)
• There is a spin 0 in j and a non zero spin in j +R
Oˆx| · · · 0 · · · 0 ↑ 0 · · · 0 ↓ · · · 0 · · · 00j0 · · · 0 ↑ 0 · · · 0 ↓j+R 0 · · · 0 ↑ 0 · · · 〉 →
[
| · · · 0 · · · 0 ↑ 0 · · · 0 ↓ · · · 0 · · · 0 ↑j 0 · · · 0 ↓ 0 · · · 00j+R0 · · · 0 ↑ 0 · · · 〉
| · · · 0 · · · 0 ↑ 0 · · · 0 ↓ · · · 0 · · · 0 ↓j 0 · · · 0 ↓ 0 · · · 00j+R0 · · · 0 ↑ 0 · · · 〉
(3.41)
Just the first of these states preserves the order.
Oˆx ∝ σ+j Qj+R−,j σ−j+R (3.42)
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• Finally there is a spin 0 both in j and j +R
Ox|0 · · · 0 ↑ 0 · · · 0 ↓ 0 · · · 00j0 · · · 0 ↑ 0 · · · 00j+R0 · · · 0 ↓ 0 · · · 0 ↑ 0 · · · 〉 →


|0 · · · 0 ↑ 0 · · · 0 ↓ 0 · · · 0 ↑j 0 · · · 0 ↓ 0 · · · 0 ↑j+R 0 · · · 0 ↓ 0 · · · 0 ↑ 0 · · · 〉
|0 · · · 0 ↑ 0 · · · 0 ↓ 0 · · · 0 ↑j 0 · · · 0 ↓ 0 · · · 0 ↓j+R 0 · · · 0 ↓ 0 · · · 0 ↑ 0 · · · 〉
|0 · · · 0 ↑ 0 · · · 0 ↓ 0 · · · 0 ↓j 0 · · · 0 ↓ 0 · · · 0 ↑j+R 0 · · · 0 ↓ 0 · · · 0 ↑ 0 · · · 〉
|0 · · · 0 ↑ 0 · · · 0 ↓ 0 · · · 0 ↓j 0 · · · 0 ↓ 0 · · · 0 ↓j+R 0 · · · 0 ↓ 0 · · · 0 ↑ 0 · · · 〉
(3.43)
The first configuration preserves the order while the other three don’t.
Oˆx ∝ σ+Qj+R−,j σ+j+R (3.44)
We find, as well as in the even case, that every state with string order gives a
non zero contribution to the expectation value (3.37). Collecting the terms
obtained for these configurations we have
Oˆx ∝ −σxjQj+R−,j σxj+R = −σxj
[
1−∏j+R−1k=j+1 (−σzk)
2
]
σxj+R (3.45)
From (3.37) and (3.45) we have that the transverse string order param-
eter is given by [60]
Ox = (−1)R−1
〈σxj σxj+R〉
2
(3.46)
where the inner spin-1 transverse string contributes with the sign prefac-
tors. Thanks to hidden order in our reduced Hilbert space, the spin-1/2
configurations generated by σx represent the allowed spin-1 states and the
forbidden ones are automatically filtered out. The coefficient 1/2 comes
from the matrix elements of Sx at sites j and j +R.
3.4 Asymptotic decay laws
In the previous section we derived the expressions for the spin 1 string
order parameters and correlation functions in terms of spin 1/2 operators.
Now, thanks to the fact that the Hamiltonian (3.5) is quadratic in the
fermionic operators, all the correlation functions can be evaluated using
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Wick’s theorem. Recalling some results from Section 1.1.2, we introduce [2]
the operators Aj = c
†
j + cj and Bj = c
†
j − cj that allow to express the basic
two-point correlations as
〈σxl σxm〉 = 〈BlAl+1Bl+1 · · ·Am−1Bm−1Am〉
〈σzl σzm〉 = 〈AlBlAmBm〉
with Qlm ≡ 〈AlAm〉 = δlm and Slm = 〈BlBm〉 = −δlm. If we further assume
translational invariance (i.e. PBC) along the chain we have
〈σxl σxm〉 =
∣∣∣∣∣∣∣∣
G−1 G−2 · · · Gl−m
...
...
Gm−l−2 · · · G−1
∣∣∣∣∣∣∣∣
(3.47)
〈σzl σzm〉 = G20 −Gm−lGl−m (3.48)
where G−R ≡ 〈BjAj+R〉 = −〈Aj+RBj〉. In particular, G0 = 〈(c†j − cj)(c†j +
cj)〉 = 2〈nj〉 − 1 = 〈σzj 〉, independent of j and 〈σzjσzj+R〉 = 〈σzj 〉2 −GRG−R.
The R-dependence of Oz(R) and Ox(R) is given directly by 〈σzjσzj+R〉 and
〈σxj σxj+R〉 respectively. The ordinary correlators Cx,z(R) require a step more
since they involve strings of Pauli operators. For example, each of the terms
in equations (3.12) and (3.26) has the form 〈∏k BkAk〉. When R → ∞ all
the four terms in equation (3.12) tend to coincide so that
Cz(R) ≃ (−1)R+1GH(R) = 〈BjAjBj+1Aj+1 · · ·Bj+R−1Aj+R−1Bj+RAj+R〉.
Exploiting Wick’s theorem, Caianiello and Fubini [6] have shown that the
expectation value above can be expressed as a Pfaffian
Pf|S−1 S−2 · · · S−R+1 S−R G0 G−1 · · · G−R+1 G−R
S−1 · · · S−R+2 S−R+1 G1 G0 · · · G−R+2 G−R+1
. . .
...
...
...
...
...
...
...
S−1 S−2 GR−2 GR−3 · · · G−1 G−2
S−1 GR−1 GR−2 · · · G0 G−1
GR GR−1 · · · G1 G0
Q−1 · · · Q−R+1 Q−R
. . .
...
...
Q−1 Q−2
Q−1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
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Thanks to the fact that Ql 6=m = Sl 6=m = 0 this Pfaffian reduces to a Toeplitz
determinant [15] and we get
Cz(R) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
−G0 −G−1 · · · −G−R+1 −G−R
−G1 −G0 · · · −G−R+2 −G−R+1
...
... · · · ... ...
−GR−1 −GR−2 · · · −G0 −G−1
−GR −GR−1 · · · −G1 −G0
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(3.49)
So, the determinants of the matrices with entries Gj becomes the central
quantities of our analysis.
The matter is more complicated for the transverse spin-spin correlator.
The fermionic version of equation (3.23) reads
Cx = 〈Aj
∏
k<j
(1− 2nk)
j+R−1∏
k=j+1
(1− nk)
∏
k<j+R
(1− 2nk)Aj+R〉
= 〈Bj

j+R−1∏
k=j+1
ckc
†
k

Aj+R〉 = 〈c†j

j+R−1∏
k=j+1
ckc
†
k

 c†j+R〉
+〈c†j

j+R−1∏
k=j+1
ckc
†
k

 cj+R〉−〈cj

j+R−1∏
k=j+1
ckc
†
k

 c†j+R〉−〈cj

j+R−1∏
k=j+1
ckc
†
k

 cj+R〉
After some algebra2 we find that
Cx = −
√
detM1 −
√
detM2 (3.50)
where M1 and M2 are two block Toeplitz matrices defined in Appendix B.
The calculation of the above correlator eventually involves a Toeplitz deter-
minant generated by a matrix-valued symbol that may also become singular.
As far as we know this case is not yet solved in the theory of Toeplitz de-
terminants and in ref. [68] it has been suggested to extend directly the pro-
cedure valid in the nonsingular case. Fortunately in our case a workaround
is possible: thanks to a suitable diagonalization, we are able to complete
the calculation of the dominant contribution to Cx(R) in terms of a prod-
uct of Toeplitz determinants, each one computed using the Fisher-Hartwig
conjecture [18]. The details of this procedure are reported in Appendix B
2See Appendix B for details
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3.4.1 Longitudinal string correlation Oz(R)
The first object we will compute is the longitudinal string correlator.
From equations (3.25) and (3.48) we get
Oz(R) = −1
4
[(
1 + 〈σzj 〉
)2 −GRG−R] .
Following Barouch and McCoy [11] we express GR as follows
GR = − 1
2π
∫ 2π
0
dke−ik(R+1)
[ (
1− λ−11 eik
) (
1− λ−12 eik
)
(
1− λ−11 e−ik
) (
1− λ−12 e−ik
)
]1/2
=
− 1
2π
∫ 2π
0
dke−ikRc(eik) (3.51)
with
λ1,2 =
h±√h2 − (1− γ2)
1− γ . (3.52)
and
c(eik) = e−ik
√
(1− λ−11 eik)(1 − λ−12 eik)
(1− λ−11 e−ik)(1 − λ−12 e−ik)
.
Note that since γ > 1 the two roots of the numerator are always real; the
behaviour for R→∞ is controlled by λ2. From equations (1.66), (1.69) and
(1.68) we have, respectively:
• Haldane phase h < 1(λ2 > 1)
Oz(R) ≃ Oz + 1
8π
e−2R/ξ
R2
, ξ ≡ 1/ ln λ2
• Critical line h = 1 (λ2 = 1)
Oz(R) ≃ Oz + 1
4π2
1
R2
• Ne´el phase h > 1 (0 < λ2 < 1)
Oz(R) ≃ Oz + 1
8π
e−2R/ξ
R2
, ξ ≡ −1/ lnλ2
In every case the asymptotic value Oz 6= 0 is simply interpreted as a non-
saturated value of the magnetization along z in the XY model in transverse
field
Oz = −
(
1 + 〈σzj 〉
)2
4
, (3.53)
where 〈σzj 〉 = G0(h, γ) can be computed using equation (3.51) at R = 0.
74
3.4.2 Longitudinal spin-spin correlation function Cz(R) and
pure string correlator GH(R)
The asymptotic behaviour of the Toeplitz determinant in equation (3.49)
can be found using the same technique as in [8], since (apart from a sign)
the generating function of (3.49) is essentially the same used by Wu. Then
we find:
• Haldane phase h < 1 (λ2 > 1)
Cz(R) ≃ (−1)R+1GH(R)
=
1√
π
(1− λ−21 )1/4(1− λ−22 )−1/4(1− λ−11 λ2)−1/2
e−R/ξ
R1/2
which corresponds to the known decay behaviour at the isotropic
Heisenberg point, as predicted by the nonlinear σ-model approach (see,
for example, [69]). Moreover, in refs. [70, 71] it was argued that the
same behaviour of the connected longitudinal correlation function per-
sists also in presence of a staggered magnetic field; in this sense such
a behaviour could be considered a signature of the Haldane phase,
robust against anisotropic perturbations.
• Critical line h = 1 (λ2 = 1)
Cz(R) ≃ (−1)R+1GH(R) = e1/421/12A−3 1
(γR)1/4
where A = 1.282427130 . . . denotes Glaisher’s constant [8].
• Ne´el phase h > 1 (0 < λ2 < 1)
Cz(R) ≃ (−1)R+1GH(R) = (1− λ−21 )1/4(1− λ22)1/4(1− λ−11 λ2)−1/2
·
[
1 +
1
2π(λ−12 − λ2)2
e−2R/ξ
R2
]
Apart from the nonzero asymptotic value for h > 1, that serves as an order
parameter for the Nel phase (the ordered phase T < Tc in Wu’s paper [8]),
it must be noticed that both the power of R in the denominator and the
exponential constant are different on the two sides of the transition. The
roots λ1,2 and the bulk correlation length ξ are the same as in subsec. 3.4.1
(see eq. (3.52)).
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3.4.3 Transverse string correlation function Ox(R)
• Haldane phase h < 1 (λ2 > 1). The nonzero asymptotic value Ox
comes from the long-range order limR→∞〈σx0σxR〉 in the XY model
with spontaneous breaking of the symmetry σx → −σx. The result
can be borrowed directly from equation (4.1) of [11]
Ox(R) ≃ −
[
γ2(1− h2)]1/4
1 + γ
[
1 +
1
2πR2
e−2R/ξ
(λ2 − λ−12 )2
]
(3.54)
with ξ having the same meaning of subsec. 3.4.1.
• Critical line h = 1 (λ2 = 1). There is no long-range-order in 〈σx0σxR〉,
that decays to zero as R−1/4 as expected from the scaling dimension
1/8 of the primary operator in the c = 1/2 CFT [56]. Using equation
(4.7) in [11] we have
Ox(R) ≃ − γ
1 + γ
e1/421/12A−3 1
(γR)1/4
(3.55)
• Ne´el phase h > 1 (0 < λ2 < 1). Equation (4.25) in ref. [11] is
translated to
Ox(R) ≃ − 1
2
√
π
e−R/ξ
R1/2
[
(1− λ22)−1(1− λ−21 )(1− λ−11 λ−12 )2
]1/4
.
(3.56)
We should stress that the critical exponent in equation (3.55) differs
from the one in equations (3.54) and (3.56); it is not possible to recover
the decay behaviour at h = 1 from the functions found for h > 1 or
h < 1 simply by letting R/ξ → 0 in the exponentials. Qualitatively,
the reason is that the correlation functions should be described by a
unique scaling function F(r) of the variable r = R/ξ, but the asymp-
totic expansions in the off-critical regime and in the critical regime
are different. The former corresponds to r ≫ 1 while the latter to
r → 0 for any large but finite value of R. A similar argument holds
also for the longitudinal spin-spin correlation function Cz(R) of the
previous subsection. Although possible in principle (see, for instance,
[72] for the 2D classical Ising model), the derivation and the usage of
the whole scaling functions is beyond the scope of this thesis. Finally,
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we notice from the equations above, as compared to those of subsec.
(3.4.2), that the correlators Ox(R) and Cz(R) play a dual role above
and below the transition line; when one order parameter is vanishing,
the other is not. Here we do not have an explicitly duality relation
between order and disorder lattice operators for the spin-1 model as in
the Ising case (see, however, ref. [26] for the XY chain). Hence, what
is a nontrivial fact is to see that also the decay laws interchange when
the transition line is crossed.
3.4.4 Transverse spin-spin correlation Cx(R)
The calculation of Cx is quite involved, so for the sake of brevity we will
give only the results in this section, addressing the reader to Appendix B for
the detailed calculation. From the analysis reported in Appendix B, we can
prove a conjecture already put forth in ref. [59], namely that the transverse
correlation function decays always exponentially even when one crosses the
critical line. Here we can be more precise and derive also the power-law
terms in front of the exponential
Cx(R) ≃ exp(−R/Ξ)
Rηx
, Ξ ≡ 2
β + β′
, (3.57)
where β and β′ in the Haldane phase, along the critical line and in the Ne´el
phase take, respectively, the form written in equations (B.5), (B.12), (B.8),
(B.13), (B.9) and (B.15) in the Appendix. In particular we have checked
that both βc and β
′
c for h = 1 and γ ≥ 1 are nonzero. Hence, despite the
fact that the system is critical, the transverse correlation function exhibits
a finite characteristic length Ξ as it is also shown in Figure 3.2. As far as
the exponent ηx is concerned:
• Haldane phase h < 1 (λ2 > 1) and Ne´el phase h > 1 (λ2 < 1):
ηx = 1/2;
• Critical line h = 1 (λ2 = 1): ηx = 1/4. Despite the fact that Ξ(h =
1) < ∞, the algebraic prefactor is the same power-law that describes
critical correlations in the quantum Ising model.
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Figure 3.2: Behavior of the correlation lenght as a function of the anisotropy
parameter λ: the points in the plot are found solving numerically the self-
consistency equations (3.7), (3.8), (3.9) and plugging these results in (B.5),
(B.12), (B.8), (B.13), (B.9) and (B.15).
From the values of h and γ reported in the last two columns of table 3.2 we
have computed Ξ[h(λ,D), γ(λ,D)]; for example when λ = 1 we find that Ξ
decreases steadily as D is decreased towards larger negative values, passing
from the Haldane to the Ne´el phase. This behaviour is consistent with the
numerical best-fit estimates of Ξ made in the section 3.6.
3.5 λ-D model with a biquadratic interaction
We now generalize the λ-D model (3.2) studied so far, including a bi-
quadratic term
HAKLT = Hλ−D −
N∑
j=1
[
β (Sj · Sj+1)2
]
(3.58)
where Hλ−D is the hamiltonian (3.2). We notice that setting λ = 1, D = 0
the hamiltonian (3.58) reduces to the general bilinear biquadratic Heisenberg
hamiltonian. As already mentioned in Chapter 2 this hamiltonian is exactly
the hamiltonian of the AKLT model [42] at β = −1/3 and it is known to
be solvable at β = 1 [36], [37] and at β = −1 [73], [74]. Assuming hidden
antiferromagnetic order we will map (3.58) onto spinless fermions. Let’s
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consider in detail the biquadratic term
(Sj · Sj+1)2 =
[
1
2
(
S+j S
−
j+1 + S
−
j S
+
j+1
)
+ SzjS
z
j+1
]2
=
1
4
(
S+j S
−
j+1 + S
−
j S
+
j+1
)2
+
(
SzjS
z
j+1
)2
+
1
2
(
S+j S
−
j+1 + S
−
j S
+
j+1
)
SzjS
z
j+1 +
1
2
SzjS
z
j+1
(
S+j S
−
j+1 + S
−
j S
+
j+1
)
=
1
4
[(
S+j S
−
j+1
)2
+
(
S−j S
+
j+1
)2
+ S+j S
−
j+1S
−
j S
+
j+1 + S
−
j S
+
j+1S
+
j S
−
j+1
]
+
(
SzjS
z
j+1
)2
+
1
2
(
S+j S
−
j+1 + S
−
j S
+
j+1
)
SzjS
z
j+1 +
1
2
SzjS
z
j+1
(
S+j S
−
j+1 + S
−
j S
+
j+1
)
(3.59)
Let’s study now each term of (3.59)
•
(
S+j S
−
j+1
)2
= 0 since it does not preserve string order. Its action is in
fact given by
j =↑ j + 1 =
[
0 → ∅
↓ → ∅
j = 0 j + 1 =


↑ → ∅
0 → ∅
↓ → ∅
j =↓ j + 1 =
[
↑ → ↑j↓j+1
0 → ∅
• Similarly
(
S−j S
+
j+1
)2
= 0.
• We shall now verify that
D = 1
4
(
S+j S
−
j+1S
−
j S
+
j+1 + S
−
j S
+
j+1S
+
j S
−
j+1
)
= P++ + P+− + P−+ + 2P−− = 2− nj − nj+1 + njnj+1
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where we have defined
P++ = njnj+1 P+− = nj (1− nj+1)
P−+ = (1− nj)nj+1 P−− = (1− nj) (1− nj+1) (3.60)
The action of D on configuration with string order is in fact given by
j =↑ j + 1 =
[
0 → ↑j 0j+1
↓ → ↑j↓j+1
j = 0 j + 1 =


↑ → 0j ↑j+1
0 → 2 (0j0j+1)
↓ → 0j ↓j+1
j =↓ j + 1 =
[
↑ → ↓j↑j+1
0 → ↓j 0j+1
• It is straightforward that
(
SzjS
z
j+1
)2
= njnj+1
• Finally, we see that
1
2
[
SzjS
z
j+1
(
S+j S
−
j+1 + S
−
j S
+
j+1
)]
= −c†jc†j+1
since its action is given by
j =↑ j + 1 =
[
0 → ∅
↓ → ∅
j = 0 j + 1 =


↑ → ∅
0 → − ↑j↓j − ↓j↑j+1
↓ → ∅
j =↓ j + 1 =
[
↑ → ∅
0 → ∅
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• and its hermitean conjugate
(
S+j S
−
j+1 + S
−
j S
+
j+1
)
SzjS
z
j+1 = −2cj+1cj
Collecting all terms the hamiltonian (3.58) becomes
Hf =
N∑
j=1
[(
c†jcj+1 + (1 + β) c
†
jc
†
j+1 + h.c.
)
+
− (λ+ 2β)njnj+1 + (D + 2β) nj − 2β] (3.61)
that is, apart from a constant term and a redefinition of the constant pref-
actors, exactly the same as (3.4). Following the same steps as in (3.2) we
get the effective hamiltonian
Hhf =
∑
i
[(
c†i ci+1 + γc
†
i c
†
i+1 + h.c.
)
− hc†i ci
]
+ const. (3.62)
with the anisotropy constant γ and the magnetic field defined by
h ≡ 2 (λ+ 2β)n0 − (D + 2β)
2 (1 + (λ+ 2β)A)
γ ≡ 1− (λ+ 2β)B + β
1 + (λ+ 2β)A
(3.63)
where n0, A and B are again solutions of the self-consistency equations (3.7),
(3.8), (3.9).At λ = 1, D = 0 and β = −1/3 these equations are solved self-
consistently by the analytical solution n0 = 2/3, A = B = −2/9; we obtain
h = 3/5 e γ = 4/5 and thus λ1 = λ2 (with λ1, λ2 defined as in (3.52)). With
the above data, we get that the longitudinal string order parameter
Oz = −1
4
(1 + 〈σz〉)2
where
〈σz〉 = G0 = − 1
2π
∫ 2π
0
dke−ik
√ (
1− λ−11 eik
) (
1− λ−12 eik
)
(
1− λ−11 e−ik
) (
1− λ−12 e−ik
)
is Oz = 4/9 that is exactly the same value found analitycally for the AKLT
model [43]. Interestingly enough even if the XY model does not have an
explicit rotational symmetry as the original spin 1 hamiltonian, we find
again Ox = −4/9. This accordance can be taken as a positive check of our
approach.
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3.6 Comparison with DMRG results
The results of the previous section regarding the long-distance decay of
ordinary and string correlation functions are summarized in table 3.3 where:
f0(R) = A0
exp(−R/A1)
R1/4
(3.64)
f1(R) = A2 +A0
exp(−R/A1)√
R
(3.65)
f2(R) = A2 +A0
exp(−2R/A1)
R2
. (3.66)
Within the approximation of hidden order and for large R these asymp-
totic laws are to be considered exact and valid for the Haldane and Ne´el
phases and associated transition line as specified in table 3.3. It should be
noted that f1(R) and f2(R) agree with the general form argued for the d-
dimensional Ising model (see, for example, [75] and refs. therein) although
the derivation of the latter did not include the case of string correlation
functions.
The two functional forms f1,2 now can be used to extract, for example,
the asymptotic value of string order correlation functions computed numeri-
cally; in this sense A0, A1 and A2 may be regarded as free fitting parameters.
The goodness of the best-fit procedure can be assessed by computing the
reduced χ2:
χ˜2 ≡
∑
squares of differences
# of data points−# of fit parameters− 1 .
Clearly one could use many other different functions to extrapolate the
correlators to R → ∞. However, as recalled in the introduction, the liter-
ature contains very few, empirical, information about the asymptotic ap-
proach to the limit values of the string correlation functions. Our study
was motivated by this fact and so here we perform a comparison between
f0, f1 and f2 by examining their capability to fit the spin-spin and string
correlations evaluated numerically through the DMRG. Actually, following
the idea of ref. [69], in order to take into account the PBC we employ the
left-right symmetrized expressions of equations (3.64)-(3.66)
Fℓ(R) ≡ fℓ(R) + fℓ(L−R)
2
, ℓ = 0, 1, 2, (3.67)
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Phase C.f. Decay law
Haldane Cz f1(A2 ≡ 0)
Transition Cz f0 (A−11 = 0)
Ne´el Cz f2
Haldane Cx f1(A2 ≡ 0)
Transition Cx f0
Ne´el Cx f1(A2 ≡ 0)
Haldane Oz f2
Transition Oz f2 (A−11 = 0)
Ne´el Oz f2
Haldane Ox f2
Transition Ox f0 (A−11 = 0)
Ne´el Ox f1(A2 ≡ 0)
Table 3.3: Expected asymptotic behaviour of string (O) and usual (C) cor-
relation functions in the Haldane and Ne´el phases of model (3.2) and along
the critical transition line separating them. The fitting functions f0,1,2 are
defined in equations (3.64)-(3.66). Note the interchanged role of Ox(R) and
Cz(R) above and below the transition line.
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at least for the correlation functions in the z-channel. As regards Ox, while
translational invariance implies that it depends on the difference between the
sites at the ends of the string, it is not always guaranteed that it depends
only on the distance on the ring. In other terms the expectation value
〈Sxi eiπ
Pj−1
k=i+1 S
x
kSxj 〉
may differ from the same expression with i and j interchanged. In fact,
using the properties of the exponentials of spin-1 operators, exp(iπSxi ) =
exp(−iπSxi ) and Sxi exp(iπSxi ) = −Sxi , it can be shown that the expression
above can rewritten as
〈Sxj eiπ
Pi−1
k=j+1 S
x
kSxi e
iπSxtot〉
where Sxtot =
∑L
i=1 S
x
i . The point is that in general the GS of an anisotropic
spin chain is not invariant under the action of exp(iπSxtot) and so a direct
inspection is required case by case in order to decide if a symmetrized fitting
function has to be used or not.
The asymptotic limits (i.e. the values of A2) resulting from of a series
of best-fits made on DMRG data obtained by fixing λ = 1 and letting D to
vary across the Haldane-Ne´el transition from−0.125 to −0.875 are plotted in
figure 3.3. It is seen that the nonvanishing values of Ox andMz characterize,
respectively, the Haldane and the Ne´el phase. It is reasonable to expect
that the location of the critical point as the value of D at which the two
order parameters vanish leads to two slightly different estimates. However,
with more accurate methods the critical point was previously found to be
Dc = −0.315 [54, 61].
In the simulations we have fixed the total length of the chain to be
L = 100 sites and computed the GS properties by retaining from 243 to
324 DMRG states in the sector with Sztot = 0, which is the only good quan-
tum number that we could use. All the functional forms derived above are
asymptotic so we cannot expect them to be reliable for very short distances.
Therefore, we have conventionally excluded the data with R ≤ 5 from the
fitted points. In the Ne´el phase the GS tends to become doubly degenerate
in the limit L → ∞; in order to take into account this difficulty we have
built the reduced density matrix by targeting the two low-lying states rather
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Figure 3.3: Asymptotic values (order parameters) attained by Cz (dots), Oz
(up triangles) and Ox (down triangles). The limits to R → ∞ correspond
to the values of the best-fit parameters A2 for the fitting function that, case
by case, gives the smallest value of χ˜2. The empty triangles result from
fitting the transverse string correlation functions on half chain (see text for
explanation).
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than just the GS. Finally we have performed three finite-system sweeps to
achieve a better accuracy. In the cases we have considered, the transverse
string correlation Ox(R) turned out to be symmetric with respect to the
middle of the chain except for D = −0.75 and D = −0.875. For this reason
we have repeated the fit using directly the functions of equations (3.64),
(3.65) and (3.66) without symmetrization selecting only the points in the
first half of the chain. The asymptotic values are essentially unaffected, with
the exception of those referring to the critical point. In general when the
results of the fit are such that A1 ≫ L (typically close to criticality) we con-
clude that the exponential tail of the fitting function is essentially saturated
to unity and an algebraic fit would produce the same result.
As far as the best-fitting functions for Cz(R) and Ox(R) are concerned,
the passage from the type f1 to the type f2 going through f0 at the critical
point, as in table 3.3, actually takes place gradually in the interval D ∈
(−0.345,−0.315), the worst values of χ˜2 being of order 10−5. The best
choice to fit the transverse spin-spin correlation function Cx(R), instead,
follows the prediction of table 3.3 (F1 except at the critical line, where it
becomes F0) with a deviation χ˜
2 < 10−8. Finally, the longitudinal string
correlator Oz(R) is very well fitted by F2, in agreement with table 3.3, with
χ˜2 ∼ 10−9 or better.
It is also important to check quantitatively the goodness of the Hartree-
Fock approximation. The decoupling parameter in the fermionic version are
n0 = 〈nj=0〉, A = 〈c†1c0〉 and B = 〈c1c0〉 where we have selected a reference
site “0” invoking translational invariance. In the original spin-1 formalism
it can be checked directly that
n0 = 〈(Sz0)2〉 , A =
1
2
〈Sz1
(
S+0 S
−
1 + S
+
1 S
−
0
)
Sz0〉 (3.68)
The operator c1c0 destroys a couple of fermions in adjacent sites; in the
spin language they could be ↑↓ or ↓↑ depending on the surrounding sites
in order to respect the AFM order. Let us express the GS in the form
|GS〉 = α| ⇑〉 + β| ⇓〉, where | ⇑〉 denotes a linear combination of states in
which the first nonzero spin along-z is directed upward and | ⇓〉 the same
state with all the spin reversed. Only one of the terms in
(
S+0 S
−
1 + S
+
1 S
−
0
)
will act on | ⇑〉 respecting the AFM order and the other term will thereby
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λ D n0,DMRG ADMRG BDMRG n0,s−c As−c Bs−c
1 0 0.667 −0.166 −0.30080 0.709 −0.158 −0.253
1 −0.125 0.702 −0.151 −0.28908 0.745 −0.137 −0.246
1 −10 0.996 −0.000324 −0.0442 0.996 −0.000317 −0.0433
5 −0.125 0.991 −0.000860 −0.0654 0.991 −0.000853 −0.0649
Table 3.4: DMRG (L = 100) versus self-consistent (s-c) estimates of the
three decoupling parameters n0, A and B of equations (3.68) and (3.69).
It must be kept in mind that the continuum versions of the self-consistent
equations neglect some O(L−1) terms coming from isolated contributions at
wavenumber 0 or π.
act on | ⇓〉. When the scalar product with 〈GS| is taken, the states from
| ⇑〉 will not mix with those from | ⇓〉. Therefore we try with the expression
B = −1
2
〈(S−0 S+1 + S+0 S−1 )Sz0Sz1〉. (3.69)
In table 3.4 we report the values of the decoupling parameters for a set
of points in the Haldane and Ne´el phases, comparing the DMRG values with
the numerical solution of the self-consistent equations using 100 iterations
from different choices of initial conditions. Having the DMRG estimates for
n0 and A we may also produce a “hybrid” estimate of the critical point by
setting h = 1 in equation (3.6) and then solving for D˜c(λ) = 2[λ(n0,DMRG−
ADMRG)− 1]. With λ = 1 we find for example D˜c = −0.254, that compares
slightly better than the fully-self-consistent value (Dc = −0.214) to the
accepted numerical one Dc ∼= −0.315.
Apart from the value n0, which quantifies the number of spins with
nonzero projection along z, we expect that the goodness of the mapping
used in this work is higher when the hidden order is larger.
Chapter 4
Entanglement in the λ-D
model
Entanglement [77], [78] is one of the most intriguing features of com-
posite quantum systems connected to the tensor product structure of the
underlying Hilbert space of states. A mixed state of a bipartite quantum
system described by some density matrix ρ is said to be entangled or in-
separable if ρ cannot be written as a convex linear combination of product
states, otherwise it is called classically correlated or separable.
The characterization and quantification of entanglement in mixed quan-
tum states is a highly non trivial problem. It is even difficult to formulate
simple operational criteria which allow a unique identification of all separable
states of a given composite system. There exist however many separability
criteria: a simple and very strong criterion is the Peres-Horodecki criterion
[79], [80], which states that a necessary and sufficient condition for a mixed
state of a bipartite system to be separable is that its partial transpose with
respect to one of the subsystems is positive. This criterion is necessary and
sufficient if the Hilbert space of the bipartite system has dimension 2×2 and
2 × 3. In general, for larger dimension, this condition is just necessary but
not sufficient. In principle it is possible to have inseparable states having a
positive partial transpose, the so called bound entangled states [81], [82].
The analysis of the entanglement structure is greatly simplified through
the introduction of symmetries, i.e. if we restrict ourselves to those states
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of the composite system which are invariant under certain groups of sym-
metry transformations. It can be shown [83], [84], [85], [86], [87] then that
the Peres-Horodecki criterion is necessary and sufficient for SU(2)-invariant
states on a bipartite Hilbert space with dimensions 2×N , 3×M (M being
odd) and 4× 4 respectively.
Vidal and Werner [89] introduced a computable measure of entanglement
based on the trace norm of the partial transpose ρTA of the bipartite mixed
state ρ. It measures the degree to which ρTA fails to be positive, and it can
be regarded as a quantitative version of the Peres-Horodecki criterion. They
introduced the negativity1[89]
N (ρ) ≡
∥∥ρTA∥∥
1
− 1
2
=
∑
i
|µi| (4.1)
which corresponds to the absolute value of the sum of negative eigenvalues
of ρTA (µi being a negative eigenvalue of ρ
TA), and which vanishes for unen-
tangled states. They furthermore proved [89] that N (ρ) is an entanglement
monotone, and as such it can be used to quantify the degree of entanglement
in composite systems.
In this chapter we will first compute an analytical expression for the neg-
ativity of the λ-D model obtaining a result in agreement with reference [88];
then, using the mapping between spin 1 and spinless fermions introduced in
the previous chapter, we are able to express the negativity of the model in
terms of fermionic correlators. In particular, we find that all the eigenvalues
of the partial transpose ρT can be expressed in terms of the spin-spin and
string correlators already calculated in the previous chapter. We find that
the negativity of the λ-D model goes asymptotically to 0, i.e. as the distance
between the two subsystems becomes large.
4.1 Two site density matrix of the λ-D model
We consider the spin 1 XXZ model with an on site anisotropy
H =
N∑
j=1
[
Sxj S
x
j+1 + S
y
j S
y
j+1 + λS
z
jS
z
j+1 +D
(
Szj
)2]
(4.2)
1‖ · ‖1 denotes the trace norm
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Let’s consider the two site density matrix; we shall use a basis of eigenstates
of Sz ordered as | ↑〉| ↑〉, | ↑〉|0〉, |0〉| ↑〉, | ↑〉| ↓〉, |0〉|0〉, | ↓〉| ↑〉, |0〉| ↓〉, | ↓〉|0〉,
| ↓〉| ↓〉. In this basis the density matrix is block diagonal
ρ =


A11 0 0 0 0 0 0 0 0
0 A22 A23 0 0 0 0 0 0
0 A32 A33 0 0 0 0 0 0
0 0 0 A44 A45 A46 0 0 0
0 0 0 A54 A55 A56 0 0 0
0 0 0 A64 A65 A66 0 0 0
0 0 0 0 0 0 A77 A78 0
0 0 0 0 0 0 A87 A88 0
0 0 0 0 0 0 0 0 A99


It is straightforward to verify that the following are symmetries of the
hamiltonian
Rz (α) = eiα
P
k S
z
k Rx,y (π) = eiπ
P
k S
x,y
k (4.3)
We have the 0 entries since, for example
A12 = tr (| ↑〉〈↑ |i ⊗ |0〉〈↑ |jρ)
= tr
(R−1z (α) | ↑〉〈↑ |i ⊗ |0〉〈↑ |jRz (α) ρ) = e−iαA12
since Rz (α) is a symmetry ∀α it must be A12 = 0.
The two site density matrix can be further symplified; taking into ac-
count invariance under the exchange i↔ j we have
A22 = tr (| ↑〉〈↑ |i ⊗ |0〉〈0|jρ) = tr (|0〉〈0|i ⊗ | ↑〉〈↑ |jρ) = A33 (4.4)
A32 = tr (| ↑〉〈0|i ⊗ |0〉〈↑ |jρ) = tr (|0〉〈↑ |i ⊗ | ↑〉〈0|jρ) = A†32 = A23 (4.5)
A44 = tr (| ↑〉〈↑ |i ⊗ | ↓〉〈↓ |jρ) = tr (| ↓〉〈↓ |i ⊗ | ↑〉〈↑ |jρ) = A66 (4.6)
A54 = tr (| ↑〉〈0|i ⊗ | ↓〉〈0|jρ) = tr (| ↓〉〈0|i ⊗ | ↑〉〈0|jρ) = A56 (4.7)
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A64 = tr (| ↑〉〈↓ |i ⊗ | ↓〉〈↑ |jρ) = tr (| ↓〉〈↑ |i ⊗ | ↑〉〈↓ |jρ) = A46 (4.8)
A45 = tr (|0〉〈↑ |i ⊗ |0〉〈↓ |jρ) = tr (|0〉〈↓ |i ⊗ |0〉〈↑ |jρ) = A†54 = A65 (4.9)
A77 = tr (|0〉〈0|i ⊗ | ↓〉〈↓ |jρ) = tr (| ↓〉〈↓ |i ⊗ |0〉〈0|jρ) = A88 (4.10)
A87 = tr (|0〉〈↓ |i ⊗ | ↓〉〈0|jρ) = tr (| ↓〉〈0|i ⊗ |0〉〈↓ |jρ) = A†87 = A78 (4.11)
Next we use the symmetry Rx (π)
A11 = tr
(R−1x (π) | ↑〉〈↑ |i ⊗ | ↑〉〈↑ |jRx (π) ρ)
= tr (| ↓〉〈↓ |i ⊗ | ↓〉〈↓ |jρ) = A99 (4.12)
A22 = tr
(R−1x (π) | ↑〉〈↑ |i ⊗ |0〉〈0|jRx (π) ρ)
= tr (| ↓〉〈↓ |i ⊗ |0〉〈0|jρ) = A77 (4.13)
A23 = tr
(R−1x (π) | ↑〉〈0|i ⊗ |0〉〈↑ |jRx (π) ρ)
= tr (| ↓〉〈0|i ⊗ |0〉〈↓ |jρ) = A78 (4.14)
The density matrix takes then the form
ρ =


A11 0 0 0 0 0 0 0 0
0 A22 A23 0 0 0 0 0 0
0 A23 A22 0 0 0 0 0 0
0 0 0 A44 A45 A46 0 0 0
0 0 0 A†45 A55 A
†
45 0 0 0
0 0 0 A46 A45 A44 0 0 0
0 0 0 0 0 0 A22 A23 0
0 0 0 0 0 0 A23 A22 0
0 0 0 0 0 0 0 0 A11


(4.15)
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Noticing that
|0〉〈0| = 1− (Sz)2
| ↑〉〈↑ | = (S
z)2 + Sz
2
| ↓〉〈↓ | = (S
z)2 − Sz
2
| ↑〉〈0| = S
zS+√
2
| ↓〉〈0| = S
zS−√
2
we can now explicitely write down the matrix entries in term of spin opera-
tors2
A11 =
1
4
〈
[
(Sz)2 + Sz
]
i
⊗
[
(Sz)2 + Sz
]
j
〉 = 1
4
[
〈(Szi )2 ⊗
(
Szj
)2〉+ 〈Szi ⊗ Szj 〉](4.16)
A22 =
1
2
〈
[
(Sz)2 + Sz
]
i
⊗
[
(1− Sz)2
]
j
〉 = 1
2
[
〈(Szi )2 ⊗ 1〉 − 〈(Szi )2 ⊗
(
Szj
)2〉](4.17)
A23 =
1
4
〈Szi S+i ⊗ S−j Szj + S−i Szi ⊗ SzjS+j 〉 (4.18)
A44 =
1
4
〈
[
(Sz)2 + Sz
]
i
⊗
[
(Sz)2 − Sz
]
j
〉 = 1
4
[
〈(Szi )2 ⊗
(
Szj
)2〉 − 〈Szi ⊗ Szj 〉](4.19)
A45 = −1
2
〈Szi S+i ⊗ SzjS−j 〉 (4.20)
A46 =
1
8
〈(S+i )2 ⊗ (S−j )2 + (S−i )2 ⊗ (S+j )2〉 (4.21)
A55 = 〈
[
1− (Sz)2
]
i
⊗
[
1− (Sz)2
]
j
〉 (4.22)
The partial transpose of (4.15) with respect to the second subsystem is
ρT2 =


A11 0 0 0 A23 0 0 0 A46
0 A22 0 0 0 0 A45 0 0
0 0 A22 0 0 0 0 A
†
45 0
0 0 0 A44 0 0 0 0 0
A23 0 0 0 A55 0 0 0 A23
0 0 0 0 0 A44 0 0 0
0 A†45 0 0 0 0 A22 0 0
0 0 A45 0 0 0 0 A22 0
A46 0 0 0 A23 0 0 0 A11


2It can be checked immediately that (Szi )
2 ⊗ Szj = S
z
i ⊗
`
Szj
´2
= 0
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and its eigenvalues are given by
λ1 = λ2 = A44
λ3,4 = λ5,6 =
[
A22 ±
√
A45A
†
45
]
λ7,8 =
1
2
[
A11 +A46 +A55 ±
√
(A11 +A46 −A55)2 + 8A223
]
λ9 = A11 −A46
4.2 Mapping for the density matrix elements
Now we will map the above spin 1 quantities in terms of spin 1/2 ex-
pectation values, using the effective mapping between spin 1 chains and
integrable fermions discussed in Chapter 3. Let’s consider a state
|Ψ〉 = |ψ1〉+ ψ2〉
where
|ψ1〉 = | · · · 0 ↑ 0 · · · 0 ↓ 0 · · · 0 ↑ 0 · · · 0 ↓ 0 · · · 0 ↑ 0 · · · 〉
|ψ2〉 = | · · · 0 ↓ 0 · · · 0 ↑ 0 · · · 0 ↓ 0 · · · 0 ↑ 0 · · · 0 ↓ 0 · · · 〉
that is |ψ1〉(|ψ2〉) is the state with hidden antiferromagnetic order where the
first non zero spin is ↑(↓). Let’s recall the mapping3 (3.11)
Szi → ±
1 + σzi
2
∏
k<i
(−σzk)
from which immediately follows
(Szi )
2 → 1 + σ
z
i
2
We also write down the expressions we found for the string order pa-
rameter and the spin-spin correlation functions, eqs. (3.25), (3.12), (3.23)
respectively
Ozij = −〈
(
1 + σzi
2
)(
1 + σzj
2
)
〉 (4.23)
3The sign is ± whether the first non zero spin is ↑ or ↓
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Czij = 〈
j∏
k=i
σzk〉 (4.24)
Cxij = 〈σxi
j−1∏
k=i+1
(
1− σzk
2
)
σxj 〉 (4.25)
as well as that of the emptiness formation probability (EFP) [90], [67]
Eij = 〈
j∏
k=i
(
1− σzk
2
)
〉 (4.26)
We can now write down the entries of the density matrix in terms of spin
1/2 operators; it is straightforward for the diagonal elements4
•
Aˆ11 =
1
4
[(
1 + σzi
2
)(
1 + σzj
2
)
−
(
1 + σzi
2
) j−1∏
k=i+1
(−σzk)
(
1 + σzj
2
)]
=
1
4
(
−Oˆzij + (−1)j−iCˆzij
)
(4.27)
•
Aˆ22 =
1
2
[(
1 + σzi
2
)
−
(
1 + σzi
2
)(
1 + σzj
2
)]
=
1
2
(
1 + σzi
2
+ Oˆzij
)
(4.28)
•
Aˆ44 =
1
4
[(
1 + σzi
2
)(
1 + σzj
2
)
+
(
1 + σzi
2
) j−1∏
k=i+1
(−σzk)
(
1 + σzj
2
)]
=
1
4
(
−Oˆzij − (−1)j−iCˆzij
)
(4.29)
4We assume
Qj
k=i σ
z
k +
Qj−1
k=i σ
z
k +
Qj
k=i+1 σ
z
k +
Qj−1
k=i+1 σ
z
k = C
z
i,j + C
z
i,j−1 + C
z
i+1,j +
Czi+1,j−1 ≃ C
z
i,j
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•
Aˆ55 =
(
1− σzi
2
)(
1− σzj
2
)
= −
(
σz + Oˆzij
)
(4.30)
We find then, that all the diagonal elements of the two site density
matrix can be expressed as linear combinations of the longitudinal string
order parameter Oz and the spin-spin correlation function Cz.
It is now useful to define5
Pˆ{±↑i} =
1
2
[
1±
∏
k<i
(−σzk)
](
1 + σzi
2
)
Pˆ{±↓i} =
1
2
[
1∓
∏
k<i
(−σzk)
](
1 + σzi
2
)
i.e. the operators that project on states with a spin ↑(↓) on the i−th site,
and
Qˆ{±↑i} =
1
2
[
1∓
∏
k<i
(−σzk)
]
Qˆ{±↓i} =
1
2
[
1±
∏
k<i
(−σzk)
]
i.e. the operators that ensure that the last non zero spin before site i is ↑(↓).
• Let’s consider the action of the first term in Aˆ236 on |Ψ〉
Aˆ
(1)
23 |Ψ〉 = 0 if
[
i =↑, ↓
j = 0, ↓
So we have a non zero contribution only when i = 0 and j =↑; in
particular, the only case when the hidden order is not broken is when
the last non zero spin before i is ↓ and there is a string of zeroes
between i and j
Aˆ
(1)
23 |ψ1〉 = | · · · 0 ↑ 0 · · · 0 ↓ 0 · · · 0 ↑i 0 · · · 0 0j 0 · · · 0 ↓ 0 · · · 0 ↑ 0 · · · 〉
5The sign is ± whether the first non zero spin is ↑ or ↓
6We define Aˆ
(1)
23 =
1
2
〈Szi S
+
i ⊗ S
−
j S
z
j 〉
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and
Aˆ
(1)
23 |ψ2〉 = | · · · 0 ↓ 0 · · · 0 ↑i 0 · · · 0 0j 0 · · · 0 ↓ 0 · · · 0 ↑ 0 · · · 0 ↓ 0 · · · 〉
We must have then
Szi S
+
i ⊗ S−j Szj =
[
1 +
∏
k<i (−σzk)
2
] [
1 +
∏
k<i (−σzk)
2
](
1 + σzi
2
)
σ+i
j−1∏
k=i+1
(
1− σzk
2
)
σ−j
[
1 +
∏
k<j (−σzk)
2
](
1 + σzj
2
)
Taking into account the fact that(
1 + σzi
2
)
σ+i = σ
+
i σ
−
j
(
1 + σzj
2
)
= σ−j
we get
Szi S
+
i ⊗ S−j Szj =
[
1 +
∏
k<i (−σzk)
2
] [
1 +
∏
k<i (−σzk)
2
]
σ+i
j−1∏
k=i+1
(
1− σzk
2
)[
1 +
∏
k<j (−σzk)
2
]
σ−j
Noticing that
j−1∏
k=i+1
(
1− σzk
2
)[
1 +
∏
k<j (−σzk)
2
]
=
[
1 +
∏
k≤i (−σzk)
2
] j−1∏
k=i+1
(
1− σzk
2
)
and
σ+i
[
1 +
∏
k<i (−σzk) (−σzi )
2
]
=
[
1 +
∏
k<i (−σzk)
2
]
σ+i
we finally get
Szi S
+
i ⊗ S−j Szj =
[
1 +
∏
k<i (−σzk)
2
] [
1 +
∏
k<i (−σzk)
2
]
·
[
1 +
∏
k<i (−σzk)
2
]
σ+i
j−1∏
k=i+1
(
1− σzk
2
)
σ−j
96
=
[
1 +
∏
k<i (−σzk)
2
]
σ+i
j−1∏
k=i+1
(
1− σzk
2
)
σ−j (4.31)
We follow the same steps when we calculate the action of the operator
on |ψ2〉 keeping in mind that there is a − sign in the projectors. We
find
Szi S
+
i ⊗ S−j Szj =
[
1−∏k<i (−σzk)
2
]
σ+i
j−1∏
k=i+1
(
1− σzk
2
)
σ−j (4.32)
Combining the two terms we have
Szi S
+
i ⊗ S−j Szj =
[
1 +
∏
k<i (−σzk)
2
]
σ+i
j−1∏
k=i+1
(
1− σzk
2
)
σ−j
+
[
1−∏k<i (−σzk)
2
]
σ+i
j−1∏
k=i+1
(
1− σzk
2
)
σ−j
= σ+i
j−1∏
k=i+1
(
1− σzk
2
)
σ−j (4.33)
Proceeding in a completely analogous fashion for Aˆ
(1)
23 we get
Aˆ23 = Pˆ{+↑i}σ+i
j−1∏
k=i+1
(
1− σzk
2
)
σ−j Pˆ{+↑j}
+Pˆ{−↑i}σ+i
j−1∏
k=i+1
(
1− σzk
2
)
σ−j Pˆ{−↑j} + h.c.
= σ+i
j−1∏
k=i+1
(
1− σzk
2
)
σ−j + σ
−
i
j−1∏
k=i+1
(
1− σzk
2
)
σ+j =
Cˆxij
2
(4.34)
•
Aˆ†45|ψ〉 = 0 if
[
i = 0, ↓
j =↑, 0
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There is a non zero contribution only when i =↑, j =↓; in order non
to break the hidden order i and j must be between a ↓ and a ↑;
furthermore we need a string of zeroes between i and j. In the spin
1/2 “language”
Aˆ†45 = σ
−
i Pˆ{+↑i}
j−1∏
k=i+1
(
1− σzk
2
)
σ−j Pˆ{+↓j}
+σ−i Pˆ{−↑i}
j−1∏
k=i+1
(
1− σzk
2
)
σ−j Pˆ{−↓j}
= σ−i
j−1∏
k=i+1
(
1− σzk
2
)
σ−j =
Cˆxij
4
(4.35)
•
Aˆ46|ψ〉 6= 0 if
[
i =↓ (↑)
j =↑ (↓)
The only configuration that gives a non zero contribution and that
retains the hidden order is the one with a spin ↓(↑) at site i, a spin
↑(↓) at site j and spin 0 at all other sites
Aˆ46 =
1
2
∏
k<i
(
1− σzk
2
)
1 + σzi
2
j−1∏
k=i+1
(
1− σzk
2
)
Pˆ{−↑j}
∏
k>j
(
1− σzk
2
)
+
1
2
∏
k<i
(
1− σzk
2
)
1 + σzi
2
j−1∏
k=i+1
(
1− σzk
2
)
Pˆ{+↓j}
∏
k>j
(
1− σzk
2
)
=
1
2
∏
k<i
(
1− σzk
2
)
1 + σzi
2
j−1∏
k=i+1
(
1− σzk
2
)
1 + σzj
2
∏
k>j
(
1− σzk
2
)
=
1
2

∏
k
ckc
†
k +
∏
k 6=i
ckc
†
k +
∏
k 6=j
ckc
†
k +
∏
k 6=i,j
ckc
†
k

 (4.36)
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and the first term in the last line is an emptiness formation probabil-
ity(EFP)7.
Using the expressions obtained, we write down the eigenvalues
λ1 = λ2 =
1
4
(−Ozij − (−1)j−iCzij) (4.37)
λ3,4 = λ5,6 =
1
2
(
1 + 〈σzi 〉
2
+Ozij
)
±
∣∣∣∣C
x
ij
4
∣∣∣∣ (4.38)
λ7,8 =
1
2
[
1
4
(−Ozij + (−1)j−iCzij)+ 2Eij − (〈σz〉+Ozij)
±
√(
1
4
(
−Ozij + (−1)j−iCzij
)
+ 2Eij +
(
〈σz〉+Ozij
))2
+ 2
(
Cxij
)2 (4.39)
λ9 =
1
4
(−Ozij + (−1)j−iCzij)+ (〈σz〉+Ozij) (4.40)
The isotropic point (λ = 1,D = 0) is located in the Haldane phase; recalling
the asymptotic decay laws for the string order parameters and correlation
functions (see subsecs.3.4.1, 3.4.2, 3.4.3, 3.4.4), as well as that for the EFP
[67], we get that all the eigenvalues are asymptotically positive, and then
the negativity N is zero, thus according to the Peres-Horodecki criterion
[79], [80] the system is not entangled at large distances at the Heisenberg
point; it is known [64] that at the isotropic point the negativity of the
system is small but non zero, so there must be long distance entanglement
[64]. The approximation of our mapping onto the XY model “loses” this
feature of the system, thus we conclude that there is entanglement in the
spin degrees of freedom and not in the charge ones. . Still, since outside the
isotropic point the Peres-Horodecki criterion gives just a necessary condition
on the separability of the states, we cannot exclude the presence of bound
entanglement [81], [82].
7We will assume that A46 ≃ 2Eij as |i − j| ≥ 1, i.e. all the terms in the sum (4.36)
give the same contribution, since they can be expressed as pfaffians of matrices which are
asymptotycally equivalent
Conclusions
In this thesis we have reconsidered and extended the approach of ref.
[59] to the GS properties of spin-1 anisotropic quantum chains. We have
included a single-ion term in the Hamiltonian and, moreover, we have an-
alyzed explicitly how the spin-1 correlation functions are written in the
spinless fermions language and then in the framework of the XY model in
a transverse field for effective spin-1/2 degrees of freedom. In particular,
we have focused on the decay laws of the string correlators towards their
asymptotic values which apparently were missing in the literature.
The decay laws of string and spin-spin correlation functions (in the longi-
tudinal channel) are all related to the generating function c(eik) of equation
(3.51) and the determinants of the Toeplitz matrices derived from it. The
asymptotic behaviour of the transverse correlation function Cx(R), instead,
originates from a product of two Toeplitz determinants (see the Appendix,
in particular eq. (B.2)). The leading terms in the regime R ≫ 1 for the
various correlators are discussed in Sect. 3.4 and summarized in table 3.3.
In brief the most interesting points unveiled by the approach used here are:
• The nonvanishing string-order parameters of the spin-1 model (3.2)
are simply interpreted as the magnetization along x and z in the XY
chain with transverse field (eqs. (3.53) and (3.54)).
• There exists dual behaviour of Ox(R) and Cz(R) above and below the
transition, both for the asymptotic order parameters and for the decay
functional forms.
• The explicit calculation of Cx(R) allows us to prove an unusual feature
in statistical mechanics, already conjectured by Go´mez-Santos [59]:
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the spin-spin transverse correlation function exhibits always a finite
characteristic length Ξ (eq. (3.57)) even when the system becomes
critical.
The analytical results are supported by comparison with a numerical (DMRG)
study of the model, especially for the correlations Cx and Oz . A more de-
tailed comparison between the analytical and the numerical estimates should
take into account: i) finite-size effects due to a finite total length L while
in Sect. 3.2 we passed readily to the thermodynamic limit; ii) corrections
for finite distance R beyond the dominant ones. Although in principle they
can be computed systematically, in this thesis we have limited ourselves to
the leading terms in order to derive analytical expressions with the smallest
possible number of fitting parameters.
We studied then the entaglement properties of the model. It is known
from the Peres-Horodecki [79], [80] criterion that a mixed state for a bi-
partite is separable if its partial transpose with respect to one of the two
subsystems is positive. Using the symmetries of the λ-D hamiltonian we
derived an analytic expression for the negativity N of the model obtaining
essentially the same results as in reference [88]. Using the same approach
as in Chapter 3 we have been able to write down all the eigenvalues of the
partial transpose of the system in terms of the spin-spin correlators Cx,z
(see subsecs. 3.4.2, 3.4.4) and the string correlators Ox,z (see subsecs.3.4.1,
3.4.3, ) of the λ-D model, and in the terms of the Emptiness Formation
Probability E of the associated spin 1/2 XY model [67]. We found that
at the isotropic Heisenberg point all the eigenvalues are asymptotically (for
large separation distances) positive, finding out then N → 0 asymptotically.
According to the Peres-Horodecki criterion we find no entanglement at the
Heisenberg point at large distances; it is known [64] that at the isotropic
point the negativity of the system is small but non zero, so there must be
long distance entanglement [64]. The approximation of our mapping onto
the XY model “loses” this feature of the system, thus we conclude that there
is entanglement in the spin degrees of freedom and not in the charge ones.
Being the criterion only necessary outside the isotropic point, we cannot
exclude the presence of bound entanglement [81], [82].
Appendix A
Toeplitz forms
In this appendix we shall review the basic definitions and properties of
Toeplitz forms and a few theorems we found useful for our purposes. We
then give a brief survey on the asymptotic properties of the determinants of
Toeplitz matrices. Unless differently cited, the material in the appendix is
from the monographs by Bo¨ttcher, Grudsky and Silbermann [20], [21], [22].
A.1 Toeplitz matrices: definitions and some useful
theorems
An infinite Toeplitz matrix is defined as
A = (aj−k)
∞
j,k=0 =


a0 a−1 a−2 · · ·
a1 a0 a−1 · · ·
a2 a1 a0 · · ·
· · · · · · · · · · · ·

 (A.1)
and its large finite section as
A = (aj−k)
n−1
j,k=0 =


a0 · · · a−(n−1)
...
. . .
...
an−1 · · · a0

 (A.2)
The first important result in the theory of Toeplitz forms is the following
Theorem 1 (Toeplitz 1911). The matrix (A.1) defines a bounded operator
on l2 iff the numbers {an} are the Fourier coefficients of some function
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a ∈ L∞(T)
an =
1
2π
∫ 2π
0
a
(
eiθ
)
e−inθdθ n ∈ Z (A.3)
In this case the norm of the operator given by (A.1) is
‖a‖∞ = ess supt∈T |a(t)| = inf {{c ∈ R : µ ({t : a(t) > c}) = 0} (A.4)
T being the complex unit circle. If there is a function a ∈ L∞ satisfying
Th.A.1, this function is unique. In the following we denote both the matrix
and the operator it induces on l2 by T (a), a being defined as the symbol of
the Toeplitz form.
We cite now the two propositions
Proposition 1 (Gohberg 1952). The only compact Toeplitz operator is the
zero operator.
Proposition 2. The Toeplitz operator is self-adjoint if and only if a is real
valued.
Let’s now concentrate on continuos symbols. Let C(T ) be the set of all
continuos functions on the unit circle T. For a ∈ L∞, we define the function
a˜ = a(1/t) with t ∈ T. In terms of Fourier series
a(t) =
∞∑
n=−∞
ant
n a˜(t) =
∞∑
n=−∞
a−nt
n (A.5)
and clearly
T (a) =


a0 a−1 a−2 · · ·
a1 a0 a−1 · · ·
a2 a1 a0 · · ·
· · · · · · · · · · · ·

 T (a˜) =


a0 a1 a2 · · ·
a−1 a0 a1 · · ·
a−2 a−1 a0 · · ·
· · · · · · · · · · · ·

(A.6)
and thus T (a˜) is the transpose of T (a). We now define the Hankel operator
H(a) generated by the symbol a by the matrix
H(a) = (aj+k+1)
∞
j,k=0 =


a1 a2 a3 · · ·
a2 a3 · · ·
a3 · · ·
· · ·

 (A.7)
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Proposition 3. If a ∈ C then H(a) and H(a˜) are compact operators.
We have now the following fundamental result on the product of Toeplitz
operators
Theorem 2. If a, b ∈ L∞, then
T (a)T (b) = T (ab)−H(a)H(b˜) (A.8)
Theorem 3 (Brown and Halmos 1963 [76]). T (a)T (b) is a Toeplitz operator
iff either a∗(t) or b(t) are analytic functions; if the latter condition is satisfied
then T (a)T (b) = T (ab).
Let B be a Banach space and A ∈ B(B) with B(B) a Banach algebra.
The operator A is said to be a Fredholm operator if ImA is a closed subspace
of B and the two numbers
α(A) = dimKerA β(A) = dim(B/ImA) (A.9)
are finite. If A is Fredholm the index of A is defined as
IndA = α(A)− β(A) (A.10)
Theorem 4 (Coburn’s Lemma). Let a ∈ L∞ and suppose a does not vanish
identically. Then T (a) has a trivial kernel on l2 or its image is dense in l2.
In particular T (a) is invertible if and only if T (a) is Fredholm of index zero.
Let’s now consider more general matrices of the form
An = Tn(a) + PnKPn +WnLWn + Cn (A.11)
with Tn(a) the n× n Toeplitz matrix generated by a, Pn the projection
Pn : l
2 → l2, (x0, x1, x2, · · · )→ (x0, · · · , xn−1, 0, 0, · · · ) (A.12)
and similarly
Wn : l
2 → l2, (x0, x1, x2, · · · )→ (xn−1, · · · , x0, 0, 0, · · · ) (A.13)
K and L are compact operators on l2, and {Cn} is a sequence of n × n
matrices such that ‖Cn‖ → 0.
We have the following results
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Proposition 4 (Widom 1976). If a, b ∈ L∞, then
Tn(a)Tn(b) = Tn(ab)− PnH(a)H(b˜)Pn −WnH(a˜)H(b)Wn (A.14)
Theorem 5 (Widom 1976, Silbermann 1981). Let1
{An} = {Tn(a) + PnKPn +WnLWn + Cn} ∈ S(C) (A.15)
and suppose T (a) +K and T (a˜) +L are invertible. Then for all sufficiently
large n
A−1n = Tn(a
−1) + PnXPn +WnYWn +Dn (A.16)
where ‖Dn‖ → 0 and the compact operators X and Y are given by
X = (T (a) +K)−1 − T (a−1) Y = (T (a˜) + L)−1 − T (a˜−1) (A.17)
A.2 Asymptotic behavior of Toeplitz determinants
We shall now review the fundamental results on the asymptotic behavior
of determinants of Toeplitz matrices2 generated by the symbol a(k)
Dn[a] = det(Tn(a)) = det
(
1
2π
∫ π
−π
dka(k)e−i(j−l)k
)n
j,l=0
(A.18)
with a(k) a complex periodic function, i.e. a(k) = a(k + 2π). In the fol-
lowing we specialize to the asymptotics of determinants of Toeplitz matrices
generated by symbols with zero index, the index being defined as
Ind[a(k)] ≡ 1
2π
∫ π
−π
dk
a′(k)
(k)
(A.19)
A.2.1 Strong Szego¨ limit theorem
Let
a(k) =
∞∑
m=−∞
ame
imk (A.20)
1
S is defined as the set of all sequences {An} of n×n matrices such that supn≥1 ‖An‖ <
∞
2See for instance the recent review [91]
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where
∞∑
m=−∞
|am| <∞
∞∑
m=−∞
|am|2m <∞ (A.21)
and let
a(k) 6= 0 Ind [a(k)] = 0 (A.22)
Under this assumptions the strong Szego¨ limit theorem[17], [16] holds, and
we have
lim
n→∞
Dn[a]
G[a]n+1
= E[a] (A.23)
with
G[a] = exp
(
1
2π
∫ 2π
0
dk ln a(k)
)
(A.24)
E[a] = exp
1
2
∞∑
m=−∞
aˆmaˆ−m|m| (A.25)
In this formula aˆm is the m-th Fourier coefficient of ln a(k).
A.2.2 The Fisher-Hartwig conjecture
If the generating function has zeroes, jumps or singularities, Szego¨ The-
orem does not hold anymore, and the Fisher-Hartwig conjecture [18], [93],
[96], [97] must be used. Suppose a(k) has R singularities in k = θr (r =
1, . . . , R), we can decompose it as
a(k) = τ(k)
R∏
r=1
eiκr [(k−θr)modπ−π] (2− 2 cos(k − θr))λr (A.26)
where τ(k) is a continuos function satisfying the assumptions of Szego¨ The-
orem. Then according to the Fisher-Hartwig conjecture, the asymptotic
behavior of the determinant is given by [18]
Dn[a] ∼ E[τ, {κj}, {λj}, {θj}]n
P
r(λ2r−κ2r)G[τ ]n (A.27)
with the constant prefactor given by
E[τ, {κj}, {λj}, {θj}] ≡ E[τ ]
R∏
r=1
(
τ−
(
eiθr
))−κr−λr (
τ+
(
e−iθr
))κr−λr
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∏
1≤r 6=s≤R
(
1− ei(θs−θr)
)(κr+λr)(κs−λs) R∏
r=1
G(1 + κr + λr)G(1 − κr + λr)
G(1 + 2λr) (A.28)
G[τ ] and E[τ ] are defined respectively in (A.24) and (A.25), τ± are given by
the factorization
τ(k) = τ−
(
eik
)
G[τ ]τ+
(
e−ik
)
(A.29)
such that τ+ (τ−) is analytic inside (outside) the unit circle where τ is
defined, and satisfies the condition τ+(0) = τ−(∞) = 1. G is the Barnes
G-function, defined by
G(z + 1) ≡ (2π)z/2e−[z+(γ+1)z2]/2
∞∏
n=1
(
1 +
z
n
)k
e−z+
z2
2n (A.30)
where γ = 0.57721 . . . is Euler-Mascheroni constant. The Barnes function
satisfies the remarkable identity G(z + 1) = Γ(z)G(z) where Γ(z) is the
Gamma function.
In general τ± can be obtained as
ln τ+(w) =
1
2πi
∮
dz
ln τ(z)
z − w |w| < 1
ln τ−(w) = − 1
2πi
∮
dz
ln τ(z)
z − w |w| > 1 (A.31)
In order to make more evident its analytic structure, we can rewrite the
generating function as
a(z) = τ(z)
R∏
r=1
(
1− z
zr
)λr+κr (
1− z
zr
)λr−κr
(A.32)
with z = eik, zr = e
iθr .
Fisher-Hartwig conjecture has actually been proven in special cases be
several authors [20]: λ, κ real and |κ| < 1/2; κ = 0; ℜ(κ) = 0; λ = 0,
|ℜ(κ)| < 1/2; ℜ(λ) ≥ 0, ℜ(κ) < ℜ(λ) + 1; λ = 0. ℜ(κ) < 5/2; λ, κ complex
and ℜ(λ) > −1/2. The conjecture is also proven ∀ λ, κ in the case of just
one singularity.
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A.2.3 Generalized Fisher-Hartwig conjecture
Fisher-Hartwig conjecture must be generalized when more than one in-
equivalent representations of the generating function in the form (A.26) are
possible [96], [97]. In this case the symbol is written as
a(k) = τ ı(k)
R∏
r=1
eiκ
ı
r [(k−θr)mod2π−π] (2− 2 cos(k − θr))λ
ı
r (A.33)
the index ı labels the different parametrizations (for R > 1 it exists a count-
able number of parametrizations). The asymptotic formula for the determi-
nant is given by [96], [97]
Dn[a] ∼
∑
ı∈Γ
E[τ ı, {κıa}, {λıa}, {θa}]nΩ(ı)G[τ ı]n (A.34)
with
Ω(ı) =
∑
r
(
(λır)
2 − (κır)2
)
(A.35)
Γ = {ı||Re[Ω(ı)] = maxjRe[Ω(j)]} (A.36)
The generalization of the conjecture gives the asymptotic behavior of the
determinant of the Toeplitz matrix as a sum of Fisher-Hartwig-like behaviors
calculated for the different inequivalent representations.
A.2.4 Widom’s theorem
If a(k) is supported in the interval α ≤ k ≤ 2π−αWidom’s theorem [92]
must be applied. In this case the asymptotics of the determinant is given
by
Dn[a] ∼ 21/12e3ζ′(−1)
(
sin
α
2
)−1/4
E[ρ]2n−1/4G[ρ]n
(
cos
α
2
)n2
(A.37)
where G e E are defined respectively in (A.24) and (A.25),
ρ(k) = a
(
2 cos−1
[
cos
α
2
cos k
])
(A.38)
with the convention 0 ≤ cos−1 x ≤ π.
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A.3 Block Toeplitz matrices
Let ψ ∈ L∞ (M)N×N a n×n matrix valued function defined on the unit
circle with Fourier coefficients ψk ∈ CN×N . Let’s consider the set B made
by the functions ψ ∈ L1(M) whose Fourier coefficients satisfy
‖ψ‖B :=
∞∑
k=−∞
|ψk|+
(
∞∑
k=−∞
|k||ψk|2
)1/2
<∞ (A.39)
Endowing the set B with the above norm, B becomes a Banach algebra of
the continuos functions on the unit circle.
Theorem 6 (Szego¨-Widom [95]). Let ψ ∈ BN×N and suppose that the
function detψ never vanishes on M and has zero winding number. Then,
as n→∞
detTn(ψ) ∼ G(ψ)nE(ψ) (A.40)
with
G(ψ) = exp
1
2π
∫ 2π
0
ln
(
detψ
(
eix
))
dx (A.41)
and
E(ψ) = det
[
T (ψ)T (ψ−1)
]
(A.42)
We define the Toeplitz operators as
T (ψ) = (ψj−k) 0 ≤ j, k <∞
Unfortunately no explicit expression for E(ψ) is known, unless in some very
special cases when further hypothesis are made on the symbol.
Theorem 7 (Widom [94]). Let ψ ∈ BN×N such that the function detψ
never vanishes on M and has zero winding number. Suppose ψk = 0 ∀k > n
or ψ−k = 0 ∀k > n. Then
E(ψ) = G(ψ)n det
[
Tn
(
ψ−1
)]
(A.43)
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Theorem 8 (Widom [94], [68] ). Suppose that, in addition to the conditions
of Theorem 6, the matrix ψ−1 has the Wiener-Hopf factorization
ψ−1(z) = u+(z)u−(z) = v−(z)v+(z) (A.44)
where the subscribes “+” e “−” indicate analyticity inside and outside of
the unit circle, respectively. Suppose also that ψ(z) can be included into a
differentiable family λ → ψ(z, λ). Then lnE(ψ) is a differentiable function
of λ, and
d
dλ
lnE(ψ) =
i
2π
∫
|z|=1
tr
[(
u′+(z)u−(z)− v′−(z)v+(z)
) ∂ψ(z, λ)
∂λ
]
dz(A.45)
where (′) denotes the derivative with respect to z.
Let’s finally consider a generalization of Szego¨-Widom theorem [98]. Let
F be the set of all sequences of n × n matrices (An)∞n=1 which are of the
form
An = Tn(a) + PnKPn +WnLWn + Cn (A.46)
with a ∈ B, K ed L are trace class operators on l2 and Cn are n×n matrices
that tend to zero in the trace norm. The set of the sequences (Cn)
∞
n=1 will
be denoted by N . Finally Pn e Wn are defined by (A.12) and (A.13). The
set F is a Banach algebra with algebraic operations defined elementwise and
the norm
‖An‖F = ‖a‖B + ‖K‖1 + ‖L‖1 + sup
n≥1
‖Cn‖1 (A.47)
where ‖ · ‖1 refers to the trace norm. Let GBN×N be the group of all
invertible elements in the Banach algebra BN×N , and denote by G1BN×N
the connected component of BN×N containing the identity element.
We are going to consider elements (An,t)
∞
n=1 ∈ FN×N which depend
analytically on a parameter t ∈ Ω
An,t = Tn (at) + PnKtPn +WnLtWn + Cn,t (A.48)
Theorem 9. [98] Let Ω be an open subset of C. For each t ∈ Ω let
(An,t)
∞
n=1 ∈ FN×N , and assume that the map t ∈ Ω → (An,t)∞n=1 ∈ FN×N
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is analytic. Moreover, suppose that at ∈ G1BN×N where at generates the
Toeplitz matrix Tn (at). Then ∀t ∈ Ω the limit
Et = lim
An,t
G (at)
n (A.49)
exists, the convergence is locally uniform on Ω, and Et depends analytically
on t.
Appendix B
Toeplitz formulation of Cx(R)
The transverse correlation function may be written as (3.23)
Cx = 1
4
〈S+j S−j+R + S−j S+j+R〉 = 〈σx
j+R−1∏
k=j+1
(
1− σzk
2
)
σxj+R〉
= 〈Aj
∏
k<j
(1− 2nk)
j+R−1∏
k=j+1
(1− nk)
∏
k<j+R
(1− 2nk)Aj+R〉
= 〈Bj

j+R−1∏
k=j+1
ckc
†
k

Aj+R〉 = 〈c†j

j+R−1∏
k=j+1
ckc
†
k

 c†j+R〉
+〈c†j

j+R−1∏
k=j+1
ckc
†
k

 cj+R〉−〈cj

j+R−1∏
k=j+1
ckc
†
k

 c†j+R〉−〈cj

j+R−1∏
k=j+1
ckc
†
k

 cj+R〉
where A and B are defined as usual by
Ai = c
†
i + ci Bi = c
†
i − ci
By observing that
〈c†j

j+R−1∏
k=j+1
ckc
†
k

 c†j+R〉 =
〈c†j

j+R−1∏
k=j+1
ckc
†
k

 c†j+R


†〉
= −〈cj

j+R−1∏
k=j+1
ckc
†
k

 cj+R〉
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〈c†j

j+R−1∏
k=j+1
ckc
†
k

 cj+R〉 =
〈c†j

j+R−1∏
k=j+1
ckc
†
k

 cj+R


†〉
= −〈cj

j+R−1∏
k=j+1
ckc
†
k

 c†j+R〉
we can write Cx(R) (using translational and U(1) rotational invariance about
z) as
Cx(R) = 2

〈c†j

j+R−1∏
k=j+1
ckc
†
k

 c†j+R〉+ 〈c†j

j+R−1∏
k=j+1
ckc
†
k

 cj+R〉


Using Wick’s theorem [6] we can express the above expectation values as
Pf|iF1 iF2 · · · iFR−2 iFR−1 −H−1 −H−2 · · · −H−R+1 −H−R
iF1 · · · iFR−3 iFR−2 −H0 −H−1 · · · −H−R+2 −H−R+1
. . .
...
...
...
...
...
...
...
iF1 iF2 −HR−4 −HR−5 · · · −H−2 −H−3
iF1 −HR−3 −HR−4 · · · −H−1 −H−2
−HR−2 −HR−3 · · · −H0 −H−1
−iF1 · · · −iFR−2 −iFR−1
. . .
...
...
−iF1 −iF2
−iF1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
and
Pf|iF1 iF2 · · · iFR−2 iFR−1 −H−1 −H−2 · · · −H−R+1 iFR
iF1 · · · iFR−3 iFR−2 −H0 −H−1 · · · −H−R+2 iFR−1
. . .
...
...
...
...
...
...
...
iF1 iF2 −HR−4 −HR−5 · · · −H−2 iF3
iF1 −HR−3 −HR−4 · · · −H−1 iF2
−HR−2 −HR−3 · · · −H0 iF1
−iF1 · · · −iFR−2 HR−1
. . .
...
...
−iF1 H2
H1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
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with
Fl−j ≡ i〈cjcl〉 = −i〈c†jc†l 〉 =
1
2π
∫ 2π
0
dke−ik(l−j)f
(
eik
)
Hl−j ≡ 〈cjc†l 〉 =
1
2π
∫ 2π
0
dke−ik(l−j)h
(
eik
)
e−ik
f
(
eik
)
≡ γ sin k
2
√
(cos k − h)2 + γ2 sin2 k
, h
(
eik
)
≡ e
ik
2
(
1 +
cos k − h√
(cos k − h)2 + γ2 sin2 k
)
.
It is useful to note that Fl−j = −Fj−l and Hl−j = Hj−l. We now write Cx
as
Cx = −
√
detM1 −
√
detM2 (B.1)
where M1 is a block Toeplitz matrix defined by
M1 =
(
−iF −H
HT +iF
)
=M1[φ]
generated by the matrix-valued symbol (analytically continued to the unit
circle)
φ(z) =
(
−if(z) −h(z)
h(z−1) if(z−1)
)
while M2 =M1 −M0 with M0 given by

0 · · · 0 0 . . . 0 −H−R − iFR
...
...
...
...
...
...
...
0 . . . 0 0 . . . 0 −H−1 − iF1
0 · · · 0 0 . . . 0 −HR−1 − iFR−1
...
...
...
...
...
...
...
0 . . . 0 0 . . . 0 −H1 − iF1
H−R + iFR · · · H−1 + iF1 HR−1 + iFR−1 . . . H1 + iF1 0


The two matrices M1 and M2 are asymptotically equivalent, since their
difference ‖M0‖1 → 0 as R → ∞ (‖ · ‖1 being the trace norm); we get
then detM1 = detM2 so that Cx(R) ≃ −2
√
detM1. In order to find out
the asymptotic behavior of the determinant, we have to study the analytic
properties of
detφ(z) =
1
2

1 + sign(z) z2 + 1− 2hz√
(z2 + 1− 2hz)2 − γ2 (z2 − 1)2

 ;
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We have, for instance, that when z = ±1, detφ(±1) = 12 (1 + sign(±1)sign (1∓ h))
so that for h < 1 the symbol is singular at z = −1, while for h > 1 it is
singular at z = +1. Unfortunately, as discussed also in [68], [98] known re-
sults for the asymptotics of the determinants of Toeplitz matrices generated
by matrix-valued symbols do not cover the case of singular symbols with
vanishing determinant. Hence, the strategy is to factorize the determinant
of M1 as a product of determinants of matrices generated by scalar-valued
symbols. Fortunately, in this case this task is accomplished by transforming
M1 through the matrix
U =
(
1 iF−1H
0 1
)
well defined for even R, so that
UTM1U =
(
−iF 0
0 iF+ iHTF−1H
)
. (B.2)
Now, we first use a theorem by Widom and Silbermann (see Theorem 5 in
Appendix A and, for instance, [20], [21], [22]) according to which F−1 is a
Toeplitz matrix generated by f−1 (in the present case this result holds for
even R) and then express the product HTF−1H as another Toeplitz matrix
generated by the symbol ih(z−1)f−1(z)h(z). The last identification can be
done by using repeatedly a theorem by Brown and Halmos (see Theorem 3
[76] in Appendix A):
T (ϕ)T (ψ) is a Toeplitz operator iff either ϕ∗(z) or ψ(z) are
analytic functions; if the latter condition is satisfied then T (ϕ)T (ψ) =
T (ϕψ)
where T (ϕ) denotes the Toeplitz matrix generated by the function ϕ.
We have at last that
detM1 = det (−iF) det
(
iF+ iHTF−1H
)
(B.3)
since detU = 1.
Let us start by computing det(−iF):
115
Figure B.1: Plot of the generating function of F in the Haldane phase (blue
line) and in the Ne´el phase (red line); in a) it is plotted as a function of k,
while in b) we plot its absolute value as a function of z = eik
• Haldane phase h < 1 (λ2 > 1). From the analytic continuation to the
unit circle
f(z) = −i γ
2 (1− γ)sign(z)
(1− z) (1 + z)√
(z − λ1) (z − λ2) (1− zλ1) (1− zλ2)
(B.4)
we see that f vanishes at z = ±1 and is singular at z = λ−11,2 (see
Figure B.1). This case is covered by the Fisher-Hartwig conjecture (see
section A.2.2 and references therein); in order to study the asymptotic
behaviour we must find a factorization for the generating function of
the form
−if(z) = τ(z)
∏
r
(
1− z
zr
)αr+βr (
1− zr
z
)αr−βr
where ar and βr are defined in table B.1 and the function τ(z) satisfies
the conditions of Szego¨’s theorem [16]. We find out that
τ(z) =
γ
2(γ − 1) (−λ1λ2)
−5/4 [(z − λ1) (z − λ2)]−1/2
τ+ = (−λ1λ2)1/2 [(z − λ1) (z − λ2)]−1/2 τ− = 1
We calculate the constants E[τ ] and G[τ ] defined in (A.24), (A.25)
G[τ ] = exp
(
1
2π
∫ 2π
0
ln
∣∣∣τ(eik)∣∣∣) = γ
2(γ − 1) (|λ1|λ2)
−7/4 = exp (−βH)(B.5)
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zr αr βr
−1 1/2 3/4
+1 1/2 3/4
λ−11 −1/4 −1/2
λ−12 −1/4 −1/2
Table B.1: Values of zr, αr, βr for the function f(z) (eq. (B.4)) in the
Haldane and Ne´el phases.
E[τ ] = exp
(
1
2
∞∑
m=−∞
τˆmτˆ−m|m|
)
) = 1 (B.6)
The asymptotic behavior turns out to be det(−iF) ∼ EHR−1 exp(−βHR)
with the constant prefactor given by
EH =
[
1 + h
1− h
]1/2 [Γ (54)Γ (−14)Γ (−34)Γ (14)
Γ
(−12)
]2
·
[
G (54)G (−14)G (−34)G (14)
G (−12)
]2
(B.7)
As we have already seen in (A.27) the exponent of the power-law
prefactor is given by
∑
r
(
α2r − β2r
)
where the index r runs over all
zero and singular points zr of f(z)
• Critical line h = 1 (λ2 = 1). There is only one zero at z = −1 and
one singularity at z = 1/λ1. The exponents associated with these two
points are the same as in the Haldane phase; in this case the power
of R receives contributions only from these two points and becomes
[(1/2)2−(3/4)2+(−1/4)2−(−1/2)2] = −1/2, instead of −1. However,
the characteristic inverse scale in the exponential is nonvanishing even
at the critical point
βc =
7
4
ln |λ1| − ln γ
2(γ − 1) . (B.8)
We calculated the constant prefactor obtaining the same expression as
in (B.7) except that the first square bracket is substituted by γ−1/4
and the powers of the other two square brackets are 1 instead of 2
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Figure B.2: Plot of the generating function of G in the Haldane phase (blue
line) and in the Ne´el phase (red line); in a) it is plotted as a function of k,
while in b) we plot its absolute value as a function of z = eik
• Ne´el phase h > 1 (λ2 < 1). The zeroes remain at z = ±1 while the
singularities now are at z = λ−11 and z = λ2 (see Fig.B.1). Therefore,
we proceed along the same line followed for the Haldane phase, just by
replacing λ2 ↔ 1/λ2. In particular, we find the same numbers αr and
βr as for the case h < 1 and thus the asymptotic behaviour remains
of the form det(−iF) ∼ ENR−1 exp(−βNR) with
βN =
7
4
ln
|λ1|
λ2
− ln γ
2(γ − 1) . (B.9)
the constant prefactor given by the same expression as (B.7) except
for the first term in square brackets given now by [−(1+h)/(1−h)]1/2.
Let us now pass to detG, with G = iF+ iHTF−1H, generated by the
symbol (see Figure B.2)
g(z) = ih(z−1)f−1(z)h(z) + if(z)
= −1
γ
1
z2 − 1
[
z2 − 2hz + 1 + z
√
(z + z−1 − 2h)2 − γ2 (z − z−1)2
]
(B.10)
(analytically continued to the unit circle).
• Haldane phase h < 1 (λ2 > 1). The Fisher-Hartwig conjecture (A.2.2)
now can be applied, thanks to the following factorization
g(z) = τ(z) (1− z)α1+β1 (1− z−1)α1−β1 (1 + z)α2+β2 (1 + z−1)α2−β2
(B.11)
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zr αr (H) βr (H) αr (N) βr (N)
−1 1/2 1/2 1/2 1/2
+1 −1/2 −1/2 1/2 1/2
Table B.2: Values of zr, αr, βr for the function g(z) in the Haldane and Nel
phases.
with α1,2 and β1,2 as in table B.2 and with
τ(z) =
1
γ
1
(1 + z)2
[
z2 − 2hz + 1 + z
√
(z + z−1 − 2h)2 − γ2 (z − z−1)2
]
satisfying Szego¨’s theorem [16]. Consequently, the asymptotic be-
haviour is purely exponential: detG ∼ E′H exp(−β′HR) where
β′H = −
1
2π
∫ 2π
0
dk ln
∣∣∣∣cos k − h+
√
(cos k − h)2 + (γ sin k)2
∣∣∣∣+ ln γ2 .
(B.12)
• Critical line h = 1 (λ2 = 1). There are no singularities and a simple
zero at z = −1, with exponents α and β as in the first row of table
B.2. Therefore, the net power of R in the algebraic prefactor vanishes
and the decay is purely exponential with
β′c = −
1
2π
∫ 2π
0
dk ln
∣∣∣∣cos k − 1 +
√
(cos k − 1)2 + (γ sin k)2
∣∣∣∣+ ln γ2 .
(B.13)
As a function of γ, β′c is decreasing for γ > 1 but does not vanish.
• Ne´el phase h > 1 (λ2 < 1). With respect to the Haldane phase, the
function τ(z) changes to
τ(z) =
1
γ
1
(1 + z)2 (1− z)2
·
[
z2 − 2hz + 1 + z
√
(z + z−1 − 2h)2 − γ2 (z − z−1)2
]
(B.14)
while the exponents α1,2 and β1,2 are reported in the fourth and fifth
column of table B.2. Again, there is no algebraic prefactor and the
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constant of the exponential decay, detG ∼ E′N exp(−β′NR), reads
β′N = −
1
2π
∫ 2π
0
dk ln
∣∣∣∣cos k − h+
√
(cos k − h)2 + (γ sin k)2
∣∣∣∣+ln γ2 = β′H(γ, h).
(B.15)
Unfortunately we have not been able to evaluate analytically the previous
integrals.
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