Abstract. Zonotopes are becoming an increasingly popular set representation for formal verification techniques. This is mainly due to their efficient representation and the favorable computational complexity of important operations in high-dimensional spaces. In particular, zonotopes are closed under Minkowski addition and linear maps, which can be very efficiently implemented. Besides those operations, zonotopes are also closed under Minkowski difference. However, to the best knowledge of the author, no algorithm for computing the Minkowski difference of zonotopes has been published so far. This paper presents a detailed description on how to compute the Minkowski difference of zonotopes. The efficiency of the proposed solution is demonstrated by numerical experiments, which show that the computation time is significantly reduced compared to computing the Minkowski difference of the corresponding halfspace representation.
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Zonotopes have recently enjoyed a lot of popularity as a set representation for formal methods in engineering and computer science. One of the main reasons is that zonotopes can efficiently be stored in computer systems, especially when dealing with high-dimensional problems. Another important reason is that zonotopes are closed under linear maps, Minkowski addition, and Minkowski difference. The computation of linear maps and Minkowski additions are well-known as shown in Sec. 2. However, to the best knowledge of the author, there exists no published algorithm for computing the Minkowski difference of zonotopes. Such an algorithm would open up new possibilities for formal methods in engineering and computer science. We first review existing literature on zonotopes for formal verification of dynamic systems.
Nowadays, zonotopes are widely used to compute the reachable set of continuous dynamic systems, i.e., the set of states that are reachable by the solution of a differential equation when the initial state, inputs, and parameters are uncertain within bounded sets. Early works on this problem used a variety of set representations, such as polytopes [9] , ellipsoids [31] , oriented hyper-rectangles [42] , and level sets [35] . All the mentioned set representations are either not closed under important operations (e.g. ellipsoids and oriented hyper-rectangles are not closed under Minkowski addition) or are computationally inefficient in high-dimensional spaces (e.g. polytopes and level sets). Especially for linear continuous systems, zonotopes provide an excellent compromise between accuracy and efficiency as first
In computer science, zonotopes are used as abstract domains in abstract interpretation for static program analysis [19] , whose implementation details can be found in [15] . An extension of zonotopes with (sub-)polyhedric domains can be found in [14] . Further extensions of zonotopes exist, but for the brevity of the literature review, they are not presented. Zonotopes are also used in automated theorem provers as a set representation [24] . Finally, zonotopes are used as bounding volumes to facilitate fast collision detection algorithms [21] .
As shown above, the applications of zonotopes are manifold. Most works use zonotopes to enclose other sets, resulting in over-approximations. However, for many applications being able to compute the Minkowski difference 1 is essential. Examples of the use of the Minkowski difference are the computation of invariance sets of dynamic systems [34] , reachability analysis [40] , robust model predictive control [41] , optimal control [27] , robotic path planning [7] , robust interval regression analysis [25] , and cooperative games [12] . Providing an algorithm for computing the Minkowski difference of zonotopes would open up many new possibilities for not only over-approximating sets, but also under-approximating them. Minkowski difference is well-known and rather straightforward to implement for polytopes for which open source implementations exist, see e.g. [23] . Since a zonotope is a special case of a polytope, one could use the algorithms for polytopes. However, this has two disadvantages compared to our proposed algorithm:
• When transforming a zonotope into a polytope representation, one looses the efficient representation of zonotopes and possible subsequent operations, such as Minkowski addition cannot be performed efficiently using polytopes [26] .
• Our novel approach for computing the Minkowski difference is more efficient compared to the one for polytopes as presented later.
The paper is organized as follows: We recall in Sec. 2 some preliminaries on zonotopes and provide the definition of the Minkowski difference. In Sec. 3, algorithms are presented jocg.org for converting the generator representation of zonotopes into a halfspace representation. The halfspace representation is used to obtain the resulting zonotope of the Minkowski difference in Sec. 4. The performance of the approach is demonstrated by numerical experiments in Sec. 5.
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We first recall the representation of a zonotope, followed by three interpretations. Throughout this paper, we index elements of vectors and matrices by subscripts and enumerate vectors or matrices by superscripts in parentheses to avoid confusion with the exponentiation of a variable. For instance A (k) ij is the element of the i th row and j th column of the k th matrix A (k) .
Definition 1 (Zonotope (G-Representation)). Zonotopes are parameterized by a center c ∈ R n and generators g (i) ∈ R n and defined as
The order of a zonotope is defined as ̺ = p n .
We write in short Z = (c, g (1) , . . . , g (p) ). Zonotopes are a compact way of representing sets in high-dimensional spaces. More importantly, linear maps M ⊗ Z := {M z|z ∈ Z} (M ∈ R q×n ) and Minkowski addition Z 1 ⊕ Z 2 := {z 1 + z 2 |z 1 ∈ Z 1 , z 2 ∈ Z 2 }, as required in many of the applications mentioned in Sec. 1, can be computed efficiently and exactly [29] . Given Z 1 = (c, g (1) , . . . , g (p 1 ) ) and Z 2 = (d, h (1) , . . . , h (p 2 ) ) one can efficiently compute
Note that in the remainder of this paper, the symbol for set-based multiplication is often omitted for simplicity of notation, and that one or both operands can be singletons. For addition and subtraction of a set with a singleton, we use the classical symbols + and −. In order to avoid parentheses, it is agreed that operations of fixed values have precedence over corresponding set-based operations, e.g. a + b ⊕ C = (a + b) ⊕ C, and that set-based multiplication has precedence over Minkowski addition. A zonotope can be interpreted in three ways [22, p. 364] . We introduce all of them since each of them is used in this paper to concisely show certain properties.
Å Ò ÓÛ× Ø ÓÒ Ó Ð Ò × Ñ ÒØ×´¬Ö×Ø ÒØ ÖÔÖ Ø Ø ÓÒµ A zonotope can be interpreted as the Minkowski addition of line segments
, and is visualized step-by-step in R 2 in Fig. 1 .
ÈÖÓ Ø ÓÒ Ó ÝÔ ÖÙ ´× ÓÒ ÒØ ÖÔÖ Ø Ø ÓÒµ A zonotope can be interpreted as the projection of a p-dimensional unit hypercube C = [−1, 1] p onto the n-dimensional space by the matrix of generators G = g (1) , . . . , g (p) , which is then translated to the center c:
ÈÓÐÝØÓÔ × Û Ó× × Ö ÒØÖ ÐÐÝ ×ÝÑÑ ØÖ ´Ø Ö ÒØ ÖÔÖ Ø Ø ÓÒµ A zonotope can be interpreted as a polytope whose j-faces are centrally symmetric. As later shown in Sec. 3, the facets ((n − 1)-faces) are obtained by choosing particular halfspaces {x ∈ R n c (i) T x ≤ d i }, c (i) ∈ R n , d i ∈ R whose intersection forms the halfspace representation (H-representation) of a zonotope:
where
Step-by-step construction of a zonotope.
Related to the Minkowski addition is the Minkowski difference. Given the minuend Z m and the subtrahend Z s of equal dimension, the Minkowski difference is defined as [36] 
An alternative definition (see [16, 36] 
As shown later in Sec. 3, zonotopes are closed under Minkowski difference. We first show how the Minkowski difference can be obtained by translations along generators in Theorem 1, which is based on Lemma 1.
Lemma 1 (Minkowski Difference from Finitely Many Intersections). When the subtrahend Z s is convex, it suffices to compute the Minkowski difference from intersections of translations by the vertices v (i) ∈ V of Z s :
Theorem 1 (Minkowski Difference from Generators). When the sets Z m and Z s are zonotopes, it suffices to apply the following recursive procedure using only the generators
Proof. As shown in [12, eq. (2)], it generally holds for sets A, B, and C that
Let us rewrite
. By recursively applying (5) we obtain
The Minkowski difference with [−1, 1]⊗g (s,i) can be further simplified according to Lemma 1 by only considering the extreme cases, such that for a set A we have
Inserting (7) into (6) results in the theorem to be proven.
To provide the reader with a better intuition about the Minkowski difference of zonotopes, we show three distinctive examples in Fig. 2 : One example, where the zonotope order of Z d = Z m ⊖ Z s equals the one of the minuend, one where the order is reduced, and one where the result is the empty set. We choose
One can observe in Fig In order to detect which generators of the minuend are still used for the difference, we require the halfspace representation of zonotopes, whose computation is addressed in the next section.
(a) Zm ⊖ Zs,1; result has the same order as Zm.
; result has a smaller order than Zm. 
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As shown in the illustrative examples in Fig. 2 , the intersection of a zonotope with its translation can result in a zonotope with less generators, which results in less halfspaces of the zonotope. Since no direct connection between the loss of generators can be inferred from the translation of the minuend, we convert the generator representation of a zonotope into a halfspace representation. For the conversion we require the n-dimensional cross product, which is an extension of the well-known cross product of two three-dimensional vectors. The resulting vector is orthogonal to all n − 1 n-dimensional vectors.
Definition 2 (n-dimensional cross product (see [37] )). Given are n − 1 vectors h (i) ∈ R n which are stored in a matrix H = [h (1) , . . . , h (n−1) ] ∈ R n×n−1 . We further denote by H [i] ∈ R n−1×n−1 the matrix H, where the i th row is removed. The cross product nX(H) of the vectors stored in H is defined as
From now on, we assume that all generators of each zonotope are not aligned. If two aligned generators would exist, e.g. γ g (i) = g (j) , γ ∈ R, one could easily adjust g (i) := (γ + 1)g (i) and remove g (j) . For a general zonotope, the generator matrix G is of dimension n × p. The normal vector of each facet is obtained from the n-dimensional cross product of n−1 generators, which have to be selected from p generators for each non-parallel facet, so that one obtains 2 p n−1 facets [20, Lemma 3.1] . This is always possible since we assume without loss of generality that all generators are not aligned. The generators that span a facet are obtained by canceling p − n + 1 generators from the generator matrix G, which is denoted by G γ,...,η , where γ, . . . , η are the p − n + 1 indices of the generators that are taken out of G. . . .
The index i varies from 1 to ν = p n−1 .
Proof. The i th facet is spanned by n−1 generators, which are obtained by canceling p−n+1 generators with indices γ, . . . , η from G, which is denoted by G γ,...,η . The normal vector of this facet is obtained by the normalized n-dimensional cross product (see Def. 2):
It is sufficient to compute ν normal vectors denoted by a superscript '+', as the remaining ν normal vectors denoted by a superscript '−', differ only in sign due to the central symmetry of zonotopes. A possible point x (i) on the i th halfspace is obtained by adding generators in the direction of the normal vector to the center:
where sgn() is the sign function returning the sign of a value. Note that the generators spanning the i th facet are not required to reach the halfspace, but to keep the result simple, we add them in the above formula, since they only translate x (i) on the facet. Since the elements d + i are the scalar products of any point on the i th halfspace with its normal vector, we obtain
Analogously, the values for d − i are obtained.
Next, we directly obtain the halfspace representation of the intersection of two zonotopes, which are identical, except that one of them is translated by a vector 2 h. (4)), the translation corresponds to a Minkowski difference of a zonotope with center c = 0 n (0 n is an n-dimensional vector of zeros) and generator h. Thus, the Minkowski addition of (0 n , h) to 
Proof. As shown in Theorem 1, the Minkowski difference can be computed from finitely many translations of Z m by the generators of Z s . The halfspace representation of intersecting Z m with one translated version of itself has been shown in Lemma 2. By repeatedly applying Lemma 2, the values of ∆d trans are summing up to ∆d trans = ps υ=1 |C + g (s,υ) |, which proves the theorem.
In the next section, we use the halfspace representation of the Minkowski difference to reconstruct the generator representation.
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As shown in Sec. 2, it is possible that not all generators of the minuend Z m are preserved when performing a Minkowski difference. In the extreme case, the result is the empty set and all generators have been removed. First, it is presented how the generators to be removed are detected, followed by an algorithm that contracts the remaining generators such that the result of the Minkowski difference is obtained. In order to obtain the generator representation, we first have to prove that the Minkowski difference of zonotopes is also a zonotope. 
where ς is the number of redundant halfspaces.
Proof. Each facet is spanned by n−1 generators. By fixing one generator, one can still select n − 2 generators from p m − 1 generators, such that each generator spans 2 [g (m,ind 1 ) , . . . , g (m,indv ) ] of remaining generators is obtained, where ind 1 , . . . , ind v / ∈ removedGeneratorIndex and ind i ∈ {1, . . . , p m }. Since according to Proposition 1, the Minkowski difference in Theorem 3 is a zonotope whose generators are adjusted in length compared to the ones of the minuend, we can use this information to obtain the stretching factors. We introduce the vector of stretching factors µ = µ 1 , . . . , µ pm to adjust the length of the generators as discussed in Proposition 1.
Since we have already removed the generators that do not span any of the remaining halfspaces in Sec. 4.1, no stretching factor has length 0 so that ∀i : 0 < µ i ≤ 1. The generator representation of the Minkowski difference is obtained as shown in the following theorem.
Theorem 4 (G-Representation of Minkowski Difference.). Given the matrix of non-redundant normal vectorsĈ + of the Minkowski difference from Theorem 3 and the generator matrix G (m) ,Ĝ (m) , and G (s) of the minuend, the minuend without removed generators, and the subtrahend, respectively, the generator representation of
wherep m is the number of generatorsĝ (m,i) and
The inverse |Ĉ +Ĝ(m) | −1 always exists.
Proof. From (8) we obtain thed + vector of non-redundant halfspaces aŝ
Since the difference is a zonotope with generators aligned with ones of the minuend, thed + vector of non-redundant halfspaces can be obtained using the vector µ of stretching factors
Comparing (9) with (10) results in
The inverse |Ĉ +Ĝ(m) | −1 is used to solve the above set of linear equations. A set of linear equations either has 0, 1 or infinitely many solutions, where exactly 1 solution exists when |Ĉ +Ĝ(m) | −1 exists. Since we know from Proposition 1 that exactly one solution exists, the inverse |Ĉ +Ĝ(m) | −1 has to exist.
Since the generator representation can be obtained from solving a set of linear equations, its implementation is computationally cheap. Determining the set of non-redundant halfspaces is the most time consuming process as discussed in the next section presenting the results of numerical experiments.
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In this section, the performance of computing the Minkowski difference of random zonotopes with various order and for different number of dimensions is assessed. The computation times are compared with the ones of polytopes, whose halfspace representation is obtained according to Theorem 2.
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jocg.org º½ Ê Ò ÓÑ Ò Ö Ø ÓÒ Ó ÓÒÓØÓÔ × To fairly assess the performance, random zonotopes are generated. Each scenario has the following parameters:
• The dimension n of the Euclidean space R n .
• The order ̺ s of the subtrahend Z s .
• The order ̺ m of the minuend Z m .
• The maximum length l s,max of the generators g (s,i) 2 of Z s is selected as 1 without loss of generality.
• The maximum length l m,max of the generators g (m,i) 2 of Z m is selected as 3 ̺s ̺m . The fraction ̺s ̺m ensures that the size of the minuend and subtrahend are comparable when using different orders and the factor of 3 is selected to balance the three cases as shown in Fig. 2 : No order reduction of the minuend, order reduction of the minuend, and empty sets.
Given the above parameters, a simple method to obtain random generators would be to first randomly generate each entry of a generator by uniformly sampling values within [−1, 1], followed by stretching the generator to a length that is uniformly distributed within [0, l max ]. However, the directions of the resulting generators would not be uniformly distributed. Thus, we first generate points that are uniformly distributed on a unit hypersphere according to [38] . Next, the generators are defined as the vector from the origin to the points on the hypersphere, which are stretched to achieve the desired length of the generators l (i) = g (i) 2 , which is uniformly distributed within [0, l max ].
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In this subsection, we compare the computation times of our own MATLAB implementation compared to those of the MATLAB toolbox Multi-Parametric Toolbox 3.0 with its default settings [23] . For each scenario specified by the dimension n and the zonotope orders ̺ s and ̺ m , we randomly generate 100 instances and report on (i) the average computation time for each instance, (ii) the average order of the resulting zonotopes, and (iii) on the percentage of empty results, see Tab. 1. All computations are performed on a laptop with an Intel i7-3520M CPU with 2.90GHz and 4 cores. Parallelization of algorithms is not used in both implementations.
It can be observed from Tab. 1 that the zonotope implementation is between 3.8 − 16.5 times faster than the polytope implementation of the Multi-Parametric Toolbox 3.0. Approximately 90% of the computation time is used on computing the minimum halfspace representation [13, Sec. 2.21] using linear programming to determine generators that need to be removed as shown in Sec. 4.1. This percentage is constant across all number of dimensions, except for very low ones, where the percentage drops to around 75%. The removal of redundant halfspaces is required for zonotopes as well as for polytopes. Thus, the computational effort is dominated by the number of halfspaces to be removed. Since Theorem 3 does not require additional halfspaces to construct the halfspace representation of the Minkowski difference, it is provably the smallest set of initial halfspaces to construct the Minkowski difference from an intersection technique (see (4) ). This is the main reason for the better performance of zonotopes.
A further interesting observation is that the larger the number of dimensions is, the larger is the probability that either the difference does not exist or the difference has the same order as the minuend. It becomes very rare that the difference has an order deficiency.
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To the best knowledge of the author, this is the first work that presents an approach for computing the Minkowski difference of zonotopes. Although the Minkowski differnce can be computed for the halfspace representation of zonotopes, the generator representation of a zonotope would be lost. It would require to perform subsequent computations, such as linear maps or Minkowski addition, using a halfspace representation. However, particularly for those operations, zonotopes are very efficient and easily outperform the corresponding ones of halfspace representations by several orders of maginitude in high-dimensional spaces. Even though the presented Minkowski difference approach is computationally more expensive than linear maps and Minkowski addition for zonotopes, it is significantly faster than state-ofthe-art algorithms for halfspace representations. It is believed that this new approach can be applied in many of the aforementioned fields, such as computing invariance sets and reachable sets of dynamic systems, robust model predictive control, optimal control, robotic path planning, robust interval regression analysis, and cooperative games for system sizes that would not be possible using polytopes. This is because other required operations besides Minkowski difference, such as Minkowski sum, are often not possible for many dimensions (e.g. beyond n = 10).
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