Computer-assisted interviewing (CAI) has a substantial impact on the way interviewers carry out the task of interviewing. Survey instruments are becoming more complex, necessitating new skills of interviewers. In addition to question wording, the design of CAI instruments is a focus of evaluation and pretesting efforts. This article reports on a variety of research activities related to the usability testing of CAI instruments, focusing both on interviewers (in interviewer-administered surveys) and respondents (in self-administered surveys). The article introduces practices and procedures of usability testing, illustrated with examples from several recent studies in which these methods were applied to the evaluation of computerized survey instruments.
C
omputer-assisted interviewing (CAI) is now the dominant mode of data collection for interviewer-administered surveys, whether by telephone (CATI) or personal visit (CAPI). The power of CAI has already led to extensions of these more traditional approaches to include methods such as audio computer-assisted self-interviewing (ACASI). We also are seeing a rapid diffusion of computer-assisted methods for self-administered surveys, with methods such as e-mail and World Wide Web surveys, interactive voice response (IVR) or automatic speech recognition (ASR) being developed and deployed for a wide variety of applications.
The early days of computerization of survey data collection parallel the diffusion of other innovations. Early adoption by a few risk takers led to proselytization of the benefits of the new methods, often without empirical support of the gains that were being touted. This led to a rush by others to be in on the game. Similar patterns are observed as survey applications for each new technology are found. This process has fundamentally changed the nature of the survey industry in terms of the ways surveys are designed and implemented.
Given the rapid development of CAI, especially in recent years, it is not surprising that progress has been uneven. Generally, more attention has been paid to issues of feasibility (i.e., making a new technology work) than those of usability (i.e., optimal design from the users' perspective). Recently, however, attention is increasingly turning to the latter concern.
In this article, I argue for the importance of usability, or user-centered design, for survey data collection. I focus on the usability of both interviewer-administered and self-administered survey instruments. I begin with a discussion of the meaning and importance of usability in the broader context and how it may apply to the survey world. I then describe various methods for evaluating the usability of survey instruments, with examples of our own work on a variety of design problems.
WHAT IS USABILITY AND WHY IS IT IMPORTANT?
In its simplest form, usability is a design perspective that focuses on the users of the system rather than the system itself or the designer of the system. Usability, or user-centered design, is more than user friendliness. Usable designs go beyond the subjective reactions of the user and include measurable outcomes such as time taken to complete a task, number and severity of errors made, ease of learning, retention of knowledge over time, and so on (see Brown, 1988; Shneiderman, 1992) . Usability has a firm theoretical grounding, using knowledge from cognitive and social psychology, computer science, communication, ethnography, and other disciplines, coalesced into a field of research and practice known as human-computer interaction (HCI). HCI research is defined as being "concerned with the design of interfaces that allow easy and efficient use of computer systems" (Marchionini & Sibert, 1991, p. 18) .
Why should we be concerned about usability in survey data collection? It could be argued that the task of interviewing is relatively simple and the options available to interviewers or respondents are restricted; therefore, instrument design (as opposed to question wording) should have little effect on the outcome of the process. In their thorough review of the literature on paper-and-pencil (P&P) and CAI surveys, Nicholls, Baker, and Martin (1997) concluded that data quality has been largely unaffected or marginally improved by the introduction of CAI. However, there are some suggestions in the literature pointing to the potential importance of design issues.
First, there is evidence from a number of studies that although interviewers react favorably, and even enthusiastically, to the introduction of CAPI, there are still a number of complaints expressed about the systems used. For example, the problem of segmentation, identified in the early days of CATI (Groves & Mathiowetz, 1984) , is still raised by interviewers after decades of CAI interviewing. In seeing only one screen (and often only one item) at a time, interviewers complain of not being able to develop an overview of the entire instrument, as they could in P&P interviewing. The fact that interviewers express positive attitudes toward CAI does not mean that they do not also experience problems with particular operations in a CAI environment. This apparent paradox does not lead one to question the feasibility of CAI systems, but it does point to potential usability or design problems.
A second set of examples comes from mode comparisons of CAI versus P&P interviewing. Although generally few substantive differences have been found, several of the larger mode effects can be attributed to changes in the design of the instrument (e.g., Baker, Bradburn, & Johnson, 1995; Bergman, Kristiansson, Olofsson, & Säfström, 1994) . Although many of these are seemingly innocuous changes of layout (e.g., separation of items across screens in CAI) rather than wording, they nonetheless convey different expectations of what kinds of information are required and thereby influence the responses obtained.
The third set of pointers to potential usability problems comes from studies of interviewer use of various CAI functions, whether from self-reports (e.g., Baker, 1992) or from keyCouper / COMPUTER-ASSISTED SURVEY INSTRUMENTS 385 stroke or trace files (Couper, Hansen, & Sadosky, 1997; Couper & Schlegel, 1998; Sperry, Edwards, Dulaney, & Potter, 1998) . These studies generally find that interviewers use certain CAI functions (e.g., help and backup) less frequently than might be expected. Although this does not necessarily imply problems with the instrument, there is evidence of interviewer variation in the use of various CAI functions that may suggest potential usability concerns.
Two similar examples are offered to illustrate the effect of minor design features on interviewer behavior and, ultimately, on data quality. First, Frazis and Stewart (1996) There is nothing remarkable about this question, unless one considers that the rest of the CPS instrument uses 1 for yes and 2 for no. This question is only asked of those with less than high school education and of these, 12.2% selected Option 2. Using external data, Frazis and Stewart (1996) estimate that almost all of these responses are spurious, and the true population estimate for these additional GEDs is closer to 400,000 than the 4.8 million estimated using this question.
The second example comes from an analysis of trace files in the National Health Interview Survey (NHIS). The item illustrated in Figure 1 was found to be the target of a disproportionately large number of backups (about 13 backups for every 100 times the screen was accessed) (see Couper & Schlegel, 1998) . This item is the fifth in a series in which the previous four items all had two response options: (1) Yes and (2) No. The fifth item changed response format as shown. It was found that 87% of the backups to this item were from a follow-up question asked only of those who answered Option 2. Of these, 97% returned to this item and changed the answer from Option 2 to Option 3. This suggests that changing the pattern of response options in this series of questions produced errors, which were detected only because the follow-up question did not make sense for a "no" answer.
There are thus several examples from interviewer-administered surveys where the design of the CAI instrument appears to affect the quality of the data collected. We suspect that many other such cases go undetected because the data appear complete and consistent. Furthermore, well-trained interviewers may compensate for many poor design features in CAI instruments, leaving the effect of design problems undetected. Self-administered questionnaires (SAQs), whether ACASI, e-mail, or Web, are likely to be more susceptible to the effects of poor design, because respondents have varying levels of experience with automated instruments and varying motivation to do a good job.
Experimental work on alternative designs for computerized self-administered questionnaires (CSAQs) has been fairly rare, but several findings suggest that design may play a critical role. For example, Dillman, Tortora, Conradt, and Bowker (1998) report on a recent Web survey experiment where simply changing the instrument from a series of alternating bands of pink and purple background to black text on white background produced higher completion rates and lower item-missing data rates. In an e-mail survey example, Couper, Blair, and Triplett (1999) found that a large number of respondents did not answer in the format required by the system (placing an "X" or other character within the brackets next to the 386 SOCIAL SCIENCE COMPUTER REVIEW selected item). A third example comes from the annual Web surveys conducted by the Georgia Institute of Technology's Graphic, Visualisation, and Usability (GVU) Center in 1997 and 1998. An apparently minor change in format (see Figure 2 ) yielded different distributions on age between the 2 years.
In response to the 1997 version (on the left in Figure 2 ), 96 respondents (about 1% of the sample) claimed to be 5 to 10 years old, of whom almost all (90) claimed to be 5, 6, or 7 years old. In the 1998 survey, in which the need for scrolling was eliminated and all response options were displayed, the number in this category dropped to 5, or 0.04% of the sample. Similarly, moving the "not say" option from the beginning to the end of the list reduced the percentage of respondents selecting this option from 3.1% to 1.1%.
Finally, there are a number of results from usability observations and laboratory-based experiments that demonstrate that changing the design of survey instruments affects the process of data collection. We describe these in more detail below because they also serve as examples of the methods of usability evaluation.
In summary, then, although the data are sometimes hard to gather, there is increasing evidence that the design of computer-assisted survey instruments can affect the data collection process. This is likely to be more prominent in self-administered surveys, and especially those done without the support of interviewers (as in e-mail or Web surveys). Given this, what can we do to evaluate and improve the design of CAI instruments to prevent these kinds of problems occurring and to maximize data quality? User-centered design or usability evaluation is a solution. In the remainder of this article, I will describe various types of usability evaluation and illustrate these methods with examples of our own work and those of others.
METHODS OF USABILITY RESEARCH AND TESTING
There are a variety of techniques used to conduct usability research or testing. These range from the more formal to the less formal methods. One can distinguish between theoretical methods, expert methods, and user-based methods. Theoretical or formal methods involve the application of various formal models to build predictive models of user performance and will not be discussed further here. Of the two major usability approaches in use today-usability inspection methods and end-user evaluation methods-most of our work has been on the latter.
Usability Inspection Methods
Usability inspection or expert methods generally involve the evaluation of a system by one or more HCI experts (see, e.g., Nielsen & Mack, 1994) . These methods are closely analogous to expert review in the evaluation of survey questionnaires (see Presser & Blair, 1994) .
Usability inspections typically involve experts being provided with a small set of usability heuristics distilled from a larger number of interface design principles. The heuristics generally expand on key principles such as be consistent, provide feedback, minimize user memory load, and so on. The experts then test the system and note violations of particular heuristics. In general, from three to five experts are recommended for this approach. Lansdale and Ormerud (1994) note that heuristic evaluation can be highly unreliable but can find many problems relatively cheaply.
Heuristic evaluation has been used in the survey world to evaluate prototype instruments for the Consumer Price Index (CPI) Housing survey at the Bureau of Labor Statistics (BLS) (see Bosley, Conrad, & Uglow, 1998) . They designed a set of eight specific heuristics for the pen-based CAPI system. They recruited three usability specialists with knowledge of pen and graphical user interfaces (GUIs) but without knowledge of the CPI-Housing instrument. After a set of individual sessions in which the evaluators recorded problems with the system, the problem reports were consolidated into a single list and all items were rated for severity by each of the experts. Levi and Conrad (1995) conducted a similar heuristic evaluation of a BLS Web site for data dissemination.
Researchers at the Census Bureau (Sweet, Marquis, Sedivi, & Nash, 1997) have conducted expert reviews of various CSAQ instruments. The experts used a similar set of heuristics to those proposed by Nielsen and Molich (1990) and Levi and Conrad (1995) . The greatest number of problems uncovered across both instruments related to aesthetic design (37 out of 143 unique problems), whereas navigation and organization (20), data entry (19), and consistency (18) were the next most frequently violated heuristics. Similar work is reported by Bates and Nichols (1998) and Nichols and Sedivi (1998) .
Both the BLS and Census Bureau examples identified a large number of design problems at the early stages of instrument development, and these were used to influence subsequent design of the instruments. As Bosley et al. (1998) note, although there is no substitute for end-user performance data, the heuristic evaluation provided valuable feedback to the instrument developers.
End-User Evaluation Methods
This category encompasses a wide variety of different approaches, with almost the only common element being the involvement of those who will ultimately use the systems. End-user evaluations can be laboratory based or field based. They can involve observational methods, empirical collection of performance data, direct questioning of users, or combinations of these approaches. They can include structured tasks (scripted activities) or natural interactions (free exploration of the system). They can also be more or less obtrusive, ranging from instances where the evaluator is present and interacting with the user to the collection of automatic performance data without the knowledge of the user. The best way to illustrate the variety of usability evaluation approaches is to present a series of examples from our own work.
Laboratory-Based Observation Methods
We have equipped a usability laboratory for evaluation of survey instruments (see and have put this to good use over the past few years, for both observational and experimental studies. We have supplemented the typical cognitive laboratory (one-way mirror for observation) with a variety of equipment to record the action for later analysis. These include a scan converter for capturing video images of the computer screen and two ceiling-mounted cameras to record different features of the interaction (e.g., interviewer's hands on the keyboard or the interviewer-respondent interaction). We have recently extended our laboratory to include a computer-based system for analysis and coding of videotapes. Several organizations in the United States are now equipping and staffing usability laboratories for evaluation of survey instruments.
One of the first studies conducted in our laboratory was an evaluation of the CAPI instrument for the NHIS. This survey instrument is programmed in the DOS version of CASES. A total of 38 CAPI interviews were conducted in the laboratory with participants who were recruited locally and interviewed by nine different Census Bureau interviewers. Fourteen P&P interviews also were conducted by the same interviewers for comparative purposes.
One of the key things we learned from these observations is how much the computer affects the respondent-interviewer interaction, especially when interviewers experience difficulties with the computer. Generally, the interviewer's attention appears to be more divided in CAPI than in P&P, with the interviewer attending either to the computer or to the respondent but rarely to both simultaneously. We also have learned how the design of the instrument can affect such interaction. When the screens are complex, the task not clear, or a problem occurs with the CAPI application, the interviewer's attention becomes focused almost exclusively on the computer. These observations parallel findings by Greatbatch, Luff, Heath, and
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Campion (1994) and Greatbatch, Heath, Campion, and Luff (1995) on doctor-patient interactions before and after the introduction of computers for medical consultations.
Our usability observations also identified a number of items in the instrument that proved problematic even for experienced CAPI interviewers. One example is illustrated in Figure 3 . In this roster verification screen, interviewers are expected to read the names of household members at the appropriate point in the question. When the household contains four or more persons, the additional names are continued on a subsequent screen. In such cases, the interviewer must press [Shift-F6] to activate the bottom window, then [PgDn] to review the remaining names, then [PgUp] and to return to the question. Although it was no surprise that interviewers found this task difficult, we observed that in the 18 interviews with more than 4 persons, there were only five attempts to use this function, none of which were successful. Subsequent analysis of trace files from more than 16,000 interviews revealed that this function was used less than 6% of the time in the field (Couper & Schlegel, 1998) . Figure 4 illustrates another example of a screen that appeared to cause interaction difficulties for interviewers. The screen contains a number of interviewer instructions (including reference to a show card and both probe and do not probe instructions) that come after the question to be read. The interviewer material in bold and uppercase text draws attention away from the question itself. Furthermore, the order of the response options is not clear, making the entry task more difficult.
Although many of the problems revealed in the usability evaluations could have been detected by expert inspection of the instrument (and most indeed were), the videotapes from the laboratory work have proved to be a powerful tool in arguing for design changes. Furthermore, the interactional features of the survey instrument could not be detected with expert review. Usability observations thus yield rich information on the effect of instrument design on both interviewers and respondents. As a result of this preliminary work, we (and other organizations) are instituting usability laboratory procedures for the routine evaluation of survey instruments.
Laboratory-Based Experiments
In addition to the observational studies, we have conducted a small number of experiments on instrument design using the laboratory. One of these studies, for BLS, had a small number of interviewer pairs conducting scripted mock interviews . Two prototype instruments were tested: an item-based version (single item per screen) and a grid-or screen-based version (multiple items per screen), which were both programmed in DOS using CASES. Both versions were used by each interviewer, with the order of presentation randomized. This was followed by a debriefing interview to elicit reactions to the two approaches. Our first round of testing (n = 10) found the grid version to be about 20% slower than the item-based version. We attributed this surprising finding to several things. First, the interviewers had insufficient training before testing the applications, and, for inexperienced users, the item-based version may be more intuitive. Second, several features of the grid-based approach (e.g., flexible cursor movement, question text and codes customized to entry field) were difficult to implement in CASES. Third, there were other seemingly minor programming differences between the two versions (e.g., edit checks).
We subsequently redesigned the grid version of the instrument and tested another group of 12 interviewers after 30 minutes of practice on each version. This time we found the grid-based version to take 7% less time on average than the item-based version. Furthermore, we found the gains of a grid-based approach to be particularly evident for entities (e.g., persons) other than the first. This is illustrated in Figure 5 . Similar results were obtained for 390 SOCIAL SCIENCE COMPUTER REVIEW other grids in the test instrument. Grids are more complex screens than single-item screens; therefore, it should take interviewers slightly longer to orient themselves to the screen. But this only needs to be done once, whereas item-based approaches require orientation for each new screen. We also embedded a backup and correction task in the mock interview and found that this activity took significantly less time in the grid-based version than in the item-based version.
These findings have subsequently been validated in a larger scale (N = 500) field experiment conducted using CATI in Germany. Fuchs (1999) tested both item-based versus grid-based and person-based versus topic-based approaches. He found that interviewers and respondents performed most efficiently in the grid-and topic-based conditions. We recently conducted another small-scale experiment, this time using respondents instead of interviewers to complete the instruments. We recruited 40 participants to complete two scenarios on each of two versions of an instrument, again with the order randomized. This time we tested two ways of answering multiple-response questions and two approaches to a series of items with follow-up questions for each "yes" response, using a character-based interface (CASES). We found clear differences in performance and preferences among relatively inexperienced computer users. We are in the process of replicating and extending this work using a GUI.
These small-scale experiments have taught us a great deal both about the process of designing survey instruments and about laboratory-based testing in general. One thing we have learned (that confirms earlier suspicions) is that seemingly minor differences in screen layout, design, or function can produce differences in the time taken to complete an instrument and in the number and type of errors made by users (interviewers or respondents). The problem of evaluating survey instrument design for CAPI is that interviewers are typically the participants of study. This makes testing expensive and raises problems of contamination because interviewers bring prior experiences and expectations with them to the testing situation. Testing of respondents (e.g., for self-administered surveys) is more tractable. Our current approach is to use respondents for several rounds of initial testing and save the interviewers for the final confirmation of key design choices.
To give one more example of experimental work in the laboratory, we recently conducted a set of tests of ACASI instruments (Kirgis, 1999) . The first test compared a Blaise and Surveycraft instrument, both programmed in Windows. The second experiment focused on keyboard entry versus mouse entry for an ACASI instrument programmed in Blaise. A total of 40 participants with low levels of literacy and little computer experience were recruited to complete the survey using both versions of the instrument. By videotaping respondents using 392 SOCIAL SCIENCE COMPUTER REVIEW
Figure 5: Duration Per Eligible Person in Household (in seconds)
the laptop computer in the laboratory, we gained a great deal of insight into how the input devices were used. One finding from this study was that participants, regardless of prior computer experience, preferred the keyboard to the mouse (see Figure 6 ). In addition, respondents completed the interview faster on the keyboard version than the mouse version (5.7 vs. 9.4 minutes, respectively). Part of the explanation for this difference may have been that the number pad used for numeric entry on the mouse version was too small, necessitating very precise mouse movement for selection (see Figure 7) .
In summary, then, we have found the usability laboratory an invaluable resource for evaluating a variety of survey instruments, both interviewer administered and self-administered. Our work has taught us that instrument design does affect both data quality and the efficiency of data collection. We are currently focused on extending this work in two directions. First, we are using the usability laboratory for real-time pretesting of survey instruments. This forces us to address issues of how many participants to use, what data to record, what analysis to perform, and how to summarize the results of the evaluation within a matter of days. The second focus of research continues the development and testing of survey instrument prototypes programmed in GUI (i.e., Windows) to obtain empirical evidence on key design alternatives.
Field-Based Usability Evaluations
A further source of usability data comes from the survey process itself. As discussed elsewhere (Couper, 1998) , one of the benefits of computer-assisted data collection is that a great deal of automated data is generated by the process and these data can be used in turn to evaluate the process. I term these sources of information "paradata" (auxiliary data describing the process) to distinguish them from metadata (describing the data). Sources of paradata include case management information such as response rates, number of calls per case, aver- age interview length, and so on. A most useful type of paradata for usability evaluation is keystroke or trace files (also called audit trails).
Using keystroke file analysis, we found that a not-uncommon error among CAPI interviewers involved pressing a function key instead of (or simultaneously with) the equivalent numeric key (Couper, Hansen, & Sadosky, 1997) . In some instances, the consequences were serious, for example, the [5] key was used for "no" responses and [F5] for suspending the interview. This finding led to a change of the suspend key to , also consistent with the design principle that deleterious actions should be more difficult to execute. We also have used keystroke files to examine difficulties interviewers may have with certain items (see Couper & Schlegel, 1998) and to evaluate respondent performance in a CASI interview (see Caspar & Couper, 1997) . Although such trace files inform us of only one part of the respondentinterviewer-computer interaction, they are nonetheless inexpensive to collect and can usefully supplement other methods of usability evaluation.
For Web surveys, a number of user metrics can be built into the instrument to evaluate the respondent's interaction with the Web instrument. These may include examination of points at which respondents abandon the survey, counts of missing items, backups to change answers, time per screen, and so forth (Couper, Traugott, & Lamias, 2000; Jeavons, 1998; Nichols & Sedivi, 1998) .
CONCLUSIONS
This article has offered a brief overview of some of the methods and approaches that are being used to evaluate the usability of computer-assisted survey instruments. At my own organization, we are using a variety of approaches and learning and applying new methods as we go. Not one of the methods I have described will meet all usability evaluation needs, and a 394 SOCIAL SCIENCE COMPUTER REVIEW complementarity of approaches is recommended. The time and resources available for different types of evaluation will depend on the size of the project, the complexity of the instrument, whether it is a one-time or panel survey, the length of the field period, and so on.
The key argument I have tried to make is that instrument design should be an important part of the survey development and deployment process. Such design can be informed by existing theories of human-computer interaction, by empirical testing of alternative designs, and by the application of common-sense principles derived from such work. Recognizing the importance of design and understanding the potential effect of poor design on data quality is a first step to incorporating a philosophy of user-centered design into the survey process. This is not to say that this is a new issue for surveys-good design also applies to P&P surveys (see Jenkins & Dillman, 1997) . However, CAI and CSAQ instruments are becoming increasingly more complex and extending the boundaries of traditional survey research to include features (sound, pictures, video, etc.) that were not previously possible in a paper-based world. In addition, GUIs offer increasing power or flexibility for design of instruments compared to the early DOS instruments that were used. Design is becoming a more critical element of programming in general and CAI programming in particular. Hence, usability evaluation is all the more important.
The usability movement in surveys is growing, as evidenced by several papers presented at this conference. I believe that in the same way that questionnaire pretesting methods have become part of the standard suite of survey development methods, so too will usability testing and evaluation become de rigueur for computer-assisted survey instruments. Many challenges remain before user-centered design is fully accepted in the survey realm, but the cause is steadily being advanced.
