Oscillations of functional-differential equations generated by delays  by Ladas, G et al.
JOURNAL OF DIFFERENTIAL EQUATIONS 12, 385-395 (1972) 
Osci I lations of Functional-Differential 
Equations Generated by Delays 
G. LADAS, G. LADDE, AND J. S. PAPADAKIS 
Department of Mathematics, University oj Rhode Island, 
Kingston, Rhode Island 02881 
Received November 22, 1971 
1. INTRODUCTION 
Functional-differential equations with retarded argument (R.D.E., for 
short) provide a mathematical model for a physical system in which the rate 
of change of the system depends upon its past history. The oscillatory 
behavior of R.D.E. of order larger than or equal to 2 has been the subject 
of many recent investigations [2-4, 6, 7, 9, 12 and 14-171 just to mention 
a few. A characteristic feature of these papers is the fact that when the delay 
is zero the corresponding ordinary differential equation (O.D.E., for short) 
has the same oscillatory character as the R.D.E. Of course, this should not 
lead one to believe that a R.D.E. and the corresponding O.D.E. have always 
the same oscillation properties as the simple example 
y”(t) - y(t - 7r) = 0 (1.1) 
indicates. Equation (1.1) has the oscillatory solutions sint and cost although 
the corresponding O.D.E. y”(t) - y(t) = 0 is nonoscillatory. The oscillations 
of (1.1) are clearly generated by the delay rr. As Minorsky states in [1 1, p. 5181 
oscillations caused by delays should be seriously taken into account when 
we study physical mechanisms moving with high speeds where a sudden 
release of oscillations may lead to instability of the mechanism. 
A step in the direction, of establishing oscillation results generated by 
delays, was taken by Ladas and Lakshmikantham in [IO] where they prove 
that every bounded solution of the R.D.E. 
y”(t) - p(t) y(t - T) = 0 (1.2) 
with p(t) > 0, p’(t) < 0 and ~-“p(t) > 2 is oscillatory. Notice that (1.2) is 
nonoscillatory when 7 = 0. The question of whether Eq. (1.2) has oscillatory 
solutions or not was left unanswered in [lo]. 
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In this paper we consider a R.D.E. more general than (1.2) namely, 
Eq. (2.1). Our objectives here are: First, to classify all solutions of (2.1) with 
respect to their behavior as t --f co and to their oscillatory character. A similar 
classification was obtained by Sobol in [13] for the simpler Eq. (1.2), when 
T = 7(t), but under slightly different conditions. Second, to relax considerably 
the hypotheses of Theorems 2.1-2.4 in [lo] but still obtain the same con- 
clusions. The oscillation results that we prove here are due to delays and 
they are false for the corresponding O.D.E. Finally, and this is the most 
important feature of this paper, to prove that under certain growth conditions 
on the coefficients and the retarded arguments, Eq. (2.1) has always oscillatory 
solutions (even if it does not have bounded solutions). When we specialize 
to Eq. (1.2) our three objectives will be met if we only assume that p(t) > 0 
continuous and lim,,, sup JEQ (t - S) p(s) ds > 1. 
2. CLASSIFICATION OF SOLUTIONS 
Consider the R.D.E. 
In this and the remaining sections we shall assume, without further mention, 
that the following two conditions are satisfied: 
(Cl) 
((-2 
p, , g, E C[[O, a), R], pi 3 0, i = 1,2 ,..., n and for some 
index i,, , 1 < & < n, p*,(t) > 0 for t > 0. 
gdt) < t and &gi(t) = 00 for i = 1, 2 ,..., n. 
Let $ E C[[O, to], R] and A E R be given. Then Eq. (2.1) has a unique solution 
y E C”[(t,, , co), R] which satisfies the initial conditions 
and 
r(t) = C(t), O<t<to (2.2) 
y’(t,) = A. (2.3) 
For more details the reader is referred to [1, 5 and 71. 
A solution y(t) of (2.1) is said to be oscillatory if it has arbitrarily large 
zeros in R, . Otherwise, y(t) is said to be nonoscillatory. Let S denote the 
set of all solutions of (2.1). We introduce the following sets: 
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S+” = {y(t) E S: lim y(t) = lim y’(t) = + co as t -+ + a;). 
As-” = (y(t) E s: -y(t) E Pm}. 
So = (y(t) E S: y(t) + 0 and limy(t) = lim y’(t) = 0 monotonically 
as t -+ oz}. 
S- = (y(t) E S: y(t) is oscillatory). 
The following theorem gives a sufficient condition for S to be the union of 
the four disjoint sets Pm, S-“, So and S-. 
THEOREM 2.1. Assume that for some index k, 1 < k < n 
I 
m 
&c’(t) > 0 and gdt>hctt) dt = m. (2.4) 
Then, 
s = s+” u s-” v so u Is-. 
Proof. Let y(t) E S - 9. Then y(t) # 0 for sufficiently large t, say 
t > tz. 
Case 1. y(t) > 0 for t 3 tl . Then, because of (C,) and (C,), there 
exists a t, > t, such that y”(t) > 0 for t 2 t, . Therefore, y’(t) is of fixed 
sign for sufficiently large t, say t 3 t, 3 t, . If y’(t) > 0 for t > t, then 
y(t) E S”. Indeed, lim,,, y(t) = co and lim,_, y’(t) = y’(a) > 0 exists. 
If y’(oo) < co then, by L’Hospital’s rule 
~~~EY(g,c(~))liEg~,(s)l = $2 Y’k?&N = Y’(~b 
Hence for sufficiently large t, say, t > t, > t, , 
Ybc~4M4 2 Y’(W)/2. 
Integrating (2.1) from t4 to t and using (2.5) and (2.4), we obtain 
(2.5) 
Y’@) =Y’h) + J’: ilp.(r) Yk’tts)) ds > y’(Q) -I (p,(s) y(g&)) ds 
= 9tt4) + j:, gk(4 ~~(~)[~(~lc(s))/~lc(~)l ds 
2 Y’P4) + EY’(a3)/21 j: &(4 P7c(4 fh -+ 00 
as t -+ co. This contradiction proves that y’(co) = oz. Hence y(t) E S+“. 
If, on the other hand, y’(t) < 0 for t > t, then y(t) E So. To prove this first, 
observe that both 
and y’(a) E l&y’(t) 
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exist and y( co) > 0 while y’( co) < 0. We must prove that 
y(m) = y’(m) = 0. 
Assume y’(oo) < 0. Then y’(t) < y’(oo), t 3 ta and therefore y(t) < 
y(ts) + y’(c~)(t - ta) + --co as t + co contradicting the hypothesis that 
y(t) > 0 for t > ta . Hence I’ = 0. Next assume that y(a) > 0. Then, 
integrating (2.1) from ta to t, we get 
Y’@> = YW + j:, SE1 P,(S) YMSN ds. (2.6) 
Since y’(co) = 0, it follows from (2.6) that 
(2.7) 
Integrating (2.6) from t, to t and using (2.7) we obtain 
- (t - 5) j1" ~lP.(s)YM4) ds 
< y(t3) + tsly’(t) - Y’(a - j” s f P%(S) Ykd4 ds 
63 a=1 
< Y(h) - &Y’(5) - j:8&c4 A44 Y(&N ds. (2.8) 
Choose t4 > ta and so large that y(gk(s)) > ~(00)/2 for s 3 t4 . Then, in 
view of (2.8) and (2.4), 
u(t) < Y(&) - &Y’(&) - J$Q 1’ gk(s) p,(s) ds -+ -co 
t4 
as t -+ co. 
This contradiction shows that y(co) = 0. Hence y(t) E So. 
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Case 2. y(t) < 0 for t > t, . A similar argument shows that v(t) E 9” w So. 
The proof is complete. 
Remark 2.1. A similar result was proved by Sobol [l3] for the R.D.E. 
YW - P(t)YMa = 0, p(t) > Q 
under the conditions 
(i) jm t&t) dt = co, 
(ii) t < E, 
t O<E<l 
for all t > 0. 
Our generalization for Eq. (2.1) requires the condition (2.4) which is stronger 
than (i) but we do not require (ii). In case, for example, g(t) = d?, condi- 
tion (ii) is violated but the conclusion of Theorem 2.1 remains true if 
s” qtp(t) dt = co. 
Remark 2.2. Theorem 2.1 is also true if we replace the integral condi- 
tion (2.4) by SW tplc(t) dt = co and [t - gk(t)]/t < E < 1 for some h, 
1 < k < n and all t sufliciently large. The only places that the proof needs 
modification are in (2.8) where we keep s, and do not replace it by g&) 
and after (2.5) where we get the contradiction as follows: 
y’(a) t 3 YV,) + (1 - 4 2 j SP&) ds - co as t-+-co. 
$4 
Remark 2.3. In the case of ordinary differential equations, that is, when 
g(t) = t, i = 1, 2 ,...) n, from Sturmian theory, it follows that Eq. (2.1) is 
nonoscillatory and therefore S- = a. The sets S+” and S-” are always 
nonempty. More precisely, if y(t,) y’(4) > 0 then y(t) E S” u S-” and if 
y(to) y’(tJ < 0 then y(t) is bounded at infinity. 
3. OSCILLATION OF BOUNDED SOLUTIONS 
In this section, we are going to show that under certain growth conditions 
on the coefficients and the functional arguments of Eq. (2,1), the set So 
defined in Section 2 is empty and consequently every bounded solution 
of (2.1) is os6llatory. Clearly these oscillations are generated by the retarded 
functional arguments and they are not present in the corresponding O.D.E. 
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The hypotheses which we impose for this result relax considerably the 
hypotheses of Theorems (2.1)-(2.4) in [lo] but the conclusion remains the 
same. 
THEOREM 3.1. Assume that there, exists a nonempty set of indices 
K = (kl ) k, )..., k,), 1 < Iz, <A, < ... < k, < n such that for t > t,, 
(9 gk E C1[Fl co>, 4, gk(t) < t and gk’(t) 2 0 for k EK (3.1) 
@) L&J sup k;K j;*(t, kk@) - &(a m(4 Q3 > 1 (3.2) 
where g*(t) 3 max kEKgk(t). Then every bounded solution of Eq. (2.1) is 
oscillatory. 
P~prbof. Let y(t) b e a bounded nonoscillatory solution of (2.1). Then, 
without loss of generality, y(t) > 0 and because of condition (C,) there 
exists a tl > t,, such that y(g,(t)) > 0 for t > tl and i = 1,2,..., n. In view 
of Eq. (2.1) and condition (C,) we have y”(t) > 0, t > tl . Since y(t) > 0, 
y”(t) > 0 and y(t) is b ounded it follows that there exists a t, 2 tl such that 
y’(t) < 0, t > t, . From these observations, we conclude that y(t) is concave 
up and decreasing for t > t, . Therefore, it lies above its tangent. That is, 
for f, f > it2 ,
Y(f) + y’(f)(f - 2) d y(f). (3.3) 
From (3.3) and the fact that gk(t) -+ co as t + co we conclude that 
YkkW> + Y’(gk(t)kkw - ‘e&l d Yk&)) (3.3a) 
for s, t sufficiently large, say s, t > ts > ts , and for all k E K. 
Multiplying (3.3a) by pk(s) and summing up for all k E K, we get 
&PkN YkkW + ~KY’(gkPN~k(S) - &c(t)1 P& 
G k;KPkoYkk(4) G f Pr(s)Y(gdSN = Y”(S)- 
k=l 
(3.4) 
Integrating (3.4), with respect to s, from g*(t) to t, for t sufficiently large, 
we obtain 
J.iKYWN j;*(t,Pk(s) ds + &Y’kk(4) j:,,, kk(4 - &&)I P& G!J- 
< y'(t) - Y'(g*@>>* 
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Since y’(t) increases in t and g’(t) >, 0 this inequality, after some manipula- 
tion, becomes 
- Y’(g*(t>) IkT:, f(*) kk@) - &WI PIN ds - 11 d y’(t)* (3.5) 
Now in view of the hypothesis (3.2) the left-hand side of (3.5) is nonnegative 
for sufficiently large t, while the right-hand side is negative. This contra- 
diction proves our result. 
THEOREM 3.2. Assume that the hypotheses of Theorems 2.1 and 3.1 are 
satisjied. Then S = S fm U S-” U S- (or equivalently So = ai>. 
Proof. By Theorem 2.1, S = S” U S-” U So U SW. Let So # o and 
y(t) E So. Then y(t) is a bounded solution of Eq. (2.1) and by Theorem 3.1 
it should oscillate. This contradicts the definition of So. Hence So is empty 
and the proof is complete. 
COROLLARY 3.1. Consider the R.D.E. 
y”(t) - p(t) Y@ - 4 = 0, (34 
where p(t) > 0 and continuous, T > 0 constant and 
p+% SUP s :_(t-s)p(s)ds > 1. 
Then S = S” u S-” u SW. In particular, every bounded solution of (3.6) 
is oscillatory. 
Proof. Here n = 1; g(t) = t - r; g*(t) = t - T. 
Clearly, the hypotheses of Theorem 3.2 are satisfied. Hence SO = o 
and since S+@ u S-” consists of unbounded solution it follows that every 
bounded solution of (3.6) oscillates. 
Remark 3.1. Theorem 3.1 generalizes Theorems 2.1-2.4 in [lo] in many 
ways. For example, in Theorem 2.1 in [lo] it was assumed that p’(t) < 0 
and 79(t) > 2. Notice that in Corollary 3.1 not only the hypothesis p’(t) < 0 
is relaxed but also the condition T2p(t) > 2 is replaced by the much weaker 
hypothesis (3.7). Of course, when T2p(t) > 2 is satisfied then (3.7) follows 
but the converse fails. Also the conclusion of Corollary 3.1 gives a better 
picture of the type of solutions of Eq. (3.6) than the corresponding 
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Theorem 2.1 in [IO]. Similar comments can be made with respect to 
Theorems 2.2-2.4 in [lo]. 
EXAMPLE 3.1. Consider the R.D.E. 
y”(t) - ay(t - 1) - by@ - 2) - cy(t - +) - dy(t) = 0, 
where a, 6, c, d are constants such that 
(3.8) 
O<a<2, O<b<Q, o<c<l, d 3 0, 
a+b>Z a+b+c<4. 
The hypotheses of Theorem 2.1 are satisfied withgJt) = t - I andp,(t) = a. 
Hence, S = S” u S-” u So u S-. Also the hypotheses of Theorem 3.1 
are satisfied with K = {I, 21, PI(t) = a, p,(t) = b, gI(t) = t - 1, gz(t) = t - 2, 
g*(t) = t - 1, g.+‘(t) = 1. In fact, $-i (a + b)(t - s) ds = (a + b)/2 > 1 
and the condition (3.2) is satisfied. Hence So = ia and therefore 
S = S” v S-” u S-. However, the conditions of Theorem 2.3 in [lo] 
are not satisfied. 
EXAMPLE 3.2. Consider the R.D.E. 
Then 
y”(t) - (K + 1) y(t - %-) - Ky(t) = 0, K > 0. (3.9) 
s t t-r (K + l)(t - s) ds = v $ > 1 
and by Theorem 3.1 every bounded solution of (3.9) is oscillatory. It is 
easily seen that Eq. (3.9) has the bounded oscillatory solutions cr cost + cs sint 
for any real numbers cr and cs . 
Remark 3.3. Although Theorems 3.1 and 3.2 do not look very exciting 
at this point, they turn out to be very useful in Theorem 4.2, where we prove 
that under the hypothesis of Theorem 3.2 the R.D.E. 2.1 has always oscilla- 
tory solutions, that is, SW # .@. This clearly is due to delays and is not the 
case for the corresponding O.D.E., as we have seen in Remark 2.3. 
4. EXISTENCE OF OSCILLATORY SOLUTION 
The main result of this section is that under the conditions of Theorem 3.2 
the set SW is nonempty. More precisely, for any fixed initial function q5 the 
problem (2.1)-(2.2) has oscillatory solutions provided that the hypotheses 
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of Theorem 3.2 hold. We first need some notation. We denote by y(t, $(t), A) 
the unique solution of the initial value problem (2.1)-(2.3). Let us fix the 
initial function $ and introduce the following sets 
K+” = (A E R: y(t, (P(t), A) F S+m}, R being the real line. 
K-” = (A E R: y(t, q?,(t), A) E Pm>. 
K” = (A E R: y(t, d(t), A) E SO}. 
K- = (A E R: y(t, #(t), A) E S-j. 
The following corollaries are clear from the results of Sections 2 and 3. 
COROLLARY 4.1. Under the hypotheses of Theorem 2.1 for any jtixed initial 
function (b E C[[O, to], R] 
R===K+“uK-“uKOuK-. 
COROLLARY 4.2. Under the hypotheses of Theorem 3.2 for any JLixed 
initial function 41 E C[[O, to], RR] the set K” is empty, or equivalently, 
R = K+” u K-” v K-. 
In [8] Kamenskii considered the R.D.E. 
YW - P(t>Ykw = 0. (4-U 
He proved that under the conditions 
s 
co 
p(t) > 0 and y(t) dt = co 
there exist real numbers A, and A, with A, < A, such that 
K-” = (-co, A,) and K*” = (A,, CQ). 
This result of Kamenskii is also true for the more general R.D.E. (2.1) 
under the hypotheses of Theorem 2.1. The same proof of Kamenskii carries 
through with minor modifications and we shall omit it. However, let us 
state the theorem for future references. 
THEOREM 4.1. Under the hypotheses of Theorem 2.1 for any Jixed initial 
function $ E C[[O, to], R] there exist real numbers A, < A, such that 
K-” = (-co, A,) and K+” = (A,, 00). 
Remark 4.1. It will be of great interest to find conditions under which 
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A, < As . This will then imply that there exist infkitely many oscillatory 
solutions. This question still remains open to us. 
We are now ready to state our main result of this section. 
THEOREM 4.2. Under the hypotheses of Theorem 3.2 for any fkced initial 
function 4 E C[[O, t,], R] the problem (2.1)-(2.2) h as always oscillatory solutioms 
or equivalently K- # ia. 
Proof. By Theorem 4.1 the sets K+” and K-” are open and disjoint 
subsets of R. Hence K+” v K-” $ R. From Corollary 4.2, we then conclude 
that KN # m and the proof is complete. 
COROLLARY 4.3. Consider the R.D.E. (3.6) under the hypothesis (3.7). 
Then R = K+” u K-” u K- and K+“, K-” and K- are nonempty. 
EXAMPLE 4.1. The R.D.E. (3.8) h as at least one oscillatory solution for 
each fixed initial function $ E C[[O, t,,], R]. 
EXAMPLE 4.2. Consider the R.D.E. 
y”(t) - A(2 + sin t) y (t - ;j - By (t - ‘f) - Cy(t - W) - Dy(t) = 0, 
where A, B, C and D are positive constants and A and B are chosen to 
satisfy the inequality 
Al&sup(-$+isint-sint-cost)+(B?re/8)>1. (4.3) 
Then every bounded solution of (4.2) is oscillatory. This does not follow from 
Theorem 2.3 in [IO]. Furthermore, for any initial function $ E C[[O, to], R], 
Eq. (4.2) has at least one oscillatory solution. The choice, for example, 
A = 4/(1T2 + 2~ + 4 d/2), B = 31/9r2 and C < 2/n2 is admissible and 
justifies the importance of the conditions of Theorem 3.1 [especially taking 
lim,, sup in (3.2)]. 
EXAMPLE 4.3. Consider the R.D.E. 
y”(t) - t+y(W) = 0. (4.4) 
Here the conditions of Theorem 2.1 are satisfied and therefore 
S = S” v S-” LJ So v SW (which does not follow from Sobol’s results 
in [13]). The conditions of Theorem 3.1 are also satisfied and therefore 
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So = o while S- # a. More precisely for any initial function 
+ cs cm0 t co), R] we have KO = .D and 
R=K+"vK-"vKU 
withK-# m. 
Note. After this paper was written one of the authors received a pre- 
print [18] which Professor Wong had kindly sent. Theorem (5.1) in [18] 1s 
similar to Corollary 3.1 in this paper when 7 = I. 
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