In this paper we prove strong Feller property for the Markov semigroups associated to the two or three dimensional Navier-Stokes (N-S) equations driven by space-time white noise using the theory of regularity structures introduced by Martin Hairer in [14] . This implies global well-posedness of 2D N-S equation driven by space-time white noise starting from every initial point in C η for η ∈ (− 1 2 , 0).
Introduction
In this paper, we consider the two dimensional (2D) and three dimensional (3D) Navier-Stokes equation driven by space-time white noise: Recall that the Navier-Stokes equations describe the time evolution of an incompressible fluid (see [23] ) and are given by
where u(t, x) ∈ R d , d = 2, 3, denotes the value of the velocity field at time t and position x, p(t, x) denotes the pressure, and ξ(t, x) is an external force field acting on the fluid. We will consider the case when x ∈ T d , d = 2, 3, the d-dimensional torus. Our mathematical model for the driving force ξ is a Gaussian field which is white in time and space.
Random Navier-Stokes equations, especially the stochastic 2D Navier-Stokes equation driven by trace-class noise, have been studied in many articles (see e.g. [8] , [15] , [4] , [20] and the reference therein). In the two dimensional case, existence and uniqueness of strong solutions have been obtained if the noisy forcing term is white in time and colored in space. In the three dimensional case, existence of martingale (=probabilistic weak) solutions, which form a Markov selection, have been constructed for the stochastic 3D Navier-Stokes equation driven by trace-class noise in [9] , [6] , [12] . Furthermore, the ergodicity has been obtained for every Markov selection of the martingale solutions if driven by non-degenerate trace-class noise (see [9] ).
This paper aims at proving the strong Feller property to the equation (1.1) when ξ is spacetime white noise. Such a noise might not be relevant for the study of turbulence. However, in other cases, when a flow is subjected to an external forcing with a very small time and space correlation length, a space-time white noise may be appropriate to model in this situation.
In the two dimensional case, the Navier-Stokes equation driven by space-time white noise has been studied in [5] , where a unique global solution starting from almost every point has been obtained by using the Gaussian invariant measure for the equation.
In the three dimensional case, we use the theory of regularity structures introduced by Martin Hairer in [14] and the paracontrolled distribution proposed by Gubinelli, Imkeller and Perkowski in [11] and obtain existence and uniqueness of local solutions to the stochastic 3D Navier-Stokes equations driven by space-time white noise in [25] . Recently, these two approaches have been successful in giving a meaning to a lot of ill-posed stochastic PDEs like the Kardar-Parisi-Zhang (KPZ) equation ([19] , [1] , [13] ), the dynamical Φ 4 3 model ( [14] , [2] ) and so on. By these theories Markov semigroups generated by the solutions can be constructed.
Recently, there are some papers studying the long time behavior of the Markov semigroup associated to singular stochastic PDEs. In [22] Michael Röckner and the authors of this paper show that the Markov semigroup for the dynamical Φ 4 2 model converges to the Φ 4 2 measure by using asymptotic coupling method developed in [18] . By this and [21] we can give some characterization of the Φ 4 2 field. In [24] the authors obtain the strong Feller property for the dynamical P (Φ) 2 model and also the exponential ergodicity of the dynamical Φ 4 2 model. In [17] , strong Feller property for the Markov semigroups generated by a large class of singular stochastic PDEs has been obtained, which is a very useful ingredient to establish the ergodicity of a given Markov process.
It is very natural to ask whether the solutions to the stochastic Navier-Stokes equations driven by space-time white noise in dimensions 2 and 3 as constructed in [5] , [25] also satisfy the strong Feller property. Because of the presence of the Leray projection, the results in [17] cannot be applied in this case directly. In this paper we obtain strong Feller property of the solutions to the stochastic Navier-Stokes equations driven by space-time white noise in dimensions 2 and 3 by using the abstract result developed in [17, Section 2] . This paper is organized as follows. In Section 2, we recall the regularity structure theory and the framework to obtain local existence and uniqueness of solutions to the 3D N-S equations driven by space-time white noise. In Section 3, we apply the abstract result developed in [17, Section 2] to deduce the strong Feller property of the semigroup associated to the 3D N-S equation driven by space-time white noise. 2D case has been considered in Section 4. By using the strong Feller property we obtain a unique global solution starting from every initial point in C η , η ∈ (− 1 2
, 0) in Section 4. In Appendix we recall the abstract assumptions in [17] .
2 N-S equation by regularity structure theory
Preliminary on regularity structure theory
In this subsection we recall some preliminaries for the theory of regularity structures from [14] and [16] . From this section we fixed a scaling s = (s 0 , 1, ..., 1) of R d+1 . We call |s| = s 0 + d scaling dimension. We define the associate metric on R d+1 by
Definition 2.1 A regularity structure T = (A, T, G) consists of the following elements: (i) An index set A ⊂ R such that 0 ∈ A, A is bounded from below and locally finite.
(ii) A model space T , which is a graded vector space T = ⊕ α∈A T α , with each T α a Banach space. Furthermore, T 0 is one-dimensional and has a basis vector 1. Given τ ∈ T we write τ α for the norm of its component in T α .
(iii) A structure group G of (continuous) linear operators acting on T such that for every Γ ∈ G, every α ∈ A and every τ α ∈ T α one has
Furthermore, Γ1 = 1 for every Γ ∈ G. Now we have the the usual polynomial regularity structureT = n∈NT n given by all polynomials in d + 1 indeterminates, let us call them X 0 , ..., X d , which denote the time and space directions respectively. Denote
with k a multi-index. In this case, A = N andT n denote the space of monomials that are homogeneous of degree n. The structure group can be defined by
Denote by B r the set of smooth test functions ϕ : R d → R that are supported in the centred ball of radius 1 and such that their derivatives of order up to r are uniformly bounded by 1. We denote by S ′ the space of all distributions on R d . Now we give the definition of a model, which is a concrete way of associating every element in the abstract regularity structure to the actual Taylor polynomial at every point. For the Navier-Stokes equation we need to consider heat kernel composed with the Leray projection, which is not smooth on R d+1 \{0}. So we cannot apply [14, Lemma 5.5] directly. Instead we use the inhomogeneous modelled distribution introduced in [16] . Definition 2.2 Given a regularity structure T, an inhomogeneous model (Π, Γ, Σ) consists of the following three elements:
for any x, y, z ∈ R d and t ∈ R, and the action of Γ t xy on polynomials is given as above with h = (0, y − x).
• A collection of maps Σ x : R × R → G, parametrized by x ∈ R d , such that, for any x ∈ R d and s, r, t ∈ R, one has
and the action of Σ st x on polynomials is given as above with h = (t − s, 0).
• A collection of linear maps Π
Moreover, for any γ > 0 and every T > 0, there is a constant C for which the analytic bounds
holds uniformly over all τ ∈ T l , l ∈ A with l < γ, all m ∈ A such that m < l, and all test functions ϕ ∈ B r with r > − inf A, and all t, s ∈ [−T, T ] and x, y ∈ R d such that |t − s| ≤ 1 and |x − y| ≤ 1.
For a model Z = (Π, Γ, Σ) we denote by Π γ;T , Γ γ;T and Σ γ;T the smallest constants C such that the bounds on Π, Γ and Σ in the above analytic bounds hold. Furthermore, we define Z γ;T := Π γ;T + Γ γ;T + Σ γ;T .
IfZ = (Π,Γ,Σ) is another model we define
This gives a natural topology for the space of all models for a given regularity structure. In the following we consider the models are periodic in space, which allows us to require the bounds to hold globally. Now we have the following definition for the spaces of distributions C α , α < 0, which is an extension of the definition of Hölder space to include α < 0. Definition 2.3 For α < 0, C α consists of the closure of smooth compact functions under the norm η α := sup
We also have the following definition of spaces of inhomogeneous modelled distributions, which are the Hölder spaces on the regularity structure. Definition 2.4 Given a model Z = (Π, Γ, Σ) for a regularity structure T as above. Then for any γ > 0 and η ∈ R, the space D γ,η consists of all functions H :
Here we wrote τ l for the norm of the component of τ in T l and |t| 0 := |t| For H ∈ D γ,η andH ∈D γ,η (denoting byD γ,η the space built over another model (Π,Γ,Σ)), we also set
Given a regularity structure, we say that a subspace V ⊂ T is a sector of regularity α if it is invariant under the action of the structure group G and it can be written as V = ⊕ β∈A V β with V β ⊂ T β , and V β = {0} for β < α. We will use
taking values in V . The reconstruction theorem, which defines the so-called reconstruction operator, is one of the most fundamental result in the regularity structures theory. 
and ϕ ∈ B r with r > −α + 1.
Suppose that K is a 2-regularising kernel in the sense of [14, Section 5] and we will write K t (x) = K(z), for z = (t, x). We say that a model Z = (Π, Γ, Σ) realises K for an abstract integration map I if, for every α ∈ A, every τ ∈ T α and every x ∈ R d , one has
where k ∈ N d+1 and the derivative D k is in time-space. Moreover, we require that
for all s, t ∈ R, and x, y ∈ R d . Using I we can also introduce the operator K γ acting on modelled distribution similarly as in [16] and [25] .
In order to deal with the Leray Projection, we have to consider convolution with the singular kernel for space variable. As in [14] we introduce an abstract integration map I 0 : T → T to provide an "abstract" representation of the Leray Projection operating at the level of the regularity structure. In the regularity structure theory I 0 is a linear map from T to T such that I 0 T α ⊂ T α and I 0T = 0 and for every Γ ∈ G, τ ∈ T one has ΓI 0 τ − I 0 Γτ ∈T .
We say that P is a 0-regularising kernel on R d if one can write P = n≥0 P n , where each P n : R d → R is smooth and compactly supported in a ball of radius 2 −n around the origin. Furthermore, we assume that for every multi-index k, one has a constant C such that
holds uniformly in n. Finally, we assume that P n (x)E(x)dz = 0 for every polynomial E of degree at most r for some sufficiently large value of r. A model Z = (Π, Γ, Σ) realises a 0-regularising kernel P on R d for an abstract integration map I 0 if, for every α ∈ A, every τ ∈ T α and every x ∈ R d , one has
where
with k ∈ N d and the derivative D k being the space derivative. Moreover, we require that
for all s, t ∈ R, and x, y ∈ R d . Now we introduce the following operator acting on modelled distribution H ∈ D γ,η with γ + β > 0: 
In the following we extend [14, Thm 5.14] for the inhomogeneous model.
Proposition 2.6 Let T = (A, T, G) be a regularity structure containing the canonical regularity structure. Let V ⊂ T be a sector of orderγ. Let W ⊂ V be a subsector of V and let K be a 2-regularising kernel and P be a 0-regularising kernel on R d . Let (Π, Γ, Σ) be a model for T, and let I : W → T be an abstract integration map of order 2 such that Π realises K for I and let I 0 : W → T be an abstract integration map of order 0 such that Π realises P for I 0 .
Then, there exists a regularity structureT containing T, a model (Π,Γ,Σ) forT extending (Π, Γ, Σ), and abstract integration mapsÎ of order 2,Î 0 of order 0 acting onV = ιV such that:
• The modelΠ realises K forÎ and realises P forÎ 0 .
• The mapÎ andÎ 0 extend I and I 0 in the sense thatÎιa = ιIa,Î 0 ιa = ιI 0 a for every a ∈ W .
Furthermore, the map (Π, Γ, Σ) → (Π,Γ,Σ) is locally bounded and Lipschitz continuous. Proof As in [14, Theorem 5.14] we can assume without loss of generality that the sector V is given by a finite sum V = V α 1 ⊕ V α 2 ⊕ ... ⊕ V αn , where the α i are an increasing sequence of elements in A, and W α k = V α k for k < n. We then denote byW the complement of W αn in V αn so that V αn = W αn ⊕W αn . By similar arguments as in the proof of [14, Theorem 5.14] we can extend the regularity structureT = T ⊕W with β = 2 and defineÎ similarly. For a ∈ T, b ∈W we defineΠ
The corresponding algebraic identity and the corresponding analytic bounds can be obtained by similar arguments as in the proof of [14, Theorem 5.14] . Furthermore, similarly we can extend the regularity structure with β = 0 and defineÎ 0 similarly. For a ∈T , b ∈W we definê Π t x to be given byΠ 
t,x , where the nth term in each sum is obtained by replacing P by P n in the expressions for
where Q ζ a denotes the component of a in T ζ . We first consider the case 2 −n ≤ |t − s| 
and
For the case that |t − s|
where the sum runs over a finite number of exponents. In the following we consider T k 2 : k j ∈ Z}, with e j denoting the jth element of the canonical basis of R d+1 . By the definition of the model we have
where the sum runs over a finite number of exponents and in the first inequality we used the factor 2 3m 2 −3n counts the number of non-zero terms appearing in the sum over (s 0 , y) and in the last inequality we choose m large enough such that 2 −m < |t − s| 1 2 and r large enough such that r > l − l 0 . Taking the sum over n we obtain the desired bounds for M ts x τ k and the result follows.
N-S equation on T 3
In this subsection we recall the regularity structure theory for the 3D Navier-Stokes equations on T 3 driven by space-time white noise in [25] . In this case we have the scaling s = (2, 1, 1, 1), so that the scaling dimension of space-time is 5. Since the heat kernel G is smooth on R 4 \{0} and has the scaling property G( We know that the kernel P ij , i, j = 1, 2, 3, for the Leray projection is smooth on R 3 \{0} and has the scaling property P ij ( 
Consider the regularity structure generated by the stochastic N-S equation with β = 2. In the regularity structure we use symbol the Ξ i to replace the driving noise ξ i . We introduce the integration map I associated with K and the integration map I ij 0 associated withP ij , which helps us to define K γ andP ij γ . We also need the integration maps I
To apply the regularity structure theory we write the equation as follows: for i = 1, 2, 3
(2.5)
Then v 1 + v is the solution to the 3D Navier-Stokes equations driven by space-time white noise. Now we consider the second equation in (2.5). Define for i, j, i 1 = 1, 2, 3,
where the product is commutative and associative. Then we build subsets {P i n } n≥0 , {U n } n≥0 and {W n } n≥0 by the following algorithm: For i, j = 1, 2, 3, set
, and
Then F F contains the elements required to describe both the solution and the terms in the equation (2.5). We denote by H F the set of finite linear combinations of elements in F F . For each τ ∈ F a degree |τ | s is obtained by setting |1| s = 0,
for any two formal expressions τ andτ in F such that
). Let T = H F with T γ = {τ ∈ F F : |τ | s = γ} , A = {|τ | s : τ ∈ F F } and let the structure group G F be as in [25] . Then by [25, Theorem 2.8] we know that T F = (A, H F , G F ) defines a regularity structure T. We also recall the following definition from [ and furthermore realizes K,P ij , i, j = 1, 2, 3, for I, I ij 0 respectively. We denote by M F the set of admissible models.
Using the same tree notation from [25] we can denote F 0 := T <0 as follows: For Ξ we simply draw a dot. The integration map I ij is then represented by a downfacing line while the integration map I 0 I j is then represented by a downfacing dotted line. The integration map I j is represented by . The multiplication of symbols is obtained by joining them at the root.
Here the solution to the stochastic N-S equation is vector valued and there are a lot of superscripts and subscripts for the elements in F 0 , which will not be noticeable in the tree notation. To see more details for F 0 we refer to [25] . Similarly as in [14] , the renormalization group R for the regularity structure T F is also introduced in [25] . For g ∈ R := R n , n = 3
as well as M g (τ ) = τ for the remaining basis vectors in F 0 . Here the choice that p = 3 or 4 depends on the explicit formula of . For more details, we refer to [25] . For given ξ ∈ C ∞ (R × R 3 ; R 3 ) by [25, Section 2] we can construct a canonical model Lξ ∈ M F . For g ∈ R, we can define M g on F 0 as above. Since τ satisfies M g τ = τ − C1 for any τ ∈ F 0 , we can easily lift this action M g on the space M F of admissible models via the construction of [14, Section 8] and [25, Section 2] . We also use the following definition from [17] . We choose η ∈ (−1, α + 2] and |α + 2| < γ < η − α for α ∈ (− 13 5 , − 5 2 ). Here α is the degree of Ξ i and the initial value belongs to C η .
Definition 2.8 An admissible model
Here R t is the family of reconstruction operators in Theorem 2.5.
Write M for the closure of all smooth and nice models in the space of nice admissible models for the regularity structure T F . Now we consider the following equations on the regularity structure:
with the convolution operators T
for H ∈ D γ,η , and G ii 1 denotes the solution to the linearized problem, viewed via its truncated Taylor expansion as an element in D γ,η . Here R + : R × R 3 → R is given by R + (t, x) = 1 for t > 0 and R + (t, x) = 0 otherwise and for more details on the convolution operators T ii 1 j and T ii 1 j , we refer to [25] . By similar arguments as in the proof of [25, Proposition 2.13], we have the following results:
Proposition 2.9 Let T F be the regularity structure constructed above associated to the stochastic N-S equation driven by space-time white noise. Suppose that η ∈ (−1, α + 2] and |α + 2| < γ < η − α for α ∈ (− It is sufficient to consider the second one in (2.7). We have that J takes values in a sector V ⊂T ⊕ T ≥ζ with ζ = α + 3 and u i J j , i, j = 1, 2, 3, takes value in a sector V ⊂T ⊕ T ≥ζ with ζ = 2α + 5 satisfying ζ <ζ + 1. For η and γ we haveη = 2η and γ >γ = γ + α + 2 > 0, γ < η + 2 andγ + 1 > γ. Then by similar arguments as in the proof of [25, Proposition 2.13] the results follow.
Strong Feller Property
We consider a Gaussian probability space (Ω, F , P), where Ω is a separable Banach space and L 2 (R; L 2 ) is the Cameron-Martin space for the Gaussian measure P. The canonical random variable ω induces the usual two-sided continuous filtration {F s,t , s < t}.
, with ξ i , i = 1, 2, 3 being independent white noises on R × T 3 on (Ω, F , P), which we extend periodically to R 4 . By [25, Theorem 2.17] we know that there exists a random variable Z : Ω → M associated with space-time white noise ξ.
Choose U = (C η ) 3 with the usual product norm still denoted by · η and defineŪ = U ∪{∆}. U is a separable metric space by setting d(∆, u) 2 = 1 + u 2 η for all u ∈ U. For u 0 ∈ U, Π ∈ M we useū s,t (u 0 , Π) to denote the maximal solution to the first equation in (2.7) obtained in Proposition 2.9 with initial conditionū s,s (u 0 , Π) = u 0 ∈ U. Define
and u s,t (∆, Π) = ∆, where ζ is the explosion time for s, u 0 and Π. We also use the shorthands u t = u 0,t and u = u 0,1 . It follows from the locality of the reconstruction map and the locality of the construction of the model that u s,t (u 0 , Π) depends on the underlying white noise only on the time interval [s, t]. Moreover, as a consequence of [14, Prop. 7.11] , one has for u 0 ∈ U, Π ∈ M
By this we can conclude that u · (u 0 , Z) is a Markov process. For any bounded measurable map Ψ :Ū → R we set for t ≥ 0
which forms a Markov semigroup. [3, Proposition 4.7] , it follows that the solution u t is differentiable in the initial condition and its derivative in the direction J 0 ∈ (C η ) 3 is given by J. Here J t = R tJt withJ being the maximal solution to the second equation in (2.7) obtained in Proposition 2.9. Now we check Assumption 2 in [17] . We set
The F t -measurability of r t is an immediate consequence of the adaptedness of u. It is obvious that r 0 < ∞ and that the map t → r t (u 0 , Π) is increasing and is continuous in t, except at the explosion time when it has to diverge to +∞. By [25, Proposition 2.13] we know that r is locally Lipschitz continuous on N t as a function of both the initial condition and the underlying model. Now we check Assumption 3 in [17] . With M g and L given in Section 2, we first check Assumption 10 in [17] as in [17, Section 5.1] . For p > 1 sufficiently large, we choose E := L p ([0, 1], C 3 ) as a suitable space of shifts with C the space of periodic continuous functions. We prove that E generates a continuous action on our space M of nice models. We introduce an auxiliary regularity structure (T ,Ĝ) as follows. We introduceΞ i , i = 1, 2, 3, for the shifts. Define for i, j = 1, 2, 3,
Then we buildF F by a similar argument as that for F F , but with M ij F replaced byM ij F . Graphically, if we denoteΞ be a circle, the symbols appearing inF F are the same as those appearing in F F but with any occurrence of a bullet possibly replaced by a circle.
We set |Ξ| s = −κ for κ sufficiently small, the degrees of the remaining basis vectors being obtained by using the same rules as above. The structure groupĜ is also defined similarly as in [25] and by imposing that ΓΞ j =Ξ j for j = 1, 2, 3. LetT = F F withT γ = {τ ∈F F : |τ | s = γ} ,Â = {|τ | s : τ ∈F F } and letĜ be as above. ThenT F = (Â,T ,Ĝ) defines a regularity structureT.
DefineF
we define a linear mapM g on F 0 as in Section 2.2 and for τ ∈F 0 \ F 0 ,M g τ = τ . As a consequence of the calculation in [25] , M g belongs to the renormalisation group defined in [14 0 is an abstract integration map of order 0 on F 0 . We also have a space of "nice models"M for this large regularity structureT F .
Since κ is sufficiently small, all of the elements ofF F \F F are of strictly positive degree. By repeatedly applying Proposition 2.6 and writingM F as the space of admissible models for (T ,Ĝ), there exists a unique locally Lipschitz continuous map Y : E × M F →M F such that for every h ∈ E and Π ∈ M F , the modelΠ = Y(h, Π) ∈M F agrees with Π on T F and for
It is easy to verify that for τ ∈ F F , f τ z is indeed aΠ-polynomial and for τ ∈ F F
whereQ <γ is the projection ontoT <γ . Set T := H F ∪ {Ξ j , j = 1, 2, 3}. Define operatorš Γ
and then recursively by
as well asΓ
. We also extend the definition of f τ z to all of τ ∈ T by linearity. It is straightforward to verify that we have fΓ
The map Z is defined as follows: Given a modelΠ = (Π, Γ, Σ) ∈M F , we define a new model ZΠ = (Π,Γ,Σ) on T F withΠ t x τ = R t f τ t,x , andΓ,Σ being defined as above. It follows from (3.2) thatΠ 
for every smooth ξ and h. Moreover, by similar arguments as in [17, Section 5 .1] we have
for every smooth h and every smooth Π ∈ M F and every g ∈ R. Now by similar arguments as in the proof of [17, Prop. 4.7] 
Two dimensional case
We consider (1.1) on T 2 . The strong Feller property in this case can be obtained in the same way as for the three dimensional case. More precisely, we choose U = (C η ) 2 for η ∈ (−κ, 0) for κ small enough, and
ii 1 (Ξ i 1 ), I ii 1 (Ξ i 1 )I jj 1 (Ξ j 1 ), i, j, i 1 , j 1 = 1, 2, 3}.
All the arguments in Section 3 can be applied in this case. It is well-known that the invariant measure of the equation is given by a Gaussian measure µ (cf. [5] ). By using the invariant measure in this case we obtain the following result: , 0). Proof We use ζ x to denote the explosion time for u · (x, Π), x ∈ C η . The invariant measure for the N-S equation driven by space-time white noise on T 2 is given by Gaussian measure µ (cf. [5] ), which has full support. By [5] we know that P (ζ x = ∞) = 1 for µ-almost every starting point x. By strong Feller property we know that for every t ≥ 0, x → P (t < ζ x ) is continuous, which implies that P (ζ x = ∞) = 1 for every starting point x in C η .
Assumption 1
The preimage of U under the map u : (s, t, u 0 , Π) → u s,t (u 0 , Π), is open and u is jointly continuous on u −1 (U). Furthermore, u is Fréchet differentiable in u 0 at every point of u −1 (U).
Define the sets N t = {(u 0 , Π) : u t (u 0 , Π) = ∆}.
We will denote the Fréchet derivative of u t in the direction v ∈ U by Du t (u 0 , Π)v, with the understanding that Du t is only defined on N t .
for all v ∈ U and all (u 0 , Π) ∈ N t . Furthermore, for every 0 < s ≤ t ≤ 1, the map A (s) t is locally Lipschitz continuous from N s to L(U, E s ) and bounded on every set of the form {(u 0 , Π) : r s (u 0 , Π) ≤ R} with R > 0.
