Abstract-Multiple Input Multiple Output (MIMO) systems are recognized as a key enabling technology in high performance wireless communications. Among known MIMO detectors, the Sphere Decoding Algorithm (SDA) is capable of optimal performance with a reduced computational complexity, compared to a Maximum Likelihood (ML) detector. However the hardware implementation of the SDA still is a major design challenge, especially with high throughput constraints. This paper proposed a modified version of the SDA, which achieves a significant throughput increase and guarantees ML performance, at the price of limited additional complexity. This new solution, called LASDA (Look-Ahead SDA) is mainly based on formal algorithm transformations, namely look-ahead, pipelining and retiming, applied at signal processing level. In addition, a modified tree search strategy, called test&restart, allows a limited increase of the iteration number. The analysis of the proposed LASDA shows that it is almost twice as fast as SDA, while simulation results exhibit ML performance.
I. INTRODUCTION
Multiple-Input-Multiple-Output (MIMO) technology improves performance of wireless links, at the cost of high computational complexity [1] ; in particular, at the receiver end, the decoder has to recover from the received signal vector the original data stream corresponding to each of the transmitted antennas. The optimal receiver for MIMO systems is the Maximum Likelihood detector (ML); however the direct implementation of ML methods has exponential complexity, which makes this approach infeasible when the number of antennas and the order of the constellation grow up. Sphere Decoding Algorithm (SDA) has been proposed as a viable alternative, able to guarantee ML performance, with polynomial processing complexity; SDA reduces the detector complexity by only considering points that lie inside a hypersphere [2] , [3] , [4] , [5] .
A relatively small number of SD architectures have been proposed with true ML performance (e.g. ASIC I in [6] and [7] ), mainly because of high computational complexity and limited average throughput. Some works are focused on the reduction of the computational complexity: in [8] , a small area application-specific integrated circuit (ASIC) implementation is described; in [6] the proposed ASIC II adopts a simplified norm, which allows for even reduced area; in [9] , area cost is limited resorting to efficient candidate searching. High throughput is the aim of the ASIC II implementation in [6] , while the parallel and pipelined VLSI architecture in [10] guarantees a fixed decoding throughput. All the works mentioned above have the common characteristic of showing a performance degradation with respect to the optimal receiver. While most of these solutions achieve performance that are close to ML, this work faces the problem of high throughput fully ML implementation. In this paper look-ahead, pipelining and retiming techniques [11] are exploited to optimize the delay along the key processing loop of the SDA, so deriving a novel processing algorithm, which achieves higher clock frequency with respect to a traditional SDA. The proposed approach is similar to the solution presented in [12] : while only pipelining is exploited in [12] to increase clock frequency, look-ahead and retiming are also adopted in this work. This algorithm modification is accompanied by a novel tree search strategy that reduces the number of iterations.
This paper is organized as follows. The next section reviews the Sphere Decoding Algorithm. Subsequently, the effective application of the look-ahead technique is developed in Section III. In Section IV, simulation results are shown. Finally conclusions are drawn in Section V.
II. DETECTION ALGORITHM
In this Section, the MIMO system model and the SDA are briefly reviewed.
A. MIMO system model
Considering a narrowband Block-fading channel and a complex-valued MIMO system with M t transmit and M r receive antennas, the M r -dimensional received signal y is given by:
where H is the M r × M t channel matrix, n denotes the M r -dimensional additive i.i.d. white Gaussian noise vector, and s stands for the M t -dimensional transmit signal vector.
In particular, values of s are indipendently chosen from a complex constellation O, whose cardinality is |O| = 2 Q , with Q equal to the number of bits per symbol. The Maximum Likelihood decoding algorithm minimizes the difference between the received point and the constellation points distorted by the channel. The problem is formally stated as s = arg min This method is optimal, as it minimizes the BER and provides maximum degree of diversity. The direct implementation of ML detection is the exhaustive search that has exponential complexity with the number of transmit antennas and the number of bits per symbol. For large M t and constellations, the ML detection is practically infeasible. In order to reduce the complexity of decoder, Sphere Decoding Algorithm (SDA) has been introduced [4] .
B. Sphere Decoder Algorithm
SDA achieves ML performance, showing a polynomial average complexity. It reduces the number of candidate symbols to be considered, without accidentally excluding the ML solution and formulates the (2) as a tree visit problem. The algorithm is composed of three main steps: radius constraint, tree construction and tree exploration with radius reduction.
1) Radius constraint:
The idea is to constrain the search to only those Hs points that lie inside a hypersphere with radius r around the received point y. In terms of mathematical expressions, it means that:
where 
(4) where l is the current level of the tree, T l is the Partial Euclidean Distance (PED), i.e. the distance of received vector
. A tree can be constructed, where each node has |O| sons and levels are M t . Since in a complex-valued constellation, it is difficult to determine the boundaries of the search hypersphere, in this paper the M t -dimensional complex signal model in (1) is decomposed into a M = 2M tdimensional real signal model. In this way, the tree is twice as deep as the original one, with a number of sons for each father node equal to |O|. At each level, if eq. (3) is not satisfied, the branch is pruned. Amount |ỹ l − M j=l R lj s j | of eq. (4) can be written as:
where a new metric ψ l+1 (l) is defined as:
, in the following referred to as Partial Difference (PD), is recursively obtained, for each i = 1, . . . , l − 1, as:
and initially set to
is computed according to eq. (7) with i = l − 1; at the same iteration, s l is also used to update other PD values, ψ l (i) with i < l − 1, which will be necessary at the lower tree levels.
3) Tree exploration with radius reduction: The decoder explores the tree, selects, at each level l, a symbol s l and computes the correspondent PD (ψ l (i)) and PED (T l ) metrics; branches are pruned if the radius constraint is not satisfied. The tree leaf with the minimum T 1 represents the ML solution. The exploration is depth-first: when a point lies inside the hypersphere, the algorithm goes one level down; alternative points at the same level are only considered later. In particular, the enumeration is Schnorr-Euchner (SE), which means that, at a generic level, the first chosen point is the Babai Point (the nearest point), while following choices are done according to a zig-zag path around it, in an ascending order of their PED. In this work the Babai Point is computed by means of a rounded division [13] :
III. LOOK-AHEAD OPTIMIZATION OF SDA
The recursive structure of eq. (7) implies that the computation of ψ l (i) cannot be started before knowing ψ l+1 (i); moreover if we want to allocate one PD update per clock cycle, all arithmetic operations in eq. (7) and (8) must be completed within one clock period. In all SDA implementations, this constraint results to be the key frequency bottleneck. Formal transformation procedures can be applied to processing algorithms, represented by means of a Data Flow Graph (DFG), to enable high throughput implementation [11] . In particular, look-ahead transformation, accompanied by pipelining and retiming, is an effective technique to reduce the critical path delay in recursive algorithms: this result can be exploited to increase clock frequency and achieve higher processing throughput. The most important limitation of look-ahead transformation is that it is feasible only for linear loops.
A. DFG representation of SDA
Starting from equations (4), (7) and (8), the obtained DFG is represented in Fig. 1 . Block A implements eq. (8), i.e. it computes the nearest point in the constellation. On the left side of the DFG, the dashes block is allocated M = 2M t times: each allocated instance contains one multiplier and one subtractor (block B and C) which implement eq. (7), and one register storing the updated ψ. Two PD values are used at each iteration l: ψ l+1 (l + 1) to update PED (4) and ψ l+1 (l) to 
where t j is the delay associated to block j. Delay contributions related to registers are here omitted for simplicity. Moreover, there are three loops in the DFG:
is the critical loop as it includes a division and a non-linear round operation (A). Eq. (5), for the case i = l − 1, can be written as:
In order to apply the look-ahead technique to eq. (10), a linear approximation is necessary.
B. Linear approximation and look-ahead transformation
Round operation is replaced in (10) with its argument:
The symbol ψ is used to represent the approximated version of PD metric. Amounts ψ l+1 (l − 1) and ψ l+1 (l) in (11) are expressed according to (5) as:
Equations above are substituted in eq. (11), so obtaining:
With pre-calculated coefficients:
eq. (12) becomes:
While in (7) the calculation of ψ l (l−1) needs s l , now eq. (14) clearly shows that ψ l (l − 1) does not depend on s l any more and requires s l+1 , which is available one iteration in advance with respect to s l . Metric ψ l (l − 1) can be used to compute s l−1 , in the place of the exact version ψ l (l−1). As an effect of the approximated ψ, the choice of s may be different from that made in the original SDA: in particular, this choice may not be the Babai Point; however it still is a valid point belonging to the constellation.
The above eq. (14) represents the updating equation of approximated PD and it is implemented by block L in the correspondent DFG, depicted in Fig. 2 .
T l+1 
C. Retimed and pipelined version
Retiming and pipelining can now be applied to the DFG of Fig. 2 , in order to reduce the critical path delay. The key requirement is to split the critical path formed by operations A, B and C in Fig. 2 . This can be done by removing registers D 4 and D 5 from the input of block L and feeding operations B-C with the delayed s l+1 (output of D 2 ): the new structure of Fig. 3 guarantees the correct data synchronization for both PED and PD processing branches. Moreover one additional pipelining register has been inserted between F and G units. We call this modified algorithm LASDA (Look-ahead SDA).
T l+2 
D. A modified search strategy for LASDA: test&restart
The DFG in Fig. 3 includes two processing tasks: update of PD metric and computation of PED. While the employed lookahead method achieves shorter clock period by introducing an approximation in the PD update, it does not affect the PED computation. However, as already mentioned, the use of approximate ψ in LASDA affects the choice of the son node to be explored and this has an effect on the order of node visiting. In other words, the reaching of the ML solution may be postponed with respect to SDA, because tha Babai Point is not guaranted to be the first choice.
In order to attenuate the effect of increasing the average number of visited nodes, caused by the approximated ψ, a slightly modified strategy can be adopted in the tree search. The key idea is to have a separate processing task that computes the right symbol s l starting from the correct ψ l+1 (l) metric. Two symbols are then computed at each visited node:
is derived from approximate PD metric according to the described look-ahead technique, so allowing for a shorter clock period 2) s SDA l+1 is derived one cycle later using the correct PD. The two symbols are exploited to control tree exploration with a strategy said test&restart. This new strategy is the following:
• At a generic level of the tree, symbols s
LASDA l+1
and s
SDA l+1
are first compared.
• If they are equal, LASDA has just made the same choice as SDA and there is no reason for a change, so the tree visiting continues with the usual depth-first SE strategy.
• If they are not equal, LASDA has just taken a direction which is different from the SDA choice. It is worth clarifying here that this condition cannot be used to prune the direction taken by LASDA and only after obtaining a PED greater than current radius, one or more symbols can be excluded from the search. As a consequence, the condition s
is not exploited to prune the tree, but it is used for simply change the previous choice. To this purpose, the current search direction is stopped, ψ is replaced by ψ-metrics, s LASDA l+1 is substituted with s
and the search is started again from one tree level up. However the stopped search direction may be explored again later, when visiting again the level l + 1. The new search strategy is not expected to give the same average number of visited nodes as SDA, since one more iteration is generated at each failed test. However the combined effect of clock frequency increase ensured by the LASDA and limited increase in the iteration number results into a significant improvement in the global detection throughput, as shown in the following Section.
IV. COMPLEXITY AND PERFORMANCE
Direct inspection of the LASDA DFG allows for a first order evaluation of complexity and throughput and comparisons with the original SDA. The area cost of the architecture implementing SDA can be roughly expressed as a function of required functional units:
A G are the area costs of the processing units given in Fig. 1 . The same approach can be used to obtain an estimation of the LASDA area cost:
In addition to the small increase in the number of required processing resources, LASDA also needs more registers, M +4 instead of M + 2 (see D 6 and D 7 in Fig. 3 ). With M = 8, the , is shorter than in the original SDA DFG, as both delay paths in eq. (9) can be approximately expressed as:
where t L = t mul + 2t add .
The slowest processing block in both SDA and LASDA is block A, with division and round. Moreover assuming t A ∼ = t B + t C , the result is:
According to the described comparison, the new LASDA scheme is almost twice as fast as the original SDA. Fair and complete comparison between SDA and LASDA implies the cycle accurate simulations to verify the LASDA behaviour in a real context. A cycle accurate model in C language has been developed to this purpose. The model was written for a 4 × 4 MIMO system. The constellation is a complex-valued 16-QAM, transformed into a real-valued 4-PAM. As a consequence, the tree has 8 levels, with 4 sons per node. At each clock cycle, the algorithm computes symbol s, approximate ψ-metrics, correct ψ-metrics and T -metrics. After the divide and round block has selected the nearest constellation symbol, the tree is visited according to the depth-first policy. The SNR (Signal-to-Noise-Ratio) range assumed in the simulations goes from 16 to 22 dB, with step equals to 1 dB. Two measures are derived from the C model, Bit Error Rate (BER) and number of iterations (IT). The latter is formally defined as the ratio between the number of visited nodes per SNR value and the number of transmitted codewords per SNR value.
One new node is visited at each clock cycle, therefore the average number of visited nodes is equal to the average number of iterations during decoding activity.
BER curve for LASDA with modified search strategy is perfectly superimposed to SDA curve: this is due to the fact that both applied modifications (look-ahead transformation and test&restart control) do not affect the conditions of tree pruning, thus ML solution cannot be accidentally eliminated. A small increase in the number of iterations is shown in Fig. 4 for LASDA over SDA: in the indicated range of SNR values, this increase is lower than 6%.
V. CONCLUSION
A novel algorithm for high throughput Sphere Decoding is proposed (LASDA). Look-ahead, pipelining and retiming techniques in addition to a modified search strategy (test&restart), are applied to the original SDA, without penalty in BER performance. As the LASDA method achieves a double clock frequency for the same implementation technology (see eq. (18)) and implies an average iteration number 6% higher than SDA, the proposed approach results into a decoding throughput that is almost doubled with respect to the original SDA algorithm. The area overhead of the proposed technique is approximately 20% of direct SDA implementation.
