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1. INTRODUCTION 
We are concerned with a class of second order abstract Volterra 
integrodifferential equations which involve infinite delay. We obtain global 
existence and uniqueness of solutions. Specifically we consider 
i(t) + Ax(t) = it g(r, s, x(s)) ds + f(t) 
. -02 (1.1) 
x(e) = d(e), 0 E (-co, 01, Q E c.4. 
Here A is a positive self adjoint unbounded linear operator on a Hilbert 
space H and g: R x R X H + H is an unbounded nonlinear operator. We 
require that f( ) be an H-valued function. We let H,, denote the Banach 
space obtained by imposing the graph norm on D(A) and specify C,, to be 
the space of bounded uniformly continuous functions mapping (-co, OJ 
to HA. 
Equations similar to (1.1) arise in applications. They arise from problems 
concerning the theory of nonlinear viscoelasticity [ 1-3, 141. Similar 
equations arise in problems treating heat flow with memory [ 13, 15, 201. As 
a model for (1.1) one can take: 
a*u(x,t)/at* = a/ax(k(x)a+,t)/ax) 
g(t-s)a/ax(a(au(x,s)/ax)) ds + I. (1.2) 
We return to Eq. (1.2) in the last section. 
* The research and the preparation of this paper were conducted while the author was 
visiting the staffs of the University of California, San Diego, and the Applied Mathematics 
Division, Argonne National Laboratory. The author gratefully acknowledges the support of 
these institutions. 
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Our results are similar to those of Travis and Webb [ 171 who utilize the 
cosine operators to obtain local existence of solutions to 
i(f) + Ax(t) = I-’ g(r, s, x(s), x’(s)) ds. 
-0 
(1.3) 
In this study we treat (1.1) as a first order system and utilize techniques 
developed by Webb [ 14,201 and the author [6] together with the theory of 
Volterra delay equations which is developed in [4, 5, 18, 211. We are able to 
treat infinite initial histories and to obtain global existence of solutions. In 
our opinion the first order system approach is more natural and can be 
generalized to handle more complicated nonlinear problems. 
2. AN ABSTRACT FUNCTIONAL DIFFERENTIAL EQUATION 
In this section we work in a general Banach space X. We let A be an 
unbounded linear operator on X such that -A is the infinitesimal generator 
of a strongly continuous semigroup of linear operators (r(t) ] t > 0). We 
shall assume the reader to be familiar with the theory of linear semigroups. 
detailed references include Goldstein [8], Kato [lo], and Pazy [ 161. Under 
the convention of the previous section, X, will denote the domain of A 
endowed with the graph norm 1) ]I.,,, i.e., 
Similarly C, will denote the space of bounded uniformly continuous 
functions from the interval (-co. O] to X,J which are given the supremum 
norm 
We place the following assumptions onf( ) and g( ). 
f: R ’ + X is continuous differentiable. (2.1) 
g: R+ x R x X,, --t X is continuously differentiable in the 
first place; both g(., ., .) and g,(a. . . .) are uniformly 
continuous on bounded subsets of R+ x R x X,4; g,(., . . .) 
is Lipschitz continuous in the first two places; and for each 
T > 0, 0 E C((-00, T], X,) and t E [0, T] both g(t, -, d(.)) 
and g,(t,., o(e)) belong to L’(-00, t). (2.2) 
We also require that the nonlinear functions g(., ., .) and g,(.. ., .) be 
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Lipschitz continuous with respect to the graph norm of X.,. More 
specifically, 
on each bounded subset of X., there exists a constant L so that 
II go, s7 -y, ) - g(t. -5 xz>ll G L II-Y, - x2 Il.4 1 
II g,o, 39 -XI) - g,v, ST -a G L lI+y, - -51.4. 
(2.3) 
We make extensive use of the following lemma which is proved in [ 10. 
p. 486 1. 
LEMMA 2.4. Let k: [0, TJ +X be continuously dlfirentiable Q-t E [O, T] 
and q: [0, T] + X is deJined 647 
q(t) = 1” T(t - s) k(s) ds, 
-’ 0 
then q(t) E D(A), q is continuously differentiable and 
q’(t) = Aq(t) + k(t) 
= 1” T(t -s) k’(s) ds + T(f) k(0). 
.O 
(2.5) 
We have the following local existence theorem. In essence it is a 
concatenation of the existence theorem for first order semilinear Volterra 
integrodifferential equations appearing in [ 191 and treatments of abstract 
delay equations appearing in [4] and [ 181. 
THEOREM 1. Let -A be the infinitesimal generator of a strongly 
continuous semigroup on a Banach space X and assume that f( ): R + -+ X 
and g( , ): R + x R x X,, -+X satisfy (2.1) through (2.3), respectivebp. If 
4 E C,4 then there exists a T > 0 and an x( ): [-GO, T] +X4 such that 
i(t) + Ax(t) = I.( g(t, s, x(s)) ds + f (0, 
SC (2.6) 
-y(@ = $(S) for BE(--co,O] and #EC,. 
ProoJ We shall lose no generality and simplify our subsequent 
computations if we assume thatf(t) = 0. Let Q(t, , N) be the closed subset of 
the Banach space C([O, t,],XA) such that x(0) = g(O) and sup x(t), ,< N. We 
extend the function x( ) to (-co, t,], 
f(s) = x(s) for s E (0, t,] 
= 46) for s E (-co, O]. 
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A mapping G on Q(t,, N) is defined by the equation 
(Gx)(t) = T(t) $(O) + ff T(t - s) fS g(s, r, Z(r)) dr ds. 
.o - -zc 
By virtue of our hypotheses the function 
k(t) = 1” g(t. s1 x(s)) ds 
. --r* 
is continuously differentiable from [0, t, 1 to X and 
k’(t) = g(t, t, x(t)) + 1.’ g,(t, s, x(s)) ds. 
CL 
Referring to Lemma 2.4 we see that (Gx)(t) ED(A) and 
(AGx)(t) = T(t) A#(O) + 1.’ T(t - s) g(s, s, Z(s)) 
-0 I 
+ fS g,(s, r, i?(r)) dr g(t, s, f(s)) ds. (2.7) 
. -cn 
Thus for x(.) E Q(t,, N) both (Gx)(-) and (AGx)(.) are continuous from 
10, t,] to X. Therefore it should be clear that an appropriate choice of t, and 
N will guarantee that G maps Q(t,, N) to itself. We now claim that an 
appropriate choice of t, guarantees that G is a contraction on Q(t, , N). If 
xl(.) and x2(.) E Q(t,, N), 
II(Gx,)W - (WWll 
< ff II qt - s) li(j: II dsl rr -y,(r)) - ds, r, x2@))I1 dr) ds (2.8) 
-0 
and 
II(~G-~,)W - (AGx,)O)ll 
< Jo’ II 7-0 - s)ll II g(s, s, x,(s)) - g(s. ~9 xh))ll ds 
+ i,’ II rtt - s)ll (’ II g,(s, rv x,(r)) - g,(s, r, x,(r))11 dr ds 
-0 
+ 1-l I( g(t, x, x,(s)) - g(t. s, x2(s))ll ds. 
-0 
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Using the boundcdness of )] Z(t - s)]], together with the Lipschitz properties 
ofg(., .1 -) and g,(., a, .) we estimate the right side of (2.8) and (2.9). Adding 
the resulting inequalities produces an M > 0 so that 
= Il(Gx,)(~) - (Gxz)(f)ll +IMG-v,)(f) - (AG-W))l’ 
< M 1” II-~,(S) - .WIl.4 h. 
.o 
It is now obvious that choosing T = t, sufficiently small ensures that G is a 
contraction on Q(T, N). Thus the Banach fixed point theorem yields the 
existence of x( ): 10, T] --(X., such that 
x(t) = T(t) 4(O) + 1.’ T(t - s) 1.’ g(s, r, 2(f)) dr ds. 
-0 _ --a> 
Lemma 2.4 ensures that the above equation can be differentiated to produce 
i(t) + Ax(t) = 1’ g(f, s, Z(s)) ds. 
oc 
Identifying 2((t) with x(t) we obtain the desired result. 
It should be clear that we can utilize our local existence theory to produce 
solutions emanating from any t* > 0, i.e., we are assured the existence of an 
interval [f*, T] and a function mapping [f*, T] which satisfies 
i(f) + Ax(t) = !‘I g(f, s, x(s)) ds + f(f) for f E (f*, 7‘1, 
. -cc 
x(f* + 8) = 4(e), where 19 E (-a~, 0] and Q E C,. 
These solutions have variation of parameters representation 
x(f) = T(f - f*) o(O) + [’ T(t - s) f g(s, f, x(r)) drds 
. I’ --cc 
+ I-’ T(f - s)f(s) ds. 
. I- 
We can further show that our solutions are unique. It is straightforward to 
adopt the methods of Webb [ 19, Theorem 2.2) to establish the following 
result which we state without proof. 
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PROPOSITION 2.10. Let A, g( , ) and f( ) satisfy the conditions of 
Theorem 1. If ty, y E C, and x( ) and y( ) are solutions to (2.6) on [0, T] 
with initial data x(0) = g(0) and y(8) = y(t3) for 8 E (--03,0] then there 
exists an M($, u/) so that 
II 4) - J’(t)lla < M(h Y) II # - v llc,. 
We introduce the following condition to ensure global existence of 
solutions to (2.6). 
There exists a continuous N( ): [O, a~) -+ [O. co) so that 
and 
II go, s, XII G Yt Nl x II.4 + 1) for xED(‘4) 
(2.10) 
II g,k sy x)ll < wNlxll.l + 1) for .x E D(A). 
We have the following theorem. 
THEOREM 2. Let A, g( , ) and f( ) satisfy the conditions of Theorem 1 
and assume that g( , ) also satisfies (2.10). If ty E C,4 then there exists a 
unique x: (--co, co) + X,4 which satisfies (2.6) with initial data x(0) = #(0), 
8E (-a&O]. 
Proof. We outline a method of extending solutions. Let -Y,( ) be a 
solution of (2.6). Let x,( ) be a solution of (2.6) on (-co, t,]. We modify 
our local existence result to produce a tz > t, and x2( ): (-co. t,] +X,, 
which satisfies 
s&(t) + Ax,(t) = 1’ g(t. s, -q(s)) ds + f(t), t E It,, tz] 
-a 
xz(@) =-y,(e), 8E (-co, t,]. 
We define 
x(s) = $6) sE(-oo,O] 
= x,(s) s E 10, t,] 
= x26) s E [t,, t,J. 
It is clear that x( ) satisfies (2.6) on [O, t,]. Consequently, we have produced 
an extension of x( ) to [0, t,j. We can use classical arguments of ordinary 
differential. equations for the existence of a maximal interval [0, tmax). For 
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the sake of contradiction we assume that fmax < co. If t < t,,, we observe 
that 
-y(f) = r(f) $(O) + 1’ T(t - S) 1” g(s, r, x(r)) dr ds 
-0 . -cc 
+ .I: T(t - s)f(s) ds 
and 
h(f) = 7-(f) A@(O) + ft qr - s) (g(s, s, x(s)) 
-0 
g(f, s, X(S)) ds 
xc 
+ 1.’ T(t - s) f’(s) ds + T(f) f(0) -f(t). 
-0 
For s E 10, t,,,] the quantities ]] T(S)]] and ]]f(s)]] are bounded. Using 
continuity properties of g( ) and g,( ) together with (2.10) we can construct 
M, and M, > 0 and a continuous positive function h( ) so that 
and 
II-$)11 <M, II W)ll + M, I-’ lI~(s)ll.~ ds + h(f) 
.o 
(2.11) 
II~x(f)ll ,< Mz Il4(O)ll +Mz 1’ IIx(s)Il.~ ds + 49 
-0 
(2.12) 
We add inequalities (2.11) and (2.12) and then apply the Gronwall lemma to 
deduce that 
is bounded. We therefore can compute 
x* = jmx x(f) 
= T(f,,,) w(O) + [fmar T(t,,, -s) IS g(s, r, x(r)) dr ds 
‘0 _ -a 
+ ffmax T(f,,, - s) f(s) ds. 
.O 
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Lemma (2.4) ensures that x* E D(A) and we can apply our local existence 
theory to carry the solution beyond t,,, and thereby obtain a contradiction. 
3. THE ABSTRACT SECOND ORDER EQUATION 
We now restrict our attention to Hilbert space; notation and hypotheses 
introduced in the previous section carry over with the limitation that we are 
now working with Hilbert spaces. If A is a positive self adjoint operator on a 
Hilbert space If then -A is known to be the infinitesimal generator of a 
semigroup on H. We can use the spectral calculus to compute the positive 
square root of A, A’j2. It is well known that -A”’ is the infinitesimal 
generator of a semigroup on H and we designate the spaces C,, and H,4, :. 
We have the following theorem which provides global existence for (1.1) if 
the initial data is sufficiently nice. 
THEOREM 3. Let A be a positkje self adjoint operator on a Hilbert space 
H and let f( ): [0, T] 4 H and g( , ): RC X R X H,, -+ H satisfy (2.1) and 
(2.2). Further assume that g( , , ) satisfies (2.3) and (2.10). If d E C,A is 
such that 4 E CAli? then there exists a unique function x( ): [0, T] + X,4 
which satisfies 
i+(t) + Ax(t) = 1.’ g(r, s, x(s)) ds + f(f) 
. - 1. (3.1) 
x(B) = $(6) for 8E (-co,O]. 
Proof. We interpret (3.1) as a first order system. We define the Banach 
space 2 = H,4 vI x H with norm given by 
XI IK Ill x2 d = /lx, II.4 u: + lb? II* 
It is known that the operator A defined by the action of the operator matrix 
on x is the infinitesimal generator of a strongly continuous group (T(t) 1 
t > O} on J? whose domain is D(A) X D(A”2) (cf. [8, p. 861). The graph 
norm of A is computed 
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We define the operator g’: R + x R X R by 
It is not difticult to check that g( ) so defined satisfies (2.2), (2.3), and 
(2.10). We detineF [0, T] + 2 by 
&)= (R, ) 
and immediately verify that fi ) satisfies (2.1). The function 4 defined by 
ke, = ($1;; 1 BE (-co. O] 
is immediately shown to belong to Cn. Thus Theorem 2 guarantees a unique 
function x’( ): IO, T] --t X,, which satisfies 
f(f) + a(t) = I’( g(f, s, -C(s)) ds + flf ) 
. -cc 
T(e) = g(e) BE (-aLO]. 
Reading off the second component of the vector equation we obtain 
i(f) + Ax(t) = I’t g(f. s, x(s)) ds + f(f). 
. -a 
The first component of our initial data yields x(0) = #(19), 8 E (--03,Ol. 
4. AN EXAMPLE 
In this section we return to the model equation in our introduction. 
Specifically we consider the equation 
&(x, r)pP = a//ax (k(x) lqx, f)/&k) 
+ [’ g(t - s) a/ax (a(&i(x, s)/ax) ds + h(x, f), 
. -T? (4.1) 
U(X, 8) = #(e, XI. 
u(0, I) = u( 1, f) = 0. 
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We set H =L’[O, 11. The functions k( ) and k’( ) are required to be 
bounded away from zero on [O, I] and we require that k(x) be nonnegative 
on [0, 11. The function 0 is required to have Lipschitz continuous derivative 
on R and we further require that u’ is uniformly bounded on R. 
We define an operator A: H--t H 
(Au)(x) = -(k(x) u,(x))., for s E 10, 1). 
D(A) = {u E H / (k( j u,,.( ),) E H; u(O) = u( 1) = O}. 
It is not difficult to show that an operator A so defined is a positive self 
adjoint opertor on H. We require that g( ): R + R is continuously differen- 
tiable and uniformly bounded on intervals of the form (-co, T]: g’ is 
Lipschitz continuous and g, g’ E L’(-co, T]. For u( ) E D(A) we define 
sk s, u)(x) = go - s) u’(u,(x)) %~(X) x E [O, I]. 
It can be shown that there exists a constant K > 0 of [ 7, p. 179 ] such that for 
uED(A) 
II u,( III G K II u II.4 1
II GA >I1 G K II u Il.4 . 
Thus we use the Lipschitz property of u’ to verify that the operator g( , ) 
considered as a mapping from Rt x R X H,4 to H satisfies (2.3). We use the 
boundedness of u’ to ascertain that condition (2.10) is satisfied. We finally 
require that h(t, x) is continuously differentiable in t. We setf(t)(x) = h(,t, s). 
Theorem 3 guarantees a unique solution to (3.1). If u(t, X) is the solution so 
obtained we know that u(., s) E C((0, T]; Hi(O, 1)) and a(t,x) is 
continuously differentiable for t > 0. 
We are indebted to the referee for the following two observations which 
illustrate the importance of the memory term in 5.1. If we consider Eq. (4.1) 
with 4~0, KS 1, h=O and g(t)=ae-“. Finally taking the limit produces 
First we take u(c) = -25 and the limit equation becomes 
and the initial value problem is known to be improperly posed. Second we let 
a( ) be nonlinear with a’(<) > -1. Then the limit equation is nonlinear 
hyperbolic and Lax [ 121 has shown that a smooth global solution does not 
exist. Our results show that as long as our equation depends on the history 
of 2/&u u(au/ax) neither of these things can happen. 
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We conclude by indicating some generalizations of the material contained 
herein. If C is a bounded linear operator which commutes with A we can 
uniquely solve the equation 
if(t) + As(t) = Cs(t) + (-r g(t. s, x(s)) ds. 
. -cc 
The proof of this result differs from those above in that it relies on an 
application of the singular Gronwall inequality; the technique is illustrated in 
161 and [IS]. If we pick C to be a translation we can consider equations 
involving a self adjoint operator which is bounded below. The hypothesis 
that k’(.u) > 0 was purely a matter of convenience. Furthermore we could 
have considered operators A arising from elliptic operators of domains of 
any dimension. 
It should be pointed out that Eq. (4. I) is very restrictive. In the physical 
context one would expect the nonlinear differential operator to appear both 
inside and outside the integral. For these more complicated nonlinear 
problems we feel that the first order system approach is the natural one to 
take. The problems can be treated using the quasi-linear abstract hyperbolic 
theory of Kato [I I ]. A forthcoming paper by Heard [9] will develop this 
approach. 
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