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ABSTRACT
Software-Defined Wireless Networking (SDWN) has gained attraction as an appealing
approach to decouple radio control functions, such as spectrum management, mobility
management, and interference management, from the radio data plane devices. Despite
diverse ongoing efforts to realize the vision of SDWN, many questions remain open from
multiple perspectives, one of them being effective means to experiment and rapid prototy-
ping of software components applicable to real-world deployments. To this end, realistic
emulation of SDWN environments has the potential to boost research and development
efforts by reusing existing protocol and application stacks while mimicking the behavior of
real wireless networks. This thesis is centered around the feasibility of such an approach
through the design, implementation, and evaluation of the Mininet-WiFi wireless network
emulator. Aiming at providing high-fidelity experimentation, Mininet-WiFi is an open-
source wireless tool to emulate wireless networks that run virtual nodes, such as stations,
hosts, access points, switches and their links and characteristics, using real application
and kernel code with software-emulated network elements. Given its nature, in addition to
emulate SDWN environments, traditional wired and wireless network scenarios can also
be tested with Mininet-WiFi, where basically any existing traditional network protocols
and applications supported by Linux systems can be used. Further contributions of this
work include, but not limited to, the experimental results from SDWN research using
Mininet-WiFi, firstly by reproducing published research experiments, and secondly by
producing new research contributions. A central question of this work revolves on how
far we can go by conducting experiments in a real wireless testbed to validate the results
obtained in reproduced scenarios with Mininet-WiFi and evaluate the overall effectiveness
in emulating the wireless channel. We also explore the ability to replay captured traces
based on different approaches to illustrate the capacity and flexibility in providing dynamic
yet realistic experimental environments. In addition to the fidelity assessment, scalability
tests were performed to quantify the validity and identify practical limitations of the tool.
Last but not least, we discuss experiences and contributions resulting from the development
and research reproducibility processes of Mininet-WiFi, in addition to final considerations
and future work perspectives.
Keywords: Mininet-WiFi; SDWN; emulator.
RESUMO
As redes sem fio definidas por software (em inglês - Software-Defined Wireless Networking)
têm demonstrado ser uma abordagem atrativa e promissora que permite desacoplar
as funções de controle de rádio do plano de dados, como gerenciamento de espectro,
gerenciamento de mobilidade e gerenciamento de interferências. Apesar dos diversos esforços
em prol de uma definição clara voltada para SDWN, muitas questões permanecem abertas
a partir de múltiplas perspectivas, sendo uma delas a efetiva experiência e a prototipagem
rápida de componentes de software candidatos e aplicáveis em implementações do mundo
real. Para este fim, a emulação realista dos ambientes SDWN tem o potencial de impulsionar
os esforços de pesquisa e desenvolvimento reutilizando o protocolo e as pilhas de aplicativos
existentes, imitando o comportamento de redes sem fio reais. Nessa perspectiva, esta tese
apresenta uma discussão aprofundada sobre esse tema com foco no emulador de redes sem
fio Mininet-WiFi, principal produto desta tese, com o objetivo de fornecer uma plataforma
de experimentação de alta fidelidade. O Mininet-WiFi é um emulador para redes sem fio e
de código-fonte aberto capaz de executar nós virtuais, como nós móveis, computadores,
pontos de acesso, comutadores e seus respectivos links e características. Além de suportar
pesquisas voltadas para SDWN, redes tradicionais com e sem fio também podem ser
experimentadas, onde basicamente qualquer protocolo de rede tradicional e aplicações
suportadas pelo sistema operacional Linux podem ser utilizadas. Diversos casos de uso são
apresentados, que incluem resultados coletados que colocam o Mininet-WiFi à prova, onde
ele é utilizado como plataforma experimental para reproduzir experimentos/pesquisas
anteriormente publicados; e também produzir novas pesquisas de forma a explorar áreas
anteriormente não exploradas. Questões sobre o quão longe este emulador pode chegar foram
abordadas, onde foram realizados experimentos em ambientes físicos e consequente avaliação
e validação da eficácia geral da emulação desses ambientes no Mininet-WiFi, ilustrando a
capacidade e a flexibilidade que este emulador tem para fornecer um ambiente dinâmico e
realista. Por último, mas não menos importante, experiências e contribuições resultantes
do desenvolvimento do Mininet-WiFi foram apresentadas, além das considerações finais
deste trabalho e perspectivas de trabalhos futuros.
Palavras-chaves: Mininet-WiFi; SDWN; emulador.
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1 INTRODUCTION
The need to support exponentially increasing mobile traffic and the fact that
spectrum is limited, are making wireless infrastructure increasingly chaotic and dense.
As if it were not enough, wireless networks are very sensitive to policy changes, hard to
manage, tightly coupling with specific hardware (often proprietary solutions) and lack of
flexible control interfaces. Furthermore, carriers sink into a predicament that the network
costs keep growing while the revenues remain stagnate, which is inconsistent with the
service and application proliferation (Fehske et al., 2011). These challenges directly affect
all the participants including academia, carriers and end users, consequently impeding the
evolution of wireless networks.
It is believed that the concept of Software-Defined Networking (SDN) (Kreutz et al., 2014)
applied to wireless networks, commonly referred to as Software-Defined Wireless Net-
working (SDWN) (Jagadeesan et al., 2014, Costanzo et al., 2012), can break down current
structural barriers and contribute to a more innovative ecosystem. In spirit of (wired)
SDN principles, SDWN decouples control and data planes, enabling the wireless network
to become programmable by abstracting the underlying infrastructure from applications
and network services that are offered with higher-level Application Programming In-
terfaces (APIs). As a consequence, wireless network infrastructures are presented with
new deployment paths of research ideas around seamless communication over hetero-
geneous wireless networks (Hossain et al., 2010), high transferring data over wireless
medium (Tarokh et al., 1998), energy optimization (Khajuria and Gupta, 2015), among
others (Jagadeesan et al., 2014, Costanzo et al., 2012).
The advances in SDWN can simplify the design and management of the new
generation of wireless networks, while enabling researches and certainly significant improve-
ments in the resource utilization, benefits the network innovations, offers the customized
services, and enhances the Quality of Service (QoS) and Quality of Experience (QoE).
However, there is no clear architecture, neither experimental platform able to fill all
the gaps towards the concept of SDN applied to wireless networks, commonly known
as SDWN. Similarly, the most advanced southbound interface for SDN, the OpenFlow
protocol (McKeown et al., 2008), cannot be directly incorporated in its original format
into wireless medium, since its current specification has been implemented only for wired
mediums, indicating, therefore, a research opportunity in this area.
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Figure 1 – Generalized and Simplified Software-Defined Wireless Networking Architectures
1.1 Motivation
Software-Defined Wireless Networks (SDWN) is an emerging approach based on
decoupling radio control functions (e.g., spectrum, mobility, and interference manage-
ment) from the radio data plane through programmatic interfaces, which enable the
network to be programmatically configured by proprietary or open source automation
tools. Despite diverse ongoing efforts to realize the vision of SDWN, including an initiative
to explore ways of adapting OpenFlow for use in cellular access networks and wireless
transport networks for telecommunications providers conducted by Open Networking
Foundation (ONF), many questions remain open from multiple perspectives such as means
to rapid prototype and experiment candidate software solutions applicable to real-world
deployments. Thus, addressing the gaps in SDWN experimentation tools from a new
alternative standpoint, validating the concepts and experimentally evaluate the benefits of
SDWN (Jagadeesan et al., 2014, Costanzo et al., 2012) is needed. To this end, emulation
of SDWN has the potential to boost research and development efforts by re-using existing
protocol and application stacks while mimicking the behavior of real wireless networks.
Nowadays, in addition to physical testbeds that support SDN/OpenFlow, the most
realistic way to do research with Wi-Fi and OpenFlow together is using open source
firmware and OS solutions like OpenWRT that allows turning commodity wireless routers
into OpenFlow-enabled switches and like any real testbed, such approach is subject to
challenges related to the costs and scale of the experiments, in addition to reproducibility
constraints as well as high setup times. As if it were not enough, in spite of having an
abundant wireless capacity around (Wi-Fi networks such as home, campus, city centers,
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shopping malls, cafes and many places and also cellular networks, for example 3G, LTE,
etc.), we are not able to make full use of this capacity. Finally, SDWN does not have
a well-defined architecture yet, leaving us to have just a generic idea based on SDN
architecture, as illustrated in Figure 1.
Our initial insights suggest that wireless networks are essential elements in orga-
nizational networks everywhere and there is an emerging ecosystem of programmable
networks based on open source developments that may transform the way we do networks,
bringing a programmable layer to the network, allowing us to adjust things for our needs,
as we need, in turn transforming the overall approach towards networking in the spirit
of software-defined principles. This emerging ecosystem poses a series of opportunities
subject to some challenges on wireless networks (e.g., ways of adapting OpenFlow for use
in cellular access networks and programmable data plane abstractions), practical issues
(e.g., power efficiency, mobility management, interference mitigation and channel selection
technique) around multiple ongoing developments at different levels of SDWN stack and
experimental platforms to serve as a support for researches.
In the scope of experimental platforms, the network emulation (Fall, 1999) is a
widely used technique to evaluate performance, test and debug protocols as well as sup-
port multiple network-related research issues. At a fraction of the cost of real testbeds
and different than simulations, emulation allows running real code in realistic network-
ing and computing conditions. In support of research on Software-Defined Networking
(SDN) (Kreutz et al., 2014) architectures, the Mininet emulator (Lantz et al., 2010) allows
rich experiments and fast prototyping cycles, which are especially interesting for teaching,
research and reproducibility purposes in academia as well as pre-deployment evaluation of
”exactly“ the same SDN control software to be later used in production (e.g., BSN Labs,1
Google B4 (Jain et al., 2013)).
In the same spirit, the emulation of wireless networks represents a potential approach
to leverage researches on SDWN by using existing protocol and application stacks while
mimicking the behavior of real wireless networks. In spite of SDWN does not have an
architecture well-defined, several experiments and research in SDWN could be done through
a lightweight platform able to provide the aforementioned characteristics, such as:
• enable researchers to evaluate vertical/horizontal handover decision algorithms
through OpenFlow controllers;
• enforce increasingly complex policies to ensure the right access for the right service;
• inter-cell interference management;
• mobile traffic management, among others.
1 <http://www.bigswitch.com/>
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1.2 Challenges
Emulating wireless networks is challenging itself. It brings many factors regarding
the wireless medium, which includes authentication, authorization and account, policies, in-
terference and mobility management, channel selection techniques (Schulz-Zander et al., 2014),
among others. Firstly, the ideal scenario for guarantee that an emulator for SDWN is good
enough would be to understand how SDWN works, but there is no clear definition how
it should work. (Yang et al., 2014) surveys challenges that researches on mobile wireless
networks have to overcome and investigate potentialities and opportunities in SDWN.
A couple of alternatives that allow experimenting with WiFi and OpenFlow together
are available. Simulators, emulators and testbeds are the most common experimental plat-
forms used in experimentally-driven research to evaluate the functionality and performance
of networks, but aspects such as scalability, reproducibility and cost-benefit, among others,
make the simulation and emulation the most preferred methods (Imran et al., 2010).
Considering existing simulation tools in the context of supporting SDWN research,
they face some limitations. For instance, OMNeT++ (Varga and Hornig, 2008) has its
own switch/AP implementation and does not support third-party controllers. DCE/ns-
3 (Mancini et al., 2014) in addition to having its own switch/AP implementation, uses
some API-specific glue code for its POSIX and kernel support, which does not cover
system calls of all applications, so may be required to support new applications. Recent
work on combining DCE/ns-3 and the Mininet SDN emulator (Lantz et al., 2010), called
OpenNet (Chan et al., 2014a), provides rich SDWN experimentation features by allowing
the execution of external controllers and real applications at the cost of a strongly coupled
solution. Another weakness of existing tools includes the lack of 802.11 scan mechanisms
which are critical for layer-2 handover mechanisms.
Taking into account the success of SDN/OpenFlow in wired network environments
and given the research problem, there are many opportunities for researching SDN in
wireless networks, since SDN (Yang et al., 2014) has potential, for instance, (i) to enable
interconnections among heterogeneous networks; (ii) to allow operators to provide ser-
vices by requiring, managing and operating virtual networks sharing the same substrate
physical networks; (iii) to allow the deployment of innovative and flexibly technologies by
programming through open APIs; (iv) to enable the deployment of customized services;
(v) to improve on the resource utilization and to save the costs by globally optimizing
and resource sharing, such as energy and device utilizing cost. However, applying SD-
N/OpenFlow to wireless world requires some innovative designs since the original SDN
motivation was related to wired networks. If we move everything to wireless medium, how
do we allocate different wireless channels for switch-to-switch or controller-to-controller
communications? What if those radio channels are not available from time to time due to
signal fading and shadowing? Finally, how can we integrate SDN/OpenFlow with wireless
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technologies, or at least make them work together? These questions remain open, bringing
research opportunities that could take to wireless networks the benefits already reached
for wired networks by the adoption of SDN/OpenFlow.
The choice among the most appropriate approach to be used in experimentally-
driven research to evaluate the functionality and performance of a network is always a
trade-off. However, in addition to be inexpensive and provides fast/interactive usage, the
network emulation approach provides more positive ratings if we compare with simulators
and physical testbeds. In this direction, as we discuss before the most popular tool
used by SDN research community is the Mininet (Lantz et al., 2010) emulator. Diverse
SDN/OpenFlow researches are being validated by using this powerful emulator, which
enables research, development, learning, prototyping, testing, debugging, and any other
tasks that could benefit from having a complete experimental network on a laptop or other
PC. However, as well as SDN/OpenFlow, Mininet has been designed for wired networks
and no wireless resources are offered by this emulator.
In the same spirit, by extending the lightweight platform provided by Mininet and
providing a scalable and extensible platform for wireless networks research we envision
that our proposal for emulating software-defined wireless networks, Mininet-WiFi, has
potential to become an important tool for, but not limited to, wireless SDN research by
enabling real-world wireless network systems and (Linux-based) end-user device software in
a fully controlled environment yielding high-fidelity results in support of SDWN research.
Given its nature, traditional wired and wireless network scenarios can also be tested with
Mininet-WiFi, where basically any existing traditional network protocols and applications
supported by Linux systems can be used. The high-fidelity could be reached, for instance,
by validating important characteristics of wireless networks, such as propagation and
mobility models, and producing results very close to those obtained in the physical world.
1.3 Objectives and Thesis Statement
The main goal of this work is centered around proving the feasibility of realistic
emulation of wireless/SDWN environments through the design, implementation, and
evaluation of the Mininet-WiFi wireless network emulator.
With the understanding that wireless networks are essential elements everywhere
and there is an emerging ecosystem of programmable networks based on open source
developments that may transform the way we do networks, our thesis statement is that a
wireless network emulator represents a potential approach to serve as support for researches
on SWDN, but not limited to. It can serve as support for researches in traditional networks
(e.g., non-SDWN scenarios), by using traditional protocols by considering wireless and
wired scenarios.
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To this end, we propose Mininet-WiFi as an open source network platform where
everyone may copy, extend its code, and implement features based on their needs, also
diving into collaborative efforts towards a feasible and comprehensive platform.
1.4 Methodology
This research concerns on the development of a wireless network emulator for
SDWN capable to: (i) allow the execution of real code with no modification in either kernel
or applications, (ii) support best of breed open source technologies (e.g., OpenvSwitch, any
existing OpenFlow controller), (iii) support the Linux mac80211 framework that allows
testing most of the IEEE 802.11 functionality leveraging user-space tools (e.g., hostapd
and wpa_supplicant), and mainly, (iv) provide high-fidelity in its results. To this end, the
activities have been distributed as below:
• Wireless medium: understand how mac80211_hwsim works and how we should
implement the wireless medium, developing a new solution as a clean extension of the
high-fidelity Mininet emulator (Lantz et al., 2010) by adding the new abstractions
and classes to support wireless NICs and emulated links while conserving all native
lightweight virtualization and OpenFlow/SDN features.
• Mobility models: based on the literature, understand how the major mobility
models could be implemented.
• Propagation models: also based on the literature, comprehend different propaga-
tion models and implement them.
• Reproducing real networks: here we can highlight two important approaches:
the former one is about evaluating our proposal by comparing our results with results
found in the real world; and the latter one is about reproducing captured traces
from real world into the virtual environment provided by the wireless emulator in
order to mimic desirable environments.
• Producing research: since we have an emulator that fits the aforementioned
principles, we can then produce new and unpublished use cases and contribute to
the research community.
In general, our proposal, Mininet-WiFi, inherits all characteristics of Mininet,
including its limitations and the container-based emulation, a category of network em-
ulation which allows the creation of small emulated networks on commodity hardware
through the use of kernel-level virtualization techniques (Peach et al., 2016). Like real
testbeds, Mininet-WiFi runs real code (e.g., OS kernel, external SDN controllers appli-
cations) with real traffic (pcap traces or actual physical, 802.11-enabled devices). Like
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simulators, it supports arbitrary topologies and well-controlled yet dynamic, real-time envi-
ronments at low cost. In order to provide virtual wireless NICs, it has also been developed
on top of mac80211_hwsim, module responsible for creating virtual wireless interfaces.
mac80211_hwsim is a Linux kernel module written in 2008 to help test mac80211 without
hardware that can be used to simulate an arbitrary number of IEEE 802.11 radios for
mac80211. It is used to test most of the mac80211 functionality and user space tools (e.g.,
hostapd and wpa_supplicant) in a way that matches very closely with the normal case of
using real WLAN hardware. mac80211, in turn, is a framework which driver developers
can use to write drivers for SoftMAC2 wireless devices.
The mac80211 framework, which is part of the Linux operating system, defines
functionalities and interfaces that can be used by wireless network drivers to access
physical-layer information which has impact on high-level protocols/algorithms. Previously
provided by a proprietary implementation of HAL (Hardware Abstraction Layer) in
Madwifi driver, those functionalities are now part of the mac80211 framework rather than
being dependent on individual drivers. The term SoftMAC (Neufeld et al., 2005) refers
to a wireless network interface device (WNIC) which does not implement the MAC layer
in hardware, rather it expects the drivers to implement the MAC layer. It enables lower
hardware costs, possibility to upgrade to newer standards and/or correct failures in the
MAC implementation by updating the driver only.
1.5 Contributions
This thesis’ key contribution is a wireless network platform that runs virtual wire-
less/wired nodes, such as stations, hosts, access points, switches and their wireless/wired
links, using real application and kernel code with software-emulated network elements.
This is made possible through the Container-Based Emulation (CBE) concept, one of the
main categories of network emulation which uses lightweight containers, where each virtual
node is simply a group of user-space processes. Furthermore, the wireless emulation process
that is achieved through this wireless network platform is made possible without any
modifications to the Linux wireless network stack. It means that the architecture and
design of our proposal are compatible with existing mac80211 stack of Linux systems.
Further contributions of this thesis include:
• Development of an open source emulation platform able to emulate wireless scenarios
allowing high-fidelity experiments that replicate real networking environments;
2 SoftMAC devices allow for finer control of the hardware, allowing for 802.11 frame management to
be done in software for them, for both parsing and generation of 802.11 wireless frames. Most 802.11
devices today tend to be of this type.
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• Validation of our claims of high-fidelity network emulation platform as well as the
ability of Mininet-WiFi to serve as support on researches for both SDWN and
traditional networks by means of ten use cases scenarios.
• Experimental evaluation of the emulator regarding its ability to replay network
conditions from real testbeds to reproduce in the emulated environment the expected
behavior of the real world experiments based on captured traces;
• Sharing our experiences on reproducible research, highligthing the importance of ap-
propriate open source code and related data and information to allow the reprocution
of experiments;
• Impact by enabling thirdy-party research from a growing user community, which
contributes back with feedback, feature requests, and actual code. Mininet-WiFi is
also increasingly used worldwide for educational purposes in addition to scientific
paper publications.
1.6 Publications
Next, we present the publications produced along the development of Mininet-WiFi,
where we explore its potential and characteristics. Note that some of these publications
are results from collaborations with fellow international researchers. Further contributions
are presented on Chapter 6.
1. Ramon Reis Fontes and Christian Esteve Rothenberg. Towards an Emulator
for Software-Defined Wireless Networks. In: SwitchOn 2015, Sao Paulo, SP, Brazil.
October, 2015.
2. (Best Paper Award) Ramon Reis Fontes, Samira Afzal, Samuel H. B. Brito,
Mateus A. S. Santos and Christian Esteve Rothenberg. Mininet-WiFi: Emulating
Software-defined Wireless Networks. Proceedings of the 2015 11th International Con-
ference on Network and Service Management (CNSM). Doi: 10.1109/CNSM.2015.7367387,
IEEE Computer Society. Washington, DC, USA. November, 2015.
3. Ramon Reis Fontes and Christian Esteve Rothenberg. Mininet-WiFi: Em-
ulação de Redes Sem Fio Definidas por Software com suporte a Mobilidade.
In Simpósio Brasileiro de Redes de Computadores e Sistemas Distribuídos (SBRC 2016) -
Salão de Ferramentas, Salvador, BA, Brazil. June, 2016.
4. Ramon Reis Fontes and Christian Esteve Rothenberg. Mininet-WiFi: A
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5. Ramon Reis Fontes, Claudia Campolo, Christian Esteve Rothenberg and An-
tonella Molinaro. From Theory to Experimental Evaluation: Resource Manage-
ment in Software-Defined Vehicular Networks. Doi: 10.1109/access.2017.2671030.
Journal: IEEE Access, 2017.
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University Press. Journal: The Computer Journal, 2017.
7. Jafar Badarneh, Yaser Jararweh, Mahmoud Al-Ayyoub, Mohammad Al-Smadi
and Ramon Reis Fontes. Software Defined Storage for Cooperative Mobile Edge
Computing System. International Conference on Software Defined Systems (SDS).
Valencia, Spain, 2017.
8. Ramon Reis Fontes and Christian Esteve Rothenberg. On the Krack Attack:
Reproducing Vulnerability and a Software-Defined Mitigation Approach. IEEE
Wireless Communications and Networking Conference (WCNC). Barcelona, Spain, 2018.
9. Claudia Campolo, Ramon Reis Fontes, Antonio Iera, Christian Esteve Rothenberg
and Antonella Molinaro. Towards 5G Network Slicing for the V2X Ecosystem.
Workshop on Advances in Slicing for Softwarized Infrastructures (S4SI). IEEE Conference
on Network Softwarization (NETSOFT). Montreal, Canada, 2018.
10. Jafar Al-Badarneh, Yaser Jararweh, Mahmoud Al-Ayyoub, Ramon Reis Fontes,
Mohammad Al-Smadi and Christian Esteve Rothenberg. Cooperative Mobile Edge
Computing System for VANET-Based Software Defined Content Delivery.
Elsevier Computers and Electrical Engineering, 2018.
1.7 Outline
The remainder of this thesis is organized as follows. Chapter 2 presents fundamental
concepts for fully comprehending our proposal. This background reviews the topics of
Software-Defined Wireless Networking, Network Research Platform and comparison among
network research platforms. Chapter 3 presents Mininet-WiFi, in depth. Chapter 4 concerns
in identifying how much Mininet-WiFi is feasible and how much scalable it is. Chapter 5
presents use cases that show howMininet-WiFi facilitates fast prototyping and experimental
of SDWN along to reproduce experiments from the literature, in addition to those originally
developed by us. Chapter 6 discusses about achievements and contributions. Lastly, are
presented the final considerations and directions for future work.
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2 BACKGROUND AND RELATED WORK
This chapter discusses previous research related to this thesis. It covers work
on Software-Defined Wireless Networking (SDWN), Network Research Platforms and a
comparison among them.
2.1 Software-Defined Wireless Networking
SDWN (Jagadeesan et al., 2014, Costanzo et al., 2012) provides programmatic cen-
tralized control of the network outside wireless-enabled devices (Access Points - APs)
which enforce the data plane instructions (aka. policy decisions) received from the con-
trollers. The principles of SDWN are similar to those of Software-Defined Network-
ing (SDN) (Kreutz et al., 2014), i.e., a networking approach based on a programmatic
separation of the control plane (aka. Network OS) from the data plane (aka. forwarding
plane). The software-defined approach allows administrators to specify the behavior of the
network in a logically centralized manner and at a high-level through APIs provided by the
controller platform that implements southbound interfaces to the forwarding devices –the
OpenFlow protocol (McKeown et al., 2008) being the most popular southbound interface
but not the only one. CAPWAP (Yang et al., 2015), FORCES (Doria et al., 2015), or
NETCONF (Enns et al., 2015) are also candidate protocols in scope.
SDWN has become an emerging and significant research branch of SDN, mainly
driven by the increased interest of mobile network operators (Bernardos et al., 2014,
Sama et al., 2015) and the synergies with Network Function Virtualisation (NFV) (Han et al., 2015)
and more recently with Software-Defined Network Function Virtualization (SDNFV)
(Zhang et al., 2016).
The separation between control and data planes has existed in the wireless domain
prior to SDN and OpenFlow. Indeed, IETF standardized both LWAPP (Lightweight Access
Point Protocol) and CAPWAP (Control And Provisioning of Wireless Access Points) several
years ago by means of the RFC5412 (Calhoun, 2015) and RFC4564 (Yang et al., 2015),
respectively. Many enterprise WLAN management systems use protocols such as LWAPP
and CAPWAP to manage their wireless network systems. LWAPP defines the control
messaging for setup and path authentication and run-time operations whereas CAPWAP
is based on LWAPP and enables a controller to manage a collection of wireless access
points. Within the Open Networking Foundation (ONF), the Wireless & Mobile Working
Group (WMWG) is defining a common ground architectural framework along the necessary
OpenFlow protocol extensions or enhancements to realize the identified use cases while
leveraging related work in other SDOs (e.g., 3GPP, IEEE, NGMN, ITU, ETSI, IETF,
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etc.). As per, over 15 use cases have been identified, ranging from flexible and scalable
packet core to unified access networks, encompassing different elements of OpenFlow-based
or OpenFlow-oriented wireless and mobile network domains.
SDWN research in academia has bloomed over the last years (refer to (Jagadeesan et al., 2014)
for a comprehensive survey), including proposals such as OpenRoads (Yap et al., 2010),
Odin (Suresh et al., 2012), OpenRF (Kumar et al., 2013), Ethanol (Moura et al., 2015),
among others. Architectures such as CloudMac (Dely et al., 2012) and Chandelle (Monin et al., 2014)
use CAPWAP in their proposals. CloudMac describes current WLAN management pro-
tocols such as CAPWAP, as a protocol hard to extend with new functionalities since
CAPWAP AP controllers are mostly proprietary systems. Chandelle, instead, proposes a
smooth and fast Wi-Fi roaming with SDN/OpenFlow but suffers from integration chal-
lenges with traditional switches and CAPWAP. One issue with CAPWAP is that it tries
to solve both control and provisioning/management at once, opening the door for conflicts
due to the split of roles, for example, considering the management layer hazards of an
AP receiving a CAPWAP firmware update command. Worth to mention, as well, that an
Open source implementation of the CAPWAP protocol according to RFC 4515 and RFC
4516, called OpenCAPWAP (Agostini et al., 2016), was developed by 2015, however, we
unsuccessfully tried to work with it and no feedback was provided from its community1.
Identified benefits of integrating WLAN and OpenFlow are commonly related
to centralized management and monitoring, unified policies, increased programmability
and fine-grained control of WLAN functions. Taking into account these benefits and the
limitations associated to CAPWAP –arguably the most advanced (closed) solution today
for centralizing wireless networks management prior to SDN– some questions are inevitable:
“Is CAPWAP in scope of SDWN?”, “How to improve the OpenFlow specification to support
centralized management of wireless networks?”, “Are radical new designs required?” or
“How much can be leveraged from currently deployed infrastructures?”. Although these
questions are still majorly open, some noteworthy initials steps are undergoing. There
is an IETF work2 on extending the CAPWAP protocol to support separate termination
points for management, control and data plane tunnels, and the definition of the role of
an AP and its controller(s) in RFC7494 (Shao et al., 2015). In spirit of the longer-term
mission and deliverables of the ONF WMWG, the OpenFlow protocol specification version
1.5 (section B.6.3 (Foundation, 2014)) includes a revised behaviour when sending packets
out to incoming ports, which was a longstanding issue when mapping wireless interfaces
to switch ports.
In addition to CAPWAP-based products, there are multiple proprietary solutions
(e.g., Aerohive, Aruba, Cisco HDX, Meraki, Ruckus) based on external controllers to
1 <https://github.com/vollero/openCAPWAP>. (accessed February, 2018)
2 https://tools.ietf.org/html/draft-ietf-opsawg-capwap-alt-tunnel-06
Chapter 2. Background and Related Work 27
manage a collection of APs. These commercial solutions introduce a number of extensions
to standardized protocols or define their own APIs between the controller and APs,
presenting differences in the refactoring of control and data plane functions in addition to a
series of proprietary radio resource enhancements. While arguably all these solutions have
proven to work well at scale, they raise concerns due to their closely integrated nature,
the consequent vendor lock-in, and the inability for in-house or third-party innovations.
2.2 Experimental Platforms
A researcher has typically several possibilities to evaluate and validate new and
existing network protocols as well as perform analysis, among others. Simulators, emulators
and testbeds are the main evaluation methods that help researchers in this regarding. All
these evaluation methods are very different in their degree of abstraction, relative to the
real application. Therefore, it is worth to identify advantages and disadvantages of them.
2.2.1 Simulators
Simulators represent a way to evaluate the behavior of communication systems,
where the computer network is typically modeled with devices, links, applications etc.
and the performance is analyzed. They have been invaluable in researches of both mobile
and wireless networks. Network simulators, in general, offers a high degree of control and
repeatable results to the researcher. They are flexible and the related costs are low, being
possible to conduct complex experiments even with only one computer. They also have
another important characteristic regarding the virtual time, where packets and application
events happen at an instant in virtual time. As a consequence, two events, for example, can
occur at the same time and execution will pause until all such events have been processed.
However, network simulators are not perfect. They can not perfectly model all the
details of the networks. The disadvantage of simulator studies derives from the difficulty
of achieving sufficient fidelity to on-road driving tasks, since the simulation relies on the
behavior of a hypothetical system which needs to be modeled and the results obtained
from simulators may not be realistic. Moreover, the code used in a simulation process
tends not to be the same code you would run on real systems and if you want to work
with a third-party application, changes on the simulator are normally required.
2.2.2 Emulators
Despite their many positive characteristics, simulations are often seen as lacking
realism because they are based on the design of models which attempt to define simple
abstractions of the real world. Emulators, as a counterpoint, combine both simulations
and the use of real implementations by using the implementation under test in a partially
Chapter 2. Background and Related Work 28
synthetic context, making possible to increase the quality of the study environment by
making it more realistic.
Network emulation is a powerful approach for testing and evaluating complex
distributed network services and systems that can offer a flexible way to mimic the
properties of a variety of networks, allowing network operators to deploy the same
end-system applications and protocols on the emulated network as on the real hard-
ware (Hibler et al., 2008, Ricci et al., 2007). In general, emulation represents a compara-
tively recent effort to address the deficiencies of simulation through real-world interaction
while retaining its strengths (repeatability and ease of configuration).
On the other hand, network emulators also have some limitations. The most critical
limitation of emulators it that they have a real clock while simulators clock can be faster or
slower than the real time. It means that emulators do not have their own clock to precisely
control the execution order of emulated components, but instead must rely on the kernel’s
CPU scheduler to schedule the execution order. As a consequence, results generated by
network emulators may be not accurate due to some activities occurring on the system.
Working with network emulation has generally proceeded along two paths: net-
work emulation and environment emulation. Network emulation aims to allow simulated
components to communicate with protocol implementations in the real-world whereas
environment emulation generally requires the emulator to implement an environment
specific to a particular operating system.
2.2.3 Testbeds
Testing of communication systems means that multiple devices are involved in the
test. A testbed consists of such a group of devices used for testing and evaluation of the
communication systems. Many testbeds provide time-shared access to dedicated hardware;
physically isolating resources, such as links, switches and machines, prevents experiments
from affecting each other. Furthermore, running with real hardware eliminates realism
concerns.
However, the big disadvantage of testbeds is that actual hardware is required and
has to be maintained. From the user point of view it may be a problem, mainly when
changes cannot be done on hardware/software due access constraints (e.g. system/firmware
updates). Also, the user has limited control over the environment, experiments are typically
difficult to repeat and the experimental setups are restricted in size as well as in complexity.
Scenarios which involve mobility are even harder to achieve, since it requires additional
effort to realize the node movement.
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2.3 Simulators versus Emulators versus Testbeds
While the exact quantification of each characteristic and the degree of real-
ism ultimately depend on the accuracy of the model implemented in each specific
tool among other platform aspects that may affect each feature, Table 1 (adapted
from (Zimmermann et al., 2006)) aims at illustrating the main strengths and shortcomings
typically common to each type of experimentation approach as a first guide to choose the
best type tool for a given set of research goals and constraints.
• Total Cost: evaluates the cost of experiments, specially those related to hardware
and software costs.
• Overall Fidelity: capacity of transferability of the results, accuracy, conclusions,
and the study environment into the real world.
• Replay Real Traces: capacity of replaying observed network behavior, such as,
signal strength, throughput, latency, mobility, etc.
• Real Applications: ability to run real applications without modifying the source
code and with no additional effort by the user hand-side.
• Traffic Realism: assesses the capability of generating, receiving and processing real
traffic.
• Timing Realism: analyse whether the timing behavior of the system is close to
the behavior of deployed hardware
• Scalability: assesses the feasibility of large scale experiments with respect to the
number of nodes, the experiment duration, and the number of network connections
during the experiment.
• Maintainability: describes the ability to maintain the evaluation environment. In
other words how much effort is necessary to keep the system runnable.
• Flexibility: describes the freedom in creating different experiment scenarios (e.g.
network topology, number of nodes, etc).
• Replication: how straightforward the repetition of a given experiment in a specific
study environment is.
• Isolation: assesses the degree whose links, queues, and switches a network behave.
As we can see, the choice of the most appropriate approach to be used in experimentally-
driven research to evaluate the functionality and performance of a network is always a
trade-off. However, in addition to be inexpensive and provides fast/interactive usage, we
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Table 1 – Ranking of Simulators, Emulators and Testbeds
Characteristic Simulators Emulators Testbeds
Total Cost ∙∘∘ ∙∘∘ ∙∙∙
Overall Fidelity ∙∘∘ ∙∙∘ ∙∙∙
Replay Real Traces ∙∙∘ ∙∙∘ ∙∙∙
Real Applications ∙∘∘ ∙∙∙ ∙∙∙
Traffic Realism ∙∘∘ ∙∙∙ ∙∙∙
Timing Realism ∙∙∙ ∙∙∘ ∙∙∙
Scalability ∙∙∙ ∙∙∘ ∙∘∘
Maintainability ∙∙∙ ∙∙∙ ∙∘∘
Flexibility ∙∙∙ ∙∙∙ ∙∘∘
Replication ∙∙∙ ∙∙∙ ∙∘∘
Isolation ∙∙∙ ∙∙∘ ∙∙∙
* ∙∙∙ better than ∙∘∘
opt to work with the network emulation approach, since it provides more positive ratings
if compared with simulators and testbeds, as depicted in Table 1.
2.4 Comparison of Related Tools
This section provides an overview of the most relevant network experimentation
platforms identifying their main characteristics towards a better understanding of the
trade-offs when aiming at supporting realistic SDWN experimentation. Although we
can find a vast number of wireless network emulators on the literature (e.g., Model-
Net (Vahdat et al., 2002), Seawind (Kojo et al., 2001), Empower (Zheng and Ni, 2003),
etc.), we only focus on those that support the OpenFlow protocol, the most popular
southbound interface for SDN.
cost = f(CAPEX, time-to-experiment, complexity, resources, etc.)
EmulatorsSimulators Testbeds
Formal Math.
Models
Live 
Networks
Experimental Options
Realism
Increased Realism/Complexity
Mininet-WiFi
DCE/ns-3
Core
OpenNet
Less real experimental 
conditions
Less scalability, flexibility, 
reproducibility, repeatibility, etc.
OMNeT++
Estinet
OpenNet
WARP
R2lab
EMULAB
Nitos
Orbit
Figure 2 – Overview of Related Work and Trade-offs of Different Wireless Experimental Plat-
forms.
As discussed before but commonly underestimated or misjudged when choosing
an experimental platform to support research efforts, each environment excels in some
aspects but is subject to certain limitations and/or constraints, as depicted in Figure 2.
Turning now the attention to specific wireless simulators, emulators and testbeds,
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Table 2 – Comparison of Most Relevant Network Experimentation Platforms Across Dif-
ferent Dimensions
Software LastActivity Availability
Programming
Language
Supported
Protocols
Simulators
OMNeT++
(Varga and Hornig, 2008) 2018 Open C++, Java
IEEE 802.11,
etc
Estinet
(Wang et al., 2013) 2015 Proprietary ?
IEEE 802.3,
802.11, etc
Emulators
Mininet-WiFi
(Fontes et al., 2015a) 2018 Open Python
Any (L3 - L7)
IEEE 802.11,
802.3, etc.*
DCE/ns-3
(Mancini et al., 2014) 2018 Open C++, Python
IEEE 802.11,
LTE, etc
Core
(Ahrenholz et al., 2008) 2018 Open
several different
languages
IEEE 802.2,
802.11, etc
Simulators-Emulators Hybrid
OpenNet
(Chan et al., 2014b) 2017 Open C++, Python
IEEE 802.11,
LTE, etc
Testbeds
WARP
(WARP, 2018) 2018 Public - IEEE 802.11, etc
R2lab
(Testbeds, 2016) 2018 Public - IEEE 802.11, LTE, etc
EMULAB
(White et al., 2002) 2018 Public - IEEE 802.11, etc.
Nitos
(Pechlivanidou et al., 2014) 2017 Public -
IEEE 802.11, WiMAX,
LTE, etc
Orbit
(Raychaudhuri, 2003) 2017 Public -
IEEE 802.11, WiMAX,
LTE, Bluetooth, ZigBee, etc.
*6LoWPAN is being supported by fakelb kernel module. It is still under initial development process.
Table 2 compares a number of different criteria including Last Activity (i.e., recent updates),
Availability (i.e., Open/Proprietary source code), Programming Language (which language
the solution is written) and Supported Protocols (relevant protocols available by default).
As we can see, there are a couple of alternatives for OpenFlow-based SDWN
experimentation. Next, we present with more details the network experimentation platforms
splitted into four broad categories as illustrated in Table 2. The version of the platforms
we consider below are the most recent available during the writing of this thesis.
Simulators. OMNeT++ (Varga and Hornig, 2008) provides an architecture of modules
programmed in C++ and alternative programming languages like Java and C#; As today,
there is few information regarding Estinet (Wang et al., 2013), which according to the
developers can be used for many different scenarios, including SDN. Being a proprietary
solution and due to its testbed nature, the availability to the wider research community is
limited.
Emulators. DCE/ns-3 (Mancini et al., 2014) in addition to have its own switch/AP im-
plementation, it uses some API-specific glue code for its POSIX and kernel support,
which does not cover system calls of all applications, so may be required to support
new applications; OMNeT++ (Varga and Hornig, 2008) has its own switch/AP implemen-
tation and does not support third-party controllers; Common Open Research Emulator
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(CORE) (Ahrenholz et al., 2008) is a network emulator that is based on the open source
Integrated Multiprotocol Network Emulator/Simulator (IMUNES) from the University of
Zagreb3 that consists of a GUI for drawing topologies of lightweight virtual machines, and
Python modules for scripting network emulation. It provides the ability to connect to live
networks, it also uses virtualization provided by FreeBSD jails, Linux OpenVZ containers,
and Linux namespaces containers, as well as Mininet-WiFi. Some features supported by
CORE are possible thanks to its support to ns-3.
Hybrid Approaches. Under the emulation/simulation space, OpenNet (Chan et al., 2014b)
highlights as recent work (arguably closest to Mininet-WiFi) on combining DCE/ns-3 and
the Mininet SDN emulator to provide rich SDWN experimentation features by allowing
the execution of external controllers and real applications at the cost of a strongly coupled
solution. At the time of the write of this thesis, for example, OpenNet was still limited to
Ubuntu 14.04 due to ns-3 limitations. OpenNet does not provide high-level abstraction
APIs for wireless links nor emulation of wireless nodes (e.g., APs and stations are not
equipped with wireless network interfaces), and neither mechanisms to select new APs
before disconnection of current link to further shorten handover latency.
Testbeds. WARP (WARP, 2018) is a scalable and extensible programmable wireless platform,
built from the ground up, to prototype advanced wireless networks that consists of an FPGA
implementation and RF hardware to implement Link and Physical Layer communications
blocks; R2lab (Testbeds, 2016) is an anechoic wireless testbed that consists in a set
of 37 nodes on the ceiling of a room distributed in mesh layout to offer an advanced
simulation Wi-Fi site. Being an RF anechoic chamber built into a screened room, it
provides a suitable environment for high-fidelity, reproducible Wi-Fi experimentation;
Emulab (White et al., 2002) is a research framework developed by Utah university that
can recreate a wide range of experimentation environments in which researchers can
develop, debug and evaluate complex systems; Nitos (Pechlivanidou et al., 2014), in turn,
supports four OpenFlow switches and allows users the possibility to conduct experiments
in indoor and outdoor environments; Orbit (Raychaudhuri, 2003) is a two-tier wireless
network emulator/field trial designed to achieve reproducible experimentation, while also
supporting realistic evaluation of protocols and applications.
According to our research, ns-3 is one of the most popular wireless network platform
used in the academy and also industry, in addition to be used as a complementary solution
for many wireless network platforms, including some mentioned above. That said, Table 3
compares Mininet-WiFi and DCE/ns-34, the extension of ns-3 that allows, among other
things, run applications without source code changes, as commented previously. Although
DCE/ns-3 supports greater variety of mobility and propagation models and also Long-Term
3 IMUNES provides a patch to the FreeBSD 4.11 or 7.0 operating system kernel to allow multiple,
lightweight virtual network stack instances. IMUNES is available at <http://www.tel.fer.hr/imunes/>
4 Information about DCE/ns-3 were obtained from its manual
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Evolution (LTE), in general, different of Mininet-WiFi, DCE/ns-3 does not incorporate
real-world network stacks yet and might not support execution of unmodified applications
and/or without kernel modification.
Mininet-WiFi
(v2.1)
DCE/ns-3
(v1.8)
sysctl, ifconfig, route 3 7
IPv6 address config. 3 7
full POSIX 3 7
poll implementation 3 7
Quagga routing stack 3 3
extensive test 3 7
real time scheduler 7 3
mobility models ∙∙∘ ∙∙∙
propagation models ∙∙∘ ∙∙∙
supported technologies WiFi LTE/WiFi
Table 3 – Comparison Between Mininet-WiFi and DCE/ns-3
Taking into account that simulators like ns-3 simplify the behavior of the real
world, different result from a hardware system configured equivalently to the simulator
can be obtained. Moreover, the code used during a simulation process is not usually the
same code you would run on the real world. On the other hand, the realism provided
by Mininet-WiFi enables it to be used in a wide variety of areas related to teaching and
learning. Concepts of computer networks, IP routing and security are just a few simple
examples where Mininet-WiFi can be used, where third-party applications and network
commands are used as they are. No additional knowledge is required to make them work
with Mininet-WiFi.
Regarding the support to SDWN, Mininet-WiFi is, without doubt, the best solution.
While every single application that runs on Linux systems can talk to Mininet-WiFi, such
as controllers and northbound/southbound APIs, changes in DCE/ns-3 are required. For
example, the first and only solution for OpenFlow 1.3 in ns-3 was released in 20165, whereas
it was already supported by Mininet since 20136. Despite the fact that the ns-3 already
had a module that supports simulations with OpenFlow, the available implementation
provided a very outdated OpenFlow protocol (version 0.8.9, from 2008).
2.5 Summary
Was discussed in this chapter previous research related to this thesis, where SDWN
was introduced, in addition to make a comparison among related network research platforms.
According to our research, ns-3 was the most widely adopted platform by the research
community, mainly because it provides consolidated mathematical models which enables
much research in various areas. Hence, a comparison between DCE/ns-3 and Mininet-WiFi
was made and some drawbacks of DCE/ns-3 was discussed.
5 http://www.lrc.ic.unicamp.br/ofswitch13/
6 https://github.com/CPqD/ofsoftswitch13
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3 MININET-WIFI
Taking advantage of the still open research opportunity and by extending the
success story of Mininet for wired SDN into wireless, Mininet-WiFi introduces itself as a
robust platform for SDWN research as well as traditional wireless networks. In addition
to act as support on SDN and SDWN researches, Mininet-WiFi also enables researches
on traditional wired and wireless networks, by providing support to traditional network
protocols and an arbitrary Linux-based applications. Considering this brief introduction,
this chapter starts by identifying requirements, presents the system architecture and the
approach and alternatives to emulate the wireless medium, and so forth. The chapter
concludes by referring back to the requirements and current limitations.
3.1 Requirements
It has long been recognised within the information systems and software devel-
opment industry as well as the research community that requirements engineering (RE)
is a crucial phase of the systems development life cycle (Davis, 1990). Requirements en-
gineering is fundamental to defining what should be the user experience of the system,
being inevitably an essential issue in successful project management, quality assurance,
software testing and, subsequently, in developing high-quality systems. Given this context,
an elicitation of requirements engineering is fundamental, representing a crucial phase of
the process, since it is a moment that knows what should be delivered to the client.
A well-elaborated requirement is a statement of system functionality that satisfies
customer needs and it is commonly classified as functional and non-functional (Jalote, 2005)
requirements. A functional requirement describes an operation, or activity without consid-
ering physical constraints, while non-functional requirements specify system properties such
as environmental and implementation constraints, performance, platform dependencies,
maintainability, extensibility, reliability, etc. In general, functional requirements describe
what the system should do, while non-functional requirements describe how the system
works.
Next, are presented the functional and non-functional requirements of Mininet-WiFi.
For the identification of these requirements, we analyze the requirements of related tools,
mainly Mininet, in order to identify which requirements meet better our expectations and
we consulte stakeholders (e.g., developers, users), by means of questions, brainstorming,
use cases, prototypes, etc.
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3.1.1 Functional Requirements
Functional requirements address the services that the system must provide, de-
scribing what the system should do, how it should react to specific inputs as well as what
the system should not do. Are listed below the most important functional requirements of
Mininet-WiFi.
• fq1 (recovery): the system should allow the built-in scenario to be saved for subsequent
use
• fq2 (intuitive classes): the system should allow the creation of topologies through
intuitive classes. Classes should match object as much as possible
• fq3 (easy experimentation): classes with the aim of facilitating experiments must be
created. The user may easily set the position of the nodes and any other parameter
on runtime.
• fq4:(GUI ): objects and topology must be graphically represented. The user can
choose between 2D and 3D scenarios
• fq5 (mobility): mobile nodes must be supported. Also, both stationary and mobile
nodes can coexist on the same experiment
• fq6 (mixed topology): the user may create a mix of wired and wireless nodes on the
same topology
• fq7 (channel fidelity): the wireless channel emulation must provide good enough
fidelity
• fq8 (auto-configuration): the signal range must be automatically calculated according
to the propagation model of choice or a manually set transmission power.
3.1.2 Non-Functional Requirements
Non-functional requirements describe restrictions on services or functions offered by
the system, originating from the user needs, organizational constraints, budget constraints,
requirements for interoperability with other software/hardware or external factors such
as regulation and legislation. Are listed below the main non-functional requirements of
Mininet-WiFi.
• nfq1 (open source): the system must be Open Source in order to allow researchers to
extend our code and implement features based on their needs
• nfq2 (operability): the system must run on Linux Systems, mainly on Ubuntu 14.04
or higher
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• nfq3 (interoperability): it should be able to run any real application with no modifi-
cation in its source code and interoperable with any OpenFlow controller that runs
on Linux Systems
• nfq4 (manageability): low scenario configuration efforts, e.g., for each created object,
the IP and MAC addresses must be automatically flled. The same must be true for
other fields of specific objects
• nfq5 (usability): the representation of the nodes list must be easy to understand and
easy to use
• nfq6 (maintainability): the code should be commented and variables name intuitive
and easy to understand
• nfq7 (environmental): the virual environment must talk with the real one. Virtual
nodes may communicate with physical ones
• nfq8 (performance): the system must provide correct system behavior (and, to
the extent supported by your hardware, performance) to experiment with diverse
topologies
• nfq9 (scalability): it must deliver sufficient scalability without compromising reliability,
performance and fidelity. Many nodes shall be simultaneously supported (e.g. 100+).
3.1.3 Requirements Validation
The purpose of requirements validation is to certify that the requirements are an
acceptable description of the system to be implemented and checks for omissions, conflicts,
and ambiguities and ensures that the requirements follow prescribed quality standards.
Regarding the functional requirements, both fq1 and fq2 were validated by following
good practices programming and suggestion from stakeholders. All the other functional
requirements were validated with a routine which starts a test job that installs Mininet-
WiFi, runs a simple sanity test, and test a couple of scripts. Regarding the non-functional
requirements, the nature of Mininet-WiFi itself validates nfq1, while the routine mentioned
previously is responsible for validating nfq2, nfq3, nfq4, nfq7, nfq8, nfq9. Lastly, Pylint1 is
responsible for checking the code style and quality. Both nfq5 and nfq6 are validated by it.
3.2 System Architecture
Mininet-WiFi is an emulation platform for Software-Defined Wireless Network,
written in Python, that is based on the well-known Mininet (Lantz et al., 2010) extended
1 a source code bug and quality checker for the Python programming language that follows the style
recommended by PEP 8, a Python style guide
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Figure 3 – Architecture of Mininet-WiFi.
with the required classes to add wireless channel emulation, node mobility, and support of
802.11 through SoftMac, a MAC layer that provides a flexible environment for experiment-
ing with MAC protocols. It has been developed under the Container-Based Emulation (CBE)
concept, one of the main categories of network emulation which use lightweight containers,
where each virtual node is merely a group of user-space processes, and the cost of adding
one is only the cost of spawning a new process. The other category of network emulation,
Full-System Emulation (FSE), uses one full virtual machine per host. By sharing system
resources, such as page tables, kernel data structures, and the file system, lightweight
OS-level containers achieve better scalability than VM-based systems, permitting a larger
number of small virtual nodes on a single system (Lantz et al., 2010, Soltesz et al., 2007).
In general, Mininet-WiFi adds more than 41k lines of code to the Mininet base,
which in turn has about 20k lines of code. It was developed with support to Pylint, a
source code bug and quality checker for the Python programming language that follows
the style recommended by PEP 8, a Python style guide.
Figure 3 depicts the architecture of Mininet-WiFi connections in a simple topology
with two L1 nodes, where the newly implemented components are presented along with
the original Mininet building blocks. More specifically (in gray), we added Wi-Fi interfaces
on STAs (Stations) that now can wirelessly connect to an AP (Access Point) through
its (ap-wlanX) interface that is bridged to an OpenFlow switch with AP capabilities
represented by ap1. Similar to Mininet, the virtual network is created by placing host
processes in Linux OS network namespaces interconnected through virtual Ethernet (veth)
pairs. We present below the two main nodes extended from Mininet, Stations and Access
Points.
Stations: or STAs, are devices working in managed mode that connect to APs
through authentication and association. In our implementation each station is equipped
with wireless interfaces (staX-wlanY - where X shall be replaced by the ID of each STA
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and Y the ID of the wireless interface).
Access Points: or APs, are devices working inmaster mode that manage associated
stations. They are virtualized through hostapd2 daemon and use virtual wireless interfaces
for access point and authentication servers. Several parameters in the same fashion of a
real one can be configured, such as: ssid, channel, mode, password, cryptography, etc. It
also supports fast handover (supported by IEEE 802.11r), radius server, and others.
The main components of the Mininet-WiFi architecture are illustrated in Figure 4.
In the kernel-space, the module mac80211_hwsim is responsible for creating virtual Wi-Fi
interfaces, enabling the creation of STAs and APs. WLAN device drivers are typically
divided into two modules (kernel components) namely hardware dependant module and
protocol module (softMAC ). The hardware dependant modules are different for each vendor
and based on capabilities. The softMAC handles most of the MAC functionality with
respect to IEEE 802.11 protocol. The functions in softMAC are used by hardware drivers
amongst different vendor. In the case of WLAN, this softMAC implementation is known as
mac80211. Still in the kernel-space, MLME (Media Access Control Sublayer Management
Entity)3 is realized by STAs, whereas hostapd is responsible for the counterpart task at
the user-space side by means of APs.
Being the most important component of Mininet-WiFi, mac80211_hwsim is a
Linux kernel module that can be used to simulate an arbitrary number of IEEE 802.11
radios for mac80211. It can be used to test most of the mac80211 functionalities and
user-space tools (e.g., hostapd and wpa_supplicant) in a way that matches very closely with
the normal case of using real WLAN hardware. With mac80211_hwsim, the simulated
radios do not have the limitations of real hardware, so it is easy to generate an arbitrary
2 Hostapd (Host Access Point Daemon) user-space software capable of turning normal wireless network
interface cards into access points and authentication servers
3 Some of the functions performed by MLME are authentication, association, sending and receiving
beacons, etc.
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test setup and always reproduce the same setup for future tests. Also, since all radio
operation is simulated, any channel can be used in tests regardless of regulatory rules.
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Figure 5 – Statistics from mac80211_hwsim.
From the mac80211 point of view, mac80211_hwsim is yet another hardware
driver, i.e., no changes to mac802114 are needed to use this testing tool. Having said that,
worth to mention the activity around the development of mac80211_hwsim since its first
release. Figure 5 depicts the number of commits for mac80211_hwsim from Linux kernel
source code on GitHub, from 2008 to May/2018. The number of commits along the years
illustrates the interest of the community in mac80211_hwsim and they are results of the
discussion into the Linux wireless mailing list, a specific group to wireless development.
This cfg80211 layer exists between the user-space and mac80211. These set of APIs
perform sanity check and protocol translation to configure wireless devices. It provides
functions for: (i) device registration; (ii) regularity enforcement; (iii) station management;
(iv) key management; (v) mesh management; (vi) virtual interface management; (vii)
scanning; and others.
Device registration includes band, channel, bit rate, high throughput (HT) capa-
bilities and supported interface modes. Regularity enforcement will ensure during the
registration of cfg80211 that only the specified frequency channels permitted for that given
country will be enabled. Station management includes adding, remove, modify stations
and dump station details. These functions are part of AP capabilities.
In mesh path handling, mesh parameter set and retrieve are the functions provided
for mesh management. Virtual interface management provides create, remove, change type
4 mac80211 is a framework which driver developers can use to write drivers for SoftMAC wireless devices
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and monitor flags. It also keeps track of the network wireless interface. Scanning allows
user level initialization of scanning and reporting.
Mininet-WiFi also relies on a couple of standard Linux utilities such as iw, iwconfig,
and wpa_supplicant, that use nl80211 header defined system calls to interact with cfg80211.
The first two tools are used for interface configuration and for getting information from
wireless interfaces while the latter one is used with Hostapd in order to support WPA
(Wi-Fi Protected Access), among other tasks.
3.3 Wireless Medium Emulation
The emulation of the wireless channel is supported by two approaches: TC (Traffic
Control)5 and Wmediumd6. These two approaches are commented, in depth, below.
3.3.1 Traffic Control (TC)
TC (Traffic Control) is the user-space utility program used to configure the Linux
kernel packet scheduler. It basically consists of the following:
• Shaping: When traffic is shaped, its rate of transmission is under control. Shaping
may be more than lowering the available bandwidth - it is also used to smooth out
bursts in traffic for better network behaviour. Shaping occurs on egress.
• Scheduling: By scheduling the transmission of packets it is possible to improve
interactivity for traffic that needs it while still guaranteeing bandwidth to bulk
transfers. Reordering is also called prioritizing, and happens only on egress.
• Policing: Where shaping deals with transmission of traffic, policing pertains to
traffic arriving. Policing thus occurs on ingress.
• Dropping: Traffic exceeding a set bandwidth may also be dropped forthwith, both
on ingress and on egress.
The aforementioned properties have been used to apply values for bandwidth, loss,
latency and delay in Mininet-WiFi. We basically take the distance (the received signal can
be also used) between transmitter and receiver and then we set the value for throughput,
loss, latency and delay into the wireless interface of the node.
Being the first approach adopted in Mininet-WiFi for simulating the wireless
medium, TC can only process egress traffic. Due to this limitation, Intermediate Functional
Block (IFB) devices may be required for some experiments.
5 <http://tldp.org/HOWTO/Traffic-Control-HOWTO/intro.html>
6 <https://github.com/cozybit/wmediumd>
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3.3.1.1 Intermediate Functional Block (IFB) Devices
There are two modes of traffic shaping: ingress and egress. Ingress handles incoming
traffic and egress outgoing traffic. Linux does not support shaping/queuing on ingress, but
only policing. Therefore IFB exists, which we can attach to the ingress queue while we
can add any normal queuing like as egress queue on the IFB device.
Intermediate Functional Block (IFB) is an alternative to TC filters for handling
ingress traffic, by redirecting it to a virtual interface and treat is as egress traffic. Further
information about IFB is available at <http://shorewall.net/traffic_shaping.htm#IFB>.
The main reason for ingress traffic shaping in Mininet-WiFi is that if the user
wants to measure throughput between two nodes using a tool like Iperf7, for instance, only
IFB allows both client and server achieve expected results. For example, let’s take the
following topology where the distance between sta1 and ap1 is greater that sta2 and ap1:
sta1 <----------> ap1 <----> sta2
(d1) (d2)
Without IFB, the measured throughput on sta2 will be limited by the egress
traffic of sta1 if sta2 is acting as a client. This is also true when sta1 is acting as a
client, where the throughput will be limited by the egress traffic of sta2. This happens
due to the capacity of TC to handle only egress traffic. On the other hand, with IFB the
expected/correct throughput will be obtained independently of the direction of the traffic.
3.3.2 Wmediumd
Links created by mac80211_hwsim will just forward all frames from one interface
to the others (as it would be done with the wireless medium), but with the difference
that real wireless medium has interferences, multipath and other problems. These factors
(understood here as features) create transmission errors while reading the frames that the
wireless network interface receives. However, mac80211_hwsim does not support such
features. Moreover, mac80211_hwsim uses the same virtual medium for all wireless nodes.
This means all nodes are internally in range of each other and they can be discovered
in a wireless scan on the virtual interfaces. Thus, isolating wireless interfaces from each
other (e.g. in adhoc or mesh networks) is also required and a solution like wmediumd is
indispensable.
Wmediumd is a C programming language application based on the Netlink API
implemented in the mac80211_hwsim kernel driver developed by a US company called
Cozybit8 that communicates itself with the kernel to create probabilistic errors, enhancing
7 <https://iperf.fr/>
8 <https://github.com/cozybit/wmediumd>
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the quality of the wireless medium emulation. Wmediumd was created to perform emu-
lation of the wireless environment on emulated networks created on Linux OS. It allows
programmers of 802.11 drivers to create an environment for development/testing with a
single computer, saving time and hardware.
The wmediumd extension supported by Mininet-WiFi was initially developed by
Patrick Große9 and since then we have been actively improving it by enhancing existent
features and adding new ones10, for example, we added more propagation models, the
received signal is automatically calculated in a dynamic fashion (only taking the position
as reference), support to mobility was also added, and others.
3.3.2.1 Interference
Mininet-WiFi supports the interference model provided by wmediumd. The inter-
ference model implemented in wmediumd relies on CCA THRESHOLD (Clear Channel
Assessment). The CCA is used by the MAC layer to determine (i) if the channel is clear
for transmitting data, and (ii) for determining when there is incoming data. Evaluation
of CCA is made by the PHY layer and the resulting assessment is communicated to the
MAC layer via the PHY-CCA.indicate service primitive. This primitive can either be set
to IDLE, when the channel is assessed to be clear, or BUSY when the channel is assessed
to be in use.
3.3.3 Traffic control versus Wmediumd
Due its characteristics, Wmediumd has been shown to be the best approach for
the simulation of the wireless medium. Some advantages include:
• isolation of the wireless interfaces from each other;
• implementation of a backoff algorithm. TC relies only in FIFO queue discipline;
• the received signal is recorded into the beacons;
• wmediumd enables association based on the signal level;
• with wmediumd, values for throughput, loss, latency and delay are applied relying in
a matrix. This matrix implements an option to determine PER (packet error rate)
with outer matrix defined in IEEE 802.11ax. The matrix is defined in Appendix 3 of
11-14-0571-12 TGax Evaluation Methodology11.
9 <https://github.com/patgrosse/wmediumd>
10 <https://github.com/ramonfontes/wmediumd>
11 <https://mentor.ieee.org/802.11/dcn/14/11-14-0571-12-00ax-evaluation-methodology.docx>
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3.4 Mobility and Propagation Models
Some of the fundamental requirements of wireless network experimental platforms
like emulators are the support for the mobility and the wireless medium propagation. For
these purposes, it is necessary to use models capable of representing with high-fidelity
the movement of mobile terminals, people, etc, in addition to the expected behavior in
communication such as throughput, delay, latency and packet loss, in the same way as in
the real world. Therefore, given their importance, we present below how they are supported
by Mininet-WiFi.
3.4.1 Mobility
Current mobility models supported by Mininet-WiFi are: Random-Walk, Truncated-
Levy Walk, Random-Direction, Random-Waypoint, Gauss-Markov and Reference-Point.
The behavior of these models are summarized below:
• Random-Walk: is a widely used mobility model and, in this, the current speed and
direction of the nodes is independent of it past speed and direction.
• Truncated-Levy Walk: with Truncated-Levy Walk mobility model each node
undergoes a sequence of alternating flights and pauses, similar to Random-Waypoint.
• Random-Direction: is a revised version of Random-Walk, and it ensures that every
node is assigned the same speed throughout the entire simulation.
• Random-Waypoint: each node moves along a zigzag line from one waypoint Pi to
the next Pi+1.
• Gauss-Markov: is a model in which there is a level of randomness in the speed
and the direction which remains constant for a certain period of time
• Reference-Point: represents a model which a node moves in random fashion, and
is pre-defined for each node with respect to the logical center.
In addition to these readily available models, mobility and speed can also be
manually configured by users, for example, to reproduce the mobility by means of GPS
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coordinates. This is very important, because the user may have total control over the
motion of the nodes. Basically, the mobility is internally defined by the Equation 3.1:
𝑡𝑖𝑚𝑒𝑖 = 𝑓𝑖𝑛𝑎𝑙𝑡 − 𝑖𝑛𝑖𝑡𝑡
𝑝𝑜𝑠𝑥, 𝑝𝑜𝑠𝑦, 𝑝𝑜𝑠𝑧 = 𝑖𝑛𝑖𝑡𝑃𝑜𝑠𝑥, 𝑖𝑛𝑖𝑡𝑃𝑜𝑠𝑦, 𝑖𝑛𝑖𝑡𝑃𝑜𝑠𝑧
𝑓𝑎𝑐𝑥 = (𝑓𝑖𝑛𝑎𝑙𝑃𝑜𝑠𝑥 − 𝑖𝑛𝑖𝑡𝑃𝑜𝑠𝑥)/𝑡𝑖𝑚𝑒𝑖
𝑓𝑎𝑐𝑦 = (𝑓𝑖𝑛𝑎𝑙𝑃𝑜𝑠𝑦 − 𝑖𝑛𝑖𝑡𝑃𝑜𝑠𝑦)/𝑡𝑖𝑚𝑒𝑖
𝑓𝑎𝑐𝑧 = (𝑓𝑖𝑛𝑎𝑙𝑃𝑜𝑠𝑧 − 𝑖𝑛𝑖𝑡𝑃𝑜𝑠𝑧)/𝑡𝑖𝑚𝑒𝑖
𝑝𝑜𝑠𝑥, 𝑝𝑜𝑠𝑦, 𝑝𝑜𝑠𝑧 = 𝑝𝑜𝑠𝑥 + 𝑓𝑎𝑐𝑥, 𝑝𝑜𝑠𝑦 + 𝑓𝑎𝑐𝑦, 𝑝𝑜𝑠𝑧 + 𝑓𝑎𝑐𝑧 (3.1)
First, we determine the interval time (𝑡𝑖𝑚𝑒𝑖) that the node will move to and
them we calculate the motion (that includes the speed of the node) based on both initial
(initPos) and final position (finalPos) previously defined by the user for getting what
we call by motion factor (fac). Finally, we take both initial position and motion factor in
order to calculate the next position of the node (defined and updated by pos) until the
final position. Although we do not present the algorithm used for each supported mobility
model they are available at the Mininet-WiFi’s source code12.
3.4.2 Propagation Models
The current version of Mininet-WiFi supports four indoor propagation loss models
Free-Space, Log-Distance, Log-Normal Shadowing and International Telecommunication
Union (ITU) and the outdoor propagation loss model Two-Ray Ground. They are summa-
rized in the next subsections:
3.4.2.1 Free Space
The Friis’ free-space propagation model is applied when there is a direct and
unobstructed path between sender and receiver, i.e., when there is line-of-sight. The Friis
free-space loss equation can be expressed in dB as:
𝑙𝑎𝑚𝑏𝑑𝑎 = 𝑐
𝑓
𝑑𝑒𝑛𝑜𝑚𝑖𝑛𝑎𝑡𝑜𝑟 = 𝑙𝑎𝑚𝑏𝑑𝑎2
𝑛𝑢𝑚𝑒𝑟𝑎𝑡𝑜𝑟 = (4 *𝑚𝑎𝑡ℎ.𝑝𝑖 * 𝑑𝑖𝑠𝑡)2 * 𝐿
𝑝𝑎𝑡ℎ𝐿𝑜𝑠𝑠 = 10 * 𝑙𝑜𝑔10( 𝑛𝑢𝑚𝑒𝑟𝑎𝑡𝑜𝑟
𝑑𝑒𝑛𝑜𝑚𝑖𝑛𝑎𝑡𝑜𝑟
)
(3.2)
where:
f is the signal frequency transmited
dist is the distance between the transmitter and the receiver
12 https://github.com/intrig-unicamp/mininet-wifi
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c is the speed of light in vacuum
L is the system loss
3.4.2.2 Log-Distance
The log-distance path model was derived based on field measurements and curve
fitting the collected data. This is a commonly used approach to derive path models
in uncommon environments, such as caves or other places with abundant obstacles or
reflecting materials. Its formula is given by (Rappaport, 2001):
𝑝𝑎𝑡ℎ𝐿𝑜𝑠𝑠 = 𝑃𝐿(𝑑𝑖𝑠𝑡0) +𝑁 * 𝑙𝑜𝑔10( 𝑑𝑖𝑠𝑡
𝑑𝑖𝑠𝑡0
)
(3.3)
where:
PL(d0) is the path loss at the reference distance, usually taken as (theoreti-
cal) free-space loss at 1 m
dist is the distance in meters (dist > 1m)
N is the path loss distance exponent
3.4.2.3 Log-Normal Shadowing
Log-Normal Shadowing is used as the large-scale model to reflect the shadowing
effect and is the result of the signal being blocked by large objects in the propagation path.
These are typically distant objects in the environment such as mountains, hills, or large
buildings.
𝑝𝑎𝑡ℎ𝐿𝑜𝑠𝑠 = 𝑃𝐿(𝑑𝑖𝑠𝑡0) +𝑁 * 𝑙𝑜𝑔10( 𝑑𝑖𝑠𝑡
𝑑𝑖𝑠𝑡0
) +𝑋
(3.4)
where:
PL(d0) is the path loss at the reference distance, usually taken as (theoreti-
cal) free-space loss at 1m
dist is the distance in meters (dist > 1m)
N is the path loss distance exponent
X Describes the random shadowing effects
3.4.2.4 International Telecommunication Union (ITU)
ITU is a propagation model that estimates the path loss inside a room or a
closed area inside a building delimited by walls of any form. Suitable for appliances
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designed for indoor use, this model approximates the total path loss an indoor link
may experience. The ITU model for site-general indoor propagation path loss predic-
tion (Recommendations, 2001) is:
𝑝𝑎𝑡ℎ𝐿𝑜𝑠𝑠 = 20𝑙𝑜𝑔10(𝑓) +𝑁 * 𝑙𝑜𝑔10(𝑑𝑖𝑠𝑡) + 𝐿𝑓(𝑛)− 28𝑑𝐵
(3.5)
where:
N is the distance power loss coefficient
f is the frequency
dist is the distance in meters (dist > 1m)
Lf(n) is the floor penetration loss factor
n is the number of floors between the transmitter and the receiver
3.4.2.5 Two-Ray Ground
The Two-Ray Ground propagation model (Rappaport, 2001) makes the assumption
that a signal sent from one node does not arrive at another node through a unique path
(a straight line), but eventually also through a reflection in the ground.
𝑝𝑎𝑡ℎ𝐿𝑜𝑠𝑠 = 𝑃𝑡 *𝐺𝑡 *𝐺𝑟 * ℎ
2
𝑡 * ℎ2𝑟
(𝑑𝑖𝑠𝑡4 * 𝐿)
(3.6)
where:
𝑃𝑡 is the transmission power
𝐺𝑡 is the transmitter antenna gain
𝐺𝑟 is the receiver antenna gain
ℎ𝑡 is the transmitter antenna height
ℎ𝑟 is the receiver antenna height
dist is the distance between the receiver and transmitter
L is the system loss
More propagation models can be easily implemented by extending a single class
for propagation models. Propagation models calculate the power of the signal received
(RSSI) by station and translate them into “equivalent” network attributes in practice, like
the maximum supported rate. Equation 3.7 shows how the RSSI is calculated.
𝑃𝑎𝑡ℎ𝐿𝑜𝑠𝑠 = 𝑃𝑟𝑜𝑝𝑎𝑔𝑎𝑡𝑖𝑜𝑛𝑀𝑜𝑑𝑒𝑙𝐹𝑜𝑟𝑚𝑢𝑙𝑎
𝑠𝑖𝑔𝑛𝑎𝑙𝑆𝑡𝑟𝑒𝑛𝑔𝑡ℎ = 𝑃𝑡 +𝐺𝑡 +𝐺𝑟 − 𝑃𝑎𝑡ℎ𝐿𝑜𝑠𝑠 (3.7)
First, the user must set the propagation model (defined by PropagationModelFor-
mula) to be used (log-distance is defined by default if no propagation model is set) in order
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to calculate the path loss (PathLoss). Diverse parameters are considered in the propagation
models’ formula, such as distance between transmitter and receiver, frequency, system loss,
etc. Then, the RSSI (signalStrength) is calculated taking into account the transmission
power (𝑃𝑡), antenna gains of transmitter (𝐺𝑡) and receiver (𝐺𝑟) and the Path Loss.
The RSSI, among other things, is used to calculate the maximum supported rate
during a communication between two nodes. There are three methods that can be used to
calculate the maximum supported rate: the first one is (i) based on practical experiments
approached in (Fontes et al., 2017b) (default one); the second one is (ii) based on technical
specification of physical devices (e.g., commercial wireless NIC) to define the custombw
thresholds and (iii) the last one is based on Wmediumd. The link bandwidth depends on
the actual received signal strength indicator (RSSI) and the maximum supported rate for
a specific RSSI. That said, the rate for (i) and (ii) is calculated through Equation 3.8.
This equation represents a generic approach that tries to mimic the behavior found at
R2lab, where dist means the distance between transmitter and receiver.
𝑟𝑎𝑡𝑒 = 𝑐𝑢𝑠𝑡𝑜𝑚𝑏𝑤 * (1.1−𝑑𝑖𝑠𝑡) (3.8)
The third method, based on Wmediumd, does not consider the equation presented
above. As commented at the subsection 3.3.2, it relies on a signal table document that
is available at IEEE 802.11 Mentor Public Documentation Portal13. This document was
extended by wmediumd developers and originally describes the simulation methodology,
evaluation metrics and traffic models for assessing 80.11ax proposals’ performance.
3.5 Supported Features
We present now some of the features that are currently supported by Mininet-WiFi.
The supported features commented along this section, in general, are natively supported
by mac80211_hwsim and consequently by mac80211. However, mac80211_hwsim can also
be extended in order to support more features supported by mac80211, for instance: (i)
WDS14; dynamic RSSI changes15; and others. Since Mininet-WiFi allows users to run the
modified module in isolation, changes in the Linux kernel are not needed.
3.5.1 IEEE 802.11 Protocols
Various IEEE 802.11 protocols are supported by Mininet, such as: IEEE 802.11a,
IEEE 802.11b, IEEE 802.11g, IEEE 802.11h, IEEE 802.11i, IEEE 802.11n, IEEE 802.11q,
IEEE 802.11s, IEEE 802.11r, IEEE 802.1x, IEEE 802.11ac, IEEE 802.11ax.
13 <https://mentor.ieee.org/802.11/dcn/14/11-14-0571-12-00ax-evaluation-methodology.docx>
14 <https://www.youtube.com/watch?v=a27qWHO8JDM>
15 <https://www.youtube.com/watch?v=gtaHCpaHBGc>
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note: mac80211_hwsim can be extended in order to support all protocols supported
by mac80211.
3.5.2 Active Scannig
Active scanning consists of space-separated list of frequencies in MHz to scan when
searching for BSS. If the subset of channels used by the network is known, this option can
be used to optimize scanning to not occur on channels that the network does not use.
3.5.3 Background scanning (Bgscan)
wpa_supplicant behavior for background scanning can be specified by configuring
a bgscan module. Bgscan is responsible for requesting background scans for the purpose
of roaming within an ESS (i.e., within a single network block with all the APs using the
same SSID).
More details about wpa_supplicant and bgscan can be found at: <https://w1.fi/cgit/
hostap/plain/wpa_supplicant/wpa_supplicant.conf>
3.5.4 Encryption
Mininet-WiFi supports all the common wireless security protocols, such as WEP
(Wired Equivalent Privacy), WPA (Wi-Fi Protected Access) and WPA2.
3.5.5 Multiple SSIDs over a single AP
It is very common for an organization to have multiple SSIDs in their wireless
network for various purposes, including: (i) to provide different security mechanisms such
as WPA2-Enterprise for your employees and an “open” network with a captive portal for
guests; (ii) to split bandwidth among different types of service; or (iii) to reduce costs by
reducing the amount of physical access points. In Mininet-WiFi, a unique AP supports up
to 8 different SSIDs (limitation imposed by mac80211_hwsim).
3.5.6 4-address for AP and client mode
IEEE 802.11 (WLAN) frames have four address fields in their headers. In order to
transport ethernet packets transparently over a Wireless Distribution System (WDS) link,
the IEEE 802.3 (Ethernet) frame gets encapsulated in a IEEE 802.11 (WLAN) frame. In
this case all of the four address fields are used, for:
• sender of the ethernet frame
• receiver of the ethernet frame
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• sender of the WLAN frame
• receiver of the WLAN frame
Sender and receiver of the Ethernet frame are simply copied from the transported
ethernet frame. The remaining fields allow the receiver to recognize that the frame is
meant for him, and allow it to acknowledge the reception of the frame to the (WLAN)
sender. However, usually only three of the four fields are needed, so most drivers do not
know how to handle frames which make use of all four address fields. In other words: the
most important ingredient for WDS is support for 4-address-headers.
Worth to mention that the 4-address frame format does not itself constitute a
wireless distribution system or a wireless DS, it is simply a frame addressing mechanism
that allows the creation of a multitude of specialized implementations, one of which could
be a wireless distribution system. The advantage of this mode compared to regular WDS
mode is that it is easier to configure and does not require a static list of peer MAC
addresses on any side.
3.5.7 Virtual Interfaces
The mac80211 subsystem in the linux kernel supports multiple wireless interfaces
to be created with one physical (virtual) wireless card.
3.5.8 Hybrid Physical-Virtual Environment
This feature was first presented in (Fontes et al., 2016) and features a hybrid
physical-virtual environment where real users connect their 802.11-enabled smartphones to
interact with the virtualized infrastructure, including nodes forming a mesh subnetwork,
and access the global Internet after having its traffic processed through a multi-hop
OpenFlow network.
3.5.9 Replaying Traces
The wireless medium is known for the frequent variations in networking conditions
change due to multiple reasons, such as cross traffic and many sources that contribute
to fluctuations of the physical medium. In this context, Mininet-WiFi has the ability to
replay network conditions and dynamically change the parameters of the network links (e.g.
throughput, packet loss, latency and delay) based on the captured traces, which includes
positioning of the nodes, received signal, throughput, etc. Replaying Network Traces is
presented in depth in Chapter 4.
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3.6 Usability
A simple network (with 2 STAs and 1 AP) can be created in the Linux terminal
with the following command:
sudo mn --wifi
Optionally, some parameters can be used with the command above, for example:
sudo mn --wifi --ssid=new_ssid --mode=g --channel=1
ssid: defines the ssid name
mode: defines the mode
channel: defines the channel
and also,
sudo mn --wifi --position --link=wmediumd --plot
position: automatically defines the position of the nodes;
wmediumd: enables wmediumd;
plot: opens the GUI.
The command mn is also available if the user want to work only with Mininet
instead of Mininet-WiFi.
3.6.1 Changing Topology Size and Type
The default topology is a single AP connected to two STAs. It is possible to change
this to a different topology with --topo and pass parameters for that topology’s creation.
For example, to verify all-pairs ping connectivity with one AP and five STAs:
sudo mn --wifi --test pingall --topo single,5
Another example, with a linear topology (where each AP has one STA, and all
APs connect in a line via wired media):
sudo mn --wifi --test pingall --topo linear,5
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3.6.2 Sample Files
For those who are just beginning to write scripts for Mininet-WiFi, it is possible to
use the example scripts as kick-off. Scripts were created into the /mininet-wifi/examples
directory to show how to use most of the features supported by Mininet-WiFi.
3.6.3 Diverse Experimental Scenarios
As already mentioned, Mininet-WiFi supports both infrastructure and ad-hoc
networks modes, i.e., it supports APs where stations may connect to and stations that are
able to directly connect to each other. Wireless mesh network is also included in the ad-hoc
context, where open80211s is. Open80211s16 is the first open-source implementation of the
ratified IEEE 802.11s wireless mesh standard. Ad-hoc routing protocols can also be used,
such as OLSR, B.A.T.M.A.N and others.
Both infrastructure and ad-hoc modes can coexist in the same topology/experi-
ment, extending the variety of possible experimentation scenarios, for instance, VANETs
(Vehicular Ad Hoc Networks) scenarios through an integration with SUMO (Simulation
of Urban MObility) providing the node mobility patterns. Further research domain areas
in scope of diverse SDWN scenarios include power control mechanisms; handover; load
balancing; secutiry; hybrid environments blending real physical nodes (e.g., smartphones)
with the emulated environment as publicly demonstrated (Fontes et al., 2016); and 5G.
Further diverse scenarios enabled by the experimenter-friendly features are being driven
by the user community.17
3.7 Requirements Analysis and Limitations
In order to validate the requirements, we opt to publicize every single progress
on the development of Mininet-WiFi by means of codes, videos - the first release of
Mininet-WiFi is still online18 and the most important, by hearing users from the user
community. Most of the requirements were identified from our experience with Mininet
and our previous suggestions for improvements, however, worth to mention that many
of the requirements were not identified when we imagine what would be Mininet-WiFi
(e.g., fq8 and nfq8). Thus, the feedback from the users allowed us to identify, especially,
mistakes in programming level, which resulted in errors in the operation of Mininet-WiFi.
After launching the first version of Mininet-WiFi we notice some interest from
the research community in Mininet-WiFi. Thus, we opt to create the user community
(mailing list) of Mininet-WiFi in order to concentrate all questions/doubts around the
16 <https://github.com/o11s/open80211s>
17 <https://groups.google.com/forum/#!forum/mininet-wifi-discuss>
18 <https://www.youtube.com/watch?v=JhfOv7jhhnU>
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development of Mininet-WiFi. The user community then started to grow as new resources
were being implemented, while many were implemented by the community itself. We did
not prepare any questionnaire, however, many questions, answers, criticisms, compliments,
and suggestions were made by the user community. Hence, through a dialog, we could reach
to a proper set of functional and non-funcional requirements and validate our proposal.
Although the requirements are very useful and an essential issue in successful
software engineering projects, constraints imposed by them (e.g., nfq2, nfq3) can result
in limitations. For example, being able to run any real application with no modification
in its source code, usually requires the use of a single Linux kernel for all virtual nodes
and it will undoubtedly impact other requirements (e.g., nfq9). Moreover, in addition to
introducing its limitations, Mininet-WiFi inherits all limitations from Mininet. Hence,
what is intended below is to present some limitations worth to note:
• Running on a single system is convenient, but it imposes resource limits: if the host
has 3 GHz of CPU and can switch about 10 Gbps of simulated traffic, those resources
will need to be balanced and shared among the virtual nodes.
• Although you can attach VMs to Mininet-WiFi, it uses a single Linux kernel for
all virtual hosts; this means that you cannot run software that depends on BSD,
Windows, or other operating system kernels.
• Unlike a simulator, Mininet-WiFi does not have a strong notion of virtual time; this
means that timing measurements will be based on real time, and that faster-than-
real-time results (e.g. 100 Gbps networks) cannot easily be emulated.
• It is not recommended to run more than 1000 (one-hundred) APs, because the system
might be not responsive and depending on the hardware setup it is running on, it
will undoubtedly return non-accurate results. It is worth to note that wmediumd
will negatively impact the number of supported APs whether compared with TC.
More details are given on Chapter 4.
3.8 User Manual
A comprehensive user manual is available at the source code page for those who
want to comprehend how Mininet-WiFi works that can also serve as support for developers.
3.9 Summary
This chapter presented Mininet-WiFi in details. Its requirements were discussed as
well as the system architecture; how the wireless medium is emulated; supported features;
aspects related to usability, limitations, etc. The next chapter focuses on the wireless
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emulation fidelity and scalability limits, whereas use cases in Chapter 5 demonstrate how
key functional requirements (e.g., fq4, fq5, fq6) are met in practice.
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4 WIRELESS EMULATION FIDELITY AND SCALABILITY
The wireless emulation fidelity and scalability are two important characteristics
that match one of the main contributions of this work. Hence, the objective of this
chapter is to answer two main questions: Is Mininet-WiFi realiable? How far can we go
with Mininet-WiFi in terms of fidelity? That said, firstly, we discuss replaying network
conditions, where we collect real traffic (traces) by using tools like Wireshark and replay
these traces in Mininet-WiFi. Secondly, we evaluate the propagation models supported by
Mininet-WiFi, and we compare them with a physical testbed. Lastly, we present results
about scalability tests where four dimensions of scalability were explored: (i) memory
usage, (ii) time to start and shutdown; (iii) response time and (iv) throughput. Finally, in
the end, we draw some conclusions about the results.
In particular, the next two sections delve into experiments to assess the realism
of the wireless channel emulation and overall end-to-end system provided by Mininet-
WiFi (Fontes et al., 2017b). To this end, we conduct a series of experiments in Sophia
Antipolis - France, by using R2lab,1 an anechoic wireless testbed that will allow us to
compare the results obtained in the physical testbed to the results provided by Mininet-
WiFi. In a nutshell, R2lab consists in a set of thirty-seven nodes on the ceiling of a room
of approximately 90m2 distributed in mesh layout to offer an advanced simulation Wi-Fi
site (see Figure 7). Being an RF anechoic chamber built into a screened room, it provides
a suitable environment for high-fidelity and reproducible Wi-Fi experimentation.
4.1 Replaying Network Conditions
The wireless medium is known for the frequent variations in networking conditions
change due to multiple reasons, such as cross traffic and many sources that contribute
to fluctuations of the physical medium. We now focus on the ability of Mininet-WiFi
to dynamically change the parameters of the network links (e.g., bandwidth, packet loss,
latency, and delay) based on the distance between the communicating nodes and eventually
augmented with observations from an actual experiment in the real world.
Being able to replay real networking conditions based on traffic observations in real
environments is useful to predict network performance under certain conditions, reason
about the observed network behavior, and perform fair comparisons between alternative
algorithms’ implementations subject to the mirrors of the physical network. Previous
works have explored this approach (Eckhardt and Steenkiste, 1999, Noble et al., 1997),
some of them including wireless scenarios, e.g., TraceR (Acun et al., 2015), OMNeT++
1 http://r2lab.inria.fr/overview.md
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(Varga and Hornig, 2008), SimGrid (Casanova et al., 2014), and others. However, to the
best of our knowledge, Mininet-WiFi pioneers the use of this technique in SDWN.
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Figure 6 – Replaying Network Conditions
In this scenario, we transfer a 62.6MB file between two nodes in R2lab testbed and
collect real traffic using wireshark. By filtering by TCP protocol, we record information
about throughput and latency. We then replay these information (traces) in Mininet-WiFi
by dynamically redefining link bandwidth and latency using Linux TC and measure the
results using both 802.11b and 802.11g. The results are presented in Figure 6.
As expected, the total transfer time was less for 802.11g than 802.11b due to the
higher transmission speed. Mininet-WiFi outputs a similar behaviour but with slightly
higher throughput, and, consequently, finalizes the file transfer file process before R2lab.
We believe that the difference is due to the amount of ACK frames generated during the
communication by both receiver and transmitter, where in Mininet-WiFi those frames
are sent out to a specific interface called hwsim0 by default. This behaviour differs from
the real world where wireless network interfaces are responsible for processing any packet
including ACK frames. If more accurate results are desired, the parameters of the wireless
channel emulation can be tuned, for instance to reduce the bandwidth (axis X) as needed.
In the case of IEEE 802.11g, the average consumed bandwidth in Mininet-WiFi and R2lab
during the file transferring was 1.66Mbps and 1.56Mbps, respectively.
Regarding latency and packet loss both R2lab and Mininet-WiFi provide very
similar results. Altogether, we believe that the results are accurate within an order of
magnitude, which seems to be a “good enough” result for the wireless channel emulation
sufficient to support SDWN research commonly focused on the higher-layer control and
management features. Nevertheless, we plan to keep improving our approach to emulate
the wireless medium with increased fidelity and reproducibility (aka replay) features to
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provide more realistic experimentation options and deliver accurate results comparable to
those from a real testbed.
4.2 Realism on the Wireless Channel Emulation
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Figure 7 – Experimental Validation by Using R2lab
To evaluate the propagation models implemented in Mininet-WiFi, this case ex-
periment uses R2lab nodes to obtain the signal received by the stations with varying
distances. We first choose some nodes (3, 8, 13, 17, 21, 24 and 28) -see Figure 7 as reference
nodes-, where node 3 acts as the transmitting station and the other nodes as receivers
(APs) located at different distances.2 All the nodes were configured with specific rate mask
limited to 11Mbps, running in mode b, channel 6 and transmission power equal to 15dBm.
Then, we used readily available instrumentation (wireshark) to record the RSSI between
the communicating nodes and compared them with the RSSI values provided by the three
supported indoor propagation models in Mininet-WiFi. Parameters for each propagation
model include:
• Free-Space: system loss=2
• Log-Distance: exponent=3; system loss=2
• ITU: power loss coefficient=32; floor penetration loss factor=0; number of floors=0
Note that variations in these parameters directly influence the outcome of each
propagation model. System loss is a factor which is not related to propagation; exponent
2 Node 33 was not chosen due to observed misbehavior at the time of the experiments.
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represents the path loss exponent whose value is normally in the range of 2 to 4 depending
on the type of environment; power loss coefficient represents the quantity that expresses
the loss of signal power with distance; floor penetration loss factor is an empirical constant
dependent on the number of floors the waves need to penetrate; and number of floors
represents the number of floors. Being user-defined parameters in the propagation class of
Mininet-WiFi, the parameters can be tuned according to observed in particular scenarios
with “snowflake” characteristics (e.g., room geometry, obstacles, etc.), a fact that can be
exploited when aiming to reproduce physical experiments using Mininet-WiFi.
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Figure 8 – Signal Propagation in R2lab and in Different Indoor Propagation Models implemented
in Mininet-WiFi
Figure 8 illustrates the results obtained for the same experimental setup in R2lab
and Mininet-WiFi. We can observe the relationship between RSSI and distance, i.e., the
signal decrease as the distance between the transmitter and receiver increases. Based on
these results, we conclude that the ITU propagation model is more appropriate. Further-
more, based on the measured RSSI values, the model can be calibrated to reflect with more
accuracy the conditions of the target environment, R2lab in our case for the follow-up experi-
ments. All logs from R2lab experiments can be found at <https://github.com/ramonfontes/
reproducible-research/tree/master/mininet-wifi/The-Computer-Journal-2017>.
4.3 Scalability Tests
It is presented now the first set of public scalability tests performed on Mininet-WiFi.
Four dimensions of scalability were explored: (i) memory usage, where we are interested
in identifying the consumed memory, (ii) time to start and shutdown Mininet-WiFi; (iii)
Latency and (iv) Throughput, where nodes (sta1 - acting as client and sta2, acting as
server) are associated to the first two APs. The objective is to identify the impact of the
consumed memory in the final results of the latency and throughput, respectively.
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As well-known by SDN researchers, we include both kernel and user-space solutions
as APs: OVSAP (running at kernel space) and UserAP (running at user-space), in addition
to measure the performance of Mininet-WiFi when Wmediumd is being used. Finally, the
last but not the least, the scalability test was performed taking into account two type
of topologies: single and linear topologies. The single and linear topologies consists of,
respectively, n+2 nodes (1 central controller, 1 access point, n stations) and 2n+1 nodes (1
central controller, n access points, n stations). The value of n is increased by 16 units in
all tests until it reaches 256.
Information regarding the server and software specifications used in the experiment
are as follows: Ubuntu 16.04.1 x64, Kernel 4.8.0.41, Intel(R)Xeon(R)CPUE5-2620v2, 2.10
GHz, 6 cores and 24GB RAM.
4.3.1 Memory Usage
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Figure 9 – Memory Usage.
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Figure 9 illustrates two principal villains that impact the consume of memory: the
linear topology and Wmediumd. Since the linear topology loads more access points than
stations, more hostapd processes are loaded on the system and it directly impacts the
consume of memory. Wmediumd also affects the consume of memory, because a Wmediumd
process is running when Mininet-WiFi starts. Worth to mention that, in general, OVSAP
has a slight advantage against UserAP.
4.3.2 Time to Start/Shutdown
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Figure 10 – Execution Time.
Figure 10 depicts the necessary time to start and shutdown Mininet-WiFi. In
general, the results are quite similar within all tests. However, the time to start and
shutdown Mininet-WiFi without Wmediumd takes more time. According our tests, both
take very similar time to start, but it is not true when the Mininet-WiFi’s instance is
brought down. The reason is still not clear, but we suppose that it may be related to the
necessary time to delete each link managed by TC (traffic control) tool.
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4.3.3 Latency
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Figure 11 – ICMP Response Time (latency).
Figure 11 shows the results from ICMP Response Time (latency). In general, UserAP
shown to be more stable in all cases besides OVSAP with single topology. Regarding the
single topology, where there are more stations than APs the results are totally acceptable.
However, in contrast to the single topology the linear topology presented more unstable
results. Still with the linear topology, when Wmediumd is being used no results are
presented with more than 86 APs (about 170 nodes).
4.3.4 Throughput
Figure 12 illustrates the network throughput measured with Iperf. Without Wmedi-
umd the single topology presents very stable results, whereas the linear topology demon-
strated acceptable results up to 64 APs (about 130 nodes). On the other hand with
Wmediumd we can notice very inaccurate results. Due to the lack of the notion of multiple
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Figure 12 – Throughput tests.
wireless mediums and some inconsistency on the back-off algorithm, the more nodes the
topology have, the worse are the results presented by Wmediumd.
4.4 Summary
As discussed in this chapter, modules implemented in Mininet-WiFi can successfully
replaying network conditions and propagation models can be calibrated in order to reflect
with more accuracy the conditions of a target environment. However, since everything is
not always a bed of roses, improvements still have to be done, especially in Wmediumd,
in respect of the back-off algorithm, in order to be more responsive with a vast number
of nodes. In scenarios with a considerable amount of nodes and under high workloads
the performance fidelity degrades which ultimately depends on the system platform (e.g.,
number of cores, memory, etc).
Some relevant conclusions can be drawn from the results of the scalability tests,
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such as: (i) the more APs the topology have, the worse the performance - it may be caused
by the number of hostapd processes - one per AP; (ii) Wmediumd is not reponsive from a
certain amount of nodes for some tests (Figure 11 and Figure 12) - improvements on notion
of multiple wireless medium are needed as well as the back-off algorithm; (iii) depending
on the test, it makes sense to make a choice between UserAP and OVSAP (Figure 11b) -
UserAP has been shown to be more stable if compared to OVSAP. It is worth to mention
that although we were able to emulate more than 1024 APs, we do not consider such
number in our tests since it takes too much time to be loaded (8h+). According our tests,
the limit on the number of nodes that can be emulated in Mininet-WiFi is imposed by the
hardware that it is running on.
In general, the results showed that Mininet-WiFi cannot guarantee performance
fidelity under high workload, in particular when the topology consists of more than 86
APs. In fact, the performance becomes worst in scenarios when Wmediumd is used and
the topology cannot exceed 32 APs (Figure 11d). The reason for the bad results we found
on Wmediumd is that it does not work well with multiprocessing. As a consequence, it
lacks a better notion of multiple wireless mediums. On the other hand, overcome the issues
related to scalability Mininet-WiFi can successfully replay network conditions, where its
behaviour matches those running on a hardware-based network as well as provide very
accurate results regarding the signal strength. Moreover, it can be easily customized in
order to mimic the behaviour of a specific environment.
Is Mininet-WiFi reliable? Yes. However, we have to take care with the number of
APs under similar server and software specifications used in Subsection 4.3. We strongly
recommend users to do experiments with a few numbers of nodes and compare results
with their experiments if they want to use a considerable amount of nodes.
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5 USE CASE SCENARIOS
Complementarily to the aspects related to the wireless emulation fidelity, this
chapter explores various use cases that try to demonstrate in practical terms, scenarios
where Mininet-WiFi can be used. The use cases include those reproduced from the literature,
in addition to those originally developed by us. All code and instructions to reproduce the
use cases are publicly available in a particular code repository1 for reproducible research
purposes and documented in the comprehensive user manual available at the source code
page.
Reproducible research is understood by computational scientists as the ability to re-
peat the calculations for analyzing the data and obtaining the computational results rather
than independent validation by another algorithm or implementation (Reich et al., 2006).
To promote the integrity of the research publications, journals such as Nature and Science
require authors to make available the data underlying their published results upon request,
extending the policy to include code and software2 as well as multiple initiatives are going
on to define code and data policies towards reproducible research (Stodden et al., 2013).
Outcomes from the ACM task force on data, software, and reproducibility in
publication3 include guiding policies on result and artifact (digital object used or produced
by the authors) review and badging practices4. More recently, IEEE has launched a cloud-
based computational reproducibility platform that is fully integrated with IEEE Xplore
to enable authors to enhance the visibility and impact of their researches by enabling
readers to run the code associated with their articles5. Altogether, the computer science
community is moving towards a reproducible research mindset along suitable technical spec-
ifications (Crick et al., 2015) towards the realization of executable papers (Hinsen, 2011).
In the more specific domain of computer networks, research reproducibility is arguably in
its infancy (cf. 2016 survey results (Bonaventure, 2017)).
Understanding that reproducible research is currently under-addressed by the
networking community, we first present our approach on reproducible wireless networking
research with Mininet-WiFi. With respect to the Mininet (Lantz et al., 2010) emulation
roots, our work is both fork at the code level and the intellectual/researcher-centric mindset
of the original authors.6 As described below, the workflow of Mininet-WiFi embraces
reproducibility by documenting and releasing all necessary code and filtered datasets,
1 <https://github.com/ramonfontes/reproducible-research>
2 <http://www.nature.com/sdata/policies/editorial-and-publishing-policies> and <http://www.sciencemag.
org/authors/science-editorial-policies#dataavail>
3 <https://www.acm.org/publications/task-force-on-data-software-and-reproducibility>
4 <https://www.acm.org/publications/policies/artifact-review-badging>
5 <https://codeocean.com/explore/capsules>
6 <https://reproducingnetworkresearch.wordpress.com/>
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allowing third parties –with different experimental setups– to carry new measurements
and verify the claims made along this work.
Figure 13 – Research Pipeline for Reproducible Research Purposes.
Reproducible Research. The essence behind the development of Mininet-WiFi
is centered around reproducibility by itself, since its emulation roots aim at reproducing
the real world achieving high levels of fidelity. Our efforts towards reproducibility pass
through the reproduction of physical experiments (embracing wireless) and support of
node mobility by means of programmable coordinates (e.g., based on imported traces)
and the ability to replay networking conditions (e.g., bandwidth, packet loss, latency, and
delay) based on traffic observations in real environments (Fontes et al., 2017b).
Figure 13 depicts the workflow of our scientific process (adapted from (Peng et al., 2009,
Crick et al., 2015)) towards reproducible research (steps (ii) to (vii) refer to those we
adopt when using Mininet-WiFi as a research artifact). Firstly (and optionally), a call for
papers advertises the rules and criteria for authors and reviewers; (ii) the code defining
the experimental setup (e.g., scenario, workload, measurement tools, etc.) is built and (iii)
executed. Data is collected and processed (iv) through analytic code. The resulting data
(v) produces computational results, which are then (vi) summarized in figures, tables or
numerical results assembled into the contents of the (vii) scientific paper. The paper is
finally (viii) submitted, and the author eventually nominates the paper for an (ix) artifact
review. The artifact evaluation process runs concurrent to the standard paper review
process, having its (x) level of reproducibility ranked. Finally, the artifact is kept in a
public repository (xi) for future reproducible purposes, community curation and feedback,
which may include code and data contributions.
Once completed the comments on Reproducible Research, it is presented now a set of
use cases that serve as a basis for demonstrating, in practice, all aspects discussed through-
out this work, as well as revealing research areas where Mininet-WiFi can be used. Ordered
by complexity degree, the most relevant use cases are: (i) Bicasting (Fontes et al., 2015b);
(ii)Multipath TCP (MP-TCP) (Fontes et al., 2016); (iii) SSID-based flow abstrac-
tion (Fontes et al., 2016); (iv) Simple file transfer (Fontes et al., 2016); (v)Vehicular
Adhoc Networks (Fontes et al., 2017a); (vi) Hybrid Physical-Virtual SDWN Re-
search (Fontes et al., 2016); (vii) Software-Defined Storage for Mobile Edge Com-
puting Systems (Al-Badarneh et al., 2017); (viii)Network Slicing (Campolo et al., 2018);
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Table 4 – Explored Features by Use Case
5.1 5.2 5.3 5.4 5.5 5.6 5.7 5.8 5.9 5.10
Bicasting 3
MPTCP 3
Authentication 3 3 3 3
Bgscan 3 3
IEEE 802.11r 3 3 3
IEEE 802.1x 3
Hybrid Physical/Virtual Network 3
VANETs 3 3 3 3
MEC 3 3
Network Slicing 3
OpenFlow Protocol 3 3 3 3 3 3 3 3
(ix) Cooperative Mobile Edge Computing System for VANET-Based Software-
Defined Content Delivery (Al-Badarneh et al., 2018) and (x) Security (Fontes et al., 2018).
Table 4 summarizes the research area domain explored in each use case.
In general, Table 4 also evidences enhancements and evolution of Mininet-WiFi
since the beginning of its development. More supported features mean more research
opportunities and increasing the complexity degree by combining heterogeneous features
in only one case.
Next, the use cases are presented in depth.
5.1 Wireless Bicasting
This use case aims at demonstrating the support of wireless bicasting provided by
Mininet-WiFi. It consists on a mobile video streaming scenario showcasing the ability of
Mininet-WiFi to emulate the wireless channel in terms of bandwidth, packet loss, and
delay variations as a function of the distance between the communicating parties. This case
illustrates the use of mobility inside of Mininet-WiFi and its ability to considering signal
propagation aspects taking into account the distance between a station and the associated
APs, in addition to the potential benefits of more than one simultaneous association
(Figure 14). In this experiment, we use the Random Direction mobility model, where
stations move towards to the limit of a defined area also varying its velocity and an
OpenFlow controller operating in reactive mode. The mobility models are important in
the context of wireless networks, since they describe the behavior of the nodes moving on
the space and its properties, like direction and speed.
The video published7 shows that the quality of video varies according to the station
movement and when it is connected simultaneously on two APs. This case is inspired by a
related research work (Yap et al., 2012) carried in 2010 by the OpenFlow research group at
Stanford University. In their use case, the station (or laptop) had three wireless interfaces
(two WiFi and one WiMAX). In our replicated experiments, we successfully carried similar
7 <https://www.youtube.com/watch?v=_C4H2gBdyQY>
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Figure 14 – Practical Demonstration of Using All Wireless Networks Around Us within Mininet-
WiFi.
experiments but using only the two WiFi interfaces. In all scenarios, the station is able
to associate automatically to any AP that it can reach, so there are moments that the
station should be associated either with one or two access points.
5.2 Multipath TCP
Now it is showcased the use of MPTCP (MultiPath TCP),8 a TCP extension
that allows end-hosts to use multiple paths to maximize network utilization and increase
redundancy.
Previous work (Hyunwoo Nam et al., 2016) presented the integration of Mininet
and physical wireless devices in order to evaluate the gains of MPTCP in conjunction with
SDN path control. We show the ability of Mininet-WiFi to reproduce similar experiments
using only the virtual environment, including wireless devices, such as laptops acting as
STAs and APs. Allowing APs to be controlled by external OpenFlow controllers, different
from previous work, both wired switches and the APs are unifiedly managed through the
common flow abstraction.
The topology setup (Figure 15a) consists of one STA (STA1) acting as a client and
2 APs (AP2 and AP3), with the distance between STA1 and AP2 being 8.06 meters and
1.41 meters between STA1 and AP3; one host (H10) acting as a server; and one OpenFlow
controller responsible for the flow control based on a network-wide view. In order to obtain
the results presented in Figure 15b, we measure the throughput between STA1 and H10
using Iperf and we also use ifstat to report network interfaces throughput for each packet
transmission. As expected, the results show that the data is transmitted by the two Wi-Fi
8 <http://www.multipath-tcp.org/>
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AP2
(a) Topology Setup
mininet-wifi> sta1 ifstat
sta1-wlan0          sta1-wlan1    
KB/s in  KB/s out   KB/s in  KB/s out
246.04 5047.28 632.20 25951.69
245.37 5045.90 624.49 25949.27
246.96 5045.91 625.94 25950.82
245.09 5047.38 624.06 25949.16
245.19 5047.35 624.34 25950.53
247.08 5045.96 625.22 25949.61
245.21 5047.43 625.50 25950.95
246.84 5046.30 624.95 25948.97
244.79 5047.37 625.49 25950.64
246.59 5045.86 624.63 25950.56
mininet-wifi> h10 ifstat
     h10-eth0     
 KB/s in  KB/s out
30592.15    886.37
30592.50    872.26
30594.53    870.65
30590.97    870.02
30594.11    870.48
30592.60    869.30
30593.90    868.02
30591.12    869.98
30594.98    871.94
30590.90    867.48
Client Server
(b) Results
Figure 15 – MultiPath TCP
interfaces of STA1 (sta1-wlan0 and sta1-wlan1 ) and the amount of data transmitted and
received by the sta1-wlan0 interface is less than sta1-wlan1, due to the different modes of
operation (IEEE 802.11g and IEEE 802.11n) used in each interfaces.
Following the configuration provided by the AP TP-Link TLWR740N9 chosen
for this experiment, theoretically, up to 54Mpbs over 802.11g and up to 130Mbps over
802.11n can be provided when the signal is up to -68 dBm. Considering the signal strength
measured at the station ≃-34.3 dBm over IEEE 802.11g and ≃-19.1 dBm over IEEE
802.11n, the maximum data rate capacity is consumed.10
5.3 SSID-based Flow Abstraction
This use case illustrates the ability to foster SDWN research and experimentation
by prototyping and trying out ideas around SSID-based packet forwarding as illustrated
in Figure 16. This scenario is similar to the one described in (Cook and Schwengler, 2012)
but is novel in the OpenFlow implementation choice. We mimic the case presented by the
authors by assigning unique Service Set-Identifier (SSID) for each user (or group of users)
and managing all flows through an OpenFlow controller that defines different bandwidth
limit on an SSID basis. It is very common for an organization to have multiple SSIDs
9 Mininet-WiFi supports technical specifications of several devices
10 <http://www.tp-link.com.br/products/details/cat-9_TL-WR740N.html#specificationsf>
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in their wireless network for various purposes, including: (i) to provide different security
mechanisms such as WPA2-Enterprise for your employees and an “open” network with a
captive portal for guests; (ii) to split bandwidth among different types of service; or (iii)
to reduce costs by reducing the amount of physical APs.
Figure 16 – Forwarding by SSID
Using multiple SSIDs requires the AP to map each station to a different network
connection. Traditionally, this fixed mapping is accomplished through VLAN tagging. In
our case, we use the OpenFlow protocol to apply rules based on input/output ports as
instances of the SSIDs abstractions. Multiple SSIDs are created in APs and each SSID
is linked to separated sub/virtual interfaces. OpenFlow rules defined how traffic is being
handled and allowed through different SSIDs. By acting on ports, no changes were required
to the OpenFlow protocol in order to support this use case. One drawback in our current
implementation is the Wi-Fi NIC limit of 8 sub/virtual interfaces per virtual interface
constraining each AP to handle up to 8 different SSIDs whereas commercial WLAN
solutions are known to be able to create up to 64 SSIDs per AP.
To the best of our knowledge, this is the first time that traffic based on a specific
WLAN attribute - SSID is defined through OpenFlow rules. The technique is an example
that may lay the groundwork for the implementation end evaluation of more sophisticated
scenarios using Mininet-WiFi, for instance: (a) Wi-Fi Hotspots for Public Wireless Ac-
cess (Bo Wang and Thorne, 2015); (b) Community Wi-Fi (Bo Wang and Thorne, 2015);
and (c) virtual Service Providers (vSPs) (Saucez et al., 2015).
5.4 Simple File Transfer
We now aim at assessing the end-to-end user/application experience in a real
setup, by comparing the results presented by ns-3 and Mininet-WiFi. The experiment
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R2lab Mininet-WiFi (v1.8) ns-3 (v3.25)
Throughput ≃337KB/s ≃352KB/s ≃622KB/s
Latency ≃1ms ≃1.2ms ≃1ms
Packet Loss ≃0% ≃0% ≃0%
Transf. Time ≃3min1sec ≃2min56sec 3min55sec
Table 5 – Mean Values of Measures Obtained from Tests
consists of transferring a single file between two nodes in the R2lab testbed (Figure 17)
and measure the transferring time, throughput, latency and packet loss. Then, we replicate
the same scenario (e.g., node distance, Wi-Fi modes, etc.) in Mininet-WiFi and ns-3 in
order to compare the similarity of the obtained results and hence assess the realism that
the different tools provide compared to a testbed experiment.
We select node 13 as AP and nodes 3 and 24 as server and client, respectively (see
Figure 17). We then transfer a 62.6MB file between server and client by using wget over
TCP and repeat this process for 10 times and measure the total transfer time, throughput,
delay, and packet loss. Relevant setup details of this experiment towards reproducibility
include: a) nodes working on channel 1, transmission power equals to 15dBm and IEEE
802.11b enabled; b) distance between nodes 3 and 13, and 13 and 24 equals to 2.72m and
4.08m, respectively.
Figure 17 – Sample Topology
As we can observe from the results presented in Table 5, the experiment run
in Mininet-WiFi yields results very close to those obtained in the R2lab testbed. The
observed difference of the average transfer time of 10 runs (stdev) is only 5 seconds of a
total of about 180 seconds. The measured throughput and end-to-end latency are also
quite similar. When compared to the results obtained in ns-3 for the same configuration11
we observe higher throughput over the wireless channel but less goodput. Inspecting the
pcap capture we observe a high amount of TCP retransmissions and also out-of-order and
duplicated packets corresponding to approximately 16% of the total packets transferred to
complete the file transfer. The observed retransmissions explain why ns-3 provides higher
throughput, but finalizing the file transferring in almost 4 minutes. We do not have a clear
explanation for the deviations obtained in the ns3 results, once we tried to our best to
configure the simulation parameters to match the same experiment setup run in R2lab
and ns-3.
11 Information about the file configuration can be found at the Mininet-WiFi’s manual
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5.5 Hybrid Physical-Virtual SDWN Research
This use case features Mininet-WiFi as an SDWN emulator with the ability to run
realistic experiments in hybrid physical-virtual environments, where users can connect
physical devices and interacting with virtual Wi-Fi stations in a wireless mesh network or
reach the Internet through the emulated SDWN infrastructure. OpenFlow 1.3 metering
and IP header re-writing actions will showcase HTTP flow redirection and rate limitation
of real users’ wireless traffic. WiFi APs reachable from the physical world and the virtual
nodes are managed by an OpenFlow controller and logically connected through virtual
links. In addition, this case shows mobile stations in motion and forming a mesh network,
increasing overall capacity and coverage. Altogether, this use case covers (i) the ability
of the wireless networking emulation in Mininet-WiFi to integrate physical and virtual
environments, (ii) AP-management with OpenFlow 1.3 to realize routing, IP header
re-writing, and QoS control through metering rules, and (iii) the emulation of wireless
mesh networks with basic routing capabilities.
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Mesh Routing Table
mininet­wifi> sta1 iw dev sta1­mp0 mpath dump
output:
DEST ADDR NEXT HOP IFACE
42:00:00:00:02:00 42:00:00:00:02:00 sta1­mp0
42:00:00:00:04:00 42:00:00:00:03:00 sta1­mp0
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Figure 18 – Components and Demo Workflow of Physical-Virtual Wireless SDN with Mininet-
WiFi.
Figure 18 illustrates the components and workflow of the demo, featuring a topology
of 3 virtual APs and 1 physical APs in addition to mobile stations in the emulated
environment. Initially, the OpenFlow controller discovers the topology and installs the
required L2 flow entries (Step 0) to allow connectivity between the APs. Next, the user
connects to AP1 SSID and tries to access any Internet Web page via HTTP (Step 1). The
OpenFlow controller installs one rule to re-write the IP destination address (Step 2a) to
re-direct all user’s HTTP traffic to a captive portal (Step 3) where the user is expected to
authenticate in order to get Internet access and unlock the bandwidth limitation enforced
as OpenFlow 1.3 metering actions (Step 2b). Finally, the user can successfully communicate
with the mobiles nodes in the virtual mesh network, verify the Internet connectivity (Step
4) across the physical-virtual environment, and assess the available bandwidth as a function
of OpenFlow metering.
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5.6 VANETs
New-generation cars are becoming (Kaiwartya et al., 2016, Sheet et al., 2017) multi-
faceted elements with high storage-processing capabilities, equipped with cameras, sen-
sors, radars, and positioning devices. They will be connected through multiple radio
access technologies, like Dedicated Short Range Communications (DSRC), IEEE 802.11
(a.k.a. Wi-Fi), cellular technologies such as Long Term Evolution (LTE) and its enhance-
ments towards fifth-generation (5G) networks. Available radio interfaces allow vehicular
On-Board Units (OBUs) to interact among each other (Vehicle-to-Vehicle, V2V), with
nearby/remote stations and entities (Vehicle-to-Infrastructure, V2I), with vulnerable road
users (Vehicle-to-Pedestrians, V2P). In short, vehicles are enabled to communicate with
everything, according to the Vehicle-to-Everything (V2X) paradigm, that is seen as a key
enabler for safer, greener, smarter, more connected and autonomous transport.
Connected cars will manage a wide plethora of applications, roughly classified as
safety and non-safety. The former type of applications aims to improve road safety and
traffic efficiency, making vehicles aware of road hazards (e.g., emergency brake light warning,
stationary vehicle warning) or hidden objects (e.g., intersection collision warning); the latter
one includes comfort and infotainment applications. There are, however, technological
obstacles to be overcome before achieving large market penetration of connected cars.
Most of them are related to the distributed and local control of vehicular communications
that poorly copes with the guaranteed low delay and high-reliability requirements in
highly-dynamic topology environments.
The most straightforward extension of SDN for VANETs is to make RSUs SDN-
enabled (Ku et al., 2014, Salahuddin et al., 2015), e.g., programmable by a Controller like
other OpenFlow switches. In addition, the Controller scope can be extended to OBUs,
which can act as end-users and can be abstracted as forwarding elements belonging to
the data plane (Ku et al., 2014, Salahuddin et al., 2015, He et al., 2016) just as RSUs and
other infrastructure nodes do. Hence, OBUs may be triggered by the Controller to perform
actions, e.g., for multi-hop V2V data dissemination.
In vehicular environments, an SDN controller with global network view can help to
control other functions rather than forwarding, e.g., setting the transmission power levels to
control interference under variable vehicle density (Ku et al., 2014, He et al., 2016). Other
non-routing related functions that could get improved performance in software-defined
VANETs are discussed in the remainder of this subsection.
5.6.1 Going practical with Mininet-WiFi Node Car
In order to allow realistic research in arbitrary SDN-enabled VANET scenarios,
we have designed and implemented a suitable node car architecture in Mininet-WiFi.
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Figure 19 – Overview of the Devised OpenFlow Programmability in the VANETs Scenario and
the Node Car Architecture in Mininet-WiFi.
The proposed node car architecture consists of the combination of two nodes already
available in Mininet-WiFi: station and switch, that, respectively, emulate end-devices and
switches/Wi-Fi APs. V2I communications, i.e., between Cars and RSUs or cellular base
stations, eNodeBs, are established through host nodes providing Leaf1 wireless interfaces,
in the so-called wireless-v2i mode. Communications among Cars (i.e., V2V), instead, are
established using hosts with Leaf2 wireless interfaces in the so-called wireless-v2v mode. A
Root-Spine Switch is introduced in the node car architecture to attach up to 𝑛 Leaf hosts
(LeafN) with network space isolated interfaces.
The advantage of the proposed architecture is empowering the researcher to define
the vehicular data traffic behaviour at the Root-Spine Switch and unlocking any approach
of OpenFlow control. From the user perspective, any application must be run in Leaf1 and
to reach other cars through the wireless V2V interface the packets cross the Root-Spine
Switch allowing programmable flow management by an SDN controller.
Multiple wireless interfaces can be supported at Leaf1 to communicate with the
infrastructure, for example, LTE and Wi-Fi, and further wireless interfaces can be present
at other Leaf nodes. As illustrated in Figure 19, the node car architecture allows SDN
programmability using all available interfaces at the same time, without introducing
constraints on the choice of centralized or distributed OF controllers.
5.6.2 Proof-of-concept Experiment
For the sake of validating the conceived node car architecture, we prototyped a
proof-of-concept to experiment on resilient resource aggregating mechanisms in an SDN-
based VANET scenario where the SDN/OpenFlow controller is responsible for managing
all emulated nodes (Cars, RSUs and eNodeBs). The use case features a car (car0 in
Figure 20) streaming video during one minute to an operation center for safety, traffic
Chapter 5. Use Case Scenarios 73
monitoring and/or surveillance purposes (e.g., the video recording of an accident area, the
recording of the surrounding area as captured from the on-board camera to be shared
with a cloud application for teleoperated or cloud-assisted autonomous driving purposes).
In the most general case, the operation center can be either located at a remote location
or hosted at the edge of the network, as in the emulated case. In our demonstration, the
OF controller selects the most appropriate wireless technology(ies) of car0 to transmit the
video stream (see Figure 20).
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Figure 20 – Flow Management Performed in Mininet-WiFi by an SDN Controller in the
Reference Use Case.
Car mobility. In order to emulate the mobility of the cars in a controlled (script-based)
fashion, static flows are installed and modified in the wired aggregation switch which has its
ports wired to the different wireless access points. During the first phase of the experiment
(Figure 20(a)), car0 acts as a server transmitting a live video stream to the safety center
client attached to port 4 of the aggregation switch, and the OF controller exploits the
3-hops V2V path from car0 to car3 resulting in the video stream arriving to the safety
station (client) through eNodeB1. Afterwards, in the second phase (Figure 20(b)), all the
cars move around, car0 leaves the coverage of the eNodeB1, the OF controller detects this
new condition, thus it lets car0 connect to both RSU1 and eNodeB2 and the live video
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stream is sent through ports 2 and 3 of the aggregation switch. Finally, during the third
phase of the experiment (Figure 20(c)), all the cars keep moving around and RSU1 is
out-of-range of car0, the latter one is only connected with eNodeB2 and the live video is
sent only through port number 2 of the switch.
Network performance. Figure 21 reports the number of exchanged packets sent from the
car and received by the wired client and the throughput measured during the experiment.
As we can observe, the amount of received data varies as the OF controller chooses the most
appropriate wireless technologies and network paths exploiting V2V and V2I connectivity
where possible. We can notice that, during phase 2, the client receives a more substantial
number of packets, since the car sends the live video stream simultaneously through RSU1
and eNodeB2.
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Figure 21 – Observed Network Performance Obtained During the Live Video Stream from Car0
to the Client.
Controlled experimentation and reproducibility. The script responsible for in-
stalling static flows contains pre-programmed instructions to realize Phases 1, 2 and
3.12 Since Mininet-WiFi provides vehicular mobility support (including the coupling with
the realistic SUMO mobility patterns generator (Sumo, 2017)), the experiment can be
better defined by specifying the mobility models of choice and having an SDN application
managing the network operations based on the position of the nodes, the quality of
the radio signal, and so on. A video clip13 available on the web for anyone who wants
to reproduce this PoC illustrates all the phases commented before and also the results
presented in Figure 21.
Discussion. To keep the PoC simple, only one controller is used despite the interesting
trade-offs of having multiple controllers for different purposes, for instance: (a) offloading
12 <https://github.com/intrig-unicamp/mininet-wifi/tree/master/demos/vanet.py>
13 <https://www.youtube.com/watch?v=kO3O9EwrP_s>
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requirements, or (b) allow specialized controllers aware of specific wireless technologies.
One important issue related to the OF control channel touches the in-band and/or out-
of-band mode of operation. While the former uses the same path (i.e., same network)
for both data traffic and control traffic, the latter one does not. Although the PoC
experiment does not take into account the most appropriate choice of the controller
deployment, initial insights suggest that V2I communication can be established through out-
of-band OF controllers, while V2V communications should be in-band. In addition, further
considerations are required regarding fall-back mechanisms to conventional operations
capable of providing minimum performance once the connection to the controller is lost
or disrupted (Ku et al., 2014, He et al., 2016, Truong et al., 2015). Those are some of the
critical practical aspects that can be experimentally evaluated with the proposed node car
architecture in Mininet-WiFi.
5.7 SDMEC Storage: a Software Defined Storage for MEC Systems
Mobile Edge Computing (MEC) forms a paradigm shift in Mobile Cloud Computing
(MCC). MEC enables services to be delivered at the edge of the network, mitigating the
number of subscribers requests offloaded to cloud servers, hence, reducing the requests’
end-to-end latency (Ahmed and Ahmed, 2016). The motives behind incorporating MEC
support as an integral part of cloud and telecommunication systems are expressed as
follows:
• Reduce resource consumption of smartphones - as they have limited capabilities (stor-
age capacity, battery capacity, and the processing power)- by offloading computations
and storage operations to MEC nodes.
• Deliver a better Quality of Experience (QoE) by reducing latency for user-centric
and context-aware applications, and enable more instantaneous cloud services.
• Mitigate traffic offload imposed over cloud servers by applications that require
network-intensive tasks.
As an evolution of MEC and decentralized cloud services, the concept of cloudlets
has been introduced. Cloudlets tends to serve cloud services to mobile users within a
limited range bounded by the Wi-Fi coverage (Satyanarayanan et al., 2014). Although
cloudlets can serve the objective of having cloud services provided at the edge of the
network, but with the current demand for high computing applications and more storage
capacities in addition to users mobility that cannot be served by the limited coverage of
cloudlets, cloudlets become paralyzed.
The process of constructing and provisioning MEC is not an easy task. A lot of
complexities and configurations should be made in order to serve the purpose of their
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existence. Also, one of the motives behind MEC is to deliver services corresponding to
user-centric applications. Today’s applications are more connected to each. So, in order for
those applications to deliver a complete application experience, they have to communicate
a lot of entities via RESTfull APIs for examples and such communication may consult
other services that are not localized to user’s MEC nodes. So, in order to have a cooperative
MEC consultation strategy instead of offloading requests -other than those that exist in
Local MEC- to cloud server, neighboring MEC nodes should be consulted. Such needs add
more complexities to the system. Therefor, it is better to have a decent way of management
of such services, which aims to hide all of these complexities in addition to offering a more
reliable way of managing and provisioning network resources. This is where the role of
software-defined Systems comes into play.
A recent work proposed by Jaraweh et al. (Jararweh et al., 2017) introduced a
software-defined ubiquitous MEC platform for Cloud systems. The authors showed how
MEC could be incorporated into software-defined Cloud to overcome the challenges faced
by MCC. The proposed use case focuses on incorporating ME servers alongside with
mobile network base stations. An illustration of the proposed vision is depicted below in
Figure 22.
Figure 22 – Software Defined Mobile Edge Computing Storage Architecture
5.7.1 Software Defined Storage Support for Mobile Edge Computing
Software-Defined Mobile Edge Computing (SDMEC) is considered an integral
component of Software Defined Cloud (SDCloud) as stated in (Jararweh et al., 2016). Our
proposed framework represents an attempt to integrate SDStorage into MEC, as a way
to deliver storage services for wirelessly connected nodes at the edge of the network. In
(Jararweh et al., 2017), SDstorage is being served via storage servers that co-exist along
with network base stations. What differentiates our approach is the way we hock-up storage
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service with MEC. From the standpoint of the capabilities of the network base stations in
delivering other services than merely managing the traffic flow of the connected nodes,
we see that SDMEC storage can be incorporated with network base stations themselves
without having any network-connected storage server, which adds some latency (regardless
of how negligible it is). The proposed framework utilizes network base stations to deliver
storage services. Such incorporation enhances the performance of MEC level applications,
such as video streaming, big data analytics, edge health care systems, and sensor network
applications.
The proposed SDMEC storage framework focuses on delivering support for context-
aware applications -as those mentioned above- that require reliable access to highly-available
storage mediums. The framework also aims to serve cooperative MEC data aggregation
and big data analytics on the edge of the network. An example of this is analyzing and
processing data generated by sensors and street traffic to be either used to take actions or
forwarded to the cloud server to perform other centralized decisions.
SDMEC Storage architecture is inherited from Darabseh et al. (Darabseh et al., 2015).
It consists of three layers:
1. Data Layer (storage infrastructure): It consists of various storage assets that are
managed by a Virtual Machine Manager (VMM).
2. Control Layer : It is responsible for managing and controlling storage resources. This
layer contains a hypervisior to be able to manage storage resources in addition to
two types of controllers; storage controller to perform storage related tasks), and
a network controller to perform SDN related functions regarding MEC connected
nodes, validate storage access policies and manage storage requests by handing them
over to the storage controller.
3. Application Layer : which holds different user-centric applications to interact and use
MEC services via northbound APIs.
5.7.2 Cooperative MEC SDStorage support
The proposed SDMEC Storage mechanism works according to Algorithm 5.1. The
variable set used in the algorithm is expressed in Table 6.
As a use case, assume that a station, that is wirelessly connected to a MEC node,
requests to store some data of a specific size. The Storage controller should serve the
request. At first, the associated MEC node is set as the Local MEC to the requesting
station. The controller checks if the amount of data to be stored is feasible to be stored
within the Local MEC. The check process is invoked via a southbound API to the storage
data plane. If so, the controller issues a store request with the data size given along with
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Table 6 – SDMEC: Algorithm Variable Set
Variable Description
LMec Station’s Local MEC
AvSpace() a method to get the amount of available space
Pol an Access Policy that grantees a secured access to storage re-
sources
F Available free chunks
C Mec counter
T Threshold for number of Mec nodes
the access policy provided by the station as part of the store request. The store function
performs a set of tasks: check the validity of the access policy provided by the station;
issue the storage request with the appropriate storage setup; update the storage table for
the new data entries; and, finally, disseminate the storage table to the Local MEC.
Algorithm 5.1 Software Defined MEC Storage
1: 𝐿𝑀𝑒𝑐← 𝑠𝑡𝑎𝑡𝑖𝑜𝑛.𝐴𝑠𝑠𝑜𝑐𝑖𝑎𝑡𝑒𝑑𝑀𝑒𝑐()
2: 𝑆𝑖𝑧𝑒← 𝑠𝑡𝑎𝑡𝑖𝑜𝑛.𝑔𝑒𝑡𝐷𝑎𝑡𝑎𝑆𝑖𝑧𝑒()
3: 𝑆𝑡𝑜𝑟𝑒𝑑 = 𝐹𝑎𝑙𝑠𝑒
4: if 𝐷𝑎𝑡𝑎𝑆𝑖𝑧𝑒 ≤ 𝐿𝑀𝑒𝑐.𝐴𝑣𝑆𝑝𝑎𝑐𝑒() then
5: StoreData(𝐷𝑎𝑡𝑎,𝑆𝑖𝑧𝑒,𝑃𝑜𝑙)
6: 𝑆𝑡𝑜𝑟𝑒𝑑 = 𝑇𝑟𝑢𝑒
7: else
8: 𝐶ℎ𝑢𝑛𝑘𝑠[] = 𝐶ℎ𝑢𝑛𝑘(𝑠𝑡𝑎𝑡𝑖𝑜𝑛.𝐷𝑎𝑡𝑎)
9: 𝐹 = 𝐿𝑀𝑒𝑐.𝐹𝑟𝑒𝑒𝐶ℎ𝑢𝑛𝑐𝑘()
10: StoreData(𝐶ℎ𝑢𝑛𝑘𝑠,𝐹 ,𝑃𝑜𝑙)
11: 𝑆𝑖𝑧𝑒 = 𝐶ℎ𝑢𝑛𝑘.𝑠𝑖𝑧𝑒− 𝐹.𝑠𝑖𝑧𝑒
12: end if
13: 𝑁𝑒𝑎𝑟𝑏𝑦𝑀𝑒𝑐𝑠[] = 𝑠𝑜𝑟𝑡𝑒𝑑(𝑀𝐸𝐶𝑠)
14: while not 𝑆𝑡𝑜𝑟𝑒𝑑 do
15: 𝐶 = 0
16: for Each Mec 𝑚 in 𝑁𝑒𝑎𝑟𝑏𝑦𝑀𝑒𝑐𝑠[] do
17: if 𝐶 ≤ 𝑇 and not 𝑆𝑡𝑜𝑟𝑒𝑑 then
18: if 𝑆𝑖𝑧𝑒 ≤ 𝑚.𝐴𝑣𝑆𝑝𝑎𝑐𝑒() then
19: StoreData(𝐶ℎ𝑢𝑛𝑘𝑠,𝑆𝑖𝑧𝑒,𝑚,𝑃𝑜𝑙)
20: 𝑆𝑡𝑜𝑟𝑒𝑑 = 𝑇𝑟𝑢𝑒
21: else
22: StoreData(𝐶ℎ𝑢𝑛𝑘𝑠,𝑆𝑖𝑧𝑒,𝑚,𝑃𝑜𝑙)
23: end if
24: 𝐶 ++
25: else
26: ScaleUpStorage(𝐶)
27: end if
28: end for
29: end while
The previously mentioned flow forms the “sunny day” scenario, whereas the “rainy
day” scenario happens when the Local MEC node is incapable of handling the storage
request due to a shortage in the size of the available resources. In this case, the data
gets chunked and distributed across neighboring MEC nodes. Before engaging other MEC
nodes, the Local MEC node is being checked to see how much data it can handle within
its available space (if it is not already full of course). If it does, the controller decides how
many chunks of the data to be stored according to the amount of available space left, and,
then, performs the storage request.
At this stage, the cooperation among MEC nodes takes place. The controller sorts
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MEC nodes according to their distance from the Local MEC (the closest first). The
controller then loops over MEC nodes, to see who is going to handle the request either
partially or completely. The remaining chunks are handled that same way they were
handled by the Local MEC. If the number of tapped MEC nodes exceeds a pre-defined
threshold, the cooperative search strategy is suspended as it is going to be infeasible in
terms of time required to store the data, thus, preserving the QoS.
In this case, the controller instead issues an auto-scale operation in the storage
resources among the approached MEC nodes, by activating extra storage resources. This
process tends to cluster MEC nodes into virtual zones, as each set of MECs in a range
within the specified threshold appears to form groups that will be consulted each time a
storage request is initiated from a station within their ranges.
5.7.3 Experiments and Results
SDMEC storage framework is implemented as an extension to Mininet-WiFi. For
the development of this work we have added the support for more types of nodes in order
to run SD Storage functions. In our approach, SDMEC represents an extended type of AP
that inherits all of its functions and properties, in addition to SD storage related methods
and APIs. The same applies for SDStation where it extends Station. The framework also
supports customized types of SD Stations, like SD Sensor for example.
The framework requires a customized set of controllers, like SDNController and
SDStorage Controller, each of which performs different tasks, with the ability for them
to communicate via East/West APIs. SDN Controller performs basic SDN networking
function in addition to those related to communicating SDStorage controller for storage
requests by connected SD Stations in addition to handling Cooperative MEC functions,
for example, distributing data among multiple MEC nodes, as they have to go through
the network medium. The controller also validates storage requests access policies in order
to drop any unauthenticated storage request made to the MEC, Whereas SD Storage
Controller is responsible for handling Storage requests at the MEC as well as serving
resource-scaling operations in case there is a shortage in MEC storage. The strategy for
handling storage requests was presented earlier in the algorithm 5.1.
The cooperation behavior for handling storage request can be performed by following
either one of two methods. The first method suggests benefiting from the cooperations
among MEC nodes by distributing data sent among multiple MEC nodes, as the node’s
Local MEC cannot handle the sent amount of data. Therefore, the Local MEC will handle
as much as it can, and the storage controller then decides to distribute the left amount of
data to another neighboring MEC node(s). Such method enables more data distribution
among several MEC nodes which might be vital for mitigating Single Point of Failure
(SPOF) problems. Other than that, the distribution of data can make the process of
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recovering missing data easier. This method keeps the controller searching for MEC nodes
with available space to handle the storage requests, which add latency to the overall
request completion time.
The other method tends to limit the number of hubs a controller can go through
in order to consult MEC nodes for serving the storage request, if the Local one fails. This
is achieved by thresholding the number of MEC nodes to be tapped, and in case the
controller could not find any MEC node with free space within the specified threshold,
it triggers an order for the storage controller to scale-up storage resources for the Local
MEC and neighboring ones -below the threshold- in order to be able to handle what ever
amount of data left from the request. By adopting this method, the frequency of scale-up
operations will increase as the controller is limited to the max amount it can get from all
accessible MEC nodes around. On the other hand, it keeps the data close to the requested
node (user). This will actually might enhance content-delivery services provided by the
MEC node, and hence delivering a better QoE. Both methods were experimented with
multiple data sizes and different number of MEC nodes.
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Figure 23 – Storage Latency in Seconds with Search Thresholding Enabled
The first experiment focuses on the latency of storage requests with multiple
environment setups. The experiment is repeated for various numbers of MEC nodes (2-10),
and the resulting latencies are compared for different data sizes of storage requests (100k,
500k, 1000k) units of storage. The experiment is conducted twice, where the first represents
the latency incurred with “Search Thresholding” enabled among MEC nodes, while the
other assumes that the controller can consult any MEC node that belongs to the same
network asking to store data.
The results of both experiments are depicted in Figures 23 and 24. As can be seen
from the figures, the latencies incurred by having Thresholding enabled is relatively lower
than those incurred by having the controller freely distribute data among MEC nodes. We
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Figure 24 – Storage Latency in Seconds with Search Thresholding Disabled
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Figure 25 – Storage Latency in Seconds Compared when Thresholding Enabled/Disabled
can also notice that the big difference in latencies appear to be more clear with high scale
data sizes.
The second experiment considers four MEC nodes comparing the latency resulting
from different file sizes in the range [100k-1000k] storage units with both Thresholding
enabled/disabled. The results are shown in Figure 25. The results show that having
Thresholding enabled can be beneficial with large data sizes. So, if the environment under
study is very dense, or encounters intense storage requests, thresholding might be the
solution for maintaining the service with the least amount of latencies, whereas, other
regular environment setups with relatively lower data scales can go with the option of
allowing the data to be distributed regardless of how much hub is it away from the Local
MEC node.
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5.8 Network Slicing for Vehicle-to-Everything Services
The growth in mobile data traffic and new services is pushing Telco operators
and service providers to upgrade their network infrastructures and delivery platforms, by
engaging themselves in cutting-edge paradigms and technologies in order to meet the new
service requirements and to satisfy their customers’ demands.
The envisioned network softwarization will be an advantage to many new services
enabled by 5G in various vertical markets, such as augmented and virtual reality, industry
4.0, tactile Internet, Internet of Things, and autonomous driving. The latter one has
been identified by 3GPP (22.891, 2016), within the so-called enhancement of Vehicle-to-
Everything (eV2X14) category, as one of the most challenging 5G use cases, which cannot
be accommodated in the 4G system due to its strict latency (around 10 ms), reliability
and availability (nearly 100%) demands.
To validate the theoretical design of network slicing solutions for V2X (Campolo et al., 2018),
tools are required which could shed light into their performance. Few field tests have been
set up very recently; for example, in November 2016, SKT and Ericsson jointly deployed
network slicing on a 5G radio network infrastructure (operating on mmWave frequency
bands) in a BMW car test track in South Korea. Clearly, performing real car tests incurs
high cost and entails legislation issues, while making hard the reproducibility of results. A
simpler and cheaper playground can be very helpful to preliminarily investigate technical
solutions before field tests.
To this purpose, we experimentally demonstrate the capabilities of a programmable,
multi-access, and edge-dominated network infrastructure to support V2X slices, through
Proof-of-Concept (PoC) experiments based on Mininet-WiFi.
5.8.1 Assumptions and implementation details
The following implementation settings have been considered to emulate the V2X
environment:
• Vehicles are considered as multi-interface wireless devices capable of connecting to
eNodeBs and APs/RSUs; their mobility has been modeled by leveraging the available
mobility patterns in Mininet-WiFi.
• Heterogeneous RATs have been modelled by configuring range and data rates of
(R)AN nodes so to resemble either eNodeBs or Wi-Fi APs/RSUs, deployed by
different MNOs as OF-capable switches, which are connected to the backbone and
to nearby servers.
14 Please notice that the terms V2X and eV2X will be used interchangeably.
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• The Remote Authentication Dial-In User Service (RADIUS)15 protocol has been
used for authentication, authorization, accounting (AAA) purposes. The RADIUS
server is in charge of checking the subscription information of devices wishing to
access connectivity services. This is intended to resemble the behaviour of the NSSF
when interacting with the AUSF and UDM during the slice attachment procedures.
• The open source SDN controller of choice POX,16 based on Python and compliant
with OpenFlow specifications, has been properly extended to run the network slicing
and mobility management application specifically conceived to support V2X. In
particular, the modified version of the POX controller is able to process radio
control information about the signal quality perceived by vehicular devices over the
available wireless interfaces, to track their connectivity and position and ensure the
desired QoS. Modified OF packets have been leveraged to this purpose. According
to collected information, the V2X slicing SDN application triggers the service
migration17 and configures the interfaces/links to be used for the connectivity
between the communication endpoints. For the sake of simplicity and the intended
scope of the PoC experiments, a single SDN controller has been implemented that
is in charge of tracking resources spanning the domains of different MNOs, i.e.,
converging the functions of the Slice Managers and Slicing Orchestrators along the
roaming procedures of the proposed framework. By receiving RADIUS messages
the SDN controller tracks user subscription information and enforces policy rules
accordingly (e.g., reducing the capacity available for roaming users).
5.8.2 Reference scenario
Granted the aforementioned assumptions, we consider the evaluation scenario in
Figure 26. A self-driving vehicle is moving on the road along a straight line, while being
attached to a V2X slice provided by its Telco operator (MNO A). The slice provides both
V2V and V2N connectivity.
In the following, we assume that V2V connectivity is supported over an unlicensed
spectrum frequency band shared by all MNOs, so we do not consider it. The V2N link is
modelled for access to an electronic horizon application in spirit of augmented vehicular
reality (Qiu et al., 2017, Wiesner et al., 2016). Data generated from different sources (e.g.,
the vehicle itself, other vehicles, topographical information, traffic infrastructure) are
merged into a V2X application server, which runs the proper logic and data analytics
algorithms. Results are sent back to the vehicle to be displayed to the driver and provide
15 FreeRadius has been used which provides high performance and highly configurable multi-protocol
policy server, supporting RADIUS, DHCPv4 and VMPS. Available online: https://freeradius.org/
16 Available on-line: https://github.com/ramonfontes/pox
17 Please, notice that this is a simplification, compared to the theoretical framework, where this function-
ality is implemented by the Infrastructure Manager.
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Figure 26 – PoC reference scenario in Mininet-WiFi.
a detailed preview of the road ahead, for a more comfortable self-driving experience. Such
critical data must be delivered to the vehicle with reliability and low-latency, thus, the
data processing is better performed into the edge cloud.
Initially, the vehicle is connected to A1, an eNodeB in the network of its home
operator, MNO A, and the V2X AS is hosted by the corresponding edge server. During
the journey the vehicle looses the coverage of its operator and it roams to the coverage of
another operator (MNO B), by attaching to B1. The roaming event could be either due to
a country border crossing or to a blind spot coverage.
MNO B is unable to provide V2N connectivity with the same chains of network
functions and behaviours, i.e., by leveraging a single radio interface. Indeed, we assume
that other slices are currently supported by MNO B (e.g., for mMTC services which
heavily load the access network), and the penetration of self-driving vehicles in the MNO
B’s subscribers basis is low, thus a V2X slice is not supported that can satisfy the user
requirements.
Only a set of basic V2X slice functions are supported, i.e., those related to mobility,
authentication and authorization management.
Two cases can occur at this point:
Case 1. MNO B accepts the roaming vehicle by allocating to it a default V2X
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slice with the available resources, without disrupting its customers over the currently
active slices, but at the expenses of a poorer quality for the roaming vehicle. In particular,
the SDN controller by taking care of the subscription information of the roaming vehicle
applies the corresponding OF rules and limits to 5 Mbps the bandwidth available over the
vehicle-V2X AS path (across B1 and the core network), through OF meters (ONF, 2015).
Moreover, MNO B does not allow the V2X AS to be hosted in its MEC facilities. Thus,
the vehicle is forced to connect to a remote V2X AS to access its services, with consequent
longer latencies.
Case 2. MNO B does its best to guarantee to the roaming vehicle the same quality
as in the home network, because the federated network slicing concept is in place. It
activates a dual-connectivity access over the (R)AN, in order to boost the throughput
performance. A bonding of two radio interfaces is triggered by the SDN Controller to serve
the purpose by configuring the corresponding flow tables, when the overlapping coverage
areas of B1 and C1 are detected (with B1 and C1 both managed by MNO B). Moreover,
the V2X AS is migrated to the MEC facilities of MNO B18.
In both cases, after a while19, the vehicle returns under the coverage of its home
MNO and attaches to the eNodeB A2.
5.8.3 Results
Performance results have been derived mainly in terms of throughput (or amount
of received data), being result of 10 repetitions.
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Figure 27 – Amount of received data.
The throughput has been measured over the path between the target self-driving
18 Please, notice that the decision whether services should be migrated or not depends on many factors,
e.g., the expected contact time duration, the service footprint.
19 For the sake of implementation simplicity, a single cell in the network of MNO B is traversed by the
vehicle before switching back to the coverage of MNO A.
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vehicle and the V2X AS with Iperf20, while the vehicle moves around. The throughput
measured in both cases per each eNodeB the vehicle is connected to is summarized in
Figure 27. Regarding Case 1, as expected, the throughput decreases when the vehicle
moves under the coverage of MNO B and increases when it switches back to its home
MNO. On the other hand, when MNO C is able to serve the vehicle (Case 2), the perceived
throughput increases to guarantee a consistent user experience.
5.9 VANET-Based Software Defined Content Delivery Support for Mobile
Edge Computing (VSDCD-MEC)
When SDN comes to adding software-defined support to aspects other than net-
working, additional control overhead is incurred since controllers are needed to serve more
functions. In this case, we exploit the VANET support delivered by Mininet-WiFi to
provide software-defined content delivery support for Mobile Edge Computing (MEC).
Figure 28 provides the architecture for a proposed framework, which is divided
into three layers: (i) data plane, (ii) control plane and (iii) application layer.
Content Delivery
Management
Edge Computing
Load BalacingStorage Devices Trac Ooading
SDMEC 
Controllers
SDVANET 
Controllers
SDCD 
Controllers
East/West
APIs
eNodeB
Northbound APIs
Southbound APIs
(v2v)(v2i)
(v2i)
(v
2
v
)
Application Layer
Control Plane
Data Plane
RSU
AP
Figure 28 – Proposed Architecture
The data plane consists of a set of moving vehicles that are connected to the
network through (V2I) via wireless interfaces (WiFi, 3G, LTE, etc.), as well as forming
20 https://iperf.fr/
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ad-hoc networks with other vehicles in range through (V2V) communication. Delivering
MEC support and localizing content inside MEC nodes for closely connected vehicles
require additional control in order to deliver the service with the expected latencies and
bandwidth as well as to avoid flooding the networking controller with other tasks, which
will affect their performance and, hence, will affect the whole network.
The control plane consists of a set of extended controllers, each of which performs
specific tasks as needed by the requesting node while still consulting other controllers for
any additional data required via the so-called East/West APIs. As depicted in Figure 28,
there exist three types of customized controllers that will be used to provide content
delivery service for vehicles at the edge of the network.
1. SDMEC controllers: they are responsible for distributing contents over base stations
with MEC support (e.g., determining which chunks of data should be located inside
a set of MEC nodes within a specified region in order to reduce the latency imposed
by backhaul overhead -traveling with the request through the network to the cloud-
and, of course, deliver services with high availability).
2. SDVANET controllers: they tend to deliver the proper networking control by manag-
ing data traffic injected into the vehicles as well as adjusting the forwarding tables
inside the vehicles based on the dynamic changes in the topology of the VANET.
3. SDCD Controllers: their role is to serve vehicles requests for contents either locally
at the local MEC level, or by cooperatively consulting neighboring MEC nodes for
the requested content.
Finally, the application layer presents the subset of functions that are delivered
along with communication, networking, and security-related functions.
Algorithm 5.2 explains the logic for providing content delivery service for vehicles
at MEC level. It depicts the search strategy and the cooperation among MEC nodes to
serve vehicles’ content requests.
Table 7 – VSDCD: Algorithm Variable Set
Variable Description
𝐿𝑀𝑒𝑐 Vehicle’s local MEC node
𝐶𝑜𝑛𝑡𝑒𝑛𝑡𝐼𝐷 Requested content identifier
𝐶 Content resulted from search operation
𝑁𝑀𝐸𝐶𝑠 Set of neighboring MEC nodes sorted by distance in a descending
order from vehicle’s local MEC node
𝑇 Threshold for number of MEC nodes
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Algorithm 5.2 VSDCD-MEC cooperative search
1: 𝐿𝑀𝑒𝑐← 𝑉 𝑒ℎ𝑐𝑖𝑙𝑒.𝐴𝑠𝑠𝑜𝑐𝑖𝑎𝑡𝑒𝑑𝑀𝑒𝑐()
2: 𝐹𝑜𝑢𝑛𝑑← false
3: 𝐶 ← 𝐿𝑀𝑒𝑐.𝑆𝑒𝑎𝑟𝑐ℎ(𝐶𝑜𝑛𝑡𝑒𝑛𝑡𝐼𝐷)
4: if 𝐶 ̸= 𝑛𝑢𝑙𝑙 then
5: 𝐹𝑜𝑢𝑛𝑑← true
6: return 𝐶
7: end if
8: while not 𝐹𝑜𝑢𝑛𝑑 do
9: 𝐶𝑜𝑢𝑛𝑡← 0
10: for Each MEC 𝑚 in 𝑁𝑀𝑒𝑐𝑠[] do
11: if 𝐶𝑜𝑢𝑛𝑡 ≤ 𝑇 then
12: if 𝑚.𝑆𝑒𝑎𝑟𝑐ℎ(𝐶𝑜𝑛𝑡𝑒𝑛𝑡𝐼𝐷) then
13: 𝐹𝑜𝑢𝑛𝑑← true
14: return 𝐶
15: else
16: 𝐶𝑜𝑢𝑛𝑡++
17: continue
18: end if
19: else
20: 𝐶 ← 𝑆𝑒𝑎𝑟𝑐ℎ𝐶𝑙𝑜𝑢𝑑(ContentID)
21: end if
22: end for
23: if not 𝐹𝑜𝑢𝑛𝑑 then
24: 𝐶 ← 𝑆𝑒𝑎𝑟𝑐ℎ𝐶𝑙𝑜𝑢𝑑(ContentID)
25: end if
26: return 𝐶
27: end while
The proposed method works as follows: as the network gets initialized, SDMEC
controller distributes contents over available MEC nodes in a way that fits the context of
the requests being served by each region. A vehicle (car) tends to request content as per
to a cloud service it uses. SDVANET controller is consulted to identify the MEC node
the car is connected to via the AssociatedMec() method in line 1 of Algorithm 5.2. The
SDCD controller searches the requested content inside the vehicle’s local MEC node via
the Search() method in line 3 of Algorithm 5.2. If found, the content will be delivered to
the vehicle instantly. Otherwise, the MEC nodes need to cooperate with each other.
Both SDCD and SDVANET controllers consult each other in order to search
neighboring MEC nodes for the requested content before requesting the content from the
cloud server all the way up through the network backhaul via the Search() method in line
12 of Algorithm 5.2. As it is not feasible to search all neighboring MEC nodes, a threshold
for the maximum number of MEC nodes that should be consulted before offloading the
request to the cloud server has been specified. This threshold helps in delivering the service
with the lowest latency available. If the content was not found in all of the neighboring
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MEC nodes, the cloud server will be consulted to serve the request via the SearchCloud()
method in line 20 of Algorithm 5.2.
The following formulas should facilitate the thresholding role for mitigating service
latency. ∑︁
𝐶𝑅𝑇𝑇 ≥∑︁𝑀𝑅𝑇𝑇 (5.1)
where 𝐶𝑅𝑇𝑇 represents request round trip time from the vehicle to the cloud servers and
back. ∑︁
𝐶𝑅𝑇𝑇 = 𝑅𝑒𝑞𝑣𝑐 + 𝐿𝑇 +𝑅𝑒𝑠𝑐𝑣 (5.2)
and 𝑀𝑅𝑇𝑇 represents the request round-trip time from a vehicle through MEC node(s)
and back as depicted in Equation 5.1.∑︁
𝑀𝑅𝑇𝑇 =
∑︁
𝑚𝑒𝑐
𝑅𝑒𝑞𝑣𝑚 + 𝐿𝑇 +𝐻 +𝑅𝑒𝑠𝑚𝑣 (5.3)
In these equations, 𝑅𝑒𝑞𝑣𝑐 represents the propagation time from vehicle to cloud, 𝑅𝑒𝑞𝑣𝑚
represents the propagation time from vehicle to MEC node, 𝐿𝑇 represents the lookup time
needed to find the requested content, 𝐻 represents next hub delay within each neighboring
MEC node, 𝑅𝑒𝑠𝑐𝑣 represents the response time from cloud to vehicle, and 𝑅𝑒𝑠𝑚𝑣 represents
the response time from MEC to the vehicle.
5.9.1 Experiments and Results
In order to demonstrate our approach for Software-Defined Content Delivery
(SDCD), we present two use cases that consider both Vehicle to Infrastructure (V2I)
and Vehicle to Vehicle (V2V) communications. Our SDCD approach is supported by
Mininet-WiFi by means of a new extension and the vehicular network is supported by
means of an existing integration between Mininet-WiFi and the Simulation of Urban
MObility (SUMO) package (Sumo, 2017).
The whole idea behind incorporating content delivery services with MEC is to
reduce the service time by cutting off the time needed for the request to travel all the
way up to fetch the requested content from its origin (cloud server). Therefore, we have
designed some experiments to evaluate the latency among multiple MEC setups through
V2I and V2V interfaces inside vehicles.
5.9.2 Node Car Architecture
Figure 29 illustrates the flow pipeline processing extended from the node car archi-
tecture previously presented in (Fontes et al., 2017a), which brings the programmability
of the SDN paradigm to multi-interface devices on board of vehicles. The advantage of
the proposed architecture is empowering the researcher to define the vehicular data traffic
behavior at the Root-Spine Switch and unlocking any approach of OpenFlow control. From
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the user perspective, applications will be running inside vehicles (carX,carY). Vehicles
will be able to communicate traffic between each other through the wireless V2V interface
crossing the Root-Spine Switch allowing programmable flow management by an SDN
controller. It is worth to mention that such flow management performed by SDN controller
was already supported by Mininet-WiFi for V2I scenarios since this type of scenario
requires a central device (e.g., eNodeB, RSU or AP) and the SDN controller can natively
manage such type of devices.
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Figure 29 – Flow Pipeline Processing
Two sets of experiments commenced in this study presenting use cases for V2I and
V2V communication among cars and how SDCD works along with VANET to deliver
requested services at MEC level. The simulation environment for both sets of experiments
is configured to work with SUMO. Open Street Maps is used to generate our simulation
map. The map is chosen randomly covering a specific area around New York City, NY,
USA. NetConvert21 is used to generate road network flow for the selected map in order to
configure vehicles’ routes.
5.9.2.1 Vehicle to Infrastructure
The ‘I’ in the term V2I represents the infrastructure that is open for communication
with vehicles. It represents network edges (Access Points (AP), Road Side Units (RSU), or
Base Stations (BS)) that are close to the vehicles. Our experiment stresses out embedding
21 <http://sumo.dlr.de/wiki/NETCONVERT>
Chapter 5. Use Case Scenarios 91
content delivery capabilities within these edges. The experiment discusses V2I and the
role of SDCD in mitigating request serving latency. The proposed node car architecture
for V2I communication is depicted on Figure 29a.
The use case mainly discusses the ability of our proposed system to deliver content
to a vehicle with the minimum latency possible, by offloading the vehicles’ requests from
content sources (cloud) to the closer edges (base stations) that host the requested content.
For the sake of delivering a proof of concept, the cloud server is populated with a set of
ten contents that vary in size (Min:850, Max:9000, Mean: 4750 storage units). The server
is connected to a network of base stations with MEC capabilities via a switch. The base
stations are distributed in the simulation environment. A set of ten moving vehicles are
instantiated inside the environment and their connectivity provisioned through VANET.
Contents are distributed evenly among MEC nodes where each MEC node is set to have a
local copy of one content with an ID that matches MEC node ID in order to simplify the
experiment. E.g., eNodeB1 has Content1, eNodeB2 has Content2, and so on.
We have evaluated our proposed experiment for various numbers of MEC nodes
in terms of service latency. CarX is set to be connected to MEC1. It issues ten separate
requests for all contents. Each request is processed as follows: (i) the MEC node tries to
search its local storage to see whether the requested content exists or not; (ii) If not, the
controller will do the cooperative search inside the neighboring MEC nodes. The idea of
search thresholding is also applied here, where four MEC nodes are set to be searched at
most for the requested contents; (iii) if not found, the request will be handed over to the
cloud storage to be served.
5.9.2.2 Vehicle to Vehicle
The second set of experiments deliver a proof of concept for utilizing SDCD for
V2V communications, presenting Mininet-WiFi capabilities for the node car architecture
(Figure 29(b)). Leveraging SDCD for V2V communication serves the case where there exist
vehicles with poor infrastructure connection which prohibits them from delivering/receiving
services effectively. Vehicles in such cases can still get the intended services by leveraging
the V2V communication scheme and connect to other vehicles in-range which have a better
connection to the base station. This would potentially enhance the Quality of Service
(QoS) as well as the Quality of Experience (QoE). In terms of the service cost, it would be
cheaper for vehicles to be served right through their neighbors instead of consulting base
stations or the cloud server for the service.
The proposed SDCD for V2V also delivers support for vehicle-level caching, where
each vehicle tends to cache contents for serving near-future requests from neighboring
vehicles. Vehicle-level caching can be leveraged by V2V communication among the vehicles
to deliver better service time, cutting down the trip a request might go through to be
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served (Local MEC, Neighboring MECs, Cloud server) acting as the closer serving edge
node.
In this experiment, we shed light on the aforementioned case, where our simula-
tion holds tens of running cars distributed over the map of New York City. For better
understanding of the use cases presented in this section, we opt to pause the simulation
running in SUMO after 28 seconds of its start. At T=28, we chose Car2 and Car6 to
express how V2V can be utilized to deliver the requested contents to Car6. The V2I and
V2V communications are provisioned by the bgscan module. This module is responsible
for issuing background scans using (wpa_supplicant)22 for the purpose of roaming within
an ESS (i.e., within a single network block with all the AP using the same SSID). As
shown in Figure 30, both cars (Car2 and Car6 ) are in range of eNodeB5. bgscan scans
show that Car6 connection to eNodeB5 via Car6-wlan interface is very poor with signal
strength -90.00 dBm, while it has a better connection to the neighboring Car2 via V2V
interface Car6STA with signal strength -67.00 dBm. Car2 has a stronger connection to
eNodeB5 in comparison with Car6 since Car2 is closer to the base station than Car6 with
signal strength -77.00 dBm.
c6
c2
Figure 30 – V2V Experiment.
Car6 is intended to request the whole set of contents. Given the network stats
resulting from bgscan, requests will be served through Car2. Since vehicles can leverage
the ability to serve requests from their cache. In-vehicles cache will be consulted first for
the inbound requests before escalating to the closer MEC node (eNodeB5 ), resulting in a
better service time for Car6 ’s requests with cached responses.
22 <https://w1.fi/wpa_supplicant/>
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Figure 31 – The Effect of Cooperative Search Thresholding for SDCD
5.9.3 Results
In this section, we evaluate service latency for both V2I and V2V showing the
significant role of mobile edge computing in mitigating WAN-Latency at the core of the
cloud for vehicle-centric applications.
For V2I, incorporating the proposed edge approach should facilitate faster content
delivery for the requesting vehicle comparing to delivering contents from the core of the
cloud. Figure 31 compares the response time needed to deliver the requested contents
when both the thresholding technique enabled and disabled with different threshold values.
As shown in subfigures 31 (a), (b), (c) and (d), contents [1-4] are expected to be served
through the neighboring MEC nodes regardless of the thresholding behavior due to: 1)
They are located closer to the requesting vehicle. 2) The minimum threshold specified is
within the minimum threshold specified in the experiment. The effect of the thresholding
technique starts to pay off after attempting to consult more neighboring MEC nodes
exceeding the threshold for contents [5-10]. The main role of adapting such technique is to
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cap the service latency under the baseline of requesting contents from the core of the cloud.
It becomes infeasible to consult all neighboring MEC nodes looking for a content that
is not located in a nearby location. With this scenario, referring to equation 5.1, giving
up the lookup process among neighbors becomes more beneficial in terms of focusing
on service latency and better quality of service. With all MEC setups, thresholding has
outperformed non-thresholding experiments in terms of delivering the requested content
with the least latency possible.
Along with the proposed thresholded cooperative search method, an interesting
aspect with regards to the threshold value leaves us with the question of what is the best
threshold to be used for a given number of MEC nodes. This process actually involves
many factors to be considered to decide what is best for a given topology. This can
be thought of as an optimization problem, where for a given topology setup having X
number of MEC-enabled base stations, what will be the best threshold value for consulting
neighboring MEC nodes, taking into consideration many factors, such as density of the
environment, level of interference, bandwidth, etc. We plan to cover more about such
aspects in future work.
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Figure 32 – Resulted Latencies from V2V Experiment
For V2V, we have measured the latencies for the same sorts of requests experimented
in V2I but this time comparing the effects of embedding caching support inside vehicles.
As shown in Figure 32, enabling vehicle-level caching have significantly resulted in a better
service time. Contents [1-8] are served from Car2’s cache, whereas the remaining contents
are served from their origin Cloud Server after a bunch of failed attempts to retrieve the
content through neighboring MEC nodes.
With vehicle-level caching disabled, the same technique applied for V2I is performed.
As observed in the figure, there is a dropoff in the latency for content [5]. The reason
behind such low latency relates to the content being localized at the MEC node to which
the vehicle is connected (Local Mec Node). Since car2 is connected to eNodeB5, content
located inside eNodeB5 will be retrieved instantly. We also notice that the first three
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requests are served via neighboring MEC nodes, which are within the search threshold
specified of 4 MEC nodes. The remaining requests are going to be served from their origin
(cloud server), as they are not found inside the local MEC node nor within the neighboring
ones with the specified threshold.
This work can be reproduced by means of codes available at our public repository23,
and an explanatory video24 showing how the experiments are conducted.
5.9.4 Final Remarks
In this use case, we have discussed our efforts to introduce software-defined edge
computing approach for vehicles at the edge of the network. The proposed framework
introduces the ability for incorporating mobile edge computing capabilities inside network
base stations allowing vehicles to communicate various services via their V2I interfaces
more instantly and with better qualities and minimal WAN-Latency. Content Delivery
services are much in demand today. They are the key enablers for vehicles’ infotainment
applications. The framework also proposed a vehicle-level caching technique to enable
vehicles to communicate with neighboring ones on the roads seeking even more instant
services through V2V interfaces. This technique enables high service availability as well as
better quality of service. The proposed framework is built as an extension of Mininet-WiFi
and evaluated using a set of illustrative experiments. The experiments compare content
delivery service latency at both the core cloud and the edge of the network. The findings
of the experiments show the potential of our proposed approach in building applications
for next-generation vehicles, which are considered an integral part of the realization of
smarter cities. These applications include road safety and quality-focused transportation
applications. The proposed capabilities can be extended to include more reliable edge
systems for vehicle in the field, such as security and storage.
5.10 On the Krack Attack: Reproducing Vulnerability and a Software-
Defined Mitigation Approach
Among the claimed features of SDWN is the ability to address network security
attack vectors by provisioning fine-grain flow rules in addition to smart, reactive meth-
ods combining security monitoring, analysis and response systems. On the automation
foreground, SDWN proposals include to automate security services by diverting specific
network flows to special enforcement points or security services after anomaly detection.
This is the context where this use case is inserted: more concretely, we developed an appli-
cation on top of SDN controller which is capable of protecting the network infrastructure
23 <https://github.com/jafar-albadarneh/SDS-Mininet-WiFi/tree/27f098d9edf29f82bc2afb384f9e7c55bb855b2f>
24 <https://www.youtube.com/watch?v=skyHDlHdwcs>
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against the “Krack Attack”, one of the most popular and recent security threats targeting
WPA2/WiFi vulnerabilities. Using the Mininet-WiFi emulation environment, we are able
to reproduce the vulnerability and evaluate our proof-of-concept implementation with
regard to the proactive detection of the vulnerability and a strawman mitigation approach
that may inspire further innovative ideas around SDWN security.
Going deeper into this subject, the recently unveiled Krack vulnerability (also
known as “Krack attack”) (Vanhoef and Piessens, 2017) has been recognized as a potential
security threat against modern encryption techniques that have been used to secure Wi-Fi
networks for the last 15 years: WPA2 (Wi-Fi Protected Access 2 ). Publicly available
information on the Krack attack include those related to the attack itself and how big
companies are trying to mitigate the risk factors; in general, by creating security patches
for their systems. However, there is no guarantee that all devices will be patched and in
fact become immune to such attack from any network attached point.
Given this scenario, we propose SDWN to protect the network infrastructure against
vulnerabilities such as the Krack attack.
The main security vulnerability approached by the author of Krack attack targets
802.11r Fast-BSS Transition (FT), which affects APs. Fast Basic Service Set (BSS) Transi-
tion (FT) reduces the time needed for a device to transition to an AP that supports IEEE
802.11r of the same protected network (i.e. of the same Basic Service Set). The attack
over the IEEE 802.11r FT handshake is comprehensively covered in the Krack attack’s
paper (Vanhoef and Piessens, 2017).
Our first step was to effectively reproduce the Krack attack in Mininet-WiFi.
In support of SDWN research, Mininet-WiFi offers a software-centric wireless network
emulation that allows completely abandoning wireless network hardware as it packages
the most common wireless facilities/tools, such as, wpa_supplicant, hostapd, iw (iwconfig),
and others.
Within 48 hours after the attack went public (16-Oct-2017), we were able to
reproduce the attack and publish a video25 exploring the Key Reinstall in FT Handshake
(802.11r) pointing to the whether an implementation is vulnerable to attacks or not.
Our second step was to design and implement a control plane solution to protect the
network against the attack. We extended the Ryu controller26 code in the reproducibility
demo in order to react when the vulnerability is detected. Our experience is a first-hand
showcase of the researcher-friendly and feature rich emulation capabilities of Mininet-WiFi
in the context of SDWN research.
25 <https://www.youtube.com/watch?v=aA4notyZph0>
26 <https://github.com/osrg/ryu>
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5.10.1 Proof-of-Concept Experiment
We present now a Proof-of-Concept where the OpenFlow Controller can detect
whether the AP attached to it is vulnerable and consequently take a mitigation decision.
As shown in Figure 33a, the topology consists on two APs, two stations, and one OpenFlow
(OF) controller. Stations sta1 and sta2 are associated with ap1 and ap2, consequently.
Both ap1 and ap2 are connected to the OF controller, which is equipped with a Wi-Fi
interface working in monitor mode. This interface is responsible for capturing beacons
that will contain the message responsible for detecting whether the AP is vulnerable to
key re-installation attacks.
After loading the application we developed using the Ryu controller, network traffic
was generated between the OF controller and sta2 in order to receive encrypted data
frames. Next, we force the association of the OF controller with ap2 to trigger the FT
handshake which is only performed when a station roams from one AP to another. Once
the vulnerability is detected on ap2, the OF Controller sends a command to turn ap2 off.
Multiple methods could be considered in addition to (i) switching off the AP; such as (ii)
isolating the AP dataplane; (iii) warning the user / stations (e.g. HTTP/DNS redirection);
among others. Noteworthy, the script we use in this work is not an attack script because
the nodes require network credentials in order to test whether ap2 is affected by the attack.
As today, the current version of wpa_supplicant27 (2.6) and that is also supported
by Mininet-WiFi does not include the patch that fixing the issue behind the vulnerability.
However, as expected, code updates can be observed on the hostap source code repository28
so that the next version of wpa_supplicant (and also Mininet-WiFi) will certainly include
the security patch any time soon.
27 <https://w1.fi/wpa_supplicant/>
28 <https://w1.fi/cgit/hostap/commit/?\id=a00e946c1c9a1f9cc65c72900d2a444ceb1f872e>
(a) Sample Topology
0 5 10 15 20
Time (seconds)
0
2
4
6
8
10
D
a
ta
 T
ra
n
sf
e
rr
e
d
 (
M
b
it
s/
s)
(b) Data Transferred Between sta1 and
sta2
Figure 33 – Topology and Data Transferred
Chapter 5. Use Case Scenarios 98
5.10.2 Results Discussion and Future Work
The results presented in Figure 33b show that our SDN control application (started
at t=10sec) can protect the network by first detecting the Krack vulnerability and then
isolating the AP from the rest of the network infrastructure. Future work should consider
other 3 attacks described in the Krack’s paper that directly affect clients. The SDWN
should reach the edge, where clients could be notified about the vulnerability. Source
code, data, configuration, and instructions enabling experiment reproducibility are publicly
available29.
5.11 Summary
This chapter presented the most relevant use cases explored in our publications.
Now that we have identified the potentialities of our proposal, the following chapter
presents some achievements and contributions, impacts resulting from this research and
discussions about the experiences gained during its development.
29 <https://github.com/ramonfontes/reproducible-research/tree/master/mininet-wifi/krack-2017>
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6 CONTRIBUTIONS
This chapter presents our main contributions. In order to see if this work meets
the research community, we have also identified a list of citations and research domains
where Mininet-WiFi has been applied. Furthermore, we discuss about our approach and
experiences around reproducible networking research since the beginning of the development
of this work. Altogether, the main contributions of this thesis can be classified as follows:
• Fidelity of results. Real network conditions can be replicated in Mininet-WiFi
with very close results to those obtained through captured traces, in addition to
support different propagation models that can be calibrated to provide results close
to different scenarios.
• Use cases. Research topics explored in our publications include: (i) wireless bi-
casting; (ii) integration with physical wireless interface; (iii) reproducing network
conditions; (iv) multipath TCP; (v) a novel SSID-centric abstractions implemented
with OpenFlow; (vi) VANETs; (vii) security; among others.
• Impact. Mininet-WiFi has been used in different research topics, such as:power con-
trol mechanism, security, quality of service, cloud computing, software-defined storage
and Vehicular Networks. Others interest for research topics include the development
of OpenFlow controllers with support to wireless networks, authentication, etc. As
today more than 90 works have cited Mininet-WiFi.
• User community. Growing user base developing research work based on Mininet-
WiFi. More than 100 clones of our code are being performed from github per week.
As today, our community has about 500 members from many countries around the
world and more than 500 topics were created in the mailing list.
6.1 Reproducibility Experiences
Mininet-WiFi experiences on reproducibility are two-fold. On one hand, we turn
our own research work reproducible (e.g., SSID-forwarding (Fontes et al., 2017b), VANET
(Fontes et al., 2017a)), and on the other, we assess the realism and applicability of the emu-
lator by trying to reproduce related work in the literature (e.g., n-casting (Fontes et al., 2015a),
MPTCP (Fontes et al., 2017b), among others). Part of the works we reproduced was per-
formed in non computational-based testbeds lacking detailed description of the setup
environments (e.g., HW/SW specs, mobility traces). Nevertheless, we usually were able
to reproduce a similar setup and observe compatible / expected results. When trying to
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reproduce papers citing their own (code and software) artifacts, in general, reproducing
these works has not been an easy task, due to the lack of appropriate pointers to the
actual code and related information. Sadly, trying to contact the author (and missing
public communication tools) often resulted in no feedback.
As a consequence of the practice of reproducibility with Mininet-WiFi, we have
learned and improved our concepts and works towards reproducible research. Although it
takes extra work, we believe that working reproducibly brings a series of advantages, such
as: (i) open code improves the chances of both direct and indirect reproducibility, and,
consequently, (ii) higher impact, since the chances of researchers to use (and the reviewers
to evaluate) the proposed solutions are increased; (iii) improves habits, where a special
attention is given to the quality of the code; (iv) excels scientific workflows, since we are
more carefully concerned in providing reliable results, aiming at anyone be able to produce
similar results; among others.
6.2 Community Building
As per our own subjective impressions and anecdotal facts, the open approach to
reproducible research (including the release of code, data, documentation and demo videos
at submission time) has certainly contributed to its impact on community building. Fig-
ure 34 presents the number of users and members of the Mininet-WiFi mailing list since
July, 2015. The community has grown, and at the time of writing, the mailing list has
approximately 500 members and 500 topics. We are confident to relate the number of
supported features with the user interest (e.g., VANET node car architecture), ultimately
defining the roadmap of the tool, which has been used by at least 15 scientific publications
and 10s of academic class assignments.
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6.3 Educational
The possibility of using real approach and applications with no modification on
source code enables Mininet-WiFi to be used in computer networking courses, where it
can be used for many purposes, since the basic networking concepts to the most advanced
ones. That said, some of the courses where Mininet-WiFi has been used are listed below.
1. Christian Esteve Rothenberg. Software-Defined Wireless Networking
(SDWN): From Theory to Practice with Mininet-WiFi. International Summer
School on Latency Control for Internet of Services. 26 June - 30, June 2017, Karlstad,
Sweden.
2. Extension Course (INF556) Software-Defined Networking. Unicamp,
2016, 2017 and 2018.
4. Undergrad Course (IA376) Advanced Topics in Networking: Labo-
ratório de Redes Softwarizadas / Network Softwarization Lab. Unicamp, 2017,
2018.
3. Undergrad Course (EA080) Laboratory of Network Computing. Uni-
camp, 2018.
5. High School Course. IFBA, 2017/2018.
6.4 Citations
Mininet-WiFi has been cited by many network researchers since July, 2015. Citations
include a chapter in the book titled “Python Network Programming Cookbook” (Second
Edition, ISBN: 9781786463999) by Kathiravelu and Faruque, in addition to multiple papers,
academic thesis, and technical reports. These citations until the writing of this thesis are
summarized in Table 8.
Table 8 – Number of Citations (from July 2015 to May 2018).
# Citations
Scientific Publications 73
Academic Dissertations/Thesis 19
Technical Reports 3
Books 1
Total 96
As expected, most of citations come from research publications. Noteworthy and
to our pleased surprise, Mininet-WiFi has been used in many academic dissertations and
thesis, especially for Master degrees. Another relevant aspect of the citations is that most
of them refer correspond to works that effectively use Mininet-WiFi in the experimental
activities. Research domains of these citations include: 5G, Security, Power Consumption,
QoS/QoE, Handover, Vanets, among others. An open catalogue of works using Mininet-
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WiFi with details on authors, research domain, source code and URL, is publicly available1
for user queries and contributions through the Mininet-WiFi repository.
6.5 Further Contributions
Other relevant insights on the development of Mininet-WiFi include: (i) as a
consequence of works around SUMO (Simulation of Urban MObility) (Sumo, 2017),
Mininet-WiFi has been extended to include SUMO’s classes enabling researches with
vehicular networks; (ii) the same has been done with Sflow2; (iii) to the best of our
knowledge we were the first in creating an application on top of an OpenFlow Controller
able to filter and process beacons. OpenFlow Controllers such as Pox3 and Ryu4 were
extended to do such work, in addition to the support of radius protocol; (iv) improvements
on wmediumd5 has also been done where new propagation models were implemented, in
addition to improvements on the support of wireless wmediumd; (v) an extension of the
Named Data Networking (NDN) approach been created, being the result of a hackathon6
held at University of Memphis, Memphis/US, in 2016, but recently finalized; etc.
1 https://goo.gl/n5moN7
2 <https://sflow.org>
3 <https://github.com/ramonfontes/pox>
4 <https://github.com/ramonfontes/ryu>
5 <https://github.com/ramonfontes/wmediumd>
6 <https://github.com/4th-ndn-hackathon>
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7 CONCLUSIONS AND FUTURE WORK
This thesis presents Mininet-WiFi as an emulation platform in support of both
software-defined and traditional wireless wetworks research and experimentation. We
studied issues about wireless networks and Software-Defined Wireless Networks, resulting
in contributions which include, at first, this open-source wireless tool for emulating wireless
networks that run wireless/wired nodes and their links, using real application and kernel
code with software-emulated network elements. As a consequence of the development of
Mininet-WiFi, further contributions unfolded. We discussed our experience with network
reproducible research; our published papers include diverse domain areas; extensions for
SDN controllers towards the support of wireless networks were developed; among others.
We believe that the number of citations and our active community justifies the relevance
around Mininet-WiFi and how much it can help in the evolution of wireless networks
efficient and effective research tools and methodologies.
Mininet-WiFi would not have been developed without the philosophy behind Open
Source Software (OSS). We then would like to provide last comments around the de-
velopment of this work. First of all, thanks to the authors of Mininet we were able to
provide clean extensions to add WLAN emulation capabilities. Needless to say, without
Mininet’s source code, Mininet-WiFi would have never existed. The user community around
Mininet-WiFi has been another great motivator during the development of Mininet-WiFi.
Many features supported by Mininet-WiFi were implemented thanks to its active commu-
nity, where countless fruitful discussions were/and still are held. Make our code/scripts
public and accessible and allow people to replicate our experiments gave us immeasurable
experiences that will always make part of our research philosophy.
As for future work, there are several potential directions. We split it into two set of
potential targets: the former one is about improvements of the supported features and the
second one what we envision about the future of Mininet-WiFi in terms of development
of new features. Regarding the former one, in order to reach further, some of the efforts
include, mainly: (i) improvements in Wmediumd, in order to provide better notion of the
wireless medium and support to multiprocessing; ii) implementation of an interference
model where overlapping of signals, for example, induces interference and affect the received
signal; and iii) perform more scalability tests via experiments of more complex scenarios,
for example, by adding mobility; etc.
Regarding the future of Mininet-WiFi, in addition to serve as support to researches
on SDN/SDWN and also traditional networks, we envision that it can serve as support to
reseaches on 5G and IoT, where more wireless mediums (e.g., LTE) could be implemented
and emulated. For example, the first release towards IoT was recently published, where
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6LoWPAN1 has been added. In this regard, we argue that the development of new Linux
kernel modules with the same characteristcs of both mac80211_hwsim and fakelb2 are
essential to keep the structure of Mininet-WiFi as it is. The good news is that the
recent development of fakelb may be an indication of the sign of a trend towards new
Linux network modules with similar structure. We also envision that Mininet-WiFi can
help on the development of the Linux Networking kernel code. Taking into account that
mac80211_hwsim depends on mac80211, features added to mac80211 could be tested with
Mininet-WiFi as well as those supported by mac80211 could be added in mac80211_hwsim.
For example, IEEE 802.11p is supported by mac80211 and mac80211_hwsim is not. More
channels could also be supported and the notion of multiple wireless mediums could be
natively supported by mac80211_hwsim.
1 <https://github.com/intrig-unicamp/mininet-wifi/tree/master/mininet/sixLoWPAN>
2 <http://wpan.cakelab.org/>
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