This work was motivated by the paper of R. Johnson and J. Moser (see [J-M] in the references) on the one-dimensional almost periodic potentials. Here we study the operator L = -A/2 -q, where q is an almost periodic function in Rd . It is shown that some of the results of [J-M] extend to the multidimensional case (our approach includes the one-dimensional case as well).
Introduction. Schrödinger operators
Let Cb(Rd) be the class of bounded continuous functions in Rd , d > 1. This class is complete with respect to the supnorm, which we will always denote by || • ||. For a real-valued q in Cb(Rd) we define (1.1) L = L(q) = -A/2-q, where A is the Laplacian operator. L is a Schrödinger operator with potential -q . It is well known (see [S.B, Theorem B.12 .1], etc.) that L, as an operator of L2(Rd), is essentially self adjoint with a unique self adjoint extension (with zero boundary conditions at infinity) and L2-spectrum o(L) bounded below. In fact, if we set X0 = info (L) , then A0 > -|kll • Furthermore, for each t > 0, e~'L is a well-defined semigroup. It turns out that this semigroup possesses a kernel k(t, x, y) which is nonnegative, continuous in (t, x, y) if t > 0, symmetric in (x, y) and bounded, provided that t stays in compact subsets of (0, oo). This kernel is, of course, the fundamental solution (at least in the weak sense) of the parabolic problem that corresponds to L, namely (1.2) -k(t,x,y) = ^Axk(t, x, y) + q(x)k(t,x,y), (t,x,y)£(0, oo) xRd xRd; k(0,x,y) = S(x-y), (x, y) £ Rd x Rd ; lim k(t,x,y) = 0, (t,y)£(0,oo)xRd, \x\->oo where |x| = Jx2 + x2 -\-h xj and the initial condition (i.e. the second equation above) means that lim / k(t, x, y)fi(y) dy = f (x) no JRd for every / in Cb(Rd).
We briefly review the construction of k(t,x,y). First we set |2-(1.3a)
ko(t,x,y)=pd(t,x,y) 1 (2nt)dl2 exp m and, for «=1,2,...,
(1.3b) k"(t,x,y)= / pd(s,x, z)q(z)kn-X(t-s, z,y)dzds.
JO JRd
Then (1.3c) k(t, x,y) = ^kn(t, x,y) «=o and the convergence of the series is absolute and uniform in (t, x, y), if t £ [a,b] , because of (1.5) below. Now, let B = (Bt,&¡, Px) be a (standard) Brownian motion process in Rd starting at x. The transition density of Bt = (B} , ... , Bd) is the function pd(t, x, y) of (1.3a). By the Markov property of B and straightforward (rather tedious though) induction on n we get that, if f£Ll(Rd), then ¡RKit,x, y)fi(y) dy = ^Ex j |jf q{Bs) ds fiiBt) } -
We can rewrite this formula in an equivalent but more revealing form, with the help of the Brownian bridge (i.e. Brownian motion conditioned to hit a certain point at a given time t > 0) 1 (1.4) and, therefore, (1.5) kn(t,x,y) = -yEx n\ I QiBs) Jo ds Bt = y)Pdit,x,y) l_ «!
\knit,x,y)\<-^(\\q\\t)npd(t,x,y).
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use Formulas (1.3c) and (1.4) imply immediately that (1.6) k(t,x,y)=Ex{eq(t)\Bt = y}pd(t,x,y), where eq(t) is the Feynman-Kac functional of B that corresponds to q defined by eq(t) = exp \ q(Bs)ds . Now, (1.6) helps us to get a nice estimate for k(t,x,y), namely (1.7) e-^'pd(t,x,y) <k(t,x,y)< e^'pd(t, x,y).
From this construction, the properties of kit, x, y) mentioned above follow easily. For example, (1.7) implies that k(t, x, y) satisfies the boundary condition at infinity in (1.2) and, furthermore, that, if 1 < p < q < oo, then e~tL is in ffAA(LP, Lq) and in ff \LP, Cb), i.e. the classes of bounded linear operators from L"(Rd) to Lq(Rd) and from Lp(Rd) to Cb(Rd) respectively. Finally, since k(t, x,y) is the kernel of a semigroup, it satisfies the ChapmanKolmogorov equation 
is an integral operator with a jointly continuous and uniformly bounded (integral) kernel. In particular, the projection operator Ex has such a kernel which we denote by e(x, y ; X). As a function of X, e(x ,y;X) is constant outside o(L) and vanishes if X < An. Furthermore (see [S.B] ), e(x, x; X) > 0, and is nondecreasing in X. Then, by (1.9) we have (see the appendix for more justifications)
(1.11) k(t,x,x) = t e~lte(x,x;X)dX= / e~ktdke(x, x; X).
h0 Jxo This formula plays a dominant role in the present work. If X > 0, ( 1.11 ) implies (since e(x, x ; X) = 0 for X < X0) fx k(X~l, x, x) > / e~>1lxdtle(x ,x;p)> e~l[e(x, x ; X) -e{x, x ; 0)]. Jo Thus, by (1.7) and the boundedness of «?(x, y ; 0), there are constants Cx and Cj such that (1.12) eix,x;X)<CxXd/2 + C2, for ail x £ Rd and X > 0. The monotonicity in X gives then that, if X > 0, (1.12') e(x,x;X)<C2. e-hdxeN(x,y;X).
-oo
In particular, «^(x, x; A) is nonnegative, nondecreasing and satisfies (1.12) and (1.12') with constants Cx and C2 not depending on N or x. Thus, by a standard selection argument (see [F, Chapter XIII] , the extended continuity theorem), for each x £ Rd , lim eN(x, x ; A) = e(x, x ; A),
(1.14) * at the points (A) of continuity of e(x, x ; A).
The jumps of e(x, x ; A) can occur only on the pure point spectrum (i.e. the L2-eigenvalues) of L, which is a countable set.
The almost periodic case
We start with some definitions.
Definition 2.1. For / in Cb(Rd) and u in Rd, we set fu(x) = f(x + u), the translate of /. We call the function / almost periodic, symbolically / G AP(Rd), if for any sequence of points u", n = 1,2, ..., in Rd , the sequence of functions fUn has a subsequence which converges uniformly in Rd . If / is a uniform limit of periodic functions, it is called limit periodic. This is the standard way to define almost periodicity in any locally compact abelian group, in particular in Rd . Obviously, every continuous periodic function is almost periodic. It is easy to see that every trigonometric polynomial is in AP(Rd). Furthermore Theorem 2.1. A function f in Cb(Rd) is almost periodic ifand only if it is the uniform limit of a sequence of trigonometric polynomials. In particular, uniform limits of almost periodic functions are almost periodic (and, therefore, every limit periodic function is almost periodic).
The proofs of Theorems 2.1, 2.2, 2.3 and 2.4 can be found in [L] We need one more definition.
Definition 2.IV. Let / be in CbiRd) and e > 0. We say that a £ Rd is an e-period of / if
\f(x + a) -fiix)\ < e, for all x G Rd.
The following theorem is another standard characterization of almost periodic functions. Theorem 2.4. A function f in CbiRd) is almost periodic if and only if, for any e > 0 there is an r = r{e) such that, every ball in Rd of radius r contains an e-period of f. Furthermore, if it happens that, for every e > 0, every e-period of f is also an e-period of another continuous function g, then g is almost periodic and FMig) c FMifi).
The following interesting result first appeared in [A-S] . The proof we give here is almost trivial, thanks to the probabilistic form of k(t, x, y), as given in (1.6).
Theorem 2.5. Let q be in AP(Rd) and k(t, x, y) be the kernel of its corresponding semigroup. Then, for every fixed t > 0 and u £ Rd, f(x) = k(t,x,x + u) is in AP(Rd) and FM(fi) c FM(q). Proof. Let a be an e-period of q . Then (1.6) implies f(x + a)-f(x) = Ex+a{eq(t)\Bt = x + a + u}pd(t ,x + a,x + a + u) -Ex{eq(t)\Bt = x + u}pd (t, x, x + u) and, since B is spatially homogeneous, fi(x + a)-fi(x) = Ex{eqft) -eq(t)\Bt =x + M}^-L^-l»l2/2<, where quix) = <?(x + u) as in Definition 2.1. Thus \f(x + a)-fi(x)\ < ^±^e^(e"-l) and so, Theorem 2.4 finishes the proof. D Remark, (a) Clearly, the theorem is also true for each k"(t, x, y) of (1.4). (b) If q is limit periodic, the theorem implies that / is limit periodic too. Likewise, if q is periodic, so is /. In the periodic case and because of the uniqueness of Laplace transforms (see [F, Chapter XIII] ), formula (1.11) implies that e(x, x ; A) is also periodic in x, whereas, in general, if q is almost periodic, e(x, x ; A) may not be so (see [J-M] ).
For the analysis of §3, we need to establish a deeper fact about k(t,x,y). We start with two interesting key lemmas. The first appears in [A-S] and its proof follows immediately from the probabilistic form of k(t, x, y) as given in (1.6).
Lemma 2.6. Let q", n = 1, 2, ... , be in Cb(Rd) and k"(t,x,y) (here n is a superscript) be the kernel of the semigroup e~tL<~q^ . Assume that sup" \\q\\ = Q < oo and that q" converge to q £ Cb(Rd) uniformly on compact sets of Rd (respectively uniformly in Rd). Then, for any fixed t > 0, k"(t,x, y) converges to the kernel k(t, x, y) that corresponds to q, uniformly on compact sets of Rd x Rd (respectively uniformly in Rd x Rd).
Proof. Assume that q" -> q uniformly on compact sets and fix a t > 0. Now, let K c Rd be compact. Choose a ball G in Rd, such that G D K and, if e > 0 is given, sup Px{tg< t\Bt =y) <e,
where %a -inf{t > 0: Bt £ Gc) is the (first) exit time of G. Then choose «o such that, for all n > «n,
xeG Thus, by (1.6), sup \k(t,x,y)-kn(t,x,y)\ x,y€K < Ex{\eq(t) -eqn(t)\, tg > t\Bt = y)pd(t ,x,y) + Ex{\eq(t) -eq"(t)\, tg < t\Bt = y)pd(t, x, y) <(2JtWieQ{eet-l) + 2eQeh which proves that kn(t, x, y) -► k(t, x, y) uniformly on compact sets of Rd x Rd, since K and e where arbitrary. The case where q" -, q uniformly in Rd is even easier. D Remarks, (a) In fact the above proof shows that the convergence is uniform in t also, if we restrict it in compact sets of (0, oo). The assumption Q < oo is, of course, redundant if qn -, q uniformly in Rd.
(b) Lemma 2.6 together with (1.7), imply the following remarkable fact. If qn -, q uniformly on compact sets of Rd and sup" ||<7|| < oo, then e~tL^ -, e~L^ in the uniform operator topology of Se(LP, Lq) and ^(LP, Cf), where 1 <P <q<oo.
Lemma 2.7. Let B be a Brownian motion in Rd starting at x, f £ LP(Rd), I <p < oo, yj = a; + ißj £ Cd, j = 1,..., n and 0 < Si < s2 < ■■■ <s" < t. 
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Proof. First we notice that it is enough to prove the formulas only for / 's of the form f(x) = /i(x') ■■■fd(xd), where each fk is a trigonometric polynomial.
In fact, we can just take fk(xk) = exp(Xiixk). Since the components of B are independent, we just need to prove the formulas only for d = 1. This can be done easily by induction on n , using the Markov property of B and the fact that certain Gaussian integrals can be computed explicitly. D 3. The kernels of the powers of the resolvent Let z be a complex number not in o (L) . We denote by Gm(x, y ; z) the kernel of (L-z)~m , where m is a positive integer. In particular, Gi(x,y; z) = G(x, y; z) is the Green's function that corresponds to L. The existence of these kernels and certain of their properties are established in [S.B, Theorem B.7.2] . We summarize few basic estimates in the following theorem. Remark. If d = 1, 2 or 3, the operator (L-z)~l-(-A/2-zfl has a bounded kernel which is jointly continuous and analytic in z. For small 9l{z}, this follows from (1.5), (1.3c) and (1.3a). Then we can use the resolvent equation or basic properties of the Stieltjes transform (see [W] ) to extend the result to all z which are not in o(L) U o(-A/2).
Example. To get an idea of how G(x ,y,z) looks, we consider the easiest case, namely q = 0. Then a(L) = [0, oo) and (the index denotes the dimension) e-sA=2z\x-y\ e-sf=ïï\x-y\
Gx(x,y;z) =-, G3(x,y;z) = V-2z ¿n\x -y\ and, by elementary properties of Laplace transforms, Gf+2(x,y;z) = ±JZ^GZ(x,y;OdÇ.. From now on we assume q £ AP(Rd) and m > d/2. Our goal is to show that, in this case, Gm(x, x; z) is almost periodic in x with frequency module not exceeding FM(q). But, first, we need a few lemmas. The quantity inside the limit is almost periodic in x by Theorems 2.5, 2.8 and Lemma 3.2 and the above limit is uniform, for 9\{z} < X < X0 by (1.7) and the fact that (see [S.B] ), for any p < An, k(t,x,y) = o(«?_^') as t -, oo, uniformly in (x, y).
The rest of the theorem is then a corollary of Lemma 3.3. Because, by (3.1) Gm(x, x ; z) is jointly uniformly continuous if 9l{z} < A < An and, if we take D to be any simply connected domain such that D is compact and lies inside the open upper (or lower) half plane, then Gm(x, x; z) is (jointly continuous and) bounded and z-analytic in D by (3.2). D Remarks, (a) If u £ Rd and u ^ 0, then a similar argument shows that Gm(x, x + u ; z) is almost periodic in x with frequencies in FM(q), for any w = l,2,..., as long as z is not in the spectrum of L. If m < d/2, we can not derive the boundedness of Gm(x, x + u; z) on Rd xD from (3.2), but we can use Theorem 3.1 instead.
(b) For ¿ = 1,2 or 3, using similar arguments we can show that the kernel G(x, y; z) -Gd(x, y; z) of (L -z)_1 -(-A/2 -z)_I (recall the remark following Theorem 3.1) is almost periodic in x, if y = x.
4. The complex rotation number and the integrated density of states
We start with an equation we derived in § 1, namely /•OO (1.11) k(t,x,x)= j e-ltdxe(x,x;X).
Jx0
Now, let C(T) be a cube in Rd with side T center at the origin and sides parallel to the axes (as in Theorem 2.2). We set (4.1) k(t,T) = -=j k(t,x,x)dx and e(T,X) = -j\ e(x,x;X)dx.
J JCVT) J JC(T)
Notice that e(T, A) is nondecreasing in A. If Tn { oo, then k(t, Tn) -> Mx[k(t, x, x)] because of Theorem 2.5. By Helly's extraction theorem, there is a subsequence of Tn for which e(Tn ; A) converges to some limit, say a(X).
Then, by ( 1.11 ) we must have where it is shown that it is continuous in X, it is an invariant quantity for all solutions of (L -X)u = 0 (it is the average number of rotations of the point (u(x), m'(x)) , as x runs through the real axis and this justifies its name) and, if X is not in a(L), then 2na(X) £ FM(q). Are there corresponding properties in the multidimensional easel Now, we consider the operator LT = L acting on L2[C(T)] with zero boundary conditions and let kT(t, x, y) and eT(x, y; X) be the kernels of e~tlT and Ej respectively. In §1, formula (1.13), we say that (4.4) kT(t, x,y) î k(t, x, y), ast^oo, which implies (4.5) kT(t,T)<k(t,T),
where we have used the notation of (4.1). On the other hand, if or is the exit time of C(T), then, given e > 0, we can choose T large enough to assure that
Px{oT <t\B, = x} <e, ifx£C(T-Vf), which implies that, if t > 0 is fixed and if x £ C(T -yfT), then (by using the probabilistic expressions of the kernels)
Since e is arbitrary, the above inequality together with (4.5) imply the following result. The above imply that we can define wm(z) modulo a polynomial, even if m < d/2 because, for 1 < m < d/2, we can just set (in the spirit of (4.10)) (4.11) wm(z) = m wm+x(z)dz and, for m = 0, we can simply define (4.12) w(z) = w0(z) = wx(z)dz.
We could call w(z) the complex rotation number. In the one-dimensional case, this is the same w(z) that appears in [J-M] , where it is shown that it has some interesting properties, namely The extension of (4.14) to higher dimensions (d = 1 is included) is given by the following theorem. is true for all p in AP(Rd).
We need first the following lemma which reminds one of the Tonëlli-Fubini theorem. (of course a(X) = 0, if A < 0) and
modulo a polynomial of degree at most d/2. Thus, (4.13) is satisfied in the case «7 = 0, assuming ln(-l) = -ni. 2. Let q\,q2 £ AP(RX) having rotation numbers ax(X) and a2(X) respectively. Without loss of generality, we can assume that the corresponding spectra are nonnegative. Now, we form the two-dimensional potential q(x, y) = <7i(x) -I-q2(y). This is a separable case and the corresponding to a is given by the convolution a(X) = / ax(X-p)da2(p).
Jo

Appendix
Here we give the proof of (1.11). Without loss of generality we assume that An = 0.
Theorem. Let the notation be as in § 1. 77?.?« /»OO (A.1) k(t,x,y) = t e-Xle(x,y;X)dX.
Jo (This implies (1.11) immediately, since e(x,x;X) is nondecreasing in X.) Proof. Let t = t + is , with t > 0. Then, e~xX satisfies (1.10), so the operator e~xL has a kernel, which we denote by k(x, x, y). This kernel is jointly continuous in x, y and t and analytic in t , because f(X) = -Xe~xX = (d/dx)e~xl satisfies (1.10) too. Furthermore, if t > to > 0, k(z, x, y) is bounded uniformly in (t , x, y), since \k(x,x,y)\ < \\e-xL\\Ux < \\e-^%>00\\eisLh,2\\e-^Lh,2 = lk-('/2)¿ll2,oolk-(,/2)Llli,2.
Therefore, the kernel ,a« ,, eXh f°° k(tx + is,x,y) iks , ,, " . _ ,. a(x, y ; X) = -/ v ' ' ' ' elXs ds, (tx > 0 is fixed) 2n y_00 (tx + isy is jointly continuous in x, y and A, uniformly bounded, if A is bounded above and supx y \a(x, y ; A)| = 0(eÀt' ), as A -, oo (observe that tx > 0 is arbitrary).
For each A, the integral operator with kernel a(x, y;X) is in f?(LP, Cb), 1 < p < oo, because e~rL belongs to all these classes. We also have (by Integral Transform Theory-see for example [W] ) that, for all t> tx and therefore for all t > 0, since tx > 0 is arbitrary, (A.2) k(t,x,y) = f°° e_xt^xy. A)dL t J-oo
Next we notice that the operator /X /»A En dp = / E^ dp Comparing this with (A.2), we get (by the properties of a(x, y ; A) and Ax mentioned above and the uniqueness for bilateral Laplace transforms-see [W] ) that a(x, y ; X) is the kernel of Ax. Thus a(x,y;X)= / e(x,y;p)dp, Jo which, together with (A.2) implies (A.l). D Remark. We can construct k(x, x,y) using formulas similar to (1.3) and procedures analog to the ones of Theorem 2.8. This construction implies that, if q £ AP(Rd), k(x, x, x + u) is almost periodic in x, for all u £ Rd , with frequencies in FM(q), and uniformly continuous on K x Rd x Rd , where K is a compact subset of the right half plane. Then, using the arguments of §3, we can obtain that a(x, x + u ; A), as defined in the above proof, is almost periodic in x too.
