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Metropolis Algorithm
Metropolis algorithm is the fundamental to MCMC development.
Assume that the target distribution is known up to a normalizing constant. We would like to construct a chain with π as its stationary distribution.
As in ARM, we take a proposal distribution q(x, y) = q(y|x), where the proposal for a new value of a chain is y, given that the chain is at value x.
Thus q defines transition kernel Q(A, x) = A q(y|x)dx which is the probability of transition to some y ∈ A.
Detailed Balance Equation. A Markov Chain with transition density q(x, y) = q(y|x) satisfies detailed balance equation if there exists a distribution f such that q(y|x)f (x) = q(x|y)f (y).
(
The distribution f is stationary (invariant) and the chain is reversible. Indeed, if (1) holds, q(x|y)f (y)dy = q(y|x)f (x)dy = f (x) q(y|x)dy = f (x), which is the definition of invariant distribution.
For a given target distribution π, the proposal q is admissible if supp π(x) ⊂ ∪ x supp q(·|x).
Metropolis-Hastings Algorithm is universal. One can select an arbitrary proposal distribution that is admissible. Of course such arbitrary distribution/kernel cannot be expected to satisfy the detailed balance equation (1) for the target distribution π, i.e,
q(y|x)π(x) = q(x|y)π(y).

Suppose (wlog) q(y|x)π(x) > q(x|y)π(y).
Then there is a factor ρ(x, y) ≤ 1 such that the above inequality is balanced,
By solving with respect to ρ(x, y) one obtains,
where a∧b denotes min{a, b}. What is the transition kernel corresponding to modified equation?
Metropolis-Hastings Algorithm.
Assume that target distribution π is known up to the normalizing constant. This may be the case of posteriors which are always known up to the proportionality constant as products of the likelihood and a prior.
STEP 1 Start with arbitrary x 0 from the support of target distribution. STEP 2 At stage n, generate proposal y from q(y|x n ).
STEP 3
Take x n+1 = y with probability ρ(x n , y) = q(xn|y)π(y) q(y|x n )π(x n ) ∧ 1. Otherwise, take x n+1 = x n . This random acceptance is done by generating a uniform on (0,1) random variable U and accepting the proposal y if U ≤ ρ(x n , y). STEP 4 Increase n and return to STEP 2.
Some Common Choices for q.
If q(x|y) = q(y|x), i.e. if the kernel is symmetric, the acceptance ratio ρ(x, y) simplifies to
since the proposal kernels from the numerator and denominator cancel. If in addition q depends on (x, y) via |y − x|, i.e., q(x, y) = q * (|y − x|), for some distribution q * , the algorithm is called the Metropolis random walk. A symmetric kernel is the original proposal from Metropolis et al. (1953) . If the proposal q(x, y) does not depend on x, i.e.,
the algorithm is called theindependence Metropolis. It is similar to the aceptance/rejection method (ARM) but unlike the ARM, every step produces a realization from the target distribution. That realization may be repeated many times which is the case when proposal is not accepted and current state is repeatedly taken to be the new state.
Examples
[From Johnson and Albert (1999)] A small company improved a product and wants to infer about the proportion of potential customers who will buy the product if the new product is preferred to the old one. The company is certain that this proportion will exceed 0. The proposal distribution is normal N (θ n , s 2 ), where θ n is current state of the chain and s 2 is to be specified.
Here is matlab program illustrating the sampling (albertmc1.m at the course web page).
%---------nn = 40000; % nn=number of metropolis iterations s=10; % s = std of normal proposal density burn=2000; % burn = burnin amount Weibull Example. The Weibull distribution is used extensively in reliability, queueing theory, and many other engineering applications, partly for its ability to describe different hazard rate behavior and partly for historic reasons. The Weibull distribution parameterized by α -the shape or slope, and η −1/α -the scale,
is not a member of the exponential family of distributions and explicit posteriors for α and η are impossible. Values alpha prop and eta prop are proposals from independent exponential distributions with means alpha and eta. "Burn in" 5000 out of 10000 simulations (usually 100-500 is enough) to make sure that there is no influence of the initial values for α and η, and plot the histograms of their posterior distributions.
figure(1) subplot(1,2,1) hist(alphas(5000:end),100) subplot(1,2,2) hist(etas(5000:end),100) Finally, report the mean and variance of alphas and etas. These are desired Bayes estimators with their posterior precisions.
Gibbs Sampler
The Gibbs sampler, introduced in [11] , is a special case of A Single Component Metropolis algorithm. Define X = (X 1 , X 2 , . . . , X p ). Each step of the algorithm will consist of p coordinatewise updates.
Define
is the update at step n, where first i − 1 coordinates are updated to their values at step n + 1 and the coordinates at positions i + 1, i + 2, . . . , p are not updated and still are at step n. 
Accept the candidate Y i with probability
be the full conditional. The Gibbs sampler is a single step Metropolis
Obviously, at each step n, ρ( 
Above, we have assumed a fixed updating order. This may not always be the case, since it is possible to generalize the Gibbs Sampler in a number of ways. It is possible to assume the random updating order, i.e. pick the block to update randomly. It is also possible to update only one block per iteration and to choose the block to update with some preassigned probability, see Gilks et al. [16] for discussion.
Finding the Full Conditionals
The full conditionals, needed for implementation of the Gibbs sampler are conceptually easy to find. From the joint distribution of all variables, only expressions that contain the particular variable are entering to the conditional distribution. The difficulty is (as always) in finding normalizing constants.
Suppose θ = (θ s , θ −s ) and we are interested in the full conditional for θ s . The full conditional is
Example. A popular simple model to illustrate Gibbs sampler and finding the full conditionals the following [Gilks (from [12] ), Chapter 5, page 76.]
The joint distribution is
To find the full conditional for µ we select the terms from f (y, µ, τ ) that contain µ and normalize. Indeed,
Thus,
which is unnurmalized gamma Gamma(2 + n/2, 1 + [2] ) and is shown in Table 1 . The data involves counting the number of beetles killed after five hours of exposure to various concentrations of gaseous carbon disulphide (CS 2 ). The analysis concerns estimating the proportion r i /n i of beetles that are killed by the gas.
Consider the model
where m 1 > 0, and w i is a covariate (dose), and Bliss (1935) . Batches of adult beetles were exposed to gaseous carbon disulphide for five hours.
The priors are
The joint posterior π(µ, σ 2 , m 1 |y) is proportional to
The transformation θ = (θ 1 , θ 2 , θ 3 ) = (µ, 2. Contingency Table. See the matlab file albertmc2.m on the Bayes page. Figure 5 depicts the output. 
