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Abstract—In this paper, the problem of clock synchronization
is analyzed based on the two-way message exchange mechanism.
In order to estimate the clock offset and the clock skew with
unknown fixed delay, the maximum likelihood estimator (MLE)
and a low-complexity estimator are proposed. Furthermore, their
corresponding performance limits and complexities are analyzed.
It is found that the MLE achieves the best performance with the
price of high complexity, while the newly proposed estimator
achieves the same performance as the MLE with low complexity.
I. INTRODUCTION
Wireless Sensor Network (WSN) was emerged as an im-
portant research area in recent years. With its feasibility keep
growing rapidly, WSNs have been regarded as fundamental
infrastructures for future ubiquitous communications due to
a variety of promising potential applications: monitoring the
health status of human and environment, control and instru-
mentation of industrial machines and home appliances, etc. [1]
[2]. Most of these applications require collaborative execution
of a distributed task amongst a large set of synchronized
sensor nodes. Furthermore, data fusion, power management
and transmission scheduling require all the nodes running
on a common time frame. However, every individual sensor
in a WSN has its own clock. Different clocks will drift
from each other with time due to many factors, such as
imperfection of the oscillators and the environmental changes.
This makes clock synchronization between different nodes an
indispensable piece of infrastructure.
Clock synchronization is not an easy task in practice due
to several unique properties of WSN. The first and most im-
portant one is the limited power supply in the low-end sensor
nodes. In some cases, sensor nodes are even not rechargeable.
To save power, each synchronization procedure should be
simple and the frequency of re-synchronization should be low.
This fact makes simplicity and accuracy the primary concerns
of clock synchronization algorithms for WSNs.
The second challenge of clock synchronization in WSN is
the unknown message delays in physical and MAC layers.
Kopetz and Ochsenreiter [7] for the first time analyzed the
process of message delay and decompose the unknown delay
into several components: send time, access time, transmission
time, propagation time, reception time and receive time. These
delay components can be grouped into two portions: the fixed
delay and the random delay. For the fixed delay part, if it is not
modeled explicitly, it will be treated as a part of time offset,
thus lowering the accuracy of timing parameter estimation.
To deal effectively with the clock synchronization of WSNs,
a lot of synchronization protocols have been designed in the
past few years. Timing-sync Protocol for Sensor Networks
(TPSN) [3] is one of the most widely-used protocols. TPSN is
based on the classical two-way message exchange mechanism
and corrects the clock offset between two nodes. Unfortu-
nately, the clock skew is not estimated in TPSN, resulting in
frequent re-synchronization. Therefore, Noh et al. [9] general-
ized TPSN to jointly estimate the clock offset and skew, based
on an assumption that the fixed delay was known. However, the
fixed delay is usually unknown in practice. Although another
maximum likelihood-like estimator (GMLLE) that does not
require the fixed delay was also derived in [9], the performance
of this estimator is not satisfactory.
In this paper, we further generalize TPSN and propose two
estimators for joint estimation of the clock offset, clock skew
and the fixed delay. One is the maximum likelihood estimator
(MLE) whose performance is optimal but complexity is high.
The other is a newly proposed estimator whose complexity is
low, while can still achieve the same performance as MLE.
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Fig. 1. Two-way time-stamps exchange between two nodes S and P .
II. SYSTEM MODEL
We consider the synchronization between a parent node P
and its child node S based on a two-way timing message
exchange mechanism as shown in Fig. 1. In the ith round
of message exchange, node S sends a request message for
clock synchronization to node P at T1,i. Node P records
its time T2,i at the reception of that message, and replies
to node S with a message which contains T2,i and the
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transmission time T3,i. Then node S records the reception
time of node P ’s reply message as T4,i. Note that T1,i and
T4,i are the time stamps recorded by the clock of node S,
while T2,i and T3,i are recorded by that of node P . After N
rounds of message exchange, node S obtains a set of time
stamps {T1,i, T2,i, T3,i, T4,i}Ni=1. The above procedure can be
modeled as [9]
T2,i = β1 × T1,i + β0 + β1 × (d + Xi) , (1)
T3,i = β1 × T4,i + β0 − β1 × (d + Yi) , (2)
where β0 and β1 represents the clock offset and clock skew,
respectively, of node S with respect to node P ; d stands for
the fixed portion of message delay from one node to another,
which includes the transmission time, propagation time and
reception time [3]. Xi and Yi are variable portions of the
message delay, comprising the send time, access time and
receive time [3]. It is reasonable to assume Xi and Yi to be
independent and identical distributed (i.i.d.) Gaussian random
variables since they are due to numerous independent random
processes, and this assumption was experimentally verified
in [4]. The goal is to estimate clock offset β0 and clock
skew β1 based on the observation of a set of time-stamps
{T1,i, T2,i, T3,i, T4,i}Ni=1.
If d is known, it’s easy to rewrite the system model (1)
and (2) in the standard linear form. Then β1 and β0 can be
easily estimated [8]. Noh et al. [9] make such assumption and
derive the maximum likelihood estimator for joint estimation
of clock offset β0 and clock skew β1. Unfortunately, in most
cases, the value of d will be unknown and even a parameter
that needs to be estimated, such as in the context of node
localization. Therefore, efficient method for estimating β1 and
β0 with unknown delay d is of great interest.
In the following, we first present the MLE for joint es-
timation of clock skew β1, clock offset β0 and fixed delay
d. The MLE represents the optimal solution and provides
a performance benchmark. However, it is computationally
expensive because of the calculation of the fixed delay, and
may not be applicable for the low-end terminals in WSNs.
Thus, a low-complexity estimator is then proposed in Section
IV, and this estimator is shown having the same performance
as MLE while its complexity is very low.
III. MAXIMUM LIKELIHOOD ESTIMATOR
A. MLE
Based on the system model (1) and (2), we will derive the
MLE for the joint estimation of clock offset β0, clock skew
β1 and fixed delay d. Rewrite (1) and (2) as
1
β1
· T2,i = T1,i + β0
β1
+ d + Xi (3)
1
β1
· T3,i = T4,i + β0
β1
− d− Yi . (4)
Defining θ1 = 1/β1 and θ0 = β0/β1, and stacking all the
time-stamps in matrix form, the model becomes⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
T1,1
.
.
.
T1,N
−T4,1
.
.
.
−T4,N
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
︸ ︷︷ ︸

=Ta
+d · 1 =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
T2,1 −1
.
.
.
.
.
.
T2,N −1
−T3,1 1
.
.
.
.
.
.
−T3,N 1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
︸ ︷︷ ︸

=Tp
[
θ1
θ0
]
︸︷︷︸

=Θ
−
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
X1
.
.
.
XN
Y1
.
.
.
YN
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
︸ ︷︷ ︸

=Z
, (5)
where 1 = [1, · · · , 1]T with dimension 2N × 1.
Since i.i.d. random delays Xi and Yi follow Gaussian dis-
tribution (i.e., Xi ∼ N (0, σ2), Yi ∼ N (0, σ2)), the probability
density function (PDF) can be written as
ln f(Ta,Tp;Θ, d) = ln
N
2πσ2
− ‖ Ta + d1−TpΘ ‖
2
2σ2
. (6)
For a fixed d, the MLE of Θ is [8]
Θˆ(d) = (THp Tp)
−1THp (Ta + d1) . (7)
Plugging (7) into (6), and ignoring some irrelevant con-
stants, we arrive at the compressed likelihood function with
only one parameter d. Denote P = I2N −Tp(THp Tp)−1THp ,
and note that PHP = P, the likelihood function is given by
Λ(d) =‖ P(Ta + d1) ‖2 . (8)
Taking derivative over the likelihood function (8) with respect
to d, and setting the result to be zero, it can be shown that the
estimator for d is
dˆ = −1
2
· 1
HPTa + THa P1
1HP1
. (9)
Putting the estimated dˆ back into (7), we finally get the
estimator of β1 and β0 as βˆ1 = 1/[Θˆ(dˆ)]1 and βˆ0 =
[Θˆ(dˆ)]2/[Θˆ(dˆ)]1, where [v]i denotes ith element of vector v.
B. Cramer-Rao Lower Bound
Noh et al. [9] presented the CRLB for joint estimation
of clock skew β1 and clock offset β0 under the assumption
that the fixed delay d was known. When the fixed delay is
included as a parameter, we need to re-derive the CRLB for
each parameter in the joint estimation.
The PDF in (6) can be rewritten as
ln f({T1,i, T2,i, T3,i, T4,i}Ni=1;β1, β0, d) = ln
N
2πσ2
− 1
2σ2
·
N∑
i=1
[(
T2,i
β1
− T1,i − β0β1 − d
)2
+
(
T4,i − T3,iβ1 +
β0
β1
− d
)2]
.
Then the Fisher Information Matrix is given by
FIM(β1, β0, d) =
⎡
⎢⎢⎣
−E∂2 ln f
∂β21
−E ∂2 ln f∂β1∂β0 −E
∂2 ln f
∂β1∂d
−E∂2 ln f
∂β20
−E ∂2 ln f∂β0∂β1 −E
∂2 ln f
∂β0∂d
−E∂2 ln f∂d2 −E∂
2 ln f
∂d∂β1
−E∂2 ln f∂d∂β0
⎤
⎥⎥⎦
=
1
σ2
⎡
⎣A B CB 2N
β21
0
C 0 2N
⎤
⎦ , (10)
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where A = 1
β41
∑N
i=1
[
β21(T1,i + d)
2 + β21σ
2 + (T3,i − β0)2
]
,
B

= 1
β31
∑N
i=1 [β1(T1,i + d) + (T3,i − β0)] and C

=
1
β21
∑N
i=1 [β1(T1,i + d)− (T3,i − β0)]. By inverting the matrix
(10), it can be shown that the CRLB for each parameter is
CRLB(β1) =
2Nσ2
2NA− β21B2 − C2
, (11)
CRLB(β0) =
σ2β21(2NA− C2)
2N(2NA− β21B2 − C2)
, (12)
CRLB(d) =
σ2(2NA− β21B2)
2N(2NA− β21B2 − C2)
. (13)
Remark 1: In the two-way message exchange mechanism,
the synchronizing node S initiates the exchange process and
decides how many rounds are needed. In each round, node
S decides the time T1,i to send the request message and
node P decides the time T3,i to reply when it receives the
request message. Thus in each round, the values of time
stamp T1,i and T3,i are controlled by the two nodes separately
and should be seen as the system input, while T2,i and T4,i
as the corresponding outputs. Once the inputs and statistics
of the random delay are fixed, the CRLB should be fixed
and independent of the system outputs. Therefore, the CRLB
derived above depends only on the time stamps {T1,i, T3,i}Ni=1
and the random delay variance. However, the CRLB derived in
[9] was based on all the time stamps {T1,i, T2,i, T3,i, T4,i}Ni=1,
and that CRLB may change according to different realizations
of {T2,i, T4,i}Ni=1.
IV. PROPOSED LOW COMPLEXITY ESTIMATOR
A. Proposed estimator
In the previous section, the MLE for joint estimation of the
clock offset, clock skew and the fixed delay is derived. The
performance of the MLE is good but its complexity is high. In
the following, a low complexity estimator that has the same
performance as the MLE is derived.
Rewriting the original model by adding (1) to (2), the
modified model is given by
T2,i + T3,i = β1 × (T1,i + T4,i) + 2β0 + β1 × (Xi − Yi) .
Dividing the above equation by β1, and stacking all the time-
stamps in matrix form, the model becomes⎡
⎢⎣ T1,1 + T4,1..
.
T1,N + T4,N
⎤
⎥⎦
︸ ︷︷ ︸

=U
=
⎡
⎢⎣ T2,1 + T3,1 −2..
.
T2,N + T3,N −2
⎤
⎥⎦
︸ ︷︷ ︸

=G
[
θ1
θ0
]
+
⎡
⎢⎣ Y1 −X1..
.
YN −XN
⎤
⎥⎦
︸ ︷︷ ︸

=Z
.
(14)
Since the i.i.d. random delay Xi and Yi follow Gaussian
distribution with variance σ2, Zi

= (Yi − Xi) ∼ N (0, 2σ2).
The MLE for Θ is
Θˆ = (GHG)−1GHU . (15)
The estimator for β1 and β0 are then given by βˆ1 = 1/[Θˆ]1
and βˆ0 = [Θˆ]2/[Θˆ]1.
In order to estimate d, the estimated clock skew and clock
offset are plugged into the original model (1) and (2),
T2,i − βˆ1 × T1,i − βˆ0 = βˆ1(d + Xi) , (16)
T3,i − βˆ1 × T4,i − βˆ0 = −βˆ1(d + Yi) . (17)
Subtract (17) from (16), and after some simple manipulations,
we have
1
βˆ1
[(T2,i − T3,i)− βˆ1(T1,i − T4,i)] = 2d + (Xi + Yi) .
Since Xi and Yi are i.i.d. Gaussian random variables with
variance σ2, (Xi + Yi) ∼ N (0, 2σ2). The MLE for delay d
can be easily shown to be [8]
dˆ =
1
2N
[
1
βˆ1
N∑
i=1
(T2,i − T3,i)−
N∑
i=1
(T1,i − T4,i)
]
.
Remark 2: Although the fixed delay is a useful parameter in
some cases, it is a nuisance parameter if only the clock syn-
chronization is considered. By using the proposed estimator,
the calculation of d can be skipped if only β1 and β0 are of
interest.
B. Performance bound for the proposed estimator
Strictly speaking, for a set of data generated from a specific
system model, there should be a unique and lowest perfor-
mance bound for any estimator dealing with these data. The
CRLB given in Section III-B is such kind of lowest bound.
However, if the data is manipulated in the process of estima-
tion such that the system model for estimation is changed, we
need to know whether the manipulation causes deterioration
in the performance limit. Therefore, a performance bound for
the proposed estimator is needed.
From the model U = GΘ + Z in (14), the PDF of U is
ln f(U;Θ) = −N2 ln(2πσ2) − 12σ2 ‖ U −GΘ ‖2. Then the
Fisher information matrix can be derived as [8]
FIM(β1, β0) =
1
2σ2
[
D 2B
2B 4N
β21
]
, (18)
where D = 1
β21
∑N
i=1
{[
(T1,i + d) + 1β1 (T3,i − β0)
]2
+ 3σ2
}
.
Inverting this 2 × 2 matrix, the performance bounds for the
clock skew β1 and the clock offset β0 can be found as
PBp(β1) =
2σ2N
ND − β21B2
, (19)
PBp(β0) =
σ2β21D
2ND − 2β21B2
. (20)
V. PERFORMANCE BOUNDS COMPARISON
To compare the performance bound PBp(β1) of the modi-
fied system with CRLB(β1), the difference of the denomina-
tors of (11) with (19) is first computed. After some manipu-
lation, it can be shown that
2NA−C2−ND = N
2
β21
⎡
⎣ 1
N
N∑
i=1
V 2i −
(
1
N
N∑
i=1
Vi
)2
− σ2
⎤
⎦
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TABLE I
COMPLEXITY COMPARISON
Estimator parameter number of +/- number of × number of ÷
β0(d) 20N − 4 16N + 7 0
MLE β1(d) 20N − 4 16N + 6 1
d 8N3 + 19N2 + 14N − 6 8N3 + 11N2 + 15N + 6 3
β0 7N − 5 5N + 3 1
Proposed Estimator β1 7N − 3 2N + 4 1
d(β1) 4N − 1 2 1
where Vi = (T1,i + d) − 1β1 (T3,i − β0). Without loss of
generality, suppose T1,i = iH and T3,i = iK, where H and K
are the gap between neighboring time stamps in T1,i and T3,i,
respectively. Then, the normalized difference between (11) and
(19) can be calculated as
PBp(β1)− CRLB(β1)
CRLB(β1)
=
(
H − Kβ1
)2
− 12σ2N2−1(
H + Kβ1
)2
+ 36σ2N2−1
<
(
H − Kβ1
)2
(
H + Kβ1
)2 . (21)
Since H and K are usually of similar values to keep the
two-way message exchange in order, and the clock skew is
generally close to 1, the normalized difference will be a very
small constant. For example, suppose H = 25, K = 30
and N = 6 (the other parameters are the same as in the
simulation section), the normalize difference is approximately
0.0078. Thus, the proposed estimator for clock skew β1 has
almost the same performance limit as MLE. Simulation results
shown in Section VII further verify that the performance bound
PBp(β1) of the proposed estimator is indistinguishable from
the CRLB(β1).
Similarly, the normalized difference between (12) and (20)
is calculated as (shown in the Appendix)
PBp(β0)− CRLB(β0)
CRLB(β0)
<
15(N + 1)2
(N2 − 1) + (4N2 + 6N + 2) ·
(
H+ Kβ1
)2
(
H− Kβ1
)2
≈ 15
1 + 4 ·
(
H+ Kβ1
)2
(
H− Kβ1
)2
. (22)
With the same reason stated above, the normalized differ-
ence between PBp(β0) and CRLB(β0) will be a very small
constant. Using the same parameter setting as above, the
normalized difference is approximately 0.0064. Thus we can
conclude that the proposed estimator for clock offset β0 has
almost the same performance limit as MLE, and this is further
verified by the simulation results.
VI. COMPLEXITY COMPARISON
To compare the complexity of the two estimators, their
number of operations are shown in Table I. The symbol L(Q)
has been used to indicate that the calculation of parameter L
depends on the pre-calculated parameter Q. As shown in Table
I, for MLE, estimation of β0 and β1 depends on the estimated
d, while the calculation of dˆ takes large number of operations.
Thus the MLE for estimation of β0 and β1 is computational
expensive. On the other hand, the proposed estimator has much
lower complexity.
VII. SIMULATION RESULTS
As mentioned in the introduction, Noh et al. proposed
an estimator named GMLLE in [9], and it can be writ-
ten as βˆ1 = [(T2,N − T2,1)2 + (T3,N − T3,1)2]/[(T1,N −
T1,1)(T2,N − T2,1) + (T3,N − T3,1)(T4,N − T4,1)] and βˆ0 =
1
2N
∑N
i=1
[
(T2,i + T3,i)− βˆ1(T1,i + T4,i)
]
. Here, simulations
are carried out to compare the performances of the three
estimators (MLE, the proposed estimator and GMLLE). The
parameters used in the simulation are d ∈ (0, 10], β1 ∈
[0.9, 1.1] and β0 ∈ [−10, 10]. In each simulation run, d,
β1 and β0 are uniformly drawn from their respective range.
10000 simulation runs were performed to obtain the average
performance of each point in the figures.
Fig. 2 shows the mean squared error (MSE) for estima-
tion of the clock offset β0. As shown in the figure, the
proposed estimator achieve the best performance as MLE
and its performance bound overlaps with CRLB, while the
performance of GMLLE degraded with respect to the CRLB.
Fig. 3 shows MSE for estimation of the clock skew β1. The
same conclusions as in Fig. 2 can be drawn.
VIII. CONCLUSIONS
Clock synchronization for WSN in the presence of Gaussian
delay was discussed based on the two-way message exchange
mechanism. The MLE for joint estimation of clock skew, clock
offset and fixed delay was first derived. The MLE achieves
good performance but its complexity is high. Then a novel and
low-complexity estimator was proposed that achieves the same
performance as the MLE, while its complexity is very low. The
proposed estimator was also compared with the GMLLE in [9].
It was found that the proposed estimator performs much better
than GMLLE. Therefore, among the three estimators (MLE,
the proposed estimator, and GMLLE), the proposed estimator
represents the most efficient clock synchronization algorithm
for WSNs.
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APPENDIX
PROOF OF (22)
From (12) and (20), it can be shown that
PBp(β0)− CRLB(β0)
CRLB(β0)
=
[(
H− Kβ1
)2
(N2−1)−12σ2
]
·β21B2[(
H+ Kβ1
)2
(N2−1)+36σ2
]{
ND+ N
2
12β21
[(
H− Kβ1
)2
(N2−1)−σ2
]} .
Since ND = N
2
β21
[
1
6 (2N
2 + 3N + 1)
(
H + Kβ1
)2
+ 3σ2 +
]
and β21B2 = N
2
β21
[
1
4 (N + 1)
2
(
H + Kβ1
)2
+
]
, where
 = (N + 1)
(
H + Kβ1
)
+
(
d− β0β1
)2
is a positive term
smaller than (N + 1)2
(
H + Kβ1
)2
, we have
ND >
N2
β21
[
1
6
(2N2 + 3N + 1)
(
H +
K
β1
)2
+ 3σ2
]
,
β21B
2 <
N2
β21
· 5
4
(N + 1)2
(
H +
K
β1
)2
.
Therefore, the normalized difference between PBp(β0) and
CRLB(β0) can be shown to satisfy that following inequality
PBp(β0)− CRLB(β0)
CRLB(β0)
<
15(N + 1)2
(
H − Kβ1
)2
(N2 − 1)
(
H − Kβ1
)2
+ (4N2 + 6N + 2)
(
H + Kβ1
)2 .
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