Let K be an ordinary differential field with derivation ∂. Let P be a system of n linear differential polynomial parametric equations in n − 1 differential parameters with implicit ideal ID. Given a nonzero linear differential polynomial A in ID we give necessary and sufficient conditions on A for P to be n − 1 dimensional. We prove the existence of a linear perturbation P φ of P so that the linear complete differential resultant ∂CRes φ associated to P φ is nonzero. A nonzero linear differential polynomial in ID is obtained from the lowest degree term of ∂CRes φ and used to provide an implicitization algorithm for P.
Introduction
The use of algebraic elimination techniques such as Groebner basis and multivariate resultants to obtain the implicit equation of a unirational algebraic variety is well known (see for instance [4] , [5] ). The development of similar techniques in the differential case is an active field of research. In [7] characteristic set methods were used to solve the differential implicitization problem for differential rational parametric equations and alternative methods are emerging to treat special cases. In [13] , linear complete differential resultants were used to compute the implicit equation of a set of linear differential polynomial parametric equations (linear DPPEs). As in the algebraic case differential resultants often vanish under specialization and we are left with no candidate to be the implicit equation. This reason prevented us from giving an algorithm for differential implicitization in [13] . Motivated by Canny's method in [2] and its generalizations in [6] and [10] in the present work we consider a linear perturbation of a given system of linear DPPEs and use linear complete differential resultants to give a candidate to be the implicit equation of the system. Given a system P(X, U) of n linear ordinary differential polynomial parametric equations x 1 = P 1 (U), . . . , x n = P n (U) in n − 1 differential parameters u 1 , . . . , u n−1 (we give a precise statement of the problem in Section 2) we give an algorithm to decide if the dimension of the implicit ideal ID of P is n − 1 and in the affirmative case provide the implicit equation of P.
The linear complete differential resultant ∂CRes(x 1 −P 1 (U), . . . , x n −P n (U)) is the algebraic resultant of Macaulay of a set of differential polynomials with L elements. It was defined in [13] as a generalization of Carra'Ferro's differential resultant [3] (in the linear case) in order to adjust the number L of differential polynomials to the order of derivation of the variables u 1 , . . . , u n in F i = x i − P i (U).
In this paper, we provide a perturbation P φ (X, U) of P(X, U) so that the linear differential polynomials F 1 − p φ 1 (U), . . . , F n − p φ n (U) have nonzero linear complete differential resultant ∂CRes φ (p) which is a polynomial depending on p. It will be shown that the coefficient of the lowest degree term of ∂CRes φ (p) is a nonzero linear differential polynomial that belongs to the implicit ideal ID of P(X, U). In fact, if ∂CRes φ (p) has a nonzero independent term it equals ∂CRes(F 1 , . . . , F n ) and as proved in [13] it gives the implicit equation of P(X, U).
The main result of this paper generalizes the result previously mentioned from [13] . Given a nonzero linear differential polynomial A in ID necessary and sufficient conditions on A are provided so that A(X) = 0 is the implicit equation of P(X, U). The higher order terms in the equations of P(X, U) and the rank of the coefficient matrix of the set of L polynomials used to construct the differential resultant ∂CRes(F 1 , . . . , F n ) play a significant role in this theory. The fact that we are dealing with linear differential polynomials will be also relevant, allowing us to treat then using differential operators.
The paper is organized as follows. In Section 2 we introduce the main notions and notation. Next we review the definition of the linear complete differential (homogeneous) resultant in Section 3. The main definitions regarding linear differential polynomials in ID are given in Section 4. The next section contains the main result of the paper, namely a characterization of ID in the n − 1 dimensional case is provided in Section 5. In Section 6 we give a perturbation P φ (X, U) of P(X, U) with nonzero differential resultant and use it to obtain a nonzero linear differential polynomial in ID candidate to provide the implicit equation. Finally in Section 7 we give the implicitization algorithm and examples.
Basic notions and notation
In this section, we introduce the basic notions related to the problem we deal with (as in [12] and [13] ), as well as notation and terminology used throughout the paper. For further concepts and results on differential algebra we refer to [8] and [9] .
Let K be an ordinary differential field with derivation ∂, ( e.g. Q(t), ∂ =
∂ ∂t
). Let X = {x 1 , . . . , x n } and U = {u 1 , . . . , u n−1 } be sets of differential indeterminates over K. Let N 0 = {0, 1, 2, . . . , n, . . .}. For k ∈ N 0 we denote by x ik the k-th derivative of x i , for x i0 we simply write x i . Given a set Y of differential indeterminates over K we denote by {Y } the set of derivatives of the elements of Y , {Y } = {∂ k y | y ∈ Y, k ∈ N 0 }, and by K{X} the ring of differential polynomials in the differential indeterminates x 1 , . . . , x n , that is
Analogously for K{U}.
As defined in [13] we consider the system of linear DPPEs
. .
where P 1 , . . . , P n ∈ K{U} with degree at most 1 and not all P i ∈ K, i = 1, . . . , n. There exists a i ∈ K and an homogeneous differential polynomial
Given P ∈ K{X ∪ U} and y ∈ X ∪ U, we denote by ord(P, y) the order of P in the variable y. If P does not have a term in y then we define ord(P, y) = −1. To ensure that the number of parameters is n − 1, we assume that for each j ∈ {1, . . . , n − 1} there exists i ∈ {1, . . . , n} such that ord(F i , u j ) ≥ 0.
The implicit ideal of the system (1) is the differential prime ideal ID = {f ∈ K{X} | f (P 1 (U), . . . , P n (U)) = 0}.
Given a characteristic set C of ID then n− | C | is the (differential) dimension of ID, by abuse of notation, we will also speak about the dimension of a DPPEs system meaning the dimension of its implicit ideal.
If dim(ID) = n − 1, then C = {A(X)} for some irreducible differential polynomial A ∈ K{X}. The polynomial A is called a characteristic polynomial of ID. The implicit equation of a (n − 1)-dimensional system of DPPEs, in n differential indeterminates X = {x 1 , . . . , x n }, is defined as the equation A(X) = 0, where A is any characteristic polynomial of the implicit ideal ID of the system. Let K[∂] be the ring of differential operators with coefficients in K. If K is not a field of constants with respect to ∂,
, by applying the left division algorithm we obtain q, r ∈ K[∂], the left quotient and the left reminder of L and
Linear complete differential resultants
We review next the results on linear complete differential resultants from [13] that will be used in this paper.
Let D be a differential integral domain, and let f i ∈ D{U} be a linear ordinary differential polynomial of order o i , i = 1, . . . , n. For each j ∈ {1, . . . , n−1} we define the positive integers
The linear complete differential resultant ∂CRes(f 1 , . . . , f n ) is the Macaulay's algebraic resultant of the differential polynomial set
We review next the matrices that will allow the use of determinants to compute ∂CRes(f 1 , . . . , f n ) and ∂CRes h (h 1 , . . . , h n ). The order u 1 < · · · < u n−1 induces an orderly ranking on U (i.e. and order on {U}) as follows (see [8] , page 75):
in the l(i, k)-th row, where the coefficients are written in decreasing order with respect to the orderly ranking on U. In this situation:
where the coefficients are written in decreasing order with respect to the orderly ranking on U. In this situation:
Throughout the remaining parts of the paper we will say differential ( homogeneous) resultant always meaning linear complete differential ( homogeneous) resultant.
Linear complete differential resultants from linear DPPEs
We highlight in this section some facts on differential resultants of the differential polynomials F i and H i obtained from a system of linear DPPEs as in Section 2.
Let γ = γ(F 1 , . . . , F n ) = γ(H 1 , . . . , H n ) and D = K{X}. Then ∂CRes(F 1 , . . . , F n ) and ∂CRes h (H 1 , . . . , H n ) are closely related as shown in [13] , Section 5. Since
) is a submatrix of M(L) obtained removing n specific rows and columns. This fact together with the identities below allowed to prove that (when N ≥ 1)
The next matrices will play an important role in the remaining parts of the paper.
• Let S be the n × (n − 1) matrix whose entry (i, j) is the coefficient of
. . , n}, j ∈ {1, . . . , n − 1}. We call S the leading matrix of P(X, U). For i ∈ {1, . . . n} let S i be the (n − 1) × (n − 1) matrix obtained by removing the i-th row of S.
•
by the last column we obtain
with b ik = ±1 according to the row index of
4 The implicit ideal ID Let P(X, U), F i , H i be as in Section 2. Let PS = PS(F 1 , . . . , F n ) and let ID be the implicit ideal of P(X, U). In this section, we review the computation of ID in terms of characteristic sets (see [7] and [13] ) and give some definitions related with linear differential polynomials in ID that will be important in the remaining parts of the paper.
To compute a characteristic set of [PS] we will use the reduced Groebner basis of (PS) with respect to lex monomial order induced by the ranking R ⋆ . We call G the Groebner basis associated to the system P(X, U). For that purpose we apply the algorithm given in [1] , Theorem 6, that we briefly include below for completion.
Given P ∈ K{X ∪ U}, the lead of P is the highest derivative present in P w.r.t. R ⋆ , we denote it by lead(P ). Given P, Q ∈ K{X ∪ U} we denote by prem(P, Q) the pseudo-remainder of P with respect to Q, [9] , page 7. Given a chain A = {A 1 , . . . , A t } of elements of K{X ∪ U} then prem(P, A) = prem(prem(P, A t ), {A 1 , . . . , A t−1 }) and prem(P, ∅) = P . 1. Compute the reduced Groebner basis G of (PS) with respect to lex monomial order induced by R ⋆ .
Assume that the elements of G are arranged in increasing order
We are dealing with a linear system of polynomials and computing a Groebner basis is equivalent to performing gaussian elimination. Some details on this computation were given in [13] and we include them below to be used further in this paper. Let M 2L be the L × (2L) matrix whose k-th row contains the coefficients, as a polynomial in
, of the (L − k + 1)-th polynomial in PS and where the coefficients are written in decreasing order w.r.t. R ⋆ .
The polynomials corresponding to the rows of the reduced echelon form E 2L of M 2L are the elements of the Groebner basis associated to P(X, U).
Lemma 4.2. The Groebner basis associated to the system P(X, U) is a set of linear differential polynomials
On linear differential polynomials in ID
The next definitions will play an important role throughout the paper. Given a nonzero linear differential polynomial B in [PS] there exist differential operators
1. We define the co-order of B in (PS) as the highest positive integer c(B)
such that ∂ c(B) B ∈ (PS). Observe that
2. For i ∈ {1, . . . , n} let α i be the coefficient of
We call (α 1 , . . . , α n ) the leading coefficients vector of B in (PS) and we denote it by l(B).
Let S be the leading matrix of the system P(X, U). Denote by S T the transpose matrix of S.
Remark 4.4. The i-th row of S equals l(F i (X, U)), i ∈ {1, . . . , n}. Given a nonzero linear B ∈ (P S), the i-th row of S also consists of the coefficients
We define the ID-content of B as the greatest common left divisor of F 1 , . . . , F n (we write gcld(F 1 , . . . , F n )). We denote it by IDcont(B).
There exist
3. If IDcont(B) ∈ K then we day that B is ID-primitive .
Proof. For i = 1, . . . n and j = 1, . . . n − 1, there exist differential operators
Therefore IDprim(B) ∈ K{X} which proofs the lemma.
5 Conditions for dim(ID) = n − 1
Let P(X, U), F i , H i be as in Section 2. Let PS = PS(F 1 , . . . , F n ) and let ID be the implicit ideal of P(X, U). Let S and M L−1 be the leading and principal matrices of P(X, U) respectively, as defined in Section 3.1. Let G be the Groebner basis associated to the system P(X, U), G 0 = G ∩ K{X} and denote by |G 0 | the number of elements of G 0 . By Lemma 5.3 the ideal (PS) ∩ K{X} = (G 0 ) is nonzero. Given a nonzero ID-primitive differential polynomial A in (PS) ∩ K{X} and co-order c(A) as defined in Section 4.1, in this section we provide necessary and sufficient conditions on S, M(L) and A for A(X) = 0 to be the implicit equation of P(X, U). Proof. The matrix M(L) is the n × n matrix whose n × (n − 1) principal submatrix is S and whose last column contains x i − a i in the i-th row, i = 1, . . . , n. Then for linear
Necessary conditions for
Equivalently {B 0 } is a characteristic set of ID.
We prove in the next theorem that one statement is true in general.
Theorem 5.2. Let P(X, U) be a system of linear DPPEs with implicit ideal ID and leading matrix S. If dim ID = n − 1 then rank(S) = n − 1.
Proof. For N = 0 the result was proved in Lemma 5.1. Let us suppose that
, of the (L h − k + 1)-th polynomial in PS and where the coefficients are written in decreasing order w.r.t.
Since rank(M 2L h ) = L h and the first L h columns of M 2L h correspond to the columns indexed by V h then there exists
Then A α ∈ (P S)∩K{X} has leading vector l(A α ) = α and co-order c(A α ) = 0. Since dim ID = n − 1 then A α ∈ ID = [A] for some differential polynomial A ∈ K{X} which is linear by Lemma 5.3. There exists
Given β ∈ Ker(S T ), 0 = β = α there exist A β ∈ ID = [A] with l(A β ) = β, c(A β ) = 0 and a nonzero c β ∈ K such that l(A β ) = c β l(A). Hence β = (c β /c α )α which proves that the dimension of Ker(S T ) is equal to 1. Equivalently, rank(S) = n − 1.
As expected, for N > 0 the next results show that we need some more requirements for dim(ID) = n − 1.
1. The number of elements of
For every nonzero linear
Proof. 
Sufficient conditions for dim(ID) = n − 1
Given a nonzero linear ID-primitive differential polynomial A in (PS) ∩ K{X} we give sufficient conditions for A to be a characteristic polynomial of ID. Lemma 5.6. Let G be the Groebner basis associated to the system P(X, U) with implicit ideal ID, G 0 = G ∩ K{X}. Let S be the principal matrix of P(X, U). Given a nonzero linear ID-primitive differential polynomial A in (G 0 ) with |G 0 | = c(A) + 1 the following statements hold. . Given B ∈ G\G 0 we will prove by induction on s that for s = 0, . . . , e B − 1 there exists C s ∈ (G 0 ) such that c(B − C s ) ≥ s + 1. Then B = C e B −1 .
There exists
. Now rank(S) = n − 1 which means that dim Ker(S T ) = 1 so there exists µ ∈ K such that β = µl(B c(A) ). Let C 0 = µB c(A) then c(B − C 0 ) ≥ 1. This proves the claim for s = 0.
Assuming the claim is true for s − 1, s ≥ 1 then there exists
Theorem 5.7. Let G be the Groebner basis associated to the system P(X, U) with implicit ideal ID, G 0 = G ∩ K{X}. Let S be the principal matrix of P(X, U). If rank(S) = n − 1, for every nonzero linear ID-primitive differential polynomial A in (G 0 ) with |G 0 | = c(A)+1 then A is a characteristic polynomial of ID. Let us suppose that c(A) > 0. For j ∈ {1, . . . , n − 1} let
We use Algorithm 4.1 to prove the result. Set A 0 = {B 0 } then by Lemma 5.6(1) we have prem(B i , For i = c(A) + 2 let us suppose that
Hence ord(B i−1 , u j i ) ≤ N − γ j i − γ − e i and by Lemma 5.6(2) there exists
Hence ord(B, u j i ) ≤ N −γ j i −γ −e B and by Lemma 5.6(2) there exists B ∈ (G 0 ) such that c(B − B) ≥ e B . Thus ∂ e B (B − B) ∈ (PS). Therefore
Corollary 5.8. Given a system P(X, U) of linear DPPEs with implicit ideal ID. Let S and M L−1 be the leading and principal matrices of P(X, U) respectively. The following statements are equivalent.
1. The dimension of ID is n − 1.
rank(S) = n−1 and there exists a nonzero linear ID-primitive
3. rank(S) = n − 1 and for every nonzero linear
In such situation A(X) = 0 is the implicit equation of P(X, U). 
Linear perturbations of P(X, U )
Let P(X, U), F i , H i be as in Section 2. Let p be a differential indeterminate over K such that ∂(p) = 0. Denote by K p = K p the differential field extension of K by p. A linear perturbation of the system P(X, U) is a new system
where the linear perturbation φ = (φ 1 (U), . . . , φ n (U)) is a family of linear differential polynomials in K{U}. For i = 1, . . . , n let (φ 1 (U) , . . . , φ n (U)) by
where
Let us suppose that N ≥ 1. We denote by M φ (L h ) the complete differential homogeneous resultant matrix for the set of linear differential polynomials
As expected, the linear perturbation that makes ∂CRes(F φ 1 , . . . , F φ n ) = 0 is not unique. Our proposal can be viewed as a generalization of the characteristic polynomial of a matrix to the linear differential case in the spirit of [2] . Namely,
φ be the leading matrix of P φ (X, U). For i ∈ {1, . . . n} let S φ i be the (n − 1) × (n − 1) matrix obtained by removing the i-th row of S φ .
Proposition 6.1. Given a system P(X, U) of linear DPPEs and the perturbation φ defined by (4). The following statements hold.
1. The determinant of S φ n is nonzero and it has degree n − 1 in p.
2. If N ≥ 1 then the linear complete homogeneous differential resultant
of degree L h and not identically zero.
Proof.
1. Observe that S φ n has p's in the main diagonal.
We will prove that det(M φ ) = 0 and therefore the degree of det(
In each row and column of M φ there is at least one nonzero entry and at most two. Also, if a column has two nonzero entries at least one of them is the only nonzero entry of its row. Therefore we can reorganize the rows of M φ to get a matrix N which has ones in the main diagonal and in every row at most one nonzero entry not in the main diagonal. Namely the i-th row of N is either the only row of M φ with a nonzero entry in the i-th column or the row of M φ with its only nonzero entry in the i-th column. Thus N is a product of elementary matrices and so it has nonzero determinant.
Theorem 6.2. Given a system P(X, U) of linear DPPEs there exists a linear perturbation φ such that the differential resultant ∂CRes(F
Proof. Let φ be the perturbation defined by (4) then det(S φ n ) = 0 by Proposition 6.1. If N = 0 the result follows from
. . , H φ n ) = 0 by Proposition 6.1. This is equivalent by [13] , Theorem 18(2) to ∂CRes(F 1. There exists a linear differential polynomial P in (PS φ ) ∩ K p {X} with coefficients in K[p] and content in K such that α n = 0 where l(P ) = (α 1 , . . . , α n ).
2. There exists a ∈ N such that
Proof.
By Lemma 5.3 there exists a nonzero linear differential polynomial
There exists c ∈ K p such that P (X) = c∂ c(B) B(X) has coefficients in K[p] and content in K. Observe that co(P ) = 0. Since P ∈ K p {X} then ord(P, u j ) < N − γ j − γ and by Remark 4.4 it holds l(B) ∈ Ker((S φ ) T ). If α n = 0 then det(S φ n ) = 0 implies α i = 0, i = 1, . . . , n. This contradicts that c(P ) = 0 therefore α n = 0.
2. Equation (5) follows from [13] , Theorem 18(1). Since the content of
Remark 6.4. In the situation of the previous theorem and with the perturbation φ defined by (4) we can add the following remarks. For i = 1, . . . , n by formula
. By 1 and 2 in the previous theorem then
Let D φ be the lowest degree of p in ∂CRes(F 
In the remaining parts of this section we assume that ∂CRes(F φ 1 , . . . , F φ n ) = 0. Let PS = PS(F 1 , . . . , F n ) and let ID be the implicit ideal of P(X, U). We will use ∂CRes(F Proof. By [13] , Proposition 16 then ∂CRes(F
For each i ∈ {1, . . . , n} there exists
Let A φ be the ID-primitive part of A D φ . We call A φ the differential polynomial associated to P φ (X, U). We relate D φ with c(A φ ) and give conditions on D φ for A φ (X) = 0 to be the implicit equation of P(X, U).
Remark 6.6. Let P φ (X, U) and P ψ (X, U) be two different linear perturbations of P(X, U) with degrees D φ ≥ 0 and D ψ ≥ 0. Let A φ and A ψ be the associated differential polynomials. 2. If dim ID = n − 1 then A φ = γA ψ for some γ ∈ K.
Theorem 6.7. Let P φ (X, U) be a perturbed system of the system P(X, U) of degree D φ ≥ 0. Let G be the Groebner basis associated to P(X, U) and
then there exists an invertible matrix E ik of order L − 1 and entries in K such that the last L − 1 − r ik rows of E ik M x ik are zero. If we divide each one of the last
6. Compute A φ and c(A φ ).
The next examples were computed in Maple. The computation of differential resultants was carried out with our Maple implementation of the linear complete differential resultant, available at [11] .
Example 1
Let K = Q, ∂ = ∂ ∂t and consider the system P(X, U) of linear DPPEs providing the set of differential polynomials in K{x 1 , x 2 , x 3 }{u 1 , u 2 },
The set PS(F 1 , F 2 , F 3 ) contains L = 13 differential polynomials and γ = 0. The leading matrix S of P(X, U) has rank 2 and equals
We consider the perturbation φ = (φ 1 (U), φ 2 (U), φ 3 (U)) with
There exists a differential polynomial P (X) ∈ (PS)∩K{X} with coefficients in K[p] and content in K such that the determinant of the 13×13 matrix M φ (13) equals
Then D φ = 1 and the coefficient of p in ∂CRes(F
We conclude that the dimension of ID is n − 1 = 2 and its implicit equation A φ (X) = 0. If we consider the perturbation ψ = (ψ 1 (U), ψ 2 (U), ψ 3 (U)) with
There exists a differential polynomial P (X) ∈ (PS)∩K{X} with coefficients in K[p] and content in K such that the determinant of the 13 × 13 matrix M ψ (13) equals
Example 2
Let K = Q, ∂ = ∂ ∂t and consider the system P(X, U) of linear DPPEs providing the set of differential polynomials in K{x 1 , x 2 , x 3 , x 4 }{u 1 , u 2 , u 3 },
The set PS(F 1 , F 2 , F 3 , F 4 ) contains L = 18 differential polynomials and γ = γ 1 = 1. The leading matrix S of P(X, U) has rank 3 and equals
There exists a differential polynomial P (X) ∈ (PS)∩K{X} with coefficients in K[p] and content in K such that the determinant of the 18 × 18 matrix M φ (18) equals
Then D φ = 3 and the coefficient of
972x 12 − 864x 13 − 972x 14 − 216x 22 + 648x 32 − 972x 33 + 540x 42 − 972x 44 .
We have A D = L 1 (x 1 ) + L 2 (x 2 ) + L 3 (x 3 ) + L 4 (x 4 ) with
Therefore L = −108∂ 2 and A φ = 8x 11 +9x 12 −9x 1 +2x 2 −6x 3 +9x 31 +9x 42 −5x 4 with co(A φ ) = 2. Then D φ > c(A φ ).
Replace p in M φ (18) by zero to obtain M(18) whose principal 18 × 17 submatrix is M L−1 . Compute L − rank(M L−1 ) = 3. Then c(A φ ) + 1 = L − rank(M L−1 ). We conclude that the dimension of ID is n−1 = 3 and its implicit equation A φ (X) = 0.
Example 3
Let K = Q(t), ∂ = ∂ ∂t and consider the system P(X, U) of linear DPPEs providing the set of differential polynomials in K{x 1 , x 2 , x 3 }{u 1 , u 2 }, F 1 = x 1 − 3 + u 11 + u 12 − u 2 − 4 u 21 − 3 u 22 , F 2 = x 2 + u 11 + u 2 − u 22 , F 3 = x 3 + 2 + u 11 + t u 2 + u 21 .
Then the set PS(F 1 , F 2 , F 3 ) contains L = 13 differential polynomials and γ = 0. The leading matrix S of P(X, U) has rank 2 and equals
There exists a differential polynomial P (X) ∈ (PS) ∩ K{X} with coefficients in K[p] and content in K such that the determinant of the 13 × 13 matrix M φ (13) equals ∂CRes(F Using the Maple package OreTools we check that (L 1 , L 2 , L 3 ) = 1, then A D φ = A φ and co(A φ ) = 0. Replace p in M φ (13) to obtain M(13) whose principal 13×12 submatrix is M L−1 . Compute L−rank(M L−1 ) = 2 which is greater than c(A φ ) + 1 = 1. We conclude that the dimension of ID smaller than n − 1 = 2. If we take a different perturbation ψ = (ψ 1 (U), ψ 2 (U), ψ 3 (U)) with
We obtain D ψ = 1 and the coefficient of p in ∂CRes(F Using the Maple package OreTools we check that (K 1 , K 2 , K 3 ) = 1, then A D ψ = A ψ and c(A ψ ) = 0. Observe that there is no γ ∈ K such that A φ = γA ψ .
