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RÉSUMÉ
Dans  ce  papier, nous  proposons  une  approche  robuste pour  l’analyse canonique, qui  est
une  méthode  majeure  de  l’analyse  multivariée.  L’analyse  canonique  s’appuie  sur  l’estimation  de
la  matrice  de  covariance.  L’ estimateur  classique,  le  plus  puissant  sous  l’hypothèse  de  normalité,
devient complètement non  fiable lorsque les données contiennent des points aberrants. Nous
proposons une solution à ce problème en utilisant un estimateur robuste de la matrice de
covariance. L’estimateur  robuste  utilisé est  le «Minimum  Covariance  Determinant»  estimateur,
qui  a un haut point de rupture.  Nous donnons également une expression des fonctions
d’influence des corrélations  et vecteurs canoniques dans le cas général où la matrice de
covariance est estimée par n’importe quel estimateur régulier multivarié de dispersion. Nous
traitons aussi de manière robuste une  base  de données  réelles.
Mots-clés : Corrélation canonique, Fonction  d’influence, Robustesse.
ABSTRACT
In this paper we  present a robust approach to canonical correlation analysis, one of
the major methods in multivariate statistics. A  canonical correlation analysis is  based on
estimators  of  covariance  matrices. The  classical estimator, most  powerful  under  the  assumption
of normality, becomes unreliable in presence of outlying observations. A  remedy for this
problem  is to use  robust estimators of  the covariance matrix. Here we  will use  the "Minimum
Covariance Determinant," estimator, which has a high breakdown point. We  also give an
expression for the influence function of  estimators of  the canonical correlations and vectors
when  using any  regular robust estimator  of  the dispersion matrix. A  real data example  will be
given.
Keywords : Canonical  correlation, Influence  function, Robustness.
1. Introduction  et motivation
L’analyse canonique a été introduite par Harrold Hotelling (1936). Elle joue
un  rôle théorique important puisqu’elle permet de lier les formalismes de plusieurs
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techniques de  la statistique multivariée. Son  objectif  est de caractériser les relations
linéaires existantes entre deux ensembles de variables aléatoires. Pour introduire
l’analyse canonique, considérons deux ensembles de variables. Le  premier groupe,
que nous noterons par le vecteur aléatoire X, sera composé de p variables et le
deuxième  groupe, noté Y, sera de  taille q. Les vecteurs aléatoires X  et Y  ont donc
respectivement  les dimensions  (p, 1) et  (q,1 ). Sans  perte  de  généralité, nous  supposons
que p   q. Nous  avons au  niveau des deux  populations considérées
Nous supposons que toutes les matrices considérées sont de rang maximum. Les
vecteurs aléatoires X  et Y  peuvent être considérés conjointement sous la forme
d’une  variable aléatoire Z, de dimension d =  p +  q. Le  vecteur  aléatoire Z  s’écrit
le vecteur  des moyennes  populations  est le suivant
et la matrice de  covariance
Le  but de l’analyse canonique  est de résumer, de  la manière  la plus adéquate,
les relations entre les ensembles X  et Y. La matrice de covariance nous fournit
pq covariances, avec lesquelles il  est parfois difficile de se faire une idée générale
si  les  dimensions de p et/ou  de q sont grandes.  L’analyse canonique va nous
permettre d’isoler l’information dans seulement  quelques covariances bien  choisies.
Le  problème  sera  de  trouver  les composantes  canoniques  qui  seront  des  combinaisons
linéaires déterminées dans chacun  des deux  groupes de variables et, les corrélations
canoniques qui mesureront la corrélation entre les composantes canoniques. Plus
précisement, la première étape déterminera  la paire de combinaisons linéaires ayant
la  corrélation maximum. Dans la  seconde étape,  nous chercherons  la  paire  de
combinaisons linéaires ayant une  corrélation maximum  parmi toutes les paires non
corrélées avec celle sélectionnée à la première étape. Et ce processus sera répété p
fois pour  obtenir  p  paires de composantes  canoniques  et p  corrélations canoniques.
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sont alors définis comme  la première paire de vecteurs canoniques. Les variables
univariées résultantes
sont appelées variables canoniques. La  première  corrélation canonique  Pl est définie
par  la valeur  absolue  de  la corrélation  entre  les 2  variables canoniques,  qui  est donc  le
maximum  atteint en  (1). Les  k-ièmes  vecteurs canoniques (ak, (3k), pour 2  k   p,
sont  définis par
sous les  contraintes COV(Uk, Uz) ==  0,Cov(Vk, Vl) 
= 0,Cov(Uk, Vl) =  0  et
Cov(Vk,  Uz) == 0 où  l  E {1,...  k -  l} et Uj 
= ajX  et Vj - (3jY sont les j-
ièmes  variables canoniques (2  j   k). Les  vecteurs canoniques  étant uniques à un
facteur multiplicatif  près, on  décide pour  avoir unicité que  les variables canoniques
auront une  variance unitaire
pour j 
=  1,...,  p. Les  contraintes  d’orthogonalité  et  de  normalisation  sur  les vecteurs
canoniques,  seront donc les  suivantes :  cetexxaj 
= bit,  (3;Eyy (3j  = bi et
03B1ti03A3XY03B2j = Pi bij où  bij est le delta de Kronecker.
Le  calcul  des  corrélations  et  des  vecteurs  canoniques  est  basé  sur  une  analyse  de
valeurs  et  vecteurs  propres  qui  est  la  suivante : la  première  corrélation  canonique  pl est
la racine  carrée  de  la première  (la plus  grande)  valeur  propre  de E-1 ExyE-1 Eyx
ou  de S-1 EyXE-1 E  et  les vecteurs  canoniques  ce, et  (31 sont  les vecteurs  pro-
pres correspondants. La  k-ième  corrélation canonique  Pk est la racine carrée de  la k-
ième  plus grande  valeur  propre de  03A3-1XX03A3XY03A3-1YY03A3YX ou de 03A3-1YY03A3YX03A3-1XX03A3XY,
et  les vecteurs  canoniques  ak  et  (3k sont  les vecteurs  propres  correspondants  où k   p.
Pour un traitement plus détaillé de l’analyse canonique classique, voir Johnson  &#x26;
Wichem  (1992, Chapitre 10) ou  Rencher  (1998, Chapitre 8).
Dans la Section 2, nous allons montrer un moyen d’obtenir des estimateurs
robustes  pour  l’analyse  canonique. Les  estimateurs  classiques  pour  les corrélations  et
vecteurs  canoniques  sont  généralement  obtenus  en  estimant  les  matrices  de  covariance
population  qui interviennent  dans  l’analyse par  leurs contreparties empiriques. Nous
allons robustifier cette procédure en utilisant des estimateurs robustes à la place
des estimateurs échantillon. Les méthodes robustes proposées dans ce travail sont
moins  puissantes que  la méthode  classique dans  la situation où  toutes les hypothèses
classiques sont vérifiées. Néanmoins, l’analyse canonique classique est tout à fait
inappropriée si la base de données contient des points aberrants. Un  utilisateur non
averti pourra  développer  des  interprétations à  partir de  résultats potentiellement  erro-
nés. Dans  la Section  3, nous  introduisons  la  fonctionnelle  statistique qui  correspondra
aux estimateurs robustes. Ceci nous permettra de préparer l’obtention des fonctions
d’influence de ces estimateurs, qui constitue la contribution principale de ce papier.
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corrélations et vecteurs canoniques dans le cas général où la matrice de covariance
est estimée par n’importe quel estimateur régulier de dispersion multivariée. Nous
ferons ensuite le lien avec le cas classique. Un  exemple réel sera analysé dans la
Section  5, et nous  finirons  par  une  brève  conclusion. Toutes  les démonstrations  seront
reprises en annexe.
2. Estimation  Robuste
Les corrélations canoniques et les  vecteurs canoniques sont donc obtenus,
comme vu précédemment, en calculant les valeurs et vecteurs propres de Mx  et
My  où
Le  calcul des  corrélations et des vecteurs canoniques d’une base de données  exigera
donc l’estimation de la matrice de covariance E. La  méthode  classique utilise, pour
un  échantillon Zn = {z1, ... ,  zn 1 de n  observations  et de  dimension  d, la matrice de
covariance échantillon
Cet estimateur est optimal lorsque les données sont distribuées suivant une
loi normale multivariée. Cependant il  est extrêmement sensible face à des points
aberrants,  et dans  ce  cas, les conclusions  faites sur  la base  des  corrélations canoniques
et des vecteurs canoniques peuvent être totalement erronées.  Il  est important de
souligner que l’apparition de points aberrants est relativement fréquente dans des
cas  réels, surtout dans  des  bases de  données  de  grande  dimension. L’idée  est donc  de
remplacer  l’estimateur  classique  par  un  estimateur  robuste de  dispersion multivariée,
pour  obtenir  une  analyse canonique  robuste. Pour  chaque  choix  d’estimateur  robuste
de  la matrice de  covariance, une  nouvelle méthode  robuste d’analyse canonique  sera
obtenue ainsi que de nouveaux estimateurs robustes des corrélations canoniques et
des vecteurs canoniques. Campbell  (1982)  utilise une  combinaison  de M-estimateur
et des  fonctions de  poids  basées  sur  des distances  robustes, pour  robustifier  l’analyse
canonique. Karnel  ( 1991 ), lui, utilise comme  estimateur  multivarié, le M-estimateur.
Nous  allons  travailler avec  d’autres  estimateurs  que  le M-estimateur  car  celui-ci n’est
pas satisfaisant. En effet, plus la dimension augmente moins le M-estimateur est
robuste (Maronna  1976). Son  point  de  rupture, défini  par  la  plus  grande  proportion  de
points  aberrants  dans  les données  ne  faisant  pas  exploser  ou  imploser  l’estimateur,  est
inférieur  ou  égal  à  1 / (d + 1). Dans  cet  article, nous  allons  considérer  deux  estimateurs
robustes à haut  point de  rupture, l’estimateur « Minimum  Covariance Determinant »
(MCD)  et l’estimateur «Reweighted  Minimum  Covariance Determinant» (RMCD).
Plus de détails concernant le point de rupture des estimateurs de la matrice de
dispersion peuvent  être trouvés dans Lopuhaa  &#x26;  Rousseeuw  (1991).9 ANALYSE  CANONIQUE  ROBUSTE
L’estimateur MCD,  introduit par Rousseeuw (1985), est déterminé pour un
échantillon {z1, ... , zn} ~ ind en sélectionnant le sous échantillon {zi1, ... ,  zih}
de taille h (1  h   n), qui minimise le déterminant de la matrice de covariance
parmi  tous les sous-échantillons possibles de  taille h. L’estimateur MCD  de  position
est alors défini comme
et l’ estimateur MCD  de  la matrice de  covariance  est défini par
où  ci 
== (1 - 03B1)/F~2d+2  (q03B1)  (F~2d+2 
étant  la fonction de  répartition de  la loi du  khi-2
à  d  +  2  degrés  de  liberté) est  un  facteur  de  convergence  pour  une  distribution  normale.
Nous  avons défini q03B1 =  ~2d,1-03B1 
comme  le quantile (1 - a) de  la distribution khi-2
à d degrés de liberté. Généralement, h prendra les valeurs h =  [n(1 - a)], avec
a =  0.5 ou a =  0.25. Dans  le premier  cas, l’estimateur aura le plus haut point de
rupture (50%)  et dans le second  cas on  aura un  meilleur compromis  entre efficacité
et haut  point de  rupture (qui sera de 25%). Des  propriétés théoriques de  l’estimateur
MCD  ont  été investiguées par  Butler, Davies  &#x26; Jhun  (1993). La  fonction  d’influence
de l’estimateur MCD  d’échelle multivariée a été trouvée par Croux  &#x26;  Haesbroeck
(1999). Un algorithme rapide pour calculer l’estimateur MCD  a été proposé par
Rousseeuw  &#x26;  Van  Driessen  (1999).
Pour  augmenter  l’efficacité  des  estimateurs  à  haut  point  de  rupture,  il est  souvent
recommandé  d’utiliser  leur  version  pondérée  en  une  étape,  qui  garde  le  point  de  rupture
de  l’estimateur  initial. Une  étude  des  propriétés  asymptotiques  d’un  tel estimateur  a  été
réalisée par  Lopuhaa  (2000)  et les efficacités sont  calculées  par  Croux  &#x26; Haesbroeck
(1999). Nous  allons donc  préférer utiliser les estimateurs RMCD  (MCD  pondérés à
une  étape) qui sont  définis par
où C2 
=  (1 - 03B4)/F~2d+2  (q03B4)  est un  facteur de convergence. Les poids sont calculés
comme  suit
où Tn et Cn sont les  estimateurs MCD  non pondérés. Dans notre travail,  nous
prendrons comme point de rupture 50%, c’est-à-dire ce -  0.5,  et un paramètre10 C. CROUX,  C. DEHON
b  ==  0.025 (comme suggéré par Rousseeuw  &#x26;  Van Driessen,  1999). Pour obtenir
une  meilleure  efficacité, nous  pourrions également  choisir a  == 0.25 ce  qui donne  un
point de  rupture de 25%.
3. Les  Fonctionnelles Statistiques
Soit F  la  fonction  de  répartition  de  la  variable  Z.  La  distribution F  sera  supposée
normale multivariée Nd(03BC, E) où  03BC  E IRd et E E MDPS(d), l’ensemble de toutes
les matrices  carrées de  dimension  d  définies  positives  et symétriques. Néanmoins,  les
résultats  obtenus  seront  directement  généralisables  au  cas  des  distributions  elliptiques.
Soit F  l’ensemble de toutes les distributions sur IRp+q ou un large sous en-
semble  de  celui-ci. Alors, une  fonctionnelle  statistique correspondant  à  un  estimateur
multivarié de dispersion est une application C : F ~ MDPS(p  +  q) qui envoie
une distribution arbitraire G  E F  vers C(G). Le  problème d’estimation consiste à
estimer C(F) où F  est la distribution population. Un  estimateur naturel de C(F)
est donné  par Cn 
=  C(Fn) où Fn  est la distribution échantillon. Nous  utiliserons la
notation C(Z)  au lieu de C(G)  quand Z  suit la distribution G. Par  abus de  langage,
nous dirons parfois l’estimateur C  au lieu de la fonctionnelle C. Les fonctionnelles
associées aux estimateurs des valeurs propres de Mx  et My  seront notées h et les
fonctionnelles des vecteurs propres seront appelées aj et bj pour j 
=  1, . p. Donc
l J (G), aj  (G)  et b J (G) sont  les valeurs et vecteurs propres de Mx (G) et My (G), où
et
pour chaque G  E F. Les fonctionnelles associées aux estimateurs des corrélations
canoniques seront notées rj, donc  Tj (G) 
=  lj(G).
Nous  n’étudions que des estimateurs multivariés de dispersion C  convergents
au  sens  de  Fisher  pour  des  distributions  normales,  ce  qui  revient  à  dire  que  C(F) == E.
Nous supposerons aussi que les estimateurs multivariés de dispersion C  sont affins
équivariants,  c’est-à-dire que C(AX  +  b) =  AC(X) At pour tout b E  IRd et
pour chaque matrice carrée A  de dimension d et non singulière.  Il  résulte que
Mx(F) == Mx, My(F) = My  et les estimateurs aj,bj  et rj  seront donc aussi
convergents au sens de  Fisher, c’est-à-dire que
où les paramètres 03B1j,  3j et Pj ont été définis à la première section. Si q  &#x3E;  p, nous
posons  03C1p+1 
= 
... =  03C1q 
=  0  et 03B2p+1, ... , 03B2q  sont  les vecteurs propres de  la matrice
My  correspondant aux valeurs propres nulles (ces vecteurs propres sont uniques à
une  transformation orthogonale  près).11 ANALYSE  CANONIQUE  ROBUSTE
Nous allons maintenant introduire une notion importante en robustesse,  la
fonction  d’influence.  Plus  d’information  sur  les  fonctionnelles  et  les  fonctions
d’influence sont  disponibles dans Hampel  et  al. (1986).
DÉFINITION 1. - Soit T  une  fonctionnelle statistique, la  fonction d’influence
de T  au  point  z en  la distribution F, est définie  par
où 0394z  est la distribution de Dirac qui met toute sa masse au point z,  et F03B5 =
(1 -  03B5)F +  03B50394z.
La  fonction d’influence IF(z,  T, F)  donne  une  mesure  de  l’influence du  point
z sur la fonctionnelle T  si la distribution sous-jacente est F. On  s’attend donc  pour
un  estimateur robuste à une  fonction d’influence bornée. Pour  calculer  les fonctions
d’influence des corrélations canoniques  et vecteurs canoniques, nous aurons besoin
du  lemme  suivant  (Croux  &#x26; Haesbroeck  2000),  qui  caractérise  la  fonction  d’influence
pour  des estimateurs de  dispersion affins équivariants.
LEMME  1. - Pour  toute  fonctionnelle C  associée à un estimateur multivarié
de dispersion affin équivariant possédant une  fonction d’influence,  il  existe deux
fonctions yC  et  03B4C :  [0, ~[~ IR  tel que
TABLEAU 1
Fonctions  03B3C pour  les estimateurs MCD,  RMCD  et l’estimateur  classique (Cov)
Les  fonctions d’influence des  estimateurs MCD  et RMCD  ont  été calculées  par
Croux  &#x26;  Haesbroeck  (1999). Les  fonctions  03B3C, pour  les 2  estimateurs robustes ainsi
que  pour  l’estimateur échantillon de la matrice de covariance, sont décrites dans le
Tableau  1. Nous  verrons  plus  loin que  les fonctions 8e  jouent  un  rôle moins  important
que les fonctions 03B3C.  Sur la Figure  1,  nous voyons que 03B3MCD  est une fonction
en escalier avec une discontinuité et 03B3RMCD  avec deux discontinuités. Ces deux
fonctions deviennent nulles après un  certain point. Comme  ces deux  fonctions sont
non  croissantes, leur  contribution à  la fonction  d’influence décroit  si la distance  entre
z et IL dans la métrique imposée  par E augmente. La  fonction -yCov étant constante,
elle donne  donc  le même  poids à tous les points.12 C. CROUX,  C. DEHON
FIGURE  1
Graphiques  des fonctions  -y(t) pour  les estimateurs MCD  (en  pointillé),
RMCD  (en traits disjoints) et l’estimateur  classique (ligne continue)
pour d = 6, a =  0.5 et 03B4 = 0.025
4. Fonctions  d’influence des  corrélations canoniques
et des  vecteurs canoniques
Dans  la section précédente, nous  avons donné  une  expression pour  la fonction
d’influence associée à des estimateurs multivariés de dispersion. A  partir de ces
fonctions d’influence nous allons calculer les fonctions d’influence des corrélations
canoniques  et des vecteurs canoniques dans un  cadre tout à  fait général, c’est-à-dire
avec  l’emploi  de  n’importe  quel  estimateur  régulier  de  la matrice  de  covariance. Pour
calculer  les fonctions  d’influence  de Mx  et My,  nous  avons  besoin  du  lemme  suivant.
LEMME  2. - La fonction d’influence de Mx  en la distribution F, définie par
(5), est donnée  par
où  -y(.) est la  fonction qui apparaît  dans  la  fonction d’influence de la  fonctionnelle
C. La fonction d’influence de My  est donnée  de  manière  similaire.
Les fonctions d’influence des corrélations canoniques et des vecteurs canon-
iques découleront  des  fonctions d’influence de Mx  et My  et ceci grâce  à  une  variante
d’un lemme  de Sibson (1979). Ce  lemme  nous donne  les fonctions d’influence des
valeurs  et vecteurs  propres  de  toute  matrice  symétrique  définie  positive, sur  base  de  la13 ANALYSE  CANONIQUE  ROBUSTE
fonction  d’influence de  la matrice  elle-même. Puisque  les matrices Mx  et My  ne  sont
pas symétriques, nous  devons  donc  adapter  le lemme  de  Sibson, en  tenant  également
compte  des  contraintes de  normalisation  (2). Nous  supposerons  que  toutes  les valeurs
propres sont  distinctes et strictement  positives.
LEMME  3. - Soit  (03BBj, 03B1j)  les paires de valeurs propres et vecteurs propres
d’une matrice M  quelconque  telles que  03B1ti03A303B1j 
=  03B4ij  pour i, j 
=  1, ... , p et E une
matrice  définie  positive quelconque. Alors
où M  est une fonctionnelle tel que M(F) =  M,  Ij et aj sont  les valeurs  et vecteurs
propres  de M,  avec  atjCaj 
=  1, C  étant une fonctionnelle telle que C(F) =  E.
Le  théorème suivant va  nous  fournir  les fonctions d’influence des corrélations
canoniques et des vecteurs canoniques dans un cadre très  général. Pour plus de
lisibilité, nous  allons adopter  les notations suivantes,
pour  k =  1, ...,  p. Les  vecteurs Uk  et Vk sont  respectivement  appelés scores de  x  sur
le k-ième  vecteur  canonique  03B1k  et scores de y  sur  le k-ième  vecteur  canonique  03B2k.
THÉORÈME 1. - Les  fonctions d’influence des estimateurs des corrélations
canoniques et des vecteurs canoniques basés sur un estimateur C  affin équivariant
de  la matrice de  covariance en  la distribution F  =  Nd(03BC, 03A3),  sont  données  par
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où -y et 6 sont  les  fonctions  qui apparaissent  en  (6), d2  (z) 
=  (z - 03BC)t03A3-1(z - 03BC)  et
E == C(F).
Pour  aider à  visualiser  les fonctions d’influence  et le caractère borné  de  celles-
ci dans  le cas robuste, nous  allons les représenter graphiquement. Malheureusement,
nous  devons  nous  restreindre à  un  graphique  en  3 dimensions  maximum.  Nous  avons
donc calculé la fonction d’influence de la première corrélation canonique rI dans
le cas particulier où p = q 
= 1. Nous avons envisagé 3 procédures d’estimation :
soit de façon classique, soit par la méthode MCD  ou soit par la méthode RMCD.
Les dessins de la  Figure 2 donnent sur l’axe  vertical  la  valeur de la  fonction
d’influence au point z 
= (x, Y). Il est maintenant très facile de constater que dans
le cas classique, la fonction d’influence de rI en la distribution F =  N2(0, E) où
E = ((1, 0.5)t, (0.5, 1)t) n’est pas bornée, ce qui signifie qu’un  point aberrant peut
avoir une  influence infinie sur  l’estimateur. Par  contre dans les cas MCD  et RMCD,
les fonctions d’influence sont  bornées. Donc,  si un  point  est vraiment  trop loin de  la
grande  majorité des données,  il n’a  plus d’influence sur  l’estimateur  rl. Par  contre si
le point  n’est  pas  trop  loin, nous  en  tiendrons compte  et son  influence sera  contrôlée.
Nous  voyons  que  la  fonction  d’influence  des  estimateurs  basés  sur  la méthode  RMCD
a  un  niveau  de  cassure supplémentaire  par  rapport  à  celle basée  sur  la méthode  MCD.
En  ce qui concerne  les vecteurs canoniques, il est aisé de voir à partir du Théorème
1  que aj et bj seront bornés si la fonction 03B3(x)  s’annule pour  tout x supérieur à un
certain xo et si la fonction 8 est bornée.
FIGURE  2
Fonction d’influence  pour  la première  corrélation canonique  calculée
sur  base  de (a) l’estimateur  classique (b) l’estimateur MCD
et (c) l’estimateur RMCD15 ANALYSE  CANONIQUE  ROBUSTE
Dans le cas particulier où 03B3 
= 1  et 8 ==  1,  nous obtenons les fonctions
d’influence des  corrélations canoniques  et vecteurs canoniques où  l’ estimateur de  la
matrice covariance n’est rien d’autre que  l’estimateur de covariance empirique. Ces
fonctions d’influence sont non  bornées ce qui indique que ces estimateurs sont non
robustes. On  peut  vérifier que  cela correspond aux  résultats obtenus par Romanazzi
(1992),  qui  a  obtenu  les fonctions  d’influence  dans  le cas  classique. Les  liens entre  les
fonctions  d’influence  des  corrélations  canoniques  et des  vecteurs  canoniques  utilisant
un  estimateur  robuste  et l’ estimateur empirique  classique, sont extrêmement  simples
et sont donnés  par  le corollaire suivant, qui découle immédiatement  du Théorème  1.
COROLLAIRE 1. - Les  liens entre les fonctions d’influence des corrélations
canoniques  et  des  vecteurs  canoniques  utilisant un  estimateur  robuste  et l’estimateur
empirique  classique (Cov)  sont  les suivants :
pour j = 1, ...,  p, où  03B3  et  03B4  sont  les fonctions qui  apparaîssent  en  (6).
En  pratique, on  préfère parfois faire l’analyse canonique basée sur la matrice
des  corrélations
au  lieu de  C(G).  La  matrice  de  corrélation  robuste  est  définie  à  partir  de  C(G)  comme
dans  le cas classique. Nous  avons  par  exemple  que
où Dx(G) 
= diag(CXX(G)) reprend  seulement les  éléments  diagonaux  de
Cxx (G)  et annule  les autres. En  utilisant R  à  la place de C,  les corrélations canoni-
ques  restent identiques mais  les vecteurs canoniques changent. Néanmoins,  il existe
un  lien simple entre les deux  versions. Désignons  aj (G) et hj (G) les fonctionnelles
pour  les vecteurs canoniques  basés sur  la matrice de  corrélation. Alors
pour  chaque G  E F,  et 1  j   p. A  partir  de  (12)  et du  Théorème  1, nous  retrouvons
les courbes d’influence des estimateurs des corrélations canoniques et des vecteurs
canoniques  basés sur un  estimateur R  de  la matrice de  corrélation.
THÉORÈME  2. - Soit R  un  estimateur  de  la matrice  de  corrélation  déduit  d’un
estimateur C  affin équivariant  de la matrice de covariance. La fonction d’influence16 C. CROUX,  C. DEHON
des  estimateurs  des  vecteurs  canoniques  basés  sur  R  en  la  distribution F =  Nd (p, E),
est donnée  par
où 03B3 est la fonction qui apparaît  en  (6), 03B1k  est le vecteur  canonique  au  niveau  de  la
population (donc aj(F) = âj) et Dx =  diag(xxt) avec x =  diag(03A3XX)-1/2(x -
03BCx). Bien évidemment, une  expression analogue  est valide  pour  IF(z,  bj, F).
Les fonctions d’influence mesurent la robustesse d’un estimateur, mais elles
peuvent  aussi être utilisées pour  obtenir une  expression pour  la matrice de  variance-
covariance des estimateurs. Si l’ estimateur de  la matrice de  covariance  est asympto-
tiquement  normal  (ce  qui  est  le cas pour  les estimateurs MCD  et RMCD),  les estima-
teurs dérivés des  corrélations  et vecteurs  canoniques  le seront  également. En  effet, les
vecteurs  et valeurs propres des matrices Mx  et My  sont des fonctions différentiables
des éléments de  la matrice C. Par  la méthode  Delta, on  obtiendra  alors
où ASV(â3) -  EF[IF(z, aj, F)IF(z, aj,  F)t]  et  03B1j 
= aj(Fn)  avec Fn la
distribution empirique  pour 1  j   p. Un  estimateur  de  la matrice de  covariance de
l’estimateur  03B1j  est alors
avec Fn  la fonction de  répartition de  la loi normale N(Tn,  Cn), où  Tn  et Cn  sont  les
estimateurs de localisation et de dispersion multivariées. Des  expressions similaires
sont valides pour Cov(03B2j),  Cov(03B1j),  Cov(03B2j)  et Var(pj), avec /3j 
- bj(Fn),
pour 1  j   p.
La  distribution asymptotique  des  corrélations  et  vecteurs  canonique  constitue  le
sujet  de  nombreux  papiers  (cf les références  citées  dans  Anderson  (1999)). Le  premier
papier  sur  ce  sujet  est  celui de  Hsu  (1941)  qui donne  des  résultats pour  les corrélations
canoniques. Un  papier plus récent est celui de Anderson cité ci-dessus qui donne
la distribution asymptotique pour les vecteurs canoniques. Tous ces résultats sont
restreints à  l’analyse canonique  basée  sur  la matrice  variance-covariance échantillon17 ANALYSE  CANONIQUE  ROBUSTE
et nombre  d’entre eux exigent la normalité. Le  papier de Eaton  &#x26;  Tyler (1994) est
une  des exceptions qui donnent  des  résultats pour  des  distributions elliptiques. Nous
rappellons  que  le  résultat  que  nous  avons  déduit  est  valable  pour  une  analyse  canonique
basée sur n’importe quel estimateur affin et convergent de la matrice de dispersion
E. En  plus, nous avons donné des résultats pour l’analyse canonique basée sur les
matrices de  corrélation, cas qui ne  semble  pas avoir  été très étudié dans  la littérature.
5. Exemple
Nous allons illustrer cette théorie par l’étude de la base de données sur la
condition physique de Linnerud (traitée dans Tenenhaus 1998, page 15). L’étude
porte  sur  les liens entre 3 variables d’exercices (Xl =  Poids, X2 
=  Tour  de  taille, X3 
=
Pouls)  et  3  variables  de  mesures  physiques  (YI 
=  Nombre  de  tractions  à  la  barre  fixe, Y2
=  Nombre  de  flexions, Y3 
=  Nombre  de  sauts) pour  20  individus. La  première  étape  de
cette  étude  empirique  sera  consacrée  à  la  détection  des  points  aberrants. Ensuite, nous
calculerons  et comparerons  les résultats obtenus  par  l’analyse canonique  classique  et
robuste. Nous  utiliserons comme  estimateurs robustes les estimateurs RMCD  avec
un  point de  rupture de 50%,  et un  paramètre b égal à  0.025.
Pour  détecter  les  éventuels  points  aberrants  dans  un  échantillon  Z  =
{z1, ... ,  zn} e IRd, nous  utilisons la distance robuste
où  Tn  et Cn  sont  les estimateurs  multivariés  robustes. Si nous  prenons  les estimateurs
classiques, nous obtenons  la distance usuelle de Mahalanobis. Sur  la Figure 3, nous
avons  repris les distances de  Mahalanobis  et les distances robustes. L’observation 10
apparaît  très clairement comme  un  point  aberrant, ce  qui est beaucoup  moins  visible
pour  les distances de  Mahalanobis. En  effet, les distances de  Mahalanobis  classiques
souffrent du « masking  effect » (Rousseeuw  &#x26;  van  Zomeren, 1990).
Nous  allons estimer  les corrélations canoniques et les vecteurs canoniques au
moyen  de  l’estimation de  la matrice de corrélation par  la méthode  classique et par  la
méthode  robuste. Le  Tableau  2  fournit  les matrices des  corrélations calculées à  partir
des estimations classiques (au dessus de la diagonale) et RMCD  (en dessous de la
diagonale). Il est frappant  de  voir dans  le Tableau  2 que  3 corrélations ont  des signes
différents suivant  la méthode  d’estimation. Par  la méthode  classique, les corrélations
entre d’une  part  le pouls  et d’autre  part  le nombre  de  tractions, de  flexions ou  de  sauts
sont positives, alors que dans le cas robuste ces 3 corrélations sont négatives. Or  il
est logique d’affirmer qu’une personne au rythme cardiaque plus lent aura plus de
facilité pour  faire des exercices physiques, ce qui accrédite la méthode  robuste.
Les  estimations des corrélations canoniques  et vecteurs canoniques  basées sur
la matrice  de  corrélation se  trouvent  respectivement  dans  les Tableaux  3 et 4  ainsi que
leurs écarts types. Dans  le Tableau 3, les écarts types sont calculés en  utilisant (15),
et pour  le Tableau  4, on  a employé  l’expression (14) pour  03B1j.
Nous  remarquons  que  les deux  premières  corrélations canoniques  robustes sont
plus grandes que  celles obtenues  par  la méthode  classique. La  plus grande  différence18 C. CROUX,  C. DEHON
FIGURE  3
Distances  de  Mahalanobis  (graphique de  gauche)  et distances robustes
(graphique de  droite) pour  les données  de Linnerud
TABLEAU  2
Matrice  des  corrélations obtenue  d’une façon classique (au dessus de  la diagonale)
et robuste (en dessous de  la diagonale)
se  reflète dans  03C12  qui  passe  de  0.201 à  0.559. En  ce  qui concerne  les vecteurs canoni-
ques  (Tableau  4), nous  avons  pris comme  convention  pour  les signes que  la première
coordonnée  de  chaque  vecteur  canonique, soit positive. De  grandes  différences entre
les valeurs des vecteurs propres apparaissent et même  les signes varient suivant la
méthode utilisée. De  plus, les écarts types sont relativement grands (dans les cas
classique et robuste) et donc peu de coefficients sont significativement différents
de zéro. Une  partie des interprétations seront donc soumises à caution. Ce  fait est19 ANALYSE  CANONIQUE  ROBUSTE
TABLEAU  3
Corrélations canoniques  estimées  par  la méthode  classique et la méthode  robuste
(basée sur  RMCD)  pour  les données  de  Linnerud. Les  écarts types  sont  donnés  entre
parenthèses
TABLEAU  4
Vecteurs canoniques  estimés  par  la méthode  classique et la méthode  robuste (basée
sur  RMCD)  pour  les données  de  Linnerud. Les  écarts types  pour  chaque
composante  des  vecteurs estimés sont donnés  entre  parenthèses
expliqué par  le faible nombre  d’observations. L’analyse présentée dans cet exemple
est donc  plutôt  exploratoire qu’ inférentielle.
Nous  allons  être  très succints  pour  l’interprétation  des  résultats. Notre  but  est  de
déterminer  la  contribution  de  chaque  variable  dans  les composantes  canoniques. Deux
écoles de  pensée s’opposent  dans ce domaine. Rencher  (1998) est partisan d’utiliser
les coordoonnées  des vecteurs canoniques  qui mesurent  l’apport marginal de  chaque20 C. CROUX,  C. DEHON
variable à  la construction des composantes  canoniques de  leur groupe  et c’est ce qui
est nécessaire pour  prendre en compte l’aspect multivarié de l’analyse. Pour notre
exemple,  les premières variables canoniques  robustes estimées s’écrivent
où Xi, X2  et X3  sont respectivement  les variables centrées réduites (par  la méthode
RMCD)  du  poids, du  tour de  taille et du  pouls
où Vi, Y2 et Y3 sont respectivement les variables centrées réduites du nombre de
tractions  à  la  barre  fixe, du  nombre  de  flexions  et  du  nombre  de  sauts. Nous  remarquons
que la variable Pouls ne contribue pas beaucoup à la construction de la première
variable canonique U1.  L’interprétation est  difficile  car les  vecteurs canoniques
opposent  des  variables  positivement  corrélées  entre  elles (par  exemple  poids  et  taille).
Tenenhaus  (page 18, 1998) propose  alors  d’utiliser  les corrélations entre  les variables
et les variables canoniques. Les corrélations robustes entre les mesures physiques
(Xl, X2 et X3) et leurs variables canoniques (U1, U2 et U3) apparaissent dans le
Tableau  5. De  même,  on  trouvera  les corrélations entre les exercices (YI, Y2 et Y3)  et
leurs  variables  canoniques  (VI, V2 et V3). Nous  pouvons  penser  que  U1  est  une  mesure
de mauvaise santé, tandis que VI oppose  la force physique à l’endurance (basée sur
la méthode  robuste). Nous  remarquons  de  très grandes  différences  entre  les méthodes
classique et robuste au niveau des corrélations entre VI et les variables du deuxième
groupe. Nous  n’allons  pas  analyser  les variables canoniques  d’ordre supérieur  à  deux
dans  cet exemple  car  l’interprétation serait difficile.
Pour clôturer cette interprétation, la Figure 4 permet de visualiser la liaison
entre les composantes  canoniques  U 1 et VI calculées à  partir des méthodes  classique
et robuste. La  dispersion des  points autour  de  la droite ajustée est  plus grande  dans  le
cas  classique  que  dans  le cas  robuste. La  corrélation  robuste  entre U1  et VI est  positive
et assez grande (0.851), et nous voyons  que  l’individu 10  est décentré. Le  graphique
associé  à  la méthode  classique  ne  permet  pas  de  détecter  le comportement  atypique  de
l’individu 10. Néanmoins  rappelons  que  le but  de  ce  graphique  n’est  pas  de  découvrir
les points aberrants, ce  rôle étant rempli par  la détermination des distances robustes.
Il semble  que  les variables canoniques  estimées  d’une  façon  classique ont  été attirées
par  le point 10. Il est donc  préférable de baser  l’interprétation sur  l’analyse robuste,
qui nous  protège contre le dixième  individu qui est un  point aberrant.
6. Conclusion
Le  traitement des points aberrants dans l’analyse canonique a déjà été étudié
dans  la  littérature,  par Campbell (1982)  et  Karnel  (1991),  en utilisant  les M-
estimateurs multivariés. Nous avons étendu cette étude en utilisant les estimateurs
multivariés à haut point de rupture et nous donnons une expression explicite des
fonctions d’influence des corrélations canoniques et vecteurs canoniques basés sur
n’importe quel estimateur convergent  et affin équivariant de la matrice de variance-
covariance.21 ANALYSE CANONIQ UE ROB USTE
TABLEAU  5
Corrélations entre le premier  groupe  de  variables  et leurs composantes  canoniques
ainsi que  pour  le deuxième  groupe  de variables et leurs composantes  canoniques




Graphiques  des variables canoniques U1 et VI estimées  par  la méthode  classique
et robuste (basée sur  RMCD)  pour  les données  de  Linnerud22 C. CROUX,  C. DEHON
7. Annexes
Démonstration du  Lemme  2 :
Pour démontrer ce lemme, nous utilisons le résultat suivant (Pullman 1976,
page 120) :
Par  dérivation et en  utilisant le résultat ci-dessus avec F03B5 = ( 1 - 03B5)F + 03B50394z, nous
trouvons :
En  réutilisant l’expression générale pour  la fonction d’influence pour  un  estimateur
de  la matrice covariance (6) et les équations (3) et (4), le lemme  est demontré.
Démonstration  du  Lemme  3 :
Puisque M(G)aj(G) = lj(G)aj(G) pour toute distribution G, nous avons
pour  F03B5 =  (1 - E)F +  03B50394z  où 0394z  est une distribution mettant toute sa masse au
point z 
=  (x, y) :
Il en  découle
et donc
Il est facile de  voir  que .23 ANALYSE  CANONIQUE  ROBUSTE
Grâce  à ces deux  observations, nous avons
et donc
Comme  les vecteurs propres ak sont linéairement indépendants (mais non  orthogo-
naux), les coefficients devant  les vecteurs propres dans l’équation ci-dessus doivent
être nuls ce  qui implique  déjà  l’équation (7) et
pour tout k i- j. Mais, grâce à (17), nous pouvons écrire tout point x comme  suit
x -  03A3pk=1  (xt03A303B1k)03B1k. Donc, nous  obtenons
De  plus, la restriction a’. 7 C(F,) a - 3 
=  1 implique
Ainsi, le deuxième  résultat du lemme  est démontré  en combinant  (18) et (19).  0
Démonstration du Théorème  1 :
Puisque  les  r2j sont  les  valeurs  propres  de  la  fonctionnelle Mx,  le  premier  résultat
du lemme  3 donne
Et, comme  dans  le lemme  2 nous  avons  explicitement  calculé  la fonction  d’influence
de Mx,  il vient que24 C. CROUX,  C. DEHON
Rappelons que (Pl, aj) sont les valeurs et vecteurs propres de Mx  et que (Pl, (3j)
sont les valeurs et vecteurs propres de My,  dès lors nous pouvons  utiliser les deux
relations
Donc
En  utilisant la relation suivante
et les notations adoptées, nous obtenons  le premier  résultat du  théorème.
Le  deuxième  résultat du théorème s’obtient à partir du deuxième  résultat du lemme
3, qui est
Donc,  l’application du  lemme  2  et (6) donnent
En  utilisant les équations (2) et (20), nous  obtenons
Par  définition des scores Uk et Vk, le deuxième  résultat (10) est obtenu.25 ANALYSE  CANONIQUE  ROBUSTE
Démonstration  du Théorème  2 :
En  utilisant l’équation (12), nous  obtenons
où Dx 
=  diag(Exx).  En  utilisant le lemme  1 pour  la matrice  diagonale  D1/2X et par
définition de Dx,  il suit que
Le  résultat du  théorème  2  s’obtient en insérant (22) et l’équation (10) du  théorème 1
dans (21)
ce  qui donne  (13).
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