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Maestŕıa en Ciencias
con Orientación en Matemáticas
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los comentarios y observaciones hechos a esta investigación. Agradezco también al M.I.
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Resumen
El proceso de planificación de un sistema de transporte público se plantea como una
secuencia de problemas de toma de decisiones sistemática que se divide en 5 etapas: 1)
diseño de red de ĺıneas; 2) cálculo de frecuencias; 3) diseño de horarios; 4) programación
de veh́ıculos; y 5) programación de conductores (Ceder and Wilson, 1986). En este trabajo
se aborda la etapa de diseño de red de ĺıneas de transporte tomando en cuenta decisiones
sobre las frecuencias de las ĺıneas.
En este estudio, consideramos como dada la infraestructura de una ciudad de para-
deros y calles, un conjunto de posibles ĺıneas a implementar, un conjunto de frecuencias
factibles para cada una de ellas, e información de la demanda por pares origen-destino.
En base a lo anterior, el problema de Diseño de Red de Transporte Bi-Objetivo (DRTB)
determina el conjunto de ĺıneas a usar y sus frecuencias minimizando el tiempo total de
viaje de todos los pasajeros y el costo monetario de transbordos, satisfaciendo restric-
ciones de la demanda, la capacidad de buses y de calles, un máximo número de ĺıneas a
implementar y un presupuesto para limitar las frecuencias.
Para formular matemáticamente el problema se diseñó una red extendida de la red
de ĺıneas la cual mediante distintos tipos de arcos modela acciones de viaje, espera y
transbordo de los pasajero; de manera similar a la propuesta por Cancela et al., 2015,
excepto que no consideramos arcos exclusivos para bajar en un destino. Una vez obtenida
la formulación, se implementó un algoritmo ε-constraint con CPLEX a la red de Mandl,
la cual es usada por diversos estudios para probar los métodos propuestos (Mauttone and
Urquhart, 2009, Cancela et al., 2015, etc). Los resultados muestran que resolviendo 200
problemas con el método ε-constraint, este es capaz de encontrar buenas aproximaciones
del frente de Pareto en tiempo computacional razonable para la red de Mandl para sis-
temas de transporte con diversos conjuntos de posibles ĺıneas a implementar y distintos
valores del máximo número de ĺıneas. Además, analizando las soluciones no dominadas
encontradas, es posible identificar las ĺıneas más atractivas para el sistema de transporte




Una movilidad eficiente por medio del transporte público es un indicador de desa-
rrollo de las zonas urbanas. Trasladarse de un lugar a otro se ha convertido en parte de la
vida diaria de la mayoŕıa de las personas. Debido a esto, en muchos lugares el medio de
transporte dominante son los autos privados, ya que el transporte público de su ciudad no
satisface las necesidades de sus habitantes. Esto se vuelve un problema de contaminación
y congestión vial con el crecimiento de la población. Por esta razón, es necesario el diseño
bien estructurado del sistema de transporte público, y aśı sea posible aportar una mejo-
ra tanto en el desarrollo urbano como en la experiencia de los usuarios. Además de que
invertir en transporte público trae beneficios en los sectores de productividad, ambiental,
económico, financiero, equidad y salud (Tumlin, 2012).
1.1 Planificación de transporte público
El proceso de planificación de un sistema de transporte público t́ıpicamente se plan-
tea como una secuencia de problemas de toma de decisiones sistemática que se divide en
5 etapas: 1) diseño de red de ĺıneas; 2) cálculo de frecuencias; 3) diseño de horarios; 4)
programación de veh́ıculos; y 5) programación de conductores (Ceder and Wilson, 1986).
En la Figura 1.1 se observa como estos problemas abordan los tres niveles de decisión:
estratégico (largo plazo), táctico (mediano plazo) y operacional (corto plazo) (Desaulniers
and Hickman, 2007). Sin embargo, debido a la gran cantidad de información, los distintos
tipos de objetivos que se pueden considerar y la diversidad de variables involucradas en
todas las etapas, resulta complicado darle solución a todas de manera simultánea. Por
este motivo, se suele trabajar con problemas más pequeños que sean posibles de abordar
(Ibarra-Rojas et al., 2015).
En el problema de Diseño de Red de Tránsito (DRT) se construye un conjunto
de ĺıneas a implementarse en un sistema y sus frecuencias, optimizando diversos tipos
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Figura 1.1: Proceso de planificación de un sistema de transporte.
de objetivos, y considerando limitantes de capacidad de veh́ıculos, longitud y cantidad
máxima de ĺıneas, tamaño de flota, entre otras. Las funciones objetivos que se consideran
van desde minimizar distintos elementos de los costos de usuario y/o de operadores, aśı
como también considerar externalidades sociales y ambientales (Iliopoulou et al., 2019a;
Montalvo-Martel et al., 2021).
En este estudio se trabaja a un nivel de decisiones estratégicas, consideramos como
dada la infraestructura de una ciudad de paraderos y calles, un conjunto de posibles ĺıneas
a implementar, un conjunto de frecuencias factibles para cada una de ellas, e información
de la demanda por pares origen-destino, para que el problema de Diseño de Red de
Transporte Bi-objetivo (DRTB) determine el conjunto de ĺıneas a usar y sus frecuencias
minimizando el tiempo total de viaje de todos los pasajeros y el costo monetario de
transbordos, satisfaciendo restricciones de la demanda, capacidad de autobuses y de calles,
un máximo número de ĺıneas a implementar y un presupuesto para ĺımitar las frecuencias.
1.2 Objetivos
El objetivo general de este estudio es analizar el conflicto entre la reducción de
los tiempos de viaje y disminución de costos monetarios de los pasajeros en un sistema
de transporte público usando investigación de operaciones para determinar las ĺıneas de
transporte y sus frecuencias.
Los objetivos espećıficos son:
1. Analizar sistemas de transporte para definir un problema de selección de ĺıneas y
cálculo de frecuencias en literatura de un contexto espećıfico.
2. Definir una formulación matemática para el problema que optimice nuestra pro-
puesta de funciones objetivos.
3. Implementar un algoritmo de solución para el problema propuesto y analizar su
desempeño.
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4. Analizar el conflicto que existe entre los objetivos del problema y aśı proporcionar
recomendaciones al tomador de decisiones.
1.3 Motivación y justificación
El problema DRT ha sido ampliamente abordado en literatura debido a la impor-
tancia de que un sistema de transporte posea una red de tránsito eficiente . Además, la
adaptabilidad del problema a distintos tipos de sistemas, desde los más sencillos a los más
complejos, hace que sea atractivo para diseñar estas redes (Iliopoulou et al., 2019a).
Por otra parte, sabemos que las transferencias que realizan los pasajeros son poco
deseables, ya que involucran costos en términos de tiempo, y también implican dinero para
los sistema de transporte que no cuentan con una integración tarifaria (como sucede en
algunas ciudades en Latinoamerica). Sin embargo, son una parte importante del sistema
y no pueden ser eliminadas debido a que seŕıa muy costoso operacionalmente añadir
ĺıneas de transporte que cubran de manera directa cada par origen destino que exista.
Pero un sistema en donde se tengan que realizar una gran cantidad de transbordos para
poder llegar al destino es poco deseable ya que además de las molestias, implican costos
monetarios adicionales para los pasajeros. Por otro lado, los tiempos de viaje y de espera
también son asociados al nivel de servicio por los usuarios. Debido a lo anterior, decidimos
estudiar ambos aspectos importantes para los pasajeros los costos monetarios y los tiempos
totales de viaje.
Haciendo una revisión de literatura, encontramos que el análisis del conflicto entre
entre la reducción de los tiempos totales de viaje y disminución de costos monetarios de
los pasajeros no es analizado frecuentemente (véase la Sección 2). Lo anterior es de nuestro
interés, debido a que estos dos aspectos son importantes para los pasajeros, ya que nos
permite estudiar a un nivel de detalle más profundo las ĺıneas que funcionan mejor en
un sistema de transporte y haciéndonos capaces de ofrecer un servicio eficiente que sea
atractivo y práctico de utilizar.
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Como se menciona en el estudio de Cancela et al. (2015) acerca de modelación ma-
temática en sistemas de transporte, incluir todas las siguientes caracteŕısticas es complejo
en un problema de DRT: (i) la construcción de las ĺıneas de transporte, lo cual suele
abordarse con enfoques de dos fases que generan primeramente conjuntos de ĺıneas, para
después hacer la selección y el calculo de frecuencias (Jha et al., 2019); (ii) la represen-
tación de los eventos de transbordo, que en base a si son limitados o ilimitados, genera
diferentes formulaciones y enfoques de solución (Moghaddam et al., 2019); y (iii) el com-
portamiento de los usuarios que se modela con el problema de asignación de pasajeros,
el cual es más complejo en el caso de un sistema capacitado y con congestión (Cancela
et al., 2015).
Nuestra revisión de literatura se enfoca en las caracteŕısticas de los eventos de trans-
bordo y enfoques multi-objetivo, ya que están directamente relacionados con nuestro pro-
blema de interés. Se eligieron los trabajos mayormente a partir del año 2015.
2.1 Nivel de servicio considerando transbordos
Los sistemas de transporte público dependen en gran parte de los transbordos entre
ĺıneas y distintos modos de transporte para ofrecer un servicio eficiente. Sin embargo, una
mala gestión de estos pueden crear obstáculos para los pasajeros y provocar desaliento en
cuanto al uso del sistema de transporte (Vuchic, 2004).
Comunmente, los estudios de literatura asumen una cantidad limitada de n trans-
bordos a fin de mantener un cierto nivel de servicio y los pasajeros que ocupen más de
n transferencias, se consideran usuarios insatisfechos. Por ejemplo, los estudios de Islam
et al. (2019), Buba and Lee (2018), Buba and Lee (2016) y Zhao et al. (2015), se enfocan
únicamente en la optimización de los costos de los usuarios, en términos de tiempo to-
tal de viaje, numero de transbordos, y cantidad de pasajeros no satisfechos, entre otros.
En particular, Islam et al. (2019) presentan un heuŕıstico combinado con el enfoque de
4
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la meta-heuŕıstica búsqueda de haz estocástico para optimizar el tiempo total de viaje,
transferencias y pasajeros no satisfechos para determinar las rutas óptimas. El algoritmo
es probado en la instancia de referencia de Mandl y en un caso de estudio para la Ciu-
dad Dhaka, Bangladesh. Los resultados obtenidos muestran que para conjuntos de datos
grandes, las soluciones encontradas en menos de un segundo por el heuŕıstico son mejores
que las soluciones generadas en dos horas por el algoritmo de Nayeem et al. (2014). Por
otra parte, Buba and Lee (2018) proponen un algoritmo con un enfoque de evolución
diferencial para determinar simultáneamente el conjunto de ĺıneas y sus frecuencias aso-
ciadas mientras se minimiza el costo del pasajero y demanda insatisfecha. Para evaluar el
método, fue probado con la red de Mandl donde los resultados mostraron que el algoritmo
supera a los enfoques de Baaj and Mahmassani (1991), Asadi Bagloee and Ceder (2011),
Mandl (1980), Shih and Mahmassani (1994) y Zhao et al. (2015) excepto a Nikolic and
Teodorovic (2014) en términos de tiempo de viaje total mı́nimo producido para todas las
ĺıneas consideradas en el estudio . Más aún, Buba and Lee (2016) presentan un algoritmo
para mejorar la calidad de los conjuntos de ĺıneas candidatas iniciales en términos de fac-
tibilidad. Además, proponen un algoritmo clásico de evolución diferencial para resolver el
problema. Los experimentos computacionales fueron realizados con la red de Mandl donde
se observa que el algoritmo de reparación superó significativamente a otros mecanismos
(Reparación de terminal, Hacer-Pequeño-Cambio, Inversión de sub-ruta) con el tiempo de
CPU más rápido. Mientras que el algoritmo de evolución diferencial muestra ser competi-
tivo con Mandl (1980), Baaj and Mahmassani (1991), entre otros. Por último, Zhao et al.
(2015) proponen un algoritmo memético para determinar el conjunto de ĺıneas óptimo y
sus frecuencias optimizando los costos de usuario y demanda insatisfecha. El método fue
probado en la red de Mandl en donde los resultados muestran que puede mejorar aún más
la solución en relación con algoritmos de uso común.
A diferencia de estos trabajos, nosotros estamos interesados en la satisfacción total
de la demanda y una cantidad de transbordos ilimitados a fin de estudiar en compromiso
entre costos monetarios y tiempo de viaje.
Por otro lado, de manera similar, en Pternea et al. (2015) las transferencias son
limitadas al momento de asignar la demanda y existen pasajeros que se quedan como
demanda insatisfecha. Sin embargo, los objetivos se enfocan en minimizar costos opera-
cionales y de emisiones, además de costos de usuarios y pasajeros no satisfechos. Para
resolver el problema, se propone un enfoque iterativo junto con un algoritmo genético
que resuelve el modelo el cual es probado en una red de la Ciudad de Heraklion, Grecia.
Los resultados muestran ser sensibles a los cambios parámetros, por ejemplo, la velocidad
promedio de los autobuses afecta los tiempos de viaje y el tamaño de la flota mientras el
porcentaje de demanda cubierta depende de la distancia que los pasajeros estén dispuestos
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a caminar, aśı como la contaminación del aire depende de la velocidad de los autobuses
y de la cantidad de estaciones de carga. Por otra parte, también existe en literatura un
enfoque en el que los transbordos son limitados, pero se tiene que cubrir la demanda. Lo
anterior puede obligar a que se utilice una mayor cantidad de lineas para esa satisfac-
ción de la demanda. Por ejemplo, el estudio de Moghaddam et al. (2019) optimiza costos
operacionales y de usuarios mientras simultáneamente se diseñan las ĺıneas y se calculan
las frecuencias. Para encontrar soluciones, abordan dos estrategias: la primera es agregar
un conjunto de restricciones a los recursos y la segunda es implementar un operador que
reduce la aleatoriedad de un algoritmo genético para aumentar la probabilidad de escoger
un conjunto de ĺıneas de mejor rendimiento. Las estrategias fueron probadas en la red de
Mandl en donde se observó que las soluciones óptimas dependen la generación restringida
de ĺıneas candidatas y del método de búsqueda de la región factible.
Por otro lado, para optimizar tanto los costos de los usuarios como de los pasajeros,
diversos estudios han optado por dar un enfoque bi-nivel al problema en donde el nivel
superior optimiza costos operacionales y el inferior costos de usuarios (Huang et al., 2018)
o viceversa (Iliopoulou et al., 2019b). Por ejemplo, en Huang et al. (2018) se aborda el
problema con un enfoque multimodal y mediante tres etapas se busca solucionar el proble-
ma. En la primera etapa se propone un algoritmo para determinar el numero y ubicación
de los hubs para una ĺınea de tren; en la segunda etapa la red multimodal es diseñada
mediante un heuŕıstico de dos fases ; finalmente, en la tercera etapa se propone un mo-
delo bi-nivel para determinar las frecuencias de cada modo de transporte. Para probar el
método, se implementa en la instancia de Mandl donde los resultados muestran que las
transferencias aumentan debido a los transbordos en los hubs, mientras que los tiempos
en veh́ıculo disminuyen significativamente al implementar otro método de transporte. Por
otro lado, Iliopoulou et al. (2019b) proponen un modelo bi-nivel para el problema con-
siderando exclusivamente autobuses eléctricos el cual diseña rutas de tránsito eficientes
y ubica la infraestructura de carga requerida. El nivel superior del modelo encuentra las
rutas mientras minimiza los costos de usuario y para el problema del nivel inferior se mi-
nimiza el numero de cargas rápidas. Para resolver el problema, se desarrolló un algoritmo
de enjambre de part́ıculas multi-objetivo y fue probado en la instancia de referencia de
Mumford de 30 nodos y 90 aristas. Los resultados muestran que los costos operacionales
pueden ser reducidos si el tiempo promedio de viaje por pasajero aumenta en un 25 %
(4 min) y además, se producen una variedad de soluciones no dominadas que pueden ser
evaluadas por los tomadores de decisiones. Más aún, en Cancela et al. (2015) plantean una
formulación bi-nivel en donde la función objetivo del primer nivel modela el interés de los
usuarios determinando las rutas y sus frecuencias, mientras que el nivel inferior la función
objetivo modela el comportamiento de los pasajeros. Sin embargo, los experimentos se
realizan sobre su modelo base agregando restricciones de capacidad de bus y de máximo
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número de ĺıneas sobre las instancias de Mandl y de la ciudad de Rivera, Uruguay. Los
resultados muestran que se pueden obtener buenas soluciones aplicando el modelo además
de analizar el efecto de acotar el número de ĺıneas.
Debido a la importancia de estudiar el compromiso entre los distintos criterios a
optimizar, diversos estudios han abordado el problema desde un enfoque multi-objetivo
(Mauttone and Urquhart, 2009). En la siguiente Sección se profundiza en estos trabajos.
2.2 Enfoques Multi-objetivo
T́ıpicamente los enfoques multi-objetivo estudian el conflicto entre el nivel de servicio
y el costo operacional del sistema. Generalmente el nivel de servicio se mide en términos de
tiempos de viaje, de espera y transferencias, mientras que el costo operacional se calcula
con el tamaño de la flota, el costo de mantenimiento, los salarios de tripulación, los costos
de construcción de infraestructura, las emisiones de gases contaminantes, etc. Por ejemplo,
en Mauttone and Urquhart (2009) resuelven el problema DRT para analizar el conflicto
entre la suma de los tiempos en veh́ıculo, de espera, de transbordo contra el tamaño
de flota. Proponen un algoritmo basado en la metaheuŕıstica GRASP para resolver el
problema con la instancia de referencia de la red de Mandl y un caso de estudio para
la ciudad Rivera, Uruguay. Sus resultados muestran que el algoritmo propuesto es capaz
de encontrar un conjunto diverso de soluciones no dominadas en una sola corrida y de
manera más eficiente que con una suma ponderada.
Respecto a estudios con enfoque multi-objetivo que presentan un modelo, se en-
cuentra el trabajo de Owais and Osman (2018), en donde presentan una formulación
matemática que no contiene variables sobre la estructura de las ĺıneas, lo cual deciden
implementar en un algoritmo genético. El algoritmo fue probado en la red de Mandl y la
red de Rivera, Uruguay, y los resultados muestran que el algoritmo oscila alrededor de los
mejores valores además de que es capaz de producir un conjunto de soluciones no domi-
nadas. Por otro lado, en Buba and Lee (2019) presentan una formulación matemática que
modela la longitud de las ĺıneas, controla las frecuencias y el flujo, el máximo tamaño de
la flota y de ĺıneas en el sistema, además de limitar las transferencias. Para resolver el pro-
blema, proponen un algoritmo de optimización h́ıbrido de evolución diferencial–enjambre
de part́ıculas y al igual que los trabajos anteriores, fue probado en la red de Mandl y la red
de Rivera. Los experimentos muestran que mejoran los resultados obtenidos de estudios
como Mandl (1980), Baaj and Mahmassani (1991), Shih and Mahmassani (1994), Zhao
et al. (2015), Nikolic and Teodorovic (2014), entre otros. Además, Chai and Liang (2020)
desarrollan un modelo que considera congestión para los tiempos de viaje. Debido a la
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complejidad del modelo, proponen un algoritmo genético multi-poblacional basado en el
marco NSGA-II. Su algoritmo de manera integral genera la red, asigna la demanda y
calcula la frecuencia. El método es probado para la red de Mandl y una red de la Ciudad
de Baotou, Mongolia Interior. Los resultados muestran la alta convergencia del algorit-
mo y la aplicabilidad para solucionar un caso de estudio de tamaño real. Por otra parte,
recientemente en Liu et al. (2020) se aborda el problema DRT considerando autobuses
eléctricos. En este trabajo presentan una formulación matemática que además de tomar
decisiones sobre las ĺıneas y las frecuencias, deciden donde colocar los depósitos de carga.
Además, para los costos operacionales consideran detalles relacionadas con los autobuses
eléctricos como la construcción y mantenimiento de los depósitos y costos de la enerǵıa
eléctrica. El enfoque de solución propuesto está basado en un algoritmo de enjambre arti-
ficial de peces de Pareto combinado con operadores de cruce y mutación y fue probado en
un caso de estudio de una zona urbana en Beijing. Los resultados muestran que el algo-
ritmo es capaz de proporcionar las soluciones óptimas de Pareto para diseñar una red de
tránsito de escala relativamente grande. De manera similar, Tong et al. (2021) considera
el problema asumiendo que se tienen buses eléctricos y proponen un modelo considerando
que los depósitos de carga son predeterminados. Para dar solución al problema, proponen
un algoritmo genético de aprendizaje por refuerzo para resolver el modelo para la red de
Mandl y un caso de estudio de la ciudad de Zhengzhou, China. Los resultados muestran
que se puede mejorar efectivamente la confiabilidad de viaje de la red de tránsito mientras
se considera el costo total como restricción.
Por otra parte, existen trabajos que se enfocan en desarrollar un algoritmo de solu-
ción sin necesidad de presentar una formulación matemática del problema. Por ejemplo,
Jha et al. (2019) propone una meta-heuŕıstica que se divide en dos etapas. La primera se
enfoca en generar un conjunto de rutas inicial mediante un procedimiento combinado con
un algoritmo genético. La segunda etapa asignan las frecuencias a la ĺıneas determina-
das minimizando el tiempo de los pasajeros y los costos operacionales, simultáneamente
mediante un algoritmo de optimización del enjambre de part́ıculas multi-objetivo con
múltiples estrategias de búsqueda y un algoritmo NSAG-II. El método fue probado en la
red de Mandl y los resultados muestran que mejoran las soluciones respecto al porcentaje
de viajes directos y tiempo de viaje promedio, además de la robustez para satisfacer la
demanda, viajes directos, menos transferencias y menos tiempo de viaje promedio. Por
otra parte, Duran et al. (2019) aborda el problema considerando una flota heterogénea
con buses de distinta tecnoloǵıa y tamaño mientras optimiza el tiempo total de viaje y las
emisiones de CO2. Proponen un algoritmo memético bi-objetivo con el cual resuelven la
red de Mandl y la instancia de Mumford (Mumford, 2013) variando la cantidad de nodos
y aristas. Los resultados obtenidos prueban que el algoritmo propuesto tiene un buen
desempeño alcanzando soluciones con calidad comparable a las reportadas en estudios
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del estado de arte, con tiempos de cálculo razonables. Finalmente, Arbex and da Cunha
(2015) proponen un heuŕıstico basado en un algoritmo genético para resolver eficientemen-
te el problema DRT, en donde los objetivos de costos de pasajeros y costos operacionales
alternan ciclicamente a lo largo de las generaciones. El algoritmo se implementó en la red
de Mandl en donde los resultados muestran que es muy eficiente, mejorando soluciones
para ambos objetivos en conflicto en comparación con los resultados obtenidos mediante
la aplicación del método de asignación, utilizado en su heuŕıstico a los conjuntos de rutas
resultantes informados por los autores de Mandl (1980), Baaj and Mahmassani (1991),
Mumford (2013), entre otros.
En resumen, nuestro trabajo propone un nuevo problema de optimización bi-objetivo
de diseño de red de transporte minimizando los tiempos de viaje promedio y el costo mone-
tario de los pasajeros, y considerando un conjunto dado de ĺıneas potenciales, transbordos
ilimitados y capacidad en las calles pero sin congestión. También, diseñamos un modelo
matemático para representar nuestro problema propuesto. Todas estas caracteŕısticas no
fueron encontradas en algún otro trabajo de nuestra revisión de literatura, como se evi-
dencia en la Tabla 2.1. En particular, la primer columna presenta la referencia al estudio;
la segunda columna indica si el trabajo es un enfoque de optimización multi-objetivo;
la tercer columna muestra si se diseña una formulación matemática para el problema;
la cuarta columna indica los objetivos a optimizar, donde “gasto tarifario” se refiere a
nuestro costo monetario, y el costo de usuario representa las métricas clásicas del nivel
de servicio (en términos de los tiempos de viaje y transbordos); finalmente, la última
columna indica si no hay ĺımite en el número de transferencias.
En particular, el costo monetario de los pasajeros debido a eventos de transbordos no
se considera comúnmente el literatura debido a que muchos sistemas de transporte cuentan
con una integración tarifaria (no es el caso de todas las ciudades en Latinoamérica). En
realidad, el único estudio que minimiza tiempos de viaje y numero de transbordos fue
encontrado en Szeto and Wu (2010) pero no se analiza desde un punto de vista bi-objetivo
debido al costo computacional y el poder de equipo de computo en la experimentación (se
implementó un algoritmo genético en una computadora con 1.73 GHz y 1GB de RAM).
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Buba and Lee (2018) X
Tiempo total de via-
je, pasajeros no satisfe-
chos





Buba and Lee (2016)
Promedio de tiempo de
viaje
Cancela et al. (2015) X
Tiempo de viaje y de
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Zhao et al. (2015) X
Costos de usuario, cos-
to de pasajeros no sa-
tisfechos
Szeto and Wu (2010) X
Tiempo total de viaje,
transferencias
Tong et al. (2021) X X • Fiabilidad de viaje X
• Costos totales (de
usuario y operaciona-
les)
Chai and Liang (2020) X X
• Costos operacionales
• Costos de usuarios
Liu et al. (2020) X X
• Costos operacionales
• Costos de usuarios X
Buba and Lee (2019) X X
• Costos operacionales





• Costos de usuarios
Duran et al. (2019) X
• Costos operacionales
• Costos de usuarios
Jha et al. (2019) X
• Costos operacionales
• Costos de usuarios









• Costos de usuarios
Nuestro estudio X X • Costos de usuario X
• Gastos tarifarios
Tabla 2.1: Estudios relacionados.
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Caṕıtulo 3
Planteamiento del problema
En este caṕıtulo se presenta la descripción del problema de optimización que aborda
esta tesis, aśı como su formulación matemática. Primero se describen los detalles del
problema, y posteriormente para la modelacion, se diseñó una red extendida de la red de
ĺıneas la cual permite representar las distintas actividades que realizan los usuarios a lo
largo de su viaje. El algoritmo para su generación se describe en la Sección 3.2. Una vez
visto esto, se presenta la formulación matemática que toma como dato de entrada esta
red.
3.1 Descripción del problema
Como se mencionó anteriormente en la Sección 1.1, nuestro problema DRTB, con-
sidera como datos de entrada la infraestructura de una ciudad de paraderos y calles, un
conjunto de posibles ĺıneas a implementar, un conjunto de frecuencias factibles para cada
una de ellas, e información de la demanda por pares origen-destino. Respecto a las limi-
tantes, se satisfacen restricciones de la demanda, la capacidad de autobuses y de calles,
un máximo número de ĺıneas a implementar y un presupuesto para ĺımitar las frecuencias.
Todo esto, para determinar el conjunto de ĺıneas a usar y sus frecuencias minimizando el
tiempo total de viaje de todos los pasajeros y el costo monetario de transbordos.
Para modelar matemáticamente el problema DRTB definimos lo siguiente. Consi-
deremos una red de tránsito por donde pueden circular autobuses GI = (NS, E), en donde
NS es el conjunto de nodos n ∈ NS que representan las paradas donde los pasajeros pue-
den abordar o bajar del veh́ıculo y E es el conjunto de aristas no dirigidas e ∈ E que
representan las calles de la infraestructura de una ciudad. Además, sea GL = (NS, AL)
la red de posibles ĺıneas a implementarse sobre la infraestructura del grafo GI . En esta
red, AL es el conjunto de arcos dirigidos por donde pueden transitar los veh́ıculos de las
posibles ĺıneas a implementar y L denota el conjunto que las contiene. Además, definimos
Fl como el conjunto discreto de frecuencias factibles para la ĺınea l ∈ L. También, para
11
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cada ĺınea l ∈ L tenemos un costo dado cl por implementarla en el sistema, y un costo c̄l
que representa el costo del pasaje que deben pagar los usuarios por utilizarla. Aśı mismo,
suponemos que conocemos los tiempos de viaje ca para cada arco a ∈ AL. Para la in-
formación de la demanda, definimos K como el conjunto de pares origen destino (ok, dk)
con ok, dk ∈ NS, y pk (pax/min) como la demanda que se traslada del origen ok hacia el
destino dk, k ∈ K. En cuanto a las ĺımitantes del sistema, definimos a q como la capacidad
de los autobuses (pax/bus). De la misma manera, sea se la capacidad del arco e ∈ E,
la cual representa la cantidad de autobuses que pueden circular por la calle e sin causar
congestión. Además, definimos Lmax como el máximo número de ĺıneas a implementar en
el sistema. Finalmente, sea P un presupuesto disponible que limita las frecuencias, este
puede ser por ejemplo, el tamaño máximo de la flota.
En la Figura 3.1a se ilustra un ejemplo pequeño de la infraestructura de una ciudad.
Donde los nodos O y D representan un único par origen destino que a su vez son paraderos
junto con los nodos 1,2,3 y 4, los cuales se conectan mediante siete calles. En la Figura
3.1b, se muestra gráficamente un conjunto de tres posibles ĺıneas a implementar. Algunas
de estas ĺıneas comparten tramos de recorrido, lo que significa que circulan por la misma
calle. Para agrupar los arcos que cumplen estas caracteŕıstica, definimos el conjunto A(e)
el cual contiene los arcos de la red de ĺıneas que están asociados a la arista e ∈ E. Además,
como cada uno de los arcos de la red GL son exclusivos de una única ĺınea, definimos el
conjunto Al como los arcos de la ĺınea l ∈ L y l(a) como la ĺınea asociada al arco a ∈ AL.
Si se resolviera el problema DRTB para las redes en la Figura 3.1, se debeŕıa de
obtener una solución como la que se muestra en la Figura 3.2. En ésta se observa el
conjunto de ĺıneas con sus respectivas frecuencias que van a funcionar dentro del sistema,








(b) Red de Ĺıneas (GL)
Figura 3.1: Ejemplo de datos de entrada para el problema DRTB
Finalmente, las funciones objetivo que se buscan minimizar en este problema son
el tiempo total de viaje de los pasajeros considerando tiempo de espera y los costos
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Figura 3.2: Ejemplo de una solución del problema DRTB
monetarios que implican las transferencias. Para definir matemáticamente las funciones
objetivos y restricciones del problema, es necesario contabilizar tiempos de espera y viaje
de los usuarios e identificar a los pasajeros que realizan transferencias. Para diferenciar
estas acciones, se diseñó una red extendida de la red de ĺıneas que permite modelar el
problema completo como un problema de flujo de costo mı́nimo.
3.2 Red Extendida
Para modelar matemáticamente el problema DRTB como un problema de flujo de
costo mı́nimo se diseñó una red extendida G = (N,A) de la red de ĺıneas, donde N es
el conjunto de nodos n ∈ N de la red y A es el conjunto de arcos a ∈ A, con GL ⊂ G.
La generación de la red extendida está basada en las ideas de Cancela et al. (2015) para
su grafo de trayectorias. Sin embargo, en la red extendida no creamos arcos de destino
y no limitamos la cantidad de transferencias que pueden realizar los pasajeros. La red
G modela por medio de distintos tipos de arcos, acciones de espera, transbordo y viaje.
Los conjuntos que contienen estos arcos son AW , AT y AV , respectivamente, y además
A = AW ∪ AT ∪ AV . Para generarla se realizan dos fases, en la primera se crean nodos
artificiales y arcos de espera y en la segunda se crean los arcos de transbordo y de viaje.
La primera fase se resume en el Algoritmo 1. En esta fase, se agregan los nodos de la
red GL al conjunto N . Luego, se identifican a los nodos de la red GL donde los pasajeros
puedan abordar una ĺınea, ya sea porque inician su viaje o realizan un transbordo. Los
pasajeros comienzan su viaje en el nodo n si este es un origen para algún par k ∈ K. Por
otro lado, los usuarios pueden realizar transbordos en los paraderos n donde exista en
la red GL al menos un arco entrante de una ĺınea distinta de una de las ĺıneas salientes.
Lo anterior es debido a que en ese paradero pueden arribar pasajeros desde una o varias
ĺıneas, y por lo tanto tienen la opción de bajar ah́ı y esperar una diferente. Una vez
Karla Isabel Cervantes Sanmiguel
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Algoritmo 1: Fase I: Crear nodos artificiales y arcos de espera.
Entrada: GL
Salida: G
1 N = NS
2 para cada n ∈ NS hacer
3 si (n = ok para algún k ∈ K) o (se pueden realizar transbordos en n)
entonces
4 para cada ĺınea l saliente de n hacer
5 Crear nodo artificial nl
6 Conectar n con nl a través de |Fl| arcos de espera




identificados, en cada uno de estos nodos se determinan las ĺıneas que pueden tomar los
pasajeros en ese punto. Para reconocer estas ĺıneas, como ya se mencionó, observamos si
existen arcos salientes del nodo n asociados a cada una de estas. Una vez hecho esto, se
crean nodos artificiales nl asociados a el nodo n, uno por cada ĺınea saliente l, los cuales
representan f́ısicamente el mismo paradero, pero permiten diferenciar si los pasajeros
suben a alguna ĺınea. Por ejemplo, en la Figura 3.1b del nodo 3 salen dos arcos, entonces
hay dos ĺıneas salientes, la rosa y la azul. Entonces, en la red extendida, el nodo 3 tendrá
dos nodos artificiales, uno asociado a cada ĺınea. En la Figura 3.3, el nodo 3 tiene los nodos
artificiales 3R y 3A. Luego de que los nodos artificiales son creados, estos se conectan a
través de arcos de espera. Estas conexiones se crean con la finalidad de contabilizar el
tiempo de espera de los pasajeros. Sin embargo, debido a que la espera de los usuarios
depende de la frecuencia de paso de las ĺıneas, los nodos artificiales son conectados con
su nodo original por medio de |Fl| arcos de espera, donde la ĺınea l es la asociada a cada
nodo artificial. En part́ıcular, si observamos la Figura 3.3, vemos que el nodo 2 tiene dos
nodos artificiales 2V y 2R, asociados a la ĺınea verde y rosa, respectivamente. El nodo 2
está conectado a 2V por medio de dos arcos y a 2R por medio de tres. Lo anterior nos
indica que la ĺınea verde cuenta con dos elementos en su conjunto de frecuencias factibles,
mientras que el de la ĺınea rosa tiene tres elementos. Entonces, cada uno de los arcos





costo es un tiempo de espera promedio de los pasajeros usada por Osuna and Newell
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donde E(w) es el tiempo de espera promedio, H̄ el tiempo de cabecera promedio, y C2H
el coeficiente de variación en los tiempos de cabecera. Basándonos en esto, calculamos el
costo de los arcos de espera, donde por simplicidad suponemos que el tiempo de cabecera
es el mismo a lo largo del periodo (C2H = 0). Además, se define el costo monetario c̄
k
a para
cada arco a ∈ AW y par origen-destino k ∈ K, como el costo c̄l(a) por utilizar la ĺınea
l(a) si los pasajeros salen de su paradero origen o sólo un porcentaje del costo c̄l(a), si los
usuarios están realizando un transbordo. Dicho de otra forma, para identificar la tarifa
que se cobra nos gúıamos con el con el par k = (ok, dk), para los arcos de espera salientes
del nodo ok se cobra el pasaje completo (c̄l(a)), ya que en ese punto es el primer autobús
que toma; para el caso donde los arcos de espera no salgan del nodo ok, se cobra un por-
centaje de la tarifa (por ejemplo,
c̄l(a)
2
) debido a que se está realizando un transbordo en el
paradero de donde sale el arco. En la Figura 3.3, se muestra como se ve la red extendida
























Figura 3.3: Final de la Fase I.
En la segunda fase, se crean los arcos de transbordo y de viaje entre los nodos
artificiales agregados anteriormente y los nodos originales. Para esto, definimos Sl como
la secuencia de paraderos del recorrido de la ĺınea l ∈ L en la red de ĺıneas GL (la cual
no contiene nodos artificiales), donde ni es el i-ésimo elemento de Sl. Lo que se hace, es
tomar cada pareja de nodos ni y ni+1 de Sl, y conectar esos paraderos en la red extendida
pero considerando los nodos artificiales nil y n
i+1
l asociados a dicha ĺınea y que se crearon
en la Fase I. Lo anterior mediante los casos que se ilustran en el Algoritmo 2.
Por ejemplo, sea l la ĺınea rosa con el conjunto Sl = {O,3,2,D} de paraderos
ordenados. Entonces, entre el par de nodos O y 3, se crean el arco de viaje (OR,3R)
y el arco de transbordo (OR,3). Lo que se representa f́ısicamente con ese par de arcos
(OR,3R) y (OR,3), es el trayecto del paradero O a 3. Lo anterior con la diferencia de que
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Algoritmo 2: Fase II: Crear arcos de transbordo y viaje.
Entrada: GL,G
Salida: G Actualizada
1 para cada l ∈ L hacer
2 para i = 0 hasta |Sl| − 1 hacer
3 si ni tiene nodo artificial nil entonces
4 si ni+1 tiene nodo artificial ni+1l entonces
5 Crear arco de viaje de (nil, n
i+1
l )
6 Crear arco de transbordo de (nil, n
i+1)
7 en otro caso
8 Crear arco de viaje de (nil, n
i+1)
9 fin
10 en otro caso
11 si ni+1 tiene nodo artificial ni+1l entonces
12 Crear arco de viaje de (ni, ni+1l )
13 Crear arco de transbordo de (ni, ni+1)
14 en otro caso




19 Actualizar A, AT , AV
20 fin
a través del arco de viaje (OR,3R) pasa el flujo de pasajeros que continúa su viaje por la
misma ĺınea y por el arco de transbordo (OR,3) se mueven los pasajeros que bajarán en
el paradero 3 para tomar una ĺınea distinta. Para este tipo de pares de arcos, se define
t(a) ∈ AT como el arco de transbordo que representa el mismo trayecto que el arco de
viaje a ∈ AV . Similarmente, para la pareja 3, 2 se crean los arcos (3R,2R), y (3R,2).
Finalmente, para la pareja 2, D se crea solo un arco de viaje (2R,D). En la Figura 3.4, se
ilustra la red extendida después de agregar los arcos de viaje y transbordo para la ĺınea
rosa.
De forma análoga con el resto de las ĺıneas la red extendida resultante se presenta
en la Figura 3.5.
Al finalizar estas dos fases, con la red extendida resultante se puede formular ma-
temáticamente para el problema DRTB.
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Figura 3.5: Red Extendida de la red en la figura 3.1b.
3.3 Formulación matemática
A continuación, se presenta la formulación matemática del problema DRTB usando
como base a la red extendida. Como las decisiones del problema son identificar cuáles ĺıneas
implementar en un sistema de transporte y con qué frecuencia, se definen las siguientes
variables de decisión para definir el modelo:
vka : flujo de pasajeros por minuto desde el origen ok hacia el destino dk viajando a
través del arco a ∈ A. Definimos v := [vka] para representar todas las variables de
decisión respecto a el flujo de pasajeros.
Karla Isabel Cervantes Sanmiguel
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xl : variable binaria que toma el valor de 1 si la ĺınea l es inclúıda en la solución, 0
en otro caso.
ylf : variable binaria que toma el valor de 1 si la ĺınea l tiene frecuencia f ∈ Fl, 0
en otro caso.
















representa la suma de los tiempos de viaje y de espera para los pasajeros que viajan
a través de los arcos a ∈ AV ∪ AT y a ∈ AW , respectivamente, para todos los pares









modela los costos monetarios de abordar las ĺıneas asociadas a los arcos a ∈ AW que se
utilizan en el sistema para todos los pares k ∈ K. Además, podemos observar que, si para
cada k = (ok, dk) ∈ K, los arcos de espera salientes de ok tienen un costo c̄ka = 0 y para los
demás c̄ka = 1, la función objetivo F2(v) representa las transferencias que realizan todos
los usuarios ya que se está contando solamente el flujo que pasa a través de los arcos de




ylf = xl ∀ l ∈ L (3.3)∑
l∈L



























∀ a ∈ AV (3.7)∑
k∈K
vka ≤ (q · f(a)) yl(a),f(a) ∀ a ∈ AW (3.8)
Karla Isabel Cervantes Sanmiguel







n ∀ k ∈ K,n ∈ N (3.9)
vka ≥ 0 ∀ a ∈ A, k ∈ K (3.10)
xl ∈ {0, 1} ∀ l ∈ L (3.11)
ylf ∈ {0, 1} ∀ l ∈ L, f ∈ Fl (3.12)
La restricción (3.3) garantiza escoger solo una frecuencia para cada ĺınea l ∈ L
incluida en la solución. La desigualdad (3.4) acota la cantidad máxima de ĺıneas a im-
plementar en el sistema. Las restricciones (3.5) satisfacen la capacidad se de calle de la
arista e ∈ E; esto es que, el número total de autobuses por minuto, considerando todas
las ĺıneas que viajan a través de e, no excedan el valor del parámetro se. La desigualdad
(3.6) asegura que no se sobrepase el presupuesto en términos de frecuencia (note que si
c̄l =
∑
a∈Al ca, el presupuesto representa el máximo tamaño de flota). Las restricciones
(3.7) acotan el flujo total de pasajeros viajando a través del arco de viaje a ∈ AV y el arco
de transbordo t(a) ∈ AT (considerando todos los pares origen-destino), por la capacidad








vka . Finalmente, las ecuaciones (3.9) son restricciones de balance de
flujo para cada par origen-destino (ok, dk) y nodo n ∈ N . Resaltamos que ρkn es igual a
pk, −pk, y 0 para n = ok, n = dk, y n /∈ {ok, dk}, respectivamente. De (3.10)-(3.12) se
representa la naturaleza de las variables.
En la Tabla 3.1, se presenta la notación utilizada para el problema y el modelo.
Para esta formulación se implementó un método que nos da herramientas para analizar
el conflicto entre los objetivos. En el siguiente caṕıtulo se presenta el método de solución
aplicado al problema DRTB.
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Notación utilizada para la formulación matemática
GI : Grafo de la infraestructura.
NS: Conjunto de nodos paraderos.
E: Conjunto de aristas no dirigidas (calles).
GL: Red de posibles ĺıneas a implementar.
AL:
Conjunto de arcos dirigidos por donde pueden transitar los veh́ıculos de cada
ĺınea.
L: Conjunto de ĺıneas.
K: Conjunto de pares Origen-Destino.
A(e)
Conjunto de arcos de la red de ĺıneas GL que están asociados a la arista e ∈ E.
A(e) ⊂ A.
G Red extendida.
N Conjunto de nodos de la red G
A Conjunto de arcos de la red G donde A = AW ∪ AT ∪ AV
AW Conjunto de arcos de espera.
AT Conjunto de arcos de transbordo.
AV Conjunto de arcos de viaje.
Sl Secuencia de paraderos del recorrido de la ĺınea l ∈ L.
A+n Conjunto de arcos salientes de n.
A−n Conjunto de arcos entrantes de n.
cl: Costo por implementar la ĺınea l ∈ L en el sistema.
c̄l: Tarifa para los usuarios por utilizar la ĺınea l ∈ L.
ca: Tiempos de viaje para cada a ∈ AV ∪ AT .
(ok, dk): Par Origen-Destino k ∈ K, con origen ok y destino dk.
pk: Demanda (pax/min) del par k ∈ K.
q: Capacidad de los autobuses (pax/bus).
se: Capacidad de la arista (calle) e ∈ E.
Lmax: Máximo número de ĺıneas a implementar en el sistema.
P : Presupuesto para las frecuencias.
l(a) Ĺınea asociada al arco a ∈ A.
nl Nodo artificial asociado a la ĺınea L ∈ L.
f(a) Frecuencia asociada al arco a ∈ AW .
cwa Tiempo de espera del arco a ∈ AW .
c̄ka Costo monetario para cada arco a ∈ AW y par origen-destino k ∈ K.
ni i-ésimo elemento de Sl.
t(a)
t(a) ∈ AT arco de transbordo con el mismo trayecto que el arco de viaje
a ∈ AV .
vka
Flujo de pasajeros por minuto desde el origen ok hacia el destino dk viajando
a través del arco a ∈ A.
xl
Variable binaria que toma el valor de 1 si la ĺınea l es inclúıda en la solución,
0 en otro caso.
ylf
Variable binaria que toma el valor de 1 si la ĺınea l tiene frecuencia f ∈ Fl, 0
en otro caso.
Tabla 3.1: Tabla de notación.
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Metodoloǵıa de solución
Dado que se está trabajando con un problema multi-objetivo, en este caṕıtulo se
presentan conceptos para entender cómo darle solución al problema DRTB. Además, se
muestra la descripción del método de solución que se implementó. Para el problema, se
aplicó el método ε-constraint utilizando el solver comercial CPLEX 12.9.
4.1 Optimización multi-objetivo
El proceso que se lleva a cabo cuando se tiene un problema en el que se desea
optimizar simultáneamente una colección de funciones objetivos, es llamado Optimización
Multi-Objetivo (OMO). Suponga que se tiene el siguiente problema de OMO [P]:
mı́n [f1(x), f2(x), ..., fi(x)]
sujeto a:
x ∈ X
donde x es el vector de variables de decisión, X el espacio de soluciones y f1(x), f2(x), ..., fi(x)
las funciones objetivo.
A diferencia de optimizar un solo objetivo, en OMO generalmente no existe una solución
que optimice todas las funciones objetivo. En cambio, lo que se encuentra es un conjunto
de soluciones llamadas Pareto óptimas.
Definición 4.1. Un punto x∗ ∈ X, es Pareto óptimo si y sólo si no existe otro punto
x ∈ X, tal que fj(x) ≤ fj(x∗) para toda j = 1, ..., i y fj(x) < fj(x∗) para al menos una
función j.
De manera similar, en el espacio de criterio factible Z definido como el conjunto
{(f1(x), f2(x), ..., fi(x))|x ∈ X} se definen los puntos Dominados y No-Dominados (Mar-
ler and Arora, 2004).
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Definición 4.2. Un vector de valores de las funciones objetivos f(x∗) ∈ Z, es no-
dominado si y sólo si no existe otro vector f(x) ∈ Z, tal que f(x) ≤ f(x∗) y fj(x) <
fj(x
∗) para al menos una función j. De otra manera, es dominado.
Lo que se busca en OMO es encontrar una buena aproximación al conjunto de puntos
no-dominados en Z, el cual es llamado Frente de Pareto. De esta manera, el tomador de
decisiones observará del conflicto que existe entre los distintos objetivos, y en base a su
criterio podrá elegir entre las opciones encontradas.
4.2 Método ε-constraint
Existen diversos métodos para aproximar el frente de Pareto (Marler and Arora,
2004). Uno de estos es el método ε-constraint , el cual fue introducido por primera vez
en Haimes (1971). Este consiste en, dado un problema [P], optimizar un sólo objetivo








Y a través de la variación de los εj, se puede obtener un conjunto de soluciones Pareto
óptimas (Hwang and Masud, 1979).
En este trabajo, implementamos el método ε-constraint al problema DRTB. Haciendo
esto, buscamos obtener una aproximación al frente de Pareto y analizar el conflicto entre
tiempos totales de viaje y costos monetarios por transbordos de los pasajeros. De esta
manera, los tomadores de decisiones tendrán un panorama más amplio sobre las distintas
opciones de sistemas de transporte que se pueden poner en marcha sin dejar de tomar en
cuenta ambos objetivos que son importantes para los usuarios.
Con respecto a la implementación del método, primero se decidió cuál de los objetivos
agregar como restricción a los problemas y para esto se realizaron pruebas preliminares.
En estas se observó que agregar como limitante la función objetivo F2(v) de costos mo-
netarios mientras se optimiza F1(v), permit́ıa que los problemas se resolvieran en menos
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tiempo. Esto puede deberse a que en el caso de cuando se optimiza F2(v) y se tiene como
limitante F1(v), existe una cantidad considerable de simetŕıas o soluciones simétricas que
hacen que el esfuerzo computacional de resolver el problema sea mas grande. Lo anterior
sucede debido a que, a medida que avanza la búsqueda del algoritmo Branch & Bound
(que es implementado por CPLEX), cada solución simétrica puede obtenerse en un nodo
separado (Williams, 2013). Entonces, para obtener aproximaciones del frente de Pareto





En este problema se minimiza la función F1(v) de tiempos totales de viaje, mientras
los costos monetarios de las transbordos están acotados superiormente por ε. Por esta
razón, para cada valor de ε encontramos un valor de F1(v). Estos valores son puntos que
pertenecen al frente de Pareto y gráficamente podŕıamos observar un frente convexo o no













































Figura 4.1: ε-constraint para el problema DRTB.
Los pasos de nuestro método ε-constraint se muestran en el Algoritmo 3. Primero se
calculan los extremos del frente, el procedimiento para obtenerlos se presenta en las ĺıneas
2 y 3 en el Algoritmo 3, donde v∗1 y v
∗
2 son los flujos óptimos que se encontraron al resolver
el problema F ∗1 y F
∗
2 , respectivamente. Posteriormente, se utilizan los extremos obtenidos
para observar el rango en el que se variará ε y en dependencia de cuantos problemas se
deseen resolver, se calcula un incremento ∆ε (ver ĺınea 5) que se utilizará en cada iteración.
En cuánto a la cantidad de problemas que se desean resolver, dependerá de que tan amplio
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sea el rango en el que se vaŕıa ε y que tantas soluciones se necesiten para obtener una
buena aproximación al frente de Pareto. Una vez que se conoce la variación, se inicia con
el valor más pequeño que ε pueda tener y en cada iteración se aumenta hasta llegar a
su valor máximo mientras se resuelve un problema para cada uno de estos valores (ver
ĺıneas 6-11 en Algoritmo 3). Este método fue implementado utilizando el solver comercial
CPLEX 12.9 con un lenguaje de programación C++ en una computadora Macpro con
3.5 GHz y 16 GB RAM.
Algoritmo 3: ε-constraint para el problema DRTB.
Entrada: Instancia del problema DRTB, CantProb: Cantidad de problemas a
resolver
Salida: SetPareto: Aproximación del frente de Pareto
1 SetPareto = ∅
2 Resolver F ∗1 = {mı́nF1(v) s.a. (3.3)− (3.12)}, P ∗2 = F2(v∗1)
3 Resolver F ∗2 = {mı́nF2(v) s.a. (3.3)− (3.12)}, P ∗1 = F1(v∗2)




6 ε = F ∗2
7 mientras ε ≤ P ∗2 hacer
8 Resolver F ∗1ε = {mı́nF1(v) s.a. (3.3)− (3.12), F2(v) ≤ ε}
9 SetPareto = SetPareto ∪ {(F ∗1ε, F2(v∗ε))}
10 ε = ε+ ∆ε
11 fin
Con el método presentado anteriormente se realizaron experimentos para evaluar
su desempeño y se analizaron los datos que es capaz de obtener. En el siguiente caṕıtu-
lo se presentan los detalles de la experimentación y resultados de implementar nuestro
algoritmo ε-constraint.
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Resultados Experimentales
En este caṕıtulo se detallan los experimentos realizados con el problema DRTB.
Inicialmente se presenta una instancia de referencia encontrada en literatura relacionada
y los parámetros utilizados. Finalmente se muestran resultados obtenidos de implementar
el método de solución.
5.1 Instancia: Red de Mandl
Para probar nuestro método ε-constraint utilizamos la red de Mandl, la cual re-
presenta carreteras en Suiza y consta de 15 nodos y 21 aristas (Mandl, 1980). Diversos
estudios que abordan el problema DRT en sus diferentes variantes, implementan sus
métodos a esta red (Arbex and da Cunha, 2015, Jha et al., 2019, Mauttone and Ur-
quhart, 2009). En el trabajo de Duran et al. (2019) también realizan pruebas con la red
de Mandl y consideran el supuesto de capacidad de calles para sistemas unimodales y
bimodales. De este estudio tomamos los parámetros que generaron para el caso unimodal
ya que no existen muchos trabajos que presenten los valores numéricos dados a las capa-
cidades de las calles. En la Figura 5.1 se presenta la red de Mandl, además de los tiempos
de viaje en minutos y la capacidad de cada una de las calles en buses/hora (representado
como (Tiempo de viaje, Capacidad)). Asimismo la información de la demanda por pares
origen-destino se muestra en la Tabla 5.1.
Con respecto a las posibles ĺıneas a implementar en el sistema, en Buba and Lee
(2018) se presentan las mejores encontradas por su algoritmo para implementar en la
red de Mandl, las cuales decidimos considerar como nuestro conjunto de ĺıneas candidatas
bidireccionales para nuestra instancia. Esto se realizó basándonos en que sus objetivos son
similares a los nuestros ya que buscan minimizar el tiempo total de viaje y la demanda
que se satisface con más de una transferencia. La lista de los detalles de las ĺıneas como el
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Figura 5.1: Red de Mandl con la información (Tiempo de viaje, Capacidad) para cada
arista.
tiempo de recorrido (TR), la cantidad y secuencia de paraderos de cada una se presentan
en la Tabla 5.2.
En cuanto a los conjuntos de frecuencias factibles se consideró Fl = {0,02, 0,03, 0,08, 0,20}
para l = 0, ..., 36, al igual que Cancela et al. (2015). Como costo de asignar una ĺınea l
al sistema, consideramos cl =
∑
a∈Al ca, lo cual nos permite que se maneje el presupuesto
como un máximo tamaño de flota, el cual consideramos limitado con P = 99 autobuses.
En cuanto a los costos monetarios considerados, tomamos los siguientes valores:
c̄ka =
12 si es el primer autobus que toman,6 si hacen transferencia,
esto se hizo siguiendo un esquema de pago como el que se tiene en la Ciudad de Monterrey,
Nuevo León, México. Finalmente, con respecto a la capacidad de buses, al igual que en el
estudio de Duran et al. (2019), se consideró q = 50.
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O/D 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14
0 0 400 200 60 80 150 75 75 30 160 30 25 35 0 0
1 400 0 50 120 20 180 90 90 15 130 20 10 10 5 0
2 200 50 0 40 60 180 90 90 15 45 20 10 10 5 0
3 60 120 40 0 50 100 50 50 15 240 40 25 10 5 0
4 80 20 60 50 0 50 25 25 10 120 20 15 5 0 0
5 150 180 180 100 50 0 100 100 30 880 60 15 15 10 0
6 75 90 90 50 25 100 0 50 15 440 35 10 10 5 0
7 75 90 90 50 25 100 50 0 15 440 35 10 10 5 0
8 30 15 15 15 10 30 15 15 0 140 20 5 0 0 0
9 160 130 45 240 120 880 440 440 140 0 600 250 500 200 0
10 30 20 20 40 20 60 35 35 20 600 0 75 95 15 0
11 25 10 10 25 15 15 10 10 5 250 75 0 70 0 0
12 35 10 10 10 5 15 10 10 0 500 95 70 0 45 0
13 0 5 5 5 0 10 5 5 0 200 15 0 45 0 0
14 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Tabla 5.1: Pares Origen-Destino (viajes/24hrs)
5.2 Resultados
Para realizar los experimentos variamos los parámetros |L| y Lmax, los cuales repre-
sentan el tamaño del conjunto de posibles ĺıneas a implementar y la cantidad máxima de
ĺıneas que se pueden agregar al sistema de transporte, respectivamente. Esto se hizo con
la finalidad de analizar que tanto tiempo toma considerar conjuntos de lineas potenciales
de distintos tamaños, aśı como que tan grande o pequeño se puede armar un sistema
de transporte con nuestro modelo. Como se mencionó en la sección 5.1, el conjunto L
se tomó del trabajo Buba and Lee, 2018; de la misma manera, tomamos de referencia
los valores para el parámetro Lmax. Los valores que se consideraron para cada uno son
|L| = {20, 37} y Lmax = {4, 6, 8, 12}, y se experimentó con todas las combinaciones entre
estos. En cuanto al conjunto L, cuando se consideró |L| = 20 , las ĺıneas contenidas en
el conjunto L son de la ĺınea 0 a la ĺınea 19 de la Tabla 5.2, y de manera similar, para
cuando |L| = 37, las ĺıneas incluidas fueron de la ĺınea 0 a la ĺınea 36.
Entonces, para obtener los frentes de Pareto para cada combinación de parámetros, se
resolvieron 200 problemas ya que la distancia entre los extremos de los frentes es pequeña.
En la Tabla 5.3, se presentan la cantidad de soluciones no dominadas encontradas (S-ND)
y el tiempo computacional en horas que tomó hallarlas, esto para cada una de las combi-
naciones entre |L| y Lmax. En esta podemos observar que casi duplicando el tamaño del
conjunto de ĺıneas potenciales y considerando los mismos pares origen-destino, el tiempo
computacional aumenta alrededor de 10 veces. En cuanto a las soluciones encontradas,
vemos que para |L| = 20 el método es capaz de encontrar una solución no dominada
por cada problema del ε-constraint resuelto, mientras que para |L| = 37 esto ya no se
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#Ĺınea T.R. #Paraderos Secuencia de paraderos
0 92 15 0− 1− 3− 11− 10− 9− 13− 12− 13− 9− 10− 11− 3− 1− 0
1 64 15 1− 2− 5− 14− 6− 9− 10− 11− 10− 9− 6− 14− 5− 2− 1
2 66 13 4− 3− 5− 7− 9− 10− 11− 10− 9− 7− 5− 3− 4
3 52 11 8− 14− 7− 5− 3− 11− 3− 5− 7− 14− 8
4 64 11 11− 3− 5− 7− 9− 13− 9− 7− 5− 3− 11
5 92 15 0− 1− 3− 11− 10− 9− 13− 12− 13− 9− 10− 11− 3− 1− 0
6 64 13 10− 12− 13− 9− 6− 14− 8− 14− 6− 9− 13− 12− 10
7 76 15 0− 1− 2− 5− 7− 9− 12− 10− 12− 9− 7− 5− 2− 1− 0
8 48 11 0− 1− 2− 5− 14− 8− 14− 5− 2− 1− 0
9 66 15 0− 1− 2− 5− 14− 6− 9− 7− 9− 6− 14− 5− 2− 1− 0
10 86 15 8− 14− 7− 9− 13− 12− 10− 11− 10− 12− 13− 9− 7− 14− 8
11 108 15 13− 9− 12− 10− 11− 3− 1− 0− 1− 3− 11− 10− 12− 9− 13
12 52 13 8− 14− 7− 5− 3− 4− 1− 4− 3− 5− 7− 14− 8
13 62 13 8− 14− 6− 9− 7− 5− 3− 5− 7− 9− 6− 14− 8
14 76 15 0− 1− 2− 5− 7− 9− 10− 11− 10− 9− 7− 5− 2− 1− 0
15 76 11 0− 1− 4− 3− 11− 10− 11− 3− 4− 1− 0
16 106 15 0− 1− 4− 3− 11− 10− 12− 9− 12− 10− 11− 3− 4− 1− 0
17 36 7 0− 1− 4− 3− 4− 1− 0
18 42 11 4− 3− 5− 2− 1− 0− 1− 2− 5− 3− 4
19 80 15 0− 1− 4− 3− 5− 7− 9− 13− 9− 7− 5− 3− 4− 1− 0
20 52 15 0− 1− 2− 5− 7− 14− 6− 9− 6− 14− 7− 5− 2− 1− 0
21 66 15 0− 1− 2− 5− 7− 9− 13− 12− 13− 9− 7− 5− 2− 1− 0
22 66 13 5− 2− 1− 3− 11− 10− 9− 10− 11− 3− 1− 2− 5
23 88 15 9− 12− 10− 11− 3− 5− 2− 1− 2− 5− 3− 11− 10− 12− 9
24 54 11 8− 14− 6− 9− 7− 5− 7− 9− 6− 14− 8
25 84 15 11− 10− 12− 13− 9− 6− 14− 8− 14− 6− 9− 13− 12− 10− 11
26 70 15 0− 1− 2− 5− 14− 6− 9− 12− 9− 6− 14− 5− 2− 1− 0
27 66 15 0− 1− 2− 5− 7− 9− 13− 12− 13− 9− 7− 5− 2− 1− 0
28 94 15 4− 3− 11− 10− 12− 13− 9− 7− 9− 13− 12− 10− 11− 3− 4
29 42 7 0− 1− 3− 11− 3− 1− 0
30 78 15 11− 10− 9− 7− 5− 3− 4− 1− 4− 3− 5− 7− 9− 10− 11
31 64 15 8− 14− 6− 9− 7− 5− 2− 1− 2− 5− 7− 9− 6− 14− 8
32 70 15 0− 1− 2− 5− 14− 6− 9− 12− 9− 6− 14− 5− 2− 1− 0
33 70 15 8− 14− 6− 9− 7− 5− 3− 4− 3− 5− 7− 9− 6− 14− 8
34 86 13 12− 10− 11− 3− 4− 1− 0− 1− 4− 3− 11− 10− 12
35 16 5 4− 1− 2− 1− 4
36 48 9 3− 5− 7− 9− 12− 9− 7− 5− 3
Tabla 5.2: Conjunto de posibles lineas a implementar en la Red de Mandl.
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|L| Lmax S-ND Tiempo (Hrs)
20 4 200 10.357
20 6 200 11.430
20 8 200 7.804
20 12 200 7.184
37 4 187 103.340
37 6 141 104.230
37 8 147 102.497
37 12 163 86.653
Tabla 5.3: Cantidad de soluciones no dominadas encontradas y tiempo computacional.
cumple. Por otra parte, podemos notar que para los valores más grandes de Lmax, el tiem-
po computacional que toma obtener la aproximación del frente es menor que cuando los
valores de Lmax son pequeños.
5.2.1 Ĺıneas atractivas para el sistema de transporte.
Analizando a detalle cada una de las soluciones no dominadas, podemos observar el
porcentaje de aparición de cada ĺınea en las soluciones. Esto nos permite identificar las
ĺıneas que son más atractivas para el sistema de transporte considerando ambos objetivos.
Por ejemplo, en la Figura 5.2, podemos observar para |L| = 20 y los distintos valores de
Lmax, las ĺıneas 2, 6, 9 y 11 aparecen en más del 75 % de las soluciones no-dominadas.
Esta información puede resultar muy útil para los tomadores de decisiones, ya que indica
que si se inclinan por algún objetivo o no e independientemente del tamaño del sistema
del transporte, estas debeŕıan incluirse. Además de esto, se visualiza que entre más ĺıneas
se puedan añadir el sistema, la elección de ĺıneas es más variada, mientras que cuando no
se pueden incluir tantas, el modelo opta por elegir algunas unas en particular sin tanta
variación.
Sin embargo, los resultados muestran que cuando se aumenta el valor de |L| se
dificulta la obtención de este tipo de patrones. Esto sucede debido a que hay más opciones
para elegir y pueden existir más combinaciones que convengan a cada uno de los objetivos.
Debido a esto, es menos probable que se presente un patrón en el porcentaje de aparición
de ĺıneas en soluciones no dominadas. Por ejemplo, en la Figura 5.3, podemos notar
que para |L| = 37, solamente la ĺınea 11 aparece en más del 60 % de las soluciones no
dominadas para todos los valores de Lmax. Mientras que las ĺıneas 6, 20 y 35 aparecen en
más del 50 % para Lmax = 6, 8, y 12, pero no cuando Lmax = 4.
No obstante, la obtención de esta información mediante el análisis del conflicto entre
tiempos totales de viaje y costos monetarios de transbordo, resulta muy importante para
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Tabla 1
max 4 lineas max 6 lineas max 8 lineas max 12 lineas
0 0% 0% 1% 5%
1 0% 6% 32% 46%
2 100% 91% 84% 77%
3 0% 6% 10% 22%
4 0% 0% 0% 2%
5 0% 0% 0% 4%
6 100% 97% 99% 100%
7 0% 0% 9% 9%
8 0% 3% 32% 40%
9 100% 96% 83% 82%
10 0% 2% 0% 6%
11 82% 91% 82% 79%
12 0% 87% 68% 64%
13 0% 2% 5% 11%
14 0% 7% 15% 14%
15 0% 0% 2% 4%
16 17% 17% 28% 44%
17 0% 0% 0% 1%
18 0% 22% 41% 46%
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Figura 5.2: Porcentaje de aparición de ĺıneas en soluciones no dominadas (con |L| = 20).
Tabla 1
max 4 lineas max 6 lineas max 8 lineas max 12 lineas
0 0 4% 3% 4% 0%
1 65 9% 12% 12%
2 0% 31% 46% 52%
3 0% 0% 1% 1%
4 0% 0% 0% 0%
5 0% 4% 5% 4%
6 14% 64% 56% 66%
7 0% 0% 9% 9%
8 0 3% 31% 37%
9 0 12% 12% 10%
10 0% 19% 11% 21%
11 81% 70% 60% 64%
12 0% 12% 12% 11%
13 0% 0% 0% 0%
14 8% 1% 1% 0%
15 0% 0% 0% 1%
16 6 10% 7% 8%
17 0% 0% 19% 30%
18 0% 10% 7% 5%
19 0% 0% 0% 0%
20 18% 63% 50% 54%
21 36% 5% 5% 6%
22 3% 6% 2% 12%
23 0% 5% 8% 5%
24 0% 0% 0% 0%
25 0% 3% 16% 20%
26 3% 1% 9% 7%
27 28% 4% 7% 7%
28 0% 2% 1% 1%
29 0% 4% 16% 16%
30 14% 33% 24% 21%
31 0% 0% 0% 0%
32 5% 2% 7% 9%
33 77% 22% 14% 13%
34 4% 5% 6% 9%
35 0% 53% 66% 74%
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Figura 5.3: Porcentaje de aparición de ĺıneas en soluciones no dominadas (con |L| = 37).
los tomadores de decisiones debido a que les muestra un panorama más amplio de las
opciones que pueden considerar.
5.2.2 Frentes de Pareto
Como se mencionó anteriormente, cada solución representa un sistema de transporte
distinto. En la Figura 5.4, se muestra el frente de Pareto obtenido con el método ε-
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constraint con |L| = 20 y Lmax = 4. En donde, los puntos de color azul, representan
cada solución no dominada obtenida, y los puntos verde y amarillo, indican el conjunto
de ĺıneas que se agregaron en cada solución. También podemos observar que el frente de
Pareto se divide en dos, en donde notamos que en la parte izquierda del frente siempre
se elige el conjunto de ĺıneas {2, 6, 9, 11}, mientras que en la derecha se elige el conjunto
{2, 6, 9, 16}. Con esto, podemos decir que la ĺınea 16 funciona para prevenir transbordos,
sin embargo, se observa que hace que aumenten los tiempos de viaje de los pasajeros sin
disminuir considerablemente los costos monetarios. Por otra parte, la ĺınea 11 disminuye
los tiempos de viaje, mientras que también funciona para disminuir los costos monetarios,
ya que en la gráfica se observa que se puede lograr a tener hasta un valor de 134 para los
costos monetarios por minuto. De manera análoga, se tiene la Figura 5.5 para |L| = 20
y Lmax = 6. En donde podemos observar los conjuntos de ĺıneas que se eligen para 2
soluciones o más.
Tabla 1
MIN TTT s.a. MC < EPSILON TTT MC {2, 6, 9, 11} {2, 6, 9, 16}
193.181 133.208334 181.7 134.014452 193.181 133.208334
193.135 133.231368 181.637 134.03748 193.135 133.231368
193.09 133.254396 181.573 134.060514 193.09 133.254396
193.045 133.27743 181.51 134.083548 193.045 133.27743
193 133.300464 181.446 134.106576 193 133.300464
192.955 133.323492 181.385 134.12961 192.955 133.323492
192.91 133.346526 181.328 134.152644 192.91 133.346526
192.865 133.36956 181.271 134.175672 192.865 133.36956
192.82 133.392588 181.215 134.198706 192.82 133.392588
192.775 133.415622 181.161 134.22174 192.775 133.415622
192.73 133.43865 181.109 134.244768 192.73 133.43865
192.684 133.461684 181.057 134.267802 192.684 133.461684
192.639 133.484718 181.005 134.29083 192.639 133.484718
192.594 133.507746 180.954 134.313864 192.594 133.507746
192.549 133.53078 180.902 134.336898 192.549 133.53078
192.504 133.553814 180.85 134.359926 192.504 133.553814
192.459 133.576842 180.798 134.38296 192.459 133.576842
192.414 133.599876 180.746 134.405994 192.414 133.599876
192.369 133.62291 180.694 134.429022 192.369 133.62291
192.324 133.645938 180.643 134.452056 192.324 133.645938
192.278 133.668972 180.591 134.47509 192.278 133.668972
192.233 133.692006 180.539 134.498118 192.233 133.692006
192.188 133.715034 180.487 134.521152 192.188 133.715034
192.143 133.738068 180.435 134.544186 192.143 133.738068
192.098 133.761102 180.383 134.567214 192.098 133.761102
192.053 133.78413 180.332 134.590248 192.053 133.78413
192.008 133.807164 180.28 134.613282 192.008 133.807164
191.963 133.830198 180.228 134.63631 191.963 133.830198
191.918 133.853226 180.176 134.659344 191.918 133.853226
191.873 133.87626 180.124 134.682372 191.873 133.87626
191.827 133.899288 180.073 134.705406 191.827 133.899288
191.782 133.922322 180.021 134.72844 191.782 133.922322
191.737 133.945356 179.969 134.751468 191.737 133.945356
191.692 133.968384 179.917 134.774502 191.692 133.968384
191.647 133.991418 179.865 134.797536 191.647 133.991418
181.7 134.014452 179.813 134.820564
181.637 134.03748 179.762 134.843598
181.573 134.060514 179.71 134.866632
181.51 134.083548 179.658 134.88966
181.446 134.106576 179.606 134.912694
181.385 134.12961 179.554 134.935728
181.328 134.152644 179.503 134.958756
181.271 134.175672 179.451 134.98179
181.215 134.198706 179.399 135.004824
181.161 134.22174 179.347 135.027852
181.109 134.244768 179.295 135.050886
181.057 134.267802 179.243 135.07392
181.005 134.29083 179.192 135.096948
180.954 134.313864 179.14 135.119982
180.902 134.336898 179.088 135.14301
180.85 134.359926 179.036 135.166044
180.798 134.38296 178.984 135.189078
180.746 134.405994 178.932 135.212106
180.694 134.429022 178.881 135.23514
180.643 134.452056 178.829 135.258174
180.591 134.47509 178.777 135.281202
180.539 134.498118 178.725 135.304236
180.487 134.521152 178.673 135.32727
180.435 134.544186 178.622 135.350298
180.383 134.567214 178.57 135.373332
180.332 134.590248 178.518 135.396366
180.28 134.613282 178.466 135.419394
180.228 134.63631 178.414 135.442428
180.176 134.659344 178.362 135.465462
180.124 134.682372 178.311 135.48849
180.073 134.705406 178.259 135.511524
180.021 134.72844 178.207 135.534552
179.969 134.751468 178.155 135.557586
179.917 134.774502 178.103 135.58062
179.865 134.797536 178.057 135.603648
179.813 134.820564 178.012 135.626682
179.762 134.843598 177.967 135.649716
179.71 134.866632 177.922 135.672744
179.658 134.88966 177.877 135.695778
179.606 134.912694 177.832 135.718812
179.554 134.935728 177.787 135.74184
179.503 134.958756 177.742 135.76488
179.451 134.98179 177.697 135.78792
179.399 135.004824 177.651 135.81096
179.347 135.027852 177.606 135.83394
179.295 135.050886 177.561 135.85698
179.243 135.07392 177.516 135.88002
179.192 135.096948 177.471 135.90306
179.14 135.119982 177.426 135.9261
179.088 135.14301 177.381 135.94914
179.036 135.166044 177.336 135.97218
178.984 135.189078 177.291 135.99522
178.932 135.212106 177.246 136.0182
178.881 135.23514 177.2 136.04124
178.829 135.258174 177.155 136.06428
178.777 135.281202 177.11 136.08732
178.725 135.304236 177.065 136.11036
178.673 135.32727 177.02 136.1334
178.622 135.350298 176.975 136.15644
178.57 135.373332 176.93 136.17942
178.518 135.396366 176.885 136.20246
178.466 135.419394 176.84 136.2255
178.414 135.442428 176.795 136.24854
178.362 135.465462 176.749 136.27158
178.311 135.48849 176.704 136.29462
178.259 135.511524 176.659 136.31766
178.207 135.534552 176.617 136.3407
178.155 135.557586 176.579 136.36368
178.103 135.58062 176.542 136.38672
178.057 135.603648 176.504 136.40976
178.012 135.626682 176.467 136.4328
177.967 135.649716 176.429 136.45584
177.922 135.672744 176.392 136.47888
177.877 135.695778 176.355 136.50192
177.832 135.718812 176.317 136.5249
177.787 135.74184 176.281 136.54794
177.742 135.76488 176.248 136.57098
177.697 135.78792 176.216 136.59402
177.651 135.81096 176.183 136.61706
177.606 135.83394 176.151 136.6401
177.561 135.85698 176.118 136.66314
177.516 135.88002 176.094 136.68612
177.471 135.90306 176.072 136.70916
177.426 135.9261 176.05 136.7322
177.381 135.94914 176.028 136.75524
177.336 135.97218 176.006 136.77828


















Tiempo Total de Viaje/min
170.0 182.5 195.0 207.5 220.0
Soluciones no-dominadas {2, 6, 9, 11} {2, 6, 9, 16}
 1
Figura 5.4: Frente de Pareto con el conjunto de ĺıneas para cada solución (con |L| = 20 y
Lmax = 4 ).
Para visualizar mejor en cuales soluciones no dominadas se agregaron las ĺıneas
atractivas que se mencionaron en la subsección 5.2.1, se presenta la Figura 5.6 para |L| =
20 y Lmax = 6. Esta nos permite identificar de manera rápida en donde se agregan
todas o algunas de estas ĺıneas. Por ejemplo, se observa que las ĺıneas 2, 6, 9 y 11 se
agregan al mismo tiempo en las soluciones cuando se tienen valores bajos para tiempos
totales de viaje y costos monetarios. Sin embargo, la Figura 5.5 nos ayuda a observar las
diferencias que existen entre estas soluciones. Observando ambas, notamos que las ĺıneas
que minimizan el tiempo total de viaje son 2, 6, 9, 11 y 12, y agregar solamente la ĺınea 18
a este sistema podemos bajar considerablemente los costos monetarios de los pasajeros.
Sin embargo, al hacer esto observamos también que los tiempos de viaje aumentan, debido
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175.55 134.5869 173.952 136.42356
175.497 134.613912 173.935 136.45062
175.445 134.640924 173.919 136.47762
175.392 134.66793 173.902 136.50462
175.339 134.694942 173.885 136.53162
175.293 134.721954 173.868 136.55862
175.255 134.74896 173.851 136.58562
175.217 134.775972 173.834 136.61268
175.178 134.802984 173.817 136.63968























































































Tiempo Total de Viaje/min
170.0 182.5 195.0 207.5 220.0
Soluciones no dominadas {2, 6, 9, 11, 12} {2, 6, 9, 11, 12, 18}
{1, 6, 8, 14, 16, 19} {2, 3, 6, 9, 11, 16} {2, 6, 9, 11, 12, 16}
{6, 9, 12, 14, 16, 18}
 2
Figura 5.5: Frente de Pareto con el conjunto de ĺıneas para cada solución (con |L| = 20 y
Lmax = 6 ).
a que hay más veh́ıculos en el sistema (aunque cuidamos la capacidad de las calles), esto
hace que se reduzcan las frecuencias de paso para evitar la congestión.
174.614 135.505248 174.249 135.99144 174.513 135.640296 174.452 135.721326 174.249 135.99144
174.594 135.532254 174.229 136.01844 174.493 135.667308 174.432 135.748338 174.229 136.01844
174.574 135.559266 174.209 136.04544 174.472 135.694314 174.412 135.77532 174.209 136.04544
174.553 135.586278 174.189 136.07244 174.452 135.721326 174.391 135.80238 174.189 136.07244
174.533 135.613284 174.168 136.09944 174.432 135.748338 174.371 135.82938 174.168 136.09944
174.513 135.640296 174.148 136.1265 174.412 135.77532 174.351 135.85638 174.148 136.1265
174.493 135.667308 174.128 136.1535 174.391 135.80238 174.331 135.88338 174.128 136.1535
174.472 135.694314 174.108 136.1805 174.371 135.82938 174.31 135.91038 174.108 136.1805
174.452 135.721326 174.087 136.2075 174.351 135.85638 174.29 135.93738 174.087 136.2075
174.432 135.748338 174.07 136.2345 174.331 135.88338 174.27 135.96444 174.07 136.2345
174.412 135.77532 174.054 136.2615 174.31 135.91038 174.249 135.99144 174.054 136.2615
174.391 135.80238 174.037 136.28856 174.29 135.93738 174.229 136.01844 174.037 136.28856
174.371 135.82938 174.02 136.31556 174.27 135.96444 174.209 136.04544 174.02 136.31556
174.351 135.85638 174.003 136.34256 174.249 135.99144 174.189 136.07244 174.003 136. 4256
174.331 135.88338 173.986 136.36956 174.229 136.01844 174.168 136.09944 173.986 136.36956
174.31 135.91038 173.969 136.39656 174.209 136.04544 174.148 136.1265 173.969 136.39656
174.29 135.93738 173.952 136.42356 174.189 136.07244 174.128 136.1535 173.952 136.42356
174.27 135.96444 173.935 136.45062 174.168 136.09944 174.108 136.1805 173.935 136.45062
174.249 135.99144 173.919 136.47762 174.148 136.1265 174.087 136.2075 173.919 136.47762
174.229 136.01844 173.902 136.50462 174.128 136.1535 174.07 136.2345 173.902 136.50462
174.209 136.04544 173.885 136.53162 174.108 136.1805 174.054 136.2615 173.885 136.53162
174.189 136.07244 173.868 136.55862 174.087 136.2075 174.037 136.28856 173.868 136.55862
174.168 136.09944 173.851 136.58562 174.07 136.2345 174.02 136.31556 173.851 136.58562
174.148 136.1265 173.834 136.61268 174.054 136.2615 174.003 136.34256 173.834 136.61268
174.128 136.1535 173.817 136.63968 174.037 136.28856 173.986 136.36956 173.817 136.63968
174.108 136.1805 173.8 136.66668 174.02 136.31556 173.969 136.39656 173.8 136.66668
174.087 136.2075 174.003 136.34256 173.952 136.42356
174.07 136.2345 173.986 136.36956 173.935 136.45062
174.054 136.2615 173.969 136.39656 173.919 136.47762
174.037 136.28856 173.952 136.42356 173.902 136.50462
174.02 136.31556 173.935 136.45062 173.885 136.53162
174.003 136.34256 173.919 136.47762 173.868 136.55862
173.986 136.36956 173.902 136.50462 173.851 136.58562
173.969 136.39656 173.885 136.53162 173.834 136.61268
173.952 136.42356 173.868 136.55862 173.817 136.63968
173.935 136.45062 173.851 136.58562 173.8 136.66668
173.919 136.47762 173.834 136.61268
173.902 136.50462 173.817 136.63968
























Tiempo Total de Viaje/min
170.0 182.5 195.0 207.5 220.0
Soluciones no dominadas Línea 2 Línea 6 Línea 9 Línea 11
 3
Figura 5.6: Frente de Pareto con ĺıneas atractivas de cada solución (con |L| = 20 y
Lmax = 6 ).
A continuación, se presentan los frentes de Pareto identificando los conjuntos de
ĺıneas y las ĺıneas atractivas para cuando se tiene |L| = 20 con Lmax = 8 y |L| = 20
con Lmax = 12. Algo que podemos observar, es que como se pueden añadir más ĺıneas
al sistema, se agregan más ĺıneas a las soluciones y aśı cubrir más pares origen-destino
y obtener valores bajos de los costos monetarios. Mientras que cuando se minimiza el
tiempo de viaje, no es necesario añadir hasta Lmax ĺıneas en el sistema de transporte.
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Tiempo Total de Viaje/min
170.0 182.5 195.0 207.5 220.0
Soluciones no-dominadas {2, 6, 9, 11, 12} {1, 6, 8, 14, 16, 18, 19}
{2, 6, 8, 9, 11, 12, 16, 18} {1, 2, 6, 8, 9, 11, 12, 18} {2, 6, 7, 8, 9, 11, 13, 18}
{1, 2, 3, 6, 9, 11, 16, 18}
 2
Figura 5.7: Frente de Pareto con el conjunto de ĺıneas para cada solución (con |L| = 20 y
Lmax = 8 ).
174.756 135.316176 174.036 136.28982 174.732 135.34758 173.977 136.38402 173.957 136.4154
174.732 135.34758 174.016 136.3212 174.709 135.37899 173.957 136.4154 173.938 136.44684
174.709 135.37899 173.997 136.35258 174.685 135.410394 173.938 136.44684 173.918 136.47822
174.685 135.410394 173.977 136.38402 174.662 135.441804 173.918 136.47822 173.898 136.50966
174.662 135.441804 173.957 136.4154 174.638 135.473208 173.898 136.50966 173.879 136.54104
174.638 135.473208 173.938 136.44684 174.615 135.504618 173.879 136.54104 173.859 136.57248
174.615 135.504618 173.918 136.47822 174.591 135.536022 173.859 136.57248 173.84 136.60386
174.591 135.536022 173.898 136.50966 174.567 135.567432 173.84 136.60386 173.82 136.6353
174.567 135.567432 173.879 136.54104 174.544 135.598836 173.82 136.6353 173.8 136.66668
174.544 135.598836 173.859 136.57248 174.52 135.630246 173.8 136.66668
174.52 135.630246 173.84 136.60386 174.497 135.66165
174.497 135.66165 173.82 136.6353 174.473 135.69306
174.473 135.69306 173.8 136.66668 174.45 135.724464
174.45 135.724464 174.426 135.75588
174.426 135.75588 174.403 135.78726
174.403 135.78726 174.379 135.8187
174.379 135.8187 174.355 135.85008
174.355 135.85008 174.332 135.88152
174.332 135.88152 174.308 135.9129
174.308 135.9129 174.285 135.94434
174.285 135.94434 174.261 135.97572
174.261 135.97572 174.238 136.00716
174.238 136.00716 174.214 136.03854
174.214 136.03854 174.191 136.06992
174.191 136.06992 174.167 136.10136
174.167 136.10136 174.143 136.13274
174.143 136.13274 174.12 136.16418
174.12 136.16418 174.096 136.19556
174.096 136.19556 174.075 136.227
174.075 136.227 174.056 136.25838
174.056 136.25838 174.036 136.28982
174.036 136.28982 174.016 136.3212
174.016 136.3212 173.997 136.35258
173.997 136.35258 173.977 136.38402
173.977 136.38402 173.957 136.4154
173.957 136.4154 173.938 136.44684
173.938 136.44684 173.918 136.47822
173.918 136.47822 173.898 136.50966
173.898 136.50966 173.879 136.54104
173.879 136.54104 173.859 136.57248
173.859 136.57248 173.84 136.60386
173.84 136.60386 173.82 136.6353
173.82 136.6353 173.8 136.66668
173.8 136.66668


















Tiempo Total de Viaje/min
170.0 182.5 195.0 207.5 220.0
Soluciones no-dominadas Línea 2 Línea 6 Línea 9 Línea 11
 3
Figura 5.8: Frente de Pareto con ĺıneas atractivas de cada solución (con |L| = 20 y
Lmax = 8 ).
De manera similar, se obtuvieron los frentes de Pareto cuando |L| = 37 con Lmax =
4, 6, 8, 12. Sin embargo, el análisis de los frentes es análogo a lo presentado para |L| = 20
con los distintos valores de Lmax. En las aproximaciones de los frentes presentados en las
Figuras 5.7 y 5.9 podemos observar la tendencia de conforme cuanto más a la izquierda
tomemos una solución, más ĺıneas se incluyen. Esto debido a que, como se mencionó
anteriormente, entre más ĺıneas en el sistema, menos transferencias realizan los pasajeros
lo que implica que gastan menos en sus pasajes. Además, analizando los frentes de las
Figuras 5.8 y 5.10 vemos que las ĺıneas atractivas se implementan tanto para valores bajos
del tiempo total de viaje aśı como de costos monetarios. Finalmente, los tomadores de
Karla Isabel Cervantes Sanmiguel

































































































Tiempo Total de Viaje/min
170.0 182.5 195.0 207.5 220.0
Soluciones no-dominadas {2, 6, 9, 11, 12} {1, 6, 8, 14, 16, 18, 19}
{1, 2, 3, 6, 8, 9, 11, 16, 18}
 2
Figura 5.9: Frente de Pareto con el conjunto de ĺıneas para cada solución (con |L| = 20 y
Lmax = 12 ).
174.824 135.22614 174.824 135.22614 173.947 136.4322 173.842 136.59966
174.798 135.259644 174.798 135.259644 173.926 136.46568 173.821 136.6332
174.773 135.293142 174.773 135.293142 173.905 136.49916 173.8 136.66668
174.748 135.326646 174.748 135.326646 173.884 136.5327
174.723 135.360144 174.723 135.360144 173.863 136.56618
174.698 135.393648 174.698 135.393648 173.842 136.59966
174.673 135.427146 174.673 135.427146 173.821 136.6332
174.648 135.46065 174.648 135.46065 173.8 136.66668
174.622 135.494148 174.622 135.494148
174.597 135.527652 174.597 135.527652
174.572 135.56115 174.572 135.56115
174.547 135.594654 174.547 135.594654
174.522 135.628152 174.522 135.628152
174.497 135.66165 174.497 135.66165
174.472 135.695154 174.472 135.695154
174.447 135.728652 174.447 135.728652
174.421 135.76218 174.421 135.76218
174.396 135.79566 174.396 135.79566
174.371 135.82914 174.371 135.82914
174.346 135.86268 174.346 135.86268
174.321 135.89616 174.321 135.89616
174.296 135.92964 174.296 135.92964
174.271 135.96318 174.271 135.96318
174.246 135.99666 174.246 135.99666
174.22 136.03014 174.22 136.03014
174.195 136.06368 174.195 136.06368
174.17 136.09716 174.17 136.09716
174.145 136.13064 174.145 136.13064
174.12 136.16418 174.12 136.16418
174.095 136.19766 174.095 136.19766
174.073 136.23114 174.073 136.23114
174.052 136.26468 174.052 136.26468
174.031 136.29816 174.031 136.29816
174.01 136.3317 174.01 136.3317
173.989 136.36518 173.989 136.36518
173.968 136.39866 173.968 136.39866
173.947 136.4322 173.947 136.4322
173.926 136.46568 173.926 136.46568
173.905 136.49916 173.905 136.49916
173.884 136.5327 173.884 136.5327
173.863 136.56618 173.863 136.56618
173.842 136.59966 173.842 136.59966
173.821 136.6332 173.821 136.6332
173.8 136.66668 173.8 136.66668


















Tiempo Total de Viaje/min
170.0 182.5 195.0 207.5 220.0
Soluciones no dominadas Línea 2 Línea 6 Línea 9 Línea 11
 3
Figura 5.10: Frente de Pareto con ĺıneas atractivas de cada solución (con |L| = 20 y
Lmax = 12 ).
decisiones tienen que preguntarse si tienen alguna inclinación por algún objetivo para
elegir cuales otras ĺıneas (además de las atractivas) implementar en el sistema.
Por otra parte, de manera muy similar a como se obtuvo el porcentaje de aparición
de ĺıneas, se puede obtener análogamente, el porcentaje de asignación de frecuencia a las
ĺıneas atractivas en soluciones no dominadas. Esto puede ser una gúıa de referencia para
la asignación de frecuencias. Por ejemplo, en la Figura 5.11 se analiza este porcentaje
solo para las ĺıneas más atractivas de las que se habló en la subsección 5.2.1. Con esto se
puede observar que para el caso cuando |L| = 20, para todos los valores de Lmax, hay una
tendencia de asignar una frecuencia de 0.08 buses/minuto a las ĺıneas 2, 6, y 9 y de 0, 2
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buses/minuto a la ĺınea 11. Lo cual nos indica que a pesar de ser ĺıneas que se agregan a
la mayoŕıa de las soluciones, no operan a su máxima frecuencia, a excepción la ĺınea 11.
Frecuencias factibles (L^max = 12)
Max Numero de 
Lineas 0.02 0.03 0.08 0.2
12 2 0% 5.2% 94.8% 0%
12 6 0% 0% 83.5% 16.5%
12 9 4.2% 4.2% 91.6% 0%
12 11 0% 0% 32.7% 67.3%
8 2 0% 0% 100% 0%
8 6 0% 0% 83% 17%
8 9 0.6% 8.4% 91% 0%
8 11 0% 0% 29.7% 70.3%
6 2 0% 0.5% 99.5% 0%
6 6 0% 0% 92.8% 7.2%
6 9 0% 5.7% 94.3% 0%
6 11 0% 0% 27% 73%
4 2 0% 0% 100% 0%
4 6 0% 0% 100% 0%
4 9 0% 0% 100% 0%







2 6 9 11 2 6 9 11 2 6 9 11 2 6 9 11











Figura 5.11: Porcentaje de asignación de frecuencia a las ĺıneas atractivas en soluciones
no dominadas (con |L| = 20).
Es claro que se puede abstraer información de distinta ı́ndole mediante el análisis
de las soluciones del frente de Pareto. Este no se reduce a solo analizar gráficamente los
valores de las funciones objetivo, si no también a observar como se comportan las variables
de decisión en cada una de las soluciones.
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Caṕıtulo 6
Conclusiones y Trabajo a Futuro
En este trabajo se aborda el problema de Diseño de Red de Transporte Bi-objrtivo
para determinar el conjunto de ĺıneas y sus frecuencias mientras se optimizan los tiempos
de viajes totales y los costos monetarios de las transferencias. Para analizar el conflicto
entre los objetivos, se implementó un algoritmo ε-constraint a la instancia de referencia
de Mandl encontrada en literatura relacionada. Para realizar experimentos, se realizó una
variación de los parámetros |L| y Lmax, es decir, el tamaño del conjunto de ĺıneas poten-
ciales y la cantidad máxima de ĺıneas permitidas en el sistema. Los resultados obtenidos
permiten observar que es posible encontrar con el método buenas aproximaciones a las
fronteras de Pareto para las distintas combinaciones de los parámetros en tiempos razo-
nables. Además, analizando el conflicto de los objetivos, observamos de manera gráfica
que existen ĺıneas atractivas en general para el sistema que facilitan a los tomadores de
decisiones escoger el conjunto que se adapte más a los intereses.
Como trabajo a futuro, probar el ε-constraint en la instancia de Rivera, Uruguay, la
cual es de mayor tamaño que la de Mandl, permitiŕıa estudiar el desempeño del método
ante cambios al tamaño de la red. Además, otra opción para resolver el problema, es
implementar algoritmos meta-heuŕısticos o heuŕısticos que abran la posibilidad a mejorar
los tiempos en que se encuentran las aproximaciones. Por otra parte, agregar supuestos
como congestión y considerar un modelo de asignación de la demanda diferente, podŕıan
hacer el modelo más realista. Finalmente, para complementar el estudio, se puede diseñar
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