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AbstratThe Kurzweil integral tehnique is applied to a lass of rate independentproesses with onvex energy and disontinuous inputs. We prove existene,uniqueness, and ontinuous data dependene of solutions in BV spaes. It isshown that in the ontext of elastoplastiity, the Kurzweil solutions oinide withnatural limits of visous regularizations when the visosity oeient tends tozero. The disontinuities produe an additional positive dissipation term, whihis not homogeneous of degree one.IntrodutionAs an extension of [6℄, we propose here the Kurzweil integral approah to rate inde-pendent proesses in a reexive Banah spae X that may formally be desribed bythe inlusion
0 ∈ ∂ξE(t, ξ(t)) + ∂MK(t)(ξ̇(t)) , (0.1)where E is an energy funtional and MK(t) is a dissipation potential representedby the Minkowski funtional of a moving onvex losed set K(t) . Reall that theMinkowski funtional MK̃ : X → [0,∞] of a onvex losed set K̃ ⊂ X ontaining 0is dened as
MK̃(x) = inf
{





. (0.2)Inlusion (0.1) an be onsidered as a onstitutive law of nonlinear elastoplastiity withor without hardening/softening. The energeti method for solving suh problems hasbeen developed in [10℄ under the hypothesis that the dependene t 7→ E(t, ξ) for xed
ξ is absolutely ontinuous and K is xed. An extension to moving state dependentsets K has been done in [9℄ as an energeti reformulation of the quasivariationalinequality onsidered in [2℄. The results of [6℄ were stated in terms of the Youngintegral in the ase that K is independent of t , and E is quadrati in ξ and regulated(f. Denition 1.7) in t . Sine the Young integral is a speial ase of the Kurzweilintegral (see [7℄) and the Kurzweil alulus is simpler, we deided for the latter andshow that the Kurzweil integral setting (2.8)(2.10) explained below allows to removesome restritions on E and K , and solve a more general problem in the spae of leftontinuous funtions of bounded variation. It is true, however, that our tehnique doesnot over the whole range of problems treated in [10℄, in partiular further onstraintson the state spae or nonstritly onvex energies.The solution is onstruted rst for pieewise onstant inputs; the general ase thenfollows from the onvergene properties of the Kurzweil integral. If we reformulatethe problem in the energeti setting of [9, 10℄, it turns out that the dissipation is nolonger homogeneous of degree one as in the ontinuous ase, but additional dissipation1
terms related to the disontinuities our. For a quadrati energy E , this dissipationis quadrati and an be obtained as a limit of the visous dissipation as the visosityparameter tends to zero. We propose an example (Example 4.2) showing that thisadditional dissipation annot be negleted.The following text is divided into four setions. In Setion 1, we give a brief overviewof the Kurzweil theory of integration as presented in [13℄. The main results are statedin Setion 2. Setion 3 is devoted to the existene and uniqueness proof in the generalase. In Setion 4, we prove the visous approximation result for quadrati energies.1 The Kurzweil integralIn this setion we reall the denition and some basi properties of the Kurzweilintegral introdued in [8℄ as a framework for solving ODEs with singular right handsides. We ite most of the results without proof, and an interested reader an ndmore information also in [5, 7, 14, 15℄.The basi onept in the Kurzweil integration theory is that of a δ -ne partition.Consider a nondegenerate losed interval [a, b] ⊂ R , and denote by Da,b the set of alldivisions of the form
d = {t0, . . . , tm}, a = t0 < t1 < . . . < tm = b. (1.1)With a division d = {t0, . . . , tm} ∈ Da,b we assoiate partitions D dened as
D =
{
(τj , [tj−1, tj ]) : j = 1, . . . , m
}
; τj ∈ [tj−1, tj] ∀j = 1, . . . , m. (1.2)We dene the set
Γ(a, b) :=
{
δ : [a, b] → R : δ(t) > 0 for every t ∈ [a, b]}. (1.3)An element δ ∈ Γ(a, b) is alled a gauge. For t ∈ [a, b] and δ ∈ Γ(a, b) we denote
Iδ(t) := (t − δ(t), t + δ(t)) . (1.4)Denition 1.1. ([13℄) Let δ ∈ Γ(a, b) be a given gauge. A partition D of the form(1.2) is said to be δ -ne if for every j = 1, . . . , m we have
τj ∈ [tj−1, tj ] ⊂ Iδ(τj),and the following impliations hold:
τj = tj−1 ⇒ j = 1, τj = tj ⇒ j = m.The set of all δ -ne partitions is denoted by Fδ(a, b) .It is easy to see that Fδ(a, b) is nonempty for every δ ∈ Γ(a, b) ; this follows e. g.from [5, Lemma 1.2℄. 2
Consider a reexive Banah spae X endowed with a norm |x| for x ∈ X . Theduality between X and its dual X∗ will be denoted by 〈·, ·〉 , and | · |∗ will be thedual norm in X∗ . For given funtions f : [a, b] → X∗ , g : [a, b] → X , and a partition









〈f(t), dg(t)〉 , (1.6)if for every ε > 0 there exists δ ∈ Γ(a, b) suh that for every D ∈ Fδ(a, b) we have
|J − KD(f, g)| ≤ ε . (1.7)Using the fat that the impliation
δ ≤ min{δ1, δ2} =⇒ Fδ(a, b) ⊂ Fδ1(a, b) ∩ Fδ2(a, b) (1.8)holds for every δ, δ1, δ2 ∈ Γ(a, b) , we easily hek that the value of J in Denition 1.2is uniquely determined.We list below in Propositions 1.3, 1.4 some standard properties ommon to mostintegral onepts.Proposition 1.3. Let f, f1, f2 : [a, b] → X∗ , g, g1, g2 : [a, b] → X be any funtions.Then the following impliations hold.(i) If ∫ b
a
〈f1(t), dg(t)〉 , ∫ ba 〈f2(t), dg(t)〉 exist, then ∫ ba 〈f1(t) + f2(t), dg(t)〉 exists and
∫ b
a
〈f1(t) + f2(t), dg(t)〉 = ∫ b
a
〈f1(t), dg(t)〉 + ∫ b
a
〈f2(t), dg(t)〉 . (1.9)(ii) If ∫ b
a
〈f(t), dg1(t)〉 , ∫ ba 〈f(t), dg2(t)〉 exist, then ∫ ba 〈f(t), d(g1 + g2)(t)〉 exists and
∫ b
a
〈f(t), d(g1 + g2)(t)〉 = ∫ b
a
〈f(t), dg1(t)〉 + ∫ b
a
〈f(t), dg2(t)〉 . (1.10)(iii) If ∫ b
a
〈f(t), dg(t)〉 exists, then ∫ b
a
〈λf(t), dg(t)〉 , ∫ b
a
〈f(t), dλg(t)〉 exist for everyonstant λ ∈ R and
∫ b
a
〈λf(t), dg(t)〉 = ∫ b
a
〈f(t), dλg(t)〉 = λ ∫ b
a
〈f(t), dg(t)〉 . (1.11)Proposition 1.4. Let f : [a, b] → X∗ , g : [a, b] → X be given funtions and let
s ∈ (a, b) be given. 3
(i) Assume that ∫ b
a
〈f(t), dg(t)〉 exists. Then ∫ s
a
〈f(t), dg(t)〉 , ∫ b
s
〈f(t), dg(t)〉 exist.(ii) Assume that ∫ s
a
〈f(t), dg(t)〉 , ∫ b
s





〈f(t), dg(t)〉 = ∫ s
a
〈f(t), dg(t)〉 + ∫ b
s
〈f(t), dg(t)〉 . (1.12)In order to preserve the onsisteny of (1.12) also in the limit ases s = a and s = b ,we set
∫ s
s
〈f(t), dg(t)〉 = 0 ∀s ∈ [a, b], ∀f : [a, b] → X∗, g : [a, b] → X. (1.13)Let us reall some typial formulas. We denote by χΩ the harateristi funtion of aset Ω ⊂ [0, T ] .Proposition 1.5. For every g : [a, b] → X , a ≤ r ≤ s ≤ b and v ∈ X∗ we have(i) ∫ b
a
〈
vχ{s}(t), dg(t)〉 = 〈v, g〉 (s+) − 〈v, g〉 (s−),(ii) ∫ b
a
〈
vχ(r,s)(t), dg(t)〉 = 〈v, g〉 (s−) − 〈v, g〉 (r+),provided the limits on the right-hand sides exist, with the onvention 〈v, g〉 (a−) =
〈v, g(a)〉 , 〈v, g〉 (b+) = 〈v, g(b)〉 .Proposition 1.6. For every f : [a, b] → X∗ , a ≤ r ≤ s ≤ b and v ∈ X we have(i) ∫ b
a
〈
f(t), d(vχ{s})(t)〉 = 

0 s ∈ (a, b),
−〈f(a), v〉 s = a,
〈f(b), v〉 s = b.(ii) ∫ b
a
〈
f(t), d(vχ(r,s)(t)〉 = 〈f(r) − f(s), v〉 .We now introdue the onept of regulated funtions, whih goes bak to [1℄.Denition 1.7. Let Y be a Banah spae with norm | · |Y . We say that a funtion
f : [a, b] → Y is regulated if for every t ∈ [a, b] there exist both one-sided limits
f(t+), f(t−) ∈ Y with the onvention f(a−) = f(a), f(b+) = f(b) .We denote by G(a, b; Y ) the set of all regulated funtions f : [a, b] → Y , and by









ckχ(tk−1,tk)(t), t ∈ [a, b], (1.14)where d = {t0, . . . , tm} ∈ Da,b is a given division, and ĉ0, . . . , ĉm, c1, . . . , cm aregiven elements from Y . We further set BVL(a, b; Y ) = BV (a, b; Y )∩GL(a, b; Y ) , and
BVR(a, b; Y ) = BV (a, b; Y )∩GR(a, b; Y ) . On G(a, b; Y ) we introdue a norm ‖ · ‖[a,b]by
‖f‖[a,b] := sup{|f(τ)|Y : τ ∈ [a, b]}. (1.15)4
Lemma 1.8.(i) Every regulated funtion is bounded.(ii) The spae G(a, b; Y ) is omplete and non-separable with respet to the norm
‖ · ‖[a,b] .(iii) Given C > 0 , the set VC = {g ∈ BV (a, b; Y ) : Var [a,b]g ≤ C} is losed in
G(a, b; Y ) .(iv) For every f ∈ G(a, b; Y ) and ε > 0 there exists a step funtion w of the form(1.14) suh that ‖f − w‖[a,b] ≤ ε , w(t) ∈ ∪τ∈[a,b]{f(τ)} for every t ∈ [a, b] , and
Var [a,b] w ≤ Var [a,b] f .Theorem 1.9. If f ∈ G(a, b; X∗) and g ∈ BV (a, b; X) or f ∈ BV (a, b; X∗) and
g ∈ G(a, b; X) , then ∫ b
a





















.(1.16)The following identity explains the motivation for a Kurzweil solution to the proess(0.1) dened in (2.8)(2.10) below.Proposition 1.10. If f ∈ G(a, b; X∗) and g ∈ W 1,1(a, b; X) , then
∫ b
a
〈f(t), dg(t)〉 = (L) ∫ b
a
〈f(t), ġ(t)〉 dt ,where (L) denotes the Lebesgue integral.The next Proposition 1.11 plays a key role in the onstrution of a solution to (0.1).Proposition 1.11. Consider f, fn ∈ G(a, b; X∗) and g, gn ∈ BV (a, b; X) for n ∈ Nsuh that
lim
n→∞
‖f − fn‖[a,b] = 0, lim
n→∞




gn = C < ∞.Then
∫ b
a




〈fn(t), dgn(t)〉 . (1.17)The integration by parts formula for the Kurzweil integral ontains additional jumpterms and reads as follows. The proof is the same as for the Young integral in [6,Theorem 3.14℄.Proposition 1.12. For every f ∈ G(a, b; X∗) and g ∈ BV (a, b; X) we have
∫ b
a
〈f(t), dg(t)〉 + ∫ b
a





〈f(t) − f(t−), g(t) − g(t−)〉 − 〈f(t+) − f(t), g(t+) − g(t)〉
)
.5
Note that only ountably many points t enter into the sum, whih is nite due tothe bounded variation of g .For a ontinuously dierentiable mapping E0 : X → R , the following integrationformula holds.Corollary 1.13. For every g ∈ BV (a, b; X) we have
∫ b
a
〈E ′0(g(t+)), dg(t)〉 = E0(g(b)) − E0(g(a)) + ∑
t∈[a,b]
∆(g(t+), g(t−)) , (1.18)where E ′0 is the Fréhet derivative of E0 and
∆(ξ, η) := 〈E ′0(ξ), ξ − η〉 − E0(ξ) + E0(η) for ξ, η ∈ X .Indeed, this an diretly be heked for every step funtion w of the form (1.14)using Propositions 1.31.6, whih yield, after setting c0 = ĉ0 , cm+1 = ĉm , that
∫ b
a
〈E ′0(w(t+)), dw(t)〉 = 〈E ′0(ĉm), ĉm〉 − 〈E ′0(c1), ĉ0〉 + m∑
k=1







〈E ′0(ck), ck − ck−1〉




∆(ck, ck−1),whih is preisely (1.18). If g is an arbitrary BV -funtion, then it sues to use theapproximation and onvergene argument of Lemma 1.8 (iv) and Proposition 1.11.2 Statement of the problem and main resultsIn addition to X, X∗ , onsider further Banah spaes U, V endowed with norms | · |U ,
| · |V , respetively, and their losed subsets U0 ⊂ U, V0 ⊂ V playing the role ofparameter sets. By Lin (X → X∗) we denote the spae of ontinuous linear mappingsfrom X to X∗ , endowed with the norm ‖·‖ . For γ > 0 , we denote by Symγ (X → X∗)the set of all F ∈ Lin (X → X∗) suh that
〈Fξ, η〉 = 〈Fη, ξ〉 , 〈Fξ, ξ〉 ≥ γ |ξ|2 ∀ξ, η ∈ X . (2.1)Indeed, if Symγ (X → X∗) is nonempty, then X an be onsidered as a Hilbert spaeendowed with the salar produt 〈ξ, η〉F = 〈Fξ, η〉 with some xed F ∈ Symγ (X →
X∗) .We are given a family K(v) ⊂ X of onvex losed sets depending on a parameter
v ∈ V0 , and assume that 0 ∈ K(v) for all v ∈ V0 . The polar set K∗(v) ⊂ X∗ of K(v)is dened as
K∗(v) = {y ∈ X∗ : 〈y, ξ〉 ≤ 1 ∀ξ ∈ K(v)} . (2.2)6
Sine K(v) is onvex, losed, and ontains 0 , we have (K∗(v))∗ = K(v) . This andother onvex analysis onepts and results used here an be found in [12℄ and [3,Chapter 2℄.To measure the distane between sets in X∗ , we dene the Hausdor distane
dH(A, B) of the sets A, B ⊂ X∗ as
dH(A, B) = max{sup
a∈A
dist (a, B), sup
b∈B
dist (b, A)} ,where dist (a, B) = inf{|a−b|∗ : b ∈ B} et. For eah v ∈ V0 , we dene the projetion
Qv(x) of an element x ∈ X∗ onto K∗(v) as the set of all z ∈ K∗(v) suh that
|x − z|∗ = min{|x − z
′|∗ : z
′ ∈ K∗(v)} . (2.3)For v1, v2 ∈ V0 we obviously have the impliation
x ∈ K∗(v1), z ∈ Qv2x =⇒ |x − z|∗ ≤ dH(K
∗(v1), K
∗(v2)) . (2.4)We will assume in the sequel that there exists a onstant CH > 0 suh that
dH(K
∗(v1), K
∗(v2)) ≤ CH |v1 − v2|V ∀v1, v2 ∈ V0 . (2.5)Assume that E : U0 × X → R is a funtional, whih with eah u ∈ U0 and
ξ ∈ X assoiates the stored energy orresponding to u and ξ . The onjugate energyfuntional E∗ : U0 × X∗ → R is dened by the Legendre transform
E∗(u, y) = sup
ξ∈X
{〈y, ξ〉 − E(u, ξ)} for (u, y) ∈ U0 × X∗ . (2.6)We assume the following hypothesis to hold.Hypothesis 2.1. Let ∂ξE : U0 × X → X∗ , ∂2ξ E : U0 × X → Lin (X → X∗) denotethe rst and the seond partial Fréhet derivatives of E with respet to ξ .(i) There exists a onstant L > 0 suh that for every u1, u2 ∈ U0 and ξ ∈ X wehave
|∂ξE(u1, ξ) − ∂ξE(u2, ξ)|∗ ≤ L |u1 − u2|U .(ii) There exists a onstant γ > 0 suh that ∂2ξ E(u, ξ) ∈ Symγ (X → X∗) for every
(u, ξ) ∈ U0 × X .(iii) For every R > 0 there exists C(R) > 0 suh that for all u1, u2 ∈ U0 and
ξ1, ξ2 ∈ X , |ξi| ≤ R for i = 1, 2 , we have
‖∂2ξ E(u1, ξ1) − ∂
2
ξ E(u2, ξ2)‖ ≤ C(R) (|u1 − u2|U + |ξ1 − ξ2|) .As a onsequene of Hypothesis 2.1, we see that both E(u, ·) and E∗(u, ·) arestritly onvex and twie ontinuously dierentiable. As a lassial property of theLegendre transform, we have
x = ∂ξE(u, ξ) ⇐⇒ ξ = ∂xE
∗(u, x). (2.7)The symmetry of ∂2ξ E in (ii) follows indeed from the ontinuity property (iii).The Kurzweil integral setting of Problem (0.1) is dened as follows.7
Problem 2.2. For given input funtions u ∈ BVL(0, T ; U0) , v ∈ BVL(0, T ; V0) andinitial ondition x0 ∈ K∗(v0) , we look for a funtion ξ ∈ BVL(0, T ; X) suh that
x(t) := ∂ξE(u(t), ξ(t)) ∈ K
∗(v(t)) ∀t ∈ [0, T ] , (2.8)
∂ξE(u(0), ξ(0)) = x0 , (2.9)
∫ T
0
〈x(t+) − y(t), dξ(t)〉 ≤ 0 (2.10)for every y ∈ G(0, T ; X∗) suh that y(t) ∈ K∗(v(t+)) for every t ∈ [0, T ] .Note that every solution to Problem 2.2 has the property
∫ t
s
〈x(τ+) − y(τ), dξ(τ)〉 ≤ 0 (2.11)for every test funtion y as in Theorem 2.3 and for every 0 ≤ s < t ≤ T . Indeed, itsues to set
ỹ(τ) =
{
y(τ) for τ ∈ [s, t) ,




〈x(τ+) − ỹ(τ), dξ(τ)〉 = ∫ T
0
〈




〈x(τ+) − y(τ), dξ(τ)〉 + ∫ s
0
〈









〈x(τ+) − y(τ), dξ(τ)〉 .Proposition 1.10 enables us to understand the relation between (2.8)(2.10) and(0.1). In fat, we an formally rewrite (2.8)(2.10) as
ξ̇(t) ∈ ∂I−K∗(v(t))(−∂ξE(u(t), ξ(t))) , (2.12)where IK̃ is the indiator funtion of an arbitrary set K̃ , and this is in turn equivalentto
−∂ξE(u(t), ξ(t)) ∈ ∂M−K(v(t))(ξ̇(t)) , (2.13)whih is preisely (0.1) with K(t) replaed by −K(v(t)) .We prove the following existene and uniqueness result.Theorem 2.3. Let Hypothesis 2.1 and inequality (2.5) be fullled. Then for every
u ∈ BVL(0, T ; U0) , v ∈ BVL(0, T ; V0) , and x0 ∈ K∗(v0) , Problem 2.2 has a unique8
solution ξ ∈ BVL(0, T ; X) . Moreover, for every D > 0 there exists CD > 0 suh thatfor all input funtions ui, vi , i = 1, 2 , suh that
‖ui‖[0,T ] + ‖vi‖[0,T ] + Var[0,T ] ui + Var[0,T ] vi ≤ D , i = 1, 2 ,the solutions ξ1 and ξ2 orresponding to u1, v1 and u2, v2 and to initial onditions
x01, x
0
2 , respetively, satisfy the inequality
‖ξ1 − ξ2‖
2






∗ + ‖u1 − u2‖[0,T ] + ‖v1 − v2‖[0,T ]
)












〈y(τ), dξ(τ)〉 : y ∈ G(s, t; X∗), y(τ) ∈ K∗0 ∀τ ∈ [s, t]} . (2.15)Consider the speial ase of Problem 2.2, where E is of the form E(u, ξ) = E0(ξ)−
〈u, ξ〉 for u ∈ U := X∗ and ξ ∈ X , and K(v) = −K0 . Aording to [10℄, theenergeti solution to (2.13) with an absolutely ontinuous input u is dened by thestability ondition
(S) E(u(t), ξ(t)) ≤ E(u(t), η) + MK0(η − ξ(t)) a. e. ∀η ∈ X ,and by the energy inequality





〈ξ(τ), u̇(τ)〉 dτfor all 0 ≤ s < t ≤ T ,where the right hand side orresponds to the energy supply, VarK0 ξ is the dissipation,and the symbol (L) denotes again the Lebesgue integral. For dierentiable energies,ondition (S) is equivalent to the inlusion ∂ξE(u(t), ξ(t)) ∈ −K∗0 , whih is preisely(2.8).Let 0 ≤ s < t ≤ T be arbitrarily hosen. For ξ ∈ BVL(0, T ; X) and u ∈
BVL(0, T ; X
∗) we have, by Proposition 1.12 and Corollary 1.13, that
∫ t
s
〈u(τ+), dξ(τ)〉 + ∫ t
s
〈ξ(τ), du(τ)〉 = 〈u(t), ξ(t)〉 − 〈u(s), ξ(s)〉 , (2.16)and
∫ t
s
〈∂ξE0(ξ(τ+)), dξ(τ)〉 = E0(ξ(t)) − E0(ξ(s)) + ∑
τ∈[s,t]
∆(ξ(τ+), ξ(τ)) , (2.17)9
with
∆(ξ, η) = 〈∂ξE0(ξ), ξ − η〉 − E0(ξ) + E0(η) ≥
γ
2
|ξ − η|2 ∀ξ, η ∈ X .Using (2.15), we an take the supremum in (2.11) over all regulated funtions y withvalues in −K∗0 and obtain
∫ t
s
〈x(τ+), dξ(τ)〉 + VarK0
[s,t]
ξ ≤ 0 .Sine x(τ+) also belongs to −K∗0 , we have in fat the identity
∫ t
s
〈x(τ+), dξ(τ)〉 + VarK0
[s,t]
ξ = 0 . (2.18)From identities (2.16)(2.18) we derive for the proess desribed by (2.8)(2.10) theenergy balane equation in the form
E(u(t), ξ(t)) − E(u(s), ξ(s)) +
∑
τ∈[s,t]





〈ξ(τ), du(τ)〉 .(2.19)Conversely, the energy inequality
E(u(T ), ξ(T ))− E(u(0), ξ(0)) +
∑
τ∈[0,T ]





〈ξ(τ), du(τ)〉(2.20)implies (2.10) by virtue of (2.15)(2.17).If we ompare (2.19) or (2.20) with the ondition (E) , we see that in addition tothe homogeneous dissipation VarK0 ξ of degree 1 , there is in the disontinuous asea nonhomogeneous jump dissipation ∑∆(ξ(τ+), ξ(τ)) . We show below in Example4.2 that it annot be omitted.As an even more speial ase, we assume now that X is a Hilbert spae with salarprodut 〈·, ·〉 and norm |ξ| = √〈ξ, ξ〉 , U = X , and K0 ⊂ X is a bounded onvexlosed set ontaining 0 . Then there exists r > 0 suh that
Br(0) ⊂ K
∗




|ξ|2 − 〈u, ξ〉 . (2.22)For a given initial ondition x0 ∈ −K∗0 , Problem 2.2 then has the form
x(t) := ξ(t) − u(t) ∈ −K∗0 ∀t ∈ [0, T ] , (2.23)
ξ(0) = u(0) + x0 , (2.24)
∫ T
0
〈u(t+) − ξ(t+) − y(t), dξ(t)〉 ≥ 0 (2.25)for every y ∈ G(0, T ; X) suh that y(t) ∈ K∗0 for every t ∈ [0, T ] ,10
whih an formally be written similarly to (2.12)(2.13) as
∂MK0(ξ̇(t)) + ξ(t) ∋ u(t) ⇐⇒ ξ̇(t) ∈ ∂IK∗0 (u(t) − ξ(t)) . (2.26)We ompare the solution ξ to (2.23)(2.25) with the solution ξε to the regularizedproblem
∂MK0(ξ̇ε(t)) + ε ξ̇ε(t) + ξε(t) ∋ u(t) (2.27)with ε > 0 and the same initial ondition
ξε(0) = u(0) + x0 . (2.28)In mehanial interpretation, (2.26) is the onstitutive relation of a parallel elasto-plasti model, where u stands for the dimensionless stress, ξ is the strain, K∗0 is theadmissible plasti stress domain, and its boundary ∂K∗0 is the yield surfae. Inlusion(2.27) an again be interpreted as a parallel visoelastoplasti onstitutive relationbetween the dimensionless stress u and strain ξ , with a visosity oeient ε .Theorem 2.4. Let u ∈ GL(0, T ; X) and x0 ∈ −K∗0 be given. Then problem (2.23)(2.25) admits a unique solution ξ ∈ BVL(0, T ; X) , problem (2.27)(2.28) admits aunique solution ξε ∈ W 1,∞(0, T ; X) for every ε > 0 , and we have
lim
ε→0+

















|ξ(τ+) − ξ(τ)|2 + VarK0
[s,t]
ξ . (2.30)In Theorem 2.4, we do not have to assume that u has bounded variation. This isdue to the regularizing property of the nonempty interior ondition (2.21), see [6℄. Itwould be interesting to establish a similar result for the general system (2.8)(2.10).We fous here on the ase that u is allowed to be disontinuous. It annot beexpeted that the onvergene ξε → ξ is uniform, sine all ξε are ontinuous, whilethe disontinuities of u give rise to disontinuities of ξ .The right hand side of (2.30) is the rate independent dissipation as in (2.19), whilethe left hand side is the dissipation of the approximating proess (2.27). We see thatthe seond order jump dissipation an be interpreted as the remainder of the visousone when the visosity oeient ε tends to zero.Theorem 2.3 will be proved in the next setion, the proof of Theorem 2.4 is postponedto Setion 4.
11
3 Proof of Theorem 2.3Consider rst step funtions u and v of the form




uk χ(tk−1,tk ](t) , (3.1)




vk χ(tk−1,tk](t) , (3.2)where u0, . . . , um ∈ U0 and v0, . . . , vm ∈ V0 are given, and 0 = t0 < t1 < · · · < tm = Tis a division of the interval [0, T ] . By virtue of Propositions 1.51.6, the funtion




ξk χ(tk−1,tk ](t) , (3.3)is a solution to Problem 2.2 if and only if
xk = ∂ξE(uk, ξk) ∈ K
∗(vk) for k = 0, 1, . . . , m , (3.4)
〈xk − y, ξk − ξk−1〉 ≤ 0 for every y ∈ K∗(vk) , k = 1, . . . , m . (3.5)By (2.7), we have
xk = ∂ξE(uk, ξk) ⇐⇒ ξk = ∂xE
∗(uk, xk). (3.6)For k = 0 , this gives the initial value ξ0 . For k ≥ 1 , we hek that xk satises(3.4)(3.5) if and only if it is the (unique) solution of the minimization problem
xk = argmin
(
x 7→ E∗(uk, x) − 〈x, ξk−1〉 + IK∗(vk)(x)
)
. (3.7)Indeed, if (3.7) holds, then xk ∈ K∗(vk) , and
E∗(uk, xk) − 〈xk, ξk−1〉 ≤ E
∗(uk, xk + α(y − xk)) − 〈xk + α(y − xk), ξk−1〉 (3.8)for all y ∈ K∗(vk) and α ∈ (0, 1] . This yields, letting α tend to 0+ , that
〈∂xE









〈Fjgj , gj − gj−1〉 ≤ M ∀k ∈ N.Then there exists a onstant C > 0 depending only on B and γ , suh that
|gk|
2 ≤ C(〈F0g0, g0〉 + M) .Proof of Lemma 3.1. Using the elementary identity
〈Fk gk, gk − gk−1〉 −
1
2







〈Fk (gk − gk−1), gk − gk−1〉 +
1
2
〈(Fk−1 − Fk) gk−1, gk−1〉we obtain
1
2
〈Fk gk, gk〉 −
1
2






〈(Fj − Fj−1) gj−1, gj−1〉 ∀k ∈ N . (3.10)For j ∈ N set
βj = ‖Fj − Fj−1‖ .Then
βk+1
2






















〈Fj−1 gj−1, gj−1〉 for k ∈ N ∪ {0} .Then


















































































〈F0 g0, g0〉 .The assertion now follows diretly from (3.12). We now use the above result to prove the following Gronwall-Kurzweil lemma.Lemma 3.2. Let g ∈ BVL(0, T ; X) and F ∈ BVL(0, T ; Symγ (X → X∗)) be givensuh that g(0) = 0 . Assume that
∫ t
0
〈F (τ+)g(τ+), dg(τ)〉 ≤ 0 ∀t ∈ [0, T ] . (3.13)Then g(t) = 0 for all t ∈ [0, T ] .The relation between Lemma 3.2 and the lassial Gronwall lemma an easily be seenif F and g are absolutely ontinuous. Then we may rewrite (3.13) using Proposition1.10 as
1
2








〉dτ = (L) ∫ t
0
〈F (τ)g(τ), ġ(τ)〉 dτ ≤ 0with Ḟ in L1(0, T ; Lin (X → X∗)) .Proof of Lemma 3.2. It sues to prove that g(T ) = 0 . Let ε > 0 be arbitrarilygiven. By Lemma 1.8 (iv), we nd step funtions of the form




gk χ(tk−1,tk](t) , (3.14)




Fk χ(tk−1,tk](t) , (3.15)analogous to (3.1)(3.2) and suh that, taking into aount Theorem 1.9,
g0 = 0 , gm = g(T ) ,
sup
t∈[0,T ]
|g(t) − ḡ(t)| < ε , sup
t∈[0,T ]
‖F (t) − F̄ (t)‖ < ε ,Var[0,T ] ḡ ≤ Var[0,T ] g , Var[0,T ] F̄ = m∑
k=1








F̄ (τ+)ḡ(τ+), dḡ(τ)〉 = k∑
j=1
〈Fjgj, gj − gj−1〉 ≤ ε .14

















































































































































































































































































































































k .By virtue of (3.18), inequality (3.23) an be written in the form





























) (3.25)with a suitable onstant C3 > 0 .We are now ready to nish the proof of Theorem 2.3. Let u ∈ BVL(0, T ; U0) ,
v ∈ BVL(0, T ; V0) , and x0 ∈ K∗(v0) be arbitrarily given. We rst prove the unique-ness. Let ξ1, ξ2 be two solutions with the expeted regularity, and set xi(t) =













∂2ξ E(u(τ), ξ2(τ) + s(ξ1(τ) − ξ2(τ))) ds ,and it sues to use Lemma 3.2 and Hypothesis 2.1 (iii) to obtain ξ1 = ξ2 .To prove the existene, we use Lemma 1.8 (iv) to nd sequenes of step funtions























)(3.27)with a onstant C3 independent of n . Hene, {ξ(n)} is a Cauhy sequene with respetto the sup-norm and admits a uniform limit ξ ∈ BVL(0, T ; X) . Using the ontinuityof ∂ξE and Proposition 1.11, we may pass to the limit as n → ∞ in (2.8)(2.10)for ξ(n) , and hek that ξ is the desired solution. The Hölder property (2.14) of thesolution mapping follows immediately from (3.25).4 Proof of Theorem 2.4In the Hilbert framework, the projetion QK∗0 : X → K∗0 analogous to (2.3) an beharaterized as
z = QK∗0 (x) ⇐⇒
{
z ∈ K∗0
〈x − z, z − z̃〉 ≥ 0 ∀z̃ ∈ K∗0 .
(4.1)We denote PK∗0 (x) = x − QK∗0 (x) , and reall that for every x ∈ X and α ≥ 0 , theprojetion has the property
QK∗0 (αx + (1 − α)QK∗0 (x)) = QK∗0 (x) , (4.2)or equivalently
PK∗0 (QK∗0 (x) + αPK∗0 (x)) = αPK∗0 (x) . (4.3)Note also the following easy relation between the Minkowski funtional MK0 and theprojetion QK∗0 :
∀x, y ∈ X : x ∈ ∂MK0(y) ⇐⇒ x = QK∗0 (x + y) . (4.4)17
We see in partiular that ∂MK0(y) ⊂ K∗0 for every y ∈ X . Moreover, for every y ∈ Xwe have
x ∈ ∂MK0(y) =⇒ 〈x, y〉 = MK0(y) = sup
z∈K∗0
〈z, y〉 (4.5)Sine MK0 is 1 -homogeneous, we may rewrite (2.27) as
u(t) − ξε(t) − ε ξ̇ε(t) ∈ ∂MK0(εξ̇ε(t)) , (4.6)whih is, by virtue of (4.4), in turn equivalent to
ε ξ̇ε(t) = PK∗0 (u(t) − ξε(t)) . (4.7)The existene and uniqueness of a global absolutely ontinuous solution ξε to (4.7)follows from the Lipshitz ontinuity of the mapping PK∗0 . Furthermore, by (2.21)and [6, Proposition 2.2 and Theorem 2.4℄, for every u ∈ GL(0, T ; X) there exists aunique solution ξ ∈ BVL(0, T ; X) to (2.23)(2.25). As in the previous setion, theonvergene analysis starts with left ontinuous step funtions of the form




uk χ(tk−1,tk ](t) , (4.8)where u0, u1, . . . , um are given elements of X , and 0 = t0 < t1 < · · · < tm = T isa division of the interval [0, T ] . If u is as in (4.8), then, by [6, Proposition 4.3℄, theunique solution ξ of (2.23)(2.25) has also the form of (4.8), more speially




ξk χ(tk−1,tk ](t) , (4.9)where
ξ0 = u0 + x0, ξk = ξk−1 + PK∗0 (uk − ξk−1) for k = 1, . . . , m . (4.10)This is in fat nothing but the lassial Moreau formula (see [11℄) for time-disreteapproximations of a sweeping proess. Here, however, it provides the exat solutionfor pieewise onstant inputs.We rst prove the following result.Lemma 4.1. Let u be as in (4.8), let ξ be given by (4.9), and let ξε ∈ W 1,∞(0, T ; X)be the solution to (2.27)2.28) for ε > 0 . Then
lim
ε→0+
|ξε(t) − ξ(t)| = 0 ∀t ∈ [0, T ] . (4.11)Proof. Let us denote
ξεk = ξε(tk) for k = 0, 1, . . . , m . (4.12)For t ∈ (tk−1, tk] , Eq. (4.7) has the form
ε ξ̇ε(t) = PK∗0 (uk − ξε(t)) , ξε(tk−1) = ξ
ε
k−1 . (4.13)18





1 − e− t−tk−1ε )PK∗0 (uk − ξεk−1) for t ∈ [tk−1, tk] . (4.14)Indeed, assuming (4.14), we have by (4.3) that
PK∗0 (uk − ξε(t)) = PK∗0
(
QK∗0 (uk − ξ
ε
k−1) + e− t−tk−1ε PK∗0 (uk − ξεk−1))
= e− t−tk−1ε PK∗0 (uk − ξεk−1) ,hene (4.13) holds.It sues to prove the onvergene (4.11) only for t = T (the proess is ausal!).In other words, we have to hek that
lim
ε→0+
|ξεm − ξm| = 0 . (4.15)To this end, we set for k = 1, . . . , m
zk = uk − ξk , z
ε




k = e− tk−tk−1ε , zε0 = −x0 = u0 − ξ0. (4.16)We then have for all k = 1, . . . , m that
zk = QK∗0 (zk−1 + uk − uk−1), z
ε
k = QK∗0 (z
ε




k−1 + uk − uk−1) .(4.17)This yields in partiular that
zεk − z
ε



















k) = uk − uk−1 . (4.20)We have 〈PK∗0 (z), z〉 ≥ 0 for every z ∈ X . Testing Eq. (4.20) by zεk , we thus obtain
|zεk| ≤ |z
ε
k−1 + uk − uk−1| ≤ |z
ε
k−1| + |uk − uk−1| (4.21)and, in partiular,
|zεk| ≤ |x0| + Var
[0,T ]
u (4.22)for every k = 1, . . . , m . Both QK∗0 and PK∗0 are nonexpansive mappings, PK∗0 (0) = 0 .Using (4.17) and (4.22), we thus have
|zεk − zk| ≤ |z
ε
k−1 − zk−1| + (|x0| + 2 Var
[0,T ]
u) eεk . (4.23)19
Summing up over k we obtain the nal estimate











|u(n)(t) − u(t)| = 0 , (4.25)and denote by ξ(n) , ξ(n)ε the respetive solutions to (2.23)(2.25) and (2.27)(2.28),with u replaed by u(n) . By [6℄, there exists a onstant C > 0 independent of n suhthat
Var
[0,T ]




|ξ(n)(t) − ξ(t)| = 0 . (4.26)To estimate the total variation of ξ(n)ε , we use a similar argument as in [6℄ that goesbak to Setion 19.2 of the pioneering Krasnosel'skii and Pokrovskii monograph [4℄.As mentined on p. 261 of the Russian edition, this part of the book was written byAlexander Vladimirov. We x a division 0 = s0 < s1 < · · · < sℓ = T suh that
sj−1 < τ < t ≤ sj =⇒ |u(t) − u(τ)| <
r
2
, (4.27)where r is as in (2.21). Let now u∗ be an arbitrary left ontinuous regulated funtionsuh that
sup
t∈[0,T ]
|u∗(t) − u(t)| ≤
r
6
, (4.28)and let ξ∗ε be the solution to (2.27)(2.28) orresponding to u∗ . We have
〈
ξ̇∗ε (t), u
∗(t) − ξ∗ε (t) − z
〉
≥ ε|ξ̇∗ε(t)|











if ξ̇∗ε(t) 6= 0 ,



















for all j = 1, . . . , ℓ . Set x∗j = u∗(sj+) − ξ∗ε (sj) . From (4.32) it follows









, (4.33)hene |x∗j | ≤ Cu for all j = 0, 1, . . . , ℓ , where Cu > 0 is a onstant depending only on





u . (4.34)We now hoose n0 ∈ N suiently large suh that (4.28) holds with u∗ = u(n) for all
n ≥ n0 . For all suh n we have by virtue of (4.34) that
Var
[0,T ]
ξ(n)ε ≤ C , (4.35)with a onstant C > 0 independent of n and ε . Furthermore, the mapping y 7→
∂MK0(y) + εy is monotone, hene the equivalent formulation (2.27) of (4.7) yields
〈
ξ̇(n)ε (t) − ξ̇ε(t), u
(n)(t) − u(t) − ξ(n)ε (t) + ξε(t)
〉
≥ 0 a. e. , (4.36)that is,
1
2
ddt |ξ(n)ε (t) − ξε(t)|2 ≤ (|ξ̇(n)ε (t)| + |ξ̇ε(t)|)|u(n)(t) − u(t)| a. e. (4.37)From (4.34) we onlude that
sup
t∈[0,T ]






|u(n)(t) − u(t)| . (4.38)To obtain the onvergene (2.29), we have to hek that for every δ > 0 and every
t ∈ [0, T ] there exists ε0 suh that for all ε ∈ (0, ε0) we have
|ξε(t) − ξ(t)| < δ . (4.39)This follows immediately from Lemma 4.1 and from the uniform onvergenes ξ(n)ε →
ξε and ξ(n) → ξ .It remains to prove the onvergene in (2.30). Following (2.19), we an rewrite (2.25)in energeti form for every 0 ≤ s < t ≤ T as
1
2
|ξ(t)|2 − 〈u(t), ξ(t)〉 −
1
2























2 + MK0(ξk − ξk−1)
= −〈ξk−1, uk − uk−1〉 (4.41)21
for every k = 1, . . . , m .We now derive the energy balane for Eq. (4.7). By denition of PK∗0 , we have
〈
ξ̇ε(t), u(t) − ξε(t) − εξ̇ε(t) − z
〉
≥ 0 a. e. (4.42)for every z ∈ K∗0 , whih in view of (4.5) yields
〈
ξ̇ε(t), u(t) − ξε(t)
〉
= ε|ξ̇ε(t)|


















〈ξε(τ), du(τ)〉 . (4.44)We see that (2.30) follows from (2.29), (4.40), and (4.44), provided we hek for every
0 ≤ s < t ≤ T that
∀δ > 0 ∃ε0 > 0 ∀ε < ε0 :
∫ t
s
〈(ξε(τ) − ξ(τ)), du(τ)〉 < δ . (4.45)By (4.35) and Lemma 1.8 (iii), the funtions ξε and ξ , as well as their variations
Var [s,t] ξε and Var [s,t] ξ , are uniformly bounded by a onstant C independent of ε .Using Lemma 1.8 (iv), we nd a step funtion w suh that ‖u − w‖[s,t] < δ/(12C) .By Theorem 1.9, we have
∫ t
s
〈(ξε(τ) − ξ(τ)), d(u − w)(τ)〉 ≤ 6C ‖u − w‖[s,t] ≤ δ
2





〈(ξε(τ) − ξ(τ)), dw(τ)〉 = 0 ,whene (4.45) follows. Theorem 2.4 is proved. The following example shows that uniqueness of the solution ξ is lost if the jumpdissipation term is omitted in (2.20).Example 4.2. Consider the simple ase X = R , K0 = K∗0 = [−1, 1] , and
u(t) =
{
u0 for t ∈ [0, t0]
0 for t ∈ (t0, T ]
22
with some given t0 ∈ (0, T ) and u0 ≥ 3 . We look for a left ontinuous solution ξ tothe problem
u(t) − ξ(t) ∈ K∗0 ∀t ∈ [0, T ]
1
2
|ξ(t)|2 − 〈u(t), ξ(t)〉 −
1
2


















(4.46)with initial ondition ξ(0) = u0 . Every solution ξ is neessarily onstant in everyinterval, where u is onstant. Indeed, this follows from the inequality
1
2
|ξ(t)|2 − 〈u, ξ(t)〉 −
1
2
|ξ(s)|2 + 〈u, ξ(s)〉 =
1
2
〈ξ(t) − ξ(s), ξ(t) + ξ(s) − u〉
≤ MK0(ξ(t) − ξ(s)) .Hene, ξ must have the form
ξ(t) =
{
u0 for t ∈ [0, t0]








0 + |ξ1 − u0| ≤ u
2
0 . (4.47)This inequality is satised for all ξ1 ∈ [−1, 1] . Hene, we have a ontinuum of distintsolutions.The situation is even worse if we replae (4.46) by
u(t) − ξ(t) ∈ K∗0 ∀t ∈ [0, T ]
1
2
|ξ(t)|2 − 〈u(t), ξ(t)〉 −
1
2


























0 + |ξ1 − u0| ≤ u0 ξ1 , (4.49)whih is never satised for ξ1 ∈ [−1, 1] . Hene, there exists no solution to Problem(4.48) for ξ(0) = u0 .Aknowledgments. The authors appreiate stimulating disussions with Alexan-der Mielke on this and related subjets. 23
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