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We investigated electron phases in the f 2-configuration system with the Γ1 crystalline-electric-field (CEF) ground state
in cubic symmetry. An extended three-orbital periodic Anderson model, which consists of j = 5/2 states, is evaluated
by using the rotationally invariant slave boson formalism. As a result, we found three phases at zero temperature: the
Γ1 CEF singlet phase, and two kinds of Fermi liquid (FL). One of the FL arises owing to the presence of the Γ5 CEF
state, while the other forms a quasi-degenerated CEF state. All these phases are separated by first-order transitions:
the charge-transfer transition and the CEF energy-level crossing. We also found heavy quasiparticle behaviors in the
intermediate valence region between the f 2 and f 3 configurations. In this region, the mass enhancement factor exhibits
a peak structure by increasing the hybridization. Physical properties of these phases and transitions are discussed.
1. Introduction
Heavy electron systems, such as Ce-based, Pr-based, and
U-based compounds, have been studied intensively because
of its rich physical properties in the consequence of strongly
correlated effects.1, 2) In the case of Ce-based compounds
whose f -electron valency is around one ( f 1-configuration
system), analysis on the single-orbital periodic Anderson
model reveals basic properties of these systems despite the
f -orbital degeneracy (l = 3 and s = 1/2).3, 4) The success
of this approach is supported by the following two reasons: a
crystalline-electric-field (CEF) effect and the spin-orbit cou-
pling split the f -electron degeneracy into several Kramers
multiplets; CEF excited states (ES) give essentially no in-
fluence on the low energy properties. Thus, when the CEF
ground state (GS) is a Kramers doublet, the single-orbital pe-
riodic Anderson model becomes an effective model for f 1-
configuration systems. In this situation, the same f -electron
configurations are obtained between CEF GS and the quasi-
particle (QP).
On the contrary, in the case of U-based and Pr-based
compounds whose f -electron valency is around f 2 ( f 2-
configuration system), such the correspondence is no longer
held. The CEF states in the f 2-configuration can be written in
the linear combination of Fock states (see Table I), while the
QP is not necessarily in accordance with this configuration.
For this reason, it is questionable whether approximations
based on the itinerant f -electron nature, such as the pertur-
bation theory against electron-electron interactions, can treat
the properties originated from the CEF states. Likewise, it is
also questionable whether approximations based on the local-
ized f -electron nature, such as the Kondo lattice model, can
reveal the QP properties. Therefore, approximations treating
both the itinerant and localized f -electron nature are required
to investigate f 2-configuration systems.
Slave boson formalisms are the simplest approach satisfy-
ing this requirement. Reference 5 has developed the rotation-
ally invariant slave boson (RISB) formalism, which can apply
to general multi-orbital strongly-correlated-electron systems.
The RISB saddle point approximation (SPA) can evaluate the
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characteristic properties of QP, such as the renormalization
factor and the QP energy level. Moreover, we can also eval-
uate the localized f -electron behaviors, i.e., the expectation
values of CEF states. In particular, in the atomic limit, the
RISB formalism can reproduce the correct CEF energy level
scheme.
In this paper, we focus on the f 2-configuration system with
the Γ1 singlet CEF GS in cubic symmetry. The filled skutteru-
dite compound PrOs4Sb12 belongs to this system and exhibits
the heavy QP behavior.6–8) In addition, several studies have
suggested that physical properties observed in UBe13 can be
explained by the Γ1 CEF GS system.9, 10) UBe13 exhibits large
mass enhancement and the unconventional non Fermi liquid
(NFL).11) Hence, how the Γ1 CEF GS relates to these rich
physical properties are need to be confirmed.
To investigate the Γ1 CEF GS system, previous studies
have employed the singlet-triplet model, which contains the
Γ7 doublet and Γ8 quartet CEF states in the f 1-configuration,
and the Γ1 singlet CEF GS and the Γ4 triplet CEF first ES in
the f 2-configuration.10, 12) However, it has been not confirmed
whether the excluded CEF states in the singlet-triplet model
are surely ineffective. As an example, treating CEF states in
the f 3-configuration may play an important role for the itiner-
ant properties of the f -electrons around the f 2-configuration.
Thus, we employ the three-orbital Anderson model consisting
of the j = 5/2 in cubic symmetry, which contains all the CEF
states up to the f 6-configuration. We tune the CEF parameter
so as to be the Γ1 CEF GS system and investigate this model
by using the RISB SPA.
The organization of this paper is as follows. In Sect. 2,
we introduce the effective three-orbital periodic Anderson
model and discuss the CEF energy-level scheme in the f 2-
configuration. In Sect. 3, we briefly introduce the RISB SPA.
In Sect. 4, the phase diagram of the Γ1 CEF GS system is
exhibited by using the RISB SPA. Properties of phases and
transitions are also discussed. In Sect. 5, different points of
the phase diagram from the singlet-triplet model is discussed.
Finally, we summarize this paper in Sect. 6.
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Fig. 1. (a) CEF energy level scheme of the f 2-configuration, in the U = 2.0D case, as a function of energy gap ∆CEF. Number in parenthesis denotes the
degeneracy of the CEF state. (b)CEF energy levels EΓ up to the f 3-configuration as a function of the f -electron energy level E f − µ.
Irreducible
Representation Eigenstate in Terms of f 1-configuration State
Γ1 −0.8588 {Γ+7,Γ−7} + 0.3622 {Γ+81,Γ−81} + 0.3622 {Γ+82,Γ−82}
Γ4(1) 0.7071 {Γ+7,Γ−81} + 0.7071 {Γ−7,Γ+81}
Γ4(2) −0.5000 {Γ+7,Γ+81} + 0.8660 {Γ−7,Γ−82}
Γ4(3) 0.8660 {Γ+7,Γ+82} − 0.5000 {Γ−7,Γ−81}
Γ3(1) 0.6513 {Γ+7,Γ−81} − 0.6513 {Γ−7,Γ−81} − 0.2750 {Γ+81,Γ−81} + 0.2750 {Γ+82,Γ−82}
Γ3(2) 0.6513 {Γ+7,Γ−82} − 0.6513 {Γ−7,Γ+82} + 0.2750 {Γ+81,Γ−82} − 0.2750 {Γ−81,Γ+82}
Γ5(1) 0.2631 {Γ+7,Γ+81} + 0.1519 {Γ−7,Γ−82} + 0.9527 {Γ−81,Γ−82}
Γ5(2) −0.2148 {Γ+7,Γ−82} − 0.2148 {Γ−7,Γ+82} + 0.6737 {Γ+81,Γ−82} + 0.6737 {Γ−81,Γ+82}
Γ5(3) 0.1519 {Γ+7,Γ+82} + 0.2631 {Γ−7,Γ−81} + 0.9527 {Γ+81,Γ+82}
Table I. Eigenstates of CEF states up to third excited state in the f 2-configuration in the case of B40 = 0.0001D and U = 2.0D. Braces on the right hand
side are defined as {ν1, ν2} = 1√2 (|ν1, ν2〉 − |ν2, ν1〉).
2. Effective Hamiltonian for f -electron systems
Let us introduce the effective Hamiltonian H that can rep-
resent the Γ1 CEF GS system in cubic symmetry. In this pa-
per, we employ the three-orbital periodic Anderson model
composed of j = 5/2 states with the CEF splitting. We first
consider the atomic limit and introduce the exact localized
f -electron Hamiltonian Hloc for j = 5/2 states. Then, we
introduce the itinerant Hamiltonian Hitin, which consists of
the energy dispersion of the conduction electrons and the hy-
bridizations between the conduction and f -electrons.
In the atomic limit, the fourteen-fold degeneracy of the f -
electron (l = 3 and s = 1/2) splits into several CEF mul-
tiplets by the spin-orbit coupling, the Coulomb interactions,
and the CEF effect. Owing to the large spin-orbit coupling on
the f -orbital, we consider infinitely large spin-orbit coupling
to reduce the number of orbitals in the effective Hamiltonian.
Namely, hereafter we focus on the three orbital system con-
sisting of j = 5/2 (3-1/2) states and ignore j = 7/2 (3+1/2)
states. The eigenstates for the j = 5/2 are given by
| ± 5/2〉 = ±
√
1
7 | ± 2, ↑〉 ∓
√
6
7 | ± 3, ↓〉,
| ± 3/2〉 = ±
√
2
7 | ± 1, ↑〉 ∓
√
5
7 | ± 2, ↓〉,
| ± 1/2〉 = ±
√
3
7 |0, ↑〉 ∓
√
4
7 | ± 1, ↓〉,
(1)
where the basis |lz, sz〉 on the right hand side (rhs) consists of
the orbital angular momentum lz (l = 3) and the spin angular
momentum sz (s = 1/2).
In cubic symmetry, the six-fold degeneracy is lifted by the
CEF HamiltonianHCEF written as
HCEF = B40
(
Oˆ40 + 5Oˆ44
)
+ B60
(
Oˆ60 − 21Oˆ64
)
, (2)
where Bnm and Oˆnm denote the CEF parameters and Stevens
operators for the j = 5/2, respectively.13) Thus, the one-body
f -electron eigenstates |ν〉 and their energies εν are obtained as
follows:
εΓ7 = −240B40, (3)
|Γ±7〉 =
√
1
6
| ± 5
2
〉 −
√
5
6
| ∓ 3
2
〉, (4)
2
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εΓ8 = 120B40, (5) |Γ±81〉 =
√
5
6 | ± 52 〉 +
√
1
6 | ∓ 32 〉,
|Γ±82〉 = | ± 12 〉,
(6)
where the basis |ν〉 on the left hand side (lhs) are written in
terms of the irreducible representation of point group in cubic
symmetry. Note that the sixth-order of Stevens operators give
no influence on the j = 5/2 states, and thus the only CEF pa-
rameter B40 determines the CEF energy splitting. The energy
gap ∆CEF between the two states is equivalent to 360B40.
In the plural f -electron systems, the Coulomb interactions
also affects CEF states. Since we derived the diagonalized
one-body terms as written in Eqs. (4) and (6), it is conve-
nient to express the Coulomb interactions HU in terms of
these states. According to Refs. 14–16, the Coulomb inter-
actions among f -electrons (l = 3) H f fU can be described
by using Slater-Condon parameters Fk and Gaunt coefficients
ck(mz,m′z) as follows:
H f fU =
∑
mz1...mz4
∑
σz
Imz3mz4mz1mz2 f
phys†
mz4σz f
phys†
mz3σz f
phys
mz2σz f
phys
mz1σz
+Imz3mz4mz1mz2 f
phys†
mz4σz f
phys†
mz3σz
f physmz2σz f
phys
mz1σz , (7)
(8)
where,
Imz3mz4mz1mz2 ≡
6∑
k=0
Fkck (mz1,mz4) ck (mz2,mz3) δmz1+mz2,mz3+mz4 . (9)
Here, ck(mz,m′z) has the following relation: ck(mz,m′z) =
(−1)(mz−m′z)ck(m′z,mz). Since all the Gaunt coefficients with
odd-number k are zero,H f fU contains four Slater-Condon pa-
rameters, F0, F2, F4, and F6. By performing the unitary trans-
formation, i.e., transforming |mzsz〉 bases into |ν〉 bases,HU is
given by
HU =
∑
ν1...ν4
Iν3ν4ν1ν2 f
phys†
ν4 f
phys†
ν3 f
phys
ν2 f
phys
ν1 ,
Iν3ν4ν1ν2 ≡
∑
mz1...mz4
∑
σ
Uν4mz4σz U
ν3
mz3σz U
ν2∗
mz2σz U
ν1∗
mz1σz I
mz3mz4
mz1mz2
+ Uν4mz4σz U
ν3
mz3σz
Uν2∗mz2σz U
ν1∗
mz1σz I
mz3mz4
mz1mz2 , (10)
where f phys†ν ( f
phys
ν ) denotes the creation (annihilation) oper-
ators for the f -electrons with ν orbital and Uνmzσz indicates
the element of the unitary transformation, which are derived
from Eqs. (1), (4), and (6). Note that we denote the original
f -electron creation/annihilation operators with the superscript
“phys” in order to distinguish from the pseudo fermion oper-
ators f †ν introduced later in the RISB formalism.
Hereafter, we fix the ratio of the Slater-Condon parameters
as follows:
F0 = U, F2 = 0.5U, F4 = 0.3U, F6 = 0.1U, (11)
where U is a scaling parameter of the electron-electron inter-
actions. This ratio has been introduced in Ref. 17 and con-
firmed that CEF eigenstates are insensitive to the ratio when
U is sufficiently larger than CEF splitting, ∆CEF.
As a result,Hloc is written as
Hloc =
∑
ν
(
E f + εν − µ
)
f phys†ν f
phys
ν +HU , (12)
where E f and µ denote the f -electron energy level and the
Fermi energy, respectively. We measure E f from the center of
the conduction band introduced later.
The present model takes into account finite Coulomb inter-
actions, which is crucial for holding the relation of all the CEF
energy levels and eigenstates consistently. In the conventional
j j-coupling scheme, which assumes infinitely large Coulomb
interactions, the relation between the CEF parameters for the
f 1-configuration ( j = 5/2) and those for the f 2-configuration
(J = 4) is unclear.
Let us confirm that Hloc realizes the Γ1 singlet CEF GS in
the f 2-configuration. Figure 1(a) shows the CEF energy levels
of the f 2-configuration as a function of the energy splitting
∆CEF for the case of U = 2.0D and E f − µ = 0. At ∆CEF = 0,
the CEF energy level splitting is consistent with that in the
j j-coupling scheme: the J = 4 nonet, the J = 2 quintet, and
the J = 0 singlet. In the finite ∆CEF, the J = 4 states split into
the Γ1 singlet, Γ3 doublet, Γ4 triplet, and Γ5 triplet CEF states.
In the case of ∆CEF > 0, the Γ1 CEF state becomes the GS,
otherwise the Γ5 CEF state becomes the GS. Note that both
the Γ3 CEF state and the Γ4 CEF state cannot be the GS in the
present system.
In the atomic limit, E f − µ determines which f n-
configuration system is stable. Figure 1(b) shows the (E f −
µ) dependence of the CEF energy levels up to the f 3-
configuration with U = 2.0D and B40 = 0.0001D. This fig-
ure indicates that the f 2-configuration system is realized in
the region −4.0D < E f − µ < −2.0D. Therefore, we con-
clude that the Γ1 CEF GS system is realized in the region
−4.0D < E f − µ < −2.0D and B40 > 0.
The CEF eigenstates up to the third excited states are listed
in Table I in the case of B40 = 0.0001D and U = 2.0D. The
Γ1 CEF state consists of the doubly occupied states on each
orbital, and thus it seems difficult to form the heavy QPs on
the Γ7 orbital. Likewise, the Γ4 CEF state seems ineffective
to construct the heavy QPs composed of the only Γ8 orbitals.
Further discussion for the relation between the heavy QPs and
the CEF states needs to introduce the hybridizations between
the conduction and f -electrons and to analyze the strongly-
correlated system. We will later discuss this relation in Sect.
5.
2.1 itinerant partHitin
This paper focuses on how the Γ1 CEF GS affects physi-
cal properties. Since introducing a realistic energy dispersion
makes this point unclear, we introduce the simple form of
Hitin given by
Hitin =
∑
i jν
(
ti jν − µδi, j
)
c†iνc jν +
∑
iν
Vνc
†
iν f
phys
iν + h.c.. (13)
Here, c†iν (ciν) denotes the creation (annihilation) operators for
conduction electrons, which are specified by labels ν same as
f -electrons. ti jν and Vν indicate the hopping of the conduction
electrons and the hybridization between the f -electrons and
the conduction electrons within the same ν orbital, respec-
tively. Inter-orbital hopping terms and inter-orbital hybridiza-
tions are omitted in the present model.
3
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Fig. 2. Schematic diagram of the present model.
We assume the rectangular form of the density of states
(DOS) ρε:
ρε =
 12D |ε| < D0 otherwise , (14)
where D is half of the bandwidth of the DOS. Hereafter, we
set D as a unit of energy.
Finally, by combining Hloc and Hitin, we obtain the effec-
tive Hamiltonian for the f -electron system as:
H =
∑
i jν
(
ti jν − µδi, j
)
c†iνc jν +
∑
iν
(
Vνc
†
iν f
phys
iν + h.c.
)
+
∑
ν
(
E f + εν − µ
)
f phys†ν f
phys
ν +HU . (15)
The schematic picture of the present model is shown in Fig.
2.
3. Rotationally invariant slave boson formalism
In this section, we briefly introduce the RISB SPA in Ref. 5
and apply this formalism to Eq. (15). The RISB formalism
maps a physically meaningful state |n〉, which is a state in the
original Hilbert space, into a state |n〉 in the enlarged Hilbert
space as follows:
|n〉 → |n〉 = 1√
An
∑
m
φ†nm|vac〉b ⊗ |m〉 f . (16)
Here, An is the normalization factor that corresponds to a di-
mension of the subspace of the enlarged Hilbert space with
particle number fixed as n. φ†nm (φnm) denotes the creation (an-
nihilation) operator of slave bosons. |vac〉b denotes the vac-
uum state of the bosons. |m〉 f stands for the QP Fock state
composed of pseudo fermions f †ν as,
|m〉 f =
∏
ν
(
f †ν
)mν |vac〉 f , (17)
where mν takes either 0 or 1.
In the RISB formalism, the boson operator φ†nm is repre-
sented by pair of two different states, the physical state n and
the QP state m. Since we do not discuss the superconductivity
in this paper, the pairs of these states, n and m, are restricted
to have the same total particle number. The RISB formalism
ensures that results do not depend on the basis set, and thus
we use the Fock state basis for both the physical states and
the QP states. Different basis, such as the eigenstate basis φΓm
and the Fock state basis φnm, has the following relation:
φ†
Γm =
∑
m
〈n|Γ〉φ†nm. (18)
We use this relation to evaluate the expectation values of the
CEF states.
In order to exclude all the unphysical states, which are not
included in the original Hilbert space but included in the en-
larged Hilbert space, the following constraint conditions are
required:
Qˆ0|n〉 =
∑
nm
φ†nmφnm − 1
 |n〉 = 0, (19)
Qˆνν′ |n〉 =
 f †ν fν′ −∑
nml
φ†nmφnl〈l| f †ν fν′ |m〉 f
 |n〉 = 0. (20)
We can easily check that all the physically meaningful states
|n〉 satisfy these conditions and all the other states do not.
By using the slave bosons and pseudo fermions, Eq. (15) is
transformed as follows:
H =
∑
i jν
(
ti jν − µδi, j
)
c†iνc jν +
∑
iν
(
Rˆνν′Vνc
†
iν fiν′ + h.c.
)
+
∑
inml
Enmφ
†
inlφiml. (21)
where Enm = 〈n|Hloc|m〉 and Rˆνν′ is the subsidiary operator
consisting of the slave boson operators. Although Rˆνν′ is not
uniquely determined, it is confirmed that the following repre-
sentation Rˆνν′ gives the same result of the Gutzwiller approx-
imation:
Rˆνν′ =
∑
n1n2
m1m2
ν1
〈n1| f phys†ν |n2〉 f 〈m1| f †ν1 |m2〉 fφ†n1m1 Mˆm2ν1ν′φn2m2 , (22)
where,
Mˆm2ν1ν′ = C
Q0−1
 1√
1ˆ − ∆ˆh
1√
1ˆ − ∆ˆp

ν1ν′
, (23)
C =
√(
Nm2 + 1
) (
2Norb − Nm2
)
. (24)
Here, Nm denotes the particle number of the state |m〉 and Norb
denotes the number of orbitals, which corresponds to six in
the present model. ∆ˆp (∆ˆh) is the matrix of the particle (hole)
operator whose νν′ component is given by
∆ˆ
p
νν′ =
∑
nml
φ†nmφnl〈l| f phys†ν f physν′ |m〉, (25)
∆ˆhνν′ =
∑
nml
φ†nmφnl〈l| f physν f phys†ν′ |m〉. (26)
The SPA of the RISB regards all the slave bosons as mean
values: φnm → φnm and φ†nm → φ∗nm. Since Eq. (15) does
not contain the inter-orbital hybridizations such as VΓ+7Γ+8 , the
particle (hole) operators ∆ˆpνν′ (∆ˆ
h
νν′ ) and the subsidiary oper-
ators Rˆνν′ are diagonalized in the SPA. Thus, hereafter, we
represents the mean values of these operators by ∆
p
ν , and Rν,
respectively.
The free energy in the RISB SPA FSPA is given by
FSPA =F ISPA + NL
∑
n1n2m
En1n2φ
∗
n1mφn2m
+ NL
∑
nm
λ0 −∑
ν
〈m| f †ν fν|m〉λν
 |φnm|2
− NLλ0 + Nµ, (27)
4
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where λν and λ0 are the Lagrange multipliers of the constraint
conditions [Eqs. (19) and (20)]. F ISPA is written as
F ISPA = −
1
β
∑
kσ=±
∑
ν
ln
[
1 + exp
[−β(Eσkν − µ )]] . (28)
Here, E+kν (E−kν) denotes the upper (lower) band energy disper-
sion given by
E±kν =
1
2
(
εk + λν ±
√
(εk − λν)2 + 4zνV2ν
)
, (29)
where εk and zν denotes the energy dispersion of the conduc-
tion electrons and the renormalization factor zν = R
2
ν of the ν
orbital, respectively.
The Lagrange multipliers, the chemical potential, and the
mean values of all the slave bosons are determined by solving
the following non-linear simultaneous equations:
1
NL
∂FSPA
∂λ0
=
∑
nm
φ
∗
nmφnm − 1 = 0, (30)
1
NL
∂FSPA
∂λν
=
1
NL
∂F ISPA
∂λν
−
∑
nm
〈m| f †ν fν|m〉φ ∗nmφnm = 0, (31)
1
NL
∂FSPA
∂φnm
=
1
NL
∂F ISPA
∂φnm
+
∑
n′
En′nφ
∗
n′m = 0, (32)
1
NL
∂FSPA
∂φ
∗
nm
=
1
NL
∂F ISPA
∂φ
∗
nm
+
∑
n′
Enn′φn′m = 0, (33)
1
NL
∂FSPA
∂µ
=
1
NL
∂F ISPA
∂µ
+ N = 0. (34)
Although we can solve these equations at finite temperature
in principle, it is known that the artificial phase transition ow-
ing to the Bose-Einstein condensation (BEC) occurs at finite
temperature. Thus, we investigate this system at zero temper-
ature. The derivative of F ISPA with respect to the mean-fields
λν, φnm, φ
∗
nm, and µ can be analytically given by assuming the
rectangular form of the DOS [Eq. (14)]:
1
NL
∂F ISPA
∂λν
=
∑
ν′σ
ρ0
∫ D
−D
dε f (Eσν′ (ε))
∂Eσν′ (ε)
∂λν
=
∑
σ
Cλνσ, (35)
Cλνσ =
 ρ0zνV
2
ν
λν−min[µ,Eσν (D)] −
ρ0zνV2ν
λν−Eσν (−D) (µ ≥ Eσν (−D))
0 (µ < Eσν (−D)),
(36)
1
NL
∂F ISPA
∂φnm
=
∑
νσ
∂zν
∂φnm
ρ0
∫ D
−D
dε f (Eσν (ε))
∂Eσν (ε)
∂zν
=
∑
νσ
Cφνσ, (37)
Cφνσ =
ρ0
∂zν
∂φnm
V2ν ln | λν−min[µ,E
σ
ν (D)]
λν−Eσν (−D) | (µ ≥ Eσν (−D))
0 (µ < Eσν (−D)).
(38)
We numerically solve Eqs. (30)-(34) by using Broyden’s
method.18)
Concluding this section, let us mention what we can discuss
from the RISB SPA. First, the pseudo fermions behaves as the
QPs characterized by the QP energy level λν and the renor-
malized hybridization
√
zνV . Since the degenerated orbitals
take the same λν and zν, hereafter we omit the subscript for the
Kramers degeneracy, e.g., λΓ7 ≡ λ±Γ7 and λΓ8 ≡ λ±Γ81 = λ±Γ82 .
We also introduce the summation of the number of pseudo
fermions over the degenerated orbitals as follows:
nΓ7 ≡ nΓ+7 + nΓ−7 , (39)
nΓ8 ≡ nΓ+81 + nΓ−81 + nΓ+82 + nΓ−82 . (40)
According to Eq. (18), we can also evaluate the expectation
value of the CEF state ΦΓ. Here, ΦΓ is given by
ΦΓ =
∑
l
〈φ†
ΓlφΓl〉SPA =
∑
l
|φΓl|2 =
∑
nml
〈n|Γ〉〈Γ|m〉φ∗nlφml.
(41)
By using ΦΓ, the mean of the f -electron number n f and its
variance σ2f can be evaluated as follows:
n f =
∑
Γ
NΓΦΓ, (42)
σ2f =
6∑
N=1
N ∑
Γ
δNΓ,NΦΓ
2 − n2f , (43)
where NΓ denotes the particle number of the Γ state. We note
that n f is equivalent to
∑
ν nν owing to the constraint condi-
tion [Eq. (20)]. The condition σ f /n f  1 indicates that ex-
pectation values are almost exhausted by the CEF states in a
f n-configuration system, otherwise expectation values widely
distribute to several f n-configurations.
4. Results
Let us investigate the Hamiltonian [Eq. (15)] around the f 2-
configuration by using the RISB SPA. Parameters are fixed as
E f = −3.3D, B40 = 0.0001D and U = 2.0D so as to realize
the Γ1 CEF GS in the atomic limit as discussed in Sect. 2. We
also fix the total number of electrons per site N as 4.0. We
evaluate this system in the region of 0.01D < VΓ7 < 0.75D
and 0.01D < VΓ8 < 0.75D.
The schematic phase diagram in the VΓ7 -VΓ8 plane is exhib-
ited in Fig. 1(a). We found three phases, I, II , and III , separated
by the first-order transitions. Here, the first-order transitions
mean that Eqs.(30)-(34) have stable and metastable states in
the vicinity of the phase boundaries. The phase diagram in
Fig. 3(a) depicts the stable states.
Figure 3(b) exhibits the number of total f -electrons per site
n f and indicates that n f takes around 2.0 in the above region.
Thus, the f 2-configuration system is realized in most region
of the VΓ7 -VΓ8 plane except for part of phases I and II . In
the following subsections, we first discuss the properties of
phases I, II (n f ≈ 2.0), II (n f 0 2.0), and III . As we discuss
later, the physical properties in phase IIwith n f 0 2.0 region
are quite different from those in phase IIwith n f ≈ 2.0 region.
Then, we discuss the properties of phase transitions.
4.1 Phase I: CEF singlet phase
Figures 4(a) and 4(b) show the pseudo-fermion number per
site on the Γ7 orbital nΓ7 and that on the Γ8 orbital nΓ8 , respec-
tively. In phase I, the Γ7 orbital is almost doubly occupied
5
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Fig. 3. Results obtained in the RISB SPA for the case of N = 4, E f = −3.3D, B40 = 0.0001D and U = 2.0D in the VΓ7 -VΓ8 plane: (a) Schematic phase
diagram in the VΓ7 -VΓ8 plane. Phases I, II , and IIIdenote the different phases separated by the first-order transitions. (b) Total number of pseudo-fermions per
site n f .
by the pseudo fermions while the Γ8 orbital is almost empty.
This result indicates that the Γ7 (Γ8) QP energy level is lower
(higher) than the Fermi energy. Figure 4(c) exhibits the en-
ergy gap between the two QP energy levels, where the energy
gap in the atomic limit (∆CEF) is taken as a unit. The region
λΓ8 − λΓ7 > 6∆CEF is displayed in white in this figure. The
results of nΓ7 , nΓ8 , and the large energy gap indicate that both
QP energy levels are not located in the vicinity of the Fermi
level. In this regard, it is difficult to form the heavy QPs in
phase I because of the absence of the QP energy level on the
Fermi energy. Indeed, the renormalization factors zΓ7 and zΓ8
do not decay toward zero in phase I as shown in Figs. 4(d) and
4(e).
From the viewpoint of the localized f -electron nature, or
CEF states, we can conclude that the f -electrons are well
localized as the Γ1 CEF state in phase I. Figure 4(f) shows
the variance of the f -electron number σ f . The expectation
values of the CEF states are almost exhausted by the CEF
states in the f 2-configuration owing to the small amplitude of
σ f . In addition, Figs. 4(g)-4(i) show the expectation values
of the CEF GS ΦΓ1 and the CEF ESs ΦΓ4 and ΦΓ5 in the f
2-
configuration. Here, we omit to show the result of ΦΓ3 because
it behaves similar to ΦΓ4 in the whole VΓ7 -VΓ8 plane. Accord-
ing to these figures, the expectation values of CEF states are
almost exhausted by the Γ1 CEF GS in phase I. These behav-
iors are consistent with the “Γ1 CEF singlet phase” pointed
out from the NRG study based on the singlet-triplet model.12)
4.2 Phase II (n f ≈ 2.0): quasi-degenerated FL
In contrast to phase I, the f -electrons are well itinerant in
phase II . In the n f ≈ 2.0 region, both nΓ7 and nΓ8 are almost
constant and take non-integer values as seen in Figs. 4(a) and
4(b), i.e., nΓ7 ≈ 1.4 and nΓ8 ≈ 0.6. Hence, although the QP
energy levels are located near the Fermi energy, the renormal-
ization factors do not decay toward zero as seen in Figs. 4(d)
and 4(e).
From the viewpoint of the CEF states, phase IIcan be re-
garded as a quasi-degenerated CEF state. Figure 4(f) exhibits
that the varianceσ f exceeds 0.4. The large variance compared
with phase I indicates the importance of CEF states in the
f 1 and f 3 configurations. The amplitudes of ΦΓ in the f 2-
configuration hold the relation ΦΓ1 > ΦΓ4 > ΦΓ5 , as seen
in Figs. 4(g)-4(i). The order of amplitudes ΦΓ corresponds to
the CEF energy-level scheme exhibited in Fig. 1(a). Thus, in
the f 2-configuration, phase IIforms a quasi-degenerated CEF
state with the Γ1 CEF GS. Hereafter we call phase II“quasi-
degenerated FL”. The properties of this phase are associated
with the Kondo-Yosida singlet phase discussed in the previous
study.10)
4.3 Phase II (n f 0 2.0): heavy QP
The heavy QP on the Γ8 orbital is realized in phase IIwith
n f 0 2.1 region despite the fact that n f is not an integer as seen
in Figs. 3(b) and 4(e). The heavy QP arises in the intermedi-
ate valence because of the properties of phase II, i.e., both
nΓ7 and nΓ8 do not take integer values at the f
2-configuration.
Namely, nΓ8 approaches 1.0 by increasing n f from the f
2-
configuration, and then the Γ8 orbital fulfills the condition to
form the heavy QP.
The localized f -electron nature is also different from phase
IIwith n f ≈ 2.0. It is remarkable that ΦΓ1 becomes smaller
than the n f ≈ 2.0 region as seen in Fig. 4(g). This result in-
dicates that the Γ1 CEF GS competes with forming the heavy
QP.
According to Fig. 3(b), the heavy QP arises in the inter-
mediate valence region. In order to clarify this claim, Fig. 5
exhibits the E f dependence of zΓ8 . Here, VΓ8 is fixed as 0.1D.
The dashed line indicates E f = −3.3D, and the heavy QP
robustly exists in phase II lower than this f -electron energy.
Figures 6(a), 6(b), and 6(c) exhibit physical properties along
VΓ7 = 0.2D, 0.4D, and 0.6D lines, which correspond to the
red lines written in Fig. 5, respectively. These figures indicate
6
J. Phys. Soc. Jpn. FULL PAPERS
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
V
Γ
8
/
D
VΓ7/D
0 0.5 1 1.5 2
nΓ7
I
II
III
(a)
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
V
Γ
8
/
D
VΓ7/D
0 0.5 1 1.5 2
nΓ8
I
II
III
(b)
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
V
Γ
8
/D
VΓ7/D
-3.0 0.0 3.0 6.0
(λΓ8 − λΓ7) /360B40
I
II
III
(c)
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
V
Γ
8
/D
VΓ7/D
0 0.2 0.4 0.6 0.8 1
zΓ7
I
II
III
(d)
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
V
Γ
8
/D
VΓ7/D
0 0.2 0.4 0.6 0.8 1
zΓ8
I
II
III
(e)
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
V
Γ
8
/D
VΓ7/D
0 0.1 0.2 0.3 0.4 0.5 0.6
σf
I
II
III
(f)
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
V
Γ
8
/D
VΓ7/D
0 0.2 0.4 0.6 0.8 1
ΦΓ1
I
II
III
(g)
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
V
Γ
8
/D
VΓ7/D
0 0.2 0.4 0.6 0.8 1
ΦΓ4
I
II
III
(h)
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
V
Γ
8
/D
VΓ7/D
0 0.2 0.4 0.6 0.8 1
ΦΓ5
I
II
III
(i)
Fig. 4. The results obtained in the RISB SPA for the case of N = 4, E f = −3.3D, B40 = 0.0001D and U = 2.0D in the VΓ7 -VΓ8 plane: (a) Pseudo-fermion
number per site on the Γ7 orbital nΓ7 . (b) Pseudo-fermion number per site on the Γ8 orbital nΓ8 . (c) Effective energy level splitting (λΓ8 − λΓ7 ) in the unit of
that in the atomic limit 360B40 = 0.036D. (d) Renormalization factor of the Γ7 orbital zΓ7 . (e) Renormalization factor of the Γ8 orbital zΓ8 . (f) Variance of the
f -electron number σ f . (g) Expectation value of the Γ1 CEF GS ΦΓ1 . (h) Expectation value of the Γ4 CEF first ES ΦΓ4 . (i) Expectation value of the Γ5 CEF
third ES ΦΓ5 .
that only the Γ8 orbital forms the heavy QP when nΓ8 ≈ 1.0.
In Figs. 6(b) and 6(c), the smallest zΓ8 points are located in the
intermediate valence region. In addition, the amplitude of ΦΓ1
are almost zero in these points. Thus, we conclude that the
heavy QP are originated from the intermediate valence region
and competes with the Γ1 CEF state.
4.4 Phase III: Γ5 dominated FL
In phase III , the f -electrons are also itinerant. However,
the occupation numbers of the pseudo-fermions and the dis-
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Fig. 5. Renormalization factor on the Γ8 orbital as functions of VΓ7 and
E f . Dashed line corresponds to Fig. 4(e) with VΓ8 = 0.1D. The three red
lines indicate VΓ7 = 0, 2D, 0.4D, and 0.6D, respectively.
tribution of the CEF expectation values are totally different
from phase II . Figures 4(a) and 4(b) indicate that two pseudo
fermions per site are almost completely distributed on the Γ8
orbital even though the condition εΓ8 > εΓ7 . In contrast to
phase I, the f -electrons can behave as the itinerant electrons
owing to the four-fold degeneracy of the Γ8 orbital.
Since there are no f -electrons on the Γ7 orbital, the only
Γ8 orbital is possible to form the heavy QP. However, Fig.
4(b) shows no heavy QP behaviors despite the fact that nΓ8 is
close to an integer value. Actually, we have found the region
zΓ8 << 1 in phase III , although this region is metastable and is
covered with phase I.
The Γ5 CEF ES shows the largest expectation value in the
f 2 configuration as seen in Figs. 4(g)-4(i). In addition, Fig.
4(g) shows that the ΦΓ1 is almost zero in this phase. These
results indicate that the CEF energy-level of the Γ5 CEF state
becomes effectively lower than that of the Γ1 CEF state owing
to the anisotropy of hybridizations. In other words, the sign of
the “effective CEF parameter” B˜40, which characterizes the ef-
fective CEF energy-level scheme, changes to a negative value
deducing from Fig. 1(a). Thus, we call this phase “Γ5 domi-
nated FL”. We mention that this phase has not been reported
in the previous studies based on the singlet-triplet model.10)
Instead, the previous studies have reported the Γ4 CEF triplet
phase in the similar region of phase III .
Since the Γ5 CEF state is associated with phase III , one
might think that decreasing ∆CEF enlarges the region of phase
III . In this sense, the heavy QP in phase IIImay arise even
in the Γ1 CEF GS system. To confirm this point, Fig. 7 ex-
hibits the ∆CEF dependence of zΓ8 in the case of VΓ7 = 0.15D.
Note that the RISB SPA cannot evaluate phase IIIbelow the
Brinkman-Rice transition: zΓ8 = 0. To depict phase I re-
gion, we assume that the free energy of phase IIIbelow the
Brinkman-Rice transition is same as that at the transition point
with same ∆CEF.
Figure 7 indicates that phase I robustly exists even in the
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Fig. 6. Physical properties along (a) V = 0.2D (b) V = 0.4D, and (c)
V = 0.6D lines in Fig. 5. We exhibit the total number of f -electrons (violet
solid line), the number of pseudo fermions on the Γ7 orbital (green solid line)
and that on the Γ8 orbital (yellow solid line), the renormalization factor on
the Γ7 orbital (green dashed line) and that on the Γ8 orbital (yellow dashed
line), and the expectation value of the Γ1 CEF state (black solid line).
Γ5 CEF GS system. This behavior can be understood as fol-
lows. Phase IIIexhibits the Brinkman-Rice transition at the fi-
nite VΓ8 . At this transition point, the free energy for the f -
electrons will be saturated to the atomic limit. On the other
8
J. Phys. Soc. Jpn. FULL PAPERS
0.1
0.15
0.2
0.25
0.3
0.35
0.4
0.45
0.5
−0.03 −0.02 −0.01 0 0.01 0.02 0.03
V
Γ
8
∆CEF
0 0.2 0.4 0.6 0.8 1
zΓ8
I
III
Fig. 7. Renormalization factor on the Γ8 orbital as functions of VΓ8 and
∆CEF. Other parameters are fixed as N = 4, E f = −3.0D, U = 2.0D, and
VΓ7 = 0.15D. White region indicates phase IIIafter the Brinkman-Rice tran-
sition.
hand, in phase I, the free energy for the f -electrons varies
continuously toward the atomic limit. Therefore, in finite hy-
bridization region, phase I can be stable even in the Γ5 CEF
GS system.
Figure 7 shows the heavy QP behavior and the Brinkman-
Rice transition in phase III , this region is not the Γ1 CEF GS
system Thus, we conclude that the robustly existing phase I
prevents forming the heavy QP in phase IIIwith the Γ1 CEF
GS system.
4.5 Phase transition between phases I and II
Let us discuss the properties of phase transitions. The tran-
sition between phases I and IIcan be regarded as the charge-
transfer transition accompanied with the change of nΓ7 and
nΓ8 . This transition has been also proposed in the singlet-
triplet model,19) and is analogous to the valence transition
in heavy electron systems.20–23) Watanabe et.al. have pointed
out that the first-order valence transition occurs when the
Coulomb interaction U f c between the f -electrons and con-
duction electrons is strong enough in the extended single-
orbital periodic Anderson model.21, 22) In the present model,
the inter-orbital interaction between the Γ7 orbital and Γ8 or-
bitals plays a similar role of U f c.
Present system exhibits the quantum critical end points
(QCEP) in the both sides of the f 2-configuration: VΓ7 = 0.3D
and E f = −2.0D in the f 1- f 2 intermediate valence region,
and VΓ7 = 0.21D and E f = −4.25D in the f 2- f 3 intermediate
valence region. Indeed, while Fig. 6(b) shows the first-order
phase transitions, both the transitions change to crossover be-
haviors in Fig. 6(a). The total number of f -electrons n f are 1.6
and 2.4 at the QCEPs, respectively. Both points are located far
from the f 2-configuration.
4.6 phase transition between phase IIIand others
The phase transition between phases IIIand others is con-
cluded as the CEF energy-level crossing because of the phys-
ical properties of phase III . Owing to the large amplitude of
VΓ8 , the f -electrons favor to be located on the Γ8 orbital be-
cause of the gain in the kinetic energy even in the case of
εΓ8 > εΓ7 . Namely, the Γ8 CEF state in the f
1-configuration
becomes effectively lower than the Γ7 CEF state, and thus the
effective CEF parameter B˜40 becomes negative. In this situa-
tion, phase III is naturally induced as seen in Fig. 1(a).
5. Discussion
5.1 Difference from singlet-triplet model
The phase diagram [Fig. 3(a)] exhibits different properties
from that evaluated by the singlet-triplet model studied in
Refs. 10, 12. First, in the VΓ7 < VΓ8 region, the previous stud-
ies suggested the Γ4 triplet CEF phase, although we found
the new phase, i.e., the Γ5 dominated FL. This difference im-
plies that the Γ5 CEF state cannot be ignored to investigate the
VΓ7 < VΓ8 region.
Second, in the VΓ7 > VΓ8 region, the present study indicates
the quasi-degenerated FL, while the previous study pointed
out that the Γ1 CEF singlet state robustly survives. This differ-
ence depends on whether CEF states in the f 3-configuration
is taken into account or not. As we discussed in Sect. 4, phase
II(including n f 0 2 region) cannot be explained by specific
CEF states in the f 2 configuration because of the large am-
plitude of σ f . Namely, the CEF states in the f 3 configuration
play an important role in this phase. On the other hand, in the
singlet-triplet model, CEF states in the f 3-configuration are
omitted, and thus the Γ1 singlet CEF phase robustly survives.
Third, the previous study has pointed out the existence of
the NFL nearby the phase transition between the Γ4 triplet
CEF phase and others. It is suggested that the mass enhance-
ment behavior observed in UBe13 can be understood by this
NFL. The present study, however, cannot capture this behav-
ior owing to the SPA. We mention that the properties of the
NFL in between the phases I and IIImay change from those
reported in the singlet-triplet model because of the Γ5 domi-
nated FL. Further studies beyond the SPA are required to clar-
ify this point. Although Ref. 24 has already studied the impu-
rity system taking into account all the CEF states by using the
NRG, the existence of the NFL has not been discussed. Thus,
it is also worth revisiting the impurity system.
5.2 Relation between CEF states and QP configurations
In the case of n f ≈ 2.0 and σ f << 1, expectation values
of CEF states are exhausted by specific CEF states. Then, an
f -electron configuration of a QP should be associated in some
way with that of the dominant CEF states. In the present sys-
tem, we found two regions satisfying the conditions: the Γ1
CEF singlet phase and the heavy QP in phase IIIwith the Γ5
CEF GS. Here, although we do not present σ f behavior in the
heavy QP in phase III , it is obvious that the Brinkman-Rice
transition induces σ f = 0.0.
According to Table I, the QP configuration, nΓ7 and nΓ8 ,
are associated with the dominant Fock state term of the effec-
tive CEF GS. As an example, the QP configuration in phase
I is nΓ7 ≈ 2.0 and nΓ8 ≈ 0.0, while the dominant Fock state
in the Γ1 CEF state is {+Γ7,−Γ7}. It is obvious that both the
f -electron configurations are same. Such the relation is also
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found in the case of the Γ5 CEF GS and the heavy QP config-
uration. Other Fock states composing the CEF GS are irrel-
evant to the QP configuration. Moreover, in accordance with
this relation, we can also understand why the nΓ7 ≈ 1.0 and
nΓ8 ≈ 1.0 situation is absent in the present phase diagram.
Namely, the Γ3 and Γ4 CEF states, in which a dominant Fock
state induce such the QP configuration, cannot be the CEF GS
in the present system as seen in Fig. 1(a). However, since the
present model ignores the inter-orbital hybridizations, it is in-
triguing problem whether the above relation is kept even in
the realistic model.
Previous studies have been proposed that the QP configu-
ration is same as the CEF configuration by using the Kotliar-
Ruckenstein slave boson (KRSB) formalism.25, 26) Although
these results are inconsistent with the present result, Ref. 5
has pointed out that the KRSB formalism cannot be applied
to a multi-orbital periodic Anderson model with non-density-
density type interactions.
5.3 Mass enhancement mechanism
By using the RISB SPA, we found the heavy QP in the
intermediate valence region. Owing to the orbital degree of
freedom on the Γ8 orbital, arising NFL behavior is expected in
this region. This region may provide us new insights into the
effective mass enhancement mechanism observed in UBe13.
In fact, we can reproduce the peak structure of the effective
mass enhancement as a function of the lattice constant.9) It
is expected that the lattice constant affects the hybridizations.
When we assume the anisotropic hybridizations, VΓ7 = 6VΓ8 ,
the inverse of the renormalization factor 1/zΓ8 , which can be
roughly estimated as the mass enhancement factor, exhibits a
peak structure as seen in Fig. 8. However, the present results
cannot reproduce the discontinuity of the peak structure ob-
served in Ref. 9. Since the present study cannot discuss the
NFL behavior, further studies going beyond the SPA is re-
quired.
On the other hand, our results hard to explain the mass en-
hancement mechanism observed in PrOs4Sb12. In this com-
pound, it is expected that the f -electrons are well localized
and forming the quasi-quartet CEF state.27) However, the
heavy QP found in the present study competes with the Γ1
CEF GS. In order to realize the heavy QP associated with the
quasi-quartet CEF state, introducing inter-orbital hybridiza-
tions and/or going beyond the SPA may be important.
6. Conclusion
We investigated the Γ1 singlet CEF GS system in cubic
symmetry by using the RISB SPA. We found three phases:
the CEF singlet phase, the Γ5 dominated FL, and the quasi-
degenerated FL. The Γ5 dominated FL shows quite different
properties compared with the CEF triplet phase found in the
singlet-triplet model.
We also discussed the origin of the phase transitions among
these phases: the transition between phase I and II is regarded
as the charge transfer transition, while the transition between
phase IIIand other two phases is regarded as the effective CEF
energy-level crossing.
We found the heavy QP in the intermediate valence region.
This heavy QP may provide us new insights into the mass en-
hancement mechanism in UBe13. On the other hand, at the f 2-
configuration, we conclude that it is hard to realize the heavy
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Fig. 8. Inverse of the renormalization factor zΓ8 (blue solid line), which
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QP unless introducing a realistic model and/or evaluating be-
yond the SPA.
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