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Abstract. This article introduces publicly available datasets in scene
text detection and recognition. The information is as of 2017.
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1 Introduction
Advances in pattern recognition and computer vision researches are often brought
by advances in both techniques and datasets; a new technique requires a new
dataset to prove its effectiveness, and a new dataset motivates researches to
develop new techniques. In the research field of scene text detection and recog-
nition, it is also true. Particularly in the field, representative datasets have been
provided through competitions held in conjunction with the series of Interna-
tional Conference on Document Analysis and Recognition (ICDAR). But, not
limited to them, various datasets have been released. This article focuses on these
publicly available datasets in scene text detection and recognition and gives an
overview.
1.1 Roles of datasets
The most important role of datasets is to well represent the recognition targets
as they are (which is often referred as “in the wild”). Due to a variety of looks
of recognition targets, large datasets are generally desired. In the era of deep
learning, demand for larger training datasets is stronger. However, constructing
a large dataset is not an easy task due to large cost in labor and money. Hence,
there is a gap between ideal and real. As a workaround, data synthesis has been
considered a very useful and important technique. Effectiveness of data synthesis
in scene text detection and recognition is shown in [1,2]. However, use of datasets
containing synthesized data for evaluation is arguable because synthesized data
are considered not to completely represent the nature of real recognition targets.
Another important role of datasets is to provide an opportunity to fairly
and easily compare techniques. In the research field, datasets provided for the
series of ICDAR Robust Reading Competition (RRC) and some other datasets
are often used. Only with an experiment of the proposed method following the
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Fig. 1: Tasks of scene text detection and recognition.
protocol and evaluation criterion determined for the selected dataset and task,
a proposed method can be fairly compared with the state-of-the-art methods.
Hence, publicly available datasets contribute to encourage development of new
methods.
1.2 Tasks and Evaluation
Four tasks are generally considered in the research field of scene text detection
and recognition. See Fig. 1 for illustration of the tasks. Typical evaluation criteria
of the tasks can be found in [3,4].
(a). Text Localization/Detection
This task requires to output text regions of a given image in the form of
bounding boxes. Usually the bounding boxes are expected to be as tight to the
detected text as possible. For evaluation of static images, a standard preci-
sion and recall metric [5,6,7], DetEval [8]1 and intersection-over-union (IoU)
overlap method [9] are used. For evaluation of videos, CLEAR-MOT [10]
and VACE [11] are used in ICDAR RRC “Text in Videos” [3,4]. In addition,
“video precision and recall” is proposed in [12].
(b). Text Segmentation
This task requires to output text regions of a given image by pixels. For eval-
uation, a standard pixel-level precision and recall metric is used in [13,14]
and an atom-based metric [15] is used in ICDAR RRC “Born Digital Im-
ages” [13,3] and “Focused Scene Text” [3].
1 ICDAR Robust Reading Competition “Born Digital Images” and “Focused Scene
Text” use a slightly different implementation from the original (http://liris.cnrs.fr/
christian.wolf/software/deteval/). See more detail at http://rrc.cvc.uab.es/?com=faq.
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(c). (Cropped) Word Recognition
This task requires to output the transcription of a given cropped word image.
For evaluation, recognition accuracy and a standard edit distance metric are
often used [16,3]. Sometimes case is ignored.
(d). End-to-end Recognition
This task requires to output the transcriptions of text regions of a given
image. The result is evaluated by the same way as the localization task first
and then wrongly recognized words are excluded [4].
2 Overview of Publicly Available Datasets
Publicly available datasets are summarized in Table 1. Their sample images are
shown in Figs. 2–4. They consist of 21 datasets2. Nine of them are related to
ICDAR Robust Reading Competitions (2003-2005 and 2011-2015) / Challenges
(2017), ten are other general datasets (out of ten, three focus on character, digit
and cropped word images for each), and two are fully synthesized.
The first fully ground-truthed dataset for scene text detection and recognition
tasks was provided in 2003 for the first ICDAR RRC [5,6]. The dataset for the
scene text detection task contained about 500 images captured with a variety
of digital cameras intentionally focusing on words in the images. Keeping its
concept, the dataset was updated in 2011 [17] and 2013 [3] which are later
referred as ICDAR RRC “Focused Scene Text.” Though these datasets were
used long time as the de facto standard for benchmarking, they are almost at
the end of their lives. Primal reasons include their quality and size; word images
of high quality are less challenging to detect and recognize, and 500 images are
too small.
To meet such demands, more challenging datasets have been created. Street
View Text (SVT) dataset [26,16], released in 2010, harvests word images from
Google Street View. The word images have variability in appearance and are of-
ten low resolution. Natural Environment OCR (NEOCR) dataset [27], released
in 2011, provides more challenging text images including blurred, partially oc-
cluded, rotated and circularly laid out text. MSRA Text Detection 500 (MSRA-
TD500) database [29], released in 2012, contains text images in various angles.
Though the datasets mentioned above contain text images intentionally focused
in capturing, ICDAR RRC “Incidental Scene Text” dataset, released in 2015,
provides those captured without intentionally focused. As a result of not focused,
images contained in the dataset are of low quality; they are often out of focus,
blurred and low resolution. The creation of the dataset is encouraged by im-
provement of imaging technology. That is, while in the past, word images were
assumed to be captured with a digital camera, capturing images with a wearable
2 The datasets of ICDAR Robust Reading Competitions “Born Digital Images” (2011-
2015), “Focused Scene Text” (2011-2015) and “Text in Videos” (2013-2015) are
counted as a single dataset for each.
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(a) ICDAR Robust Reading Competitions (RRC) Dataset in 2003 [5,6] and 2005 [7]
(b) ICDAR RRC “Born Digital Images” (Challenge 1) Dataset in 2011 [13], 2013 [3]
and 2015 [4]
(c) ICDAR RRC “Focused Scene Text” (Challenge 2) Dataset in 2011 [17], 2013 [3]
and 2015 [4]
(d) ICDAR RRC “Text in Videos” (Challenge 3) Dataset in 2013 [3] and 2015 [4]
(e) ICDAR RRC “Incidental Scene Text” (Challenge 4) Dataset in 2015 [4]
(f) COCO-Text Dataset [18] / ICDAR2017 Robust Reading Challenge (RRC) on
COCO-Text [19]
(g) French Street Name Signs (FSNS) Dataset [21] / ICDAR2017 Robust Reading
Challenge (RRC) on End-to-End Recognition on the Google FSNS Dataset
(h) Downtown Osaka Scene Text (DOST) Dataset [22] / ICDAR 2017 Robust Reading
Challenge (RRC) on Omnidirectional Video (DOST) [23]
Fig. 2: Sample images of databases #1.
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(a) ICDAR2017 Competition on Multi-lingual Scene Text Detection and Script Iden-
tification (MLT) dataset [24]
(b) Chars74k Dataset [25]
(c) Street View Text (SVT) Dataset [26,16]
(d) Natural Environment OCR (NEOCR) Dataset [27]
(e) KAIST Scene Text Database [14]
(f) Street View House Numbers (SVHN) Dataset [28]
(g) MSRA Text Detection 500 (MSRA-TD500) Database [29]
(h) IIIT 5K-Word Dataset [30]
(i) YouTube Video Text (YVT) Dataset [12]
Fig. 3: Sample images of databases #2.
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(a) ICDAR2015 Competition on Text Reading in the Wild (TRW) Dataset [31]
(b) ICDAR2017 Competition on Reading Chinese Text in the Wild (RCTW)
Dataset [32]
(c) MJSynth Dataset [1]
(d) SynthText in the Wild Dataset (SynthText) [2]
Fig. 4: Sample images of databases #3.
device become realistic. COCO-Text dataset [18,19], released in 2016, is text an-
notation of MS COCO dataset [20] constructed for object recognition. Hence,
text in the dataset is not intentionally focused. Downtown Osaka Scene Text
(DOST) dataset [22,23], released in 2017, contains sequential images captured
with an omni-directional camera. Use of the omni-directional camera ensures
text images are completely free from human intention. Regarding the dataset
size, generally speaking, datasets released more recently contain more data.
Another direction to enhance datasets was to handle scene text in videos (as
sequential images). Compared to static images, videos contain more information.
For example, even if text in a single frame image of a video is hard to read due
to blur, we may be able to read it by watching it for a while. This implies that
we can expect more robust detection and recognition of scene text in videos by
employing slightly different approaches to those in static images. ICDAR RRC
“Text in Videos” dataset [3,4], released in 2013 and extended in 2015, is the first
dataset for scene text detection and recognition in videos. YouTube Video Text
(YVT) dataset [12], released in 2014, harvests image sequences from YouTube
videos. DOST dataset [22,23] mentioned above is also a video dataset.
While a video is one constructed by aligning static images toward time, align-
ing static images toward space yields multiple view images. French Street Name
Signs (FSNS) dataset [21], released in 2016, provides French street name signs
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of up to four views. In this challenge, similar to video, it is expected to increase
recognition performance by using the information contained in the multi-view
images. DOST dataset [22,23] is also considered as a dataset containing multi-
view images.
A recent trend of datasets is to treat scene text of non-English, non-Latin
and multiple languages. Back in 2011, KAIST [14] and NEOCR [27] datasets
containing Korean and German text in addition to English, respectively, are
released. ICDAR RRC “Text in Videos” dataset [3,4] contains French and Span-
ish text in addition to English. MSRA-TD500 [29] and ICDAR2015 TRW [31]
datasets contain Chinese and English. ICDAR2017 RCTW dataset [32] contains
Chinese only. FSNS dataset [21] contains French. DOST dataset [22,23] contains
Japanese and English. ICDAR2017 Competition on Multi-lingual Scene Text
Detection and Script Identification (MLT) dataset [24] contains text of nine
languages: Arabic, Bangla, Chinese, English, French, German, Italian, Japanese
and Korean. The tasks include “joint text detection and script identification” in
addition to text detection and cropped word recognition.
Three datasets focus on character, digit and cropped word images for each.
Chars74k Dataset [25] focusing on character images collects 74k English charac-
ter images as well as Kannada characters. Street View House Numbers (SVHN)
dataset [28] focusing on digit images collects 630k digits of house numbers from
Google Street View. IIIT5K dataset [30] collects 5,000 cropped word images.
In addition, while not treating scene text, ICDAR RRC “Born Digital Images”
dataset [13,3,4], released in 2011, contains text images collected from Web and
email images has substantial relationship.
Last but not least, synthesized datasets are expected to play very important
roles. MJSynth dataset [1], released in 2014, contains 8M cropped word images
rendered by a synthetic data engine using 1,400 fonts and variety of combinations
of shadow, distortion, coloring and noise. SynthText in the Wild dataset (Synth-
Text) [2], released in 2016, contains 800k scene text images naturally rendered.
Using these datasets, it is shown that even without real datasets in training,
scene text can be detected and recognized very well.
3 Conclusion and information sources
This article gave an overview of publicly available datasets in scene text detection
and recognition. Some useful information sources are as follows.
– ICDAR Robust Reading Competition Portal:
http://rrc.cvc.uab.es/
– The IAPR TC11 Dataset Repository:
http://www.iapr-tc11.org/mediawiki/index.php?title=Datasets
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