Abstract: Design of hydraulic works requires the estimation of design hydrological events by statistical inference from a probability distribution. Using Monte Carlo simulations, we compared coverage of confidence intervals constructed with four bootstrap techniques: percentile bootstrap (BP), bias-corrected bootstrap (BC), accelerated bias-corrected bootstrap (BCA) and a modified version of the standard bootstrap (MSB). Different simulation scenarios were analyzed. In some cases, the mother distribution function was fit to the random samples that were generated. In other cases, a distribution function different to the mother distribution was fit to the samples. When the fitted distribution had three parameters, and was the same as the mother distribution, the intervals constructed with the four techniques had acceptable coverage. However, the bootstrap techniques failed in several of the cases in which the fitted distribution had two parameters.
Introduction
In the study and design of hydraulic works, hydrological events must be estimated by statistical inference [1, 2] as predetermined quantiles from a probability distribution [3, 4] . A quantile is defined as a magnitude of a hydroclimatological variable (precipitation, flow, etc.) associated with a return period. The return period is the average time interval in which said magnitude is reached or surpassed [5] .
In hydrology, it is not enough to obtain the value of an event associated with a return period since there is a level of uncertainty in the estimation of parameters and quantiles from finite samples [6] , which must be considered in decision-making [7] . One way to report this uncertainty is to provide an interval that has a high likelihood of including the true value of the quantity of interest. Said interval is known as the confidence interval, and the likelihood that it contains the true value is known as the confidence level. As the uncertainty increases, so does the width of the confidence interval [8, 9] .
Traditionally, confidence intervals are obtained from a parametric estimator of the standard error s of a quantity of interest θ. A confidence interval of 95%, then, is obtained by adding or subtracting the standard error multiplied by a critical value (for example, θ ± 1.96 s). This calculation assumes that the distribution of the estimator of θ is approximately normal [6, 10] .
Materials and Methods

Climatological Information
The data used in this study were 24-h annual maximum precipitation records obtained from 21 meteorological stations in Mexico (Figure 1 ) from the National Climatological Database (CLICOM-Climate Computing) (http://smn.cna.gob.mx/index.php?option=com_content&view= article&id=42&Itemid=75) [21] . The records vary from 32 to 89 years for the period from 1923 to 2012. The stations are found in five states and in three different climate types (Table 1) . 
Simulation Software
We used Scilab 5.4.1 (http://www.scilab.org), an open source scientific software. Scilab is a high level programming language which includes a library of around 2000 defined functions. In Scilab, matrices are the fundamental object for scientific calculations. Thus, Scilab programs are compact and usually smaller to their equivalents in C, C++, or Java.
Bootstrap Techniques
We compared four bootstrap techniques for construction of confidence intervals: the percentile bootstrap (BP), the bias-corrected bootstrap (BC), the accelerated bias-corrected bootstrap (BCA) and a modification of the standard bootstrap (MSB).
Percentile Bootstrap (BP)
The BP interval is just the interval between the 100 and 100 1 − percentiles of the distribution of estimates of from each resample. BP confidence intervals are based on the assumption that there exists a monotone transformation = ℎ( ), = ℎ( ) such that ~ ( , ) (the transformed variable follows a normal distribution with mean and variance ), where is constant, represents the true value of the quantile associated to the return period , is an estimator of , and ℎ is a normalizing transformation. It can be verified that, for the transformed variable, the BP intervals are correct, that is, their coverage probability is exactly 100(1 − )%, as claimed. BP intervals are transformation invariant, which means that if they are correct on the transformed scale = ℎ( ), then they must also be correct on the original scale . The BP method automatically incorporates the normalizing transformation ℎ, so knowledge of this transformation is not required to implement the method, but it must exist for the BP intervals to be correct [14, 22] .
To construct a confidence interval of 100(1 − )% with the BP method, for the quantile corresponding to a return period, the following procedure was carried out: (1) B random samples 
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Percentile Bootstrap (BP)
The BP interval is just the interval between the 100 α 2 and 100 1 − α 2 percentiles of the distribution of estimates of x T from each resample. BP confidence intervals are based on the assumption that there exists a monotone transformationφ = h(x T ), φ = h(x T ) such thatφ ∼ N(φ, τ 2 ) (the transformed variableφ follows a normal distribution with mean φ and variance τ 2 ), where τ is constant, x T represents the true value of the quantile associated to the return period T,x T is an estimator of x T , and h is a normalizing transformation. It can be verified that, for the transformed variable, the BP intervals are correct, that is, their coverage probability is exactly 100(1 − α)%, as claimed. BP intervals are transformation invariant, which means that if they are correct on the transformed scale φ = h(x T ), then they must also be correct on the original scale x T . The BP method automatically incorporates the normalizing transformation h, so knowledge of this transformation is not required to implement the method, but it must exist for the BP intervals to be correct [14, 22] .
To construct a confidence interval of 100(1 − α)% with the BP method, for the quantile x T corresponding to a T return period, the following procedure was carried out: (1) B random samples of the mother distribution are generated; (2) for each of the random samples, the parameters of the distribution function fit to the data are estimated, and then the quantiles; (3) the quantiles of all the samples are ordered from lowest to highest, and (4) the confidence interval is constructed in the following form:
where x * Tj represents the jth quantile of the set of ordered quantiles from lowest to highest; x * Tk represents the kth quantile of the same set, j = α 2 (B + 1) , k = 1 − α 2 (B + 1) ; and α is the level of significance. We used B = 1999 and α = 0.05; the quantile corresponding to the lower limit of the interval was x * Tj = x * T 50 (the 50th quantile) and that corresponding to the upper limit was
(the 1950th quantile).
Bias-Corrected Bootstrap (BC)
When the estimatorx T is biased, a transformationφ = h(x T ) such thatφ ∼ N(φ, τ 2 ) does not exist and BP intervals are not accurate [14, 23] . Efron [24, 25] introduced a modification of the BP method which incorporated a bias correction factor z 0 . This factor is estimated using the expression
, in which Φ is the standard normal distribution function andF b is the empirical probability of the estimated quantilex T (Equation (2)).
where m is the number of bootstrap quantiles smaller thanx T . The quantilex T is that estimated from the data of the original sample; it should not be confused with the bootstrap quantiles x * Ti estimated from the random samples.
If z 0 is known, the values of a 1 and a 2 are obtained: When a 1 and a 2 are known, the confidence interval is constructed as in Equation (1):
where x * Tj is the j th quantile of the set of quantiles ordered from lowest to highest, x * Tk represents the k th quantile of the same set, j = a 1 (B + 1) and k = a 2 (B + 1).
The bias-corrected (BC) bootstrap method assumes that there is a monotone transformation
, where z 0 and τ are constant [14] . Efron [25] has shown that when such a transformation exists, BC intervals are correct. When z 0 = 0, the BC confidence intervals are equivalent to the BP intervals.
Accelerated Bias-Corrected Bootstrap (BCA)
Efron [26] introduced an improvement of the BC method which corrects for both bias and skewness. This bias-corrected and accelerated (BCA) method requires calculation of a bias correction factor z 0 and of an acceleration factor a. The coefficient z 0 is calculated in the same way as in the BC technique. The a coefficient can be obtained by jacknife resampling [8] . This involves generating n number of replicates of the original sample, where n is the number of observations in said sample. The first jackknife replicate is obtained by leaving out the first value of the original sample, the second by leaving out the second value, and so on, until n samples of size n − 1 are obtained. For each of the
where j = a 1 (B + 1) and k = a 2 (B + 1). The BCA method is based on the assumption that there is a monotone transformationφ = h(x T ), φ = h(x T ) which satisfies to a high degree of approximationφ ∼ N φ − z 0 τ φ , τ 2 φ , where τ φ = 1 + aφ, and z 0 and a are constants [14] . Efron [27] showed that such a transformation does exist. When the acceleration coefficient a = 0, the BCA intervals are equivalent to BC [23] .
Modified Standard Bootstrap (MSB)
According to the standard or Gaussian bootstrap method, the confidence interval of 100(1 − α)% for a quantile x T takes the form of Equation (11):
wherex T is the estimated value of the quantile, z 1− α 2 is the percentile 100(1 − α)% of a standard normal distribution, and σ b is a bootstrap estimator of the standard deviation. This estimator σ b is given by Equation (12) .
where x * Ti is the ith bootstrap quantile and x * T is the average of the bootstrap quantiles. We did not use the standard bootstrap in this study, but instead we propose a modification of this technique. This modification consists of constructing the standard confidence interval, not for the quantile, but for a transformation of the quantile.
The standard bootstrap method assumes that the sampling distribution ofx T is normal, with mean x T and variance σ 2 , where σ is constant. If this assumption is not true, the standard bootstrap intervals will not be accurate [14] . However, in many cases, a transformation that stabilizes the variance will also give a variable which is closer to a normal distribution [28] . If the transformed variable is normally distributed, then the MSB will give the correct intervals.
To find an appropriate transformation, bootstrap samples were generated. The variance of the x * Ti (the bootstrap estimates of x T ) was then expressed as a function of the mean of the x * Ti using a linear regression. A transformation was then chosen which would give nearly constant variance for the transformed data. This transformation was not the same if the data were generated from a two-parameter distribution or from a three-parameter distribution. Therefore, the MSB technique varies slightly, depending on the number of parameters of the probability distribution function (pdf) fit to the time series. In the case of a three-parameter distribution, the procedure is the following: (1) the bootstrap quantiles x * Ti corresponding to a return period T are estimated; (2) for each of these quantiles, the transformation u * Ti = 1/x * Ti is performed for each of the quantiles; (3) the standard deviation of the transformed values is obtained (Equation (13)); (4) the confidence interval for u T = 1/x T is constructed, with a lower limit U I =
σ uT , and an upper limit US = (14)); (5) finally, the inverse transformation is applied to obtain a confidence interval for x T , with a lower limit XI = 1/US and an upper limit XS = 1/U I (Equation (15)).
where u * T is the mean of the values u * Ti .
It should be mentioned that, when the transformation is applied, the order of the limits is inverted. That is, the reciprocal of the upper limit US for the transformed variable u T becomes the lower limit XI for x T and the reciprocal of the lower limit UI for u T becomes the upper limit XS for x T .
The procedure to obtain the interval for a two-parameter pdf is similar, except that the transformation used is u * Ti = 1/ x * Ti . Later, once the confidence interval is obtained for u T , the transformation XI = 1/(US) 2 and XS = 1/(U I) 2 must be done to obtain the confidence interval of . This interval is given by Equation (16).
For a significance level α = 0.05, the percentile z 1− α 2 = 1.96.
Modeling the Coverage of Confidence Intervals
The criterion used to compare bootstrap techniques was coverage of the confidence intervals obtained by those techniques. Coverage was calculated considering two or three simulation scenarios that consider different pdf and return periods. Scenario 1 corresponds to the use of the best fitting pdf (mother distribution). Scenario 2 corresponds to modeling the second best fitting pdf. Scenario 3 corresponds to modeling the pdf which is of the same family as the mother distribution. When the second best fitting distribution is of the same family as the mother distribution, there are only two scenarios. The scenarios were obtained by generating samples of a known pdf and then fitting different pdf and estimating the quantiles using those pdfs. For each of these scenarios, confidence intervals were constructed using the four bootstrap techniques and their coverage was calculated.
The reason for this approach is the following: in practice, the real distribution of extreme rainfalls is not known, so it must be inferred from samples of finite size. Therefore, it is not unlikely that there will be cases in which inappropriate pdf are used to model the extreme rainfalls. With this in mind, some simulation scenarios were considered in which an incorrect pdf was deliberately chosen to fit the simulated data, in order to study the effect that such a choice would have on the confidence intervals. However, since it was desired that this choice of pdf, although incorrect, was still reasonable, the second best fitting pdf and the pdf of the same family as the mother distribution were considered for this purpose.
Procedure for Determining the Level of Coverage
The general procedure for calculating the coverage of confidence intervals is outlined by Van de Boogard and Hall [20] . This general procedure is followed in this study, and applied to the different simulation scenarios that were considered. The methodological process used here can be summarized in the following six steps (Figure 2 ):
Select the pdf (mother distribution) to generate the random data.
The mother distribution for each site was selected by determining the best fitting pdf to the series of precipitation among a group of six candidates which included both two and three parameter pdf. The pdf used were log-gamma (LOGGM) and log-Pearson type 3 (LP3), Gumbel (GMB) and General Extreme Values (GEV), and log-logistic (LLOG) and generalized logistic (GLOG). The LP3, GLOG, GEV and GMB are among the most commonly used distributions for frequency analysis of extreme rainfalls [29] . The LOGGM and LLOG are two-parameter distributions related to the three parameter LP3 and GLOG distributions, respectively, as the GMB is related to the GEV. Thus, pairs of related two and three-parameter distributions were considered, allowing for the more parsimonious model to be chosen when it provided an adequate fit. Selection of the pdf that best fit the original and simulated series was done by applying the Bayesian Information Criterion (BIC) [30] , which assigns a numerical value to each distribution that orders them from best to worst fit. In all cases, the best fitting pdf was selected for the simulations.
2.
Calculate the "true value" x T of the quantile for different return periods T.
Quantiles corresponding to the return periods T = 2, 5, 10, 20, 25, 50, 100, 200, 500 and 1000 years were estimated from the original data. These were considered as the true values of the quantiles in the simulations. The quantiles of the GMB, GEV, LLOG and GLOG pdf were calculated with Equations (17)- (20), respectively, whereβ,θ, andα are the estimators of the scale, shape and location parameters of the distributions.
No analytical forms exist for the inverse LOGGM or LP3 pdf. However, in these cases, we used SCILAB, which calculates the inverse function of the gamma distribution using the algorithm described by [31] and which served as the basis for calculating the quantiles of the LOGGM and LP3 distributions. One thousand synthetic samples of size n were generated from the mother distribution for each of the series that were analyzed. 4.
Estimate the quantilesx Ti .
For each of the samples generated, a pdf was fitted to estimate the quantilesx Ti corresponding to the return periods analyzed. 5.
Construct confidence intervals.
Confidence intervals were constructed for the quantilesx Ti with the BP, BC, BCA and MSB techniques. By generating 1000 synthetic samples, 1000 BP, 1000 BC, 1000 BCA and 1000 MSB intervals were obtained for each return period. 6.
Calculate coverage.
Coverage was calculated as the percentage of times in which the intervals constructed by a bootstrap technique included the real value x T of the quantile. For each of the samples generated, a pdf was fitted to estimate the quantiles corresponding to the return periods analyzed.
Construct confidence intervals.
Confidence intervals were constructed for the quantiles with the BP, BC, BCA and MSB techniques. By generating 1000 synthetic samples, 1000 BP, 1000 BC, 1000 BCA and 1000 MSB intervals were obtained for each return period.
6. Calculate coverage.
Coverage was calculated as the percentage of times in which the intervals constructed by a bootstrap technique included the real value of the quantile. 
Results and Discussion
Precipitation in the tropics is higher than in temperate regions, especially in the hot humid region (southeastern Mexico) where it can reach annual values of up to 3000 mm [32], which is reflected in the yearly maximum 24-h precipitation analyzed (Figure 3) . Mean values of annual maximum precipitation recorded by the stations in the hot humid region vary between 127 and 200 mm, while in the hot subhumid region they vary from 102 to 126 mm. The temperate subhumid 
Precipitation in the tropics is higher than in temperate regions, especially in the hot humid region (southeastern Mexico) where it can reach annual values of up to 3000 mm [32] , which is reflected in the yearly maximum 24-h precipitation analyzed (Figure 3) . Mean values of annual maximum precipitation recorded by the stations in the hot humid region vary between 127 and 200 mm, while in the hot subhumid region they vary from 102 to 126 mm. The temperate subhumid region has lower values, and mean values vary between 46 and 57 mm. As observed in Figure 3 , maximum annual precipitations are more variable in the hot region than in the temperate region. The coefficients of variation of the hot subhumid region have large variation, from 31% to 62%, and, in the hot humid region, values are lower, varying from 25% to 37%, while in the temperate subhumid region coefficients of variation vary from 22% to 34%. region has lower values, and mean values vary between 46 and 57 mm. As observed in Figure 3 , maximum annual precipitations are more variable in the hot region than in the temperate region. The coefficients of variation of the hot subhumid region have large variation, from 31% to 62%, and, in the hot humid region, values are lower, varying from 25% to 37%, while in the temperate subhumid region coefficients of variation vary from 22% to 34%. 
Frequency Analysis
The first step was a frequency analysis to determine which pdf best fit to the series of maximum annual precipitation analyzed. The results show that there is no pdf that adequately represents most of the series analyzed. In general, the LOGGM pdf was the function that most often had the best fit to the series, since in a little more than 40% of the series it was the best fitting pdf, particularly in the series belonging the hot humid region. In addition, in a little more than 20% of the series, it was the second best fitting function. The LP3 pdf, which is of the same family as the LOGGM, was found to have the best fit in almost 20% of the series. If the pdf are considered by family, the pdf most often selected belong to the log-Pearson type 3 family, for a little over 60% of the series. In contrast, the least selected family was the logistic family. A pdf of this family was selected as the best fitting pdf in only 14% of the series. On the other hand, if the pdf are considered by number of parameters, it was observed that two-parameter pdf were selected as the best for 67% of the series, against only 33% of the series in the case of the three-parameter distributions. This is consistent with the BIC tendency towards parsimony, that is, selecting the model with the fewest parameters when the goodness of fit of the models is similar [33] .
It is also worth noting that, when the skewness coefficient was below 0.30, only threeparameter distributions were selected. GLOG or GEV were selected when the value was slightly negative, but LP3 was selected for the case in which = 0.29. In addition, for > 2, the LP3 was selected. On the other hand, two-parameter distributions were selected in 15 of the 16 cases in which 0.40 < < 1.70. While GLOG, GEV and LP3 can fit data in this range of values, the BIC includes a term which penalizes the number of parameters in a distribution, so it will select a two-parameter distribution if it provides a fit similar to that of the best fitting three-parameter distribution. However, for < 0.30 and > 2, the two-parameter distributions did not provide a sufficiently good fit, so three-parameter distributions were selected instead.
For each of the analyzed series, the best fitting distribution was used as the mother distribution 
It is also worth noting that, when the skewness coefficient γ was below 0.30, only three-parameter distributions were selected. GLOG or GEV were selected when the γ value was slightly negative, but LP3 was selected for the case in which γ = 0.29. In addition, for γ > 2, the LP3 was selected. On the other hand, two-parameter distributions were selected in 15 of the 16 cases in which 0.40 < γ < 1.70. While GLOG, GEV and LP3 can fit data in this range of γ values, the BIC includes a term which penalizes the number of parameters in a distribution, so it will select a two-parameter distribution if it provides a fit similar to that of the best fitting three-parameter distribution. However, for γ < 0.30 and γ > 2, the two-parameter distributions did not provide a sufficiently good fit, so three-parameter distributions were selected instead.
For each of the analyzed series, the best fitting distribution was used as the mother distribution for the generation of the random samples. The best and second best fitting distributions for each of the series are shown in the Table 2 . For most of the analyzed series, one or more of the considered distributions provided an adequate fit. Figures 4a, 5a and 6a show the graphs of the fitted distributions for stations 6054, 11035 and 27037. Figures 5a and 6a show examples of adequate fit, whereas Figure 4a provides one of the scarce examples of poor fit. It was observed that for values of γ between 0.30 and 2, all the distributions provided a similar fit (as in Figure 6a) ; this means that, the more parsimonious two-parameter distributions were selected by the BIC. However, for values of γ above 2 (i.e., Figure 4a ), or below 0.30 (i.e., Figure 5a ), there were significant differences between the distribution curves, and only three-parameter distributions, if any, provided an adequate fit. The similarities between distribution curves happen mostly within the interpolation region. Outside of this region, differences between curves become grater, increasing with the return period. The distribution curves spread out considerably for return periods with orders of magnitude of 100 and above. This behavior is illustrated in Figures 4b, 5b and 6b , which show the estimated quantiles for stations 6054, 11035 and 27037. It means that for high return periods, the different distributions provide very different estimates of the quantiles. This is true for all the analyzed series, but more so for the high variance and high skew series of the hot subhumid region.
between curves become grater, increasing with the return period. The distribution curves spread out considerably for return periods with orders of magnitude of 100 and above. This behavior is illustrated in Figures 4b, 5b and 6b , which show the estimated quantiles for stations 6054, 11035 and 27037. It means that for high return periods, the different distributions provide very different estimates of the quantiles. This is true for all the analyzed series, but more so for the high variance and high skew series of the hot subhumid region. 
Construction of Confidence Intervals
Once the best fitting pdf were identified, they were used to estimate the quantiles corresponding to the return periods = 2, 5, 10, 20, 25, 50, 100, 200, 500 and 1000 years. The confidence intervals were then constructed for those return periods using the four bootstrap techniques.
Because of the large number of intervals obtained, Table 3 gives only those intervals obtained for = 10, 100 and 1000 years. These intervals show that, for a single series, the intervals increase with respect to the return period and that, in general, the BC and MSB methods give the widest intervals, while BP gives the narrowest intervals. The difference between confidence intervals 
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Once the best fitting pdf were identified, they were used to estimate the quantiles corresponding to the return periods T = 2, 5, 10, 20, 25, 50, 100, 200, 500 and 1000 years. The confidence intervals were then constructed for those return periods using the four bootstrap techniques.
Because of the large number of intervals obtained, Table 3 gives only those intervals obtained for T = 10, 100 and 1000 years. These intervals show that, for a single series, the intervals increase with respect to the return period and that, in general, the BC and MSB methods give the widest intervals, while BP gives the narrowest intervals. The difference between confidence intervals obtained by the different bootstrap methods is more noticeable when the return periods are longer. In addition, the results indicate that the intervals for the series from the hot humid and hot subhumid regions are wider than those of the series from the temperate subhumid region, since the maximum annual precipitation is more variable (Figure 3) .
The blank cells indicate cases in which negative values were obtained for the upper limit. This anomaly occurred only with the MSB confidence intervals, for the return periods of 500 or 1000 years, indicating a defect in this method. In the methodology section, we mentioned that to calculate the upper limit of the confidence interval of a quantilex T of a three-parameter distribution with the MSB method, the difference U I =
σ uT must be calculated. This difference was negative in some cases, and, therefore, the upper limit XS = 1/U I was also negative, which is an unacceptable result. Thus, the MSB method does not function in some cases and its use is not recommended.
It was observed that the size of the confidence intervals was related to both the standard deviation σ and the skewness coefficient γ of the series. The five series with the widest confidence intervals were Manuel Ávila Camacho (6054), Madrid (6017), Cuautitlán (14036), Tecomán (6058) and Tecomates (14148). All five belong to the hot subhumid region, where the estimated values of σ were relatively high. On the other hand, the series from the temperate subhumid region had the smallest estimates of σ and therefore, the narrowest confidence intervals. The three series with the widest intervals (6054, 6017 and 14036) also had the highest estimated values of γ. A relationship between the size of the intervals and the best fitting pdf was also observed. Of the five series with the widest intervals, the best fitting pdf had three parameters in four of the cases. For the three series with the widest confidence intervals, the best fitting pdf was the LP3.
Comparison of Bootstrap Techniques
As we pointed out earlier, the best fitting pdf were used as mother distributions to generate random samples and, for each of the mother distributions, two or three different scenarios were considered.
Considering the combination of all the mother distributions, possible scenarios, bootstrap techniques and return periods, the number of coverage values obtained was very large. Table 4 shows a summary of the obtained results. Only the maximum, minimum and average of all the coverages for each time series and return periods analyzed are shown. According to the selected confidence level of 95%, the minimum, maximum and average coverage should be 95%. In practice, we consider the coverage to be adequate if the maximum coverage is not far above 95%, the minimum coverage is not far below, and the average coverage is around 95%. As an example, Figure 7 shows the coverages obtained for the resulting mother distribution in the series of the Apazulco station (14011). Each of the curves corresponds to the combination of a fitted pdf and a bootstrap technique. Thus, the curve with the legend "BP-LOGGM fit" corresponds to a coverage obtained when the pdf used for the fit was LOGGM, and the technique used to construct the confidence intervals was BP. Each bootstrap technique is distinguished by a different color. The fit by the LOGGM pdf (which coincides with the mother pdf) is seen as continuous lines, the fit by the GMB pdf by broken lines, and the fit by the LP3 pdf by dotted lines. In the figure, it can be seen that when the fitted pdf is LOGGM, the coverage obtained is good for the four bootstrap techniques since it takes values near 95% for all of the return periods. Coverage is also good when the fitted pdf is LP3 since it never falls below 90%. In contrast, when the fitted pdf is GMB, the coverage of the bootstrap intervals is not adequate since it falls below 90% for T ≥ 20, and below 60% for T ≥ 200. In Table 4 , it can be seen that, when LOGGM and LP3 pdf are fitted, the maximum and average coverages always remain near 95%, while the minimum coverage never falls below 90%. However, for the GMB pdf, average coverage is always less than 80% and the minimum is always below 35%.
Considering the combination of all the mother distributions, possible scenarios, bootstrap techniques and return periods, the number of coverage values obtained was very large. Table 4 shows a summary of the obtained results. Only the maximum, minimum and average of all the coverages for each time series and return periods analyzed are shown. According to the selected confidence level of 95%, the minimum, maximum and average coverage should be 95%. In practice, we consider the coverage to be adequate if the maximum coverage is not far above 95%, the minimum coverage is not far below, and the average coverage is around 95%.
As an example, Figure 7 shows the coverages obtained for the resulting mother distribution in the series of the Apazulco station (14011). Each of the curves corresponds to the combination of a fitted pdf and a bootstrap technique. Thus, the curve with the legend "BP-LOGGM fit" corresponds to a coverage obtained when the pdf used for the fit was LOGGM, and the technique used to construct the confidence intervals was BP. Each bootstrap technique is distinguished by a different color. The fit by the LOGGM pdf (which coincides with the mother pdf) is seen as continuous lines, the fit by the GMB pdf by broken lines, and the fit by the LP3 pdf by dotted lines. In the figure, it can be seen that when the fitted pdf is LOGGM, the coverage obtained is good for the four bootstrap techniques since it takes values near 95% for all of the return periods. Coverage is also good when the fitted pdf is LP3 since it never falls below 90%. In contrast, when the fitted pdf is GMB, the coverage of the bootstrap intervals is not adequate since it falls below 90% for ≥ 20, and below 60% for ≥ 200. In Table 4 , it can be seen that, when LOGGM and LP3 pdf are fitted, the maximum and average coverages always remain near 95%, while the minimum coverage never falls below 90%. However, for the GMB pdf, average coverage is always less than 80% and the minimum is always below 35%. The results indicate that the BCA coverages were almost always higher than those obtained with the other techniques. It was observed that the BP coverage was very similar to that of the BC. It was also found that in scenarios corresponding to the mother distributions taken from the series Madrid (6017) and Manuel Ávila Camacho (6054) the MSB technique failed, while BP and BC performed well. This is due to the defect pointed out above that when a negative value is obtained for the upper limit, the quantile value is outside the confidence interval.
In those scenarios in which the fitted pdf was equal to the mother pdf, the coverages were generally good. When the mother distribution had three parameters, the BCA intervals had the coverage closest to the 95% confidence level. This is because the wider BCA intervals are more likely to contain the true values of the larger quantiles estimated for the three parameters distributions. On the other hand, when the mother distribution had two parameters, all techniques performed similarly well.
For the scenarios in which a pdf different from the mother pdf was fitted, coverage was always good when the fitted pdf had three parameters (≥90%). When the fitted pdf had two parameters, coverage was not always poor, however, when coverage was poor (<60%), the fitted pdf had two parameters. This makes sense since, when there was great variability, the confidence intervals for three-parameter distribution quantiles were generally wider than for two-parameter distribution quantiles. Thus, the confidence intervals for the three-parameter distribution quantiles were wide enough that it was highly probable that they contained the quantiles of the mother distribution. The same was not always true for the confidence intervals for two-parameter distributions. It may be assumed that it is convenient to always use three-parameter distributions, because that would assure that the confidence intervals have adequate coverage. However, there is more uncertainty in the estimation of the quantiles of a three-parameter distribution, which would affect decision-making.
On the other hand, the BIC selects a distribution following two criteria: the degree of fit and the number of parameters. According to the law of parsimony, the BIC will select the simplest model (the model with the least parameters) that adequately fits the data. Therefore, when it selects a three-parameter distribution instead of a two-parameter distribution, it does so necessarily because of its better fit. Surely, the two-parameter distribution could not approximate well the form of the distribution of the data, while the three-parameter distribution, which can adopt a larger variety of forms, could. However, if several two-parameter distributions are considered as hypothetical distributions, it is possible that together they can adopt the variety of forms that the three-parameter distribution can take, and that one of them could fit well the analyzed series. This distribution would be selected, avoiding the higher level of estimation uncertainty associated with the use of three-parameter distributions.
Conclusions
No single distribution provided the best fit always. Two-parameter distributions were selected more frequently than those of three parameters by the BIC. However, in cases in which the coefficient of skew was below 0.30, or when it was greater than 2.00, the two-parameter distributions did not provide a good fit, so three-parameter distributions were selected.
In some cases, there were considerable differences in the tails of the fitted distributions, which resulted in vastly different estimates of the quantiles for large return periods. Both two-and three-parameter distributions should be considered for frequency analysis of hydrological extremes, and an adequate selection criterion should be used to select the best fitting distribution. The advantage of two-parameter distributions is that there is less uncertainty in the estimation of the quantiles, which results in narrower confidence intervals. However, there will be cases in which two-parameter distributions will not provide adequate fit. Three-parameter distributions provide a good fit for a wider variety of cases than two-parameter distributions, so they should be considered for those cases in which the later do not provide an adequate fit. Whenever both two-and three-parameter distributions provide an adequate fit, the two-parameter distribution should be selected, since the estimation uncertainty is lower.
We recommend that log-gamma, which is seldom used in hydrology, should be considered among the two-parameter distributions used for frequency analysis of hydrological extremes. In this study, it was the most frequently selected distribution (9 of the 21 series analyzed), outperforming the Gumbel and GEV distributions, which are used in Mexico for analysis of annual maximum precipitations.
The confidence intervals obtained in this study with bootstrap techniques had adequate coverage in cases in which the fitted pdf was correct. In addition, when the fitted pdf was incorrect but had three parameters, the coverage was adequate when that distribution was either the second best fitting or of the same family as a best fitting two parameter distribution. In contrast, in all cases in which the four techniques performed poorly, an incorrect two-parameter pdf was fit, and it did not provide an adequate fit. Therefore, the quantiles estimated from the two-parameter distributions were very different from the quantiles of the mother distribution, and the confidence intervals were not wide enough to include these quantiles with a high probability. This confirms the need of an adequate criterion for selecting the distribution for frequency analysis. If an inappropriate distribution is chosen, not only the quantiles will be incorrectly estimated, but the confidence intervals will give a false idea of the estimation uncertainty.
In general, the widest confidence intervals were obtained with the BCA and MSB techniques, while the narrowest were obtained with the BP technique. When the fitted pdf has three parameters the use of BCA is recommended. On the other hand, it was observed that when the fitted pdf was correct and had two parameters, the BP, BC and BCA techniques had similar performance. Therefore,
