Improvements to Data Collection in Commercial Fisheries Using Electronic Reporting Methods: Cost/Efficiency and Implications for Use in Ecosystem Management. by Gloeckner, David R.
 
 
           
 
 
Abstract 
 
IMPROVEMENTS TO DATA COLLECTION IN COMMERCIAL FISHERIES USING 
ELECTRONIC REPORTING METHODS: COST/EFFICIENCY AND 
IMPLICATIONS FOR USE IN ECOSYSTEM MANAGEMENT 
by 
David R. Gloeckner 
April 19, 2009 
 
Chair: Roger A. Rulifson 
Major Department: PhD Program in Coastal Resources Management 
Data have been collected on fisheries catch and effort trends since the latter half 
of the 1800s. With current trends in declining stocks and stricter management regimes, 
data need to be collected and analyzed over shorter periods and at finer spatial resolution 
than in the past. New methods of electronic reporting may reduce the lag time in data 
collection and provide more accurate spatial resolution. In this study I evaluated the 
differences between fish dealer and vessel reporting systems for federal fisheries in the 
US New England and Mid-Atlantic areas. Using data on landing date, report date, gear 
used, port landed, number of hauls, number of fish sampled and species quotas from 
available catch and effort records I compared dealer and vessel electronically collected 
data against paper collected dealer and vessel data to determine if electronically collected 
 
 
data are timelier and more accurate. To determine if vessel or dealer electronic reporting 
is more useful for management, I determined differences in timeliness and accuracy 
between vessel and dealer electronic reports. I also compared the cost and efficiency of 
these new methods with less technology intensive reporting methods using available cost 
data and surveys of seafood dealers for cost information. Using this information I 
identified potentially unnecessary duplication of effort and identified applications in 
ecosystem-based fisheries management. This information can be used to guide the 
decisions of fisheries managers in the United States and other countries that are 
attempting to identify appropriate fisheries reporting methods for the management 
regimes under consideration. 
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CHAPTER 1: Introduction 
Data have been collected on fisheries catch and effort trends since the latter half 
of the 1800s. With the current trends in declining stocks and stricter management 
regimes, data need to collected and analyzed in shorter time periods and at finer spatial 
resolution than in the past. New methods of electronic reporting may facilitate shorter lag 
times in data collection and more accurate spatial resolution. In this study I evaluated the 
differences between fish dealer and vessel reporting systems for federal fisheries in the 
US New England and Mid-Atlantic areas. Using data on landing date, report date, gear 
used, port landed, number of hauls, number of fish sampled;, and species quotas from 
available catch and effort records; I compared dealer and vessel electronic data against 
paper data to determine if electronically collected data are timelier and more accurate. 
1.1 Historic Fisheries Production 
 
“Animals living in... the sea waters... are protected from the 
destruction of their species by man. Their multiplication is so rapid and 
their means of evading pursuit or traps are so great, that there is no 
likelihood of his being able to destroy the entire species of any of these 
animals." – Lamarck 
 
During the late 1700s and early 1800s, it may have seemed that humans would 
never have the capacity to strip natural resources to the point of exhaustion. This was a 
2 
 
 
time when men were still fishing by hook and line from sailing vessels. However, toward 
the end of the 1800s and on, technology would catch up with the fishing industry and 
allow for the harvesting of fish at a level that would not have been thought possible by 
Lamarck. Strict management measures have replaced the unrestrictive attitude of 
Lamarck, but even with strict management measures in place for many of the worlds 
fisheries, many species are still in peril. 
The World Food and Agriculture Organization (FAO) maintains a database of 
global landings from capture fisheries beginning in 1950.  Starting with landings of 19 
million metric tons (mt) in 1950, global landings from capture fisheries have increased to 
94 million mt in 2004 (FAO, 2006a). Although the FAO dataset represents a 54-year time 
series (FAO 2006b), this by no means can be used to characterize fishing trends that may 
extend back centuries for many of the world’s most productive fisheries. Accurate 
records for catches dating back for centuries do not exist for these fisheries, but there is 
anecdotal information and location-specific landings records for selected ports.  
In North America, fishery statistics were collected back to the late 1800s for 
select species by the US Fish Commission, and later by the US Bureau of Commercial 
Fisheries, and the Canadian Department of Marine and Fisheries (Needler, 1930; Sette, 
1927; Statistic Canada, 2006). Although these statistics were collected by agency 
personnel, the methods varied over time. Early in these programs, data were collected by 
visiting communities and estimating landings. In addition, in the US, landings were 
collected for a limited number of states and years. Over time, standardized methods 
developed, including standardized reporting forms, to control the quality of data. During 
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the 1950s comprehensive surveys of the fishing industry were developed in Canada and 
the US. The end result was that the early estimates of landings were suspect at best, but 
often they are the only sources of landings data for this period. For select species, there 
are indications from sparse data that historic landings are of equal magnitude to landings 
in more recent years (Figure 1), but keeping in mind that these early estimates are 
marginally reliable.  
Estimating landings from vessel catch logs may yield more reliable estimates of 
landings for the pre-1900 period, but these data are not always available. Catch logs, 
dating from the mid to late 18th century, exist for some fisheries and have been used to 
derive estimates of catch per unit effort (CPUE); this allows landings to be reconstructed 
for some fisheries and therefore an estimate of population abundance. Rosenberg et al. 
(2005) was able to reconstruct catches for the North Atlantic cod (Gadus morhua) fishery 
off of Nova Scotia back to the time of the American Civil War. The authors were able to 
show that on the eve of the Civil War, the fleet at Beverly, Massachusetts landed 7,800 
mt, while in 1999 the entire Canadian fishing fleet landed 7,200 mt. This represents a 
total of 600 mt fewer landings in 1999 than the fleet from Beverly alone landed in 1859.  
Poulsen et al. (2007) used catch records for ling (Molva molva) and cod (Gadus morhua) 
fisheries in the Skagerrak and northeastern North Sea from the late 1800s to reconstruct 
CPUE for these fisheries. These estimates led them to conclude that catch levels in the 
early 20th century equaled or even exceeded those of the late 20th century. 
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1.2 Fisheries Declines 
CPUE may be indicative of fish abundance, but efficiency has changed over time 
so CPUE estimates must be used with caution. Hook and line fishing, and to a lesser 
extent seines and gillnets, dominated offshore commercial fisheries for much of history, 
but in the last couple centuries fishing techniques have changed. During the 1800s trap 
and longline fishing, the technology of European fisheries, was transferred to North 
American groundfish fisheries. These techniques allowed a greater amount of fish to be 
caught in a given amount of time. Steam power was available as a source of propulsion 
after the American Civil War, but was extremely expensive, so the majority of fishing 
vessels were sailing vessels. The use of the beam trawl, in use in Europe since the 1700s, 
and the subsequent development of the otter trawl in the late 1800s brought even greater 
efficiency to commercial fishing operations. These trawls were retrieved at the side of the 
sailing vessels (side trawler), so weather and sea conditions limited when fishing could 
occur (Lear, 1998; Engelhard, 2008).  
As steam power became more available during the late 1800s, large steam trawler 
fleets, which could deploy nets from the stern of the vessel, began plying fishing grounds 
in Europe and North America. These vessels were less susceptible to weather and could 
fish longer and in harsher conditions. The switch to steam saw a dramatic increase in 
fishing power over sailing trawlers. After WWII steam trawlers were slowly replaced by 
gasoline powered motor trawlers; they were much smaller but had an approximately 
equivalent fishing power to steam trawlers (Beverton and Holt, 1957). Technological 
developments available after WWII including sonar, loran and the ability to freeze 
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product at sea increased efficiency further. These innovations, coupled with the use of 
large processing vessels receiving catches from smaller catcher vessels, resulted in 
fishing fleets spending more time on productive fishing grounds. In addition, these 
innovations made it possible to maintain high CPUEs even if abundance had declined. 
Shore side development of a more efficient supply infrastructure increased the 
availability of seafood products to a wider population, while population increases resulted 
in ever greater demand for seafood over the last century (Engelhard, 2008). The 
improvements in fishing technology and increasing demand led to large fleets that could 
fish at ever increasing distances from home ports. This led to ever increasing conflicts 
between domestic and foreign fleets, resulting in countries implementing 200 mile 
Exclusive Economic Zones (EEZ) to exclude foreign fleets (Townes, 1875; Moore, 
1976). 
During the last century, management agencies have documented the decline of 
several fish stocks of commercial value (Taylor et al., 1994; Roughgarden and Smith, 
1996; Myers et al., 1997; Post et al., 2002; Christensen et al., 2003). A fish stock may be 
a single species or a genetically distinct population of a single species that is managed as 
a single unit, but may also be defined by the jurisdiction of management agencies, 
resulting in separate management of populations that are not genetically distinct. A fish 
stock may also be multiple species that are managed as single unit based on co-
occurrence in fishing catches. Globally, since 1994 landings from capture fisheries have 
been declining despite large increases in effort (FAO, 2007), indicating decreasing 
population levels for numerous species or stocks. Nearly one in four fisheries collapsed 
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during the period 1950-2000 (Mullen et al., 2005) and recent estimates (Worm et al., 
2006) predict the collapse of all fisheries for currently harvested species by 2048. Branch 
(2008) disputes that all fisheries will collapse, pointing out that around 50 percent will be 
in a recovered state. Further, Worm et al. (2006) used catch as a proxy for abundance, 
which fails to account for declines in catch due to regulations, cyclical forces and market 
conditions. Not all fisheries may collapse by 2048, but it is apparent that many will 
collapse, or will have collapsed and rebuilt. The reasons for fisheries collapse range from 
overfishing (Jackson et al., 2001; Pauly, 1990; Pauly et al., 2002) to regime shifts 
(Chavez et al., 2003; Brander, 2007) and changes in ecosystem structure (Pauly et al., 
1998; Garrison and Link, 2000; Worm et al., 2006).  
1.3 US Stocks 
In the US, stock status is reported to Congress every year. Current trends are 
described in the 2007 status of US fisheries (NMFS, 2008). Overfishing determination is 
based on the current trends in fishing effort and the overfishing threshold in the fishery 
management plan. Of the 528 stocks identified by NMFS, 244 have a known overfishing 
status. Of these, 41 (17 percent) currently are experiencing overfishing (Figure 2). 
Overfishing may be defined as recruitment overfishing or growth overfishing. 
Recruitment overfishing occurs when the adult population is fished so heavily that the 
number and size (spawning biomass) of the adult population is not adequate to replenish 
the population. Growth overfishing occurs when fish are removed at an average size that 
yields less than the maximum yield per recruit (maximum pounds per fish). When the 
fishing level allows the maximum yield per recruit, higher landings occur with less 
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fishing. The determination of overfished status is based on current stock biomass relative 
to the estimated biomass of the maximum sustainable yield, which is the maximum 
amount of biomass that can be harvested continually, and current fishing effort. 
Disturbing is the fact that 54 percent of the stocks lack an overfishing threshold or the 
overfishing status is unknown. Of the 528 stocks, 190 have a known overfished condition 
and 45 (24 percent) are considered overfished (Figure 3). The result is that 64 percent of 
the stocks lack a defined overfished threshold or the overfished status is unknown. 
1.4 US Management 
 
1.4.1 Historic Management 
Fisheries management in the US has centered on the use of maximum sustainable 
yield (MSY) since the 1960s (Beverton and Holt, 1957). This concept assumes that a 
certain number of fish must be added to the population each year to maintain the 
population size. The number of fish produced that are in excess of that required to 
maintain population size (surplus production) can be harvested each year. This concept 
assumes constant recruitment of young fish to the population and that this surplus is only 
for human consumption. The obvious shortcomings in the MSY model are variations in 
the environment that lead to changes in recruitment through egg quality differences, 
growth changes, and changes in the predatory-prey relationships. The model does not 
account for the preferences of multiple uses of fish stocks including fishing for sport, 
preference for divers to have more fish in the environment, or the desire of 
environmentalists to retain a larger population than recommended by MSY. It also does 
not include the impact of economic or social factors that influences the distribution of 
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fishing effort and intensity of fishing effort. Larkin (1977) suggested that MSY was a 
concept that is dead because it cannot account for influence of these factors.  
Optimum Sustainable Yield (OSY) was offered as a substitute to MSY (Roedel, 
1975). The OSY concept accounts for social and economic wants and needs when setting 
the harvest level for a fish stock, which in theory will result in the greatest benefit to 
society. This method of setting harvest levels is open to the influence of various political 
pressures; Larkin (1977) felt the best outcome is that harvest levels will trend in right 
direction. 
The inclusion of political considerations in fisheries management can eventually 
lead to setting harvest levels that are not sustainable. During periods of relatively stable 
exploitation and population abundance, annual yields may approach those predicted by 
models of MSY. During periods when recruitment and subsequent population abundance 
increases, thereby leading to increasing catches, heavy investment in vessels and 
processing tends to occur. As population abundance decreases and catches decline in 
response to changes in recruitment or variations in climate, industry pleads for help to 
governments. This often results in subsidies to the industry, which encourages 
overharvesting by maintaining a high harvest capacity during periods when the resource 
will not support a high amount of harvest.   The lack of disinvestment by industry during 
periods of poor harvest puts a high amount of pressure on fisheries managers to set ever 
increasing catch levels (Ludwig et al., 1993). This ratchet effect leads to management 
measures that are insufficient to limit the risk of fisheries collapse.   
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Currently, fisheries management in the US is a combination of state, interstate, 
tribal and federal management. Marine fish populations occurring in state waters less 
than 3 miles from shore or species occurring in lakes and river on state land are regulated 
by state or tribal fisheries management agencies, while species that migrate between 
different states are regulated by interstate commissions. Fish species occurring in lakes 
and rivers located on federal lands are managed by the US Fish and Wildlife Service 
while fish species occurring in the US EEZ are managed under the Magnuson-Stevens 
Fishery Conservation and Management Act (FCMA).  The FCMA allocates management 
for all fish species occurring in the EEZ, except highly migratory species (sharks, tunas, 
swordfish), to regional fishery management councils.  These councils are made of 
representatives nominated by the governors of each state in the region as well as the 
federal regional administrator. The state representatives to councils include personnel 
from state fisheries management agencies, and the public, which includes the commercial 
and recreational fishing industries, academic institutions and those with an interest in 
fisheries management. Highly migratory species are managed solely by the National 
Marine Fisheries Service (NMFS). The councils are responsible for developing 
management plans for each species under the jurisdiction of the council and use 
recommendations from the council science and statistical committees (SSCs) to develop 
management measures that prevent overfishing and obtain OSY (PFMC, 2008). The 
National Marine Fisheries Service is responsible for implementing these plans as long as 
they meet the standards defined in the FCMA. Each council has committees with 
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Figure 1. Canadian landings of Atlantic cod (Gadus morhua) in thousands of pounds from 1869 to 1975. Data source: 
Statistics Canada, http://www.statcan.gc.ca/cgi-bin/af-fdr.cgi?l=eng&loc=N12_24-eng.csv.
10
 
 
 
Figure 2. US overfished stocks as of 2007, from NMFS 2008.
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Figure 3. US stocks subject to overfishing as of 2007, from NMFS 2008.
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specialized expertise that advise them on issues that the council is considering. The SSCs 
use stock assessments and socio-economic information to make management 
recommendations to the regional councils. The population models used to develop 
management recommendations rely on inputs from various sources. The data sources 
include population surveys carried out by research vessels; harvest estimates based on 
surveys of fishing vessels and seafood dealers; estimates of the age composition and size 
structure of both the landed catch and population as a whole; and life history aspects of 
the fish species (Fournier et al., 1998; SEDAR, 2005a; SEDAR, 2006).  
Regional councils use several methods to control fishing effort in US fisheries. 
Seasonal quotas are used by most councils to achieve the target harvest levels in the 
management plans. Landings are monitored during the course of the season and the 
fishery is closed when the quota is projected to be reached. The limit on the amount of 
fish that can be harvested in a given period creates a race between fishermen to catch as 
much as possible before the quota is reached. In an effort to avoid these “derby-type” 
fisheries, managers are moving to using an individual transferable quota (IFQ) system, 
which will allocate a fixed percentage of the quota to each fisherman or vessel 
(Sanchirico et al., 2006). Fishermen can land their share of the quota during the fishing 
season without regard to what other fishermen have landed, thereby eliminating the need 
to fish no matter how dangerous the weather conditions or unsafe the vessel.  
Other methods to control fishing effort can be used in concert with quotas or 
employed alone. Days-at-Sea (DAS) allocations are the number of days a fishing vessel is 
allowed to fish in a given fishery. This method is used to limit the amount of fishing 
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activity, and hopefully reduce the landings to the specified fishing mortality rate (Holland 
and Sutinen, 1999). Seasonal area closures are used to limit harvest from given areas, 
depending on the movement of fish populations or spawning behavior. This is used 
primarily as a measure to increase spawning success by halting harvest during mating 
seasons, which should increase biomass over time (Ye, 1998). Permanent area closures 
are used to give animals a refuge from fishing and allow the fish stock in the area to 
rebuild and increase the biomass of the population (Frank et al., 2000). 
1.4.2 Proposed Management 
As May et al. (1979) demonstrated, population models that do not account for 
species interactions can also lead to overexploitation by overestimating the maximum 
sustainable yield (MSY). Harvesting species from different trophic levels can have direct 
and indirect impacts on the populations of species with which it interacts. 
Overexploitation of fish stocks has led fishers to target species of lesser value than those 
traditionally targeted (Pauly et al., 1998) in order to maintain production. This “fishing 
down the food web” may lead to changes in ecosystem structure resulting in a system 
dominated by lower trophic levels as a result of predators being removed (Pauly et al., 
2000). Single-species management policies are based on attempting to reach MSY for 
each target species. This management method has been theorized to exacerbate the 
ecosystem restructuring, which occurs when fishing down the food web (Walters et al., 
2005). These ecosystem wide changes have led to the consideration of ecosystem 
management policies to replace the current single-species management policies.  
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Worldwide, ecosystem considerations in fisheries management is at the forefront 
of policy development (FAO, 2003). This method of ecosystem-wide management entails 
monitoring of a diverse array of factors not used in traditional stock assessment. 
Integrating the effects of temperature, currents, food web dynamics and human 
interactions is a monumental task. There is even debate about whether the goal is 
ecosystem management in a fisheries context, (i.e., how the ecosystem impacts fisheries), 
or fisheries management in an ecosystem context, (i.e., how fisheries impact the 
ecosystem) (Schramm and Hubert, 1996). The type and amount of data needed will 
depend on whether we are considering the impacts of ecosystems on fisheries, or 
considering the impacts of fisheries on ecosystems (Pikitch et al., 2004). Regardless of 
the management objective, adequate fisheries data will need to be collected to support the 
agreed upon management scheme. 
1.5 Data Needed for Management 
 
1.5.1 Recent Data Collection Methods 
The National Marine Fisheries Service (NMFS), which was originally the US Fish 
Commission and later the Bureau of Commercial Fisheries, began collecting fisheries 
landings data in 1880. Comprehensive surveys of all coastal states have been conducted 
since 1951, with data collected before 1977 having varying degrees of completeness. The 
collection of US commercial fisheries landings data is a joint state and federal 
responsibility, with data obtained from dealer-submitted trip tickets, dockside surveys, 
vessel logbooks, and intercept interviews completed during biological sampling of 
catches. State agencies are primarily responsible for collection of landings data, but 
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where state collections are insufficient to collect data needed by the federal government, 
then federal personnel are responsible for collection (John Poffenberger, NMFS, Miami, 
personal communication, 2005).  
In 1994 dealer reporting of landings became mandatory in the NMFS Northeast 
Region (NER), which encompasses Maine to North Carolina. The requirements made it 
mandatory for dealers with a federal fish dealer permit for summer flounder, scup, black 
sea bass, surf clam, ocean quahog, Northeast multispecies, Atlantic sea scallop, Atlantic 
mackerel, squid, and butterfish fisheries, to submit trip level reports for all purchases 
from fishing vessels. These reports were submitted on a monthly basis and were due 15 
days after the end of the month. Prior to this, vessel and dealer reports were collected by 
field agents and may not have been complete (John Poffenberger, NMFS, Miami, 
personal communication, 2005). 
Within the same regulatory structure, vessel trip reports also became mandatory. 
These regulations required paper reports describing trip level harvests, in hail weight 
(captains estimated weight), from vessels with permits for the harvest of species under 
the authority of the NMFS NER. These reports were also monthly reports and due within 
15 days after the end of the month. In 2000, regulations were put in place which required 
a trip identifier to link reports from dealers to reports from fishing vessels (Federal 
Register, 2000). Prior to this it was very difficult to link trips from the two data 
collections.  
Closing a fishery before the quota is exceeded requires more timely data than the 
monthly submissions required by the regulations for vessel and dealer reporting 
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implemented in 1994. To rectify the lack of timely data for species with quotas, the 
NMFS NER required weekly landings reports to be called in to the Fisheries Statistics 
Office by seafood dealers with federal permits. These reports were weekly totals for those 
species managed under quotas (Federal Register, 1998). 
1.5.2 Recent Changes in Data Collection Methods 
Amendment 13 to the Northeast Multi-Species Fisheries Management Plan 
(NEFMC, 2003) was a response to a lawsuit challenging the ability of NMFS’s current 
regulations to manage groundfish in New England (Conservation Law Foundation vs. 
Evans). The amendment called for a more timely method of obtaining landings data. In 
May 2004, NMFS initiated dealer electronic reporting after completing a brief analysis of 
the cost to the fishing industry associated with this method of reporting (Federal Register, 
2004). After initiating this method of reporting, it became apparent that the cost estimate 
for this type of reporting, with the technology available, was underestimated by the cost 
analysis (Federal Register, 2005). In addition, the ability of the NMFS to maintain and 
analyze dealer data delivered in real-time was inadequate with the resources available 
(personal observation). The new regulations also required electronic reporting from 
vessels once an approved system was identified. Vessel Monitoring Systems are required 
for vessels participating in fisheries to allow NMFS to track days-at-sea and effort by 
fishing area. These units have the ability to report in near real-time with more accurate 
data to the NMFS than dealer electronic reports. The rationale behind these measures was 
an improvement in timeliness and an enhanced ability to estimate removals from fish 
stocks. However, requiring two different near real-time reporting systems represents 
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duplication in data collection effort, with better estimates of removals from fish stocks as 
a common goal of both systems.  
1.6 Research Problem 
The lack of access to good fisheries data has been a common problem for fisheries 
managers worldwide (U.S. Senate, 2001; Watson and Pauly, 2001; Watson et al., 2004).  
Effective management requires that data are accurate and timely, so managers can 
determine what current conditions exist in a fishery (Boehlert and Schumacher, 1997; 
FAO, 2003). Worldwide, collection programs for obtaining harvest data include random 
surveys of vessel catches, logbook reporting, seafood dealer reporting, and observer and 
inspection programs. Reporting methods include the submission of paper reports to data 
collection agencies, call-in reports of landings, and computer reporting over secure 
network connections (Caddy and Bazigos, 1985). Paper reports in the form of vessel 
logbooks or dealer landing reports have been used extensively in the United States and 
other developed countries for the collection of commercial fisheries harvest data. There 
are quality and timeliness issues with this method, including transcription errors during 
entry and the lag time from harvest to the availability of harvest data. These issues 
present problems for managing in-season quotas with these data (Evans, 2000) and could 
lead to questions about the quality of data used as input for stock assessment models. 
The validity of stock assessments relies to a large degree on the adequacy of the 
data being used. Estimates of fishing mortality include landings data from commercial 
fishing vessels and dealers, and also estimates of discards either from fishing vessel 
reports or from observer data. Recreational data rely on creel surveys of recreational 
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anglers to estimate catches and discards. Historical landings data needed for stock 
assessment may not have landings to the resolution needed for the input to the chosen 
stock assessment model (Booth and Quinn, 2006; SEDAR, 2006). The data used can be 
from various sources including state and federal data collection programs. Some data 
may not have the landings for the species in question, but includes them as aggregate 
landings for the family of fish to which the species belongs. The landings may not have 
the appropriate gear assigned or may not have the appropriate fishing area assigned 
(SEDAR, 2005b). These shortcomings in the data require scientists to allocate the 
landings based on other sources of information such as dockside interviews from 
biological sampling programs. Discard estimates are also an important part of the data 
needed for stock assessments (Borges et al., 2005; Punt et al., 2006). Discard data are not 
collected from fishing vessels in many fisheries (Southeast Fisheries Science Center, 
2006a) or are questionable when reported by fishermen (SEDAR, 2003), so discard data 
have to be estimated from data collected by fisheries observer programs (Northeast 
Fisheries Science Center, 2006). These problems with data procurement undermine the 
faith of the fishing industry in the management process, resulting in fishermen making 
challenges to decreased harvest levels based on the quality of data being used (Kelly and 
Codling, 2006), which essentially attempts to derail any reductions in harvest proposed 
by managers (Rose and Cowen, 2003). Successful derailment of management strategies 
in turn leads to less drastic harvest reductions than those indicated by stock assessments 
thereby undermining the management of these resources and prolonging overexploitation 
of valuable fish stocks (Hennessey and Healy, 2000). 
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Seasonal quotas are a key method used to control fishing effort and ensure that the 
harvest level set by fishery managers is not exceeded (Department for Environment, Food 
and Rural Affairs, 2005; Australian Fisheries Management Authority, 2006; Southeast 
Fisheries Science Center, 2006b).  The seasonal quota method relies on landings data 
from the fishing industry, which is often of the same quality or the same source that is 
used for stock assessments. Fishing mortality, in the form of landings, is often 
underreported, either through late reporting or non-reporting of catches (Le Gallic and 
Cox, 2006; Gezelius, 2006). Species can also be misidentified, either unintentionally 
(Walsh et al., 2005) or intentionally (Marko et al., 2004), which also leads to 
underreporting. Species misidentification can lead to overharvest and resource depletion 
for those fisheries under quota management. The use of IFQs, a portion of the overall 
quota allocated to a single shareholder, does not eliminate the need to keep track of 
quotas during the fishing season. There remains the need to track landings of IFQ 
shareholders so that individual fishermen do not exceed their share of the quota. Hence, 
there is still a need for accurate, timely harvest data under an IFQ management regime. 
 Managers can track compliance with seasonal and permanent area closures 
through DAS allocation, which is the number of days a vessel is allowed to sail. Accurate 
compilation of days fishing is needed to track days at sea, and fishing location data are 
needed to track compliance with area closures. These data need to be near-real time, so 
agencies can ensure that vessels are not fishing in closed areas or are over their allotted 
DAS. 
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Real time electronic reporting is recommended as a solution to the problems 
associated with collecting data in paper form. However, different methods can be used 
for collecting real time harvest data from fisheries. Observer data and random interviews 
can be used primarily as a quality control check, but are not as useful as complete harvest 
data from dealers who purchase fish directly from fishing vessels or from data that come 
directly from fishing vessels. Globally, the Food and Agriculture Organization (FAO) 
recommends that fisheries management agencies concentrate on the use of dealer or 
vessel reports (FAO, 2006c). Additionally, the FAO recommends the use of Vessel 
Monitoring Systems (VMS) as they become available, due primarily to the detailed 
information on fishing location, vessel speed, duration of fishing activity, and the rapid 
data acquisition ability of these units. Identifying the reporting method that best meets the 
goals of fisheries managers is an important step toward effective management of fisheries 
worldwide. 
However, the FCMA contains measures that direct the fisheries management 
agencies to minimize duplication and unnecessary costs to industry. National Standard 7 
requires that “Conservation and management measures shall, where practicable, 
minimize costs and avoid unnecessary duplication”.  Additionally, National Standard 8 
directs fishery managers to minimize adverse economic impacts on fishing communities. 
The requirements directing both fishing vessels and dealers to report catches in near real-
time seems to be an unnecessary economic burden on the fishing industry based on these 
two national standards. In fact a NMFS technical report states that when the government 
is faced with multiple alternatives, the government should choose the alternative that 
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maximizes the net benefits to the nation (Kitts and Stienbeck, 1999). Adding operating 
costs in the form of two expensive systems, electronic dealer reporting and electronic 
vessel reporting, both of which report duplicative information in near real-time, reduces 
the net benefit that could be derived from fisheries management within the framework of 
the Magnuson-Stevens Fisheries Conservation and Management Act. 
Several questions arise about shifting to an electronic method of collecting 
commercial fisheries data. Do these methods improve data timeliness and quality of data 
over the paper reporting methods? How expensive are these methods? Are multiple 
(vessel and dealer) systems required? We still rely on data collected from the fishing 
industry, and lack of compliance in the form of non-reporting or late reporting may result 
in data that are no timelier than paper reported data. Additionally, data from dealers may 
be as reliable as vessel data and meet management objectives. The cost to the industry 
and government also must be considered. 
In the study described herein I evaluated the differences between fish dealer and 
vessel reporting systems for federal fisheries in the US New England and Mid-Atlantic 
areas. I used data on landing date, report date, gear used, port landed, number of hauls, 
number of fish sampled, and species quotas from available catch and effort records, as 
well as cost information collected from existing data sources and surveys of industry and 
government. Using the data collected, I compared dealer and vessel electronic data 
against paper dealer and vessel data to determine if electronically collected data are 
timelier and more accurate, and which methods are more cost efficient. The goal of this 
research is to determine if electronic reporting by dealers and vessels is more efficient 
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than using a paper reporting methodology and if one program is better than another at 
collecting the data needed for fisheries management. Additionally, I wanted to determine 
what implications this has for the use of fisheries data in models that can be applied to 
ecosystem-based fisheries management. My hypotheses included: dealer and vessel data 
will have decreased lag times compared to paper; dealer data collected by electronic 
methods should better meet management and scientific goals compared to dealer paper 
reported data; dealer and vessel data will be more accurate when collected by electronic 
methods; electronic methods will cost less and be more efficient; and electronically 
collected data will supply more timely and accurate data for ecosystem-based fisheries 
management. 
The subsequent chapters describe the methods used, present the results of 
analyses, summarize and interpret the results, describe possible applications to 
ecosystem-based management, describe electronic fisheries reporting in other countries 
and describe possible policy implications. Chapter 2 describes the data sources and 
methods used for analysis. Chapter 3 presents the results of statistical tests used to 
compare five key attributes of paper and electronic reporting methods. These attributes 
include: (1) the ability of electronic reporting to reduce lag time in the availability of 
catch data, (2) the ability of electronic reporting to meet management goals and activities, 
(3) the reliability of paper versus electronic reports, (4) the reliability of spatial accuracy 
in dealer electronic reports versus vessel electronic reports, and (5) the costs of electronic 
versus paper reporting. Chapter 4 presents conclusions based on the analyses in chapter 3 
and interprets the results as they relate to the conclusions, ending with overall 
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recommendations. Chapter 5 presents possible improvements to the fisheries data used in 
four ecosystem models as a result of electronic reporting. Chapter 6 describes some of the 
electronic reporting methods used in other countries. Finally, Chapter 7 describes some of 
the possible policy implications associated with electronic reporting.
 
 
CHAPTER 2: Methods 
 
2.1 Catch and Effort Data Sources 
Catch and effort data used in this study are constrained by federal confidentiality 
regulations. Confidential fisheries data are data that can be identified to a single submitter 
of data. NOAA Administrative Order 216-100 states that data cannot be released or 
displayed in a form where a single submitter can be identified. Traditionally, NMFS has 
used a rule of three to define non-confidential data. This means that the data presented or 
displayed are summarized in such a way that no less than three submitters supplied the 
data. In this paper, any data deemed as confidential were removed from display in graphs 
or tables. 
2.1.1 Dealer Landings Data 
 
Edited dealer landings data, both paper (Figure 4) and electronically reported, are 
placed in yearly datasets in the Commercial Fisheries Database (CFDBS) housed on the 
Oracle 10g server at the Northeast Fisheries Science Center (NEFSC) in Woods Hole, 
Massachusetts. The dealer reports have limited data elements that are required to be 
submitted. The elements that are required to be submitted by federal dealers for each 
report are: 
 Vessel 
 Port 
 Species 
 Gear 
 Date 
 Pounds landed per species 
 Pounds landed per trip 
 Revenue 
 Trip identifier (Beginning 2002) 
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The trip identifier was intended to be used to link dealer and vessel reports, however, the 
identifier could be either date sailed and vessel hull number or permit number, or the 
vessel trip report number embossed on each trip report form. Unfortunately, the database 
has not been altered to allow the entry of date sailed and compliance with submitting the 
vessel trip report number and reliability of the number submitted has resulted in the 
limited usefulness of this variable for linking dealer and vessel trips. 
 Paper reports were submitted to local port agent for entry and auditing. These 
reports were required to be submitted 15 days after the end of the reporting week 
(Sunday-Saturday). Electronically reported data were required daily for large dealers 
from May1, 2004 to April 30, 2005. Small dealers were required to submit weekly 
reports during this period, with reports due the following Tuesday after the end of the 
reporting week. The daily reporting was overwhelming to both dealers and NMFS staff 
required to edit the data, and the data were not used daily. For these reasons, the reporting 
requirements changed after May 1, 2005 to weekly reporting requirements for all dealers. 
 Dealers reporting electronically utilize three methods for reporting. Data can be 
entered directly into the Standard Atlantic Fisheries Information System (SAFIS) through 
a web form; exported from accounting software like Net Yield or Quick Books and 
uploaded to the SAFIS database through an uploading web site, or entered into a trip 
ticket program, which sends the data to the software developer (Bluefin Data Inc.), sends 
the data to the NEFSC for upload to the CFDBS. SAFIS data from federal dealers are 
transferred to the CFDBS nightly, while data are transferred to the CFDBS from the 
Bluefin Data Inc. database on a daily basis. 
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 When electronic reporting was implemented, the final rule was published March 
23, 2004 and had an implementation date of May 1, 2004. This left very little time for 
dealers to purchase any equipment needed and familiarize staff with the electronic 
reporting methods available. NMFS did not have a method in place for receiving or 
housing the electronically reported data. The Atlantic Coastal Cooperative Statistics 
Program (ACCSP) had developed SAFIS prior to the implementation of federal dealer 
electronic reporting, which offered a useable method for dealers to report electronically. 
However, modifying the software to meet federal requirements took time to accomplish. 
Creating support tables and software to transfer data took time, so there were issues with 
data reported during 2004, including late data, data that may not be reliable and data that 
may need editing. NMFS enforcement will not pursue actions based on these data, and 
NMFS staff strongly suggested that these data may not be representative of electronically 
reported data after the problems with these methods were resolved. For these reasons, 
data from May 1, 2004 to April 30, 2004 were dropped from analyses of dealer data. 
The commercial fisheries database includes data for federal dealers, but also data 
from state agencies for non-federal dealers. As these dealers don’t have federal 
compliance requirements and may not be required to file electronic reports, the data used 
were limited to landings reports from federal dealers. Additionally, data from non-federal 
vessels may have been summarized across trips by port agents when dealers were 
reporting by paper. These data were entered as an unknown vessel or with a dummy date 
of day zero within the month and year. Because these data may not represent single trips, 
data from vessels without a federal permit were also removed. 
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Edited dealer landings reports from 1960 to the present are housed in yearly files 
in the commercial fisheries database at the NEFSC. These data record the date the fish 
were purchased by the dealer, and the date the data were loaded to the database and 
available for use in management decisions. However, those data that were paper reported 
were entered by port agents and sent to the NEFSC to be loaded. Each batch (file from a 
particular port agent for a particular time period) received an entry date assigned by the 
Oracle database at the time the data were loaded. If updates were performed on the data, 
the entire batch was resent and the date entered is the date that the updates were loaded. 
This may lead to longer lag times in the paper reported data than actually occurred. The 
electronic reported data records date entered as the date the trip was initially entered into 
the database and records an update date separately, so the calculated lag time between 
when a trip was reported and when the trip data were originally available does not 
change. 
Because of the inability to link dealer and vessel trip reports, it has been difficult 
to allocate landings to the area from which the fish were removed and the type of gear 
used. Because of these shortcomings, an allocation procedure was developed to match, 
where possible, all dealer records for a single trip to a single vessel report (Wigley et al., 
2008). This was done to more accurately assign the fishing area and gear from the vessel 
report. The allocation tables use a procedure to match dealer records for the same trip 
based on the vessel hull identifier or permit number, day landed, area fished, gear used 
and port of landing. These elements were used to identify dealer data that matched a 
vessel report. When dealer data did not agree with a vessel report, dealer data were 
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assigned an area and gear based on a probability distribution function and then matched 
to other dealer data to combine all landings from a single trip. The area and gear derived 
from this method were added to the original dealer data, but none of the original data 
supplied by the dealers were changed. 
2.1.2 Vessel Catch and Effort Data 
 
Vessel trip reports (VTRs) (Figure 5) are housed in the Vessel Trip Report (VTR) 
database at the Northeast Regional Office (NERO) in Gloucester, Massachusetts. The 
VTR reports require federal vessels to report both trip and “subtrip” level data. The 
required trip level data includes: 
 Vessel 
 Dealer 
 Port sailed and port landed 
 Number of crew  
 Date sailed and date landed 
 Date sold, 
 
while the subtrip level data includes: 
 
 Species 
 Area fished 
 Gear 
 Number of tows 
 Mesh size 
 Gear configuration 
 Soak time 
 Pounds landed and discarded. 
A subtrip is defined as a change in gear, area fished, or mesh size. Separate VTRs are 
submitted for each subtrip, but are identified among a single trip within the VTR database 
with a trip identifier. Date sailed and date landed are used to identify the length of trip, 
were date sold is the date when the fish were purchased by a fish dealer. Species, gear 
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and area are coded with a code list supplied in the VTR instructions. These codes ensure 
that interpretation of species names and gears are not necessary. Captains are required to 
complete the VTR before landing, so the pounds kept and discarded are the estimate of 
the captain recorded as a “hail weight”. VTRs are due 15 days from the end of the month 
in which the trip was completed. 
2.1.3 Electronic Vessel Catch and Effort Data from the Northeast Study Fleet 
 
Vessel electronic reporting is not required by the NMFS NER because a system 
has not yet been approved. However, a study fleet was developed for testing a vessel 
electronic reporting system beginning in 2002 and ending in 2005 (Palmer et al., 2007). 
The data collected were consistent with all the requirements for vessel trip reports. The 
data collected during this study are currently housed in the SFLEET database on the 
Oracle 10g server at the NEFSC in Woods Hole.  
Twenty eight vessels participated in the study fleet from 2002 to 2005. Each 
vessel was equipped with a laptop computer containing electronic logbook software. 
Three software versions were deployed in the initial phase of the study fleet, but one was 
deemed inadequate and the use of this software was discontinued shortly after the 
beginning of the first phase of the study. The remaining software packages consisted of a 
logbook package produced by the University of New Hampshire and a package produced 
by P-Sea Windplot©. Each laptop PC was integrated with the global positioning system 
(GPS) and the vessel monitoring system (VMS). The logbook program captured trip level 
data, just as the VTR reports required, but collected data for species, gear, area, pounds 
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kept and discarded, mesh size, gear configuration and time spent fishing at the haul level 
instead of the subtrip level. 
Captains entered trip level information, and recorded the beginning of each haul, 
end of each haul, gear used, mesh size, gear configuration, and pounds kept and 
discarded. The software recorded the GPS position at the beginning and end of each haul. 
At the end of each trip, the data for the trip packaged in a Zip file and sent via a VMS 
transmission to an email account at the NERO. A procedural language/structured query 
language (PLSQL) program would extract the data and load them to raw tables. These 
data were then formatted and transferred to work tables, which contained data from all of 
the study fleet trips in a standardized format. The data I used were from the work tables. 
2.1.4 Northeast Fisheries Observer Program (NEFOP) Data 
 
 Observer data are also housed on the Oracle 10g server at the NEFSC at Woods 
Hole. The data reside in the NEFOP database. Observers are trained by the NMFS to 
collect detailed trip and haul level information about each fishing trip on which they are 
deployed. Observers collect the same trip level information that are required in VTR 
reports, however, the haul level data are more detailed than those collected by the VTRs 
or electronic logbooks. Observers collect detailed information on each type of gear used, 
including codend length, mesh size, footrope length, number of floats used, type of 
electronics mounted on the gear, and type of escape vents if included in the gear used. 
For each haul, the catch composition is estimated and the weight of the catch is 
estimated. Length, weight, age and reproductive condition are also collected from the 
species caught using a random sampling method. 
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 Although the observers collect detailed information, not every haul may be 
observed. In these cases, the observer will use the weights estimated by the captain. 
Additionally, the observer only collects the first port of landing, so delivery to multiple 
dealers in separate ports may not be recorded. For this reason, observers do not collect 
landings weights. 
2.1.5 Quota Monitoring Data 
 
 Yearly or seasonal quotas can be obtained from the quota monitoring website at 
the NERO in Gloucester (http://www.nero.noaa.gov/ro/fso/reports/reports_frame.htm). 
The website also contains weekly quota reports for each species and quota. The data 
begin in 2002. Prior to 2004, quotas were monitored with the use of dealer call-in report. 
This was a weekly report on the pounds of each species they purchased for species with a 
quota. Dealers were required to call in to an interactive voice response system (IVR) and 
follow the options provided by the IVR. After the implementation of dealer electronic 
reporting, dealer electronic reports replaced the IVR data for monitoring quotas. Quotas 
may be coast-wide or by state. I extracted the quotas and weekly reports for the following 
species: 
 Black sea bass by quarter 
 Bluefish by state, ME-FL 
 Scup by period 
 Spiny dogfish by period 
 Summer flounder by state 
 Illex squid 
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 Loligo squid by period. 
2.1.6 Commercial Dockside Sampling Data 
 
Dockside length sampling data and length sampling targets are available from the 
Biological Sampling Database (BSMDBS), which is also located at the NEFSC and 
available from the BSMDBS website (http://nova.wh.whoi.edu/bsmdbs). Samplers 
collect length, age and reproductive condition of the landed catch at seafood dealers. 
These data are used to estimate the size and age structure of the fish removed from the 
fish population by fishing. Reproductive state is used to estimate the reproductive 
capacity of the fish in the commercial landings. Sampling targets, which define the 
number of lengths and ages to be collected, are calculated for each region, species, 
market category, gear, area fished and quarter. These targets are developed by 
assessments scientists each year. Port samplers attempt to obtain the number of samples 
required in the targets, so that the number of samples collected are adequate to conduct 
stock assessments. Regional targets are based on the historic distribution of area fished 
and gear used for the landings associated with each region. As samplers do not know the 
gear and area before a trip is landed, they attempt to collect samples based on the species, 
market category and quarter for each target in their respective regions. 
I retrieved the number of length samples and length targets for each species, 
market category, quarter and region from 2002 to 2006 from the BSMDBS website. I also 
obtained the number of samplers by year, quarter and region from the program manager. 
The number of trips landing each species and market category, by year, quarter and 
region were obtained from the dealer landings database. 
34 
 
 
2.2 Reporting Cost Information 
 
A fish dealer socio-economic survey (Appendix 1) was developed to determine 
the industry cost for each method of reporting and assess the components of each system 
that made them susceptible to inaccuracy. A survey was sent to each dealer that 
possessed a federal dealer permit that required electronic reporting during 2004-2006. 
Data were collected on: 
 
 Location of dealer. 
 Size of dealer. 
 The cost of purchasing and maintaining computer equipment (monitor, 
CPU, printer, ISP, VMS). 
 Amount of employee time required complying with electronic reporting 
requirements. 
 Costs associated with increased payroll to be in compliance with 
electronic reporting regulations (overtime, hire new computer literate staff, 
training costs). 
 Payroll costs associated with paper reporting (employee time required to 
fill out and mail paperwork). 
 Miscellaneous costs associated with paper reporting (postage, paper). 
 Type of internet access (dial-up vs. cable connection). 
 Type of electronic reporting software used. 
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 Assessment of software ease of use as a reason for miss or under-
reporting. 
 Assessment of frequency of reporting as a reason for miss or under-
reporting. 
 Assessment of complexity of reporting requirements of use as a reason for 
miss or under-reporting. 
 Assessment of time required to report as a reason for miss or under-
reporting 
Costs to the government were determined by surveying NERO and NEFSC staff 
for estimates of man hours required to collect and process dealer and vessel data under 
each reporting method. Government and industry costs for vessel electronic reporting 
were estimated from equipment costs and data collection and processing costs associated 
with data from the vessel electronic reporting study fleet (Palmer et al., 2007; Mike 
Palmer, NMFS, Woods Hole, personal communication, 2008). 
2.3 Design 
I used an observational design for my study. For comparisons of paper reports to 
electronic reports, a case control study was carried out to compare data from federal 
dealers before and after mandatory reporting. I used a cross sectional study to determine 
differences between vessel reports and dealer reports between a given reporting scheme 
(paper or electronic).  
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2.4 Statistical Analysis 
Several analyses involved testing for differences between two unrelated 
populations. Testing for differences in the proportions of sampling targets obtained 
between two dealer reporting methods as well as number of trips and samplers for each 
reporting method were carried out to determine differences in sampling efficiency that 
resulted from the implementation of electronic reporting. For the analyses of quota 
monitoring data, I needed to compare the proportion of each quota landed between paper 
reporting methods and electronic reporting methods. This type of comparison also needed 
to be carried out to determine if there were differences in the reporting lag time between 
paper vessel reports and electronic vessel reports, and differences in lag time between 
dealer electronic reports and vessel electronic reports. For the dealer cost survey data, I 
needed to compare payroll costs, staff hours and equipment costs collected by using a 
mail-in survey vs. data collected by a phone survey. I also needed to compare payroll 
costs, staff hours and equipment costs between large and small dealers. The dealer 
assessment of variables impacting miss-reporting were also compared across survey 
method and dealer size. Analyses comparing vessel data from the study fleet (EVTR), 
VTR and NEFOP databases were carried out at the trip level and used methods for testing 
paired (related) samples (Table 1). 
2.4.1 Normality Testing 
I had planned to use t-tests, ANOVAs and ordinary least squares and multiple 
regression to analyze the data. For these parametric tests, there are assumptions that must 
be met. For unpaired samples t-tests, the assumptions are that the data are at least on the 
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interval scale, the data in each group follow a normal distribution, the variances for each 
group are equal, and the samples are independent. The paired samples t-test assumptions 
are that the mean differences need to be normally distributed, data are at least interval, 
and the two observations are collected under the same conditions. Equal variances need 
not be assumed for a paired samples t-test. The ANOVA has assumptions that include the 
independence of observations both between and within groups, normally distributed 
observations in each group, and equal variances in each group. For least squares 
regression there is an assumption of linearity, an assumption of normally distributed 
residuals, and residuals with equal variance. 
To test the normality assumptions required by t-test, ANOVAs, and least squares 
regressions, I used a Kolmogorov-Smirnov goodness of fit test, specifying a theoretical 
normal distribution. The Kolmogorov-Smirnov test utilizes the largest difference between 
the normal distribution function and the empirical distribution function of the data. The 
normality assumption is rejected if the test statistic D is greater than the critical value for 
the selected For t-tests and ANOVAs, the distributions of the observations in each 
group were tested for normality. For least square regressions, the residuals were tested for 
normality. 
2.4.2 Mann-Whitney Test 
When testing a continuous dependent variable between two levels of an 
independent variable, the parametric t-test for related or unrelated samples is normally 
used. For an independent samples t-test the observations should be continuous, 
independent, random samples from normally distributed populations with equal 
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variances. There is also a t-test for situations with unequal variances. Unfortunately, the 
data used in this study were not normally distributed and could not be corrected with 
transformations. The non-parametric alternative to the t-test for unrelated samples is the 
Mann-Whitney test.  
The Mann-Whitney test utilizes the information in continuous or rank data by 
calculating and comparing ranks. The test compares the distribution of population one 
against population two. The test involves sorting all the data by the proportion from 
smallest to largest and assigning ranks. The ranks of population one are used as a test 
statistic against the ranks of population two and the test statistic is the equation: 
 
T =  R(Xi)   
 
where R is the rank for each observation of X from 1 to n. T is equivalent to a Z score 
and significance is calculated from the critical values for Z (Conover, 1971). The Mann-
Whitney test for all analyses comparing a continuous variable across two theoretically 
unrelated levels. 
2.4.3 Kruskal-Wallis Test 
For situations where there are more than 2 levels for the independent variable, an 
Analysis of Variance, ANOVA, is normally used, but once again, the data did not 
conform to the normality and equal variance assumption for that type of test. The 
nonparametric alternative is the Kruskal-Wallis test for independent variables with 3 or 
more levels. The Mann-Whitney and Kruskal-Wallis are one way tests and cannot  
 
n 
i=1 
 
 
Table 1. Analyses, comparisons, test types and test statistics used. 
 
Analysis Comparison Test Statistic 
Sampling efficiency Proportion of target sampled by dealer reporting 
method Mann-Whitney Z 
 Dealer reporting method by proportion of targets 
obtained, number of samplers and number of 
trips Logistic regression Chi-square 
 Proportion of targets obtained by dealer reporting 
method Chi-square test Chi-square 
 Number of samplers by dealer reporting method Mann-Whitney Z 
  Number of trips by dealer reporting method Mann-Whitney Z 
Lag time of dealer reports Lag time by dealer reporting method Chi-square test Chi-square 
 Lag time by dealer Kruskal-Wallis Chi-square 
 Lag time by dealer reporting method Kruskal-Wallis Chi-square 
  
Dealer reporting method by lag time and dealer 
General linear mixed 
model T 
Quota monitoring Proportion of landings to quota report by dealer 
reporting method Mann-Whitney Z 
  Proportion of quotas exceeded by dealer 
reporting method Chi-square test Chi-square 
Reliability of paper vs. 
electronic vessel reports 
Vessel reported area matches observer reported 
area by vessel reporting method McNemar Chi-square 
 EVTR area matches observer area McNemar Chi-square 
 VTR area matches observer area McNemar Chi-square 
 EVTR area matches VTR area McNemar Chi-square 
 EVTR gear matches observer area McNemar Chi-square 
VTR area matches observer area McNemar Chi-square 
  Vessel reported mesh size matches observer 
reported mesh size by vessel reporting method McNemar Chi-square 39
 
 
Table 1. Continued. 
Analysis Comparison Test Statistic 
Reliability of paper vs. 
electronic vessel reports 
VTR mesh size vs. EVTR mesh size vs. observer 
mesh size Friedman test Chi-square 
 Number of EVTR subtrips vs. number of VTR 
subtrips Wilcoxon test Z 
 Number of EVTR subtrips vs. number of 
observer subtrips Wilcoxon test Z 
 Number of VTR subtrips vs. number of observer 
subtrips Wilcoxon test Z 
 Number of EVTR hauls vs. number of VTR 
hauls Wilcoxon test Z 
Number of EVTR hauls vs. number of observer 
hauls Wilcoxon test Z 
 Number of VTR hauls vs. number of observer 
hauls Wilcoxon test Z 
 Vessel reported species matches observer 
reported species by vessel reporting method McNemar Chi-square 
 VTR number of species vs. EVTR number of 
species vs. dealer number of species Friedman test Chi-square 
 Number of EVTR species vs. number of VTR 
species Wilcoxon test Z 
 Number of EVTR species vs. number of dealer 
species Wilcoxon test Z 
 Number of VTR species vs. number of dealer 
species Wilcoxon test Z 
  Pounds of EVTR species vs. pounds of VTR 
species for all species reported Wilcoxon test Z 
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Table 1. Continued. 
Analysis Comparison Test Statistic 
Reliability of paper vs. 
electronic vessel reports 
Pounds of EVTR species vs. pounds of dealer 
species for all species reported Wilcoxon test Z 
 Pounds of VTR species vs. pounds of dealer 
species for all species reported Wilcoxon test Z 
 Pounds of EVTR species vs. pounds of VTR 
species for species matching across all databases Wilcoxon test Z 
 Pounds of EVTR species vs. pounds of dealer 
species for all species reported for species 
matching across all databases Wilcoxon test Z 
  Pounds of VTR species vs. pounds of dealer 
species for all species reported for species 
matching across all databases Wilcoxon test Z 
Reliability of paper vs. 
electronic dealer reports Dealer port different from VTR port McNemar Chi-square 
 Port matches between VTR and dealer by dealer 
reporting method Chi-square test Chi-square 
 Dealer state different from VTR state McNemar Chi-square 
 State matches between VTR and dealer by dealer 
reporting method Chi-square test Chi-square 
 Dealer port different from VTR port for 1% 
sample McNemar Chi-square 
Port matches between VTR and dealer by dealer 
reporting method for 1% sample Chi-square test Chi-square 
 Dealer state different from VTR state for 1% 
sample McNemar Chi-square 
  State matches between VTR and dealer by dealer 
reporting method for 1% sample Chi-square test Chi-square 41
 
 
Table 1. Continued. 
Analysis Comparison Test Statistic 
Reliability of paper vs. 
electronic dealer reports 
VTR number of port records vs. dealer number of 
port records Wilcoxon test Z 
 Number of ports matches between VTR and 
dealer by dealer reporting method Chi-square test Chi-square 
 VTR number of port records vs. dealer number of 
port records for 1% sample Wilcoxon test Z 
 Number of ports matches between VTR and 
dealer by dealer reporting method for 1% sample Chi-square test Chi-square 
 Dealer gear different from observer gear McNemar Chi-square 
 Gear matches between VTR and dealer by dealer 
reporting method Chi-square test Chi-square 
 Dealer gear class different from VTR gear class McNemar Chi-square 
 Gear class matches between VTR and dealer by 
dealer reporting method Chi-square test Chi-square 
 VTR number of gear records vs. dealer number 
of pgear records Wilcoxon test Z 
 Number of gears matches between VTR and 
dealer by dealer reporting method Chi-square test Chi-square 
 Number of VTR reports that can matched to 
dealer reports by dealer reporting method Chi-square test Chi-square 
  Number of VTR reports that can matched to 
dealer reports by dealer reporting method for a 
1% sample Chi-square test Chi-square 
Timeliness of electronic 
dealer vs. electronic vessel 
reports Lag time for EVTR vs. VTR reports Mann-Whitney Z 
  Lag time for paired EVTR vs. VTR reports Wilcoxon test Z 42
 
 
Table 1. Continued. 
Analysis Comparison Test Statistic 
Timeliness of electronic 
dealer vs. electronic vessel 
reports Lag time for EVTR vs. dealer reports Mann-Whitney Z 
  Lag time for paired EVTR vs. dealer reports Wilcoxon test Z 
Spatial reliability of dealer 
vs. vessel electronic reports 
Dealer area matches observer area vs. EVTR area 
matches observer area Chi-square test Chi-square 
 Area in dealer report matches area in observer 
report McNemar Chi-square 
  Area in EVTR matches area in observer report McNemar Chi-square 
Cost/efficiency Hours for paper reporting by survey method Mann-Whitney Z 
 Payroll for paper reporting by survey method Mann-Whitney Z 
 Other costs for paper reporting by survey method Mann-Whitney Z 
 Hours for electronic reporting by survey method Mann-Whitney Z 
 Payroll for electronic reporting by survey method Mann-Whitney Z 
 Equipment costs for electronic reporting by 
survey method Mann-Whitney Z 
 User friendliness of software by survey method Mann-Whitney Z 
 Reporting frequency by survey method Mann-Whitney Z 
 Software complexity by survey method Mann-Whitney Z 
 Time required to report by survey method Mann-Whitney Z 
 Dealer size by survey method Chi-square test Chi-square 
 Equipment purchased by survey method Chi-square test Chi-square 
 Type of reporting software by survey method Chi-square test Chi-square 
 Internet access type by survey method Chi-square test Chi-square 
 State by survey method Chi-square test Chi-square 
  Distribution of dealers by state for surveys 
received vs. dealers selected for a survey Chi-square test Chi-square 43
 
 
Table 1. Continued. 
Analysis Comparison Test Statistic 
Cost/efficiency Distribution of dealers by size for surveys 
received vs. dealers selected for a survey Chi-square test Chi-square 
 Hours for paper reporting by dealer size Mann-Whitney Z 
 Payroll for paper reporting by dealer size Mann-Whitney Z 
 Other costs for paper reporting by dealer size Mann-Whitney Z 
 Hours for paper reporting by state Kruskal-Wallis Chi-square 
 Payroll for paper reporting by state Kruskal-Wallis Chi-square 
Other costs for paper reporting by state Kruskal-Wallis Chi-square 
 Hours for electronic reporting by dealer size Mann-Whitney Z 
 Payroll for electronic reporting by dealer size Mann-Whitney Z 
 Equipment costs for electronic reporting by 
dealer size Mann-Whitney Z 
 Internet access cost by dealer size Mann-Whitney Z 
 Hours for electronic reporting by state Kruskal-Wallis Chi-square 
 Payroll for electronic reporting by state Kruskal-Wallis Chi-square 
 Equipment costs for electronic reporting by state Kruskal-Wallis Chi-square 
 Internet access cost by state Kruskal-Wallis Chi-square 
 Hours for electronic reporting by reporting 
software Kruskal-Wallis Chi-square 
 Payroll for electronic reporting by reporting 
software Kruskal-Wallis Chi-square 
 Equipment costs for electronic reporting by 
reporting software Kruskal-Wallis Chi-square 
 Internet access cost by reporting software Kruskal-Wallis Chi-square 
 User friendliness of software by dealer size Mann-Whitney Z 
 Reporting frequency by dealer size Mann-Whitney Z 
  Software complexity by dealer size Mann-Whitney Z 44
 
 
Table 1. Continued. 
Analysis Comparison Test Statistic 
Cost/efficiency Time required to report by dealer size Mann-Whitney Z 
 User friendliness of software by reporting 
software Kruskal-Wallis Chi-square 
 Reporting frequency by reporting software Kruskal-Wallis Chi-square 
 Software complexity by reporting software Kruskal-Wallis Chi-square 
 Time required to report by reporting software Kruskal-Wallis Chi-square 
  Hourly wage for paper reporting vs. electronic 
reporting Wilcoxon test Z 
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Figure 4. NMFS NER dealer reporting form (northern species list). 
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Figure 5. NMFS NER vessel trip report form. 
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incorporate multiple independent variables, so it is necessary to run separate test for each 
dependent variable. 
The Kruskal-Wallis is an extension of the Mann-Whitney rank test for an 
independent variable with three or more levels. The Kruskal-Wallis test not only takes 
into account the sums of the ranks within each group, but also the averages. The test 
statistic is:  
H =12/N(N+1)[(Ti)2/ni  ] – 3(N+1) ,      
 
where: 
ni  = the number of observations in the i group (1-k). 
N = the total number of observations across all the i groups (1-k) (n1 + n2 + n3 …..+ nk ). 
Ti = the sum of the ranks ni ranks in each of the i groups (1-k). 
Mi = the mean of the ranks ni ranks in each of the i groups (1-k). 
When each of the i groups has at least 5 observations, then h is distributed 
approximately as a Chi-square distribution for 1-k degrees of freedom. We accept or 
reject H0 based on the values of Chi-square for the given  and degrees of freedom 
(Conover, 1971).  
The Kruskal-Wallis test was used to test for differences in lag time between 
dealer reporting methods and between dealers, and in the dealer cost surveys to test for 
differences in the payroll costs, staff hours and equipment costs across states. 
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2.4.4 Wilcoxon Signed Rank Test 
For pair-wise comparisons of samples with 2 levels of a continuous dependent 
variable, the parametric test is a t-test of related samples, but once again, assumptions 
about normality could not be satisfied. The non-parametric alternative used in this study 
was the Wilcoxon-signed rank test. The Wilcoxon test uses the absolute difference 
between n bivariate random variables (Xi, Yi) to determine if there is a difference in the 
medians between the two treatments, omitting cases where the difference is zero.  The 
difference is defined as: 
|Di| = |(Xi-Yi)|     i = 1, 2….n   
 
The absolute differences are assigned a rank from smallest to largest, with ties assigned 
the average rank. The test statistic is calculated as: 
 
T=Ri/    Ri2        ,           
  
where Ri is the rank assigned to (Xi-Yi) if Di is positive, and the rank assigned to (Xi-Yi) 
if Di is negative. The null hypothesis is that the common median of the Dis is less than or 
equal to zero, with the alternative hypothesis that the common median of the Dis is 
greater than zero, or the common median of the Dis is not zero for the two tailed test. T is 
equivalent to a Z score and significance is calculated from the critical values for Z. For 
this test we assume that the distribution of the Di was symmetric; all Dis were mutually 
independent; the Dis had the same median; and the measurement scales of the Dis is at 
least interval (Conover, 1971). 
n n 
i=1 i=1 
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The Wilcoxon test was used to test for differences between the observer reports 
(NEFOP) and the VTR reports, the NEFOP reports and EVTR reports, and the VTR 
reports and the EVTR reports for number of subtrips within each trip, mesh sizes used 
within each trip and hauls per trip reported by each collection program. The Wilcoxon 
test also was used to compare pounds per species and number of species reported within 
each trip between the dealer reports and the VTR reports, the dealer reports and EVTR 
reports, and the VTR reports and the EVTR reports. Additional comparisons were made 
on the number of gear records per trip between the NEFOP reports and dealer reports and 
the number of port records between the VTR reports and the dealer reports. For the 
comparison of lag time between EVTR and VTR reports across each trip, I also used a 
Wilcoxon test. Within the dealer cost survey data, a Wilcoxon was used to test for 
differences in hourly payroll costs between paper and electronic reporting methods to 
determine if dealers were reporting payroll costs for both methods in current dollars. 
2.4.5 Friedman Test 
For a pair-wise comparison with more than 3 levels in the independent variable, a 
repeated measures ANOVA is typically used. With the normality problems encountered 
in the data used in this analysis, I was forced to find a non-parametric alternative. I used a 
Friedman test of multiple related samples. Within the Friedman test, each Xij (ie. mesh 
size) from block i (ie., trip) are ranked from smallest to largest (1-k). Ranks are then 
assigned to the blocks themselves based on the difference between the largest and 
smallest value in each block (1-b). The difference between the rank within each block i, 
is denoted as R(Xij), and the calculation of the test statistics begins with the equation: 
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A1 = [R(Xij)]2, 
then calculate: 
 
B1 = (1/b)Rj2, 
 
and the test statistic is calculated as: 
 
T1 = (b-1) [B1-bk(k+1)2/4]/A1-B1. 
 
The null hypothesis (treatments have identical effects) is tested comparing the 
statistic against quantiles of the Chi-square distribution with k-1 degrees of freedom.  For 
this test we assume that results in each block do not affect the results in the other blocks 
and within each block, the variables can be ranked (Conover, 1971). The Freidman test 
was used to test for differences between all three programs (NEFOP, VTR, EVTR) for a 
difference in mesh size. 
2.4.6 Chi-square Test 
Several analyses required testing an un-paired binomial categorical response 
variables (0,1; Yes, No; electronic reporting, paper reporting) across two groups. This 
included determining differences in the sampling target reached (Yes, No) between the 
two reporting dealer reporting methods and the quotas that were exceeded between the 
two dealer reporting methods. For these tests, where the samples are not matched, I used 
a Chi-square test of independence. For these tests, the data are used to construct a 
contingency table of the form: 
 
b k 
i=1 j=1 
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  Target reached 
Reporting method No Yes 
Electronic a b 
Paper c d 
 
A Chi-square test of independence on the contingency table is used to infer if the 
response (Yes, No) are independent of the levels of the independent variable.  
 
The test statistic T is computed as: 
 
T = [(Oi – Ei)2/Ei] 
 
where Oi is the observed cell frequency for the ith category, Ei is the expected cell 
frequency for the ith category. For the case of a 2x2 table there is a shortcut for 
computing T: 
T = n(ad – bc)2/(a + c)(b + d)(a + b)(c + d), 
 
which is approximately distributed as a Chi-square random variable with 1 degree of 
freedom. If T exceeds 1-α quantile of a chi-square random variable with 1 degree of 
freedom, the null hypothesis is rejected. Otherwise it is accepted (Conover, 1971). 
This test also was used to test for differences in inaccurate reporting of port or 
gear by dealers compared to NEFOP reports for gear or VTR reports for ports; number of 
VTR reports identified in VTR data and dealer data by dealer reporting method; and 
matches in area reported between the NEFOP reports and electronically reported dealer 
data or electronically reported vessel data. Dealer survey categorical variables including 
i 
k=1 
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internet access method, reporting software type and dealer size were compared across 
survey method using a Chi-square test. 
2.4.7 McNemar Test 
For paired binomial response variables a McNemar test was used to test for 
differences between two levels of an independent variable. The McNemar test is 
applicable when the data are binomial and represent a response (yes, no) before and after 
a treatment (Xi, Yi). I used this test to compare for miss-matches between data collection 
programs (NEFOP, EVTR, VTR, dealer reports) for port, fishing area, gear and species 
composition. In the McNemar test the data are summarized in a contingency table as: 
 
    Yi = 0                     Yi = 1 
 
                    Xi = 0 
 
 
                    Xi = 1 
 
 
 
The test statistic is:  
 
T = (b – c)2/b + c 
 
In the McNemar we assume that each (Xi, Yi) pair is mutually independent, the 
measurement scale has two categories for all Xi and Yi, and the difference in the  (Xi = 
0, Yi = 1)-  (Xi = 1, Yi = 0) is zero for all i, positive for all i or negative for all i. 
In the test our hypotheses are: 
H0:  (Xi = 1) =  (Yi = 1)   for all i. 
H1:  (Xi = 1) ≠  (Yi = 1)   for all i. 
a (the number of pairs 
where Xi = 0 and Yi = 
0) 
b (the number of pairs 
where Xi = 0 and Yi = 
1) 
c (the number of pairs 
where Xi = 1 and Yi = 
0) 
d (the number of pairs 
where Xi = 1 and Yi = 
1) 
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T is distributed as a Chi-square random variable with 1 degree of freedom, so the Ch-
square distribution is used to calculate probabilities (Conover, 1971). 
2.4.8 Logistic Regression 
There were several analyses where I needed to evaluate the influence of several 
independent variables on the response variable, when the response variable was binomial. 
Since this could not be carried out with an ANOVA or alternatively, multiple regression, 
I used logistic regression to analyze the data.  
In multiple linear regression, we assume that X is a fixed variable and that the Y 
values are independent and normally distributed with the variances of the subpopulations 
being equal. The multiple regression equation takes the form:  
yj = iij + j 
 
Where yj is a value from one of the subpopulations of Y, i are the regression 
coefficients, and xij are values of the independent variable Xi  from 1-k for the 
subpopulation  j. j  is a random variable with mean = 0 and variance 2 , the common 
variance of the subpopulation of Y  values. Since yj is a normally distributed variable, the 
right side of the equation can take any value from -∞ to ∞.  
This is not the case with a dichotomous response variable like “yes” or “no”, 
whose expected value is the probability that Y = 1 and  lies between 0 and 1, inclusive.  If 
 = P(Y=1), then /(1-) can take on values between 0 and ∞. The natural logarithm of  
/(1-) can then take on values from -∞ to ∞, as can the right hand of the equation. The 
equation then becomes 
Ln[ /1 – ] = iij + j, 
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which solves to 
 
= exp(iij + j)/1+exp(iij + j), 
 
where [ /1 – ] (probability of success to the probability of failure) is the odds ratio that 
for a change in xi the odds of success increases or decreases (Daniel, 1999). This method 
was used to determine the impact of reporting method on obtaining sampling targets.  
2.4.9 General Linear Mixed Model 
To analyze the influence of time lag on the type of dealer reporting method, I used 
a general linear mixed model (GLMM). Including dealer as a fixed effect in a logistic 
model results in a comparison of each dealer to a reference dealer. This is not what I 
wanted, as I was trying to assess the influence of the lag time on reporting method while 
controlling for the effect of differences between dealers. The analysis I wanted to perform 
included dealer as a block in the research design. The GLMM allows this by treating the 
dealer as a random effect (block). 
Hedeker (2005) describes the GLMM approach with random effects. For a fixed 
effects model there are three specifications necessary for a generalized linear model. The 
first specification is for a linear predictor, ηi, which is of the form 
i = xi

with xi as a vector of regression for unit i with fixed effects β. The second specification is 
a link function g(•), which converts the expected value µi of the outcome variable Yi (i.e., 
µi = E[Yi]) to the linear predictor ηi: 
g(µi) = ηi. 
 
‘ 
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The third specification is the form of the variance in terms of the mean µi. The second 
and third specifications depend on the distribution of Yi, which is assumed to be in the 
exponential family of distributions. Fixed effects models assume that all observations are 
independent of each other, and as such are not appropriate for longitudinal data of the 
type I was analyzing as the data from each dealer may be correlated because each dealer 
may be more or less compliant with reporting regulations.  
The GLMM can incorporate random block effects and fixed effects. If i denotes 
the blocks and j denotes the observations within the block, a random intercepts model 
adds a random component for block i. The expected value of the outcome then becomes 
i = xijI, 
 
where vi represents the random effect of each block on the repeated observations not 
captured by the observed covariates. Including the random effects, the expected value of 
the outcome becomes 
ij = E[Yij|i, xij]. 
 
In the case of a binary distribution the model becomes: 
 
g(µij) = logit(µij)  = log [µij /1 - µij] = ηij, 
 
which also can be written as 
 
(Yij = 1|i, xij) = g-1(ηij) =  ηijexp(1-ηij)]-1. 
 
The GLMM allows the estimation of odds ratios and tests for fixed effects to determine 
the p value for the relationship of the fixed variable on the binary outcome. 
All datasets used for analysis were created in SAS version 8.0 and exported to 
data library. Data analysis was carried out in SPSS version 11.0 for all tests except the 
‘ 
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logistic regression and the GLMM, which had to be carried out in SAS version 8.0 due to 
memory limitations when using extremely large sample size.
 
 
 
CHAPTER 3: Results 
 
3.1 Lag Time 
 
The hypotheses for section 3.1 are: electronic reporting methods will not reduce 
the lag time between the date that fish are landed and the date the data are available to 
analysts; and there is no difference in the lag time between dealer electronic reports and 
vessel electronic reports. I seek to reject these hypotheses based on comparisons of lag 
time reported for dealer electronic reporting versus dealer paper reporting, vessel 
electronic reporting versus vessel paper reporting, and dealer electronic reporting versus 
vessel electronic reporting. 
3.1.1 Lag Time of Dealer Landings Reports 
 
Because the date entered may change in the paper reports, I had to separate those 
reports where the date entered had changed.  The date entered reflects the date the data 
were loaded to the database, and updates may change this date. I calculated the difference 
between the date landed and date received as a variable I could use to separate updated 
data. The date received is the date that paper reports were received at the NMFS office, 
while for electronic reports, the date received is the date the data were entered into the 
SAFIS database. The date received does not reflect the date the data were available for 
analyses in paper reported data, but reflects how long it took dealers to prepare reports 
and get them to NMFS. Port agents would send monthly files to the NEFSC containing 
reports for the previous month. This could take up to a month to complete, so data 
received in the first week of the month may not be received by the NEFSC for up to two 
months. The date received does allow me to separate the date entered for data that were 
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actually reported late from data that may have been updated. I excluded paper reported 
data that had a difference of more than 90 days between the date entered and the date 
received. These data were considered to be updated data and do not reflect the actual lag 
between date landed and date entered. Removal of these data may introduce a regional 
bias, so the resulting data were weighted by an expansion coefficient for each reporting 
method. This was calculated as the original frequency before deletion divided by the 
frequency after deletion for each reporting method. 
The first year after implementation posed problems for dealers and NMFS staff. 
Dealers switched to electronic reporting starting in May of 2004. Dealers had to learn the 
software and staff had to learn how to deal with large amount of data reported daily. 
After nine months the NMFS decided that daily was not required for management, so 
reporting was extended to a weekly requirement. Since the first year was an adjustment 
period and may not represent what can be expected from electronic reporting by dealers 
familiar with the system, data for May 2004 through April 2005 were excluded.   
I also had to account for multiple purchases by dealers. Dealers may occasionally 
make purchases from the same trip on multiple days, although this is rare. As an 
adjustment for this activity, I used the minimum date purchased to determine the 
minimum time lag between when a trip was landed and when the data were available for 
management.  
It was expected that dealer electronic reporting requirements should decrease the 
lag time between the date the trip was landed and the date the data are available for 
management. The timeliness of the data still relies on dealer compliance with reporting 
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regulations. To determine if the reporting compliance has decreased, I computed the 
number of days the reports were delinquent by subtracting the date due from the date 
received.  
As expected, there was a decrease in the lag time after the implementation of 
dealer electronic reporting. The lag time between date of landing (or purchase) and date 
of entry into the landings database had a mean of 84.190 days (±87.962 s.d.) for the time 
period when dealers were reporting by paper. For the period when dealers were reporting 
electronically, there was a mean lag time of 28.210 days (±74.167 s.d.) (Figure 6). The 
medians were 68 days lag time and 4 days lag time respectively (Figure 7). There were 
some extreme values, with over a year between the date landed and date entered, but 
these reports only represented 1.4% of the records, leading me to believe that these may 
be records with erroneous landed dates or were updated. To correct the data for extreme 
values, I eliminated data more than 3 standard deviations from the overall mean of 52.540 
days (±85.101 s.d.). This resulted in the deletion of reports with a lag time over 301 days. 
The number of records deleted was 15,713 records out of the original 654,513 records 
(2.4 percent) in the dataset. The resulting mean was 71.390 days (±28.819 s.d.) for the 
time lag during paper reporting and a mean of 19.14 days (±44.737 s.d.) for electronic 
reporting. The median time lag was 67 days for paper reporting, while the median for 
electronic reporting remained at 4 days (Figure 8). Since the medians remained relatively 
unchanged and medians are less affected by extreme values, the median may be a better 
measure of central tendency for these data. 
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The time lag data were not normally distributed and transformations could not 
resolve the non-normality. The data were left shifted and truncated at zero, representing 
the short time lag for the majority of reports. The time lag may vary by dealer (Figure 9) 
based on staff size and importance placed on reporting requirements by office 
management. I wanted to test for differences in time lag between the reporting methods, 
while controlling for differences in lag time between dealers. I used a Kruskal-Wallis test 
to identify significant differences between dealers and reporting method. The Kruskal-
Wallis is a one way test and cannot incorporate multiple independent variables, so I ran 
separate test for each variable. The results of each test were significant, indicating a 
significant difference between reporting methods (Chi-square  = 172,441.718, p < 0.001) 
and between dealers (Chi-square    = 157,599.023, p < 0.001) (Table 2). The results show 
that lag time is lower for dealer electronic reporting, but there are differences between 
dealers that may influence the decrease in lag time.  
Since I still wanted to know the relationship between reporting method and time 
lag, while controlling for dealer effects, I used a GLMM analysis to determine how time 
lag affects the outcome of reporting period (is increasing time lag associated with paper 
reporting) while controlling for differences between dealers. The model was set up to 
model the effect of increasing lag time on a resulting reporting method of electronic 
reporting (0 = paper reporting, 1 = electronic reporting). For this model, I used lag time 
as a fixed effect, dealer as a block and a random intercept as the random component for 
each block. The intercept of mean lag time vs. reporting method varied greatly across  
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Figure 6. Bar graph of days between landing and entry of data into landings database. 
Thick bar represents the mean, error bars are one standard deviation. 
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Figure 7. Boxplot of days between landing date and date entered (data weighted by 
original distribution). Solid bar is the median, the box includes the 25th percentile to the 
75th percentile, and error bars are upper and lower quartile. 
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Figure 8. Boxplot of days between landing date and date entered (data weighted by 
original distribution) without extremes. Solid bar is the median, the box includes the 25th 
percentile to the 75th percentile, and error bars are upper and lower quartile. 
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dealers, so a random intercept model was necessary to incorporate this effect. The model 
used was: 
i = xijI, 
 
where ηij is the linear predictor;  β is the fixed effect;  νi is the effect of a random 
intercept for each dealer; and xij is the vector of regressors for the lag time for each i 
observation within each j dealer. For a binary model this reduces to:  
(Yij = 1|i, xij) = exp(-ηij)]-1. 
 
The results of the GLMM indicated that the lag time was significant (F = 150,726, p < 
0.001) as a predictor of reporting method (Table 3). The fixed effect model was 
Y = 3.4082 – 0.05787x. 
 
This indicates that increasing lag time results in a lower outcome (0,1), which means that 
increasing lag time is negatively correlated with electronic reporting. The odds ratio  
implies that for an increase in lag time, the odds of an electronic reporting method 
decreased. This indicates that there is a positive relationship between lag time and paper 
reporting.  
Because the data set was so large, I used a 1 percent sample, implemented in 
SPSS, to determine what effect sample size has on the reported significance. The 1 
percent sample had no effect on the significance of the Kruskal-Wallis test for lag time 
between reporting method (Chi-square = 3,386.716, p < 0.001) or dealer (Chi-square = 
2,162.865, p < 0.001). The GLMM results had a slight change in the odds ratio, which 
decreased to 0.936, but expanded the 95 percent confidence limits (0.932-0.939). There  
‘ 
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Table 2. Results of Kruskal-Wallis test for between subject effects for days between 
landings and entry for the independent variables reporting method and dealer. 
Variable df Chi-square Sig.
Reporting method 1 172441.719 < 0.001 (one sided)
Dealer 292 157599.023 < 0.001 (two sided)
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Figure 9. Line graph of mean lag time vs. reporting method for each dealer. Dealer 
identifiers have been removed. 
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Table 3. Statistics table for GLMM solutions and type III tests for fixed effects and odds 
ratio estimates. 
Parameter Estimate
Standard 
error df t value p-value
Intercept 3.4082 0.1494 267 22.81 < 0.001
Time lag 
-
0.05787 0.000149 434,321 -388.200 < 0.001
 
Type III tests 
Parameter df Den df F p-value 
Intercept 1 267 520.08 < 0.001 
Time lag 1 434,321 150,726 < 0.001 
 
Odds ratio 
estimates 
    95.0% bounds 
Parameter 
Odds 
ratio Upper Lower 
Time lag 0.944 0.944 0.943 
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were also slight changes in the parameter estimates for the fixed effects with the intercept 
increasing to 3.987 (SE = 0.356) and the lag time decreasing to -0. 066 (SE = 0.002). P 
values remained unchanged.  
More important for management may be the question: has the lag time in 
delinquent reports changed? Between reporting methods, paper reporting had an overall 
delinquency rate of 48.53 percent, while electronic reporting had a delinquency rate of 
38.19 percent (Figure 10). I analyzed the data for reports that were received after the 
required date received for each reporting method. Of reports that were delinquent, paper 
reporting had a mean delinquency of 23.200 days (±35.845 s.d.) and electronic reporting 
had a mean of 40.680 days (±63.338 s.d.). The medians were 15 and 12 days, 
respectively (Figure 11). There were a greater amount of reports in the upper 50 percent 
of time lag for delinquent reports in the electronic reported data compared to the paper 
reported data. There was a large amount of dispersion, so the medians may be a better 
measure of central tendency. Perhaps the greater number of days delinquent contained in 
the upper 50 percent of the electronically reported data reflects the shorter time frame 
between the end of the reporting week and the date the reports are required to be 
received. It may be that those dealers which consider reporting as a low priority have not 
adjusted the speed of their reporting to meet the new requirements. 
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Figure 10. Proportion of reports that were compliant with reporting requirements vs. reports that were not compliant by 
reporting method.
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Figure 11. Boxplot of days between date received and date due for delinquent reports 
(data weighted by original distribution). Solid bar is the median, the box includes the 25th 
percentile to the 75th percentile, and error bars are upper and lower quartile. 
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3.1.2 Lag Time of Vessel Paper Reports Compared to Electronic Reports 
 
How do the vessel and dealer electronic reports compare in timeliness? I first 
compared the VTR time lag between date landed and date loaded to the database and the 
EVTR time lag between date landed and date loaded to the database. I created a table 
with date landed and date loaded to the database from the VTR database with a date 
landed that was between the date when the EVTR program began loading to the EVTR 
database at the NERO and the last date of EVTR reports that were loaded at regular 
intervals to the database at the NERO (Feb. 5, 2005 – May 31, 2005). This table was then 
appended with the date landed and date loaded from the EVTR database for the same 
time period as the VTR data. The data were then coded for data source (VTR, EVTR) and 
the lag time was calculated for each trip. 
There were 31,696 records in the table, with 31,469 records from the VTR 
database and 227 records from the EVTR database. Over the time period compared, VTR 
reports had a mean lag time of 79.89 days (±99.295 s.d.), while EVTR reports had a 
mean lag time of 21.33 days (±19.299 s.d.). The median lag times were 39.00 and 16.00, 
respectfully (Figure 12). These data were not normally distributed and transformation 
could not resolve the non-normality. Because the data violated the normality assumptions 
of a t-test, I used a Mann-Whitney test to test for significant differences. My null 
hypothesis was there was no difference in the time lag between the two reporting 
methods, while my alterative hypothesis was the EVTR lag time was shorter than for 
VTRs. The Mann-Whitney test was significant (Z = -14.799, p < 0.001) (Table 4), 
indicating that the lag time was shorter (mean difference = 59.560) for the EVTR reports. 
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Because of the large difference in the number of reports in the VTR data vs. the 
EVTR data, I created a table with those VTR and EVTR records that could be matched. 
The records were joined on hull identifier or permit number and either date sailed and 
VTR number or date sailed and date landed. The table was then updated with the date 
landed and load date from each database and the lag time from each database was then 
calculated. 
The lag time was lower for EVTRs compared to VTRs. There were 187 records 
that could be matched between the VTR database and EVTR database. Over the time 
period compared, VTR reports had a mean lag time of 79.89 days (±87.386 s.d.), while 
EVTR reports had a mean lag time of 19.97 days (±16.243 s.d.). The median lag times 
were 45.00 and 17.00, respectfully (Figure 13). The data were not normally distributed 
and transformation could not resolve the non-normality. Because these data violated the 
normality assumptions of a t-test, I used a Wilcoxon signed rank test to test for significant 
differences. My null was that there was no difference in the time lag between the two 
reporting methods, while my alterative hypothesis was that the EVTR lag time was 
shorter than for the VTRs. The Wilcoxon test was significant (Z = -5.11, p < 0.001) 
(Table 5), indicating that the lag time was shorter (mean difference = 59.920) for the 
EVTR reports. 
3.1.3 Lag Time of Dealer Electronic reports Compared to Vessel Electronic Reports 
 
To determine if the study fleet timeliness was comparable with the dealer 
electronic reports, I repeated the above analyses with dealer data instead of VTR data. To 
ensure that the analyses were comparable I used dealer reports that could be linked to  
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Figure 12. Box plot of time lag in days for VTR and EVTR reports. Solid bar is the 
median, the box includes the 25th percentile to the 75th percentile, and error bars are upper 
and lower quartile. 
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Table 4. Table of ranks and Mann-Whitney test results for lag time between EVTR and 
VTR reports. 
 
Dependent variable 
Reporting 
method N Mean Rank Sum of Ranks
Lag time Paper 31,469 15,913.09 500,769,147.22
Electronic 227 6,893.94 1,564,923.48
  Total 31,696   
 
  Lag time
Mann-Whitney U 1,539,045.50
Wilcoxon W 1,564,923.50
Z -14.799
Asymp. Sig. (1-tailed) < 0.001
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Figure 13. Box plot of time lag in days for matched VTR and EVTR reports. Solid bar is 
the median, the box includes the 25th percentile to the 75th percentile, and error bars are 
upper and lower quartile. 
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Table 5. Table of ranks and test results for Wilcoxon signed ranks test of lag time 
between matched EVTR and VTR reports. 
Comparison   N Mean Rank 
Sum of 
Ranks
EVTR lag time - VTR lag 
time 
Negative 
Ranks 146 108.47 15,836.50
Positive 
Ranks 41 42.48 1,741.50
Ties 0
  Total 187    
 
  
EVTR lag 
time - VTR 
lag time 
Z -9.511a
Asymp. Sig. (2-tailed) < 0.001
a Based on positive ranks. 
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VTR trips and only used the dealer and EVTR data that had landing dates between Feb. 
5, 2005 and May 31, 2005. Using the matched VTR-dealer trips developed for the port 
comparison, I joined the date landed and date loaded for each trip. These data were 
updated with all EVTR trips including the date landed and date loaded. The data were 
assigned a variable indicating the data collection program from which it was derived and 
the time lag was calculated for each trip. Those reports that had errors in date landed or 
date loaded fields that resulted in null or negative differences were removed. 
Dealers have a weekly reporting requirement, but vessels can report the day of 
landing, so I expected the vessel reports to have a smaller lag time. There were 4,679 
records in the table, with 4,452 records from the dealer allocation tables and 227 records 
from the EVTR database. Over the time period compared, dealer reports had a mean lag 
time of 20.150 days (±68.081 s.d.), while EVTR reports had a mean lag time of 21.33 
days (±19.299 s.d.). The median lag times were 3.00 and 16.00 days, respectfully (Figure 
14). There were some extreme lag times in the dealer data (max = 527), which may be 
delinquent reports that were submitted to obtain renewals on the dealer permits. Because 
of the large amount of variability in the landings data, the medians may be a better 
measure of central tendency. It appeared as though the dealer had a shorter lag time. 
These data were not normally distributed and transformation could not resolve the 
non-normality, so I used a Mann-Whitney test to test for significant differences. Based on 
medians, my null hypothesis was there was no difference in the time lag between the two 
reporting methods, while my alterative hypothesis was the EVTR lag time was longer 
than for the dealer reports. The Mann-Whitney test was significant (Z = -14.799, p < 
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0.001) (Table 6), with a smaller mean rank for the dealer data, indicating that the lag time 
was longer (mean difference = 59.560) for the EVTR reports. 
There were 116 records that could be matched between the dealer database and 
EVTR database. Over the time period compared, EVTR reports had a mean lag time of 
64.16 days (±141.501 s.d.), while dealer reports had a mean lag time of 15.94 days 
(±11.779 s.d.). The median lag times were 13.50 and 5.00, respectfully (Figure 15). The 
data were not normally distributed and transformation could not resolve the non-
normality. Because the data violated the normality assumptions of a t-test, I used a 
Wilcoxon signed rank test to test for significant differences. My null hypothesis was there 
was no difference in the time lag between the two reporting methods, while my alterative 
hypothesis was the EVTR lag time was longer than for the dealer data. I based the 
hypotheses on medians due to large variability in the lag time for the dealer data (max = 
433). The Wilcoxon test was significant (Z = -2.885, p = 0.002) (Table 7), indicating that 
the lag time was shorter (difference in medians = 8.500) for the dealer reports. 
In summary, the EVTR reports are being uploaded to the database with a shorter 
lag time than the VTR reports. This is true even though the NERO was not loading the 
EVTRs as received, but was loading the EVTRs periodically. However, the dealer data 
were available earlier than the EVTR data. The dealer electronic data was loaded as it 
was submitted, not periodically, resulting in a shorter lag time. Both the dealer electronic 
data and the EVTR had minimum lag times of zero days, indicating that those EVTR 
reports that were received on the day the NERO was executing an EVTR data load may 
be more indicative of the capacity of EVTR data to reduce lag time. Unfortunately, the 
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Figure 14. Box plot of time lag in days for dealer and EVTR reports. Solid bar is the 
median, the box includes the 25th percentile to the 75th percentile, and error bars are upper 
and lower quartile. 
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Table 6. Table of ranks and test results for Mann-Whitney of lag time between dealer and 
EVTR reports. 
Dependent variable 
Reporting 
method N Mean Rank Sum of Ranks
Lag time Dealer 4,452 2,273.6 10,122,054.59
EVTR 227 3,642.31 826,805.49
  Total 4,679    
 
  Lag time
Mann-Whitney U 209,676.50
Wilcoxon W 10,122,054
Z -14.977
Asymp. Sig. (1-tailed) < 0.001
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Figure 15. Box plot of time lag in days for matched dealer and EVTR reports. Solid bar is 
the median, the box includes the 25th percentile to the 75th percentile, and error bars are 
upper and lower quartile. 
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Table 7. Table of ranks and test results for Wilcoxon signed ranks test of lag time 
between matched EVTR and dealer reports. 
Comparison   N Mean Rank 
Sum of 
Ranks
EVTR lag time - Dealer lag 
time 
Negative 
Ranks 31 74.24 2,301.50
Positive 
Ranks 84 52.01 4,368.50
Ties 1
  Total 116    
 
  
EVTR lag 
time - Dealer 
lag time
Z -2.885a
Asymp. Sig. (2-tailed) 0.004
a Based on negative ranks. 
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date the data were received was not recorded in the data, so these data cannot be 
separated according to the date the data were received and date the data were loaded. 
However, it is obvious that both the dealer data and EVTR data have the capacity to be 
submitted the same day as the landing. 
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3.2 Ability of Electronic Reporting to Meet Management Goals and Scientific 
Activities  
My hypotheses for section 3.2 are: electronic reporting methods will not improve 
the ability of managers to monitor quotas; and electronic reporting will not aid samplers 
in reaching fish length sampling targets. I seek to reject these hypotheses based on 
comparisons of the proportion of the quota landed and the proportion of quotas exceeded 
compared by dealer reporting method; and the proportion of fish length sampling targets 
collected and the proportion of fish length sampling targets obtained by dealer reporting 
method. 
3.2.1 Sampling Efficiency 
Dealer electronic reporting should remove the data entry burden from port agents 
and allow them more time for sampling. Additionally, dealer electronic data should be 
available sooner than paper reported data. The decrease in the lag time of dealer data 
availability should allow samplers to utilize dealer data to target ports and dealers for 
sampling to meet fish length sampling targets. The year 2004 was a transition for dealer 
electronic reporting; initial data were highly suspect and late due to software problems 
thereby reducing the usability of the data during the first year. Port agents were asked to 
assist dealers that were having problems adjusting to the new methods. Thus 2004 may 
not reflect the use of these reports by samplers, so data between May 2004 and April 
2005 were dropped from the analyses. 
Sampling targets are set by assessment scientists to collect the number of fish 
lengths that are necessary for stock assessment needs. Targets are set by quarter, species, 
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market category and area fished (Figure 16). Because samplers are shore based, and 
targeting specific gears and areas can be limited by the location in which samplers 
operate, targets are allocated to each region based on the proportion of landings by area 
and gear in that region for the previous year.  Because sampling is opportunistic and 
samplers may not know a priori the gear and area for catches available for sampling, 
analyzing the targets regionally is more indicative of how the samplers attempt to meet 
the targets assigned to them.  
The aim of the analysis was to determine if a greater proportion of sampling 
targets were met after the dealers started using electronic methods to report. The number 
of length samples collected, and length sampling targets for species, market category, 
sampling region, quarter and year, from 2002-2006, were extracted from the biological 
sampling database (http://nova.wh.whoi.edu/bsmdbs/). These data were joined with the 
number of samplers (Steve Link, NMFS, Portland, Maine, personal communication, 
2008) and number of trips landing each species for each sampling region, quarter and 
year extracted from the commercial fisheries database at the NEFSC. Those species and 
market categories without targets were dropped from the analysis.  
Sampling efficiency improved after the implementation of dealer electronic 
reporting: there was an increase in the ability of port samplers to reach the fish length 
targets.  The total proportion of fish length samples taken to the number of fish length 
samples required was 0.729 for the period when dealers were reporting by paper (2002-
2003). For the period when dealers were reporting electronically (2005-2006), the total 
proportion of samples taken to that required was 1.078 (Figure 17). The mean proportion 
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of fish length samples taken to length samples required across region, quarter, species 
and market category was 0.790 (±1.493 s.d.) for 2002-2003, while the mean proportion 
was 1.370 (±2.419 s.d.) for 2005-2006 (Figure 18).  
Hypothesis testing resulted in a significant difference between the two dealer 
reporting methods. The fish length sampling proportion data were not randomly 
distributed and log transformations could not approximate normality. Because normality 
could not be assumed, parametric tests could not be used to test for differences, so I used 
a Mann-Whitney test. My null hypothesis was the median of the proportion of length 
targets sampled during dealer electronic reporting was less than or equal the proportion of 
length targets sampled during dealer paper reporting.  My alternative hypothesis was that 
the proportion of length targets sampled was higher after dealer electronic reporting was 
implemented. The Mann-Whitney test showed a significant difference (Table 8) for the 
proportion of samples to targets (Z= -8.136, p < 0.000) between the two methods. Ranks 
indicated a higher fish length sampling proportion after electronic reporting was 
implemented (Table 9).  
Oversampling was occurring in some species, which indicated that the proportion 
of fish length samples taken to fish length targets may not be an ideal estimate of 
efficiency. Both periods had minimum proportions of zero (i.e., equal), but the samples 
collected during dealer paper reporting had a maximum of 37 times the target, and those 
collected after implementation of dealer electronic reporting had a maximum of 32 times 
the target. The extent of oversampling may be skewing the results high for the samples 
taken after dealer electronic reporting was implemented. To correct for the oversampling 
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of some species, I assigned a dummy value to the proportions to indicate whether the 
sampling target was obtained or not (1=yes, 0 = no). These data were then analyzed to 
determine the proportion of targets obtained. 
The data on the proportion of targets obtained also indicated that sampling 
efficiency had improved after the implementation of dealer electronic reporting. The 
proportion of targets reached before implementation of dealer electronic reporting was 
0.355.  After implementation of dealer electronic reporting the mean proportion of targets 
reached was 0.476 (Figure 19). This indicated that sampling efficiency increased during 
the period after dealer electronic reporting was implemented. However, the number of 
trips landing the species to be sampled, and also the number of samplers available to 
collect samples, might have influenced the ability to achieve sampling targets. As the 
response variable is a categorical variable, I was not able to test for differences 
incorporating the effect of the number of trips and number of samplers on the outcome 
using a 3 way ANOVA or ANCOVA.  
Logistic regression allowed me to model the impact of each variable on the 
success or failure of reaching the sampling target.  My independent variables were 
reporting method, number of trips and number of samplers, while my response variable 
was whether or not the target was obtained (yes, no). The regression model was  
significant (Chi-square = 159.425, p < 0.001) as a predictor of sampling success (reject 
H0: β = 0), and each variable was a significant predictor (Table 10). The resulting 
regression equation was: 
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Figure 16. Chart of statistical areas for southern New England and the Mid-Atlantic from 
NMFS Northeast Region vessel trip report instructions. 
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= exp(j j j)/1+exp(j j 
j). 
 
The probability of reaching the target after the implementation of dealer electronic 
reporting was 0.280 and the probability of reaching the target before dealer electronic 
reporting was 0.172. This indicates that there is an increase of 0.110 in the probability of 
reaching the sampling target with dealer electronic reporting when compared to dealer  
paper reporting. Put another way using the odds ratio, the odds of obtaining the sampling 
target increases by 1.863 for dealer electronic reporting.  
I also analyzed the data for significant effects by dealer reporting method on the 
proportion of the sampling target reached. To determine the effect of dealer reporting 
method, I carried out a Chi-square test of independence on the data structured as a 2x2 
contingency table. The null hypothesis was that the dealer reporting method and 
obtaining sampling targets is independent (the proportion of targets reached is equal for 
both reporting methods), while the alternative was the proportion of targets reached after 
the implementation of dealer electronic reporting was greater than for dealer paper 
reporting.  
There was a significant increase in the proportion of the target reached as a result 
of changing the dealer reporting method. The test resulted in a Chi-square statistic of 
51.587 and a one sided p value of 0.000 (Table 11), indicating that there is a difference in 
the proportion of sampling targets between the dealer reporting methods. As seen in 
Figure 19, there were a greater proportion of targets reached in the period after dealer 
electronic reporting was implemented. 
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I also wanted to determine if number of trips landing species with targets and the 
number of samplers increased after the implementation of dealer electronic reporting. The 
number of trips associated with each target had a mean of 519.370 (±641.598 s.d.) for 
dealer paper reporting and a mean of 523.180 (±936.960 s.d.) for dealer electronic 
reporting. The standard deviation was much higher for dealer electronic reporting, which 
may indicate a few extreme values may be influencing the means. Because of the high 
standard deviation for dealer electronic reporting a median may be a better measure of 
central tendency. The median for dealer paper reporting was higher (312.5) than for 
dealer electronic reporting (231.0) (Figure 20). However, there was one observation in 
2006 that had 16,810 trips for lobster in the quarter, which were 6,000 trips from the next 
lower value. For all other records the largest difference was only 1,000 trips. When this 
value was removed, the mean for dealer electronic reporting was 513.940 (±853.089 s.d.), 
indicating that the mean number of trips per target was lower during dealer electronic 
reporting.  
There was an insignificant difference for the number of samplers between dealer 
reporting methods. There was a mean of 4.34 (±1.439 s.d.) samplers for dealer paper 
reporting, while dealer electronic reporting had a mean of 4.37 (±1.292 s.d.) samplers per 
target (Figure 21). The difference in the number of samplers between each dealer 
reporting method was smaller than the difference between the number of trips, and both 
medians were equal to 4.0 samplers. It appeared that the difference in number of samplers 
was not be significant based on the medians.  
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Figure 17. Target number of samples vs. number of samples taken by dealer reporting 
method. 
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Figure 18. Proportion of target sampled by dealer reporting method. Solid bar is the 
median, the box includes the 25th percentile to the 75th percentile, and error bars are upper 
and lower quartile. 
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Table 8. Test statistics for Mann-Whitney tests for proportion of target sampled. 
 
 Statistic Proportion
Mann-Whitney U 1,240,458
Wilcoxon W 2,620,749
Z -8.136
Asymp. Sig. (1-tailed) < 0.001
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Table 9. Ranks calculated for Mann-Whitney tests for proportion of target sampled. 
 
Dependent variable 
Reporting 
method N
Mean 
Rank
Sum of 
Ranks 
Proportion Paper 1,661 1,577.81 2,620,749.00 
Electronic 1,766 1,842.09 3,253,128.94 
  Total 3,427    
 
 
 
2005-2006
47.6%
52.4%
Reached
Not Reached
2002-2003
35.5%
64.5%
Reached
Not Reached
 
 
 
 
 
 
 
 
 
 
 
 
Figure 19. Proportion of targets reached vs. not reached for the period when dealers were reporting by paper (2002-
2003) and when dealers were reporting electronically (2005-2006).
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Table 10. Statistics table for logistic regression model. 
 
Parameter df N Estimate S.E. Chi-square p-value
Constant 1 3,424 -1.257 0.151 69.582 < 0.001
Reporting method 1 3,424 0.312 0.042 55.760 < 0.001
Number of 
samplers 1 3,424 0.069 0.033 4.488 0.034
Number of trips 1 3,424 0.001 0.000 77.169 < 0.001
 
    95.0% bounds 
Parameter 
Odds 
ratio Upper Lower
Reporting method 1.863 1.583 2.149
Number of 
samplers 1.074 1.005 1.142
Number of trips 1.001 1.000 1.001
Likelihood test of H0: β = 0 = 159.425 with 3 df Chi-sq p-value < 0.001 
 
98 
 
 
 
 
 
 
 
Table 11. Contingency table and results of Chi-square test for dealer reporting method vs. 
proportion of samples reached. 
  Target reached 
Reporting method No Yes 
Electronic 926 840 
Paper 1,072 589 
 
 Statistic Value df 
Asymp.Sig.(2-
sided) 
Exact Sig. 
(2-sided) 
Exact 
Sig. (1-
sided) 
Pearson Chi-square 51.587 1 < 0.001 
Continuity 
correction 51.091 1 < 0.001 
Liklihood ratio 51.778 1 < 0.001 
Fisher's exact test < 0.001 < 0.001
Linear-by-linear 
association 51.572 1 < 0.001 
N of valid cases 3427         
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I wanted to determine if differences between dealer reporting methods for the 
number of trips per target or samplers per target was significant. Neither trips nor 
samplers per target were normally distributed, and natural-log transforms did not 
approximate normality. Because I could not assume normality, I used a Mann-Whitney 
rank test to determine if there was a significant difference. My null hypothesis for trips 
was that the median during dealer paper reporting was lower or equal to the median 
during dealer electronic reporting.  My alternate hypothesis was that the median number 
of trips was higher during dealer paper reporting than for dealer electronic reporting. For  
the test on number of samplers, my null hypothesis was that the median during dealer 
electronic reporting was lower or equal to the median during dealer paper reporting. My 
alternate hypothesis was that the median for dealer paper reporting was lower than for 
dealer electronic reporting. 
Results of the Mann-Whitney tests (Table 12) were significant for both variables 
for a one-sided test. Ranks calculated for the number of trips (Table 13) were higher for 
dealer paper reporting than dealer electronic reporting indicating the number of trips per 
target was higher during dealer paper reporting (Z=-3.906, p < 0.001). The ranks for the 
number of samplers were higher during dealer electronic reporting (Z=-1.787, p < 0.001). 
The mean number of trips per target decreased while the proportion of targets reached 
increased, indicating that the increase in the sampling proportion was not correlated with 
the number of trips. The sampling proportion did increase with an increase in the number 
of samplers.  
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There was an increase in the mean proportion of the target sampled after 
electronic reporting was implemented. The mean proportion of fish length target sampled 
after implementation of electronic reporting was 1.370 (±2.419 s.d.), which may indicate 
that there is some oversampling occurring. For targets with a proportion sampled greater 
than 1.10, I analyzed the number of targets and number of samples collected by region 
during dealer electronic reporting. For those targets, the greatest amount of oversampling 
occurred in the New York/Long Island and Maine/New Hampshire regions (Figure 22). I 
also looked at the mean proportion for each region relative to the other regions and found 
that the New York/Long Island, Maine/New Hampshire, and New Jersey regions had the 
highest mean proportion of target sampled. The top quartile of species included species 
that are landed from New England through the Mid-Atlantic (Figure 23), with Atlantic 
halibut (Hippoglossus hippoglossus) and wolffish (Anarhichas lupus) having the highest 
mean sampling proportions (Figure 24). 
At the regional level, Atlantic halibut, wolffish and cusk (Brosme brosme ) are 
only oversampled in the Maine/New Hampshire and northern Massachusetts regions. The 
high mean sampling proportions for these areas are driven by large amount of 
oversampling for Atlantic halibut and wolffish, although winter flounder 
(Pseudopleuronectes americanus ) is also oversampled at higher rate in northern 
Massachusetts relative to other regions. Scup (Stenotomus chrysops), loligo squid (Loligo 
pealei) and summer flounder (Paralichthys dentatus) are most oversampled in the New 
York/Long Island and New Jersey regions. Anglerfish (Lophius americanus ) is 
oversampled at a higher rate in Maine/New Hampshire, but the highest oversampling rate 
101 
 
 
for angler is in the Rhode Island/Connecticut region (Figure 25). Bluefish (Pomatomus 
saltatrix ) are most oversampled in the New York/Long Island and Maine/New 
Hampshire regions. Although this analysis does not cover all species with a sampling 
proportion greater that 1.10 of the target, it does indicate that there are some species that 
are drawing an inordinate amount of sampling effort that could be used to fill other 
sampling targets. 
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Figure 20. Box plot of number of trips per target vs. reporting method. Solid bar is the 
median, the box includes the 25th percentile to the 75th percentile, and error bars are upper 
and lower quartile. 
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Figure 21. Box plot of number of samplers per target vs. reporting method. Solid bar is 
the median, the box includes the 25th percentile to the 75th percentile, and error bars are 
upper and lower quartile. 
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Table 12. Test statistics for Mann-Whitney tests for trips and number of samplers. 
 
Statistic  # samplers Trips
Mann-Whitney U 1416354 1351220
Wilcoxon W 2796645 2907950
Z -1.787 -3.906
Asymp. Sig. (1-
tailed) 0.037 < 0.001
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Table 13. Ranks calculated in Mann-Whitney tests for trips and number of samplers. 
 
Dependent variable 
Reporting 
method N Mean Rank
Sum of 
Ranks 
# samplers Paper 1661 1683.71 2796645.08 
Electronic 1766 1742.49 3077233.01 
  Total 3427    
Trips Paper 1660 1780.51 2955650.47 
Electronic 1764 1648.50 2907949.48 
  Total 3424    
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Figure 22. Total number of fish length targets and number of length samples taken with a 
proportion sampled greater than 1.10, by sampling region. 
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Figure 23. Proportion of total number of targets sampled by region with a proportion 
sampled greater than 1.10. Proportion is number sampled divided by the target. 
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Figure 24. Proportion of total number of targets sampled by species f or upper quartile  
with a proportion sampled greater than 1.10. Proportion is number sampled divided by 
the target. 
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Figure 25. Mean proportion of target sampled by species and region for upper quartile of 
species with a proportion sampled greater than 1.10.
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3.2.2 Quota Monitoring 
 
I also analyzed how the change in reporting methods has affected quota 
monitoring. During the period when dealers were submitting paper landings reports, 
quotas were monitored with weekly call-in reports for quota monitored species. I first 
analyzed the differences between quota estimates and final landings for the two reporting 
methods. I then analyzed the proportion of quotas that were exceeded between the two 
dealer reporting methods. I extracted the quotas and estimated landings from the final 
reports for the season from the NERO quota monitoring website 
(http://www.nero.noaa.gov/ro/fso/reports/reports_frame.htm), and final landings from the 
commercial fisheries database at the NEFSC for each species, season and quota. Each 
quota was treated as an observation. Those quotas with start or end dates between May 1, 
2004 and April 30, 2005 were removed from the analysis.  
Because there are large differences in the size of the quota for each species, I used 
the proportion of the quota that was landed, instead of the difference between the quota 
and the landings.  I then analyzed the proportions for differences between reporting 
method. The mean proportion of the quota landed during dealer paper reporting was 
0.821 (±0.976 s.d.), while the mean for electronically reported data was 0.771 (±0.397 
s.d.) (Figure 26). The medians were 0.906 and 0.873 respectively (Figure 27). The means 
for the two reporting methods were similar and the standard deviation overlapped. 
Because the sample sizes were small and the data were not normally distributed, I tested 
the two reporting periods for significant differences using a Mann-Whitney test. The 
results of the Mann-Whitney test were not significant (Z= -0.009, p = 0.993) (Table 14). 
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This indicates that landings relative to quotas have not changed since implementing 
dealer electronic reporting.  
So has electronic reporting increased the ability of management to track in-season 
landings? To answer this question, I compared the proportion of estimated landings 
reported in the final quota report to the final landings reported for each quota. The mean 
proportion of in-season reported landings to final landings was 0.832 (±0.033 s.d.) for 
paper reporting, while the mean for electronically reported data was 0.830 (±0.043 s.d.) 
(Figure 28). The medians were 0.929 for paper reporting and 0.965 for electronic 
reporting. A Mann-Whitney test indicated no significant difference between reporting 
methods (Z= -0.358, p = 0.720) (Table 15). This indicates that in-season tracking of 
landings with dealer electronic reports is no better or worse than the call-in system used 
when dealers were reporting landings by paper.  
To test the hypothesis that quotas are exceeded at lower rate during electronic 
reporting compared to paper reported data, I used a Pearson’s Chi-square test on a 2x2 
contingency table with reporting method and quota exceeded (yes or no) as the response 
variable (Figure 29). The results indicated no significant difference between reporting 
methods (Chi-square = 0.597, p = 0.220). This indicated that electronic reporting is no 
better or worse than the call-in system that was previously used. However, using dealer 
electronic reports to estimate in-season landings eliminates the duplicative reporting 
required with a call-in system. 
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Figure 26. Mean proportion of quota landed. Error bars are 1 standard deviation. 
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Figure 27. Box plot of proportion of quota landed by reporting period. Solid bar is the 
median, the box includes the 25th percentile to the 75th percentile, and error bars are upper 
and lower quartile. 
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Figure 28. Box plot of in-season estimated landings as a proportion of dealer reported 
final landings for the quota. Solid bar is the median, the box includes the 25th percentile 
to the 75th percentile, and error bars are upper and lower quartile. 
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Table 14. Ranks and statistics for Mann-Whitney test of reporting method vs. proportion 
of quota landed. 
Dependent variable 
Reporting 
method N
Mean 
Rank
Sum of 
Ranks 
Proportion Paper 72 56.479 4,066.500 
Electronic 40 56.537 2,261.500 
  Total 112    
 
Statistic Proportion
Mann-Whitney U 1,438.500
Wilcoxon W 4,066.500
Z -0.009
Asymp. Sig. (2-
tailed) 0.993
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Table 15. Ranks and statistics for Mann-Whitney test of reporting method vs. proportion 
of last in-season quota report to final landings. 
Dependent variable 
Reporting 
method N
Mean 
Rank
Sum of 
Ranks 
Quota 
report/landings Paper 72 86.361 6,218.000 
Electronic 103 89.146 9,182.000 
  Total 175     
 
 Statistic 
Quota 
report/landings
Mann-Whitney U 3,590.000
Wilcoxon W 6,218.000
Z -0.358
Asymp. Sig. (2-
tailed) 0.720
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Figure 29. Proportion of quotas exceeded and not exceeded by dealer reporting method.
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3.3 Differences in Accuracy between Paper and Electronic Reports 
In section 3.3 my hypothesis is: electronic reporting methods will not improve the 
accuracy of dealer and vessel reports. I seek to reject this hypothesis based on 
comparisons of electronic versus paper reporting methods for trip level variables reported 
by vessels and dealers. I compared the dealer and vessel data to observer collected data 
for trips where these data sets could be matched. Observers undergo training by NMFS 
staff, so they can reliably collect detailed information about a fishing trip including gear 
characteristics; areas fished; port of landing; time spent fishing; species composition; 
pounds kept; and pounds discarded. For these comparisons, observer data serves as the 
benchmark, against  which dealer and vessel reports are compared for accuracy, except 
for landings, where the dealer reports are the benchmark.  
3.3.1 Dealer Reports 
 To examine the reliability of dealer paper versus electronic reports, I compared 
the matching rate between dealer and observer reports for gear, and dealer and VTR 
reports for port of landing. Very few elements that are required in the dealer reports can 
be compared to other reference datasets; however, VTR data should accurately report the 
port of landing as the captain should know at what port he landed. Gear is another 
element that is required to be reported in the dealer data, and should be most reliably 
reported by observers.  Finally, I also compared the number of VTR reports to number of 
dealer reports that could be matched to a VTR report. This should indicate dealer 
compliance with reporting the trip identifier. To ensure that all records from a trip 
reported by dealers were included, I used the dealer allocation tables. 
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3.3.1.1 Dealer Reported Port Comparison 
VTR trips were matched with dealer data from the allocation tables to ensure that 
all dealer records that could be assigned to a VTR report were included in the matching 
routine.  VTR reports were matched to a dealer trip identifier based on hull number or 
permit number;  VTR serial number; and having dealer date landed between the VTR 
date landed and VTR max date sold. The data were coded for dealer reporting method 
(paper, electronic); data from May1, 2004 to April 31, 2005 (transition to electronic 
reporting) were deleted.  
The VTR-dealer matched dataset was joined with the VTR ports and dealer ports 
based on the trip document identifier from the VTR data and the dealer trip identifier 
from dealer reports. I used a merging procedure that included records that matched 
between VTRs and dealer reports and those that did not (dealer didn’t match VTR and 
vice versa). The state of landing was also extracted with the port to allow an analysis of 
the proportion of records matching between databases for the state of landing. This 
matched port table was used to test between dealer reporting methods for differences in 
the port of landing and state reported by the dealer reports compared to VTRs.  
To test for differences in the distribution of port reported by the VTR and dealer 
data, each trip identifier was extracted from the VTR-dealer matched dataset and joined 
to any port in the two databases to develop a column of possible ports for each trip; 
creating a port distribution table.  A variable was inserted for each of the databases 
indicating that the port from the database matched for that trip (yes, no). This was the 
same method used to develop to test for area and gear differences between the vessel 
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reporting methods. A data set to compare differences in state reported by each program 
was also created in the same manner. 
The matching of VTR and dealer data resulted in large datasets. Of the 795,848 
VTR trips, 203,772 could be matched to dealer reports in the matched port table. This 
resulted in 229,968 trip and port records, with 170,062 matched and 59,906 unmatched 
trip and port records. The port distribution table resulted in 450,771 trip records, with 
401,614 VTR trip and port records and 219,480 dealer trip and port records. This 
indicates a great deal of under reporting of ports in the dealer data. Using the port 
distribution table, a McNemar test resulted in a significant difference between the port 
reported by the dealer reports and the port reported on VTRs (Chi-square = 58,140.540, p 
< 0.001) (Table 16). If we just look at the number trip/port records that don’t match 
between the dealer reports and VTRs, 26 percent of the trip/port records did not agree.  
I wanted to know if the difference between dealer and VTR ports has changed 
with reporting method; using the matched port table I analyzed the data by the type of 
reporting method used. There were fewer differences with dealers reporting 
electronically. During paper reporting, 35.4 percent of dealer port records did not match 
VTR port records, but after the implementation of dealer electronic reporting the 
difference dropped to 13.5 percent (Figure 30). A Pearson’s Chi-square test on a 
contingency table of dealer port matches VTR port (yes, no) by reporting method yielded 
a significant difference (Chi-square = 13,997.010, p < 0.001) between reporting methods 
for the proportion of dealer ports that match VTR ports  (Figure 31, Table 17).  
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Although I found significant differences for the port reported by each data 
collection program and port reporting differences for dealer reporting method, I also 
analyzed the data for the state of landing, to determine if the differences may be coming 
from out-of-state purchases that are being reported in the dealers home state instead of 
the landing state. In the state distribution data, there were 293,745 trip/state records that 
matched between the VTRs and dealer reports, and 6,433 trip/state records that did not 
match between the two databases (Figure 32). Although this difference is much less than 
that for the port records, a McNemar test still indicated that this was a significant 
difference between the dealer reports and the VTRs for state reported (Table 18).   
However, there are only 1.5 percent of the trip/state records that don’t match. This 
indicates that the differences in port reported is probably not a result of out of state 
purchases, but may be dealers in the same state reporting their home port instead of the 
nearby landing port. 
I analyzed the data to determine if the difference in the state reported has 
improved with electronic reporting and found that the difference has changed very little, 
going from 1.7 percent to 1.1 percent (Figure 33). A Pearson’s Chi-square test on a 
contingency table of dealer state matches VTR state (yes, no) by reporting method 
yielded a significant difference (Chi-square = 141.623, p < 0.001) (Figure 34, Table 19). 
Analysis of the proportion of trip/state records that match the VTR state indicated  that 
the proportions for Connecticut and Delaware are zero and that North Carolina had a 
proportion that was 0.64 during paper reporting, with an improvement to 1.00 
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Table 16. Contingency table for McNemar test of trip/port agreement between dealer 
reports and VTRs and results of McNemar test. 
  
Dealer report matches 
port 
VTR matches port No Yes
No 0 49,157
Yes 231,291 170,323
 
 Statistic 
VTR port vs. 
dealer port
N 450,771
Chi-Square 58,140.540a
Asymp. Sig. < 0.001
a continuity corrected. 
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Figure 30. Pie chart of percent of trip/port records that matched or did not match between the VTR and dealer reports, 
by dealer reporting method. 123
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Figure 31. Number of trip/port records that could be matched or could not be matched, by 
dealer reporting method. 
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Table 17.  Contingency table and Chi-square test results for difference between 
misreporting of port by dealer reporting method. 
  
Port match between VTR 
and dealer reports 
Reporting method No Yes 
Electronic 13,309 85,077 
Paper 46,597 84,985 
 
  Value df 
Asymp.Sig.(2-
sided) 
Exact 
Sig. (2-
sided) 
Exact 
Sig. (1-
sided) 
Pearson Chi-square 13,997.010b 1 < 0.001 
Continuity correctiona 13,995.872 1 < 0.001 
Liklihood ratio 14,782.230 1 < 0.001 
Fisher's exact test < 0.001 < 0.001 
Linear-by-linear 
association 13,996.947 1 < 0.001 
N of valid cases 229,968         
a Computed only for a 2x2 table. 
b 0 cells (.0%) have expected count less than 5. The minimum expected count is 
25629.27. 
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during electronic reporting. Most other states had a slight improvement, while Rhode 
Island and New Hampshire had a slight decrease in the proportion matching. So, it 
appears as though the major difference between the two reporting methods is North 
Carolina, Connecticut and Delaware landings reported in other states, though North 
Carolina, Rhode Island and Delaware combined only represent 0.3 percent of the records 
during paper reporting and 1.5 percent of the records during electronic reporting. 
Because the large sample sizes (> 100,000 records) may be influencing the 
statistics, resulting in significant differences for relatively small differences, I carried out 
the tests on a random sample of 1 percent of the records. I took a 1 percent random 
sample, implemented in SPSS, which resulted in a significant difference in the port 
composition for VTRs and dealer reports (Chi-square = 1,309.381, p < 0.001) (Table 20). 
There was also little change in the proportion of records matching between dealer and 
VTR reports by dealer reporting method (Figure 35) and the Chi-square test was still 
significant with no change in the p value (Chi-square = 158.418, p < 0.001) (Table 21). 
This seems to indicate that these differences are real and were not simply the result of a 
huge sample size. 
Although there were no changes in significance for the reported port differences, 
there were changes for the state differences. The comparison of state reported between 
VTR and dealer reported trips showed a decrease in the level of significance, although it 
was still significant (Chi-square = 5.357, p = 0.021) (Table 22). The differences reported  
between VTR and dealer reports increased slightly in both the paper reported and 
electronically reported dealer reports (Figure 36). However, the comparison of 
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differences between dealer electronic reporting and dealer paper reporting resulted in no 
significant difference (Chi-square = 1.793, p = 0.091) (Table 23). This indicates that the 
significance found when analyzing all the state data may be influenced by the sample 
size, but for a random sample the difference between the two reporting methods is not 
significant for the difference in state reported. 
As a final comparison of the port reported by dealers and the port report by VTR 
reports, I analyzed the number of ports reported by each data collection system within 
each matched trip. Using the VTR-dealer matched trip dataset, each trip was joined with 
the number of distinct port records for each trip from the VTR database and the dealer 
allocation tables. The VTR data were joined with a count of the distinct port records for 
each VTR trip by VTR document identifier and joined to a count of distinct port records 
from the dealer allocation tables based on dealer trip identifier. A total of 198,943 
matched trip records were created with a column for number of port records from the 
VTR data and a column with the number of port records from the dealer allocation tables.  
The data resulted in a mean number of ports per trip of 1.000 (±0.000 s.d.) for VTR 
reports (all VTRs reported one port) and 1.160 (±0.392 s.d.) for dealer reports (Figure 
37).  Because the data were not normally distributed and could not be transformed to 
approximate normality, I used a Wilcoxon signed rank test to test for significant 
differences in the number of port records from each database.  The number of ports 
reported by dealers was significantly higher than the ports reported in the VTR data (Z = 
1138.438, p < 0.001) (Table 24). This indicates that multiple dealers are reporting 
different ports for the same trip. 
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Figure 32. Number of trip/state records reported by each data collection program. 
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Table 18. Contingency table for McNemar test of trip/state agreement between dealer 
reports and VTRs and results of McNemar test. 
 
  
Dealer report matches 
state 
VTR matches state No Yes
No 0 2,508
Yes 1,977 197,481
 
 Statistic 
VTR state 
vs. dealer 
state
N 201,966
Chi-Square 62.631a
Asymp. Sig. < 0.001
a continuity corrected. 
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Figure 33. Pie chart of percent of trip/state records that matched or did not match between the VTR and dealer reports, by 
dealer reporting method.
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Figure 34. Number of trip/state records that could be matched or could not be matched, 
by dealer reporting method. 
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Table 19.  Contingency table and Chi-square test results for difference between 
misreporting of state by dealer reporting method. 
  
State match between 
VTR and dealer reports 
Reporting method No Yes 
Electronic 1,090 97,296 
Paper 2,247 129,335 
 
 Statistic Value df 
Asymp.Sig.(2-
sided) 
Exact 
Sig. (2-
sided) 
Exact 
Sig. (1-
sided) 
Pearson Chi-square 141.623b 1 < 0.001 
Continuity correctiona 141.204 1 < 0.001 
Liklihood ratio 145.550 1 < 0.001 
Fisher's exact test < 0.001 < 0.001 
Linear-by-linear 
association 141.622 1 < 0.001 
N of valid cases 229,968         
a computed only for a 2x2 table. 
b 0 cells (.0%) have expected count less than 5. The minimum expected count is 1427.65. 
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Table 20. Contingency table for McNemar test of trip/port agreement between dealer 
reports and VTRs for a 1 percent sample of records and results of McNemar test. 
  
Dealer report matches 
port 
VTR matches port No Yes
No 0 453
Yes 2,380 1,741
 
 Statistic 
VTR port vs. 
dealer port
N 4,575
Chi-Square 1,309.381a
Asymp. Sig. < 0.001
a continuity corrected. 
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Figure 35. Pie chart of percent of trip/port records that matched or did not match between the VTR and dealer reports, 
by dealer reporting method, for a 1 percent sample of port records. 134
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Table 21. Contingency table and Chi-square test results for difference between 
misreporting of port by dealer reporting method, for a 1 percent sample of port records. 
  
Port match between VTR 
and dealer reports 
Reporting method No Yes 
Electronic 128 799 
Paper 495 800 
 
Statistic  Value df 
Asymp.Sig.(2-
sided) 
Exact 
Sig. (2-
sided) 
Exact 
Sig. (1-
sided) 
Pearson Chi-square 159.626b 1 < 0.001 
Continuity correctiona 158.418 1 < 0.001 
Liklihood ratio 169.620 1 < 0.001 
Fisher's exact test < 0.001 < 0.001 
Linear-by-linear 
association 159.554 1 < 0.001 
N of valid cases 2,222         
a computed only for a 2x2 table. 
b 0 cells (.0%) have expected count less than 5. The minimum expected count is 259.91. 
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To determine if this has changed with the transition to dealer electronic reporting, 
I analyzed the data by dealer reporting method.  The mean number of ports reported per 
trip remained 1.000 for VTR reports for both paper and electronic dealer reporting, but 
the dealer reports had mean of 1.29 (±0.495 s.d.) ports per trip for dealer paper reporting, 
while dealer electronic reporting had a mean of 1.02 (±0.139 s.d.) ports per trip (Figure 
38). I inserted a variable into the data to designate matching in the number of ports per 
trip in both databases (yes, no). This resulted in 72.9 percent matching records between 
VTRs and dealer reports during dealer paper reporting, but this improved to 98.4 percent 
with dealer electronic reporting (Figure 39).  I used a Chi-square test to determine if there 
was a significant difference in the matching of records between the two databases for the 
dealer reporting method. The Chi-square test was significant for a difference in the 
matching of records between the dealer and VTR data for dealer reporting method (Chi-
square = 25874.56, p < 0.001) (Table 25). This indicates, as was found for the agreement 
between ports, the accuracy of the dealer data has increased for the number of ports after 
the implementation of electronic reporting. 
Once again I took a random sample of 1 percent of the records to examine the 
effect of this large sample size on the significance of the statistical tests I used. The 
results of the Wilcoxon test between the number of ports for VTR reports and dealer 
reports was significant as before (Z = - 16.420, p < 0.001) (Table 26), while the Chi- 
square test for a difference in the agreement among the VTR and dealer ports between 
dealer reporting methods also was still significant (Chi-square = 237.602, p < 0.001). 
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Table 22. Contingency table for McNemar test of trip/state agreement between dealer 
reports and VTRs for a 1 percent sample of records and results of McNemar test. 
  
Dealer report matches 
state 
VTR matches state No Yes
No 0 29
Yes 13 1,884
 
Statistic 
VTR state vs. 
dealer state
N 1,926
Chi-Square 5.357
Asymp. Sig. 0.021
a continuity corrected 
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Figure 36. Pie chart of percent of trip/state records that matched or did not match between the VTR and dealer reports, by 
dealer reporting method, for a 1 percent sample of state records.
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Table 23. Contingency table and Chi-square test results for difference between 
misreporting of state by dealer reporting method, for a 1 percent sample of state records. 
  
State match between 
VTR and dealer reports 
Reporting method No Yes 
Electronic 15 912 
Paper 33 1,262 
 
 Statistic Value df 
Asymp.Sig.(2-
sided) 
Exact 
Sig. (2-
sided) 
Exact 
Sig. (1-
sided) 
Pearson Chi-square 2.212b 1 0.137 
Continuity correctiona 1.793 1 0.181 
Liklihood ratio 2.283 1 0.131 
Fisher's exact test 0.142 0.089 
Linear-by-linear 
association 2.211 1 0.137 
N of valid cases 2,222         
a computed only for a 2x2 table. 
b 0 cells (.0%) have expected count less than 5. The minimum expected count is 20.03. 
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Figure 37. Mean number of port records per trip +/- 1 standard deviation, by data 
collection program. 
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Table 24. Table of ranks and results of Wilcoxon signed rank test for number of port 
records per trip between dealer records and VTRs. 
Comparison   N
Mean 
Rank
Sum of 
Ranks 
Dealer ports-VTRports 
Negative 
Ranks 0 0.00 0.00 
Positive 
Ranks 20,379 10,190.87 207,679.00 
Ties 118,753
  Total 139,132     
 
 Statistic 
Dealer ports-
VTR ports
Z -138.438a
Asymp. Sig. (2-tailed) < 0.001
a based on positive ranks. 
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Figure 38. Mean number of port records per trip +/- 1 standard deviation, by data 
collection program and dealer reporting method.
 
 
Paper reporting
72.9%
27.1%
Matched
Unmatched
Electronic reporting
98.4%
1.6%
Matched
Unmatched
 
 
 
 
 
 
Figure 39. Pie chart of percent of trip records that had matching number of port records between the VTR and dealer 
reports, by dealer reporting method.
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Table 25. Contingency table and Chi-square test results for difference between 
misreporting of number of ports by dealer reporting method. 
  
State match between VTR and 
dealer reports 
Reporting method No Yes 
Electronic 1,521 95,345 
Paper 27,661 74,416 
 
 Statistic Value df
Asymp.Sig.
(2-sided) 
Exact 
Sig. (2-
sided) 
Exact 
Sig. (1-
sided) 
Pearson Chi-square 25,876.600b 1 < 0.001 
Continuity correctiona 25,874.560 1 < 0.001 
Liklihood ratio 30,957.210 1 < 0.001 
Fisher's exact test < 0.001 < 0.001 
Linear-by-linear 
association 25,876.470 1 < 0.001 
N of valid cases 198,943         
a computed only for a 2x2 table. 
b 0 cells (.0%) have expected count less than 5. The minimum expected count is 
14,208.81. 
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Table 26. Table of ranks and results of Wilcoxon signed rank test for number of port 
records per trip between dealer records and VTRs, for a 1 percent sample of records. 
Comparison   N
Mean 
Rank 
Sum of 
Ranks
Dealer ports-VTRports Negative Ranks 0 0.00 0.00
Positive Ranks 278 139.50 38,781.00
Ties 1,662
  Total 1,940     
 
 Statistic 
Dealer ports-
VTR ports
Z -16.420a
Asymp. Sig. (2-tailed) < 0.001
a based on positive ranks 
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Table 27. Contingency table and Chi-square test results for difference between 
misreporting of number of ports by dealer reporting method, for a 1 percent sample of 
records. 
  
State match between VTR and 
dealer reports 
Reporting method No Yes 
Electronic 17 935 
Paper 261 727 
 
 Statistic Value df 
Asymp.Sig.
(2-sided) 
Exact 
Sig. (2-
sided) 
Exact 
Sig. (1-
sided) 
Pearson Chi-square 239.604b 1 < 0.001 
Continuity correctiona 237.602 1 < 0.001 
Liklihood ratio 282.873 1 < 0.001 
Fisher's exact test < 0.001 < 0.001 
Linear-by-linear 
association 239.481 1 < 0.001 
N of valid cases 1,940         
a computed only for a 2x2 table. 
b 0 cells (.0%) have expected count less than 5. The minimum expected count is 136.42. 
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This indicates that the tests are accurately representing the trends in the data (Table 27). 
3.3.1.2 Dealer Reported Gear Comparison 
To link the observer reported gear to the dealer reported gear I first had to develop 
a linked dataset that used a VTR serial number in the linking. Because the VTR serial 
number may not be collected and permit number is not reported in the observer data, but 
is used to link trips in dealer allocation tables, I first had to link observer data to VTR 
data to obtain a VTR serial number and permit number. Observer reports were linked to 
VTR reports based on hull identifier, date sailed and VTR serial number or date landed. 
9,663 observer trips could be linked with VTR trips (72.9 percent). Trips that could not 
be linked may be due to missing VTR reports, keypunch errors in hull number or date 
sailed or landed in either database. The VTR updated observer data were linked with the 
dealer allocation tables based on hull identifier or permit number and VTR serial number. 
5,015 trip records were matched between the observer data and dealer allocation tables.  
Observer gears were then joined to the matched dataset by observer trip identifier 
and dealer reported gear by the dealer trip identifier. I used an outer join to include 
records that matched between the observer and dealer reports and those that did not 
(dealer didn’t match observer and vice versa), creating a matched gear table. This data set 
was used to test between dealer reporting methods for differences in the gear and gear 
class reported by the dealer reports compared to the observer reports. Gear class is a less 
descriptive category for each gear (i.e., bottom trawl instead of fish bottom trawl). This 
was the same method used to join dealer and VTR ports.  
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To test for differences in the gear reported by each program, I used the matched 
data set, joined to each gear reported for each trip from either data collection program, 
creating a port distribution table. Matches for gear in each database (yes, no) were 
inserted as response variables. A data set to compare differences in gear class reported by 
each program was also created in the same way. 
There were 5,365 individual trip/gear records resulting from the outer join of the 
observer and dealer data. Of those, 4,454 records were matches while 911 did not match 
for gear. For gear class there were 4,551 records that matched while 814 did not. The 
largest differences between the observer data and dealer data seemed to be an under-
reporting of drift gill net and over reporting of set gill net and fish bottom trawl in the 
dealer data (Figure 40). There was difference of 17.0 percent of the trip/gear records 
between the dealer and observer data. I used a McNemar test to test for significant 
differences between the gear reported by the observer program and the dealer reports in 
the gear distribution table. The results indicated that the distribution of gear reported by 
each program was significantly different (Chi-square = 126.290, p < 0.001) (Table 28).  
A comparison of the difference between dealer and observer ports in the matched 
port table indicates that the difference has decreased with the implementation of 
electronic reporting, going from 25.2 percent to 11.1 percent (Figure 41). I used a Chi-
square test on a 2x2 contingency table to test for significant between the two dealer 
reporting methods and found that the difference was significant (Chi-square = 182.722, p 
< 0.001) (Table 29). The differences in gear reported by the dealer reports have decreased 
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after the implementation of electronic reporting, perhaps indicating better quality in the 
reporting of the gear used.  
Of the 5,365 individual trip/gear records resulting from the outer join of the 
observer and dealer data, there were 4,551 gear class records that matched while 814 did 
not. The largest differences between the observer data and dealer data were still an under-
reporting of drift gill net and over reporting of set gill net and bottom trawl in the dealer 
data (Figure 42). There was a difference of 15.2 percent of trip/gear class records 
between the dealer and observer data, slightly better than for the gear comparison. I used 
a McNemar test to test for significant differences between the gear class reported by the 
observer program and the dealer reports. The results indicated that the composition of 
gear class reported by each program was significantly different (Chi-square = 141.841, p 
< 0.001) (Table 30). This indicates that dealers were under-reporting the number of gear 
classes used by vessels. 
A comparison of the differences between the two dealer reporting methods 
indicates that the differences in gear class reported by the dealers and the observers has 
decreased with the implementation of electronic reporting, going from 24.4 percent to 8.5 
percent (Figure 43). I used a Chi-square test on a 2x2 contingency table to test for 
significant differences between the two dealer reporting methods and found that the 
difference was significant (Chi-square = 255.143, p < 0.001) (Table 31). The differences 
in gear class reported by the dealer reports and VTR reports have decreased after the 
implementation of electronic reporting, indicating that the differences don’t just reflect 
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variation in reporting for a given gear, say reporting crab trawl for fish trawl, but reflect 
larger differences in gear types reported.  
As a final comparison of gear reported by dealers and gear reported by observer 
reports, I analyzed the number of gears reported by each data collection system within 
each matched trip. Using the observer and dealer matched trip dataset, each trip was 
joined with the number of different gear records for each trip from the observer database 
and the dealer allocation tables. The observer data were joined with a count of the distinct 
gear records for each observer trip by observer effort identifier and joined to a count of 
distinct gear records from the dealer allocation tables based on dealer trip identifier. 
A total of 4,858 matched trip records were created, with a column for the number 
of gear records from the observer data and a column with the number of gear records 
from the dealer allocation tables.  The analysis resulted in a mean number of gears per 
trip of 1.010 (±0.081 s.d.) for observer reports and 1.100 (±0.317 s.d.) for dealer reports 
(Figure 44).  Because the data were not normally distributed and could not be 
transformed to approximate normality, I used a Wilcoxon signed rank test to test for 
significant differences in the number of gear records from each database.  The number of 
gears reported by dealers were significantly higher than the gears reported in the observer 
data (Z = -18.333, p < 0.001) (Table 32). This indicates that multiple dealers are reporting 
different gears for the same trip. 
To determine if this has changed with the transition to dealer electronic reporting, 
I analyzed the data by dealer reporting method.  The mean number of gears reported per  
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Figure 40. Number of trip/gear records reported by observer and dealer reports from trips 
that could be matched between the two databases. Confidential data has been removed. 
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Table 28. Contingency table for McNemar test of trip/gear agreement between dealer 
reports and observer reports and results of McNemar test. 
  Dealer report matches gear 
Observer report 
matches gear No Yes
No 0 845
Yes 441 4,454
 
 Statistic 
VTR gear vs. 
dealer gear
N 5,740
Chi-Square 126.290a
Asymp. Sig. < 0.001
a continuity corrected. 
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Figure 41. Pie chart of percent of trip/gear records that matched or did not match between the observer reports and dealer reports, by 
dealer reporting method.
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Table 29. Contingency table and Chi-square test results for difference between 
misreporting of gear by dealer reporting method. 
  
Gear match between VTR and 
dealer reports 
Reporting method No Yes 
Electronic 345 2,770 
Paper 566 1,684 
 
Statistic Value df 
Asymp.Sig.
(2-sided) 
Exact 
Sig. (2-
sided) 
Exact 
Sig. (1-
sided) 
Pearson Chi-square 183.719b 1 < 0.001 
Continuity correctiona 182.722 1 < 0.001 
Liklihood ratio 181.559 1 < 0.001 
Fisher's exact test < 0.001 < 0.001 
Linear-by-linear 
association 183.685 1 < 0.001 
N of valid cases 5,365         
a computed only for a 2x2 table. 
b 0 cells (.0%) have expected count less than 5. The minimum expected count is 382.06. 
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trip for observer reports was 1.000 (±0.067 s.d.) for paper and 1.010 (±0.088 s.d.) for 
electronic dealer reporting. Dealer reports using paper reporting had mean of 1.26 
(±0.480 s.d.) gears per trip, while dealer electronic reports had a mean of 1.000 (±0.036 
s.d.) gears per trip (Figure 45). I inserted a variable into the data to designate agreement 
in the number of gears per trip in both databases (yes, no). This resulted in 75.3 percent 
matching of trip records between VTRs and dealer reports during dealer paper reporting, 
but this improved to 99.2 percent with dealer electronic reporting (Figure 46).  I used a 
Chi-square test to determine if there was a significant difference in agreement between 
the two databases for dealer reporting method. The Chi-square test revealed that there 
were significantly more matches between the VTR and dealer reports after the 
implementation of electronic reporting(Chi-square = 743.427, p < 0.001) (Table 33). This 
indicates that, as was found for the agreement between gears, the accuracy in the number 
of gears reported in the dealer data has increased after the implementation of dealer 
electronic reporting. 
3.3.1.3 Matching of VTR Records to Dealer Records 
As a final measure of a change in accuracy between the two dealer reporting 
methods, I compared the number of VTR trips reported to the VTR program vs. the 
number that could be matched to dealer records in the dealer allocation tables. I used the 
method used to create the matched VTR and dealer trip dataset. Ideally one would 
believe that the trip identifier (VTR number) required in the dealer reports would be 
reported with more frequency, because there exists a field for this variable in the dealer 
report program, while it was expected to be written in on the dealer paper reporting form. 
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Figure 42. Number of trip/gear class records reported by observer and dealer reports from 
trips that could be matched between the two databases. Confidential data has been 
removed. 
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Table 30. Contingency table for McNemar test of trip/gear class agreement between 
dealer reports and observer reports and results of McNemar test. 
Dealer report matches gear class
Observer report 
matches gear class No Yes
No 0 748
Yes 352 4,540
 
 Statistic 
Observer gear class vs. 
dealer gear class
N 5,640
Chi-Square 141.841a
Asymp. Sig. < 0.001
a continuity corrected. 
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Figure 43. Pie chart of percent of trip/gear class records that matched or did not match between the observer 
reports and dealer reports, by dealer reporting method. 158
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Table 31. Contingency table and Chi-square test results for difference between 
misreporting of gear class by dealer reporting method. 
  
Gear class match between 
observer and dealer reports
Reporting method No Yes 
Electronic 265 2,850 
Paper 549 1,701 
 
 Statistic Value df 
Asymp.Sig.
(2-sided) 
Exact 
Sig. (2-
sided) 
Exact 
Sig. (1-
sided) 
Pearson Chi-square 265.377b 1 < 0.001 
Continuity correctiona 255.143 1 < 0.001 
Liklihood ratio 254.380 1 < 0.001 
Fisher's exact test < 0.001 < 0.001 
Linear-by-linear 
association 256.329 1 < 0.001 
N of valid cases 5,365         
a Computed only for a 2x2 table. 
b 0 cells (.0%) have expected count less than 5. The minimum expected count is 341.38. 
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Figure 44. Mean number of gear records per trip +/- 1 standard deviation, by data 
collection program. 
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Table 32. Table of ranks and results of Wilcoxon signed rank test for number of gear 
records per trip between dealer records and VTRs. 
Comparison   N
Mean 
Rank 
Sum of 
Ranks
Dealer gears-observer 
gears Negative Ranks 30 0.00 0.00
Positive Ranks 433 139.50 38,781.00
Ties 4,395
  Total 4,858     
 
Statistic 
Dealer ports-
VTR ports 
Z -18.333a
Asymp. Sig. (2-tailed) < 0.001
a based on negative ranks 
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Figure 45. Mean number of gear records per trip +/- 1 standard deviation, by data 
collection program and dealer reporting method.
 
 
Paper reporting
75.3%
24.7%
Matched
Unmatched
Electronic reporting
99.2%
.8%
Matched
Unmatched
 
 
 
 
 
 
Figure 46. Pie chart of percent of trip records that had matching number of gear records between the VTR and dealer reports, 
by dealer reporting method. 163
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Table 33. Contingency table and Chi-square test results for difference between 
misreporting of number of gears by dealer reporting method. 
  
Gears match between observer 
and dealer reports 
Reporting method No Yes 
Electronic 25 3,061 
Paper 438 1,334 
 
 Statistic Value df
Asymp.Sig.
(2-sided) 
Exact 
Sig. (2-
sided) 
Exact 
Sig. (1-
sided) 
Pearson Chi-square 746.197b 1 < 0.001 
Continuity correctiona 743.427 1 < 0.001 
Liklihood ratio 784.668 1 < 0.001 
Fisher's exact test < 0.001 < 0.001 
Linear-by-linear 
association 746.044 1 < 0.001 
N of valid cases 4,858         
a computed only for a 2x2 table. 
b 0 cells (.0%) have expected count less than 5. The minimum expected count is 168.88. 
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Distinct document identifier and hull number were extracted from the VTR database and 
were coded as VTR trips. This table was then updated with the document identifier and 
hull number extracted from the VTR-dealer matched dataset, which were coded as dealer 
trips. The table was then coded for dealer reporting method.  
There were 630,005 trip reports extracted from the VTR database and 199,321 
trips extracted from matched VTR-landings dataset. This represents an overall matching 
rate of 24 percent. A total of 333,611 VTR trips and 102,323 dealer trips were from the 
period when paper was used for dealer reporting and 296,394 VTR trips and 96,998 
dealer trips represented the period after implementation of dealer electronic reporting 
(Figure 47). This only amounts to a two percent difference in matching rate, with a 
greater matching rate in the electronically reported data (Figure 48). I used a Pearson’s 
Chi-square test of independent samples to determine if this represented a significant 
difference. The Chi-square test was significant. Indicating a larger proportion of trips can 
be matched in the electronic reported data compared to the paper reported data (Table 
34). 
The quality control of the VTR serial number has yet to be implemented, which 
may explain the fact that we are only seeing a two percent increase in the ability to match 
dealer trips to VTRs. However, an increase in the ability to match trips between databases 
does indicate that at least having the field in the report form has yielded a greater 
proportion of reports with that variable included. 
Once again I had a large sample size when analyzing data from the landings 
tables, so I took a one percent random sample and reanalyzed the data. The distribution of 
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the data looked similar to that obtained for whole dataset (Figure 49). However, there was 
no significant difference in the ability to match VTR trips to dealer trips (Chi-square = 
1.107, p = 0.293) (Table 35). There may be a high amount of variance, which has less 
impact on the significance of the test when a large sample size is used. Perhaps this 
indicates that electronic reporting has not increased the ability to match trips between the 
VTR and dealer database. 
3.3.2 Vessel reports 
 
Although Palmer et al. (2007) made comparisons across the VTR and NEFOP 
databases and the EVTR and NEFOP databases, pair-wise comparisons were not made 
across all three databases. The electronic reporting study fleet submitted electronic vessel 
trip reports (EVTRs) to the NEFSC, while still submitting VTRs to the NERO. This 
allowed me to carry out pair wise comparisons of error rate between the two vessel 
reporting methods and observer (NEFOP) reports for data on effort. I compared the 
vessel reports to dealer reports for landings data. All EVTR data were extracted from the 
SFLEET database. Data collected using the Thistle VMS units were excluded from these 
analyses because of errors in the recording of data using these units. In order to protect 
vessel confidentiality, vessels fishing lobster pots during the course of the Study Fleet 
program were excluded because there were fewer than three vessels using this gear. The 
times series available for each vessel was dependent on when a vessel entered the Study 
Fleet Pilot Program. The time series for an individual vessel started when the vessel 
sailed on the first trip reported in the Study Fleet database. The first recorded  
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Figure 47. Number of trips reported through the VTR program and those dealer reports 
that could be matched to a VTR by dealer reporting method.
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Figure 48. Pie chart of proportion of VTR trips that could be matched to dealer trip reports.
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Table 34. Contingency table and Chi-square test results for difference in number of VTR 
trips and dealer trips that could be linked, by dealer reporting method. 
  Data source 
Dealer reporting 
method VTR Dealer 
Electronic 296,394 96,998
Paper 333,611 102,323
 
 Statistic Value df 
Asymp.Sig.(2-
sided) 
Exact 
Sig. (2-
sided) 
Exact 
Sig. (1-
sided) 
Pearson Chi-square 158.961b 1 < 0.001 
Continuity correctiona 158.896 1 < 0.001 
Liklihood ratio 158.882 1 < 0.001 
Fisher's exact test < 0.001 < 0.001 
Linear-by-linear 
association 158.961 1 < 0.001 
N of valid cases 829,326         
a Computed only for a 2x2 table. 
b 0 cells (.0%) have expected count less than 5. The minimum expected count is 341.38. 
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Figure 49. Number of trips reported through the VTR program and those dealer reports 
that could be matched to a VTR by dealer reporting method, for a 1 percent sample of 
original data.
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Table 35. Contingency table and Chi-square test results for difference in number of VTR 
trips and dealer trips that could be linked, by dealer reporting method, for a 1 percent 
sample of original data. 
  Data source 
Dealer reporting 
method VTR Dealer 
Electronic 2,893 920
Paper 3,258 979
 
 Statistic Value df 
Asymp.Sig.
(2-sided) 
Exact 
Sig. (2-
sided) 
Exact 
Sig. (1-
sided) 
Pearson Chi-square 1.163b 1 0.281 
Continuity correctiona 1.107 1 0.293 
Liklihood ratio 1.162 1 0.281 
Fisher's exact test 0.281 0.146 
Linear-by-linear 
association 1.163 1 0.281 
N of valid cases 8,050         
a computed only for a 2x2 table. 
b 0 cells (.0%) have expected count less than 5. The minimum expected count is 899.49. 
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Study Fleet trip began on September 8, 2003 and the last recorded trip landed on August 
21, 2005. 
VTR and observer data were also extracted for the same time period as the EVTR 
data. VTR data for each vessel (identified by permit number and/or hull identifier) were 
extracted from the VTR database for the time period when a vessel was participating in 
the Study Fleet Pilot Program (EVTR). Northeast Fisheries Observer Program (NEFOP) 
data for all EVTR vessels (identified by permit number and/or hull identifier) were 
extracted from the OBDBS database. Observer data were treated as the benchmark 
against which the EVTR and VTR data were compared to estimate error rates. 
To compare each trip across databases, a matched trip database was created. Each 
EVTR trip was matched to the VTR data on permit number or hull identifier, and at least 
two of the following: maximum landing date (date landed or date sold); sailing date; and 
unique trip identifier (VTR serial number). Once the EVTR and VTR data were matched, 
the data were then matched to the NEFOP data using the permit or hull identifier, 
maximum date landed, and date sailed. For the time period covered by the EVTR study 
fleet, the observer program did not require collection of the VTR serial number, so this 
could not be used to match VTR data to observer data.   
To assess any differences between the EVTR and VTR data in effort information, 
the matched trip data for EVTR-VTR-NEFOP were used to build datasets for areas 
fished; gear used; mesh size of gear; number of subtrips (each area, gear, mesh size 
combination); and number of hauls. For the area comparison, each trip identifier was 
extracted from the EVTR-VTR-NEFOP matched dataset and joined to any area in any of 
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the three databases to develop a column of possible areas for each trip.  A variable was 
inserted for each of the databases, indicating that the area from the database matched for 
that trip (yes, no). I also inserted a variable indicating a match between the observer 
reported area and the VTR area (yes, no).There also was a variable inserted indicating a 
match between the EVTR and observer area.  
Although there were a small number of matched trips, it falls within the 
proportion normally targeted by the NEFOP. Fifty-three trips were matched between the 
Vessel Trip Report (VTR), Electronic Vessel Trip Report (EVTR) study fleet and 
observer (NEFOP) databases. The observer program attempts to attain 5 percent coverage 
of fishing trips by permitted vessels. The 53 trips out of 1,108 represents 4.78 percent 
observer coverage for the study fleet trips, which is very close to the 5 percent coverage 
for trips desired by the observer program (Palmer et al., 2007).  
3.3.2.1 Comparison of Area between Vessel Electronic and Paper Reports 
 
There were 80 trip and area records across all three databases. Of these 80 
records, 52 matched between the VTR database and the observer database, while 74 
matched between the EVTR and observer database. There was greater agreement (92.5 
percent vs. 65.0 percent) between the EVTR and observer data across all EVTR trips 
(Figure 50). Since the data were coded as a match against the areas reported for each trip 
for each of the datasets (yes=1, no = 0), I used a McNemar test of two related variables. 
The McNemar test, screens for changes in the response variable (area matches with 
observer area) before and after a “treatment”. For this test, the response variable was a 
match with the observer area and the “treatment” was the vessel reporting method.  The 
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test is run on a 2x2 contingency table using a Chi-square distribution. The result of the 
test was significant (Chi-square = 16.962, p < 0.001), indicating a difference for 
agreement with the observer area between the two vessel reporting methods (Table 36). 
This suggests that the EVTR more closely records the area reported by observers. 
I also tested each reporting method for a significant difference between the area 
reported by the VTR and EVTR reported areas; observer reported area and the area 
reported for the VTR; and the observer reported area and the EVTR area using a 
McNemar test. In this case the “treatment” was the data collection program. The test 
between the VTR and EVTR reports indicated a significant difference in area reported 
(Chi-square = 8.654, p = 0.003). The test between the VTR and observer reported area 
was also significant (Chi-square = 10.321, p = 0.001). However, the data for the observer 
reported area vs. EVTR reported area had unbalanced cells in the contingency table, so an 
exact test was used. The results of the exact test between the observer and EVTR was not 
significant (Exact test = 0.688) (Table 37). 
The results of the analyses indicate that a difference exists in the reliability 
(deviation from observer data) of the area reported by VTR program compared to the 
EVTR program, and the EVTR program more accurately reports the area fished.  The 
take-home message is that paper vessel reports only match the area fished reported by the 
observer 65 percent of the time, while there is no significant difference between the areas 
reported by observers and that reported on the EVTRs. 
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Table 36. Contingency table for McNemar test of area agreement between observer data 
and vessel report systems and results of McNemar test. 
  EVTR matches observer area 
VTR matches observer 
area No Yes
No 4 24
Yes 2 50
 
 Statistic 
VTR agreement vs. 
EVTR agreement
N 80
Chi-squarea 16.962
Asymp. Sig.  < 0.001
a binomial distribution used. 
 
 
 
 
VTR
65.0%
35.0%
Matched
Unmatched
EVTR
92.5%
7.5%
Matched
Unmatched
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 50. Percent matched area between VTR and observer databases and EVTR and observer databases.
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3.3.2.2 Comparison of Gear between Vessel Electronic and Paper Reports 
 
The data for gear were developed identical to the area data, joining data to gear 
from each database and assigning matching (yes, no) variables. When I compared the 
gear reported, the matching between the three databases was much better. With 53 
matched trips, I only had 54 trip and gear records. The data were coded for a matching 
gear among the three databases, as with the area analysis. Only one trip had multiple 
gears, which were reported by the observer program. This gear record is the only 
difference between the 3 databases (Figure 51). Because the distribution was exactly 
same between the VTR and EVTR data, a significance test was not necessary as these 
data are not different (Figure 52). However, I still wanted to know if the difference for 
one gear between the observer data and the vessel report data sets was a significant 
difference. Because the cells were unbalanced in the resulting contingency tables, exact 
tests were performed to test for significant differences. The results indicated no 
significant difference between the observer and VTR databases (p = 1.000) as well as the 
observer and EVTR databases (p = 1.000) (Table 38). So there is no difference in the 
accuracy between the two vessel reporting methods for gears reported in a trip. 
3.3.2.3 Comparison of Mesh Size between Vessel Electronic and Paper Reports 
 
The VTR instructions also request the mesh size for each gear used. These data 
were also recorded in EVTR data and are collected by observers. However, the VTR 
instructions ask for the mesh size in inches with no specification of whether it is the 
inside or outside measurement or whether it was a bar, stretch or square mesh 
measurement. Trawl meshes are a codend mesh length or a bag liner mesh length, 
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Table 37. Contingency tables for McNemar test of area reported between observer data 
and VTR data and observer data and EVTR data and results of McNemar test. 
  Area in VTR data 
Area in EVTR data No Yes
No 4 5
Yes 21 50
 
  Area in observer data 
Area in VTR data No Yes
No 2 23
Yes 5 50
 
  Area in observer data 
Area in EVTR data No Yes
No 5 4
Yes 2 69
 
 Statistic 
VTR vs. 
EVTR 
EVTR vs. 
Observer 
VTR vs. 
Observer 
N 80 80 80 
Chi-Squarea 8.654 10.321 
Exact Sig. (2-tailed)b 0.688
Asymp. Sig. (2-tailed) 0.003   0.001 
a continuity corrected 
b binomial distribution used 
179 
 
 
 
if the trawl had one. The observer program records mesh size in millimeters (trawl) or 
inches (gillnet). When measuring a trawl mesh, the observer program records the inside 
measurement and records either an average of multiple meshes or a randomly selected 
mesh. For consistency with the VTR instructions, the observer collects the codend mesh 
size or the liner mesh size if one was used (Palmer et al., 2007). 
Distinct mesh sizes from each database for each trip were converted to inches and 
matched to the VTR-EVTR-NEFOP matched trips. Because of differences in the 
recording methods, observer mesh size was considered a match for FVTR and EVTR 
mesh size if the observer mesh was within 10 percent of the VTR or EVTR mesh size. 
Matches between the vessel databases and NEFOP database were assigned a yes or no for 
agreement in mesh size.  There was only one gill net trip, so for confidentiality reasons 
this trip was dropped along with hook and line trips, where there is no mesh size 
recorded. This resulted in 44 trip and mesh size records. The proportion of matched 
trip/mesh records for VTR vs. observer data was 43.2 percent while it was 45.5 percent 
for EVTR vs. observer data (Figure 53). I carried out a McNemar test to determine if the 
different proportion of matched records were significantly different between the VTR and 
EVTR programs. The results indicated no significant difference (p = 1.000) (Table 39). 
I also compared the mesh size across all three programs, but found no difference. 
The mean mesh size for the observer program was 5.659 (±1.666 s.d.), the mean mesh 
size for the VTR program was 4.818 (±2.003 s.d.) and the mean mesh size for the EVTR
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Figure 51. Percent of matched gear between VTR and observer databases and EVTR and observer databases.
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Figure 52. Number of trips reporting each gear in the VTR, EVTR and observer programs 
for study fleet trips. Confidential data has been removed. 
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Table 38. Contingency tables for McNemar test of gear reported between observer data 
and VTR data and observer data and EVTR data and results of McNemar test. 
  Gear in observer data
Gear in VTR data No Yes
No 0 1
Yes 0 53
 
  Gear in observer data
Gear in EVTR data No Yes
No 0 1
Yes 0 53
 
 Statistic 
VTR vs. 
Observer
EVTR vs. 
Observer
N 54 54
Exact Sig. (2-tailed) 1.000a 1.000a
a binomial distribution used. 
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program was 4.782 (±2.080 s.d.). The means didn’t appear to be significantly different 
(Figure 54). As the data were not normally distributed, I used a Freidman test to test for 
significant differences between the mesh sizes reported for each trip across the three 
programs. The result was no significant differences between the three programs (Chi-
square = 2.934, p = 0.231) (Table 40). 
3.3.2.4 Comparison of “Subtrips” between Vessel Electronic and Paper Reports 
 
The VTR instructions require that for a change in area, gear, or mesh size, a 
separate VTR should be filed. The numbers of these “subtrips” were also compared 
across EVTR, VTR and observer programs for each of the 53 trips matched across the 
three programs. The mean number of subtrips was 1.040 (±0.192 s.d.) for VTR reports, 
1.230 (±0.466 s.d.) for EVTR reports and 1.600 (±0.884 s.d.) for observer reports (Figure 
55). The median was 1.0 across all databases (Figure 56). The data were not normally 
distributed as there was a truncation at one subtrip per trip. Natural log transformation did 
not aid the normality.  Because the data were not normally distributed I used a Wilcoxon 
signed rank test for two related samples. The Wilcoxon test uses the difference between 
the two response variables (+,-) and the magnitude of the difference to assign a rank. This 
test is more powerful than a standard sign test when the data are continuous.   
I tested the VTR and EVTR data against each other and carried out a separate test 
for VTR data against the observer data and the EVTR data against the observer data. The 
VTR data and EVTR data were significantly different (Z = -2.887, p = 0.002), as well as
 
 
 
 
 
 
 
 
 
 
Figure 53. Percent of matched mesh size between VTR and observer databases and EVTR and observer databases.
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Table 39. Contingency table for McNemar test of mesh size agreement between observer 
data and vessel report systems and results of McNemar test. 
  
EVTR matches observer 
mesh 
VTR matches observer 
mesh No Yes
No 24 1
Yes 0 19
 
 Statistic 
VTR agreement 
vs. EVTR 
agreement
N 44
Exact Sig. (2-tailed) 1.000a
a binomial distribution used. 
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Figure 54. Mean mesh size (+/- 1 standard deviation) for data reported through the VTR, 
EVTR and observer programs. 
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Table 40. Ranks and results of Friedman test for mesh size difference between observer, 
VTR and EVTR data bases. 
 Variable Mean Rank 
VTR_MESH 2.06
EVTR_MES 2.13
OBS_MESH 1.82
 
Statistic   
N 44
Chi-Square 2.934
df 2
Asymp. Sig. (2-tailed) 0.231
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VTR data and observer data (Z = -4.349, p < 0.001), and the EVTR data and observer 
data (Z = -3.368, p = 0.001) (Table 41). While both of the vessel programs reported a 
lower number of subtrips than observer data, the VTR data had a fewer number of 
subtrips compared the number of subtrips reported by EVTR data. 
3.3.2.5 Comparison of Number of Hauls between Vessel Electronic and Paper  
 
Reports 
 
Another variable required to be reported for each VTR is the number of hauls per 
subtrip. Assuming the difference in subtrips is an error in the number of areas fished or 
mesh size used (change in area or mesh sized ignored), the number of hauls in each trip 
may still be reported accurately. To assess the inaccuracies in the VTR and EVTR data 
compared to the observer data, I calculated the number of hauls reported for each of the 
53 trips matched across the VTR, EVTR and observer databases. The mean number of 
hauls was 8.32 (±9.913 s.d.) for VTR reports, 7.36 (±9.874 s.d.) for EVTR reports and 
9.08 (±10.501 s.d.) for observer reports (Figure 57). The median was 5.0 hauls for the 
observer and VTR reports, while the median was 3.0 hauls for the EVTR data (Figure 
58).  
There were differences in the number of hauls between all three databases. These 
data were not normally distributed and natural log transformation could not aid 
normality. Because of the non-normal data, I used a Wilcoxon signed rank test to test for 
differences between the VTR and EVTR data, as well as comparisons for each of the 
vessel reporting programs to the observer data. The VTR data and EVTR data were 
significantly different (Z = -3.136, p = 0.001), as were the VTR and observer data (Z = -
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2.836, p = 0.003), and the EVTR vs. observer data (Z = -4.022, p < 0.001) (Table 42).  
The observer data recorded a higher number of hauls than the vessel reporting programs, 
but unlike the number of subtrips, the VTR data had a higher number of hauls than the 
EVTR data. 
3.3.2.6 Comparison of Landings between Vessel Electronic and Paper Reports 
 
Effort information is most reliably captured at sea; however, landings information 
may be more reliable if collected on shore where weights can be measured on a scale that 
is not influenced by the pitch and roll of a ship at sea. If there is no difference between 
the landings reported by fish dealers and the catch information collected at sea, then 
having a vessel system and a dealer system may be unnecessarily duplicative. A 
comparison of the reported landings from the EVTR and VTR data was essential in 
determining if there is a difference between the paper and electronic vessel reports in the 
estimated removals.  Dealer reported landings data have been considered to be the 
benchmark for data on landings and observers do not collect the landings transaction 
data, so landings from each vessel reporting system were compared to dealer data at the 
trip level. 
Since the elements collected by dealers are different than those collected by 
observers, a different matching routine was used. Data from the EVTR and VTR datasets 
were matched by hull number, date sailed and /or date landed and species landed. These 
data were then matched to the dealer data by hull identifier or permit number; the dealer 
reported date landed (or purchased depending on the reporting system) when it lies 
between the minimum vessel date landed and maximum vessel date sold in either vessel 
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Figure 55. Mean number (+/- 1 standard deviation) of subtrips per trip for data reported 
through the VTR, EVTR and observer programs. 
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Figure 56. Box plot of subtrips per trip. Solid bar is the median, the box includes the 25th 
percentile to the 75th percentile, and error bars are upper and lower quartile. 
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Table 41. Ranks and results of Wilcoxon test for differences in number of subtrips 
between the observer, VTR and EVTR databases. 
Comparison   N Mean Rank
Sum of 
Ranks 
EVTR - VTR 
Negative 
Ranks 0 0.00 0.00 
Positive 
Ranks 9 5.00 45.00 
Ties 44
  Total 53    
Observer - VTR 
Negative 
Ranks 0 0.00 0.00 
Positive 
Ranks 22 11.50 253.00 
Ties 31
  Total 53    
Observer - 
EVTR 
Negative 
Ranks 1 7.00 7.00 
Positive 
Ranks 15 8.60 129.00 
Ties 37
  Total 53    
 
 Statistic EVTR - VTR Observer - VTR Observer - EVTR 
Z -2.887a -4.349a -3.368a 
Asymp. Sig. (2-
tailed) 0.004 < 0.001 0.001 
a based on negative ranks. 
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Figure 57. Mean number (+/- 1 standard deviation) of hauls per trip for data reported 
through the VTR, EVTR and observer programs. 
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Figure 58. Box plot of hauls per trip. Solid bar is the median, the box includes the 25th 
percentile to the 75th percentile, and error bars are upper and lower quartile. 
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Table 42. Ranks and results of Wilcoxon for differences in number of hauls between the 
observer, VTR and EVTR databases. 
Comparison   N Mean Rank
Sum of 
Ranks 
EVTR - VTR 
Negative 
Ranks 13 8.85 115.00 
Positive 
Ranks 2 2.50 5.00 
Ties 38 
  Total 53     
Observer - VTR 
Negative 
Ranks 1 7.50 7.50 
Positive 
Ranks 13 7.50 97.50 
Ties 39 
  Total 53     
Observer - 
EVTR 
Negative 
Ranks 1 3.00 3.00 
Positive 
Ranks 21 11.90 250.00 
Ties 31 
  Total 53     
 
 Statistic EVTR - VTR Observer - VTR Observer - EVTR 
Z -3.136a -2.836b -4.022b 
Asymp. Sig. (2-
tailed) 0.002 0.005 < 0.001 
a based on positive ranks. 
b based on negative ranks. 
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database; or VTR serial number; and species landed.  Kept pounds in the VTR and EVTR 
data were converted to the live weight for fish species and the weight of the meat 
removed for shellfish based on the conversion tables used for the dealer reports. 
Species that are not reported in the dealer data at the species level were re-coded 
as the aggregate that appears in the dealer data (i.e. little skate re-coded to skate). Vessel 
landing records that were recorded as not sold to a federal dealer (bait, home 
consumption) were removed from the EVTR and VTR data, as a dealer report is not 
expected for these pounds.  
The species present in each database for each trip were joined to the matched trip 
dataset to form the possible species distribution for each trip, resulting in a trip and 
species table. The pounds from each database were summed across trip and joined to the 
species and trip identifier recorded in the trip and species table. If a species was not 
present in a database, the landings were set to zero. A variable was created representing 
whether or not the dealer species matched the EVTR species. Another variable was 
created representing a match between dealer species and VTR species. Variables 
indicating agreement between each database and the species distribution for each trip was 
created for each database to allow for a comparison of species reported by each database. 
To ensure that all dealer reports for a vessel trip were obtained, the dealer 
allocation tables were used. Using the allocated dealer data ensured that all data from a 
single trip were used for the comparison.  
The number of trips that could be matched between the VTR, EVTR and dealer 
databases was higher than the number matched across the vessel databases and observer 
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database. There were 592 trips that could be matched across all three databases. The 
matches across trip and species between the dealer data and the VTR data or EVTR data 
were compared for the proportion of matching trip/species records.  The VTR data had a 
match rate of 82.1 percent with the dealer data, while the match rate between the EVTR 
and dealer data was 79.8 percent (Figure 59).  To assess whether the differences between 
the vessel reports and dealer reports among trip and species was significantly different 
between the two vessel reporting methods, I used a McNemar test. The McNemar test 
resulted in significant difference between the two vessel reporting methods (Chi-square = 
14.750, p < 0.001) (Table 43). This indicates a difference in the composition of species 
that are not reported by each vessel system. The number of trips reporting each species to 
each of the three programs is displayed in Figure 60. The differences between dealer 
reports and vessel reports seem to be randomly distributed among all reported species, 
with no consistent trend of one vessel system reporting fewer species than the other. 
However, American lobster does seem to be drastically under-reported in the EVTR data, 
but the data were confidential so they are not displayed in Figure 60. 
If the differences in the reported species are randomly distributed among each 
vessel reporting system, it may be that the captains are miss-reporting species at the same 
rate in each system, but the species omitted may differ. To test this hypothesis, I 
compared the number of species reported for each trip across the three databases. The 
dealer reports had a mean of 5.710 (±3.363 s.d.) species reported per trip, while the VTR 
system had a mean of 5.877 (±3.193 s.d.) species reported per trip. The EVTR system 
had a mean of 5.800 (±3.181 s.d.) species reported per trip (Figure 61). This indicated 
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that the vessel reporting systems were over-reporting the number of species per trip, as 
was evident in the proportion of trip/species records matching between the vessel reports 
and dealer landings reports. However, the medians where 6.0 species reported per trip 
across all databases. So it appears that if we use the medians as a measure of central 
tendency, the number of species reported per trip does not vary between databases 
(Figure 62).  
Since the data were not normally distributed and transformations could not 
resolve this issue I used nonparametric tests to test for significant differences. To 
determine if there were significant differences in the number of species reported per trip 
between the three programs, I used a Friedman test to test the hypothesis that the three 
distributions came from different populations. To conduct pair-wise comparisons, I used 
three Wilcoxon tests to compare each of the vessel systems against the dealer data and to 
compare the two vessel systems against each other for differences in the number of 
species reported per trip. The Friedman test indicated that not all three distribution were 
from the same population (Chi-square = 8.648, p = 0.013) (Table 44). Wilcoxon tests 
indicated that there was not a significant difference in the number of species per trip 
reported by the VTR and EVTR systems (Z = -1.577, p = 0.115). The comparison for 
VTR and dealer data was significant (Z = -3.107, p = 0.002) but the EVTR and dealer 
data (Z = -1.626, p = 0.104) was not significantly different (Table 45). While the species 
composition of reports omitted from the dealer landings reports differs between the two 
vessel reporting systems, the number of species omitted per trip does not. Further, while 
the species composition may be different between the dealer and EVTR reports, the 
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number of species is the same, perhaps the result of keypunch errors in the species 
recorded in the EVTR. The VTR number of species was actually different from the dealer 
data, perhaps indicating a keypunch error in utilization code.  
What about the pounds reported by each system? Wouldn’t differences in the 
species not reported lead to differences in the amount of pounds reported? To answer this 
question, I compared the pounds reported by the VTR and EVTR programs for all species 
and then just those species that were reported across all three programs. For all species 
reported, the mean pounds landed was 1,315.150 (±7,489.501 s.d.) for dealer reported 
landings, 1,320.132 (±7,711.411 s.d.) for VTR reports and 1,277.779 (±7,531.150 s.d.) 
for EVTR reports (Figure 63).  Medians were 87.0 for dealer reports, 80.0 for VTR 
reports and 50.00 for EVTR reports (Figure 64). Wilcoxon tests indicated significant 
differences between the dealer reports and VTR reports (Z = -17.040, p < 0.001), dealer 
reports and EVTR reports (Z = -23.343, p < 0.001), and between the VTR and EVTR 
reports (Z = -14.702, p < 0.001) (Table 46). Although the dealer reports contain fewer 
species records than the EVTR data, the pounds reported by dealers are greater than those 
reported by the EVTR program. However, the VTR program reported larger pounds per 
species than dealer reports. This may indicate that erroneous species in the vessel reports 
are of greater mean weight in the VTR data. 
For species matching across all three databases the mean pounds landed was 
1,750.990 (±8,660.847 s.d.) for dealer report, 1,666.333 (±8,690.203 s.d.) for VTR 
reports and 1,628.919 (±8,579.101 s.d.) for EVTR reports (Figure 65).  Since there is a 
great deal of variability, medians may be a better indicator of central tendency. Medians
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Figure 59. Percent matched species records between VTR and dealer databases and EVTR and dealer databases.
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Table 43. Contingency table for McNemar test of species composition agreement 
between dealer reports and VTR data and dealer reports and EVTR data and results of 
McNemar test. 
  
EVTR matches 
dealer species 
VTR matches dealer 
species No Yes
No 454 218
Yes 307 2781
 
 Statistic 
VTR agreement vs. 
EVTR agreement
N 3760
Chi-Square 14.750
Asymp. Sig. < 0.001
a continuity corrected. 
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Figure 60. Number of trips reporting each species to the VTR, EVTR and dealer 
databases. Confidential species have been removed. 
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were 123.0 for dealer reports, 100.0 for VTR reports and 100.00 for EVTR reports. 
Wilcoxon tests indicated significant differences between the dealer reports and VTR 
reports (Z = -20.112, p < 0.001), dealer reports and EVTR reports (Z = -22.775, p < 
0.001), and the VTR and EVTR reports (Z = -7.784, p < 0.001) (Table 47). When 
comparing just those records that match across databases, the pounds reported by dealers 
are greater than those reported by either vessel system, with the EVTR system reporting 
fewer pounds than VTR system, indicating that the EVTR reports underestimate the 
pounds landed to a greater degree than the VTR reports. 
So how do these differences translate to misreported landings? The mean 
difference in species landings per trip reported by the dealer reports and the VTR system 
was -4.984 pounds (±2,193.956 s.d.), while the mean difference between dealer reports 
and the EVTR system was 37.3696 pounds (±1,898.366 s.d.). This indicates that VTR 
reports tend to over-report by less than 5 pounds, but EVTR reports tended to under-
report each species per trip by almost 40 pounds. However, the variance was quite large 
and the median difference was only 1.0 pound less than the dealer weight for VTR 
reports and 4.0 pounds less than the dealer weight for EVTR reports.  
The total landings reported by the dealer data for these trips were 4,920,274 
pounds, while the VTR data reported 4,819,815 pounds and EVTR data reported 
4,671,576 pounds. This is a difference of 2.042 percent between the dealer reports and 
the VTR system and a difference of 5.055 percent between the dealer reports and the 
EVTR system for these trips. So the overall impact of missing species records and 
differences in estimated pounds in the vessel systems lead to underestimating the total  
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Figure 61. Mean number of species reported per trip by fisheries reporting program. 
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Figure 62. Box plot of number of species reported per trip by fisheries reporting program. 
Solid bar is the median, the box includes the 25th percentile to the 75th percentile, and 
error bars are upper and lower quartile. 
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Table 44. Results of Friedman tests for number of species per trip. 
 
 Variable Mean Rank
VTR species 2.07
EVTR species 1.99
Dealer species 1.94
 
Statistic   
N 579
Chi-Square 8.648
df 2
Asymp. Sig. (2-
tailed) 0.013
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Table 45. Results of Wilcoxon tests for number of species per trip. 
 
Comparison   N Mean Rank
Sum of 
Ranks 
EVTR - VTR 
Negative 
Ranks 164 152.59 25,025.00 
Positive 
Ranks 137 149.09 20,426.00 
Ties 278
  Total 579    
Dealer - VTR 
Negative 
Ranks 164 140.67 23,069.50 
Positive 
Ranks 112 135.33 15,156.50 
Ties 303
  Total 579    
Dealer - EVTR 
Negative 
Ranks 173 170.60 29,514.50 
Positive 
Ranks 154 156.58 24,113.50 
Ties 252
  Total 579    
 
 Statistic EVTR - VTR Dealer - VTR Dealer - EVTR 
Z -1.577a -3.107a -1.626a 
Asymp. Sig. (2-
tailed) 0.115 0.002 0.104 
a based on positive ranks. 
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Figure 63. Mean reported pounds (+/- 1 standard deviation) per species per trip by 
fisheries reporting program, for all species records.  
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Figure 64. Box plot of pounds reported per species and trip by fisheries reporting 
program, for all species records. Solid bar is the median, the box includes the 25th 
percentile to the 75th percentile, and error bars are upper and lower quartile. 
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Table 46.  Results of Wilcoxon tests for pounds per species per trip comparing across all 
databases for all species records. 
Comparison   N Mean Rank 
Sum of 
Ranks
VTR pounds - EVTR 
pounds 
Negative 
Ranks 1197 1,181.23 1413931.00
Positive 
Ranks 1457 1,447.67 2109254.00
Ties 1106
Total 3760
Dealer pounds - EVTR 
pounds 
Negative 
Ranks 1207 1,511.48 1824356.50
Positive 
Ranks 2205 1,813.25 3998221.50
Ties 348
Total 3760
Dealer pounds - VTR 
pounds 
Negative 
Ranks 1032 1,449.49 1495869.00
Positive 
Ranks 1967 1526.50 3002631.00
Ties 761
  Total 3760    
 
 Statistic VTR - EVTR Dealer - EVTR Dealer - VTR 
Z -8.807a -18.889a -15.888a 
Asymp. Sig. (2-
tailed) < 0.001 < 0.001 < 0.001 
a based on negative ranks. 
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pounds landed, with the EVTR system underestimating total landings at twice the 
percentage of the VTR system. Perhaps it is more difficult to estimate the catch, while 
recording data during a trip rather than recording data at the end of a trip. The weights 
recorded on VTRs are hail weights, estimated before the fish are weighed, and as 
estimates, are not expected to match the dealer reported landings.  However, the 
difference between the EVTR and VTR was not expected. The EVTR landings are a total 
of estimated catch by haul, so it may be that cumulative underestimation in hauls is 
contributing to the difference between the landings estimate in the VTR and EVTR 
reports. 
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Figure 65. Mean pounds per species per trip by fisheries reporting system for species 
records matching across all three databases. 
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Table 47. Results of Wilcoxon tests for pounds per species per trip comparing across all 
databases when species records are contained in all three databases. 
Comparison   N Mean Rank 
Sum of 
Ranks
VTR pounds - EVTR 
pounds 
Negative 
Ranks 788 779.25 614,050.00
Positive 
Ranks 979 968.31 947,978.00
Ties 1014
Total 2781
Dealer pounds - EVTR 
pounds 
Negative 
Ranks 771 1,012.00 780,255.00
Positive 
Ranks 1780 1,390.35 2,474,821.00
Ties 230
Total 2781
Dealer pounds - VTR 
pounds 
Negative 
Ranks 658 1,001.93 659,272.50
Positive 
Ranks 1610 1,188.68 1,913,773.50
Ties 513
  Total 2781    
 
 Statistic VTR - EVTR Dealer - EVTR Dealer - VTR 
Z -7.784a -22.775a -20.112a 
Asymp. Sig. (2-
tailed) < 0.001 < 0.001 < 0.001 
a based on negative ranks. 
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3.4 Comparison of Spatial Reliability between Dealer and EVTR Reports 
 
The hypothesis to be tested in section 3.4 is: there is no difference between the 
accuracy of the area reported by dealer electronic reports versus vessel electronic reports. 
I seek to reject this hypothesis based on comparisons of the area reported by dealer 
electronic reports versus vessel electronic reports, with a comparison of each to the area 
reported by observers, which serves as the benchmark. 
Although federal dealers are not required to report the area fished in electronic 
reports, most dealer reports from trips by federal vessels contain these data. If spatial data 
from dealer reports were as reliable as those from EVTR reports, it may be that dealer 
reports could suffice for management by statistical area. If there is no difference in 
reliability, this would be an argument for not requiring two electronic reporting systems 
when most data used for real time monitoring could be gathered by one system (dealer) 
and supplemented with paper vessel reports as it is submitted. 
The low sample size obtained when I attempted to join the trips between the 
EVTR, dealer and observer database (14 records) forced me to treat landings data and 
EVTR as unpaired samples for this analysis. Because observer data does not record 
landings information and is often missing VTR numbers, I used the joined VTR-NEFOP-
dealer dataset used for the dealer gear comparison. This was joined to matching dealer 
area and observer area based on the trip identifier from the two databases. This table was 
then updated with non-matching areas from each trip. To compare the EVTR and 
observer dataset, I created a joined EVTR-NEFOP dataset, where the trips from each 
database were joined based on hull identifier or permit number and date sailed. The trips 
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that matched between the databases were added to the table and then the non-matching 
areas from each database were added. The EVTR-NEFOP data were then added to the 
VTR-NEFOP-dealer table and the sources of the data (dealer, EVTR) were added. The 
distinct area for each record was added and a variable indicating a match for the dealer or 
EVTR and observer data was added. The data were then coded for a match between the 
observer data and the dealer or EVTR data. 
There were 4,134trip/area records from the dealer-NEFOP dataset and 91 trip/area 
records from the EVTR-NEFOP dataset. Of the 4,134trip/area records , 3,096 of the 
dealer areas matched the observer areas within a trip and 82 of EVTR areas matched the 
observer areas within a trip. This indicated a matching rate of 90.1 percent for the EVTR 
and observer areas and 74.9 percent for the dealer and observer areas (Figure 66). I used a 
Pearson’s Chi-square test on a 2x2 contingency table (dealer or EVTR data vs. match 
with observer area) to test for differences in agreement with the observer area between 
the dealer and EVTR reported areas. The Chi-square test indicated a significant 
difference between dealer and EVTR data for an area match with observer data (Chi-
square = 11.064, p = 0.001) (Table 48).  
I also wanted to know if there was a significant difference between the observer 
area and the area reported by the dealer or EVTR programs, as differences in the number 
of areas per trip reported by observers seemed to agree better with the EVTR reported 
areas than the dealer reported areas (Figure 67). I used a McNemar test to identify 
significant differences in the area reported between the observer data and the dealer data, 
and the observer data and the EVTR data. The results indicated a significant difference 
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between the observer data and the dealer data (Chi-square = 608.885, p < 0.001), while 
there was not a significant difference between the EVTR and observer area reported, as 
was found in the vessel analysis of area reported (Table 49).  
So the dealer data are significantly less reliable than the EVTR data in reporting 
the area in which the fish were caught. If management is to rely on real-time or near real-
time data on catch and area fished, the dealer electronic reports have serious accuracy 
issues. This indicates that a separate vessel electronic system would probably be required 
to collect this information.
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Figure 66. Pie chart of proportion of area/trip records that could be matched between observer reports and dealer trip reports 
and observer reports and EVTR reports. 217
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Table 48. Contingency table and Chi-square test results for agreement with observer reported 
area between dealer reports vs. EVTR reports. 
  Data source 
Area matches observer 
area EVTR Dealer 
Yes 82 3,096
No 9 1,038
 
 Statistic Value df 
Asymp.Sig.
(2-sided) 
Exact Sig. 
(2-sided) 
Pearson Chi-square 11.064b 1 0.001 
Continuity 
correctiona 10.262 1 0.001 
Liklihood ratio 13.327 1 < 0.001 
Fisher's exact test < 0.001 
Linear-by-linear 
association 11.061 1 0.001 
N of valid cases 4,225       
a Computed only for a 2x2 table. 
b 0 cells (.0%) have expected count less than 5. The minimum expected count is 22.55. 
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Figure 67. Trips reported by area for observer reports and EVTR reports (A) or dealer reports (B). Confidential data has been 
removed.
A B 
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Table 49. Contingency tables and results of McNemar test for differences in area reported 
by dealer and observers, and by EVTRs and observers. 
Area in observer data 
Area in dealer data No Yes
No 0 121
Yes 917 3,096
 
Area in observer data 
Area in EVTR data No Yes
No 0 3
Yes 3 82
 
Statistic  
EVTR vs. 
Observer
Dealer vs. 
Observer
N 91 80
Chi-Squarea 608.887
Exact Sig. (2-tailed)b 0.508
Asymp. Sig. (2-
tailed)   < 0.001
a continuity corrected. 
b binomial distribution used. 
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3.5 Cost-Efficiency Analysis 
The hypotheses for section 3.5 are: electronic reporting methods will have the 
same costs as paper reporting methods; vessel reporting costs will be same as dealer 
reporting costs; and there will be no difference in the efficiency calculated for vessel 
reports versus dealer reports; or electronic methods versus paper methods. I seek to reject 
these hypotheses based on comparisons of costs and efficiencies calculated for paper and 
electronic reporting methods for vessels and dealers. 
3.5.1 Vessel Reporting Costs 
 
3.5.1.1 Industry Vessel Paper Reporting Costs 
To determine a cost for fishing vessel captains to fill out VTR reports, I needed to 
estimate an hourly wage that could be applied to the time required to complete a VTR. As 
wages for fishing vessel captains are not collected by the Bureau of Labor Statistics and 
NMFS and other entities have had difficulties in obtaining these data from surveys 
(NMFS, 2001), I used an opportunity cost approach to estimating captains’ wages.  
The captain ensures that the fishing vessel is safe; manages the acquisition of 
supplies, gear, and equipment, including fuel, netting, hooks and line; maintains the 
fishing permits and licenses; and hires crew members and assigns their duties. The 
captain uses compasses, charts, and electronic navigational equipment to plot the vessel’s 
course. The captain may also use radar and sonar to avoid obstacles above and below the 
water and to detect fish. Sophisticated tracking technology allows captains to better 
locate and analyze schools of fish. The captain directs the fishing operations and records 
daily activities in the ship’s log. In port, the captain sells the catch to wholesalers, food 
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processors, or through a fish auction and ensures that each crew member receives the 
prearranged share of the profit. Captains and mates on large fishing vessels of at least 200 
gross tons must be licensed by the US coast Guard, while states set requirements for 
vessels operating in state waters only 
As fishing vessel captains carry out work comparable to vessel captains in other 
industries as well as carrying out duties similar to that of a shipping manager once he 
starts marketing his catch, I used the mean hourly wages of a vessel captain, mate or pilot 
and of a transportation, storage or distribution manager to estimate the wages of a fishing 
vessel captain. Data on wages with the most recent release date (2007) were downloaded 
from the Bureau of Labor Statistics by state from the occupational employment statistics 
query page (http://www.bls.gov/oes/current/oes_stru.htm). 
All data were adjusted to 2008 dollars using the consumer price index (CPI) data 
compiled by the Bureau of Labor Statistics and extracted from 
http://www.bls.gov/cpi/data.htm. 
VTR report by year and state of landing or primary port state from 2002-2006 
were extracted from the VTR database and the mean captain and shipping manager 
wages for each state were applied to the time required to complete a VTR, as estimated 
by NMFS on the vessel trip report instructions 
(http://www.nero.noaa.gov/ro/fso/vtr_inst.pdf). For reports where a state of landing or 
primary port could not be assigned, trips were allocated to each state by the proportion of 
reports from each state where a state could be assigned. The mean captains cost for 
completing a VTR was calculated from the estimated captains cost of each report from 
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2002-2006 and applied to the mean number of reports per year from 2002-2006 to 
estimate mean total yearly cost for captains to complete VTR reports. Postage during 
2008 was 43 cents, and was multiplied by the mean number of reports per year to 
estimate postage per year. This assumes that reports are sent separately, but captains may 
mail several reports at one time, so the postage cost estimate may be high. Analysis of 
VTR data from 2002-2006 established that the number of VTR reports processed per year 
ranged from a minimum of 164,266 in 2003 and a maximum of 175,054 in 2002 (Figure 
68). The mean number of reports per year was 169,560.718 (±4,560.401). The number of 
vessels reporting ranged from 3,698 in 2006 to 5,206 in 2002 (Figure 69). The mean 
number of vessels reporting per year was 4,035.600 (±655.064 s.d.). The wages extracted 
from the US Bureau of Labor Statistics for captains, pilots and mates; and transportation, 
storage or distribution managers are displayed in Table 50. I used the average between 
the two hourly wages to estimate the fishing vessel captain’s hourly wage. The hourly 
wages for each state were applied to the reports for that state in order to weight the wage 
by the number of reports for each state. The weighted mean that resulted was $33.069 per 
hour (±3.221 s.d.). The NMFS estimated time for a captain to complete a VTR report is 
10 minutes. This results in cost of $5.600 per report. Adding 434 per report for postage, 
increases the cost to $6.030 per report. Applying this value to the mean number of reports 
per year, results in a cost of $1,073,260.62 per year in 2008 dollars.  
The estimation of net present costs in 2008 dollars requires discounting the 
estimates for costs in future years. Discounting is necessary to adjust for the time effect 
on money. One dollar in 2008 invested at an annual interest rate of 10 percent will be 
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worth $1.10 in one year. Thus, a dollar today is worth more than a dollar received in 
subsequent years. Hence discounting is used to translate cost back to the current worth 
(Tietenberg, 2006). The US Office of Management and Budget issued Circular A-94 for 
the use of discount rates in calculating the present costs or benefits for government 
projects, with rates updated annually (U.S. Office of Management and Budget, 1992). As 
this is a government project estimating cost-effectiveness, which requires the use of real 
interest rates, I used the real interest rates contained in appendix C of Circular A-94 
effective for 2008 (http://www.whitehouse.gov/omb/circulars/a094/a94_appx-c.html). 
Using a 5 year discount rate of 2.3 percent per year after the first year, results in a 5 year 
cost of $5,130,367.46 for the fishing industry to report by paper (Table 51). 
3.5.1.2 Government Vessel Paper Reporting Costs 
Government personnel and equivalent GS pay grades required to run the VTR 
program, as well as printing costs for VTRs were estimated by the VTR program 
manager (Barry Clifford, NMFS, Woods Hole, personal communication, 2008). Salaries 
were calculated from the GS pay tables for 2008, with locality pay adjustment for the MA 
area (U.S. Office of Personnel Management, 2008), as the NERO is located in 
Gloucester, MA. Yearly raises were estimated at 5 percent as a minimum and overhead 
was calculated as 51 percent of the salary (Elizabeth Perez, NMFS, Miami, personal 
communication, 2009). This office contracts with Dell Inc. for computer equipment, so I 
used the base price for a Dell Optiplex desktop system, which would be sufficient for 
data entry and routine auditing tasks 
(http://premierconfigure.us.dell.com/dellstore/config.aspx?cs=RC1009777&oc=G2386), 
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to estimate the computer cost per employee. For support and maintenance I used 27 
percent of the original cost per year (National Science Foundation, 1996). When 
calculating the costs for an EVTR program, the data entry costs and equipment associated 
with data entry were removed from the above estimates. 
Data on government resources spent on the VTR program were supplied by the 
NERO VTR program manager. The entry of reports requires 7 contract staff at the GS-7 
level spending 75 percent of their time on processing and 25 percent on auditing tasks. I 
used the GS-7 step 1 salary for the Massachusetts area (U.S. Office of Personnel 
Management, 2008) to estimate the salary per entry clerk for this analysis (Pay tables 
available at: http://www.opm.gov/oca/08tables/index.asp). The GS-7 step 1 salary in 
2008 was $39,857.00 per year. There are also 3 federal employees at the GS-9 level that 
perform auditing and administration. Using the GS-9 step 1 salary for Massachusetts, the 
salary per individual was estimated as $48,753.00 per year. Federal employees at NERO 
are on a pay for performance plan, with possible pay raises up to 10 percent of their 
present salary (Office of Human Resources Management, 2007). This is on top of any 
federal cost of living adjustment. I used a 5 percent increase per year after the first year as 
conservative estimate of pay increases. I added 51 percent of the salary to the cost per 
employee for overhead, including fringe benefits (Elizabeth Perez, NMFS, Miami, 
personal communication, 2009).  I used the cost of a Dell Optiplex desktop system to 
estimate the computer cost per staff member in the first year, which was $602.07 per 
system. To estimate the maintenance cost per year for a computer as a percentage of  
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Figure 68. VTR reports submitted to the NERO VTR program by year from 2002-2006.
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Figure 69. Number of vessels submitting VTR reports by year from 2002-2006.
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Table 50. Mean wage by Atlantic coastal state for captains, mates and pilots; and 
transportation, storage and distribution managers as downloaded from the US Bureau of 
Labor Statistics. 
State 
Captains, mates 
and pilots hourly 
mean wage
Transportation, storage, 
and distribution 
managers Hourly mean 
wage 
Alabama 26.25 35.34 
Connecticut 31.06 39.09 
Delaware 22.72 47.79 
Florida 46.63 
Georgia 27.6 37.72 
Louisiana 32.39 30 
Maine 32.99 
Maryland 24.91 40.19 
Massachusetts 24.21 38.24 
Mississippi 28.18 28.73 
New Hampshire 41.47 
New Jersey 26.71 48.67 
New York 25.13 47.06 
North Carolina 17.75 36.63 
Pennsylvania 27.66 41.94 
Puerto Rico 22.71 27.92 
Rhode Island 23.88 37.77 
South Carolina 19.8 32.9 
Texas 31.96 38.62 
Virgin Islands 20.4 32.42 
Virginia 34.53 40.96 
 
 
 
 
 
 
Table 51.Values used to estimate industry costs for vessel paper reporting including: the number of reports per year, number of 
vessels reporting, captains wage, managers wage, mean of the captains and managers wage, estimated wage per minute, 
transmission costs, minutes required to fill out a report and total and discounted costs. 
YEAR REPORTS VESSELS 
CAPTAINS 
WAGE
MANAGER 
WAGE
MEAN 
WAGE
TRANSMISSION 
COSTS
WAGE PER 
MINUTE
1 169560.7 4035.6 25.535 40.603 35.398 0.43 0.590
2 169560.7 4035.6 25.535 40.603 35.398 0.43 0.590
3 169560.7 4035.6 25.535 40.603 35.398 0.43 0.590
4 169560.7 4035.6 25.535 40.603 35.398 0.43 0.590
5 169560.7 4035.6 25.535 40.603 35.398 0.43 0.590
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Table 51. Continued. 
YEAR 
MINUTES 
PER 
REPORT TOTAL DISCOUNTED
1 10 $1,073,260.62 $1,073,260.62
2 10 $1,073,260.62 $1,049,130.61
3 10 $1,073,260.62 $1,025,543.12
4 10 $1,073,260.62 $1,002,485.94
5 10 $1,073,260.62 $979,947.16
TOTAL $5,366,303.09 $5,130,367.46
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purchase price, I used the expenditures on maintenance and repairs as a percent of cost of 
replacement estimated in Academic Research Instruments: Expenditures 1993, Needs 
1994 (National Science Foundation, 1996). I used the expense of computer science 
departments to maintain equipment for other academic departments. I felt this related 
primarily to maintaining computer equipment. I used 27 percent of the system cost as the 
annual maintenance cost per system. Printing costs for the VTR forms were estimated at 
$20,000 per year and postage to mail out the forms was estimated as $5,000 per year. 
First year total costs were $1,073,260.62, while the 5 year cost, discounted for 2008 
dollars, was $5,130,367.46 (Table 52). 
3.5.1.3 Industry Vessel Electronic Reporting Costs 
Industry cost for an electronic VTR reporting system used the estimated captain 
wages, but also included additional costs estimated by the EVTR study fleet manager and 
an estimate of maintenance costs from the primary electronic reporting software 
developer used on the east coast. For an EVTR system, postage costs would be replaced 
by a transmission cost per report of $2.50 (average between $2-$3 depending on the size 
of report) (Mike Palmer, NMFS, Woods Hole, personal communication, 2008). The 
laptop recommended by the EVTR program manager was $1,600 per vessel. There was 
also a one-time technician cost, which was required to integrate the vessel’s GPS data 
feed with the computer. This was estimated at $275.00 (Mike Palmer, NMFS, Woods 
Hole, personal communication, 2008). I used 27 percent of the computer cost as the 
yearly maintenance cost (National Science Foundation, 1996) and an additional yearly 
cost of $240.00 per vessel was the software support fee charged by the software vendor 
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(Bluefin Data Inc., personal communication, 2008). The estimated time required to 
complete a report was 15 minutes instead of the 10 minutes for the paper report, because 
the EVTR reports require recording data for each haul (Mike Palmer, NMFS, Woods 
Hole, personal communication, 2008). These additional costs resulted in a first year cost 
of $10,459,720.06, with a discounted 5 year cost of $27,985,905.20 for the EVTR 
program (Table 53). 
3.5.1.4 Government Vessel Electronic Reporting Costs 
Government cost on the other hand, had decreased costs for an EVTR program 
over the VTR program. The number of contract staff decreased by 75 percent per year, 
translating to a reduction in computer equipment cost. Additionally, electronic reporting 
eliminates the cost of printing and mailing paper report forms. This all leads to a first 
year cost of $329,033.05 and a discounted 5 year cost of $1,725,033.77. These estimates 
result in a total 5 year cost of $8,646,747.36 for the VTR program and $29,710,938.97 
for an EVTR program. Over a 5 year period the EVTR program cost $21,064,191.61 
more than the VTR program (Table 54). The EVTR program saves the government -
$1,791,346.13 over a 5 year period, but costs the industry $22,855,537.74 more than the 
VTR program (Figure 70). This is a huge burden on an industry that is already facing 
difficult obstacles in the face of increasing fuel prices and decreasing catch limits. 
 
 
 
 
 
Table 52. Values used to estimate government costs for vessel paper reporting including: the number of reports per year, 
number of vessels reporting, salaries, percent overhead, salary plus overhead, percent yearly raises, total personnel costs, 
printing, postage, total costs to deliver forms to industry, computer costs, and total and discounted costs. 
YEAR REPORTS VESSELS 
SALARY 
TOTAL OVERHEAD
SALARY 
PLUS 
OVERHEAD 
YEARLY 
RAISE
PERSONNEL 
COST
1 169560.700 4035.600 425258 0.510 642139.600 0.000 642139.580
2 169560.700 4035.600 425258 0.510 642139.600 0.050 674246.559
3 169560.700 4035.600 425258 0.510 642139.600 0.050 707958.887
4 169560.700 4035.600 425258 0.510 642139.600 0.050 743356.831
5 169560.700 4035.600 425258 0.510 642139.600 0.050 780524.673
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Table 52. Continued. 
YEAR PRINTING POSTAGE
FORMS 
COST
COMPUTER 
TOTAL TOTAL DISCOUNTED
1 20000 5000 25000 6020.700 $673,160.28 $673,160.28
2 20000 5000 25000 1625.589 $700,872.15 $685,114.51
3 20000 5000 25000 1625.589 $734,584.48 $701,924.63
4 20000 5000 25000 1625.589 $769,982.42 $719,207.00
5 20000 5000 25000 1625.589 $807,150.26 $736,973.48
TOTAL $3,685,749.59 $3,516,379.90
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Table 53. Values used to estimate industry costs for vessel electronic reporting including: the number of reports per year, 
number of vessels reporting, captains wage, managers wage, mean of the captains and managers wage, estimated wage per 
minute, transmission costs, minutes required to fill out a report, software support costs, computer costs, technician costs, and 
total and discounted costs. 
YEAR REPORTS VESSELS 
CAPTAIN 
WAGE
MANAGER 
WAGE
MEAN 
WAGE
TRANSMISSION 
COST
WAGE PER 
MINUTE
1 169560.7 4035.600 25.535 40.603 35.398 2.500 0.590
2 169560.7 4035.600 25.535 40.603 35.398 2.500 0.590
3 169560.7 4035.600 25.535 40.603 35.398 2.500 0.590
4 169560.7 4035.600 25.535 40.603 35.398 2.500 0.590
5 169560.7 4035.600 25.535 40.603 35.398 2.500 0.590
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Table 53. Continued. 
 
YEAR 
MINUTES PER 
REPORT 
SOFTWARE 
SUPPORT COMPUTER TECHNICIAN TOTAL DISCOUNTED
1 15 240 1600 275 $10,459,720.06 $10,459,720.06
2 15 240 432 0 $4,636,349.26 $4,532,110.71
3 15 240 432 0 $4,636,349.26 $4,430,215.75
4 15 240 432 0 $4,636,349.26 $4,330,611.68
5 15 240 432 0 $4,636,349.26 $4,233,247.00
TOTAL $29,005,117.09 $27,985,905.20
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Table 54. Values used to estimate government costs for vessel electronic reporting including: the number of reports per year, 
number of vessels reporting, salaries, percent overhead, percent yearly raises, total personnel costs, printing, postage, computer 
costs, and total and discounted costs. 
YEAR REPORTS VESSELS 
SALARY 
TOTAL OVERHEAD
YEARLY 
RAISE
PERSONNEL 
COST
1 169560.700 4035.600 216008.750 0.510 0.000 326173.213
2 169560.700 4035.600 216008.750 0.510 0.050 342481.873
3 169560.700 4035.600 216008.750 0.510 0.050 359605.967
4 169560.700 4035.600 216008.750 0.510 0.050 377586.265
5 169560.700 4035.600 216008.750 0.510 0.050 396465.578
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Table 54. Continued. 
 
YEAR 
PRINTING 
COPY 
PRINTING 
COST
COMPUTER 
TOTAL TOTAL DISCOUNTED
1 0 0 2859.8325 $329,033.05 $329,033.05
2 0 0 772.154775 $343,254.03 $335,536.68
3 0 0 772.154775 $360,378.12 $344,355.60
4 0 0 772.154775 $378,358.42 $353,408.10
5 0 0 772.154775 $397,237.73 $362,700.34
TOTAL $1,808,261.35 $1,725,033.77
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Figure 70. Relative 5 year cost for government and industry for a VTR and EVTR 
program. 
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3.5.2 Dealer Reporting Costs 
To estimate the costs of the industry side of dealer reporting, the results of the 
dealer cost survey were utilized. Since I supplemented the mail-in surveys with a phone 
survey of dealers, resampling without replacement, to capture those dealers that did not 
respond to the mail-in survey, the first question that needed to be answered was: were the 
results of each method different? The survey collected data on; size of dealer, state, hours 
per week spent on paper reporting, payroll cost per week spent on paper reporting, other 
cost for paper reporting (postage, copies, fax charges, etc.), type of internet access used, 
type of reporting software, computer equipment purchased, cost of computer equipment, 
hours spent electronic reporting per week and payroll per week for electronic reporting. 
Dealers were also asked to rank factors that may contribute to miss-reporting or under-
reporting using electronic methods. These attitudinal variables included; the user 
friendliness of the software, reporting frequency, complexity of reporting software and 
the amount of time necessary to complete reports. 
3.5.2.1 Differences between Mail Survey and Phone Survey Results 
 
Of the 710 dealers sent surveys, 108 returned the surveys. Of these, 20 were not 
completed for various reasons, including; dropped permits and no longer have electronic 
reporting requirements (8), out of business (8), no reason given (2),  can’t give out cost 
information (1) or felt survey would not serve a purpose (1). Also, 73 surveys were 
returned because of a bad mailing address, perhaps indicating they have closed or the 
address on the permit application was incomplete. These dealers were included in the 
phone survey, but none could be contacted by phone. Of the 608 dealers from which I did 
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not receive surveys, two attempts were made to reach them by phone. I was able to reach 
133 dealers by phone, but only 78 consented to answering survey questions, and of those, 
18 did not answer all questions because they have closed or dropped their permits and 
can’t remember the details for the questions I asked. 
Each variable collected in the survey was analyzed for differences between survey 
method using a Mann-Whitney test for continuous or rank variables and a Chi-square test 
for categorical variables. This was necessary because none of the continuous or rank 
variables were normally distributed as indicated by a Kolmogorov-Smirnov test (p < 
0.001 for all variables) (Table 55) and transformations could only normalize the payroll 
costs for electronic reporting (Z = 0.652, p = 0.789) and paper reporting (Z = 1.128, p = 
0.157) (Table 56). The Mann-Whitney test indicated significant differences for the two 
survey methods for the “other cost” associated with paper reporting and for the 4 
attitudinal variables (software user friendly, reporting too complicated, reporting is too 
frequent, reporting is too time consuming) (Table 57). For the categorical variables, 
including; dealer size, type of internet access, type of reporting software, computer 
equipment purchased, and state, there was a significant difference for the type of 
reporting software used (Chi-square = 16.113, p = 0.001) (Tables 58-62). 
Although there were no significant differences found for state and dealer size 
between the two survey methods, these two variables should explain any differences in 
the other cost for paper reporting. A Mann-Whitney test indicated significant differences 
for other paper reporting costs for both large dealers (Z = -4.087, p < 0.001) and small 
dealers (Exact p = 0.002) for the two survey methods, indicating that the difference is 
242 
 
 
between survey methods and not just a difference between large and small dealers. Mann-
Whitney tests for each state indicated a significant difference between survey methods for 
Massachusetts (Exact p = 0.007), Maine (Exact p = 0.001), North Carolina (Exact p = 
0.036) and Rhode Island (Exact p = 0.005) indicating that there are differences within a 
few states.  
The Northern Mid-Atlantic and New England areas contain some of the largest 
dealers on the east coast, so it may be that the phone survey had smaller dealers in each 
size class relative to the mail-in survey. The methods used to classify dealer size had a 
cutoff of $300,000 maximum ex-vessel payouts in a year to separate large and small 
dealers. The lower mean reported for other costs for paper reporting using the phone 
survey ($2.122 vs. $28.500) may indicate that smaller dealers within each size were 
sampled with the phone survey. Using the maximum yearly ex-vessel payouts from 2002-
2006, I compared the maximum ex-vessel payouts by survey method and dealer size 
(Figure 71) and found no significant differences between survey methods for large (Z = -
0.930, p = 0.352) or small dealers (Z = -0.930, p = 0.352) using Mann-Whitney tests. It 
may be that dealers with higher costs sent surveys back, but did not have the time to 
answer questions during a phone call, while dealers with smaller costs had the time to 
answer a phone survey, but didn’t feel their information was important enough to send 
back a mail survey. It could be that mail-in responders had higher costs because they 
were copying paper trip tickets instead of filling out federal dealer report forms, 
increasing the cost for copying. It may also be that these dealers were using Fedex or  
 
 
 
 
 
Table 55. Kolmogorov-Smirnov tests results for continuous or rank variables. 
 
 
 Statistic   
Hours 
for paper 
reporting
Payroll for 
paper 
reporting
Other costs 
for paper 
reporting 
Equipment 
cost for 
electronic 
reporting
Hours for 
electronic 
reporting
Payroll for 
electronic 
reporting
N 106.000 83.000 99.000 148.000 146.000 113.000
Normal Parameters Mean 4.067 70.609 49.424 506.918 3.411 87.940
Std. 
Deviation 7.261 103.370 255.405 739.645 5.014 206.045
Most Extreme 
Differences Absolute 0.332 0.264 0.423 0.375 0.289 0.337
Positive 0.332 0.264 0.399 0.375 0.289 0.306
Negative -0.290 -0.255 -0.423 -0.247 -0.249 -0.337
Kolmogorov-Smirnov 
Z 3.418 2.403 4.212 4.563 3.491 3.577
Asymp. Sig. (2-tailed)   < 0.001 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001
a test distribution is normal. 
b calculated from data.
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Table 55. Continued. 
 
 Statistic 
Software 
user 
friendly
Reporting 
frequency
Software 
complexity
Time 
required 
to report
N 149.000 149.000 148.000 149.000
Normal Parameters 5.987 6.309 7.595 6.591
3.785 3.522 3.207 3.661
Most Extreme 
Differences 0.211 0.222 0.341 0.267
0.188 0.147 0.227 0.176
-0.211 -0.222 -0.341 -0.267
Kolmogorov-
Smirnov Z 2.578 2.708 4.148 3.260
Asymp. Sig. (2-
tailed) < 0.001 < 0.001 < 0.001 < 0.001
a test distribution is normal. 
b calculated from data. 
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Table 56.  Kolmogorov-Smirnov tests results for natural log transformed continuous variables. 
 
Statistic   
Hours 
for paper 
reporting
Payroll for 
paper 
reporting
Hours for 
electronic 
reporting 
Payroll 
for 
electronic 
reporting
Other 
costs for 
paper 
reporting
Equipment 
cost for 
electronic 
reporting
N 105.000 83.000 146.000 113.000 97.000 147.000
Normal Parameters Mean 1.170 3.624 1.122 3.637 1.792 2.695
Std. Deviation 0.813 1.093 0.768 1.226 1.641 3.466
Most Extreme 
Differences Absolute 0.221 0.124 0.190 0.061 0.161 0.401
Positive 0.221 0.124 0.190 0.061 0.161 0.401
Negative -0.117 -0.071 -0.087 -0.046 -0.137 -0.218
Kolmogorov-Smirnov 
Z 2.262 1.128 2.300 0.652 1.584 4.858
Asymp. Sig. (2-tailed)   < 0.001 0.157 < 0.001 0.789 0.013 < 0.001
a test distribution is normal. 
b calculated from data. 
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Table 57. Mean ranks and sum of ranks and test results for Mann-Whitney tests of dealer 
survey continuous and rank variables. 
 
Variable 
Survey 
method N
Mean 
Rank
Sum of 
Ranks
Hours for paper reporting Mail 63 55.540 3,499.000
Phone 43 50.512 2,172.000
  Total 106     
Payroll for paper reporting Mail 56 44.509 2,492.500
Phone 27 36.796 993.500
  Total 83     
Other costs for paper reporting Mail 60 61.575 3,694.500
Phone 39 32.192 1,255.500
  Total 99     
Equipment cost for paper 
reporting Mail 88 78.693 6,925.000
Phone 60 68.350 4,101.000
  Total 148     
Hours for electronic reporting Mail 87 77.069 6,705.000
Phone 59 68.237 4,026.000
  Total 146     
Payroll for electronic reporting Mail 71 57.796 4,103.500
Phone 42 55.655 2,337.500
  Total 113     
Software user friendly Mail 88 63.801 5,614.500
Phone 61 91.156 5,560.500
  Total 149     
Reporting frequency Mail 88 68.159 5,998.000
Phone 61 84.869 5,177.000
  Total 149     
Software complexity Mail 88 64.335 5,661.500
Phone 60 89.408 5,364.500
  Total 148     
Time required to report Mail 88 62.818 5,528.000
Phone 61 92.574 5,647.000
  Total 149     
 
 
 
 
 
 
 
 
 
 
 
Table 57. Continued. 
 
 Statistic 
Hours for 
paper 
reporting
Payroll 
for paper 
reporting
Other 
costs for 
paper 
reporting
Equipment 
cost for 
electronic 
reporting 
Hours for 
electronic 
reporting
Payroll for 
electronic 
reporting
Mann-Whitney U 1,226.000 615.500 475.500 2,271.000 2,256.000 1,434.500
Wilcoxon W 2,172.000 993.500 1,255.500 4,101.000 4,026.000 2,337.500
Z -0.844 -1.369 -4.999 -1.654 -1.253 -0.336
Asymp. Sig. (2-tailed) 0.399 0.171 < 0.001 0.098 0.210 0.737
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Table 57. Continued. 
 
 Statistic 
Software 
user 
friendly 
Reporting 
frequency
Software 
complexity
Time 
required 
to report
Mann-Whitney U 1,698.500 2,082.000 1,745.500 1,612.000
Wilcoxon W 5,614.500 5,998.000 5,661.500 5,528.000
Z -3.945 -2.397 -3.874 -4.357
Asymp. Sig. (2-
tailed) < 0.001 0.017 < 0.001 < 0.001
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Table 58. Contingency table and Chi-square test for dealer size vs. survey method. 
 
  Survey method Total
Dealer size  Mail Paper  
Large 49 32 81
Small 39 28 67
Total 88 60 148
 
 Statistic Value df
Asymp. 
Sig. (2-
sided)
Exact 
Sig. 
(2-
sided)
Exact 
Sig. 
(1-
sided) 
Pearson Chi-Square 0.079b 1 0.778
Continuity Correctiona 0.013 1 0.910
Likelihood Ratio 0.079 1 0.778
Fisher's Exact Test 0.867 0.454 
Linear-by-Linear 
Association 0.079 1 0.779
N of Valid Cases 148         
a computed only for a 2x2 table. 
b 0 cells (.0%) have expected count less than 5. The minimum expected count is 27.16. 
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Table 59. Contingency table and Chi-square test for equipment purchased vs. survey method. 
 
  Survey method Total
 Equipment purchased Mail Paper  
No 51 40 91
Yes 37 20 57
Total 88 60 148
 
 Statistic Value df
Asymp. 
Sig. (2-
sided)
Exact Sig. 
(2-sided) 
Exact 
Sig. (1-
sided)
Pearson Chi-Square 1.143 1 0.285
Continuity Correction 0.805 1 0.370
Likelihood Ratio 1.152 1 0.283
Fisher's Exact Test 0.307 0.185
Linear-by-Linear 
Association 1.136 1 0.287
N of Valid Cases 148         
a computed only for a 2x2 table. 
b 0 cells (.0%) have expected count less than 5. The minimum expected count is 23.11. 
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Table 60. Contingency table and Chi-square test for reporting software vs. survey method. 
 
  Survey method Total
 Reporting software Mail Paper  
SAFIS upload 19 8 27
Safis web form 55 25 80
Trip Ticket 14 25 39
Total 88 58 146
 
Statistic Value df
Asymp. 
Sig. (2-
sided)
Pearson Chi-Square 13.228 2 0.001
Likelihood Ratio 13.081 2 0.001
Linear-by-Linear 
Association 11.867 1 0.001
N of Valid Cases 146.000     
a 0 cells (.0%) have expected count less than 5. The minimum expected count is 10.73. 
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Table 61. Contingency table and Chi-square test for internet access type vs. survey method. 
 
    Survey method Total 
Variable    Mail Paper   
Internet access Dial-up 75 55 130 
Cable/DSL 13 4 17 
Total   88 59 147 
 
 Statistic Value df
Asymp. 
Sig. (2-
sided)
Exact 
Sig. (2-
sided)
Exact 
Sig. (1-
sided) 
Pearson Chi-Square 2.206 1 0.137
Continuity Correction 1.494 1 0.222
Likelihood Ratio 2.347 1 0.126
Fisher's Exact Test 0.190 0.109 
Linear-by-Linear 
Association 2.191 1 0.139
N of Valid Cases 147         
a computed only for a 2x2 table. 
b 0 cells (.0%) have expected count less than 5. The minimum expected count is 6.82. 
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Table 62. Contingency table and Chi-square test for state vs. survey method. 
 
  Survey method Total
 State Mail Paper  
CT 1 1
MA 19 11 30
MD 3 1 4
ME 22 15 37
NC 8 14 22
NJ 9 5 14
NY 10 4 14
RI 8 4 12
VA 8 6 14
Total 88 60 148
 
 Statistic Value df
Asymp. 
Sig. (2-
sided)
Pearson Chi-Square 7.395 8 0.495
Likelihood Ratio 7.714 8 0.462
N of Valid Cases 148     
a 5 cells (27.8%) have expected count less than 5. The minimum expected count is 0.41. 
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UPS to send reports instead of using the US Postal Service. So both sets of data may be equally 
valid, but there were some directional biases in each. 
 Results for the attitudinal variables, used to rank the problems with electronic reporting 
that may lead to miss-reporting, revealed that all variables had a higher median ranking in the 
phone survey data (Figure 72). For all variables, the distribution of relative frequency indicated 
a greater number of phone surveys reporting a rank of 10 than was reported in the mail-in 
surveys (Figures 73, 74, 75 and 76). This may indicate that the non-responders for the mail-in 
survey that answered the phone survey were not so unhappy with this reporting method and 
didn’t feel that the survey applied to them. I used Mann-Whitney tests across dealer size and 
reporting software, which indicated that large dealers reporting by file upload or trip ticket 
software showed no significant difference between survey methods for any of the variables. 
However, large dealers reporting through the SAFIS online form did have a significant 
difference for the user friendliness of the software (Exact p = 0.004) and the complexity of the 
software (Exact p = 0.034), which tends to support the idea that dealers having problems with 
the reporting software may have taken the time to return the mail survey.  
For small dealers, those using file upload showed no significant differences between 
survey methods, while those reporting to the SAFIS website had significant differences for 
frequency of reporting (Z = -2.066 p = 0.020) and the time it takes to report. Those dealers 
using trip ticket software continued to have significant differences for all variables. This may 
indicate that dealers that do not like electronic reporting or have issues with the way in which 
they have to report, took the time to send back the surveys, while those that have fewer issues 
with electronic reporting had the time to spend on a phone survey. This reflects the data for 
255 
 
 
other paper costs, in that dealers that have heavier costs and more frustration with dealer 
reporting may have been more likely to send back the survey, while dealers that spend fewer 
resources on reporting may have had the time to answer a phone survey.  
As mentioned before, there were significant difference across survey methods for the 
reporting software used (Figure 77). Comparing across dealer size, Mann –Whitney tests were 
still significant for both dealer sizes. Large dealers reporting through the SAFIS web form 
returned a greater proportion of surveys than answered the phone survey. As there were 
significant differences for user friendliness and complexity for the SAFIS web form for large 
dealers, it seems that those dealers using this reporting software tended to mail back surveys, 
which supports the idea that those who have issues with the software tended to answer the mail 
surveys at a greater rate than phone surveys. For the small dealers a much larger proportion 
using the SAFIS web form sent back the mail surveys than answered the phone surveys and, as 
indicated above, dealers using the web form reported lower scores on the mail survey. However, 
there was a lower proportion of dealers using trip ticket software sending back mail in surveys, 
than answering the phone survey, which also received lower scores in the mail survey. This may 
indicate that those small dealers that have issues with being required to report at all, were more 
likely to send back reports. 
I felt that the two survey methods captured different segments of the population under 
study. The only stratification variable (state, size, reporting method, internet type) that showed a 
significant difference between survey methods was reporting software. This should not affect 
the costs associated with paper reporting, but could affect the costs for electronic reporting, but 
there were no significant difference between survey methods for the electronic reporting costs. 
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The difference in reporting method is not leading to a difference for electronic reporting costs 
and staff time. So the only difference is with a paper reporting cost, which should depend on 
dealer size, which has no significant difference between survey methods. Combining the data 
for both survey methods may underestimate the other costs for paper reporting, but it may be 
that we have captured two parts of the population, one with large other costs for paper reporting 
and one with small other costs for paper reporting, in which case, the data should be combined 
to correct the bias toward higher other costs in the mail-in survey.  
The electronic reporting software may impact the rankings in the attitudinal variables. 
The higher ranking of attitudinal variables in the phone survey is consistent with the phone 
survey covering dealers that have fewer grievances with the reporting process.  The phone 
survey covered a greater proportion of dealers using the trip ticket software. It may be that those 
dealers using trip ticket software and with fewer reporting problems answered the phone survey, 
but didn’t feel they would be representative of dealers that had impacts from the switch to 
electronic reporting, which caused them to fail to return the mail-in survey. As the survey was 
meant to cover all dealers, not just those that have a grievance with the reporting requirements 
or software, I felt it was reasonable to include the attitudinal data from both survey methods. 
This would ensure that data from dealers with fewer objections to reporting were also 
incorporated in the calculation of the ranking for attitudinal variables. 
Using the data from the both the mail and phone survey, the data were compared to the 
distribution of dealers that were sent surveys to determine if there were differences in the 
distributions by state and size, which may be important for differences in cost. Chi-square tests 
indicated that the distributions by dealer size were not similar (Exact p = 0.052), and the 
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distributions by state were significantly different (Chi-square = 23.641, p = 0.012) (Figures 78 
& 79). Since the distributions were different, the data were weighted using the number of dealer 
selected divided by the number of dealers responding, by size and state. This was done to 
attempt to adjust for response biases in dealer size and state.  
3.5.2.2 Industry Dealer Paper Reporting Costs 
The data for paper reporting had a mean number of hours per week spent on paper 
reporting of 4.155 (±7.230 s.d.). The mean payroll cost per week was $72.747 (±$110.599 s.d.). 
Other reporting costs including; postage, fax transmission, copies and envelopes had a mean 
monthly cost of $73.521 (±$334.318 s.d.). I felt there would be a difference between dealers, 
with larger dealers having a higher cost for payroll; more hours needed to complete reports and 
an increased cost for other supplies. Large dealers had mean hours per week spent on paper 
reporting of 5.925 (±8.903 s.d.), mean payroll cost per week of $103.159 (±$134.376 s.d.) and 
mean monthly other cost associated with reporting of $117.487 (±$429.412 s.d.). Small dealers 
had mean hours per week spent on paper reporting of 1.588 (±1.513 s.d.), mean payroll cost per 
week of $28.641 (±$23.639 s.d.) and mean other monthly cost associated with reporting of 
$9.760 (±$16.408 s.d.). A Mann-Whitney test indicated that these differences were significant 
for hours per week spent on paper reporting (Z = -6.814, p < 0.001) and payroll per week for 
paper reporting (Z = -6.094, p < 0.001) (Table 63). 
Due to the large amount of variability in the other paper costs, there was not a 
significant difference between large and small dealers. The results met my expectations of 
higher costs for larger dealers, but the costs for other supplies were not significantly different, 
indicating that the other costs are not dependent on dealer size. I felt that there would be 
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Figure 71. Boxplot of yearly ex-vessel payouts by dealer size for each survey method. Solid bar 
is the median, the box includes the 25th percentile to the 75th percentile, and error bars are upper 
and lower quartile. 
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Figure 72. Boxplot of rank for each problem that contributes to miss-reporting in electronic 
reported data by survey method. Rank is 1 for important to 10 for not important. Solid bar is the 
median, the box includes the 25th percentile to the 75th percentile, and error bars are upper and 
lower quartile. 
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Figure 73. Relative frequency for each rank by survey method for the user friendliness of 
reporting software.
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Figure 74. Relative frequency for each rank by survey method for the reporting frequency.
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Figure 75. Relative frequency for each rank by survey method for the complexity of reporting.
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Figure 76. Relative frequency for each rank by survey method for the time required to report.
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Figure 77. Relative frequency of surveys by reporting software for each survey method. 
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differences between states, but was not sure what kind of trend would result. Kruskal-Wallis 
tests indicated significant differences in these variables by state (Table 64). The largest mean 
hours spent on paper reporting per week was North Carolina at 7.347 (±12.028 s.d.), and the 
lowest was reported by Connecticut with a mean of 0.050 (±0.000 s.d.). The largest mean 
payroll cost was reported in New Jersey at $124.750 (±$62.607 s.d.) with the lowest reported in 
Connecticut as $2.500 (±$0.000 s.d.). The largest mean monthly total for other supplies was 
$300.274 (±$777.934 s.d.) for New York, while the smallest mean cost for these other supplies 
was $0.500 (±$0.000 s.d.) for Connecticut. However, there was a large amount of variability in 
the data and the medians didn’t quite match the trends in the means (Table 65, Figure 80). 
Connecticut had a single dealer completing survey and the estimates from this dealer were 
lower than for other states. The estimates came from a single small dealer, so the estimates for 
Connecticut may be low.
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Figure 78. Number of dealer selected for survey by state and size.
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Figure 79. Number of dealer responding to survey by state and size.
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Table 63. Mean rank and sum of ranks and test results for Mann-Whitney test between large and 
small dealers for paper reporting. 
 Variable Dealer size N Mean Rank
Sum of 
Ranks 
Hours spent reporting Large 213 221.22 47,119.00 
Small 163 145.75 23,757.00 
  Total 376     
Payroll for reporting Large 171 165.27 28,262.00 
Small 111 104.87 11,641.00 
  Total 282     
Other costs for 
reporting Large 188 181.40 34,103.00 
Small 159 165.25 26,275.00 
  Total 347     
 
 Statistic 
Hours spent 
reporting
Payroll for 
reporting
Other costs 
for reporting
Mann-Whitney U 10,391.000 5,425.000 13,555.000
Wilcoxon W 23,757.000 11,641.000 26,275.000
Z -6.814 -6.094 -1.503
Asymp. Sig. (2-
tailed) < 0.001 < 0.001 0.133
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Table 64. Mean ranks and results of Kruskal-Wallis tests for differences between states for 
paper reporting. 
 Variable State N Mean Rank
Hours spent reporting CT 11 6
MA 82 223.750
MD 5 132.500
ME 97 186.562
NC 23 216.761
NJ 29 202.345
NY 61 178.025
RI 42 179.298
VA 26 171.538
  Total 376   
Payroll for reporting CT 11 6
MA 73 164.863
MD 80 123.681
ME 18 99.861
NC 12 221.375
NJ 39 166.987
NY 23 169.435
RI 26 117.077
  VA 282   
Other costs for 
reporting CT 11 65
MA 78 172.724
MD 5 117.500
ME 88 168.653
NC 22 136.523
NJ 26 146.750
NY 51 216.696
RI 46 201.304
VA 20 181.550
  Total 347   
 
 
 
 
 
 
 
270 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Table 64. Continued. 
 
 
 Statistic 
Hours spent 
reporting
Payroll for 
reporting
Other costs 
for reporting
Chi-Square 46.431 65.602 32.976
df 8 7 8
Asymp. Sig. < 0.001 < 0.001 < 0.001
 
 
Table 65. Mean, median and standard deviation for hours spent reporting by paper and electronically, payroll for reporting 
 by paper and electronically, other cost for paper reporting, initial equipment cost for electronic reporting and internet cost by 
state. 
State  Estimate 
  
Hours 
spent 
reporting 
by paper 
Payroll 
costs for 
reporting 
by paper
Other 
costs for 
reporting 
by paper
Hours spent 
reporting 
electronically
Payroll costs 
for reporting 
electronically
Equipment 
cost for 
reporting 
electronically
Internet cost 
for reporting 
electronically
CT Mean 0,050 $2.500 $0.500 0.100 $7.500 $250.000 $30.780
Median 0.050 $2.500 $0.500 0.100 $7.500 $250.000 $30.780
  
Std. 
Deviation   0.000 $0.000 $0.000 0.000 $0.000 $0.000 $0.000
MA Mean 6.840 $104.156 $16.033 4.146 $76.844 $454.088 $28.511
Median 1.833 $55.000 $5.000 2.000 $50.000 $0.000 $30.780
  
Std. 
Deviation   10.622 $127.807 $27.655 6.083 $101.843 $684.499 $6.221
MD Mean 6.250 $1.000 1.400 $23.200 $409.090 $30.780
Median 6.250 $1.000 1.000 $12.000 $409.090 $30.780
  
Std. 
Deviation   0.000  $0.000 0.526 $14.735 $0.000 $0.000
ME Mean 1.993 $35.020 $12.984 2.582 $49.214 $513.464 $28.611
Median 2.000 $34.000 $5.000 1.500 $30.000 $0.000 $30.780
  
Std. 
Deviation   1.217 $24.580 $24.002 3.051 $62.145 $705.655 $6.107
NC Mean 7.347 $42.270 $19.206 4.486 $151.422 $764.675 $25.356
Median 2.000 $17.210 $2.250 2.000 $30.000 $400.000 $30.780
  
Std. 
Deviation   12.028 $72.157 $62.201 5.637 $421.038 $807.709 $8.780
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Table 65. Continued. 
 
State     Estimate 
  
Hours 
spent 
reporting 
by paper 
Payroll 
costs for 
reporting 
by paper
Other 
costs for 
reporting 
by paper
Hours spent 
reporting 
electronically
Payroll costs 
for reporting 
electronically
Equipment 
cost for 
reporting 
electronically
Internet cost 
for reporting 
electronically
NJ Mean 4.750 $124.750 $15.500 2.600 $65.776 $546.536 $30.780
Median 4.500 $132.000 $6.000 2.000 $60.000 $424.910 $30.780
  
Std. 
Deviation   3.195 $62.607 $21.363 1.815 $49.496 $522.681 $0.000
NY Mean 3.091 $112.896 $300.274 4.470 $116.140 $800.912 $30.780
Median 1.000 $50.000 $5.000 1.700 $42.500 $680.000 $30.780
  
Std. 
Deviation   4.244 $183.057 $777.934 6.126 $148.632 $781.970 $0.000
RI Mean 3.888 $86.672 $181.721 6.532 $136.094 $633.642 $30.780
Median 2.000 $32.000 $100.000 2.000 $50.000 $0.000 $30.780
  
Std. 
Deviation   3.898 $84.922 $312.843 8.847 $158.441 $1,004.151 $0.000
VA Mean 2.400 $29.600 $23.000 1.175 $22.109 $512.500 $28.385
Median 1.500 $27.500 $7.500 1.000 $20.500 $0.000 $30.780
  
Std. 
Deviation   2.053 $20.437 $47.723 1.049 $18.244 $732.445 $6.445
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Figure 80. Boxplot of weekly payroll costs by state for paper reporting. Solid bar is the 
median, the box includes the 25th percentile to the 75th percentile, and error bars are upper 
and lower quartile. 
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3.5.2.3 Industry Dealer Electronic Reporting Costs  
Dealer electronic reporting had a mean number of hours per week spent on 
electronic reporting of 3.881(±5.751 s.d.). The mean payroll cost per week was $86.724 
(±$177.631 s.d.). Initial equipment costs including; computer, modem, monitor and other 
peripherals had a mean cost of $560.139 (±$752.607 s.d.). The mean costs per month for 
internet access was $28.917 (±$5.682 s.d.). My expectations were the same for electronic 
reporting as they were for paper reporting, that large dealers would spend more time and 
money on reporting. Large dealers had mean hours per week spent on electronic reporting 
of 5.560 (±6.943 s.d.), mean payroll cost per week of $128.389 (±$221.384 s.d.) and 
initial equipment costs of $532.529 (±$802.755 s.d.). Small dealers had mean hours per 
week spent on electronic reporting of 1.446 (±1.119 s.d.), mean payroll cost per week of 
$26.300 (±$15.302 s.d.) and mean initial equipment costs of $600.179 (±$675.038 s.d.). 
Mean monthly internet access costs were $29.782 (±$4.273 s.d.) for large dealers, while 
this cost had a mean of $28.905 (±$5.721 s.d.) for small dealers. A Mann-Whitney test 
indicated that all but internet costs were significantly different between large and small 
dealers (p < 0.001) (Table 66).  So my assumptions about larger dealers having greater 
costs seem to be correct for hours spent reporting and payroll costs, but were wrong for 
the initial equipment cost. I felt larger dealer may buy larger computer systems. This 
result is most likely because larger dealers already computer systems and did not have to 
purchase one, while small dealers had to purchase a new system. When I analyzed the 
data for just those dealers that bought systems, large dealers had a mean cost of $1,459.78 
(±$615.439 s.d.), while small dealers had cost of $1,219.640 (±$505.770 s.d.). A Mann-
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Whitney test indicated this was not a significant difference (p = 0.191). So dealers 
essentially bought similar priced systems.   
I felt there would be differences by state, but still was not sure what kind of trend 
I would see. Kruskal-Wallis tests indicated significant differences for hours spent 
reporting, payroll costs and initial equipment costs by state (Table 67). The largest mean 
hours spent on electronic reporting per week was Rhode Island at 6.532 (±8.847 s.d.), 
with the lowest reported by Connecticut having a mean of 0.100 (±0.000 s.d.). The 
largest mean payroll cost was reported in North Carolina at $151.422 (±$421.038 s.d.) 
with the lowest reported in Connecticut as $7.500 (±$0.000 s.d.) (Table 65). The largest 
mean initial equipment costs was $800.912 (±$781.970 s.d.) for New York, while the 
smallest mean cost for initial equipment was $250.000 (±$0.000 s.d.) for Connecticut. 
The lowest mean monthly internet costs was $25.356 (±$30.780 s.d.) for North Carolina, 
while the largest mean was $30.780 (±$0.000 s.d.) shared by Connecticut, Maryland, 
New Jersey, New York and Rhode Island, which had all dealers using Cable/DSL to 
access the internet. As the internet costs were derived by mean charged per company, 
these data had little variability and all seemed to be close in price, as indicated by the 
non-significant Kruskal-Wallis test. The initial equipment costs and weekly costs had a 
great deal of variability within each state, perhaps indicating a large variability in the size 
of dealers (Figure 81 & 82). 
I also compared the costs and hours required to report by the software used to 
complete electronic reports (Table 68). I felt that those dealers using the SAFIS web form 
would have higher costs as it may take them longer to report, than if using a file upload 
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method like the SAFIS upload or trip ticket software. Initial equipment cost was highest 
for dealers using the SAFIS upload. The number of hours spent reporting was also 
highest for dealers using the SAFIS upload, as was the weekly payroll. The only variable 
not highest for dealers using the SAFIS upload was the internet cost per month, which 
was highest for dealers using the SAFIS web entry. Kruskal-Wallis tests indicated that 
differences were significant (p < 0.013) for all but the initial equipment cost (Table 69). 
The difference for internet costs may be indicative of the fact that using a dial-up 
connection for web entry is time consuming due to the slow speed, while using the 
upload or trip ticket program only requires a couple minutes to transmit data. The trend in 
hours spent reporting and payroll did not match my presumptions. It may that dealers 
using the SAFIS upload are those that are using proprietary software to enter inventory 
data and are reporting the total required enter all data elements, not just those required by 
NMFS. 
Dealers were asked to rank the importance of several variables in relation to how 
they contribute to miss or under-reporting. These attitudinal responses were for the user 
friendliness of the software, how frequently reports are due, complexity of reporting by 
computer and amount of time required to report electronically. The variables were ranked 
from 1 to 10 with 1 contributing substantially to miss-reporting and 10 not contributing at 
all. I felt that smaller dealers would rank these variables higher and those dealers using 
trip ticket software would rank these variables higher. I felt smaller dealers using trip 
ticket software would have fewer reports and spend less time online. 
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Table 66. Mean rank and sum of ranks and test results for Mann-Whitney test between 
large and small dealers for electronic reporting. 
 Variable Dealer size N Mean Rank
Sum of 
Ranks
Initial equipment cost Large 277 251.790 69,745.500
Small 263 290.210 76,324.500
Total 540
Hours spent reporting Large 277 312.490 86,560.500
Small 258 220.230 56,189.500
Total 535
Payroll for reporting Large 226 228.100 51,551.000
Small 171 160.540 27,452.000
Total 397
Internet cost Large 274 273.770 75,014.000
Small 268 269.180 72,139.000
  Total 542     
 
 Statistic 
Initial 
equipment 
cost
Payroll for 
reporting
Hours spent 
reporting
Internet 
cost
Mann-Whitney U 31,242.500 12,746.000 23,408.500 36,093.000
Wilcoxon W 69,745.500 27,452.000 56,819.500 72,139.000
Z -1.503 -5.817 -5.817 -0.659
Asymp. Sig. (2-
tailed) < 0.001 < 0.001 < 0.001 0.510
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Table 67. Mean ranks and results of Kruskal-Wallis tests for differences between states 
for electronic reporting. 
 Variable State N Mean Rank
Initial equipment cost CT 11 346.000
MA 124 260.008
MD 18 253.250
ME 134 258.075
NC 31 317.274
NJ 70 239.350
NY 60 332.950
RI 57 285.816
VA 40 268.475
  Total 545   
Hours spent reporting CT 11 16.000
MA 124 305.190
MD 13 173.154
ME 129 270.795
NC 31 310.629
NJ 70 243.650
NY 60 274.500
RI 57 310.579
VA 40 182.975
  Total 535   
Payroll for reporting CT 11 32.000
MA 110 223.295
MD 8 125.063
ME 101 171.579
NC 26 192.731
NJ 32 250.766
NY 43 235.512
RI 34 251.706
VA 32 126.188
  Total 397   
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Table 67. Continued. 
 
 Variable State N Mean Rank
Internet cost CT 11 298.500
MA 129 271.190
MD 18 298.500
ME 126 244.730
NC 31 228.565
NJ 70 298.500
NY 60 298.500
RI 57 298.500
VA 40 244.300
  Total 542   
 
 Statistic 
Initial 
equipment 
cost
Hours 
spent 
reporting
Payroll for 
reporting
Internet 
cost
Chi-Square 25.223 63.747 68.500 50.682
df 8 8 8 8
Asymp. Sig. 0.001 < 0.001 < 0.001 < 0.001
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Figure 81. Boxplot of initial equipment costs by state for electronic reporting. Solid bar is 
the median, the box includes the 25th percentile to the 75th percentile, and error bars are 
upper and lower quartile. 
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Figure 82. Boxplot of weekly payroll costs by state for electronic reporting. Solid bar is 
the median, the box includes the 25th percentile to the 75th percentile, and error bars are 
upper and lower quartile. 
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Table 68. Mean and standard deviation for initial equipment cost, payroll for reporting, 
hours spent reporting and internet cost for reporting by software type for electronic 
reporting. 
Software 
Initial equipment 
cost 
Hours spent 
reporting 
Payroll for 
reporting Internet cost 
  Mean SD Mean SD Mean SD Mean SD
SAFIS 
upload 581.773 799.233 4.237 6.663 100.940 125.695 28.384 6.374
SAFIS 
web 
entry 513.937 723.200 2.805 4.375 70.687 102.781 29.432 4.908
Trip 
ticket 406.506 653.236 3.873 4.996 83.482 274.106 27.434 7.316
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Table 69. Mean ranks and results of Kruskal-Wallis tests for differences between 
reporting software for electronic reporting. 
 Variable 
Reporting 
software N Mean Rank 
Initial equipment cost 
SAFIS 
upload 95 274.032 
SAFIS web 
entry 345 271.500 
Trip ticket 92 239.973 
  Total 532   
Hours spent reporting 
SAFIS 
upload 90 299.617 
SAFIS web 
entry 345 250.068 
Trip ticket 92 281.402 
  Total 527   
Payroll for reporting 
SAFIS 
upload 72 238.382 
SAFIS web 
entry 242 190.151 
Trip ticket 75 169.000 
  Total 389   
Internet cost 
SAFIS 
upload 95 262.084 
SAFIS web 
entry 350 276.054 
Trip ticket 92 249.304 
  Total 537   
 
 Statistic 
Initial 
equipment 
cost
Hours 
spent 
reporting
Payroll for 
reporting
Internet 
cost
Chi-Square 4.265 9.251 15.219 8.825
df 2 2 2 2
Asymp. Sig. 0.119 0.010 < 0.001 0.012
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Across all dealers, the average rank was above 5, indicating that all may be 
problematic, but they are not a significant influence on inaccurate reporting. When the 
data were analyzed by dealer size, the trend remained the same, with all average ranks 
above 5 (Figure 83). A Mann-Whitney test indicated that there was no significant 
difference between the responses of large and small dealers (p > 0.400). Comparisons by 
reporting software indicated similar trends, with all rankings above 5. The only 
significant difference was for user friendliness of the software, which was ranked higher 
by dealers using trip ticket software (µ= 7.50, ±3.351 s.d.) than those using either the 
SAFIS upload (µ = 5.70, ±16.921 s.d.) or the SAFIS web entry (µ = 5.23, ±3.684 s.d.) 
(Figure 84). Mann-Whitney tests revealed that there was a significant difference between 
trip ticket software and SAFIS upload (Z = -2.478, p = 0.013) and SAFIS web entry (Z = 
-4.705, p < 0.001), while the differences between SAFIS upload and SAFIS web entry 
were not significant (Z = -0.780, p = 0.435).  
Comparing across states, NC had an average rank of 4.990 (±3.641 s.d.) for 
frequency of reporting (Figure 85), while MA had an average rank of 4.53 (±4.173 s.d.) 
and NJ had an average rank of 4.49 (±3.610 s.d.) for the user friendliness of the software 
(Figure 86). Although a Kruskal-Wallis test was significant for all attitudinal variables by 
state (p < 0.050), all other ranks were above 5. A rank of 5 seemed to indicate that the 
variable may be a problem, but not seriously impacting reporting. The high ranks for user 
friendliness of the software for trip ticket software, seems to reflect comments by port 
agents, which have indicated that dealers using the SAFIS upload or SAFIS web form 
were having more software problems than those using trip ticket software. 
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Some dealers also added other issues that they felt were problems. For dealers 
using the SAFIS upload, dealers adding comments felt the system is too slow(1) and 
system downtime were issues(1). For dealer using the SAFIS web form, they felt that 
electronic reporting transferred more work to dealers without compensating them(2), 
there are issues with using the NMFS species names instead of local common names(1), 
didn’t like having to be online to report(1) and felt there was a lack of QA/QC on the 
NMFS side(1). Dealers using trip ticket software added comments indicating that they 
were concerned about the chance of double of double reporting(1) and felt that although 
cable was slower, it was not worth the cost of cable or DSL(1). Although only a few 
dealers added comments, these may be indicative of concerns by other dealers that didn’t 
feel it necessary to add what they felt were other problems or were short on time. 
The cost data developed above was used to calculate means for a single dealer. 
Using the dealer reports from 2002-2003 and 2005-2006, I calculated the mean number 
of dealers reporting and mean number of reports submitted per year for each reporting 
method. The mean number of dealers reporting per year by paper was 646.500 (±60.500 
s.d.) and the mean number of dealers submitting electronic reports per year was 513.500 
(±20.506 s.d.). The mean number of dealer reports per year by paper was 153,991.500 
(±4811.862 s.d.) and the mean number of dealer electronic reports per year was 
252,948.000 (±12,266.890 s.d.).  
As all cost estimates were in 2008 dollars, I needed to determine if the costs 
information submitted by dealers were estimated with 2008 dollars. I calculated the 
hourly wage for paper reporting and electronic reporting as the payroll costs divided by 
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Figure 83. Boxplot of rank for each miss-reporting (attitudinal) variable by dealer size. 
Solid bar is the median, the box includes the 25th percentile to the 75th percentile, and 
error bars are upper and lower quartile. 
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Figure 84. Boxplot of rank for each miss-reporting (attitudinal) variable by reporting 
software. Solid bar is the median, the box includes the 25th percentile to the 75th 
percentile, and error bars are upper and lower quartile. 
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Figure 85. Boxplot of rank for reporting frequency by state. Solid bar is the median, the 
box includes the 25th percentile to the 75th percentile, and error bars are upper and lower 
quartile. 
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Figure 86. Boxplot of rank for user friendliness of software by state. Solid bar is the 
median, the box includes the 25th percentile to the 75th percentile, and error bars are upper 
and lower quartile. 
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the hours spent on reporting.  The mean hourly wage for paper reporting was $23.960 
(±$14.727 s.d.), while mean hourly wage for electronic reporting was $24.820 (±$17.023 
s.d.).  Both medians were $ 20.000 an hour, indicating the dealers were using current 
wages to calculate paper cost. The data were not normally distributed, so I used a 
Wilcoxon test to detect differences. The Wilcoxon test was not significant (Z = -1.704, p 
= 0.088), indicating that 2008 dollars were used in calculations. 
Results of the costs reported on the dealer survey were converted to yearly cost 
per dealer and multiplied by the mean number of dealers for each method. Computer 
maintenance costs were calculated as 27 percent of the original value of the equipment 
per year. Yearly total cost after the first year were discounted at 2.3 percent to adjust to 
2008 dollars.  
3.5.2.4 Government Dealer Paper Reporting Costs 
Government costs were estimated using email responses from NMFS employees 
participating in the dealer reporting program. NMFS port agents were asked to supply 
estimates of time spent processing dealer paper reports, including receipt, entry and 
auditing. They were also asked to estimate the time they spend on dealer electronic 
reporting, which can include auditing and spending time resolving issues that dealers are 
having with the reporting software. One port agent from Massachusetts estimated the 
total handling time per report at 1.5 minutes per report, but the port agent in Maine felt 
that the estimate was nearer to 2.5 minutes. The port agent in New Jersey estimated costs 
for entry and auditing at 4 minutes and the port agent in North Carolina agreed with this 
higher estimate for southern states. Southern states have more trips from inshore areas 
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(not federal trips) that require summarization (Donald Mason, NMFS, Gloucester, 
personal communication, 2007; Scott McNamara, NMFS, Portland, personal 
communication, 2008; Joanne Pelligrino, NMFS, Toms River, New Jersey, personal 
communication, 2008). This adds time to processing, increasing the estimate. For this 
reason an estimate of 2.5 minutes for the New England area (Connecticut-Maine) and 4 
minutes for the Mid-Atlantic area (North Carolina-New York) was applied to the number 
of dealer reports for each area to derive a weighted mean of time per document of 2.78 
minutes (±0.975 s.d.).  
3.5.2.5 Government Dealer Electronic Reporting Costs 
For electronic reporting, one port agent estimated time spent on electronic 
reporting as 2/3 of the time that was spent on paper reporting, with no disagreement by 
other port agents, so I estimated the time per document as 2/3 of 2.78 and standardized to 
the frequency of reports during paper reporting. I used the number of paper reports per 
year divided by electronic reports per year which was applied to the time estimate to 
adjust for the higher number of reports, but lower time spent by port agents during 
electronic reporting.  These estimates were applied to the number of reports per year for 
each method and divided by the number of hours in a year for a 40 hour work week to 
estimate the number of man-years. A GS-9 step 1, as this occupation starts at the GS-9 
level (Dave Ulmer, NMFS, Hampton, Virginia, personal communication, 2008), salary 
for 2008 plus 51 percent for overhead and benefits were applied to the man-year estimate 
to determine total port agent cost per year for each method. There are 19 port agents, 
excluding team leaders (http://www.nero.noaa.gov/ro/fso/portoff.pdf), so equipment cost 
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for dealer reporting was determined by applying the man-year estimate divided by 
number of port agent to yearly computer costs. Computer costs were derived from the 
estimate for a Dell Optiplex desktop system at $602.07 retrieved from Dell’s website and 
a maintenance cost of 27 percent of the purchase price for each year after the first year.  
Other costs for personnel included IT time spent on each reporting method. The 
IT manger responsible for managing the database staff estimated the number of IT staff 
required for paper reporting as 0.5 staff for paper reporting and 1.5 staff for electronic 
reporting, both at the GS-12 level(Joan Palmer, NMFS, Woods Hole, personal 
communication, 2008). The GS-12 step 1 salary, plus 51 percent overhead, was applied 
to each estimate to determine yearly IT costs for each reporting method. There was also a 
printing cost for paper dealer reports, which was estimated at $20,000 year, plus postage 
of $5,000 per year (Barry Clifford, NMFS, Gloucester, personal communication, 2008). 
These estimates were also discounted at 2.3 percent to obtain 2008 dollars for each year 
after the first year. 
The 5 year cost was calculated for industry and government for each method 
(Figure 87). Industry costs for paper reporting over a 5-year period was estimated as 
$14,416,916.83 (Table 70), while the industry cost for electronic reporting was 
$11,208,491.60 for the same period (Table 71). The government costs over this period 
were $1,583,575.63 for paper reporting (Table 72) and $1,607,494.86 for electronic 
reporting (Table 73). The total costs for paper reporting was $16,000,492.46, while the 
cost for electronic reporting was estimated as $12,815,986.46. This represents a savings 
of $3,184,506.00 for dealer electronic reporting over a five year period. The industry 
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savings is $3,208,425.23, while the government sees an increase of $23,919.24 over a 
five year period. 
3.5.3 Estimation of Efficiency 
The primary goal of electronic reporting is to allow analysts to have access to 
harvest data with less time between the harvest and when the analyst can access the 
information.  Analysis of federal dealer and vessel data from the NMFS NER indicated 
that electronic reporting methods can decrease the lag time between landing and data 
availability for dealers and harvest and data availability for vessels.  The value of 
electronic reporting lies in its ability to facilitate near real-time availability of catch and 
effort data. To make a comparison in efficiency, I used the cost per business day for each 
reporting method divided by the number of reports that the method would have to process 
to have the reports from a single day available by the end of the lag time (number of 
reports in a day divided by lag time between date landed and date available). The formula 
for this estimate was: 
E = (Cy/Db)/((Ry/ Db)/Ld), 
where E is the efficiency, Cy is the average yearly cost over the 5-year period, Db is the 
business days in a year (52 weeks x 5 days), Ry is the number of reports in a year, and Ld 
is the median days after landing that the data are available (processing time including: 
recording data; transmittal; and database entry). The efficiency measure is the cost to 
provide a report the day of landing, so the lower the better. It may be doubtful as to 
whether or not paper methods can actually attain real-time reporting with the methods in 
use, but this approach gives a similar metric for each reporting method. 
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If we concern ourselves with decreasing the lag times and the cost associated with 
the amount of lag time as a measure of efficiency, electronic reporting is obviously more 
efficient for dealer reports (Table 74). The estimated efficiency was $1,433.890 per 
report for dealer paper reports and $40.533 for dealer electronic reports. The median lag 
time was 67 days for dealer paper reports and 4 for dealer electronic reports. This 
represents a decrease in lag time of 51 days with a cost savings of over $3,000,000 over a 
five year period. The data analyzed only calculated costs for paper landings reports, but 
the advent of electronic reporting meant that dealers no longer had to call in landings 
reports. This may be a significant cost savings for dealers, who no longer have to 
calculate weekly landings and call these in to the NMFS, and NMFS staffs no longer 
have to maintain a database of these weekly reports, which adds even more efficiency to 
the dealer electronic reporting method. Additionally, there was an increase in the 
accuracy of the dealer reports for port of landing and gear used, however, the area fished 
is less reliable in electronic dealer reports than electronic vessel reports and the ability to 
match VTR reports to dealer reports has only improved slightly. 
For vessel reports, the situation is less straight forward. I used data from a study 
that utilized onboard laptop computers and reporting from sea. This increases the costs of 
electronic reporting substantially for the fishing industry. Additionally, this was not a 
reporting method that had undergone full implementation. Because data submission was 
not required by NMFS, the data were not loaded as received, but loaded in intervals, 
increasing the time between report submittal and availability.  With this in mind, we saw 
a median lag time of 39 days for VTRs and 16 days for EVTRs, a decrease of 26 days in 
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the lag time for vessel reports. The cost over a five year period for the VTR program was 
$8,646,747.36, while the cost for the EVTR program over the same period was 
$29,710,938.97. This represents over a three-fold increase in costs. There was a cost 
savings to the government of -$1,791,346.13 over the 5-year period, but a 
$22,855,537.74 increase in costs to the fishing industry. On a per vessel basis, this 
equates to an increase of $5,663.48 over a 5-year period.  The efficiency estimate yielded 
an efficiency of $397.761 for paper vessel reporting and $560.714 for vessel electronic 
reporting, indicating that this method electronic reporting is less efficient for collecting 
vessel information. With the difference in efficiency and lack of improvement in 
collecting multiple effort variables, is it worth it to impose this kind of cost on the fishing 
industry? 
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Figure 87. Five year cost for government and industry for paper vs. electronic dealer 
reporting.
 
 
 
 
 
Table 70. Values used to estimate industry costs for dealer paper reporting including: the number of dealers, yearly 
payroll per dealer, other costs per dealer, hours per year spent reporting for a single dealer, and total and discounted 
costs across all dealers. 
 
YEAR DEALERS 
YEARLY 
PAYROLL
OTHER 
COSTS PER 
YEAR
HOURS PER 
YEAR TOTAL DISCOUNTED
1 646.500 3835.624 885.144 191.204 $3,051,976.51 $3,051,976.51
2 646.500 3835.624 885.144 191.204 $3,051,976.51 $2,983,359.25
3 646.500 3835.624 885.144 191.204 $3,051,976.51 $2,916,284.70
4 646.500 3835.624 885.144 191.204 $3,051,976.51 $2,850,718.18
5 646.500 3835.624 885.144 191.204 $3,051,976.51 $2,786,625.79
TOTAL $15,259,882.56 $14,588,964.44
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Table 71. Values used to estimate industry costs for dealer electronic reporting including: the number of dealers, yearly 
payroll per dealer, computer costs per dealer, internet costs per month per dealer, hours per year spent reporting for a 
single dealer, and total and discounted costs across all dealers. 
YEAR DEALERS 
YEARLY 
PAYROLL
COMPUTER 
TOTAL
INTERNET 
COST
HOURS PER 
YEAR TOTAL DISCOUNTED
1 513.500 4032.652 500.102 28.917 166.712 $2,105,631.16 $2,105,631.16
2 513.500 4032.652 135.028 28.917 166.712 $2,090,605.79 $2,043,602.92
3 513.500 4032.652 135.028 28.917 166.712 $2,090,605.79 $1,997,656.81
4 513.500 4032.652 135.028 28.917 166.712 $2,090,605.79 $1,952,743.71
5 513.500 4032.652 135.028 28.917 166.712 $2,090,605.79 $1,908,840.38
TOTAL $10,468,054.31 $10,008,474.98
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Table 72. Values used to estimate government costs for dealer paper reporting including: the number of reports per 
year, yearly payroll for entry staff, yearly payroll for IT staff, percent overhead, percent yearly raise, total staff cost, 
cost for printing and mailing forms, costs for computer equipment and total and discounted cost. 
YEAR REPORTS 
ENTRY STAFF 
COST IT COST OVERHEAD 
YEARLY 
RAISE
STAFF 
COST
1 153991.500 155306.846 35349.500 0.510 0.000 287891.082
2 153991.500 155306.846 35349.500 0.510 0.030 296527.814
3 153991.500 155306.846 35349.500 0.510 0.030 305423.649
4 153991.500 155306.846 35349.500 0.510 0.030 314586.358
5 153991.500 155306.846 35349.500 0.510 0.030 324023.949
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Table 72. Continued. 
 
YEAR 
FORMS 
COST COMPUTER TOTAL TOTAL DISCOUNTED
1 25000 2366.291 $315,257.37 $315,257.37
2 25000 638.899 $322,166.71 $314,923.47
3 25000 638.899 $331,062.55 $316,343.40
4 25000 638.899 $340,225.26 $317,789.58
5 25000 638.899 $349,662.85 $319,261.80
TOTAL $1,658,374.74 $1,583,575.63
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Table 73. Values used to estimate government costs for dealer electronic reporting including: the number of reports per 
year, yearly payroll for entry staff, yearly payroll for IT staff, percent overhead, percent yearly raise, total staff cost, 
costs for computer equipment and total and discounted cost. 
YEAR REPORTS 
ENTRY STAFF 
COST IT COST OVERHEAD 
YEARLY 
RAISE
1 252948 103237.286 106048.500 0.510 0.000
2 252948 103237.286 106048.500 0.510 0.030
3 252948 103237.286 106048.500 0.510 0.030
4 252948 103237.286 106048.500 0.510 0.030
5 252948 103237.286 106048.500 0.510 0.030
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Table 73. Continued. 
 
YEAR STAFF COST 
COMPUTER 
TOTAL TOTAL DISCOUNTED
1 316021.5361 2778.595797 $318,800.13 $318,800.13
2 325502.1822 750.2208653 $326,252.40 $318,917.31
3 335267.2476 750.2208653 $336,017.47 $321,078.03
4 345325.2651 750.2208653 $346,075.49 $323,254.02
5 355685.023 750.2208653 $356,435.24 $325,445.38
TOTAL $1,683,580.73 $1,607,494.86
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Table 74. Estimates of costs per year, trips per year, lag time, daily costs, reports per day, 
number of reports that would need to processed per day to have a day’s report available 
by the end of the lag time, and efficiency estimate. 
Program 
Average cost 
per year 
Reports in a 
year
Median 
days after 
landing 
Average 
daily cost 
EVTR $5,942,187.794 169,560.718 16.000 $22,854.568 
VTR $1,729,349.471 169,560.718 39.000 $6,651.344 
DPR $3,200,098.491 153,991.500 69.000 $12,308.071 
DER $2,563,197.292 252,948.000 4.000 $9,858.451 
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Table 74. Continued. 
 
Program 
Reports 
per day 
Reports 
processed 
per day Efficiency
EVTR 652.157 40.760 $560.714
VTR 652.157 16.722 $397.761
DPR 592.275 8.584 $1,433.890
DER 972.877 243.219 $40.533
 
 
CHAPTER 4: Discussion 
The analyses contained in chapter 3 tested several hypotheses concerning 
electronic reporting methods and paper reporting methods. In section 3.1, I used 
comparisons of the lag time between dealer paper and electronic reports; vessel paper and 
electronic reports; and dealer electronic and vessel electronic reports, to test the 
hypothesis that electronic reporting reduces the lag time between the date landed and the 
date that data are available to managers. In section 3.2, I used comparisons of sampling 
efficiency between dealer paper and electronic reports; and comparisons of quota 
overages between dealer dial-in quota reports and dealer electronic reports to test the 
hypothesis that electronic reporting is better for meeting the goals of fisheries 
management and scientific activities. In section 3.3, I used comparisons of accuracy in 
trip level variables between vessel paper and electronic reports and dealer paper and 
electronic reports to test the hypothesis that the accuracy of trip level data improves with 
electronic reporting. In section 3.4, I used a comparison of accuracy in the area reported 
between dealer electronic and vessel electronic reports to test the hypothesis that spatial 
data are more accurately reported by a vessel electronic system. In section 3.5 I 
calculated five-year costs for dealer and vessel paper and electronic reporting methods 
and compared the efficiency of each method to test the hypothesis that electronic 
reporting methods are more efficient than paper reporting methods. The results of the 
comparisons made in chapter 3 lead me to the conclusions that: 
 Both vessel and electronic reporting reduce the lag between when a trip 
lands a catch and when those data are available to analysts.  
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 Electronic reporting increases the efficiency of samplers and eliminates 
the need for quota monitoring through a separate quota reporting system. 
 The accuracy of trip level data reported by dealers and vessels increases 
when using electronic reporting methods, but not for all variables 
collected. Of particular importance was the finding that vessel reports 
under-estimated the landings, implying that dealer reported landings are 
more reliable than vessel reported landings. 
 Area data are more accurately collected by vessel electronic reports 
compared to dealer electronic reports. These findings suggest that both 
dealer and vessel reports are still needed in order to capture accurate 
fishing areas from vessels and accurate landings from dealers. 
 Based on the number of reports processed per day compared to the costs, 
dealer electronic reporting is more efficient than dealer paper reporting, 
but vessel paper reporting is more efficient than vessel electronic 
reporting. 
The data on lag time for dealers showed improvements as a result of electronic 
reporting. However, there was a great deal of variability, indicating there are still some 
compliance issues with some dealers. This can impact the availability of landings data 
needed for the management of fisheries. Although there were still issues with 
compliance, there was a reduction in non-compliance in the electronic dealer data. This 
may result because the shorter time required for submission may make it easier to stay on 
top of non-compliant dealers and work with them to get delinquent reports into the 
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database. During paper reporting, it may have taken up to two months to get the data into 
the dealer database. This may have led to an increase in time between when the reports 
were due and when managers noticed that a dealer was delinquent. So dealer electronic 
reporting has led to a shorter lag time and more complete data available to managers. 
Vessel electronic reports showed a decrease in lag time compared to paper 
reporting as well. However, the decrease was not as great as the decrease in dealer lag 
time. The estimate of lag time for vessel electronic reports submitted by the study fleet 
was impacted by the method used to load the data to the database. Dealer reports are 
entered into the database as received, but vessel reports were entered into the database 
periodically, artificially increasing the lag time for vessel electronic reports. Both dealer 
and vessel electronic reports had minimum lag times of zero days, indicating that they 
both have the capacity to report within a single day of landing. 
The accuracy comparisons between dealer and vessel electronic reporting 
indicated improvements in the accuracy of trip level data for dealer reports. Dealer 
electronic data showed improvements in the gear and port reported for the trips that were 
compared. The comparisons indicated that differences in the gear reported were not a less 
precise identification of the gear used, but were misidentifications of the gear used. 
Dealer errors in the reporting of the port of landing were thought to be out-of-state 
dealers purchasing from a vessel but reporting the port where the dealer is located, not the 
port of landing. The analysis of these data indicated that these are not out-of-state 
purchases, but dealers within the same state reporting the port where the dealer is located 
instead of the port of landing. So, at least the state of landing is being accurately reported. 
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Both the port and gear used are selected from a drop-down list in the reporting software. 
These drop-down lists are populated with valid gears and ports, so these lists may aid in 
the accuracy of these data.  
The reporting of the trip identifier has not improved. Although a field for this 
variable exists in the electronic reporting software it is not specifically defined, as it is not 
titled “VTR serial number”. Dealers have been told to enter this number in the field 
provided, but quality control on this field needs improved. There was not a defined field 
on the paper forms either, which also resulted in a lack of accuracy for this variable. 
The comparisons of accuracy between paper and electronic vessel reports showed 
mixed results. The accuracy of the gear reported showed no difference between electronic 
and paper vessel reports, and these were not different from observer reports. So the gear 
used was being accurately reported by both reporting methods. Results were similar for 
the mesh size reported. However, the integration of the GPS unit with the electronic 
reporting software resulted in an increase in the reliability of the area reported by the 
electronic reporting software. There was an increase in the accuracy of the number of 
subtrips reported. However, the subtrip is defined as a change in mesh size, gear and area. 
Since there was no increase in accuracy for gear and mesh size, the increase in accuracy 
for the number of subtrips is most likely the results of the increase in accuracy of the area 
reported.  
I was surprised by the lack of an increase in the accuracy of the number of hauls. 
The electronically reported number of hauls was less accurate than the paper reported 
number of hauls. The software required the captain to enter a haul when the gear was 
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deployed. If the captain forgot to do this, the software would not let the captain edit this 
data. This is a serious problem, which resulted in the underestimation of effort as well as 
catches and discards per unit effort for that haul. Integrating the winch controls into the 
software could remedy this problem, but would require installing a sensor to capture this 
information. 
I was also surprised to find that the haul level recording of pounds kept was less 
accurate than the subtrip level recording of pounds kept reported by paper. I felt that 
recording the pounds kept after each haul would be more reliable; however, it seems that 
the estimates made by the captains were under-estimating the pounds for each haul 
resulting in an accumulation of errors in the overall trip estimate. This resulted in a less 
reliable estimate than the total pounds kept reported on the paper reports. This would 
result in an even greater inaccuracy in the catch per unit effort, especially when paired 
with the underestimate of hauls. This leads me to conclude that the best source for 
landings data is still the dealer reports, while the best estimate for discards will be the 
observer reports. 
The comparison of the dealer reported area to the vessel reported area for 
electronically reported data indicated that the dealer reported area is not as accurate as the 
vessel reported area. The vessel reported area was not significantly different from the 
observer reported area, while the dealer area was different from the observer reported 
area. While vessels are required to report all areas fished, dealers may only report the 
primary area in which fishing occurred. If the fish that are caught need to be assigned to 
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the area in which they were caught, and accurate poundage needs to be assigned to 
landings, then both dealer reports and vessel reports will need to be maintained. 
The analysis of fish length sampling indicated that efficiency has improved 
following the implementation of dealer electronic reporting. The quick availability of 
dealer landings can allow samplers to target dealers that are purchasing the fish they need 
to sample. This eliminates the need for samplers to haphazardly visit dealers in the hope 
that one of the species they target for sampling has been landed. The sampler was 
responsible for receiving and entering the dealer data, electronic dealer reporting has 
increased the time available to devote to sampling instead of entering dealer data. This 
implies that dealer electronic reporting has led to increases in sampling efficiency. Better 
tracking of samples taken and the use of handheld computers to reduce the burden of 
entering sample data may also have aided to increase efficiency. 
The analysis of quota monitoring using a call-in system, used when dealer were 
reporting by paper, and using dealer electronic reports resulted in a finding that the two 
methods were not different. There was no difference between methods for the in-season 
estimate of landings compared to the final landings. There was also no difference in the 
proportion of quotas exceeded. So the use of dealer electronic reports is just as accurate 
as the previously used call-in system. However, using the dealer electronic reports 
eliminates the increased burden on dealers to file paper reports and complete call-in quota 
monitoring reports. So a single dealer electronic reporting system can meet the needs of 
management, which has required two systems in the past to meet the same goals; 
landings and quota monitoring. 
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The cost of dealer reporting showed a modest decrease compared to the costs 
associated with paper reporting, but the efficiency estimate I used indicated that dealer 
electronic reporting was much more efficient. Although the government saw little 
savings, the industry saw a savings of over 3 million dollars over a five year period. The 
efficiency estimate of electronic dealer reporting showed over a 30 fold increase in 
efficiency over that of paper dealer reporting. Electronic dealer reporting can decrease the 
number of duplicative reports that have to be completed by dealers, as well as distributing 
the entry burden over hundreds of dealers instead of 19 port agents, greatly increasing the 
number of reports that can be entered in a single day.  
On the other hand, vessel electronic reporting had an estimated five-year cost that 
was 21 million dollars higher than the cost for paper reporting. This may be a reasonable 
cost if the efficiency was greatly improved, but it was not. The efficiency of the paper 
reporting method was slightly better than the efficiency of the electronic reporting 
method. With these results in mind, I have serious doubts as to the advisability of 
implementing such an expensive system that does not perform as well as the system it is 
meant to replace. 
The primary use of vessel catch and effort data is for stock assessments. It is 
difficult to assess the usability of electronic vessel data for stock assessments without 
conducting an assessment so the primary focus needs to be the use for fisheries 
management. The ability to track the number of vessels fishing, and fishing effort per 
vessel, could enhance the ability to forecast in-season landings. This could result in more 
accurate quota monitoring. However, these improvements in quota monitoring may not 
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necessarily justify the cost. At this point, dealer reporting is on a weekly schedule with a 
median lag time of four days, while the lag time for study fleet electronic vessel reports 
had a median of 16 days. Obviously, it would be more beneficial to use dealer reporting 
for quota monitoring as the lag time is shorter, but the lowest lag time for study fleet 
reports was zero days lag time. So the electronic vessel reports may have the capacity to 
report in real-time, but it remains to be seen if this would be the case. It appears that there 
is no enhancement in quota monitoring to be gained from using electronic vessel reports 
instead of electronic dealer reports. However, for quotas that are assigned by stock area, 
the electronic vessel reports could be much more accurate and may be worth the cost. So 
the electronic vessel reports may not be worth the cost indicated here when dealer reports 
can suffice, but for fisheries that require real-time reliable spatial data for management, 
electronic vessel reporting systems may be essential and worth the cost. 
As technology improves, the quality of dealer reports may also be improved. 
Currently, the applications in use record one gear and area for each trip record. The 
current landings database in the NER is a flat file and doesn’t allow multiple gears and 
areas for the same record. Upgrading to a database utilizing separate tables for gear and 
area, but linked to the trip by an identifier may allow the trip characteristics to be more 
accurately recorded by the dealer. Additionally, better quality control of the trip identifier 
required to be reported by dealers may increase the ability of analyst to link the area and 
gear data from the vessel reports. As there are still inaccuracies in vessel paper reports 
(VTRs), and many fisheries have implemented vessel monitoring systems (VMS), it may 
be possible to link the VMS to the dealer reports and VTRs. Although I was not able to 
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analyze the VMS data against the vessel reports, these units record the GPS location of 
vessels at a predetermined frequency. Increasing the ability of researchers to access these 
data may change the use of these data from an enforcement tool to a much needed 
research tool. Tying this highly refined spatial data to vessel reports may lead to even 
more accuracy in the vessel effort data.  
For those fisheries where an electronic vessel report system is necessary, there 
may be other reporting methodologies to reduce the costs for the vessel, while 
maintaining the cost reductions for the government. The study fleet used on-board laptop 
computers, but these units would contribute greatly to the large cost for such a system. 
Current VMS requirements require the use of a VMS with computer terminal. Most of 
these systems could be used to run logbook software and transmit the data. This would 
eliminate the need for a laptop as this cost would be included in the VMS cost, which is 
offset by a government reimbursement program. The VMS units are more expensive and 
don’t represent an actual savings, just a shifting of the cost to the government. This may 
make the costs more palatable for the fishing industry. 
Another option may be allowing the fishing vessels to enter logbook data from a 
home computer and sending the data via the internet, just as dealers do. A cheap home 
computer may lower the initial vessel cost for a computer by up to $1,000 and may cut 
the transmission cost from $2-3 per report, which may cost up to $100 per month, to a 
flat rate of as low as $10 per month. As mentioned before, these data could be joined with 
VMS data once received, which would increase the quality of the spatial data. Another 
method could be the use of a small handheld computer to collect the position information 
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from the vessels GPS unit, which could then be joined with the logbook data after they 
are entered using a home computer. Merging the data in this way would allow for the 
collection of fine spatial data, while eliminating the cost of a VMS system and on-board 
laptop computer. 
Resolving the shortcomings of the vessel electronic reporting system requires 
more research, so I recommend that future research on electronic data collection methods 
should focus on alternative methods for collecting vessel data that substantially cut the 
costs to collect these data. 
Based on the results of the analyses I conducted, I recommend that:  
 Dealer electronic reporting should be implemented where the technology is 
available. 
 Vessel electronic reporting should not be implemented until more efficient 
methods have been developed. 
 
 
 
 
CHAPTER 5: Application to Ecosystem-based Management 
The final report of the Pew Ocean Commission recommended a national ocean 
policy that makes marine ecosystem health a priority (Pew Oceans Commission, 2003). 
The U.S. Commission on Ocean Policy called for ecosystem-based management, which 
they defined as managing ocean and coastal resources to reflect the relationships among 
all ecosystem components (U.S. Commission on Ocean Policy, 2004). The NMFS 
Ecosystem principles Advisory Panel (NMFS, 1998) recommended the development of 
regional fisheries ecosystem plans (FEPs), requiring councils to take specific key actions. 
Among these actions are: delineating ecosystems, developing a conceptual model of the 
food-web, describe the habitat needs for plants and animals comprising the food-web and 
how they are considered in management measures, calculate total removals from the 
system, assess the characterization of uncertainty and develop buffers against uncertainty 
in management, develop indices of ecosystem health, describe available long-term 
monitoring data and use of the data, and assess those elements that most impact fisheries 
and are outside of federal authority. 
The data collection systems reviewed in this paper have direct uses in FEPs. 
Principally, these data are used for long-term monitoring and estimating total removals of 
target and non-target species. Additionally, the data can be used to develop ecosystem 
models and identify removals from within the boundaries that define an ecosystem. With 
these uses in mind, I compared the data collected by vessel and dealer data collection 
systems to the input requirements for several ecosystem modeling packages to determine 
how the new collection methods may impact their use in fisheries ecosystem plans. 
316 
 
 
Ecopath with Ecosim (available at: http://www.ecopath.org/) is a whole 
ecosystem model, in that it attempts to accounts for all trophic levels in ecosystem 
(Plagányi, 2007). It can be used to assess the ecosystem effects for fishing, explore 
management options, analyze the impact of marine protected areas, predict the movement 
of contaminants and model the impact of changes in the environment. Ecopath is a mass 
balance model used to estimate the average state of an ecosystem, while the Ecosim and 
Ecospace packages can extend the data as simulations of trophic and biomass changes in 
time and space. The model balances production and consumption as: 
 
Production = Catch + biomass accumulation + predation mortality + net migration + 
other mortality 
 
The data from vessels and dealers can be used in Ecopath to estimate commercial 
catch (including discards) for those trophic levels including fish species that caught in 
commercial gear. The Ecosim package is intended to model policy alternatives for use in 
ecosystem-based fisheries management. The Ecosim package allows for modeling the 
impact of discrete fleets as a dynamic system. The input can accommodate data on 
landings, discards, discard fate, market and non-market prices, and fleet size and effort. 
The model can be used to estimate changes in ecosystem production and subsequent 
catch rates through time (Christiansen et al., 2005). 
Dealer data can supply information on landed catch and market prices, while VTR 
data collects information on discards and discard fate. The combination of VTRs from all 
vessels can be used to define the fleet and area fished can be used to define removals for 
the spatial area to be modeled. So the two databases can both contribute information to 
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the Ecopath with Ecosim modeling approach. The input requirements for commercial 
fishery information can be satisfied by using both dealer and vessel datasets; however, 
the Ecopath model is a snapshot (discrete time) that is then projected in continuous time 
by the Ecosim package.  
Electronic collection of vessel and dealer data would make the catch and effort 
data available in a much shorter time frame, which would allow analysts to assess 
changes more frequently than the current availability permits. Additionally, an increase in 
the reliability of fishing area reported by vessels would more reliably estimate the 
removals from within the boundaries of each ecosystem modeled. 
One of the most complex models applicable for fisheries based ecosystem 
management is the ATLANTIS model (Fulton et al., 2005). It is a dynamic system model 
that represents both bottom-up and top-down effects. ATLANTIS is based on a 
biogeochemical model that incorporates the full trophic structure, models vertebrates 
using age-structured formulations, allows age-structuring in lower trophic levels, is 
spatially resolved and allows coupling between physical and biological processes. 
ATLANTIS also includes a detailed exploitation model, which can incorporate multiple 
anthropogenic effects, but focuses on the dynamics of fishing fleets.  The exploitation 
model can simulate multiple fleets with their own gear selectivity, targeting, effort 
economic data. The exploitation model results are then input into assessment model to 
provide estimates for management decisions (Plagányi, 2007).  
The ATLANTIS model has high data requirements, which will limit its usefulness 
for continuous monitoring as the parameterization would require vast amounts of data 
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and time. However, the fishery dependent data needed from commercial fisheries 
(spatially defined catch and landings data, gear, effort, fishery sector) would be available 
from vessel and dealer data collection methods currently in place. The increase in the 
quality of the spatial data available from electronic logbooks would improve the 
reliability of the fleet characteristics required for this model. The decrease in lag time 
would allow for more timely updates to the model, which would allow managers to act 
more quickly in making adjustments to management measures. 
GADGET (Globally applicable Area-Disaggregated General Ecosystem Toolbox) 
is classed as a dynamic multispecies model or minimum realistic model, so called 
because it is restricted to a limited number of species than may be important to the target 
species of interest. GADGET was still being developed in 2007, but showed great 
promise for modeling indirect interactions between marine mammals and fisheries 
(Plagányi, 2007). In GADGET, populations can be split by species, size, age time and 
space. The model can be parameterized using catch data for fleets separated by area and 
season. Parameters on catch, consumption, growth and migratory patterns can be altered 
to compare biomass estimates under different alternatives (Lindstrøm et al., 2008). The 
biomass estimates can then be used by management to determine the best management 
options for obtaining the target populations for each population under consideration. 
Like ATLANTIS, the commercial vessel and dealer data used for GADGET is 
limited compared to the numbers of parameters that must be estimated for the model. 
Data on catch by area and season can be estimated from vessel logbooks and dealer 
reports. Total landings can be estimated by dealer reports, while total catch, including 
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discards and discard condition, can be estimated by fleet, area and season from vessel 
logbooks. Improvements from electronic reporting can once again make data available 
earlier than paper reporting and with less error in the spatial distribution of catch 
estimates. 
Finally, there are the classic predator-prey models. Among these is the KPFM 
(Krill-Predator-Fishery model) model developed by Watters et al (2005). The model can 
be used to examine the roles of transport, production, predation and harvesting.  The 
model estimates the effects of predation and harvest on krill populations and subsequent 
effects on cetacean populations. The model was designed to look at spatial results of 
management alternatives in small-scale management units (SSMUs). Data required from 
fisheries consist of catch information in the form biomass or numbers taken and the size 
structure of the catch in different areas over time. Dealer and vessel data collection could 
provide the necessary inputs for this type model to estimate catch by area. However, as 
with models electronic reporting can only aid in the timeliness of available data and 
increase the reliability of spatial catch data. 
Unfortunately, catch data are only a small component of the data needed to 
parameterize the models. Estimates of species abundance, natural mortality, age and 
growth and consumption rates are more difficult to collect. The time required to collect 
the data are not on the same scale as the collection of catch and market information. The 
time delays associated with collecting these variables will drive time lag in updating 
models, not the availability of catch data.  
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An increase in the timeliness and spatial resolution of catch and market data 
would be of greatest benefit in monitoring the limits to harvest set up in ecosystem-based 
fisheries management plans. The use of electronic reporting will aid in keeping the total 
catches in each ecosystem below the threshold determined by the management plan. To 
this end, vessel data will provide a more reliable estimate of spatial catch trends than the 
dealer data, but total landings will be estimated by dealer data, given the differences 
between vessel and dealer landings data for the EVTR data discussed already.
 
 
CHAPTER 6: Electronic Reporting in Other Countries 
In other countries, electronic reporting in fisheries is being developed to cover 
both commercial and recreational fisheries. In British Columbia, Canada, An electronic 
monitoring system has been implemented to monitor Dungeness crab (spp) trap and effort 
data (http://www.archipelago.ca/highlight.aspx?ID=CF3EA83A-DB53-4F69-B787-
3F7AEF432C2B). Radio tags are attached to each crab pot, which are recorded during 
each set and haul to establish soak time and make sure that traps are hauled by the owner 
of the trap. The vessels GPS system and hydraulic systems are integrated with the 
monitoring unit to capture the GPS position and time when haul-back occurred. Digital 
video, mounted on the vessel captures any anomalous event and authorities are notified of 
potential violation. Data capture and storage is handled through a third party, which 
notifies authorities and the fishing association of any violations. The average annual cost 
is reported to be less than 20 percent of an observer program.  
The same contractor also has conducted research to develop a method of digital 
video monitoring to capture catch and effort data. Trials in the BC Halibut fishery 
indicated that for 400 longline sets, the difference between video monitoring and 
observer estimates was less than two percent. This indicated that electronic monitoring 
was a viable alternative to observer programs. 
A company in South Africa (OLRAC) has developed a customizable electronic 
logbook software  
(http://www.olfish.com/attachments/048_Olfish%20Print%20Brochure.pdf). The 
software has a stand-alone logging and emailing component, to transmit data from sea.  It 
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also has add-ons that allow fishermen to visualize catch trends, distribution of product 
and monitoring fishing quotas. The system is designed to run on ruggedized or mini-
laptops. The flexibility of the software makes it applicable for both commercial and 
recreational fisheries. The system was adopted by several trawl fisheries in Australia and 
was considered for use in EU fisheries in 2004 
(http://www.esl.co.jp/Sympo/3rd/sample1.pdf). The Australian Fisheries Management 
Authority has also approved electronic logbook software developed by CatchLog Trading 
Pty Ltd (http://www.catchlog.com/recentnews.aspx) for use in Australian trawl fisheries.  
 In Europe, the EU has implemented requirements for submission of electronic 
logbooks for fishing vessels in fisheries under the authority of partner states. Commission 
Regulation (EC) No 1566/2007 specified the use of electronic logbooks for submitting 
daily reports and required member states to maintain lists of active vessels required to 
submit logbooks. Vessels are to report before reaching port. Dealer are also required to 
submit reports electronically under these regulations. One of the primary vendors for 
fisheries electronic reporting software in Europe is Sirius IT 
(http://www.siriusit.com/solutions/fishery_solution.aspx). This company produces 
logbook software that can be integrated with VMS units for transmission of logbook data 
from sea. The company also produces dealer reporting software to transmit sales receipts 
to the EU fisheries management agencies. They also market software to the management 
agencies that allows for cross-checking, data validation and quota analysis. 
 Globally, electronic collection of fisheries information is being explored or 
implemented by many fisheries management agencies. Implementation in large scale 
323 
 
 
fisheries may eventually to better management with more timely availability of catch and 
effort data. Hopefully this will improve the current state of many of the world’s fisheries.   
 
 
CHAPTER 7: Policy Implications 
Electronic reporting gives managers another method for tracking compliance with 
management measures.  Quotas, time-area closures, gear restriction and IFQs are 
common management measures used to achieve conservation goals. Past efforts to 
monitor fishing activity led to the establishment of data collection programs to monitor 
compliance with management measures. Among these is the implementation of 
mandatory dealer landings reports, vessel logbook reports, required quota monitoring 
reports (vessel or dealer), closed-area compliance monitoring by aircraft or vessels, and 
IFQ share usage reports. 
Time lags and high costs for the monitoring of these activities have made it 
difficult to ensure compliance with management goals; however, electronic reporting and 
monitoring methods have made the monitoring of fisheries activities easier for 
management agencies. With the current crisis in fish population declines, restrictive 
management measures may be implemented for a greater number of fisheries and species. 
Tighter restrictions on fishing activity will require a higher level of monitoring and 
electronic reporting systems would allow for a greater amount of monitoring for an 
agency with limited staff. Managers must consider the method of data collection 
available and costs to both the government and the industry, when considering 
management alternatives. Managers must also consider that limited budgets will restrict 
the amount of staff that can be utilized for monitoring activities. 
Limited data collection capabilities have led to serious time lags and lack of 
reporting compliance from industry. Increasing the amount of data collected per staff and 
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decreasing the time required to process the data leads to more efficient monitoring of 
shrinking quotas and the ability to identify compliance violations, decreasing the amount 
of missing data. The advantages of electronic reporting methods allow managers to 
consider more creative alternatives for achieving conservation goals. Instead of setting a 
total allowable catch for a single species, managers may be able to set quotas for 
individual areas to protect separate stocks and have faith that these can be monitored 
effectively. 
The Magnuson-Stevens Reauthorization Act requires that annual catch limits 
(ACLs) be specified for all managed species undergoing overfishing by 2010 and for all 
managed species by 2011. Complying with ACLs may require a substantial increase in 
the data collection capabilities of NMFS. Although mandatory dealer reporting has been 
implemented in the Northeast Region of the NMFS, this is not the case across all regions. 
Current quota monitoring does not cover all species, and in fact is a small subset of 
managed species. Ensuring that fisheries do not exceed an ACL will essentially establish 
quota monitoring for hundreds of species that currently are not being monitored 
throughout the fishing year. 
ACLs are tools to be used to meet the goals of National Standard 1 in the 
Magnuson-Stevens Act, which states that management “shall prevent overfishing while 
achieving, on a continuing basis, the optimum yield from each fishery for the United 
States fishing industry.’’ Guidance from NMFS at 50 CFR Part 600 established the 
concept of an annual catch target (ACT) to be used an accountability measure. For 
fisheries without proper monitoring to ensure that ACLs are not exceeded ACTs should 
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be established below the ACL. So for those fisheries where the monitoring is insufficient 
to ensure compliance with an ACL, significant reductions in the amount of fish allocated 
for harvest. This reduction could be eliminated by requiring electronic reporting at a 
frequency that would meet the requirement for adequate monitoring. Requiring the use of 
electronic methods gives managers an alternative to cutting the catch available for 
fishing.  
Another use of electronic reporting may be the collection of data from the for-hire 
recreational sector. Data on recreational catch and effort have been collected by the 
Marine Recreational Fishery Statistical Survey (MRFSS) using a combination of phone 
surveys and site sampling since 1979.  However, independent review of MRFSS has 
discovered serious flaws in the survey that require a redesign of the survey (National 
Research Council, 2006).  The review panel suggested that since the for-hire sector 
function more like the commercial sector, the data collection methods for this sector 
should be different from the private-angler sector. The panel also suggested that the for-
hire sector should be required to file logbooks, changing collection from this sector to a 
census instead of a survey. Implementing a paper logbook system for this fishery would 
require the MRFSS to supplement their staff with a large number of data entry staff as 
well as requiring more enforcement staff to deal with compliance issues. To avoid these 
added costs, electronic vessel logbooks for the for-hire sector is a sensible option. The 
use of electronic logbook would decrease the uncertainty in in-season catch from this 
sector, increasing the sufficiency of monitoring for to ensure compliance with ACLs.  
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So, electronic reporting methods give managers a tool to increase the monitoring 
for several fishing sectors, decreasing uncertainty in the compliance with the new 
requirements of federal fisheries policies. Electronic reporting methods are a cost 
effective method for agencies, both in the U.S and internationally, that have limited 
resources for data collection and data entry, but need fisheries dependent data to 
effectively manage marine resources. Managers will have to balance the costs of 
requiring these methods vs. preferred management alternatives. However, different 
methods of reporting electronically have different costs. Costs can be reduced for 
fisheries where reporting can be done from shore, which can cut equipment and 
transmission costs substantially.  These methods give managers flexibility in spatial and 
temporal use of conservation measures, allowing them to be more responsive to the needs 
of both the fishing industry and the species under management.
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Appendix A: Dealer Survey  
PhD Program in Coastal Resources 
Management 
377 Flanagan Building 
East Carolina University 
Greenville, NC 27858-4353 USA 
(252) 328-9372 
 
Northeast Multi-species Dealer Electronic Reporting Cost Survey 
 
1. When did the company begin dealer electronic reporting to NMFS Northeast Region?  
 
                                                   /  ______________                                                                                 
                          Month                                  Year 
2. Did this company have paper reporting requirements before beginning electronic reporting of 
landings data to the NMFS NER? (check one) 
 
           Yes 
  
           No (go to question number 7) 
 
3. Was this company considered a large or small dealer by NMFS Northeast Region in 2004 for 
dealer electronic reporting requirements? (check one) 
 
 Large: $300,000 or more in fish purchases for any year from 2000-2002. 
 
 Small: less than $300,000 in fish purchases per year from 2000-2002. 
 
4. How many hours per week did this company’s employees spend on reporting landings to 
NMFS NER by paper? 
 
________  hours per week 
 
5. What was the weekly payroll cost for the amount of employee time required to report 
landings to NMFS NER on paper? 
 
$_______________.______ 
 
6. What was the company’s total monthly expenditure for other costs associated with reporting 
landings to NMFS NER on paper (envelopes, postage, phone charges for faxing reports)? 
$______________ . _  ____ 
 
7. Did the company need to purchase computer equipment to meet the NMFS NER dealer 
electronic reporting requirements? (check one) 
 
Yes 
 
No                         (over) 
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8. If you answered ‘Yes’ to question 7, enter the cost to purchase the computer equipment 
(CPU, Monitor, Keyboard, Mouse, Printer) required to comply with the NMFS dealer 
electronic reporting requirements: 
 
$______________ . _____ 
 
9. NMFS Northeast Region offers four methods to report landings electronically. Which method 
does the company use to report landings electronically to NMFS NER? (check one) 
 
Report online to NMFS by using the File Transfer Protocol (FTP) to upload data 
to the SAFIS website. 
 
Enter data directly into an online form on the SAFIS website.  
 
Computer kiosk located at NMFS NER field office.  
 
File upload report system implemented by the state fishery management agency.  
 
10. What type of internet access does the company use? (check one) 
 
Cable/DSL 
 
Dial-up 
 
11. How many hours per week does this company’s employees spend on reporting landings 
electronically to NMFS NER? 
 
` ______________  hours per week  
 
12. What is the weekly payroll cost for the amount of employee time required to report landings 
electronically to the NMFS NER? 
 
$______________ . _____ 
 
13. Please rank the following, from 1 to 10 with 1 being very important and 10 not important, as 
you feel they contribute to under-reporting or misreporting of landings data reported 
electronically. 
 
____Reporting program not user friendly. 
____Reports are required too frequently. 
____Reporting by computer is too complicated. 
____Too much time required to complete reports. 
____Other                                                                                                                                         
 
