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Abstract
This paper presents novel methods to approximate the nonlinear AC optimal power flow
(OPF) into tractable linear/quadratic programming (LP/QP) based OPF problems that
can be used for power system planning and operation. We derive a linear power flow
approximation and consider a convex reformulation of the power losses in the form of
absolute value functions. We show four ways how to incorporate this approximation into
LP/QP based OPF problems. In a comprehensive case study the usefulness of our OPF
methods is analyzed and compared with an existing OPF relaxation and approximation
method. As a result, the errors on voltage magnitudes and angles are reasonable, while
obtaining near-optimal results for typical scenarios. We find that our methods reduce
significantly the computational complexity compared to the nonlinear AC-OPF making
them a good choice for planning purposes.
Keywords: Optimal Power Flow, Linear/Quadratic Programming, Power Flow
Approximation
1. Introduction
1.1. Motivation
Optimal Power Flow (OPF) is indispensable for current research in power system
operation and planning. OPF is widely used to find optimal expansion schemes [1, 2, 3]
for transmission networks in planning problems, or to find optimal generation schedules
at operational level that minimize operational system costs.
Especially for planning problems, it is crucial to have tractable formulations of multi-
period OPF problems, since the incorporation of the nonlinear original OPF problem
would impose a high computational burden. E.g. most advanced methods to solve such
problems in the nonlinear AC-OPF framework are developed in [4]. This is due to the
intertemporal coupling of long investment horizons. Moreover, transmission planning
methods need to incorporate a power flow approximation, since the combination of the
nonlinear power flow equations and binary placement constraints makes the problem hard
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to solve. Therefore, current planning methods include either the well-known lossless DC
power flow approximation [5], a lossless approximation of the power flow in the full
decision variable domain (active and reactive power, voltage magnitudes and angles) [3]
or a power flow representation that does not operate in the full decision variable domain
[1, 2]. This can result in near-optimal or infeasible solutions, when neither network losses
nor the full solution space are considered.
Also unit commitment (UC) problems require power flow approximations and often
binary decisions e.g. consideration of startup costs in the full decision variable space
[6, 7, 8]. This can be achieved by mixed-integer programming (MIP) frameworks that
are either able to incorporate linear or semidefinite programming (SDP) power flow re-
laxations. However, relaxing planning or UC problems into a second order cone (SOC)
programming problem [9] or into an SDP problem [10] is still a complex optimization
problem. Consequently, linear approximations are often the first choice to deal with the
complexity issue. This also explains why UC problems are often divided into several
stages [8] that reflect the binary decisions in the first stage, using a linear DC approxi-
mation, and then use the nonlinear OPF in the following stages at the cost of optimality,
and/or computation time.
In sum, there is still a clear need of linear OPF approximations that work in the full
decision variable space and capture power losses. Hence, the objective of this paper is
to find a linear and tractable approximation of the OPF problem in the full decision
variable space of active/reactive power and voltage magnitudes/angles for universal grid
topologies.
1.2. Related Work
Finding reasonable linear power flow approximations for OPF problems is not a new
research field. The first approaches included linearizing the power flow equations and
passing this information to a Linear Programming (LP) solver. However, since this
approximation does not hold for the entire operating range, the LP problem needs to be
solved in an iterative way. Several papers [11, 12, 13] have used this solution approach,
where they build the Jacobian of the power flow equations at a given operating point.
The work featured in [14, 15, 16, 17] derives a linear approximation of the AC power
flow equations, but does not show how these approximations can be incorporated into an
OPF problem. The well-known DC-OPF is extended by a piecewise affine (PWA) loss
model in [14, 18] to capture active power losses. However, these approaches only work in
the active power domain. The authors of [19, 20] suggested a linearized full OPF model
with a power loss approximation. If the power losses are included as LP relaxations
in the power balance constraints as done in [19], then the loss approximations will not
be tight for negative locational prices (LMPs) on the power balance constraints, since
fictitious losses would be generated that give the generation units more leeway to reduce
the objective. The authors of [19] cope with this issue by penalizing the active power
losses in the objective, which can distort the objective value especially if the system is
subject to heavy loading conditions. In contrast, [20] solves the fictitious losses problem
by introducing an MIP PWA loss formulation for active and reactive power losses that is
harder to solve as an LP problem. The authors of [20] also prove that an LP relaxation
of the active power losses only holds for positive LMPs on the active power balance
constraints if the reactive power losses are neglected. In [21], Mhanna et al. approximate
the second order cone relaxations with linear relaxations resulting in a high number of
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Table 1
Comparison of suggested methods.
Method Problem Modeling of Compatible with
Power Losses on Negative LMPs on
p` q` p q
LOLIN-OPF LP/QP x - - x
LIN-OPF LP/QP - - x x
LINLOLIN-OPF LP/QP x - x x
MIP-OPF MILP/MIQP x x x x
linear constraints. Castillo et al. [22] use also an iterative approach to compute the
optimal generator setpoints. The linear OPF method of [23] does not capture losses and
only operates in the decision variable domain of voltage angles and active power.
1.3. Contribution
The contribution of this paper is the development of novel tractable Linear/Quadratic
Programming (LP/QP) based OPF methods that approximate the power flow over the
entire operating range preventing us to iterate the problems. Our problems link the full
decision variable domain with linear power flow approximations and capture the power
losses by using absolute value loss approximations. Table 1 summarizes the suggested
methods listed by their names and their capabilities indicated by the label (‘x’). We
developed four OPF methods, in which three of them are defined as LP/QP problems
and one is formulated as an MILP/MIQP problem. The first LP/QP based method
LOLIN-OPF includes the active power losses p` as epigraphs to the active power balance
constraints, discards the reactive power losses q` and is only valid for non-negative LMPs
on the active power balance constraints p. The second method LIN-OPF discards active
and reactive power losses. The third method LINLOLIN-OPF is a combination of the first
two aforementioned methods and considers active power losses. The fourth method MIP-
OPF includes reactive and active power losses. The last three aforementioned methods
can handle non-negative LMPs on reactive q and active power balance constraints. Our
methods have following characteristics:
1. They can be solved by off-the-shelf solvers and the LP/QP methods are applicable
for large grids.
2. The presented approaches are universal to reflect any grid topology (meshed and
radial) and any voltage levels (low voltage, distribution, and transmission grids).
3. We showed by simulation that our approaches produce feasible AC solutions, if
approximate solutions exist.
4. The objective value error of our suggested methods is reasonable for typical test
cases.
The remainder of this paper is organized as follows. Section 2 derives the power flow
approximation. Section 3 shows how this approximation can be included into LP/QP
based OPF formulations. Section 4 analyzes the accuracy and optimality of our suggested
OPF methods and Section 5 draws the conclusion.
2. Linear Approximation
We first derive the linear power flow approximations based on a two-bus example
and extend this result to capture tap ratios, shunt elements, and line charging. Then, we
3
y = g + jb
p1, q1, v1, θ1
p2, q2, v2, θ2
Fig. 1. Two-bus system to illustrate and derive the linear power flow and absolute loss
approximations.
introduce nodal admittance matrices to reflect any grid topology and size and incorporate
this representation in several optimal power flow problems that have different features
and are compliant with an LP/QP framework.
Based on Fig. 1, the nodal active p1, p2 and reactive q1, q2 powers are given by the
nonlinear AC power flow equations that are for this case
p1 = v
2
1g −v1v2 cos(θ1 − θ2)g −v1v2 sin(θ1 − θ2)b ,
p2 = v
2
2g −v2v1 cos(θ2 − θ1)g −v2v1 sin(θ2 − θ1)b ,
q1 =−v21b +v1v2 cos(θ1 − θ2)b−v1v2 sin(θ1 − θ2)g ,
q2 =−v22b +v2v1 cos(θ2 − θ1)b−v2v1 sin(θ2 − θ1)g ,
(1)
where v1, v2 are the per unit nodal voltage magnitudes, θ1, θ2 are the voltage angles, g
is the per unit line conductance and b the per unit line susceptance.
2.1. Absolute Loss Approximation
Existing work focuses on power loss models that capture active power losses [24, 18,
20]. While [18, 20] use PWA models representing linear constraints in voltage angles,
Martin et al. showed the importance on incorporating voltage magnitudes to improve the
approximation quality. However, these works consider transmission networks and need a
higher number of linear constraints, which increases the problem complexity. In contrast,
our power loss approximation captures active and reactive power losses and reduces the
amount of constraints at the cost of optimality. Here, an absolute value formulation,
which is derived in this section, constitutes the minimum size of constraints.
The incurred active p` and reactive q` power losses for the two-bus system can be
calculated by
p` = p1 + p2 = (v
2
1 + v
2
2)g − 2v1v2 cos(θ1 − θ2)g , (2)
q` = q1 + q2 = −(v21 + v22)b+ 2v1v2 cos(θ1 − θ2)b . (3)
Let v1, v2 = 1 then we can find an absolute power loss approximation as a function of
the voltage angle difference for active and reactive power as follows
p` = 2(1− cos(θ1 − θ2))g ≈ |θ1 − θ2|2k1g , (4)
q` = −2(1− cos(θ1 − θ2))b ≈ −|θ1 − θ2|2k1b , (5)
where k1 is a constant that represents the gradient of the absolute function associated
with the voltage angle difference. Here, we approximate (1−cos(θ1−θ2)) with k1|θ1−θ2|.
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If we let θ1 − θ2 = 0 then we obtain approximations in terms of absolute values that are
functions of the voltage magnitude difference:
p` = (v1 − v2)2g ≈ |v1 − v2|2k2g , (6)
q` = −(v1 − v2)2b ≈ −|v1 − v2|2k2b , (7)
where k2 is a constant to approximate the losses associated with the voltage magnitude
difference. Here, we approximate (v1 − v2)2 with |v1 − v2|2k2.
By superposing the approximations (4) and (6) and superposing the approxima-
tions (5) and (7), we approximate the active papprox` and reactive power losses q
approx
`
as follows:
papprox` = |θ1 − θ2|2k1g︸ ︷︷ ︸
2p∆θ`
+ |v1 − v2|2k2g︸ ︷︷ ︸
2p∆v`
, (8)
qapprox` =−|θ1 − θ2|2k1b︸ ︷︷ ︸
2q∆θ`
− |v1 − v2|2k2b︸ ︷︷ ︸
2q∆v`
, (9)
that are convex reformulations of the exact power losses (2) and (3).
2.2. Selection of k1, k2
We have two degrees of freedom to approximate the power losses with the constants
k1, k2. To parametrize those parameters we define the design parameters ∆θd = θ1 −
θ2,∆vd = v1 − v2. They specify a usual voltage magnitude and angle difference between
two nodes that are connected by a line. If we solve the equations (4), (5) for k1 and (6),
(7) for k2, we obtain the following parametrizations for k1, k2
k1 =
1− cos ∆θd
|∆θd| ≈
|∆θd|
2
, (10)
k2 =
|∆vd|
2
. (11)
The quality of the loss approximation depends strongly on the loading of the system
and the selection of k1, k2. The errors can be reduced by evaluating the approximations
around the operating points. Instead of optimizing k1, k2 for each specific load case, we
choose typical static values for ∆θd = 0.05 rad, ∆vd = 0.02 p.u. by calculating the
mean value of angular and magnitude differences obtained from typical load cases. This
is different as proposed in [19], where a base case is needed to calculate grid specific loss
factors. With this approach we weight the losses with respect to the susceptances and
conductances. In this way it is possible to consider universal grid topologies ranging
from low voltage grids usually having a high R/X ratio to transmission grids possessing
a high X/R ratio. Figures 2a and 2b show the exact and the approximated power losses
for the two-bus transmission system (Fig. 1) with the per unit susceptance b = −10 and
the per unit conductance g = 1. Note that this formulation is an approximation and not
a relaxation, since there are loss regions that are underestimated above the values ∆θd
and ∆vd. This means that these errors translate to an underestimation of voltage angles
and magnitudes. Hence, there is no guarantee that the approximated OPF solutions will
lie inside the feasible original solution space.
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(a) Active power losses
(b) Reactive power losses
Fig. 2. Power loss comparison for the parameters b = −10 and g = 1. The blue surface indicates the
exact losses, while the red surfaces are the absolute power loss approximations.
6
2.3. Linear Power Flow Approximation
We linearize the nonlinear power flow equations (1) by using the following approxi-
mations1:
cos(θi − θj) ≈ 1 , (12)
v2i − vivj ≈ vi − vj , (13)
vivj sin(θi − θj) ≈ (θi − θj) , (14)
to obtain
p1 ≈ (v1 − v2)g −(θ1 − θ2)b +p∆θ` + p∆v` ,
p2 ≈ (v2 − v1)g −(θ2 − θ1)b +p∆θ` + p∆v` ,
q1 ≈ −(v1 − v2)b −(θ1 − θ2)g +q∆θ` + q∆v` ,
q2 ≈ −(v2 − v1)b −(θ2 − θ1)g +q∆θ` + q∆v` ,
(15)
in which we also add the convex reformulations of the power losses p∆v` , q
∆v
` , p
∆θ
` , q
∆θ
`
derived from the previous Section 2.1. As a result, the power flow approximations (15)
are convex, which can also be graphically verified in Figures 3a and 3b. However, if these
approximations are incorporated as power balance constraints in the OPF problem, then
the nested absolute value functions (8) and (9) make the constraints nonconvex. For this
reason, we relax the problem to a convex one by incorporating their epigraphs as linear
constraints.
The terms in b for the nodal active powers p1, p2 correspond to the DC power flow
approximation. All terms in b correspond to the fast decoupled load flow expressions
evaluated at the first iteration [25]. However, the only difference is that we still have
remaining expressions in g that are crucial to capture power flows in distribution grids.
The power flow approximations (15) follow the same structure as presented in [16], but
are extended with the power losses. In contrast to [19], we do not use squared expressions
for the voltage magnitudes.
2.4. Extension for Line Charging, Transformer Tap Ratios and Shunts
The aforementioned two-bus example considers only a series admittance y. In this
section, we aim to extend our approach to incorporate line charging, transformer tap
ratios and shunt elements. To capture these features, we use the standard pi branch
model. The nodal admittance matrix Y b for the two-bus system is then e.g.
Y b =
[
yiff y
i
ft
yitf y
i
tt
]
=
[
(y + j bc2 )
1
τ2 −y 1τe−θs
−y 1
τeθs
(y + j bc2 )
]
, (16)
where y = g + jb is the complex series admittance, τ is the per unit tap ratio, θs is the
transformer shift angle, bc is the per unit capacitive reactance of the line. We also define
the matrix Y ′b, in which we only consider the series admittance with the complex tap
ratios as follows
Y ′b =
[
y′iff y
i
ft
yitf y
′i
tt
]
=
[
y 1
τe−θs −y 1τe−θs−y 1
τeθs
y 1
τeθs
]
. (17)
1Note that the DC power flow uses the same approximation (14) and the fast-decoupled power flow
[25] makes use of the approximation (12).
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(a) Active power
(b) Reactive power
Fig. 3. Power flow comparison. p1, p2 represent the nonlinear power flow equations (1) and
papprox1 , p
approx
2 are the convex power flow approximations (15).
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This matrix is needed for the power flow approximation to correctly represent the power
flow contribution on the voltage angles.
In the same notation of [26] we next generalize our approach to account for any
grid topology. First, we define a grid that consists of nb buses, ng generators, and nl
lines. Any topology can be specified by constructing the node-branch incidence matrix
Cbr ∈ Znl×nb , from which we can derive the node-branch-from and node-branch-to
incidence matrices Cf ,Ct ∈ Znl×nb . We introduce the generator active and reactive
power injections pg, qg ∈ Rng×1. The generator to bus mapping is specified with the
matrix Cg ∈ Zng×nb .
The branch-from and -to admittance matrices Y f ,Y t ∈ Cnl×nb are calculated as
Y f = diag{y1ff , . . . , ynlff}Cf + diag{y1ft, . . . , ynlft}Ct , (18)
Y t = diag{y1tf , . . . , ynltf}Cf + diag{y1tt, . . . , ynltt }Ct . (19)
In the same straightforward way the adjusted versions of the branch admittance matrices
Y ′f ,Y
′
t ∈ Cnl×nb are
Y ′f = diag{y′1ff , . . . , y′nlff }Cf + diag{y1ft, . . . , ynlft}Ct, (20)
Y ′t = diag{y1tf , . . . , ynltf}Cf + diag{y′1tt , . . . , y′nltt }Ct , (21)
in which we neglect the shunt admittances and line capacitances.
The nodal admittance matrix Y b ∈ Cnb×nb , and its adjusted version Y ′b ∈ Cnb×nb
are determined by
Y b = C
T
f Y f +C
T
t Y t + diag{y1sh, . . . , ynbsh } , (22)
Y ′b = C
T
f Y
′
f +C
T
t Y
′
t , (23)
where yish are the per unit shunt admittances.
We extend the decision variables θ,v ∈ Rnb×1,p∆θ` ,p∆v` , q∆θ` , q∆v` ∈ Rnl×1 to reflect
any grid topology. The nodal active and reactive power injections p, q ∈ Rnb×1 are split
into
p = Cgpg − pd , (24)
q = Cgqg − qd , (25)
where pd, qd ∈ Rnb×1 are the active and reactive load vectors.
Under these definitions, we can find a more general matrix representation for the
active power flow approximation as
[−={Y ′b} <{Y b} −Cg |Cbr|T |Cbr|T ]

θ
v
pg
p∆θ`
p∆v`
 = −pd, (26)
and for the reactive power flow as
[−<{Y ′b} −={Y b} −Cg |Cbr|T |Cbr|T ]

θ
v
qg
q∆θ`
q∆v`
 = −qd, (27)
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where <,= denote the real and imaginary part of a complex number. Note that (26) and
(27) capture the approximated power flow equations (15) for the two-bus system if (16)
and (17) are inserted.
2.5. Branch Flow Approximation
To obtain tractable OPF problems, we linearly approximate the active and reactive
power line flows at the from ends pf , qf ∈ Rnl×1 as
pf = −={Y ′f}θ + <{Y f}v , (28)
qf = −<{Y ′f}θ −={Y f}v . (29)
Note that the power line losses are neglected by using this formulation.
3. Approximated Tractable Optimal Power Flow Problems
In this section we derive the formulations of the approximated OPF problems. First,
we present a lossy LP/QP based OPF problem that incorporates the power flow approx-
imations as linear constraints. Hence, we call this method LOLIN-OPF. Secondly, we
define a lossless version of the OPF problem that we call LIN-OPF. By combining the
first two methods, we develop a further consecutive method that can deal with negative
LMPs on active and reactive power balance constraints and is called LINLOLIN-OPF.
Thirdly, we provide a MIP formulation of the problem, where we include the power flow
approximations as linear constraints with binary decision variables. This method we call
MIP-OPF.
3.1. Lossy LP/QP based Optimal Power Flow (LOLIN-OPF) Problem
With the introduced power flow approximations we can now formulate the OPF
problem within a standard LP/QP framework. We specify the decision vector x =
[θ v pg qg p
∆θ
` p
∆v
` q
∆θ
` q
∆v
` ]
T . The objective of the OPF problem is to find the optimal
active and reactive generator powers that minimize either a linear or quadratic cost
objective. The approximated lossy LP/QP based Optimal Power Flow (LOLIN-OPF)
problem is
LOLIN-OPF: min
x
fp(pg) + fq(qg)
s.t. (26), (27)
(a) k1diag{g}Cbrθ − p∆θ` ≤ 0
(b) −k1diag{g}Cbrθ − p∆θ` ≤ 0
(c) k2diag{g}Cbrv − p∆v` ≤ 0
(d) −k2diag{g}Cbrv − p∆v` ≤ 0
(e) k1diag{b}Cbrθ − q∆θ` ≤ 0
(f) −k1diag{b}Cbrθ − q∆θ` ≤ 0
(g) k2diag{b}Cbrv − q∆v` ≤ 0
(h) −k2diag{b}Cbrv − q∆v` ≤ 0
(i) −s ≤ pf +Aqqf ≤ s
(j) −s ≤ pf −Aqqf ≤ s
(k) −s ≤ Aqpf + qf ≤ s
(l) −s ≤ Aqpf − qf ≤ s ,
(30)
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pf
qf
pf ≤
(√
2− 1
)
︸ ︷︷ ︸
aq
qf + s
s
Fig. 4. Illustrative example for the convex line flow approximation for one power line. The gray line
with the corresponding inequality specifies one segment of the circular PQ area.
where fp, fq are either linear or quadratic generator cost functions. The constraints
(26), (27) specify the nodal active and reactive power balance equations. The inequal-
ities (30a-h) represent the epigraphs of the approximated absolute power loss functions
derived in (8) and (9) and can be regarded as LP relaxations. It is noteworthy that the
power loss vectors only lie on these hyperplanes if the Lagrange multipliers on the active
and reactive power balance constraints (26) and (27) are non-negative. In other words the
constraints (30a-h) need to be binding to achieve a physical meaningful solution. Neg-
ative multipliers (also called LMPs) would lead to fictitious losses allowing to consume
more active or reactive power to lower the objective value. Negative LMPs could occur
in highly congested systems or for negative cost functions. Since we often have the case
that generator cost functions are specified in the active power domain only, it is common
to have negative LMPs on the reactive power balance constraints, which means that we
can only find tractable approximations by neglecting reactive power losses. In addition,
it was shown in [20] that the active loss LP relaxations only hold for non-negative LMPs
on the active power balance, if the reactive power losses are neglected. Due to these
reasons, we remove the reactive power loss variables q∆v` , q
∆θ
` from the problem and dis-
card the constraints (30e-h) at the cost of accuracy. To deal with negative LMPs on the
active power balance constraints, we introduce a consecutive method that is described in
Section 3.3. To generally include active and reactive power losses, we will formulate an
MIP problem that will be discussed in Section 3.4. The constraints (30i-l) define convex
polygons to approximate the circular PQ capability area. The vector s ∈ Rnl×1 specifies
the apparent power line limits and Aq = diag{aq ∈ Rnl×1} represents the derivatives
of the lines that form a convex polygon as shown in Fig. 4. Here, we consider 8 convex
segments to approximate the circular PQ area.
3.2. Lossless LP/QP based Optimal Power Flow (LIN-OPF) Problem
If the LOLIN-OPF problem returns negative LMPs on the active power balance and
we would like to avoid solving an MIP problem, we can define a lossless version of the
11
OPF problem at the cost of accuracy. We eliminate the power loss vectors from (26) and
(27), so that the decision vector is x′ = [θ v pg qg]
T . Then, the lossless LP/QP based
Optimal Power Flow (LIN-OPF) problem is:
LIN-OPF: min
x′
fp(pg) + fq(qg)
s.t. (30i-l)
(a) −={Y ′b}θ + <{Y b}v −Cgpg = −pd
(b) −<{Y ′b}θ −={Y b}v −Cgqg = −qd.
(31)
3.3. Consecutive lossy LP/QP based Optimal Power Flow (LINLOLIN-OPF) Problem
By solving the previous LIN-OPF method and running a second optimization problem
it is possible to consider power losses for negative LMPs. For the second problem, we
modify the LOLIN-OPF problem (30) by fixing the power loss constraints with respect to
the LIN-OPF solution. In particular, we equalize the power loss constraints (30a-d) that
are active in the directions of the voltage magnitude and angle differences obtained from
the LIN-OPF solution and discard the remaining constraints being not active associated
with the LIN-OPF solution.
3.4. Mixed Integer LP/QP based Optimal Power Flow (MIP-OPF) Problem
As discussed in Section 3.1 the optimal solution might not be binding with respect to
the power loss constraints. An alternative but computationally more expensive formula-
tion can be obtained by expressing the power loss constraints through an MIP approach.
For this, we restructure the decision vector to x′′ = [θ v pg qg ∆θ ∆v b
θ bv]T . The
power loss vectors are now replaced by ∆θ,∆v ∈ Rnl×1 specifying the absolute values
of |θi − θj | and |vi − vj | in (8) and (9). We introduce the binary variables bθ, bv ∈ Znl×1
that are associated with ∆θ,∆v. The approximated active and reactive power balance
can be adjusted to comply with the new introduced decision vectors ∆θ,∆v as
[ −={Y ′b} <{Y b} −Cg 0
−<{Y ′b} −={Y b} 0 −Cg
k1diag{g}|Cbr|T k2diag{g}|Cbr|T
k1diag{b}|Cbr|T k2diag{b}|Cbr|T
]

θ
vm
pg
qg
∆θ
∆v
 =
[−pd
−qd
]
. (32)
Then, the Mixed Integer LP/QP based Optimal Power Flow (MIP-OPF) problem is
MIP-OPF: min
x′′
fp(pg) + fq(qg)
s.t. (32), (30i-l)
(a) −M(1− bθ) ≤ −Cbrθ ≤Mbθ
(b) 0 ≤ −Cbrθ + ∆θ ≤ 2Mbθ
(c) 0 ≤ Cbrθ + ∆θ ≤ 2M(1− bθ)
(d) −M(1− bv) ≤ −Cbrv ≤Mbv
(e) 0 ≤ −Cbrv + ∆v ≤ 2Mbv
(f) 0 ≤ Cbrv + ∆v ≤ 2M(1− bv) ,
(33)
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where the constraints (33a-f) specify a big M formulation of the absolute value functions
in (8) and (9). The variable M has a considerable influence on the feasibility of the
problem. It needs to be chosen sufficiently large to approximate the real (practical)
range of the absolute values. Too large values might result in weak relaxations leading
to branching the problem and hence to an increased computation time.
4. Results
In this section we aim to show the performance of our proposed OPF methods com-
pared to the nonlinear AC-OPF, the DC-OPF, and to existing approximation and relax-
ation OPF methods. In particular, we chose the quadratically-constrained (QC) OPF
relaxation from [27] and the lossy DC-OPF approximation from [14]. We test our meth-
ods based on testcases from MATPOWER [26] and from the benchmark library PGlib
[28].
4.1. Implementation
The hardware environment on which our algorithms run is equipped with an Intel
Core i7-6600 processor. We implemented the suggested OPF methods within the MAT-
POWER framework [26] and use the GUROBI [29] solver parametrized with the barrier
solver on four cores for solving our methods. The DC-OPF is also solved with GUROBI
and with same solver settings. For all other methods, we use the interior point solver
IPOPT [30] with the integrated linear system solver MUMPS [31]. The approximation
and relaxation methods are solved with PowerModels.jl [32], from which we also adopt
the names DCPLL for the lossy DC-OPF approximation and QCWR for QC-OPF re-
laxation. Both methods are formulated as QC programming (QCP) problems. We set
the optimality tolerance for all solvers to 1e-6.
4.2. Error Metrics
4.2.1. Voltage Errors
We compare the voltage angles and magnitudes (xs = θ,v) of the approximated
OPF solutions with those from the exact power flow (PF) solutions (xpf = θpf ,vpf). For
the comparison, we set the PV buses in the PF solution according to the OPF solution
and compute the root mean square (RMS) errors xs on the nodal angle (xs = θ) and
magnitudes deviations (xs = v)
xs =
√
(xpf − xs)T (xpf − xs)
nb
. (34)
Since the nodal errors propagate through the system, we are not able to identify the
individual errors from the OPF approximations. The approximation error (ys) can be
better captured by using the angular (ys = ∆θ) and magnitude (ys = ∆v) differences
along the lines and is defined as
ys =
√
(ypf − ys)T (ypf − ys)
nl
. (35)
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4.2.2. Objective Value Error
We also define the objective value error between the AC-OPF solution and the ap-
proximated solutions. It is defined as
O =
fAC − fz
fAC
, (36)
where fAC is the objective value of the AC-OPF problem and fz is the objective value
of the approximated problem z.
4.3. OPF Comparison
The comparison is performed on different test cases ranging from different grid topolo-
gies (meshed, radial), voltage levels (distribution, transmission systems), grid sizes, dif-
ferent loading conditions (typical, active power increase (api) conditions), and different
operating conditions (small angular deviations (sad)). Table 2 shows the OPF results for
the performed test cases and different approximation approaches in terms of objective
values, objective value errors, voltage errors, and computation times. The label ’n.p.‘
indicates that it is not possible to generate a PF solution for the DC-OPF and DCPLL-
OPF, while ’n.c.’ means that the PF does not converge. The label ’n.s.’ indicates that no
solution is found. In order to study the impact of negative LMPs on the active power bal-
ance, we always check in the AC-OPF solution on negative LMPs. If some exist (mainly
in the api test cases), then we run the LINLOLIN-OPF instead of the LOLIN-OPF.
4.3.1. Voltage Angle and Magnitude Errors
First, we aim to analyze the accuracy of our methods. As an example of results,
Figures 5a and 5b show the angles and magnitudes for the LOLIN-OPF method and
for the PF program for the IEEE 118 test grid. Although there is a small deviation in
voltage angles, it can be observed that the curves match well. The angle offset can be
explained by the fact that our OPF method overestimates the losses at the slack bus, so
that this error propagates through the system.
We show the angle and magnitude errors for all other test grids in Table 2. It can
be observed that for our suggested methods a feasible PF solution exists, while for the
QCWR relaxation for test # 7 the power flow does not converge.
Taking a closer look on the voltage magnitude errors, the MIP-OPF introduces the
lowest. This is due to the fact that the MIP-OPF also considers the reactive power losses
in the power flow approximation, while this is not the case for the LOLIN-OPF and
LIN-OPF.
We observe higher angle errors for the LIN-OPF method, which can be explained that
the LIN-OPF version translates the underestimated active power generation setpoints to
higher errors in voltage angles. Note that the DC-OPF solution would also generate such
error.
4.3.2. Optimality
Another fact that needs to be discussed is the optimality of our suggested OPF
methods. Table 2 lists the objective value errors (O) of the analyzed methods. For
the typical transmission test cases (#1,2,3,6,7), we observe at maximum 3.9% for the
LIN-OPF, -1.59% for the LINLOLIN-OPF, and -0.92% for LOLIN-OPF. Note that we
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Table 2
OPF results for PGlib [28] and MATPOWER [26] testcases including the bundled PEGASE [33] test
cases.
# Testcase Method Problem Objective O Magnitude Error (p.u.) Angle Error (
◦) Runtime
($/h) (%) v ∆v max |∆v| θ ∆θ max |∆θ| (sec)
MATPOWER [26] test cases
1 case118 AC-OPF NLP 1.297e+05 - - - - - - - 8.0e-01
DC-OPF QP 1.259e+05 2.86 n.p. n.p. n.p. n.p. n.p. n.p. 2.7e-01
LIN-OPF QP 1.259e+05 2.86 0.002 0.002 0.009 1.89 0.35 1.48 2.0e-01
LOLIN-OPF QP 1.296e+05 0.07 0.002 0.002 0.009 0.95 0.18 0.99 3.6e-01
MIP-OPF MIQP 1.296e+05 0.07 0.001 0.001 0.004 0.42 0.20 0.79 3.7e+00
DCPLL QCP 1.299e+05 -0.15 n.p. n.p. n.p. n.p. n.p. n.p. 1.7e+00
QCWR QCP 1.293e+05 0.25 0.001 0.001 0.007 5.12 1.21 4.76 7.7e-01
2 case300 AC-OPF NLP 7.197e+05 - - - - - - - 3.9e-01
DC-OPF QP 7.063e+05 1.87 n.p. n.p. n.p. n.p. n.p. n.p. 1.6e-01
LIN-OPF QP 7.063e+05 1.86 0.024 0.012 0.069 20.00 1.12 11.13 1.6e-01
LOLIN-OPF QP 7.180e+05 0.24 0.021 0.011 0.070 4.33 0.35 2.05 3.1e-01
MIP-OPF MIQP 7.181e+05 0.22 0.008 0.006 0.058 4.11 0.33 1.83 3.3e+01
DCPLL QCP 7.194e+05 0.04 n.p. n.p. n.p. n.p. n.p. n.p. 1.2e-01
QCWR QCP 7.187e+05 0.15 0.007 0.007 0.093 3.38 1.60 10.20 2.4e+00
3 case1354pegase AC-OPF NLP 7.407e+04 - - - - - - - 1.8e+00
DC-OPF LP 7.306e+04 1.36 n.p. n.p. n.p. n.p. n.p. n.p. 1.4e-01
LIN-OPF LP 7.306e+04 1.36 0.025 0.009 0.073 15.07 0.76 7.72 5.8e-01
LOLIN-OPF LP 7.475e+04 -0.92 0.019 0.006 0.060 1.13 0.35 4.80 2.4e+00
DCPLL QCP 7.415e+04 -0.11 n.p. n.p. n.p. n.p. n.p. n.p. 8.5e-01
QCWR QCP 7.402e+04 0.07 0.002 0.001 0.011 4.63 0.82 5.77 2.5e+01
4 case33bw AC-OPF NLP 7.835e+01 - - - - - - - 1.0e+00
DC-OPF LP 7.430e+01 5.17 n.p. n.p. n.p. n.p. n.p. n.p. 2.7e-01
LIN-OPF LP 7.430e+01 5.17 0.004 0.001 0.005 0.03 0.02 0.11 2.2e-01
LOLIN-OPF LP 8.231e+01 -5.05 0.001 0.001 0.002 0.11 0.04 0.13 5.0e-01
MIP-OPF MILP 8.089e+01 -3.24 0.001 0.000 0.001 0.03 0.02 0.11 5.9e-01
DCPLL QCP 7.679e+01 2.00 n.p. n.p. n.p. n.p. n.p. n.p. 1.8e+00
QCWR QCP 7.835e+01 0.00 0.000 0.000 0.001 0.12 0.09 0.39 1.2e-01
5 cigre [34] AC-OPF NLP -2.700e+00 - - - - - - - 4.8e-01
DC-OPF QP -2.957e+00 -9.52 n.p. n.p. n.p. n.p. n.p. n.p. 2.1e-01
LIN-OPF QP -3.095e+00 -14.63 0.003 0.000 0.001 0.10 0.01 0.05 1.5e-01
LOLIN-OPF QP -2.713e+00 -0.47 0.001 0.000 0.001 0.03 0.01 0.03 2.0e-01
MIP-OPF MIQP -2.714e+00 -0.52 0.001 0.000 0.001 0.01 0.00 0.01 4.8e-01
DCPLL QCP -2.692e+00 0.30 n.p. n.p. n.p. n.p. n.p. n.p. 1.1e-02
QCWR QCP -2.700e+00 0.00 0.001 0.000 0.001 1.64 0.30 1.23 8.3e-02
PGlib [28] test cases
6 case2869 pegase AC-OPF NLP 2.605e+06 - - - - - - - 8.0e+00
DC-OPF LP 2.501e+06 4.00 n.p. n.p. n.p. n.p. n.p. n.p. 6.4e-01
LIN-OPF LP 2.505e+06 3.84 0.020 0.006 0.061 35.65 0.78 12.05 3.7e+00
LINLOLIN-OPF LP 2.646e+06 -1.59 0.020 0.006 0.056 3.37 0.32 3.77 1.2e+01
DCPLL QCP 2.613e+06 -0.29 n.p. n.p. n.p. n.p. n.p. n.p. 3.2e+00
QCWR QCP 2.577e+06 1.07 0.003 0.001 0.016 8.15 0.61 4.94 8.4e+01
7 case9241 pegase AC-OPF NLP 6.775e+06 - - - - - - - 1.3e+03
DC-OPF LP 6.541e+06 3.45 n.p. n.p. n.p. n.p. n.p. n.p. 1.5e+00
LIN-OPF LP 6.510e+06 3.91 0.023 0.008 0.102 149.71 14.46 362.42 2.2e+01
LOLIN-OPF LP 7.315e+06 -7.97 0.019 0.007 0.078 89.17 1.83 21.31 1.9e+02
DCPLL QCP 6.794e+06 -0.28 n.p. n.p. n.p. n.p. n.p. n.p. 1.6e+01
QCWR QCP 6.641e+06 1.98 n.c. n.c. n.c. n.c. n.c. n.c. 7.5e+02
8 case3120sp k sad AC-OPF NLP 2.176e+06 - - - - - - - 6.9e+00
DC-OPF LP 2.252e+06 -3.53 n.p. n.p. n.p. n.p. n.p. n.p. 9.4e-01
LIN-OPF LP 2.160e+06 0.71 0.004 0.001 0.014 1.31 0.12 2.74 7.4e+00
LINLOLIN-OPF LP n.s.
DCPLL QCP n.s.
QCWR QCP 2.145e+06 1.41 0.003 0.001 0.033 1.15 0.24 2.49 6.3e+01
9 case2383wp k api AC-OPF NLP 2.791e+05 - - - - - - - 2.5e+00
DC-OPF LP 2.791e+05 0.00 n.p. n.p. n.p. n.p. n.p. n.p. 1.7e-01
LIN-OPF LP 2.791e+05 0.00 0.002 0.001 0.008 1.49 0.11 1.03 1.8e+00
LINLOLIN-OPF LP 2.791e+05 -0.00 0.001 0.001 0.010 3.62 0.22 2.35 3.2e+01
DCPLL QCP 2.791e+05 0.00 n.p. n.p. n.p. n.p. n.p. n.p. 8.2e-01
QCWR QCP 2.791e+05 0.00 0.010 0.005 0.025 15.98 0.71 10.42 1.1e+01
10 case2737sop k api AC-OPF NLP 4.028e+05 - - - - - - - 4.1e+00
DC-OPF LP 3.777e+05 6.24 n.p. n.p. n.p. n.p. n.p. n.p. 2.5e-01
LIN-OPF LP 3.626e+05 9.98 0.003 0.001 0.010 2.51 0.18 4.99 1.2e+00
LINLOLIN-OPF LP 4.697e+05 -16.59 0.003 0.001 0.009 3.50 0.21 3.22 1.8e+01
DCPLL QCP 4.062e+05 -0.83 n.p. n.p. n.p. n.p. n.p. n.p. 1.7e+00
QCWR QCP 3.626e+05 9.99 0.002 0.001 0.017 1.60 0.37 3.39 3.7e+01
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(a) Voltage angle comparison
(b) Voltage magnitude comparison
Fig. 5. LOLIN-OPF voltage magnitude and angle comparison with the power flow solution (PF) for
the IEEE118 test grid.
exclude the LOLIN-OPF result for case #7, since our approach cannot consider negative
resistances that correspond to an additional power feed-in. The negative values indicate
that the associated methods overestimate the power losses in the grid to some extent.
On average, the DC-OPF errors are higher than others. The DC-OPF and LIN-OPF
solutions result almost in the same values and have lower objective values compared to
the nonlinear OPF solution. This is due to the fact that these methods do not incorporate
power losses. In contrast to the DC-OPF, the LIN-OPF also includes a voltage projection.
The errors introduced by MIP-OPF and LOLIN-OPF are almost identical.
The objective value errors for the distribution grid test cases #4,5 are reasonable for
the LOLIN-OPF (-5%,-0.47%).
For extreme testcases (#8,9,10) the objective value errors deviate (LINLOLIN-OPF
-16%, LIN-OPF 10%) much more as for the typical test cases. This is due to the fact that
a faithful approximation only holds for the given interval, in which k1 and k2 was selected
for. While the LIN-OPF is feasible for all cases, the DCPLL-OPF and LINLOLIN-OPF
do not converge for test case #8.
On average, the DCPLL and QCWR methods achieve lower objective value errors
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Fig. 6. Computation time comparison between LOLIN-OPF, LIN-OPF, QCWR, and nonlinear
AC-OPF and their corresponding lin-log regressions.
than our suggested methods in absolute terms. But at the same time it is noteworthy
that the QCP problems are more complex problems than solving LP/QP problems.
4.3.3. Complexity
To assess the computational complexity of our methods, we consider only the typical
test cases. We observe that the MIP-OPF does not scale well with respect to the grid
size, such that this method is not applicable for large grids. The computation time results
of the remaining methods that are in the full OPF domain are shown in Fig. 6.
The lin-log regression of the QCWR method is almost shifted in parallel towards
higher computation times in the directions of the LIN-OPF and LOLIN-OPF. This means
that on average we achieve an improvement in computation time with the LIN-OPF
method of one order of magnitude with respect to the QCWR relaxation. The LIN-OPF
is almost five times faster than the LOLIN-OPF. Compared to the nonlinear AC-OPF
the computation times of the LIN-OPF and LOLIN-OPF are much lower for larger grid
sizes. Hence, it can be anticipated that this difference is even more pronounced for
multi-period problems, where the grid size multiplies with the planning horizon.
5. Conclusion
In this paper we presented novel tractable OPF methods that work in the full decision
domain of active/reactive power and voltage magnitudes/angles. We linearly approxi-
mate the power flow over the entire operating range avoiding the need to iterate the
OPF problem. Our OPF methods can be used by efficient off-the-shelf LP/QP solvers.
The obtained accuracy in terms of voltage magnitudes and angles is reasonable and we
achieve near-optimal solutions for typical test scenarios and can reduce the computational
complexity compared to the nonlinear AC-OPF.
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