In this paper, we calculate a closed form expression for the density and distribution of the Tukey's g − h family of generalized distributions, which allows us to easily compute probabilities, moments and related measures.
Introduction
On many occasions, statistical data show asymmetry, indicating some kind of skewness. This is of the case of actuarial and financial data, which have characteristic asymmetrically distributed structures with extreme values yielding heavier tails. For example, the probability distributions of financial asset returns are not normally distributions, but usually have asymmetry and leptokurtosis. The most important and useful characteristic of the Tukey's g − h family of distributions is that it covers most of the pearsonian family of distributions, and also can generate several known distributions, for example lognormal, Cauchy, Exponential, Chi-squared (see Martínez & Iglewicz (1984) ). Tukey's g − h family of distributions has been used in the context of statistical, simulation studies that include such topics as financial markets Badrinath & Chatterjee (1988) , Mills (1995) , and Badrinath & Chatterjee (1991) have used the g and h to model the return on a stock index, also the return on shares in several markets. Dutta & Babbel (2004) showed that the skewed and leptokurtic behavior of LIBOR was modeled effectively using the distribution g − h. Dutta & Babbel (2005) used g and h to model interest rates and options on interest rates, while Dutta & Perry (2007) used the g − h to estimate operational risk; Tang & Wu (2006) studied the portfolio management. Jiménez & Arunachalam (2011) provided the explicit expressions of skewness and kurtosis for VaR and CVaR calculations. They propose the use of Tukey's classical g and h transformations applied to the normal distribution to capture these distributional features.
In this paper, we propose a generalization of Tukey's g − h family of distributions, when the standard normal variate is replaced by a continuous random variable U with mean 0 and variance 1. The attraction of this family of distribution is that from a symmetric variate with probability density function (pd f ), a large class of distributions can be generated with the parameters g and h which controls the skewness and the elongation of the tails. This new class of distribution allows us to models with large kurtosis measures and will useful in financial and other application in asymmetrical distributions.
The paper is organized as follows: Section 2 presents the Tukey's g − h family of generalized distributions. Section 3 presents its statistical properties: pdf, cumulative distribution function (cd f ), expressions for the nth moment and quantile-based measures of skewness and kurtosis are derived. Section 4 introduces very briefly the g generalized distribution and its moments. Section 5 explains the adjustment methodology based on real data, i.e., we demonstrate how the g − h can be used to simulate or model combined data sets when only the mean, variance, skew, and kurtosis associated with the underlying individual data sets are available. Finally, conclusion are presented. Tukey (1977) introduced a family of distributions by two nonlinear transformations called the g − h distributions, which is defined by
Tukey's g − h family of generalized distributions
where the distribution of Z is standard normal. When these transformations are applied to a continuous random variable normalized U , i.e., with mean 0 and variance 1, such that its pdf f U (·) is symmetric about the origin and cdf F U (·), the transformation T g,h (U ) is obtained, which henceforth will be termed Tukey's g − h generalized distribution:
The parameters g and h represent the skewness and the elongation of the tails of the Tukey's g − h generalized distribution, respectively. In this paper, for h = 0, we assume that the random variable U has a Generalized Error Distribution of parameter α, denoted U ∼ GED(α), with pdf given by , which are symmetric with standardized skewness of zero and standardized kurtosis of 3 and 6, respectively. Also, we present for h = 0 five special cases of the Tukey's g − h distributions, when U ∼ GED When we assume h = 0 in (2.2) the Tukey's g − h generalized distribution reduces to
which is said to be Tukey's g generalized distribution. When U ∼ GED 1 2 its distribution also known as the family of lognormal distributions, because they have a lengthening of the tails than the standard normal distribution and they are skewed as well.
Similarly, when g goes to 0 the Tukey's g − h generalized distribution is given by
known as the Tukey's h generalized distribution. This distribution has the characteristic of being symmetrical but with tails heavier than the distribution of a random variable U with increasing value of the parameter h.
If we wish to model an arbitrary random variable X using the transformation given in (2.2), we introduce two new parameters, A (location) and B (scale) and propose the following model
We must estimate four parameters that satisfy either of the following relationships:
x p =A + By p , and
where p > 0.5 and x p is the p−th quantile of the random variable X , such that
Quantile p−value is the median, quartiles, eighth digit. Hoaglin et al. (1985) refer to them as the letter values, respectively, for the M (median), F (fourths), E (eighths), etc. The estimation of parameters of Tukey's g − h family of generalized distributions can be obtained using the method of moments Majumder & Ali (2008) or with the method of quantiles proposed by Hoaglin (1985) .
Statistical properties of the Tukey's g − h family
In this section we discuss the statistical properties Tukey's g − h family of generalized distributions.
Density function
In Jiménez (2004) using the inverse function theorem provides the following relation
where p is the only number that satisfies F U (u p ) = p and f U (·) is the pdf of the continuous random variable U. The pdf for the Tukey's g − h generalized distribution is obtained by using the following result
where y p and u p denote the p−th quantile of the transformation Y = T g,h (U ) and the continuous random variable U , respectively. From equation (2.7) and using the expression (3.1) (Jiménez & Martínez (2006) ) obtained the pdf for the random variable X as follows:
The parameter g controls the skewness with positive values of g generate positive skewness and negative values generate negative skewness and g = 0 corresponds to symmetry.
Cumulative distribution function
We now proceed to find the cdf of the Tukey's g − h family of generalized distributions, denote by F g,h (y) . The following equality can be easily verified :
where
is the inverse of the transformation given in (2.2) and F U (·) is the cdf of the continuous random variable U.
There is no explicit form for the inverse of the transformation of T g,h (U ). However we get the inverse transformation when h = 0 or g = 0 as given below,
the expression (3.6) is of the form u = w exp{w}, where w = W(z) is the Lambert's function. Then the solution of (3.6) is given by
The basic properties of the function W(z) are given in Olver et al. (2010) .
Though the inverse of the transformation of T g,h (U ) cannot be evaluated analytically, it can be evaluated numerically.
Measures of skewness and kurtosis
Since the transformation given in (2.2) is simply a quantile-based distribution, we use quantile-based measures of skewness (SK) and kurtosis (KR). For 0.5 < p < 1 the measure proposed by Hinkley (1975) is given by a
where U HS p = x p − x 0.5 and LHS p = x 0.5 − x 1−p , denote the p-th upper half-spread and lower halfspread, respectively ). Note that this expression only depends on the parameter g. For fixed p one can have values of SK 2 (p) varying values of g as is illustrated in Figure 1 When U ∼ GED 1 2 we use the measure of skewness given in Groeneveld & Meeden (1984) to obtain
Here we use the expression given in Tocher (1964) . Note that this last expression depends on two parameters g, h which is zero when g = 0. Also Groeneveld & Meeden (1984) present four properties that any reasonable coefficient of skewness must satisfy. Furthermore, assuming that U ∼ GED 1 2 measure of kurtosis presented in Hogg (1974) we would read
a SK 1 and KR 1 are the standardized values for skewness and kurtosis, respectively. where
Making use of the measure for kurtosis in Crow & Siddiqui (1967) for p > q > 0.5 we have
Moments of the Tukey's g − h family of generalized distribution
The next two propositions spell out the moments of the Tukey's g − h family of generalized distributions. The corresponding proofs are given Appendix A.
Proposition 3.1. The m−th power the Tukey's g − h family of generalized distribution is given by
where g = (m − k)g and h = mh. 
Proposition 3.2. Let U be a continuous random variable with
where g = (n − k) g and h = nh.
Proof. Using the expression (3.10) when g = 0 we obtain
Making the following change of variable 12) and using the expression (3.9) we have
where g = (n − k) g and h = nh. In the latter term, we used that f U (u) is a function symmetrical about the origin.
Special cases of moments
In general, when the continuous random variable U is symmetrically distributed about the origin, then the moment generating function (mg f ) can be written as follows 13) and the characteristic function for the random variable U is given by
14)
where i is the imaginary quantity whose value is equal to √ −1. Since that f U (u) is an even function, then the Fourier integral representation of f U (u) may be written as
Using the Fourier frequency convolution theorem we can write
where * denotes convolution. The expression (3.13) allows us to obtain the moments of Tukey's g − h distribution. However moments of some orders do not exist for a certain range of values of the parameter h, considering that we have the following cases:
(1) Supposing that U ∼ GED 1 2 and h < 1 n , we have
where M U (t) is the mg f of a standard normal random variable and Γ(·) is the Gamma function. This expression is consistent with those obtained by Martínez & Iglewicz (1984) .
(2) When U ∼ GED (1) and h < 0, we have b
where α n,k and β n,k are the larger and smaller roots respectively, of the quadratic equation
Expression (3.16) was wrongly calculated in Klein & Fischer (2002) .
From the preceding equations we obtain the expected value µ for g = 0:
(1) Assumes that U ∼ GED 1 2 . Using the expression (3.15) with n = 1 for calculated E[Y ], then we must
(2) Assuming in the expression (2.6) that the variable U ∼ GED (1) , h < 0 and using the expression (3.16) with n = 1, we obtain 19) where α 1,0 and β 1,0 be the larger and smaller roots of the quadratic equation given in (3.17), respectively.
The g generalized distribution
The g generalized distribution given by equation (2.4) is a nonlinear transform of a continuous random variable U and is parameterized by g. This subfamily contains distributions whose skewness increases when the value of the parameter g increases. This subfamily of distributions to help them get to have great importance in the statistical analysis to be a suitable means to study skewed distributions. Its distributional form includes only the parameter g which fixes the amount and direction of skewness.
b Appendix B contains the respective proof of this expression. Now, we give below an empirical rule for a random variable X which can be expressed as (2.6) with Y = T g,0 (U ),
In particular, the expression (4.1) is satisfied if
where sgn(·) denote the signum function. The constant θ relates to the location and scale parameters, known as "threshold parameter" and was given by Hoaglin et al. (1985) . Taking h = 0 in expression (3.2) and replacing the expression (3.5) we get that
Moreover, if we solve for the variable y in equation (2.7) by substituting the expression given in (4.3), we obtain
Since g ∈ R then
where B |g| > 0, for simplicity and without loss of generality we assume g > 0 and we replace the expression (4.2) and if we use the result given in (3.3), which relates the pdf of X and Y = T g,h (Z) on the quantiles, we can rewrite (4.4) as follows
where µ * = ln B g . We say that the random variable X has a log-symmetric distribution with threshold parameter θ , scale parameter µ * and shape parameter g, denoted by X ∼ LS µ * , g, θ . If θ = 0 we denote by X ∼ LS µ * , g . The cdf of the random variable X given by
Expression (4.5) allows us to obtain the following pdf associated with the Tukey's g function.
Special cases
(1) If U ∼ GED 1 2 and g = 0, we have that
where µ * = ln(µ X − θ )− 1 2 g 2 and x > θ . Note that when θ = 0 the last expression coincides with the pdf of the classic Log Normal random variable. In this case, we say that X is Log-Normal distributed with three parameters µ X , g and θ . Many practical applications of this distribution are discussed in the literature, for example, Aitchison & Brown (1963) and Crow & Shimizu (1988) . (2) When U ∼ GED (1) and 0 < g < √ 2
n , the resulting distribution is given by the pdf
Note again that this expression coincides with the pdf of log-Laplace with three parameters µ X , g and θ .
, then the pdf of X can be expressed as
Note that this expression coincides with the pdf of three parameters Log-Logistic (µ X , g and θ ).
Taking the expectation of the linear transformation given in equation (2.6) we obtain
where M U (g) is the mg f of the random variable U . The nth moment of the random variable X could be obtained using the formula
note that these expressions do not depend on the parameter θ . Thus, the standardized values for skewness and kurtosis corresponding to linear transformation given by equation (2.6) with Y = T g,0 (U ) can be expressed as
, (4.10)
(4.11)
Note that the above expressions depend only on the parameter g.
The n-th moment of the random variable X − θ is given by
When we rewrite the expression (4.12) and use properties of the mg f , we obtain
When the relation (4.1) is satisfied, then h = 0 and if we assume that θ > x min , we can conclude that the value of g is estimated by g = sgn (SK 1 (X )) σ V . Here SK 1 (X ) denote the coefficient of skewness from the variable we want to approximate. The scale parameter is estimated by B = g exp{E(V )}.
Approximations
We first assume the value of θ to be negligibly small in (4.12) to obtain
(4.14)
The above expression allows to obtain the various moments about the origin of the random variable X , when the distribution of U includes the normal, hyperbolic secant, hyperbolic cosecant, Logistic and Laplace, which are all symmetric with standarized skewness of zero. In (4.14) if we let U ∼ GED 1 2 and g > 0, we obtain
This expression coincides with the mg f of a Normal random variable with parameters µ = ln B g and σ = g. By the uniqueness of the mg f , we conclude that V = ln(X ) ∼ N ln B g , g , i.e., V is a Lognormal random variable with parameters µ = ln B g and σ = g. Similarly, we show that the relation between the random variables X and U presented in Table 1 , for the selected set of well known symmetrical distributions.
Distribution
Parameters Distribution Parameters of the r.v. U µ, a σ ,
LoghyperSec ln
HyperCsc 0 
An Illustration
We consider now data concerning the circumference measures (centimeters) taken from the ankle, chest, hip, neck and of 252 adult men. The data have been previously analyzed in Headrick (2010) By using the test proposed by Jarque & Bera (1987) , the statistics in Inspection of these tables indicates that both the Normal g − h and Laplace g − h pdfs provide good approximations to the empirical data.
Figures 2 for Hip and Neck, respectively, shows such a histogram and the pdfs indicates that the two transformations will produce similar approximations for this particular set of sample statistics.
Since the value of h for variable Chest when U ∼ GED 1 2 is very small, we assume this parameter equal to zero, to illustrate the process of adjusting using Tukey's g generalized family of distributions, we assume zero to approximate g by Tukey's generalized. To pursue elongation in these data, we first verify whether if it satisfies the condition given in (4.1). The value of θ turns out to be −66.5955. Letting the parameter h equal to zero, the mean and standard deviation of the variable Z are 5.1193 and 0.04969, respectively. The expression (2.6) reduces to
where g =0.04969 and B = 8.3088. Figure 3 shows such a histogram and it is evident that the data have a slight degree of skewness to the left, leptokurtic and do not follow the normal distribution. As shown in Figure 3 , there is a marked difference between the empirical distribution of the data (represented by the histogram) and the normal distribution. Tukey's g − h family of generalized distributions better approximates the empirical. In order to determine how the fitted distribution agrees with fitted date, we use the methodology described by Hoaglin et al. (1985) to determine the sample quantiles of the form p = 2 −k , k = 1, 2, . . . , 8. In Table 5 we present these quantile p−values along with their estimates, calculated using (5.1) by varying the variable U . The columns of Table 5 provide the following information: Note that these adjustments are satisfactory for the four distributions used in the expression (5.1). Table 6 . Results for the estimation of Chest taken from 252 men.
These results indicate the importance of selecting a distribution on the g − h transformation, when U ∼ Logistic 0, √ 3 π the sample moments are closer to the theoretical moments.
