By introducing a common representational system for metadata that describe the employed simulation workflows, diverse sources of data and platforms in computational molecular engineering, such as workflow management systems, can become interoperable at the semantic level. To achieve semantic interoperability, the present work introduces two ontologies that provide a formal specification of the entities occurring in a simulation workflow and the relations between them: The software ontology VISO is developed to represent software packages and their features, and OSMO, an ontology for simulation, modelling, and optimization, is introduced on the basis of MODA, a previously developed semi-intuitive graph notation for workflows in materials modelling. As a proof of concept, OSMO is employed to describe a leading-edge application scenario of the TaLPas workflow management system.
Introduction
Where databases and platforms using different data structures and file formats interoperate, or where data and metadata from various sources are combined, agreement on semantics becomes a necessity. 1 Therefore, data technology solutions that aim at facilitating interoperability and data integration require the definition of semantic assets, i.e., documents that codify semantics. 2 For this purpose, it is crucial to develop and maintain community-governed semantic standards, facilitating the systematic annotation of pre-existing dark data, i.e., data for which machine-processable metadata are absent or insufficient, 3 by a variety of data and metadata owners and infrastructure providers.
In particular, a variety of applications in simulation based engineering can benefit from a machine-readable way of specifying a simulation workflow; 4 thereby, the characterization of workflows is relevant in two major ways. First, workflows are designed and communicated within simulation environments where materials models are evaluated to generate data by simulation. 5 Second, in order to integrate data obtained in different ways (e.g., from simulation and experiment, or from simulations with different models or solvers), simulation results need to be stored together with metadata that describe their provenance, i.e., the process by which they have been produced. 1, 6 If experimental and other data are meant to be integrated with simulation results in a common infrastructure, 7, 8 workflow descriptions can be combined with domain-specific provenance description ontologies which, e.g., already exist in genetics 9 and nanosafety. 10 Specified workflow metadata, supplemented by an extensive technical documentation, can be employed to reproduce data by repeating the same workflow. Furthermore, certain aspects of the data uncertainty (and uncertainty propagation), such as the sensitivity with respect to specific model parameters or the choice of a particular solver implementation, can be quantified by varying individual values, parameters, or elements of a workflow; 11 e.g., round-robin studies can be conducted, where various simulation software environments are employed to carry out the same (or closely related) algorithms in combination with the same models, comparing the outcome. 12 Other technologies that can profit from well-defined workflow semantics include high performance computing (HPC) and scheduling environments where computational requirements may be automatically predicted 13 and optimized by workflow autotuning and taskbased parallelization. 14 Hans Hasse, whose achievements are discussed in this journal issue, is among those who have contributed to the success of modelling and simulation by computational molec-ular engineering. Building on previous efforts in molecular model characterization and simulation method development, e.g., by Möller and Fischer 15 as well as Lotfi et al., 16 Vrabec and Hasse introduced the grand equilibrium simulation method by which vapour-liquid equilibria can be efficiently sampled. 17 This workflow, implemented in the ms2 code, [18] [19] [20] was the basis for a period of increased productivity in molecular model design during which Hasse, Vrabec, and collaborators parameterized a multitude of reliable intermolecular pair potentials [21] [22] [23] [24] [25] and applied them to predict the thermodynamic properties of pure components and mixtures. 22, [26] [27] [28] [29] Using their code ls1 mardyn, 30 a molecular dynamics (MD) system size world record with four trillion particles was achieved, 31 which has recently been pushed towards twenty trillion particles. 32 This work in model and software development, in combination with the increase in accessible computational resources, has played a role in establishing molecular modelling as a branch of simulation-based engineering.
Improving the interoperability of methods and codes, providing simulation metadata in an agreed way, and specifying simulation workflows that integrate multiple model granularity levels have become key challenges at combining computational molecular engineering with the other simulation-based engineering approaches that are already widespread in industrial practice, e.g., computational fluid dynamics (CFD) and process simulation. This requires a coordinated effort in data technology. With this perspective, Burger, von Harbou, and Hasse, jointly with industrial partners, worked towards interfacing experimental and simulation data with model design, 7, 8 an objective that the ongoing virtual marketplace initiatives promise to pursue systematically. 33, 34 Within the CRC 926 project, Hasse and collaborators introduced the OMEB concept for domain-specific processingmorphology-property relationships, 35 facilitating an approach that can be employed to connect molecular and phenomenological modelling to decision support by multicriteria optimization, [36] [37] [38] translating problems of industrial end users to solutions based on quantita-tively reliable modelling and simulation. 29, 39, 40 Recent works by Hasse and Lenhard address the philosophy of modelling, formulating an engineering-oriented perspective on the role of computational methods. 41, 42 These contributions have advanced data technology in materials modelling and created opportunities to address further challenges, some of which will be discussed in the present work.
In computational molecular engineering, two major organized efforts toward achieving an agreed coherent semantic-technology framework have been conducted: With a focus on process simulations, CAPE-OPEN was developed, which is in use both in academic and industrial engineering practice. [43] [44] [45] [46] At present, ongoing work within a series of projects associated with the European Materials Modelling Council (EMMC) aims at going beyond this by achieving interoperability for all physical modelling and simulation methods, including quantum mechanics, molecular modelling and simulation, and continuum methods up to the macroscopic and process level. 47 Within this line of work, a Review of Materials Modelling (RoMM) was conducted, 47 and MODA (Model Data), a semi-intuitive graph language for simulation workflows, 48 was introduced jointly with a collection of further semantic assets, 49 including the European Materials & Modelling Ontology (EMMO) which is under development by Ghedini et al. 50 Compared to generic workflow notations, MODA is tailored to optimally address aspects that are specifically relevant to materials modelling, and it is based on the RoMM terminology that was developed for the same purpose.
In this context, the present work discusses the state of the art in semantic asset development for simulation workflows in computational molecular engineering and introduces a formalism based on ontologies which can be employed to represent workflow metadata. Thereby, it addresses the need for a formalized, machine-readable representation of simulation workflows. This is done in a way that facilitates an integration with the previous and ongoing work done within the EMMC community, in particular with MODA, which is the previous EMMC standard for describing a simulation workflow. To increase the expressive capacity and eliminate ambiguities inherent in the semi-intuitive graph notation from MODA, logical resources are introduced as entities related to the flow of information. On the basis of this extended graph notation, referred to as LDT graphs (cf. Section 4.1), an Ontology for Simulation, Modelling, and Optimization (OSMO) is formulated (cf. Section 4.2) which goes beyond MODA by being machine processable, amenable to automated reasoning by semantic technology, and by which workflow semantics in materials modelling are captured in a way that is closely aligned and interoperable with the whole family of semantic assets presently under development in the context of the same infrastructures and projects.
To characterize software, in general, it is possible to describe many different aspects for a variety of purposes including, e.g., to identify, to understand, to trade, or to use a given tool, and these descriptions can be provided at multiple levels of detail. Finding appropriate ways to cite software, recognize authorship, and give scientific credit to the developers is a concern for different communities and key to making software development sustainable. Along these lines, principles for software citation have been proposed, 51, 52 and the metadata schema CodeMeta 53 as well as the citation file format CFF 54 have been developed. To describe simulation software at the Virtual Materials Marketplace (VIMMP), the VIMMP Software Ontology (VISO) is presented here (cf. Section 2.2), complementing OSMO. The main focus of VISO is to facilitate the description of software capabilities in computational molecular engineering. Ontologies with a similar purpose, which describe the software from the point of view of a scientist end user, have been developed in other fields, e.g., the Software Ontology (SWO) in the area of life sciences 55 and OntoSoft for geosciences; 56 in particular, among other aspects, SWO also covers the implemented algorithms. Here, with VISO, a comparable ontology is made available for the area of materials modelling. OSMO and VISO will be used by the VIMMP Marketplace, its com-ponents, and all interoperable platforms and environments, to represent simulation workflows at a logical (i.e., non-technical) level and assist in the selection of suitable software components and simulation environments. 33 The remainder of this article is structured as follows: Section 2 discusses the challenge of achieving interoperability of diverse tools and environments at the levels of syntax, semantics, and pragmatics; VISO is introduced as a formalism for simulation software descriptions. In Section 3, workflow management systems are discussed, and the environment developed within the TaLPas project is presented; an example workflow is introduced, concerning the parameterization of an equation of state (EOS) by molecular simulation. This application scenario subsequently employed to illustrate the concepts from the present work. Section 4 comments on existing formalisms by which simulation workflows can be represented at a logical level, in particular the graph notation from MODA. It is shown how an extended graph notation can be employed to denote the flow of information and dependencies between components of a workflow less ambiguously, and the ontology OSMO is introduced, which provides an additional layer of formalization to the characterization of the involved classes of objects and the relations between them. Finally, a conclusion is given in Section 5.
Semantic interoperability

Development of semantic assets
Interoperability is the capacity of multiple codes or platforms, which are not immediately compatible, to interact automatically by means of a common representational system; i.e., whereas for compatible environments, the sender needs to be familiar with the concepts and data structures employed by the recipient, interoperability does not require any bespoke tailoring to a specific target environment. For a large number of (actual or potential) diverse interacting systems, interoperability is the more scalable approach, since it does not force the developers of each software or infrastructure to implement all the formats required by a multitude of different codes. Instead, data transferred between interoperable environments need to be transformed to a single agreed intermediate stage by the sender, and it is the duty of the recipient to implement the common representational system adequately on his own side.
To facilitate interoperability, a common framework needs to be established at three levels: Syntax, semantics, and pragmatics. 57, 58 Thereby, syntactic interoperability refers to the standardization of data formats and technical protocols for data transmission. However, beside the need for a sender and the recipient to implement input/output functionalities for the same format, they also need to agree on the meaning of the communicated contents; this is semantic interoperability. Only on this basis, full interoperability can be achieved, which additionally requires an agreement on pragmatics, i.e., the use of data, 59 including minimum standards for data and metadata curation, research data management, validation, and assessment of data. Pragmatic interoperability also concerns what to expect from an individual agent with a particular social role, 60 e.g., a translator who maps a problem from industrial practice to viable solutions by computational molecular engineering; significant efforts need to be devoted to negotiating agreement on such expectations. Along these lines, in case of the translator role, the EMMC has developed a pragmatic asset, the Translators' Guide. 61 Syntactic and semantic interoperability are closely related and usually co-developed. If the focus is on file formats (hence, syntactic interoperability leads the development), underlying assumptions on the interpretation of the contents often remain implicit; guidance on semantics is usually, if at all, provided in humanreadable form, e.g., in a user manual. Obversely, if semantic interoperability leads the development, standard serializations of data exist by which syntactic agreement can be achieved in a straightforward way, such as the RDF/XML format, the terse triple language (TTL), the hierarchical data format HDF5, or the Allotrope data format. [62] [63] [64] The semantic assets usually take the form of metadata schemas or ontologies, stating what classes of objects exist (in a certain domain, i.e., the application field for which the schema or ontology is designed) and how they can relate to each other. 62, 65, 66 The approach based on semantic interoperability has the advantage that the agreement on both the format and the meaning is codified on the basis of definitions that can be processed computationally, e.g., by automated logical reasoning. In this way, the internal consistency of data sets can be checked, and data from multiple sources can be integrated, 2 facilitating more effective decision support systems. 67 Besides, the experience available so far suggests that the development of ontologies can be a major step towards achieving interoperability at all three levels, including pragmatics. 58, 68, 69 As a prerequisite for such solutions, preexisting dark data need to be amended with appropriate metadata, in agreement with the established semantic assets. This is a personnelintensive task, for which dedicated expertise is required, and which has to be repeated whenever the semantic assets are replaced or undergo a major update. 70 Accordingly, it is important to reduce the risk that significant changes become necessary, which might disrupt backwards compatibility, at a point when an ontology has already been employed to classify great amounts of data and metadata. Multiple perspectives, representative of the envisioned community of future users, need to be involved in the development of semantic assets from the first design onward. Accordingly, requirements and experiences from the VIMMP, TaLPas, and SmartNanoTox projects (cf. Acknowledgment) were taken into account for the present work, and ontology drafts were made available to participants of the Horizon 2020 projects Market-Place and EMMC-CSA within the European Virtual Marketplace Ontology working group.
Software metadata at the Virtual Materials Marketplace
The VIMMP Software Ontology (VISO) was developed to support the identification of suitable software tools and to standardize the description of software tools as well as modelling and simulation approaches, with the eventual aim of assisting users at accessing the VIMMP marketplace infrastructure. In particular, VISO will be used to structure the data ingest about software tools at the VIMMP marketplace frontend. The same keywords will then be available to the users to browse the tools and compare them. Accordingly, the main purpose of VISO is to describe materials modelling software, mostly addressing features and capabilities of models and solvers, but also licensing, requirements (e.g., with respect to libraries and operating systems), and compatibilities with other tools. The approach from RoMM, which is followed here, requires a separation of the governing (i.e., constitutive) equations of a model into one or multiple physical equations (PE) which pertain to the basic modelling approach and, by definition, do not depend on the considered material, and one or multiple materials relations (MR) which capture the characteristics of the considered material. Tab. 1 lists the main model types considered by VISO. Therein, the PE type ID refers to a property from OSMO, cf. Section 4.2, where PEs that often occur within models are classified into 25 categories on the basis of RoMM. While the distinction between the PE and the MR may appear to be straightforward from an abstract philosophical point of view, its application to concrete models is often nonunique, and imperfect to a certain extent, since the form and the content of a model cannot normally be separated from each other completely. Similarly, RoMM is also based on a strict distinction between the model (i.e., the theoretical appproach) and the solver (its numerical implementation); accordingly, a model_feature here characterizes the underlying physical representation, whereas a solver_feature characterizes the implementation and computational representation of the modelling approach by a numerical algorithm. In practice, applying the split between model and solver features to a concrete scenario poses similar challenges as in the case of the PE and the MR. A prototypical example of this are thermostats: Depending on the modelling perspective, they can either be seen as solver features or, e.g., in dissipative particle dynamics (DPD), as fundamental ingredients of the model. Moreover, in the latter case, there are arguments both to include them in the PE, since they are necessary and their functional form is not material dependent, or in the MR, since their parameters are related to the material transport properties.
Below an upper level (viso-general) that addresses general aspects common to all software (e.g., the programming languages), we split VISO into three branches, i.e., electronic (EL, viso-el), atomistic-mesoscopic (AM, viso-am) for the two molecular granularity levels from RoMM, and continuum (CO, viso-co). These branches expand on the model and solver features for each class. The present formulation of these hierarchies was designed by evaluating a representative set of software packages for CFD simulation as well as quantum-mechanical density functional theory (DFT), Monte Carlo (MC), MD, and DPD simulation. Given that many model types can be described from several points of view, VISO allows its users to represent certain approaches in multiple ways; in such cases, the equivalence relation is_modelling_twin_of is employed to express that despite being distinct in the ontology, certain instances of different classes can be employed as representations of the same concepts.
Beside features, the other upper classes defined in VISO are software (including operating systems, compilers, and software tools), agent, license, and programming_language The main relations defined in VISO to connect these components are briefly described in Tab. 2, and the direct subclasses of the solver_feature class are listed in Tab. 3. The model_feature class has generally a richer structure, and we subdivide it into the (nondisjoint) classes physical_equation_trait, materials_relation_trait, and exter-nal_condition_trait. As an example, Fig. 1 includes the upper levels of the class hierarchy for the model features in particle-based models (i.e., in viso-am). It can be seen that one of the categories for the MR traits is force_field, to be used for statements referring to popular transferable group-contribution based methods (AUA, 71 OPLS, 72, 73 TraPPE, 74 etc.); additionally, a finer level of description is available, explicitly identifying the functional forms of the inter-particle potentials that are needed for the model of interest. A possible use of VISO would be, given a force field or a set of MR traits, to identify a code that has them in its set of features. 
Workflow management systems
There is a great variety of environments dealing with workflows. A large number of workflow management systems (WMS) has been implemented over the years, originating mainly form the fields of data analysis and bioinformatics which in many cases need to rely on large-scale automated computational pipelines. The WMS are meant to facilitate an improved maintainability and robustness compared, e.g., to plain shell scripts. For this purpose, computations and data dependencies are linked logically, leaving details of the task submission -in many cases also including HPC load balancers -to the WMS. By abstracting from all the logistics of file manipulation, copying procedures, and data handling, the management systems thus allow researchers to concentrate on improving the simulation or data-analysis workflow instead of reimplementing standard procedures. 75 Popular packages include Apache Airflow which allows users to author workflows as directed acyclic graphs; 76 in FireWorks, workflows can be described in Python or markup languages and can be monitored in web interfaces. 77 Luigi, pionieered by Spotify, works on a similar basis and employs Python classes for its workflow definition and task scheduling. 78 Snakemake, which is mainly aimed at bioinformatics, has its own domain-specific language to define workflows, including many features ori-ented towards HPC; 79 beside, generic building environments like GNU make, which also underlies snakemake, can be used directly to automate task dependence and workflow management for data analysis and simulation, as in the case of the main component of the HOPS solver. 80 Moreover, several WMS, including Ai-iDA, 4,6 Salome/YACS, 5 and the TaLPas workflow and performance modelling environment, 13 cf. Section 3.2, have been designed particularly for simulation workflows in materials modelling.
TaLPas workflow management system
The TaLPas WMS was developed with the specific needs of the computational molecular engineering community in mind. Accordingly, it was designed to facilitate complex workflows, potentially consisting of a great number of individual simulation runs and data processing steps. Moreover, the molecular simulations performed within these workflows often need to be executed on HPC facilities due to their high computational demands, and the computational costs of single simulations (or tasks, in the case of task-based workflows) vary significantly depending on the simulation input parameters. Typical challenges hence include the management of a great amount of individual tasks, the organization of the results as well as the setup and execution of simulations on diverse and heterogeneous computer system environments and architectures. 13 The TaLPas WMS addresses these problems. Its overall architecture is shown in Fig. 2 . The main core of the environment is the definition of a workflow model. The model defines tasks, which are evaluated by the TaLPas workflow manager; a task includes information about the simulation parameters p as well as the simulation program and the commands required to execute it. The WMS comes with a set of selectable task schedulers which handle dependencies between tasks and facilitate their execution on a variety of different HPC systems.
To access available computational resources on a HPC system, the scheduler uses a resource manager that keeps track of the availability and usage status of the provided nodes; it also pro-cesses the details of the execution for parallel applications via MPI. For the determination of the task execution order, the WMS provides an interface allowing it to be extended by a performance efficiency provider such as Extra-P, 81, 82 which estimates the performance and computational resource requirements using the simulation parameters specified in the task. Subsequently, the efficiency provider receives information about the actual time requirements t p, N of any completed tasks, by which Extra-P can refine its performance model. The TaLPas WMS handles data and files re-lated to all tasks, automatically keeping them seperated by a configurable directory structure.
Once the workflow has terminated, this makes it easy for the user to retrieve the simulation outcome. The WMS also collects additional information at runtime, which may help in the case that errors occur during the task execution. The TaLPas WMS is immediately compatible with the molecular simulation codes ms2, cf. Rutkai et al., 20 and ls1 mardyn, cf. Niethammer et al. 30 Beyond case-by-case efforts at achieving compatiblity with individual software architectures, however, TaLPas aims at integrating a multitude of components for the development and optimization of complex task-based auto-tunable workflows. For this purpose, it is advantageous to achieve interoperability with the infrastructures developed on the basis of RoMM, MODA, and EMMO, and to describe simulation software and simulation workflows in terms of semantic assets formalized as ontologies.
TaLPas WMS application scenario
EOS parameterization on the basis of highthroughput MC simulations was identified as a proof-of-concept application scenario for the development of the TaLPas WMS and its interoperability with other platforms, such as the VIMMP marketplace. To demonstrate the viability of the present approach, this is applied to phosgene (using the model by Huang et al. 25 ), building on previous work by Rutkai and Vrabec; 83 there, the same problem was addressed without employing a dedicated WMS, and without characterizing the provenance of the EOS parameterization as well as the data obtained by molecular simulation. The present implementation addressing this class of problems uses sampling of state points and fitting with the method developed by Shudler et al. 13 The corresponding workflow can be implemented using the ms2 simulation program. The data flow and steps to be performed are depicted in Fig. 3 , with a focus on technical input/output using files; cf. Section 4 for a representation at the logical level, abstracting from the technical implementation of data transfer. A set of thermodynamic states, each of which is defined by the density and the temperature, is simulated in the canonical ensemble. The output of the simulations is processed to obtain multiple derivatives of the Massieu potential, following the formalism proposed by Lustig. 84, 85 The Massieu potential derivatives are used to generate the input for an EOS fitter. The result of the fit is not very accurate at the beginning. To increase the accuracy, additional state points are simulated in a series of iterations. The choice of the state points has a considerable influence on the convergence behaviour; in particular, state points close to the vapour-liquid coexistence curve are good candidates to consider for additional simulations. Therefore, intermediate evaluations are performed to refine the state points in an efficient way.
Representation of simulation workflows
Graph and diagram notation approaches
The present section discusses how the simulation workflow graphs from MODA can be extended to account for logical data transfer (LDT) and dependencies between workflow elements in a more explicit way; on this basis, in Section 4.2, OSMO is introduced as an ontol- ogy that formalizes the relations visualized by the LDT graph notation and is closely aligned with MODA in its description of the elementary parts of the workflow.
For simulation workflows (and workflows more generally), highly developed formal descriptions exist, including ontologies and graph languages. 46, 86, 87 Diagram-like notations, which in most cases can be represented as graphsin the sense employed in graph theory, i.e., as structures that consist of a) nodes and b) edges that connect the nodes -or similar structures such as hypergraphs, 88, 89 exist at various degrees of elaboration. At an informal level, this may include, e.g., intuitive sketches drawn on a board to assist a discussion, whereas a great degree of standardization and formalization can yield highly elaborate systems such as machine-readable representations of process flow diagrams. Semantically driven developments aim at interoperability, e.g., by ontologies with relations and objects can be visualized as graphs; 65 syntactically, graph languages can be defined by graph grammars 90 or other formal approaches such as type graphs. 91 In particular, such approaches have been applied to specify and visualize concurrent and distributed algorithms. 82, 92 Often, however, semi-formal specifications of diagram-like notations are provided, which are not machine-processable, but intelligible to human users and standardized to an intermediate extent.
The level of formalization of MODA, a core building block of the EMMC approach to interoperability in materials modelling, is at an intermediate stage: It is defined by a CEN Workshop Agreement, 48 and the most recent revisions of RoMM include a catalogue of MODA examples. However, the descriptors for use cases, models, solvers, and processors in MODA are restricted to plain-text entries, which cannot be easily integrated with other elements of the EMMC-governed semantic technology framework. Moreover, the semantics of the characteristic blue-arrow edges that connect the sections (i.e., nodes) of a MODA workflow graph are not defined by the CEN Workshop Agreement; arrows can represent any association between elements. This is illustrated here by a simple MODA graph consisting of four sections, cf. Fig. 4a) ; n.b. that in MODA this graph would supplemented by a structured plain-text description of the associated use case, model, solver, and processor entities. However, the semantics of the blue arrows is subject to the interpretation by a human reader.
Therefore, MODA is not sufficiently unambiguous at the level of the workflow graph notation; moreover, it is not an ontology, which would be needed to combine it with the EMMO, other ontologies, and semantictechnology driven infrastructures. On the other hand, existing approaches from the literature cannot be mapped to MODA in a straightforward way; this also holds for OntoCAPE, 65 the ontology that was developed to support CAPE-OPEN. 43, 44 It is hence a necessity to develop a more elaborate graph notation and an ontology on the basis of MODA.
The LDT notation clarifies how the use case, model, solver, and processor entities in a workflow relate to each other, cf. Fig. 4b ) and c). Therein, ellipses represent sections (i.e., use cases, models, solvers, and processors); green circles and green arrows represent coupling and linking of elements, dependencies concerning the order of execution, and aspects related to concurrency and synchronization. Blue arrows point from use cases and models to the part of the workflow to which these entities apply; in particular, if a model applies to a part of a workflow that contains solver entities, these solvers are numerical implementations of this model. Triangles are logical resources which are employed to describe how information is transferred between the sections. The triangles point from the source of data to the destination of data. If a triangle is filled (green colour), this implies that a user interaction can occur concerning the data stored at the respective logical resource; this interactivity can consist of any potential steering or input by a user at workflow initialization, execution, or finalization time.
In this way, different workflows, which in MODA would be ambiguously represented by the same graph, e.g., by Fig. 4a) , can be distinguished:
• In the case of the workflow represented by the LDT graph from Fig. 4b) , the model applies to (blue arrow), i.e., is solved and taken into account by, a solver and a processor. The use case applies to the entire workflow. The starting point (green bullet) of the workflow is the solver, which is linked to (green arrow) the processor. Linking here refers to a sequential dependency, i.e., the solver needs to terminate for the processor to start; therefore, in this case, the processor is a postproces- sor. Upon termination, the solver writes finally (w fin ) information to the logical resource labelled L 1 , which is read initially (r init ) by the processor; n.b., writing and reading here represents any mechanism of dealing with information, irrespective of the way in which this is implemented. Eventually, the results computed by the postprocessor and written to the logical resource L 2 , constitute the overall simulation outcome (green bullet).
• The workflow from Fig. 4c ) deviates from this in ways that would be hard or impossible to make explicit in MODA notation. Here, the solver is coupled with the processor (bidirectional green arrow), i.e., the execution of the two sections is synchronized. Accordingly, in this case, the processor is a coupled processor instead of a postprocessor. Moreover, the use case and the model are parameterized, i.e., they read parameters (r param ) from a logical resource (here L 1 ) that is interactive (green triangle). Input from L 1 is also used by the solver upon initialization.
An LDT graph for the EOS parameterization example scenario from Section 3.3 is shown in Fig. 5 ; see also the internal representation from the TaLPas workflow environment, cf. Fig. 3 . As in the case of a MODA graph, a description of the use case, model, solver, and processor entities entities always needs to be provided additionally, which can be done at the ontological level following OSMO as outlined in Section 4.2 and Tab. 5.
Ontology for simulation, modelling and optimization
OSMO, the ontology version of MODA
The ontology for simulation, modelling, and optimization (OSMO), which is introduced here, is based on the vocabulary and the approach from RoMM; 47 its representation of use cases, solvers, models, and processing is directly based on MODA, 12 and the representation of workflows is based on the LDT notation, cf. Section 4.1, which is itself also an extension of MODA. The class hierarchy for the part of OSMO related to simulation workflows is shown in Fig. 6 , including some of the relations that correspond to the visual features of the LDT graph notation; these relations are summarized in Tab. 4. By providing a common semantic basis for workflows that were designed with different tools, OSMO can be employed to consistently integrate data provenance descriptions for materials modelling data from diverse sources. The detailed description of the four types of section entities (use cases, models, solvers, and processors) in OSMO follows the specification from MODA closely, cf. Tabs. 5 -8 for the list of aspects (i.e., section descriptors) and Fig. 7 for technical details.
Taxonomy of physical equations and relation between OSMO and RoMM
In OSMO, building on the terminology from RoMM, 47 common PEs in materials modelling are classified into 25 types, represented by subclasses of the OSMO class physical_equa-tion_type, at four granularity levels (instances of the OSMO class granularity_level), cf. Tab. 9. The characterization of model granularity follows De Baas 47 where the scope of each of the RoMM vocabulary categories is discussed in great detail. Accordingly, particle-based methods are defined to be atomistic if the particles represent single atoms and mesoscopic if they represent multiple atoms; by this categorization, 47 e.g., molecular models following the united-atom approach are regarded as mesoscopic. This distinction between atomistic and mesoscopic PEs, however, is only based on the role ascribed to the discrete particles; therefore, the same equations can be applied at both levels. To ensure that the expressive capacity of OSMO matches that of RoMM, MODA, and EMMO, it is necessary to differentiate between these two levels. 47, 48, 50 For most purposes, however, this is not a crucial distinction, and they can be jointly 
Conclusion
The ontologies presented in this work, VISO and OSMO, are intended to play a role as building blocks within a major organized effort toward full interoperability of methods, tools, and environments in computational molecular engineering. This is an ongoing development to which the VIMMP project contributes together with other projects (e.g., MarketPlace). These efforts are coordinated by discussions within the EMMC, an organization open to all modellers, end users, and service providers in the fields of quantum mechanical, molecular, and continuum simulation. By specifying workflows in terms of OSMO, workflow management systems such as the TaLPas WMS become interoperable with the VIMMP marketplace and environments from other projects that will be provided at the virtual marketplace frontend. Substantial future work will be needed to develop solutions for facilitating the data ingest into OSMO-compliant infrastructures by providing user-friendly tools to describe simulation workflows in computational molecular engineering according to the approach introduced in the present work. Figure 7 : OSMO class section_entity and its subclasses. The subclass relation is represented by grey arrows, and has_aspect as well as its major subproperties are represented by blue arrows; entry numbers from MODA corresponding to the OSMO aspects, cf. Tabs. 5 -8, are denoted in green colour. The class evmpo:model represents a concept from the European Virtual Marketplace Ontology (work in progress), which defines a model by equivalence to the same concept from the EMMO; 50 as a special type of models, materials_model from OSMO is a subclass of evmpo:model. 
