Abstract: Under investigation in this work is an extended nonlinear Schrödinger equation with nonzero boundary conditions, which can model the propagation of waves in dispersive media. Firstly, a matrix RiemannHilbert problem for the equation with nonzero boundary conditions at infinity is systematically discussed. Then the inverse problems are solved through the investigation of the matrix Riemann-Hilbert problem. Therefore, the general solutions for the potentials, and explicit expressions for the reflection-less potentials are presented.
Introduction
The standard nonlinear Schrödinger equation (NLS) iq t + q xx + 2σ|q| 2 q = 0, σ = ±1 (1.1) and its variants play a key role in various fields of nonlinear science such as plasma physics [1] , nonlinear optics [2, 3, 4] , Bose-Einstein condensates [5] , deep ocean [6] , even finance [7] and etc [8] - [12] . Since it has been checked that most NLS-type equations are completely integrable, they have rich mathematical structure.
Therefore, various research on NLS-type equations are still popular. In particular, the investigation of exact solutions for the NLS-type equations has become more and more attractive. Up to now, it is still a meaningful subject to discuss soliton solutions of NLS-type equations. Some distinct approaches have been given to derive soliton solutions of nonlinear integrable systems such as Darboux transformation [13] , Inverse scattering transform (IST) [14, 15] , Hirota bilinear method [16, 17] , Riemann-Hilbert method [18, 20, 21] and so on.
Among those methods, it is worthy to point out that the IST is one of the most powerful tools to seek the soliton solutions of NLS-type equations. The IST was first discussed to solve exactly the famous Korteweg-de Vries (KdV) equation with a Lax pair [22] . After that, the IST has been used to consider more and more physically important nonlinear wave equations with their Lax pairs [23, 24] . Recently, the IST of integrable equations with NZBCs has been paid much attention to based on the solutions of the related Riemann-Hilbert problems [25] - [31] .
There is no doubt that equation (1.1) has extensive physical applications. However, to well describe other important types of nonlinear physical phenomena, it is necessary to go beyond the standard NLS description.
One prime research is to add higher-order terms and/or dissipative terms to the NLS equation (1.1) to accurately model extreme wave events in some nonlinear systems. In addition, it is also important to preserve the integrability in the modifications of the equation (1.1), which has to require a subtle balance between existing terms and the newly added terms according to the physical considerations. Along this idea, an extended nonlinear Schrödinger equation (also called the Kundu-NLS equation) [34] - [38] was proposed and studied, whose form is iu t + u xx + 2 2 |u| 2 − q where γ(x, t) is an arbitrary gauge function, and is a real parameter.
In this work, we mainly focus on the initial value problem for the Kundu-NLS equation (1.2) with the following nonzero boundary conditions (NZBCs) as infinity with u * (x, t) standing for the complex conjugate of u(x, t), and k is a constant spectral parameter. Particularly if γ = σ x |u(y)| 2 dy, it may be reduced to the Kundu-Eckhaus equation [39, 40] , which can be used to model the propagation of waves in dispersive media. In contrast to the NLS equation ( It is well-known that the IST is a powerful approach to derive soliton solutions. However, the research in this work, to our knowledge, has not been conducted so far. The chief idea of the present article is to study the multi-soliton solutions of the Kudun-NLS equation (1.2) with NZBCs by utilizing inverse scattering transform.
Additionally, some graphic analysis are presented to help readers to understand the propagation phenomena of these solutions.
The layout of this work is as follows. In section 2, we investigate the direct scattering problem for the Additionally, the dynamic behaviors of the soliton solutions are discussed with some graphics.
Direct scattering with NZBCs
Here we study the direct scattering problem for the Kundu-NLS equation (1.2) with NZBCs (1.3) starting from its spectral problem. Firstly we refer to the first expression in (1.4) as the scattering problem of equation (1.3). Asymptotically as x → ±∞, the scattering problem reaches to
and
Thus the fundamental matrix solutions of Eq.(2.1) is determined by
where I is a 2 × 2 unit matrix, and
To further analyze the analyticity of the Jost solutions of the Lax pair (1.4), we have to present the regions of Imλ(k) > 0(< 0) in the function θ(x, t, k) (also see [30] ). If q 0 0, i.e., the boundary conditions are NZBCs, λ(k) satisfying (2.5) in the complex plane is a doubly branched function of k with two branch points being k ±iq 0 and the branch cut being the segment
. Then two single-valued analytical branches of the complex k-plane are given by Sheet-I:
For this purpose, one can give a uniformization variable z provided by the conformal mapping: z = k + λ, whose inverse mapping reads
The mappings between the two-sheeted Riemann k-surface and complex z-plane are displayed in Fig.1 . If q 0 = 0, the NZBCs can be reduced to the ZBC. Take A = iq 0 [−1, 1] with C 0 = {z ∈ C : |z| = q 0 }, and
The continuous spectrum of U ± = lim x→±∞ U represents the set of all values of z satisfying λ(z) ∈ R, i.e., z ∈ Σ f = R C 0 , which are the jump contours for the related RHP. Since V ± = −2kUX ± , i.e, [U ± , V ± ] = 0. As a result, similar to [30] , one can find simultaneously the Jost solutions φ ± (x, t, z) of both parts of (1.4) satisfying the boundary conditions
It follows from φ x = U ± φ + ∆Q ± φ, ∆Q ± (x, t) = Q(x, t) − Q ± with Q ± = lim x→±∞ Q that the modified Jost solutions 9) possess the following expressions
where e σ 3 A := e
, and φ ± (x, t, z) = (φ ±1 , φ ±2 ). Because they include e ±i(x−y) , therefore from the properties of these functions in distinct domains and the definition (2.10) of µ ± (x, t, z) as well as the relation (2.9) between µ ± (x, t, z) and φ(x, t, z), the following proposition is easily established (also see [30] for the more details).
, the modified forms µ ±2 (x, t, z) and the Jost functions φ ±2 presented by (2.9) and (2.10) have unique solutions in Σ f 0 . Additionally, µ +1 (x, t, z), µ −2 (x, t, z), φ +1 (x, t, z) and φ −2 (x, t, z) can be continuously to D As trU(x, t, z) = trV(x, t, z) = 0 in (1.4) reaches to (det φ ± ) x = (det φ ± ) t = 0, one can thus see
on the basic of Liouville's formula. Since φ ± (x, t, z) are both fundamental matrix solutions of the spectral problem (1.4), as a consequence, we have
where S (z) = (s i j (z)) 2×2 with s i j (z) being called scattering coefficients. In view of (2.12), we have To tackle the matrix Riemann-Hilbert problem in the next section, here we assume that the potential does not admit spectral singularities, i.e., s 11 (z)s 22 (z) 0 for z ∈ Σ f and S (z) is continuous for z = iq 0 . As a consequence, the reflection coefficients are determined by
(2.14)
Inverse scattering with NZBCs: Simple pole
To derive the discrete spectrum and residue conditions in the inverse scattering problem, we next discuss the symmetries of the scattering matrix S (k). Similar to [30] , we have
and λ(z) = −λ −q 2 0 /z , therefore the symmetries of U, V, and θ yield
where
It follows from the above-mentioned symmetries and (2.9) that
By comparing Eq.(3.2) with Eq.(2.12), we have
which can arrive at the symmetries between ρ(z) andρ(z) as
The discrete spectrum of the scattering problem represents the set of all values z ∈ C \ Σ f such that they have eigenfunctions in L 2 (R). Similar to [30] , they need satisfy
− such that the corresponding eigenfunctions are in L 2 (R) from (2.13) and the expression (2.9) of φ ± .
First of all, we assume that s 11 (z) possesses N simple zeros in D f + {z ∈ C : |z| > q 0 , Imz > 0} provided by z n , n = 1, 2, . . . , N, i.e., s 11 (z n ) = 0 and s 11 (z n ) 0(n = 1, 2, . . . , N). If s 11 (z n ) = 0, we have s 22 (z * n ) = s 22 −q 2 0 /z n = s 11 −q 2 0 /z * n = 0, Then the set of discrete spectrum reads 
The residue condition of
Following the similar way, from s 22 (z * 0 ) = 0 and
− and the second expression in (2.13), we find that a norming constant b − (z * 0 ) yields
For the sake of convenience, we rewrite (3.7) and (3.9) as
which admits the following symmetries
in terms of symmetries (3.2) and (3.3), which lead directly to
12)
The relation φ + (x, t, z) = φ − (x, t, z)S (z) admits another form
which yields
with
Similar to [30] , the asymptotics for modified Jost solutions and scattering data satisfy
Based on the modified Jost functions, we have the sectionally meromorphic matrix M(x, t, z) as
Summarizing the above analysis, the following proposition for the Riemann-Hilbert problem holds.
Proposition 3.1. The matrix function M(x, t, z) admits the following matrix Riemann-Hilbert problem
• Jump condition:
• Asymptotic behavior:
To conveniently tackle the above Riemann-Hilbert problem (i.e.,Proposition 3.1), we take 18) and
Subtracting out the asymptotic behaviors and the simple pole contributions, i.e., 19) from both sides of the above jump condition M − = M + (I − J), we arrive at
In addition, the asymptotics are both O(1/z) as z → ∞ and O(1) as z → 0 and J(x, t, z) is O(1/z) as z → ∞, and O(z) as z → 0. As a result, the Cauchy projectors yield
where the notation z ± i0 is the limit taken from the left/right of z, and Plemelj's formulae are presented to solve (3.20) and yield 22) where Σ f represents the integral along the oriented contours displayed in Fig.1 .
From (3.17), we find that only its first (second) column admits a simple pole at z = ξ n (z = ξ n ). As a consequence, by using (2.9) and (3.10), the residue part in (3.22) can be written as
For z = ξ s (s = 1, 2, . . . , 2N), from the second column of M(x, t, z) provided by (3.22) with (3.23), we
Furthermore, in view of (3.2), we have
Substituting (3.25) into (3.2) leads directly to
System (3.26) admitting 2N equations with 2N unknowns µ −1 (x, t, ξ n ) can lead to the solutions µ −1 (x, t, ξ s ) such that one can also obtain µ −2 (x, t, ξ s ) form (3.26). Consequently, plugging µ −1 (x, t, ξ s ) and µ −2 (x, t, ξ s ) into (3.23), and then substitution of (3.23) into (3.22) can lead to the M(x, t, z) according to the scattering data.
It follows from (3.23) with (3.22) that the asymptotic behavior of M(x, t, z) reaches to
with µ −1 (x, t, ξ s ) and µ −2 (x, t, ξ s ) defined by (3.25) and (3.26).
It follows from (3.17) that M(x, t, z)e iθ(x,t,z)σ 3 satisfies (1.4). Substitution of M(x, t, z)e iθ(x,t,z)σ 3 with (3.27)
into the x-part of the Lax pair (1.4) and then choosing the coefficients of z 0 , one can arrive at the following proposition for the potential u(x, t).
Proposition 3.2. The potential with simple poles of the kundu-NLS equation (1.2) with NZBCs can be found as
where ξ n = z n , ξ n+N = −q 2 0 /z * n−N , n = 1, 2, . . . , N, ξ n = −q 2 0 /ξ n , and µ −11 (x, t, ξ n ) are expressed by
which can be obtained from expression (3.26).
Because s 11 (z) and s 22 (z) are analytic in D f + and D f − , respectively, and the discrete spectral points ξ n s and ξ n 's are the simple zeros of s 11 (z) and s 22 (z), respectively. Similar to [30] , the trace formulae for the kundu-NLS equation (1.2) with NZBCs can be found as
See [30] for the detailed analysis.
It follows from the limit z → 0 of s 11 (z) in (3.32) and (3.16) that the following theta condition yields
Especially, for the case of the reflectionless potential, i.e., ρ(z) =ρ(z) = 0, which can lead directly to J = (0) 2×2 .
Therefore, Eq.(3.30) arrives at
which can be obtained for µ −11 (x, t, ξ n ) by making use of the Cramer's rule. Therefore, the following theorem for the potential u(x,t) in the case of simple pole holds. 35) where
+ v s δ s j , and y n = µ −11 (x, t, ξ n ).
For the case of the reflectionless potential ρ(z) =ρ(z) = 0, the above obtained trace formulae and theta condition reduce to 36) and arg
arg(z n ), (3.37) respectively.
In what follows, we discuss the dynamic behaviors of these obtained solutions .2) with NZBCs, which is a space-periodic breather (also called Akhmediev breather) displayed in Fig.3 . When the z 1 becomes larger or smaller, this will change the direction of the wave (see Figs.3 ). In addition, from Fig.3(a) , we find that the behavior of the wave is symmetrical about time t = 0. Case (3): Here we take N = 2,
we obtain the strong interactions of simple-pole breather-breather solutions of the Kundu-NLS equation (1.2) with NZBCs for q − = 1 (see Fig. 4(a) ), q − = 0.5 (see Fig.4(b) ) and q = −0.2 (see Fig.4(c) ). When the parameter Case (4): From Fig.5(a) , we can see the interactions of simple-pole breather-breather solutions of the Kundu-NLS equation (1.2). When z 1 = 0.5i, z 2 = 1.5i, one example of the breather-breather waves is shown in Fig.5(b) , where both (two breather waves) have different modulation frequencies. When z 1 = z 2 = 1.5i, they appear as a first-order Akhmediev breather (see Fig.5(c) ).
Case (5): If we take z 1 = −1/65 + 1.5i, z 2 = −1/65 + 1.05i in Theorem 3.3., then we obtain another type of simple-pole breather-breather solutions (see Fig.6 ). As shown in Fig.6 , the result is a simply periodic solution.
Specifically, when q − → 0, we have the simple-pole bright-bright solitons of the Kundu-NLS equation (1.2) .
However, the bright-bright solitons is a simply periodic solution (see Fig.6(d) ). 
The Kundu-NLS equation with NZBCs: Double poles
In the section, we assume that the discrete spectral points Z f are double zeros of the scattering coefficients 
Similar to [31] , for
Eq.(3.6) still holds. The first expression of (2.13) can be rewritten as
whose first-order partial derivative with respect to z reads
3) and utilizing s 11 (z 0 ) = s 11 (z 0 ) = 0 and (3.8) can lead to 4) which means that there exists another constant c + (z 0 ) such that
It follows from (3.8), (4.1) and (4.5) that 
for c − (z * 0 ). It follows from (3.8), (4.1) and (4.7) that
We thus know
from which we obtain the following symmetries 10) which arrive at
To sum up, we have
The RHP in Proposition 3.1 still holds for the case of double poles. To solve this kind of RHP, we must subtract out the asymptotic values as z → ∞ and z → 0 and the singularity contributions
Then it follows from the jump condition
where 
, and µ −11 ( ξ n ) and µ −11 ( ξ n ) are given by (4.22) .
Similar to the case of simple poles, we also have the trace formulae for the case of double poles as
In terms of the limit z → 0 of s 11 (z) in (4.25), one can generate the theta condition as , h arg(z n ), (4.31) respectively.
In the following, the double-pole breather-breather solutions of the Kundu-NLS equation ( 
Conclusion and Discussion
In summary, we have discussed the IST and soliton solutions for the Kundu 
