We correct in this paper a mistake in a previous publication [7] . The new proof is more short although uses the Cauchy completeness and the Hermitian product. We introduce a separation by hyperplanes on finite-dimensional unitary spaces, as well.
Introduction
Many proofs of FTA have been proposed from the 18th century until today, e. g., [8] , [7] , among the most recent ones. The proof presented here uses linear algebra together with some basic concepts of general algebra or Euclidean geometry (see, e.g., [5] , [3] , or [2] , [4] ) and some continuity properties. We correct now a fatal error in the previous publication [7] , by a new proof briefer that the earlier, although uses the Cauchy completeness (see, e.g., theorem 6.1, p 159 in [3] ) of the Hermitian complex field. We also introduce a separation by hyperplanes on finite-dimensional unitary spaces, as well. Let us now introduce the necessary notation. We represent by Z + , R + , R + , and C either the sets of positive integer, non-negative real, positive real and complex numbers, respectively. With z we denote the complex conjugate of z, ı := √ −1, by C[x] the ring of polynomials and by P n (C) the unitary space of all polynomials of degree at most n ∈ Z + , with coefficients in C. The linear hull of a set A ⊂ P n (C) is denoted by span(A), an bdA is the boundary of A.
We will work always on finite dimensional linear spaces (a comparison may be see in, Finite Versus Infinite Dimensions, [1] ). Really, P n (C), equipped with the basis {1, x, x 2 , . . . , x n } and the Hermitian inner product,
First off we describe these on other way. For w ∈ C \ {0}
Note that the vectors N n w go on the transferred complex manifold of moments, which we will review later, on Section 3.
Wlog., we will consider any polynomial laid on the form r(
, with r n = 0 . We will proof later the following equivalent reformulation of FTA.
About separation but on R n , can see, e.g., [1] or [4] , between others.
Definition 2.1. Firt off we split C. Let be the subsets,
That induces a separation on C n , with n ≥ 2. For any non-trivial linear (continuous) operator H : C n → C, H(W ) = < W, b > , and for some c ∈ C , depending on d, which we will specify later, the hyperplane H c := Kernel(H) + bc, separates the subsets, H α := Ker(H) + b (c + C α ) , H β := Ker(H) + b (c + C β ) , on a way that H α ∪ H β = C n , H α ∩ H β = bdH α = bdH β = H c , H(H c ) = {d} , which we call half-spaces of the H, d separation . Note that since H is not trivial then dim(H(C n )) = 1, i.e., H is over the whole C, then dim(Ker(H)) = n − 1 ≥ 1, and there existsw ∈ C n such that H(w) = d. We take the previous c on a way thatw ∈ Ker(H) + bc, always there is one unique c because Ker(H) ⊕ span( b) = C n .
Addendum to: An algebraic proof of the fundamental theorem of algebra 93 Definition 2.2.
We call cone to a set closed for both, the addition and for non-negative real multiplication, as well. Always containing {0}. The cone generated by A to cone(A) := {u ∈ C n | u = λx + µy , x, y ∈ A, λ, µ ∈ R + }. The cone hull, cone(A), to the minimum closed cone containing A.
We formulate some basics properties of very easy proof.
Proposition 2.3.
(1) C α and C β are closed cones. (2) H α , and H β are transferred closed cones.
Example 2.4 (contrived example). For any fixed q
∈ C and n ≥ 2 , if D ⊃ {(z, z 2 , . . . , z n + q) : z ∈ R ∪ { k √ ±ıµ : k = 1, . . . , n., µ ∈ R}} , then cone(D) = C n .
Curve and manifold of Moments
That topic has been studied in [6] and may be see references therein. Let us introduce some notation. For z ∈ C, Γ z := (z, z 2 , . . . , z n ) ∈ C n , n ≥ 2, and for X ⊂ C, Γ(X) := {Γ x : x ∈ X}, and when X ⊂ R , Γ(X) ⊂ R n is the curve of moments (real).
On this language, a necessary and sufficient condition for r(w) = 0
That is N n w ⊥r(x) . We will analyze on the next Section that truthfulness. Reviewing the example 2.4, we rewrite the useful property as
4. Proof of theorem 1.2
Proof. The condition (3.1) is equivalent to the following system on C n r n y n + · · · + r 1
That is, the intersection of Γ(C) with a transversal (r n = 0) hyperplane. The operator in (4.1), R : C n → C , R(y) = n m=1 r m y m , makes R, −1 splits C n and only one of the two half-spaces can not contain whole span(x n )−axis (with p := (−1/r n )x n ∈ R −1 it is easy to check that
, consequently, neither does not contain whole the complex manifold of moments (because if that was, wlog., if R α ⊃ Γ(C), transferring, R α − px n ⊃ Γ(C) − px n , which imply whole space should be contained in this half-space, by using (3.2) and proposition 2.3). Then if R α , R β , are these half-spaces, they verify, besides the corresponding properties on the definition 2.1 of the R, −1 separation,
On other hand, furthermore any non-trivial segment [w α , w β ] ⊂ C is homeomorphic to [0, 1] ⊂ R and the function Γ(.) is continuous here.
Therefore there is w ∈ [w α , w β ] s.t. H(Γ(w)) = −1 , it follows analogously to theorem of Bolzano proof, and we already know r(w) = 0.
Final Remarks
We have proven that on C n , n ≥ 2 , the skew complex manifold of moments cross a transversal hyperplane (on similar way of the intermediate value theorem), involving the Cauchy completeness.
Moreover, if us restrict totally to the field R, the property on (3.2) changes since the now curve of moments is contained in the cone R × R + × R × R + × · · · (n factors). We would obtain as conclusion just the known, all polynomial of odd degree, has at least one real root.
