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ABSTRACT 
High-speed atomic force microscopy, capable of video rate data capture with tip 
speeds as high as 20 cros"1, has been combined with local oxidation nanolithography 
to facilitate real-time nanofabrication. The development of novel nanostructuring 
techniques such as this is paramount in order to pattern surfaces on ever-smaller 
length scales and timescales, enabling a new generation of device fabrication 
methods and data storage media to be realised. 
Key to achieving real-time nanofabrication was the optimisation of the local 
oxidation process. Studies with intermittent-contact mode AFM showed that phase 
contrast was a good indicator of successful surface oxidation, whilst the drive 
amplitude and amplitude set-point of the oscillating probe had negligible effect on 
oxide formation. In contact mode it was discovered that imaging and 
nanostructuring did not share the same optimum set-point. Investigations into 
minimum timescales required to create single oxide nanostructures concluded that 
for intermittent-contact operation this was as low as 500 ns, whilst the use of 
repetitive tip bias pulsing revealed that oxidation formation could occur on 
timescales as low as 10 ns. Furthermore, short timescales led to patterning 
resolutions as high as 15 nm, corresponding to data storage densities in excess of 
1 Thit/inch2. In contact mode, a pulse time of 10 µs was required to create 
detectable single oxide nanostructures. 
In further experiments, oxidation was performed whilst scanning the tip at several 
centimetres per second, using the high scan speed capability of the high-speed AFM 
resonant scan stage. Oxidation proceeded unhindered, despite this high scan speed, 
in both intermittent-contact and contact modes of AFM. The uniformity of the 
resulting oxide patterns was greatly dependent on the integrity of the tip and the 
assembly of the high-speed scan stage. Real-time nanofabrication was demonstrated 
by synchronising the tip biasing to the high-speed scan motion and simultaneously 
imaging the surface at 15 frames per second. 
A new technique of nanoscale patterning with AFM, by inducing ionic conduction in 
a silver sulphide film, was also explored as a means of creating nanoscale devices 
without relying on silicon based electronics. Sub-100 nm nanostructuring scales 
were successfully demonstrated. 
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INTRODUCTION TO NANOSTR UCTURING 
1. INTRODUCTION TO NANOSTRUCTURING 
1.1. Introduction to nanotechnology and nanoscience 
The field of nanotechnology is still very much in its infancy. Nevertheless, 
unprecedented potential has already been demonstrated and nanotechnology looks 
set to dominate scientific development in the near future. Numerous and varied 
attempts have been put forward to provide an all-encompassing definition of this 
emerging discipline. In general, nanotechnology can be understood as the design, 
fabrication and application of nanostructures and nanomaterials (Cao, 2004). Of 
course, nanotechnology would not exist without an understanding of the physical 
properties of such structures and materials on the nanoscale, the underlying 
nanoscience. 
The ability to pattern surfaces on the nanometre scale is arguably the foundation on 
which nanoscience and nanotechnology are built. Perhaps the most widely-known 
challenge of nanotechnology is the continued miniaturisation of silicon chip 
technology, following the trend known as Moore's Law (Moore, 1965), whereby the 
size of a transistor on a chip is expected to half every 18 months or so. Commercial 
central processing units (CPUs) currently have feature sizes as small as 90 nm, with 
sizes of 65 nm being targeted in 2-3 years. Without the capability of nanoscale 
patterning, this would not be possible and hence there would be no advancement in 
computational power. Another high-profile requirement of nanotechnology is the 
need to develop new methods for data storage. Conventional high-density data 
storage, based on magnetic recording technology, relies on the writing and reading of 
magnetised cells (bits), covering many grains of a magnetic recording medium. In 
the near future it is suggested that a fundamental limit in the size of a single cell will 
be reached; the superparamagnetic limit (Weller & Moser, 1999 and Thompson & 
Best, 2000). At which point magnetic discs will no longer be able to store data 
reliably, due to the increased possibility of thermal fluctuations switching the 
magnetisation of single grains. Alternative methods for data storage require surfaces 
to be patterned on length scales below that of the superparamagnetic limit, thought to 
be - 10 nm (Thompson & Best, 2000). Furthermore, nanostructuring need not only 
1 
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be a single process, leading to an immediate end result, but may also be used as a 
step towards more complicated fabrication requirements. For instance, an initial 
nanostructuring step could subsequently be used as a template for nanowire or 
carbon nanotube (CNT) growth, or the patterning of biomolecules, all of which may 
subsequently be removed and used elsewhere, for example to create drug delivery 
devices for use in medicine (Haberzettl, 2002). 
1.2. Present nanostructuring technologies 
The term nanostructuring can refer to many varied techniques, all of which are 
capable of fabricating nanoscale structures. A large group of these are chemical 
processes, for example the synthesis of nanoscale metallic clusters from solution (for 
reviews see Henglein, 1989 and Schmid, 1992), the vapour-liquid-solid (VLS) 
growth of nanowires (Wagner & Ellis, 1964) and the thin film growth of self- 
assembled monolayers (SAMs) (Bigelow, 1946), to name but a few. Whilst these 
chemical methods are of great use in research, it is the physical approaches to 
nanostructuring that are by far the more prevalent for industrial uses. Again there 
exist many different variants, although for the most part they have stemmed from 
microstructuring processes used in the semiconductor industry. On the whole, 
physical nanostructuring techniques are concerned with the removal or addition of 
material to create the required nanoscale structures and patterns. The following 
sections detail the key physical nanostructuring processes in use at present, and 
identify their associated strengths and weaknesses. 
1.2.1. Optical lithography 
Optical lithography is the industrial standard for the mass production of devices for 
use in the semiconductor industry. Originally, optical lithography referred to the use 
of light with wavelengths in the visible range. In the present day however, a 
wavelength of 193 nm is more common (Okazaki & Moers, 2003), with 
investigations into even smaller wavelengths being undertaken. All variants of 
2 
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optical lithography, as well as ultra-violet and x-ray lithography (discussed later), 
rely of the use of a pre-patterned mask to provide selective illumination of a resist 
material, which is subsequently developed in order to transfer the required pattern 
onto the substrate (figure 1.1). Typically, the resist is a photo-reactive polymer 
which undergoes a conformation change, either cross-linking or chain scission, when 
exposed to the light. The resist material is developed in a solvent, which, depending 
on the combination of resist and solvent, dissolves either the exposed (positive) or 
unexposed (negative) portions of the resist. As a result of the developing step, areas 
of the underlying sample will be uncovered. An etching step, against which the 
resist material protects the sample, is then used to transfer the required pattern onto 
the substrate below. The remaining resist material is stripped off, revealing the 
patterned sample. 
1. Coat Resist 
Substrate 
1! 11! 1!!! 






Figure 1.1: Generic steps in photolithography. (1) Substrate is 
coated in the resist material. (2) Resist is exposed to light 
through a mask. (3) Resist is developed such that either the 
exposed (positive) or unexposed resist (negative) is removed. 
(4) Sample is etched in order to transfer the pattern into the 
substrate. (5) Remaining resist is stripped away leaving the 
patterned substrate. (After Cao, 2004). 
3 
INTRODUCTION TO NANOSTRUCTURING 
At the outset of optical lithography, the mask was placed in direct contact with the 
resist material (figure 1.2a). In this arrangement, light from the source passes 
through a condenser lens to provide a parallel beam of light, which in turn 
illuminates the mask. The resolution of this technique is limited by the resolution of 
the mask manufacturing process, as in principle the resist is in the optical near-field 
of the mask. One large drawback of contact lithography is that the mask becomes 
contaminated with resist material and can lead to severe degradation of the mask 
over time. To overcome this, a small gap was introduced between the mask and the 
resist (figure 1.2b). Known as proximity lithography, this method suffers from a loss 
in resolution compared to contact lithography due to diffraction of the light occurring 
as it passes through the mask. Furthermore, the size of the gap separating the mask 










Focussing .', ý. 
optics 
Substrate 
Contact Proximity Projection 
Figure 1.2: Schematic showing the three configurations of optical lithography; contact 
lithography (a), proximity lithography (b) and projection lithography (c). 
Modern-day optical lithography operates with the mask far from the resist. As such, 
projection lithography requires additional lenses to focus the image of the mask onto 
the resist (figure 1.2c). As with proximity lithography, the resolution attainable with 
projection lithography is limited predominantly by diffraction and thus determined 
approximately by the Rayleigh criterion (Cao, 2004). As such, a minimum 
resolution of X/2 is achieved, typically 200 nm or above. In general, the minimum 
feature size capable of being fabricated with conventional photolithography is of the 
order of the wavelength of light used (Okazaki, 1991). 
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Recent improvements, such as phase-shifting photolithography (Levenson et al., 
1982) have increased the resolution of optical lithography to a few tens of 
nanometres (Rogers et al., 1998). On the whole, however, the future of optical 
lithography is limited by the wavelength of light used to expose the resist. The 
current wavelength of 193 nm corresponds to light in the deep ultra-violet (DUV) 
regime, which has demonstrated sub-100 nm nanostructure fabrication. Research is 
continuing to push this boundary, with extreme ultra-violet (EUV) lithography 
emerging at operating wavelengths in the 11 - 13 nm range (Ito & Okazaki, 2000). 
Strong absorption dominates at this wavelength, hence reflective optics rather than 
conventional refractive optics must be used. Furthermore, the mirrors must consist 
of multiple reflecting layers, such that interference between them sufficiently 
enhances the reflectivity of the system (Ito & Okazaki, 2000). Despite this, EUV 
lithography has the capability of achieving 70 nm feature sizes or less (Bjorkholm et 
al., 1990 and Ito & Okazaki 2000), resulting in substantial interest from industry as a 
possible replacement for DUV lithography. 
Further reduction in wavelength, to 1 nm or less, comes in the form of x-ray 
lithography (Smith et al., 1973 and references therein). X-ray lithography usually 
proceeds as a proximity technique, whereby the mask is positioned within -' 15 nm 
of the sample. The mask for x-ray lithography consists of a patterned x-ray 
absorbing material mounted on a thin x-ray transparent membrane. The x-ray 
absorbing areas of the mask cast a shadow on the resist, so that exposure only occurs 
at the required positions. The x-ray source must then be strong enough to expose an 
x-ray sensitive resist through the mask (Cao, 2004). X-ray lithography has routinely 
been used to fabricate patterns with sub-50 nm resolution (Simon et al., 1997 and 
Kise et al., 2003). Compared to optical proximity lithography, loss in resolution is 
much less of an issue with proximity x-ray lithography due to the factor of -. 100 
times reduction in wavelength. At present, however, x-ray lithography has little 
hope in becoming an industrial standard for nanofabrication for a number of reasons. 
Firstly, the complexity of mask manufacture, and hence mask repair, leads to 
increased operating costs over conventional DUV or EUV lithography. Furthermore, 
the requirement of precise control over the mask-sample separation distance means 
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accurate metrology instrumentation is required. Common to both of these is the high 
initial investment needed to facilitate them. 
In summary, optical lithography will continue to dominate industrial lithographic 
techniques for the foreseeable future, with improvements in the lithographic process 
and the emergence of smaller wavelength light sources. Inevitably, a point will 
come in the future when fundamental limits in minimum feature size will be reached 
regardless of the light source, and thus alternative lithography technologies required. 
1.2.2. Electron beam lithography 
A further way of creating nanostructures with less than 100 nm resolution is to use 
electrons rather than light. An electron beam can be readily produced by thermionic 
or field effect emission (Okazaki & Moers, 2003). The former is achieved by 
heating up a material, for example tungsten, above some critical temperature, at 
which point electrons are emitted from the surface of the material. Field effect 
emission utilises a high electric field surrounding a very sharp tungsten tip to extract 
the electrons (Cao, 2004). Two variants exist for patterning surfaces with electron 
beam lithography. The first is a direct-write method (figure 1.3), whereby the 
electrons are collimated and subsequently focused down to a spot only a few 
nanometres in diameter. This narrow beam of electrons is then used to create 
nanostructures in a resist material by being accelerated to a specific position on the 
surface. Typically the electron beam can be deflected to cover an area of - 500 x 
500 µm. In order to pattern larger areas the sample must be able to move 
independently of the electron beam. The alternative, known as projection electron 
beam lithography, uses a broader beam, around 2-3 mm in diameter, that is scanned 
across a pre-patterned mask. This effectively transfers the required pattern into the 
electron beam itself which, after being focused, is projected onto the sample resist. 
Unlike optical lithography, the constraints of diffraction limits on nanostructure size 
are removed since the wave-like nature of electrons in the energy range used (1 - 
100 keV) have an effective wavelength of a few tenths of an Angstrom (Cao, 2004). 
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Instead, the resolution of electron beam lithography is dependent on the interaction 
of the electrons with the resist material. On entering the resist, electrons can be 
scattered laterally causing a broadening in the exposed region of the resist. The scale 
of this interaction is governed by the resist thickness, the energy of the electrons and 













Figure 1.3: Schematic of an electron beam direct 
write lithography system. 
The first experiments using electron beams to pattern surfaces were carried out as 
early as the mid 1960s (Chang & Nixon, 1967 and references therein), and achieved 
resolutions of 500 - 1000 nm. Currently, electron beam lithography is routinely 
used to create nanostructures with sizes as small as 5- 10 nm (Hu et al., 2005 and 
Saifullah et al., 2005). 
Unfortunately, direct writing with an electron beam is a serial process. This makes it 
a particularly time consuming nanostructuring technique, especially for patterning 
large areas of resist material. Furthermore, a well-formed electron beam requires the 
whole system to be in ultra-high vacuum and to be isolated from external vibrations. 
As a result, electron beam writing has not been applied on industrial scales, although 
the fact that sub-10 nm resolution can be achieved makes it favourable for many 
specialist research activities and for small-scale production of reusable masks for 
other types of lithography. 
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1.2.3. Ion beam lithography 
A focused beam of ions can also be used to pattern surfaces, either by exposing a 
resist material, as with electron beam lithography, or by directly patterning the 
substrate surface. As ions are heavier than electrons, ions bombarding the sample 
surface can sputter material off the surface or intermix with the sample material at 
the surface causing a change in sample composition (Okazaki & Moers, 2003). 
Focused ion beam (FIB) lithography has several benefits over electron beam 
lithography. Firstly, if a resist is used, the scattering of ions within the resist 
material is several orders of magnitude less than for electrons (Hall et al., 1979 and 
Seliger et al., 1979). Furthermore, sensitivity of the resist to ion bombardment is at 
least two orders of magnitude better than for electrons (Ryssel et al., 1981). As with 
electron beam lithography, however, FIB lithography suffers from being a serial 
process with low throughput, and although device fabrication with 100 nm resolution 
has been demonstrated (Matsui et al., 1991), FIB lithography is not viable for device 
fabrication on a grand scale. 
The most important use of FIB lithography in industry is for the repair, cleaning or 
modification of masks, such as those used for optical lithography. These are 
expensive to produce and rather than discarding faulty masks, defects occurring 
during the manufacturing process, or damage from overuse can be repaired by the 
removal or addition of material by FIB lithography (Okazaki & Moers, 2003). 
1.2.4. Nanoimprint lithography 
Unlike the lithographic methods described above, nanoimprint lithography (Chou et 
al., 1995) does not require a complex focussing system or the generation and control 
of a beam of particles. Instead, a re-usable mould is manufactured, by one of the 
above methods, containing the required nanoscale pattern. This mould is then used 
to pattern a resist layer by being pressed into the resist material, which is 
subsequently developed in order to transfer the pattern onto the underlying substrate. 
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There are two variations of this technique (Okazaki & Moers, 2003). The first, hot- 
embossing, requires both the mould and the resist, for example PMMA, to be heated 
above the glass transition temperature of the resist, before the two are pressed 
together. The temperature is then lowered back below the glass transition 
temperature so that the resist sets around the features of the mould. When the mould 
is removed, the pattern of the mould remains in the resist. 
The heating and cooling involved in the hot-embossing technique are, however, 
particularly time consuming. An alternative approach is to use a soft acrylate or 
epoxide material which can be cured by baking in UV radiation. After UV 
irradiation the mould is removed revealing the imprinted pattern in the resist. 
Figure 1.4 shows the steps involved in these two techniques. 
Hot Embossing Nanoimprint UV Nanoimprint 
Alignment and Alignment of 
heating mould and 










Figure 1.4: Overview of the hot embossing and UV nanoimprint lithography 
techniques. (After Okazaki & Moers, 2003). 
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After manufacturing the mould, nanoimprint lithography can be used repeatedly to 
pattern areas of several square centimetres (Chou et al., 1996). Typical times for 
transferring the pattern into the resist are tens of minutes, although resolutions below 
25 nm can be achieved (Chou et al., 1995). Nanoimprint lithography is used 
primarily as substitute for photolithography for patterning a resist material. The 
patterned resist can subsequently be etched and then stripped away, in order to 
transfer the desired pattern to the substrate below, or can be used as a stand-alone 
nanostructured surface, for example for selective deposition or absorption. 
As nanoimprint lithography is reliant on other lithographic techniques for mould 
fabrication, the resolution is limited to that of the initial preparation of the master. 
1.2.5. Microcontact printing 
Microcontact printing (Kumar & Whitesides, 1993), like nanoimprint lithography, 
uses a pre-patterned mould to pattern the surface. Rather than embedding the mould 
into the substrate, however, it is coated in an ink which is subsequently transferred to 
the substrate surface with the required pattern. The stamp is typically made from an 
elastomeric polymer, such as polydimethylsiloxane (PDMS), which is cast from a 
master mould that has been pre-patterned using conventional photolithography (Cao, 
2004). Dipping the stamp into the ink solution allows a self-assembled monolayer 
(SAM) to form on the surface of the stamp. When the stamp contacts with the 
substrate, the patterned SAM is transferred to the substrate (figure 1.5). 
A variety of ink-sample combinations have been used, although microcontact 
printing was first developed with the self-assembly of alkanethiolates on gold 
(Kumar & Whitesides, 1993) and silver (Xia et al., 1996a). The patterned SAM can 
subsequently be used as a resist for transferring the pattern into the underlying 
substrate (Xia et al., 1996b) or as a template for the selective deposition of other 
materials, for example metals (Jeon et al., 1996 and Hidber et al., 1996) and 
biomolecules (Mrksich & Whitesides, 1996). 
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Figure 1.5: Process of microcontact printing. The PDMS 
stamp is dipped into the ink supply and subsequently 
contacted on the sample surface. Upon removal of the 
stamp and self-assembled monolayer of the ink is left on 
the sample surface. The SAM can be used as a resist for 
selective etching of the metallic layer or as a template for 
the deposition or absorption of other materials. 
Microcontact printing benefits from being a parallel process, able to pattern large 
areas in relatively short times. Patterns over a- 50 cm2 area have been demonstrated 
(Xia et al., 1998), whilst the formation of highly ordered monolayers can occur on 
timescales of less than 1 second (Larsen et al., 1997). Additionally, as with 
nanoimprint lithography, the stamp is reusable and, due to its polymer nature, can 
also conform to curved surfaces. The nature of the stamp does, however, pose some 
problems. Firstly, the polymer can swell during application of the ink, resulting in 
the pattern increasing in size. Excess ink on the stamp can cause greater diffusion of 
the molecules on the patterned surface, again causing a drop in pattern resolution 
(Quist et al., 2005). Finally, contamination from the PDMS stamp in for the form of 
siloxane can manifest itself in the final pattern (Glasmästar et al., 2003). The most 
detrimental factor of microcontact printing is the spatial resolution attainable. 
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Although sub-100 nm patterning has been demonstrated (Xia & Whitesides, 1995), it 
remains unreliable and the majority of microcontact printing results in patterns with 
sizes of 500 nm or greater. 
1.3. Uses of nanostructured materials 
The modern day world revolves around complex equipment and processes, almost all 
of which rely on nanostructured materials in one form or another, be it transistors on 
a chip in a computer processor, or DNA micro-arrays for state of the art gene 
sequencing. This section provides details of some of the many uses of 
nanostructured materials that exist, but is by no means a complete list. 
1.3.1. Nanoelectronics 
Present-day information technology is wholly reliant on microelectronic systems that 
can store, display and process data. The field of microelectronics is governed by the 
use of semiconductors which exhibit well-defined voltage-current characteristics, 
necessary for use in today's electronic equipment. Due to its high operating 
temperature, silicon is the material that has dominated the semiconductor industry 
for the last 50 years (Millman & Grabel, 1987). Fabrication of microelectronic 
components is not only concerned with the patterning of a silicon surface (or wafer) 
but also the addition of impurities, providing excess charge carriers (electrons and 
holes), and the patterning of these doped areas. From this grew complementary 
metal oxide semiconductor (CMOS) technology, which utilises both electrons and 
holes as charge carriers to contribute to current flow through the device. Continuing 
development of silicon fabrication techniques saw the advent of the metal-oxide- 
semiconductor field-effect transistor (MOSFET), which now prevails in the majority 
of semiconductor devices (figure 1.6). 
A MOSFET is made up of three primary components: a source, a drain and a gate. 
The source and drain contacts are typically metal or high-doped poly-silicon. 
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Between these contacts and the bulk doped-silicon substrate are regions of increased 
charge impurities, patterned by ion-bombardment and of opposite charge to the 
substrate. The gate contact is separated from the substrate by a dielectric layer, 
traditionally silicon dioxide. If the gate voltage is increased above some threshold 
voltage, for a given drain voltage, a low-resistance current channel arises between 
the source and drain contacts (Brennan, 1999). The strong correlation between the 
magnitude of the gate voltage and the current flow between the source and drain is 
the characteristic that makes MOSFETs so abundant in microelectronics. 
Gate 
oxide 




Figure 1.6: A metal-oxide-semiconductor field- 
effect transistor. 
Key to the future success of CMOS technology is the continued miniaturisation of 
the components or transistors and hence the increased density of devices on a single 
chip, following the trend predicted by Moore (Moore, 1965). In the last 20 years, 
transistor dimensions in CMOS technology have been reduced from 2 µm to 
100 nm (Silverman, 2002). By 2002 Intel had already fabricated a transistor with a 
gate length of 10 nm in their research laboratories (Doyle et al., 2002), although the 
current leakage from devices of this size is too great for them to be commercially 
viable, as yet. 
The processing of information is reliant primarily on logic devices and random 
access memories (RAM), both of which are essentially composed of integrated 
circuits (ICs), each comprising of many thousands of MOSFETs. The progression 
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from microelectronics to nanoelectronics relies on these components being 
fabricated with feature sizes of less than 100 run. 
1.3.1.1. Logic devices 
Logic devices process information by using Boolean algebra, logic gates and 
switching circuits. For electronic devices, this is conducted via a series of transistors 
which can be combined in certain arrangements so as to function as Boolean NAND 
and NOR operators or an inverter, the basic elements of digital circuits, from which 
every kind of logic operation can be constructed (Dolle, 2003). 
More complicated circuits are constructed by combining the basic elements 
described above. For example, two NAND gates or two NOR gates can be used to 
create a flip-flop, which can exist in one of two stable states, each defined by the 
previous state (Horowitz & Hill, 1980). Essentially, a flip-flop is a simple memory 
device, but it can be used to create counter and arithmetic circuits. Multiplexers, 
formed from a series of NAND gates, are used to select one of n possible input 
values (Dolle, 2003), whilst adder circuits, comprising of AND and XOR operators 
are used to add binary numbers. 
In general, the smaller the components making up the logic operators the faster the 
device can function and the lower the voltage signals required to operate them. 
1.3.1.2. Random access memories 
Random access memories are essentially temporary forms of data storage. 
Information is stored in the memory whilst it is processed, and before being written 
back to more permanent data storage, for example a hard disc drive or DVD. RAM 
devices are usually volatile forms of memory, where the data are erased when power 
to the device is switched off. 
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The most common type of RAM in use at present is dynamic RAM (DRAM), a form 
of volatile RAM, made up of many hundreds of memory cells, with each cell 
consisting of a transistor-capacitor combination with two signal lines: the word line 
(WL) and the bit line (BL) (figure 1.7) (Schroeder & Kingon, 2003). The transistor 
(7) acts as a switch, which when triggered from the word line, closes and charges the 
capacitor (Cs) from the bit line. The capacitor has two charge storage levels which 
represent the 0 and 1 of the binary data. Typically the charging pulse lasts only 
10 ns, after which the capacitor is disconnected by opening the transistor switch. 
The plate line (PL) is maintained at a non-zero voltage to reduce stress on the 
capacitor. The stored charge is read-back by closing the switch again and allowing 
the capacitor to discharge through the bit line to the bit line capacitor (CI3L). The 
voltage change in the bit line is detected and subsequently used in data processing. 
Reading the data destroys charge state of the capacitor, so to keep the information 
stored in the memory cell for further use, the capacitor must be recharged (Schroeder 
& Kingon, 2003). 
1.3.1.3. Limitations of conventional nanoelectronics 
The future of conventional MOS technology rests on being able to create smaller 
MOSFETs which can operate faster, require lower operating voltages and allow for 
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Figure 1.7: Schematic of a DRAM memory cell. 
(After Schroeder & Kingon, 2003). 
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more components to be fabricated on a single chip. The major drawback with MOS 
technology is the current leakage that is inherent with such small dimensions, due in 
the main to direct tunnelling of electrons across the gate gap. Ongoing research is 
targeting new materials, particularly high permittivity materials for use as the gate 
dielectric, as well as new designs to overcome such leakages. At some stage in the 
future, the gate junction will be so narrow that quantum tunnelling effects cannot be 
avoided, regardless of the materials used. An alternative to MOS technology will 
then be required, and most likely, a whole new physical approach to data processing 
will become essential. 
1.3.2. Data storage 
All data storage devices are essentially comprised of the same components. Firstly, 
there is the hardware, namely the storage medium and read/write mechanism. 
Secondly, there must be a means of addressing the data; a way of positioning the 
storage medium and the read/write head with respect to one another. Finally, there is 
the physical exchange of data, for example, by mechanical or optical means, or by 
using a magnetic field. 
Arguably, the two most important specifications for data storage devices are the 
storage density and the read/write speeds. The storage density is a measure of how 
many data bits can be recorded in a certain area, usually quoted in bits per square 
inch, and is governed by the specific storage medium and the physical size of the 
read/write head. The read/write speed is a measure of how fast the head moves over 
the surface of the storage medium and the time required to read/write data bits. The 
write speed is usually lower than the read speed as is it limited by the time taken to 
physically modify the surface. Other important characteristics include the lifetime of 
individual data bits and the lifetime of the storage medium in terms of rewriting 
capability. 
Some of the most prominent data storage methods are described in the subsequent 
sections, with their strengths, weaknesses and limitations highlighted. 
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1.3.2.1. Hard disc drives 
Hard disc drives (HDDs) are a form of magnetic recording technology and currently 
dominate the data storage industry. Development in HDD technology has been as 
closely watched as the advancement of silicon fabrication. The storage density is the 
defining parameter for marking the continued success of I IDDs. Storage densities 
have been increasing by almost 100 % every year, significantly surpassing the 
growth of semiconductor memory devices (Dietzel, 2003). 
A HDD is composed of four primary elements (figure 1.8): the slider, which carries 
the magnetic read/write head; the magnetic discs, onto which data is written; the 
reading and writing electronics; and a mechanical control system (Dietzel, 2003). 
The disc itself comprises a glass or aluminium body covered both sides with a thin 
magnetic layer, typically an alloy of cobalt, platinum and chromium (CoPtCr). The 
magnetic layer is then coated in a protective layer of carbon and a thin lubricating 
film, which serves to optimise the interaction between the read/write head and the 
disc. The disc spins at many thousands of revolutions per minute, leading to a 
relative velocity between the head and the disc of over 100 kmh-1. In addition, the 
head-disc separation, or fly height, is of the order of 10 nm. This distance is of great 
importance in the HDD read/write performance, as it governs the signal strength and 
the storage density attainable. As a result the surface must be smooth, with much 
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less than 10 nm roughness, whilst the vertical position of the head is maintained 
precisely by the mechanical control system. 
The magnetic layer is a thin film of weakly coupled grains. Each data bit is an area 
of the film consisting of many hundreds of grains. For reliable magnetic recording 
and reading the grain size must be small compared to the bit size for optimum signal- 
to-noise ratio during the read back of stored data. The signal-to-noise ratio is 
governed mainly by microscopic properties of the magnetic film, such as grain size, 
magnetic coupling between grains and the crystallographic orientation of the grains 
(Dietzel et al., 2003). The grain size of the magnetic layer determines the maximum 
storage density achievable, since small grains have an increased chance of switching 
their magnetisation, due to thermal fluctuations (Charap et al., 1997). This 
phenomenon is known as the superparamagnetic limit and is thought to occur at a 
grain size of around 10 nm (Weller & Moser, 1999 and Thompson & Best, 2000). 
Figure 1.9: Schematic of a combined HDD read/write head. The read element 
comprises a shielded GMR sensor. The inductive write head consists of a writing 
coil carrying the writing current and a write gap which defines the bit size of the 
data. (After Dietzel, 2003). 
The read/write head has two distinct parts for its two purposes (figure 1.9). The 
recording of magnetic data is undertaken by an inductive write head. This consists 
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of two thin film layers, typically constructed from a nickel iron alloy (Ni,, Fey) and 
separated by a gap of less than 100 nm at the end closest to the disc. Between the 
two layers lies a thin film copper coil which carries the writing current. The 
efficiency of the write head is largely determined by the gap size (Jones, 1978). The 
gap size determines the specific saturation current such that the magnetic field 
between the write head and the disc surface begins to saturate (Khizroev & Litvinov, 
2004). The read-back sensor consists of a giant magnetoresistive (GMR) element, 
shielded between two soft magnetic layers. The GMR effect (Baibich et al., 1988 
and Binasch et al., 1989) arises from layered magnetic structures having different 
resistivities depending on the relative orientation of the magnetisation of adjacent 
ferromagnetic layers. In the GMR sensors developed for HDD technology, one layer 
can rotate its magnetisation in the presence of an external magnetic field (Dietzel, 
2003), such as those emanating from the recording media. An induced 
magnetisation change in the GMR sensor due to data bits in the magnetic layer of the 
disc causes a change in resistivity of the element and, consequently, a change in 
electric current through the read-back sensor. One of the limiting factors of HDD 
technology is the finite sensitivity of the read/write head (Wood, 2000). For reliable 
read-back of the stored data, the bits must be of sufficient size in order that the 
magnetic signal detected by the head is large compared to the ambient thermal 
energy. 
Until recently, the data were stored longitudinally, i. e. in the plane of the disc, such 
that the magnetisation of the data bits is parallel to the disc (figure 1.10a). Stray 
magnetic fields at the extremes of the data bits impose a minimum bit separation 
distance, such that superparamagnetic behaviour does not interfere with the reading 
and writing of the magnetised data bits. To overcome this, perpendicular recording 
has been developed, whereby the magnetisation planes of the data bits lie at right 
angles to the plane of the disc (figure 1.10b). Stray magnetic fields are reduced in 
this regime, since neighbouring bits have opposing magnetic polarisation and hence 
complementary stray fields. Consequently, the data bits can be written closer 
together and the onset of the superparamagnetic limit delayed (Dietzel, 2003). 
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Figure 1.10: Differences in magnetisation direction between conventional 
longitudinal recording (a) and higher-density perpendicular recording (b). 
Present areal densities of longitudinal magnetic recording are - 100 Gbit/inch2 or 
higher, with a single data bit being less than 350 x 45 nm in size. Typical data 
transfer speeds are - 500 Mbits/s for writing to the disc and several Gbits/s for 
reading back (example transfer rates are those of a Western Digital Caviar RE2 
SATA Hard Drive). With the onset of the superparamagnetic limit close to existing 
longitudinal recording, perpendicular recording looks set to dominate the next 
decade of HDD technology. Indeed, researchers at Hitachi have already 
demonstrated storage densities of 230 Gbits/inch2 (Nguyen, 2005). Case studies 
have also been undertaken into the design of future magnetic recording technology to 
achieve storage densities in excess of 1 Tbit/inch2. Methods to achieve this included 
optimisation of perpendicular recording, (Wood, 2000 and Khizroev & Litvinov, 
2004) and the use of pre-patterned magnetic media which could stall the onset of the 
superparamagnetic limit even longer (Ross, 2001 and Albrecht et al., 2005). 
Consequently, it is expected that 1 Tbit/inch2 HDDs, based on perpendicular 
recording will be released before the end of the decade, whilst alternative forms of 
magnetic recording technology will continue to be investigated. 
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1.. x. 2. '. Compact discs 
The compact disc (CE)) as the first type of electronic data storage not to reply can 
magnetic recording technology and was introduced initially as a nicans of storing 
high quality audio information in a digital format in the 1980s. The original li)rm of 
the CD. released jointly hy Philips and Sony. consisted of a pre-patterned 
polycarhonatc disc (figure 1.11 a). 12 cm in dianictcr (lmmink, 1998). The data is 
stored in the forni of pits of varying length and uniform width (0.83 µm) in the upper 
layer of the disc, which arc subsequently detected by a read head, in the form of 
infra-red aluminium gallium arsenide (AIGaAs) laser diode with a wavelength of 
780 nm. The upper layer containing the pits is coated in a thin metallic film, off 
which a laser beam passing through the lower part of the disc is reflected. The laser 
beam spot is slightly wider than the pit width and thus, when incident on a pit, has 
part of the beam reflecting off the raised pit and half off the surrounding disc. As a 
result, the two parts of the reflected laser beam interfere destructively, thus reducing 
the intensity of the reflected light, compared to a region without a pit, hence 
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Figure 1.11: Cross-sections showing the difference in structure between a ('D (a) and a 
('I)-R (b). 
From the early CD sprang many variants of optical data storage systems. The 
development of the recordable CD (CD-R) and associated recording hardware meant 
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portable data storage media, replacing the floppy disc which relied on magnetic 
recording. Most CDs are "write once read many" (WORM) media, which make use 
of an additional layer of a light-sensitive organic dye. Recording data onto the disc 
is performed by a high power density laser which locally pyrolyses the dye at the 
position of the data pits (figure 1.11b) (Waser, 2003). Whilst reading the data, the 
pyrolysis results in a lower intensity reflection of the laser beam, hence signifying 
the presence of a data bit. 
CDs have a storage capacity of 680 MB (although this has recently been increased to 
700 MB), with a storage density of - 0.6 Gbits/inch2 (calculated from Immink, 
1998). This storage density is limited by the wavelength of light used to detect the 
pits in the disc. The read/write speeds of CDs depend on the exact use of the disc. 
Recording speeds for the first CD-R (1 x) were only 1.41 Mbits/s (Immink, 1998). 
Improvement in recording technology and increases in laser power, have allowed 
increases in disc rotation speeds to be realised, meaning that writing speeds 52 times 
this (73.32 Mbits/s) are now accessible. This is, in fact, the maximum possible 
recording speed as any further increase in disc rotation speed will cause the disc to 
become unstable and ultimately explode (Hellmig, 2004). 
The natural progression from CD-R to re-writable CDs (CD-RW) occurred with the 
development of phase-change materials. By varying the intensity of the laser, the 
phase-change material, typically an alloy of silver indium antimony and tellurium 
(AgInSbTe), is heated to different temperatures, which result in reversible 
transformations between a crystalline and amorphous state. The writing of data bits 
proceeds by increasing the intensity of the focussed laser beam so the sample is 
rapidly heated and locally melts the active layer. Upon switching off the laser beam 
the material cools rapidly and forms an amorphous state due to a reduction in atomic 
mobility (Wuttig, 2003). Whilst reading back the data, the laser intensity is much 
lower so that further disruption of the material does not occur. The phase-change 
also results in a pronounced change of the optical properties of the material, which is 
detected whilst reading the disc with a lower intensity laser beam. To erase the data 
bit, the laser intensity is increased again, enough to give the atoms higher mobility, 
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but not enough to re-melt the material. The extra mobility allows the atoms to 
reorder themselves into an ordered crystalline state (Wuttig, 2003). 
Recording speeds for CD-RW are comparable to that of CD-R. Re-recording speeds, 
and hence erasing speeds, are somewhat slower at present due to the increased 
complexity of the erasing process. The speed of erasing data is limited by the 
recrystallisation time of the phase-change material from the amorphous to crystalline 
phases (Borg & van Woudenberg, 1999). Current CD-RW rewriting speeds are 
10 times that of the basic CD-R (1 x) recording rate. 
1.3.2.3. Digital versatile discs 
The more modern digital versatile disc (DVD) is essentially the same as a CD. The 
one significant difference is the wavelength of the laser. The lasers used in DVD 
technology have lower wavelengths, either 650 nm or 635 run (Waser, 2003). This 
allows the pits on the disc to be fabricated with smaller dimensions, as the laser 
beam can be focused to a narrower spot on the pit layer of the disc. 
The greater versatility and storage density of the DVD lies in the structure of the 
disc. Four formats exist (figure 1.12), whereby making the reflection layer semi- 
transparent and having lasers above and below the disc, each with two focus settings, 
allows a maximum of four recordable layers in a single disc. Consequently, DVDs 
have a variety of data capacities, ranging from 4.7 GB for a single-sided, single-layer 
disc, to 17 GB for a double-sided, double-layer disc (Waser, 2003). A single 
recordable layer has a storage density approximately six times that of a CD (Immink, 
1998), which leads to overall storage densities ranging from 3.6 to 14.4 Gbits/inch2 
depending on the format of the disc. Recordable DVDs (DVD-R) have a basic 
recording speed of 11.1 Mbits/s (Immink, 1998), although development of faster 
writing speeds has progressed to 16 times this (Hellmig et al., 2004), enabling data 
rates of 177.6 Mbits/s. 
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As with the advancement of CD technology, re-writeable DVDs have been 
developed with similar use of phase-change materials. DVD technology will, 
however, also reach an eventual end. As with CDs, there exists a maximum rotation 
speed, above which the disc becomes unstable. The next generation of optical data 
storage is already in the pipeline, with the development of the Blu-ray DVD, which 
employs a yet shorter wavelength laser of 405 nm. This next generation of DVD 
will allow a further reduction in minimum pit size and, therefore, an increase in data 
capacity to - 27 GB for a single-layer disc. 
Optical data storage, in the form of CDs and DVDs, has the obvious advantage of 
being portable data storage media. The transition from CD to DVD has enabled 
storage densities to exceed 14 Gbits/inch, thus not far off challenging magnetic data 2 
storage for storage density. Furthermore, the future of optical storage is assured for 
the time being, due to the continued reduction in laser wavelength. 
Figure 1.12: Schematic cross-sections comparing the four formats of DVD. 
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1.3.2.4. Flash memory 
Whilst the cost of re-writable CDs and DVDs remains relatively high and their 
physical size too large for many data storage applications, an alternative form of data 
storage device has emerged, in the form of flash memory. Unlike the random access 
memory described in §1.3.1.2, flash memory is non-volatile. That is, it has the 
ability to maintain its information content when power to the device is switched off. 
The explosion of this form of data storage has been driven be the rapid growth of the 
portable electronic equipment market (Bez et al., 2003), for example, digital cameras 
and camcorders, mobile phones, mp3 audio players and USB memory sticks. 
The current ascendancy of flash memory devices is a result of the ease at which data 
can be written to and erased from such devices, based on simple and efficient 
read/write architecture and the low power required to run the device. Flash memory 
differs from RAM in that an additional gate is embedded within the MOSFET 
(figure 1.13). The floating-gate is completely surrounded by the gate dielectric and 
electrically governed by a capacitively-coupled control gate (Bez et al., 2003). As 
the floating gate is effectively isolated, charge injected into the gate during the 









Figure 1.13: Schematic of a floating-gate 
MOSFET, used in flash memory devices. The 
floating gate holds charge, hence representing 
stored data. 
Typical flash memory programming (writing) times are of the order of 2064 bytes in 
200 As, equating to almost 100 Mbits/s, whilst erasing a block of 128 kb can be 
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achieved in around 1.5 ms (-700 Mbits/s). Reading the stored data can take as little 
time as 25 ns per byte and storage densities have exceeded 500 Gbits/inch2 (flash 
memory specifications taken/extrapolated from a Samsung K9NBG08U5M flash 
memory cell). Flash memory is, however, inhibited by the requirement to erase 
whole blocks of memory at a time, and is limited to a lifetime of - 106 
reprogramming events. 
The future of flash memory again relies on the continuing reduction in dimensions of 
MOS technology. In the case of flash memory, further miniaturisation is limited by 
the finite thickness of oxide surrounding the floating gate such that charge is held in 
the gate for a suitably long time, for example 10 years (Ielmini et al., 2005). Novel 
ideas exist to overcome this, including the use of carbon nanotubes (Kish & Ajayan, 
2005). 
1.3.3. Other uses of nanostructured materials 
Data storage and nanoscale electronic devices are without a doubt the focal point of 
nanotechnology in the eyes of many people. Other possible uses of nanostructured 
materials do, however, exist. Two of these, field emission displays and gene 
recognition chips, are discussed below. 
1.3.3.1. Field emission displays 
One of the large and rapidly evolving areas of nanotechnology is the development of 
new display technologies. The goals for such advancements are thinner television 
and computer monitor screens, displays for hand-held devices such as mp3 players 
and mobile phones and the more novel ideas, for example, electronic paper (see for 
example Rogers, 2001). Ultimately, this is reliant on new methods for the controlled 
emission of photons and/or electrons and nanostructuring plays an important role in 
such technology. 
26 
INTRODUCTION TO NANOSTRUCTURING 
Field emission displays (FEDs) are one of these emerging display technologies. 
FEDs are somewhat like conventional cathode-ray tubes (CRTs), whereby electrons 
are emitted from a cathode towards an anode screen, upon which the electrons excite 
a luminescent phosphor layer, which subsequently emits visible light. FEDs, 
however, contain arrays of individual electron emitters rather than the hot filament 
used in CRTs (Bachmann et al., 2003). These electron emitters can operate at much 
lower temperatures and emission occurs due to strong electrical fields, which can be 
further enhancement by having sharp tip-shaped emitters (Spindt et al., 1976). 
Commonly, such sharp emitting tips are made from molybdenum, as it is sputter- 
resistant, thus remaining sharp for a long time. More recent developments cite the 
use of tungsten oxide (Zhou et al., 2005) as a possible alternative to molybdenum, 
whilst the use of carbon nanotubes as field emitters has attracted great attention due 
to their excellent field emission characteristics (Itoh et al., 2004 and references 
therein), particularly their low turn-on voltage (Kim et al., 2005). FEDs require the 
electron emitters to be fabricated in large ordered arrays, and it is here that nanoscale 
patterning can assist FED technology. Miniaturisation of such displays, for example 
for hand-held devices, requires the emitters to be fabricated on smaller scales, if not 
by direct nanostructuring then by the growth of emitters on a pre-patterned template. 
Not only can nanostructuring reduce with size of such displays, it also carries with it 
an inherent reduction in power consumption. One of the restricting factors of many 
modem day devices is their excessive power consumption, especially compared to 
the physical size of the device. For a great many devices, among them mobile 
phones and mp3 players, the power supply makes a significant contribution to the 
size and mass of the device. 
1.3.3.2. Gene recognition chips 
The fields of biological and medical science will almost certainly be revolutionised 
by the emergence of nanoscience and nanotechnology. In terms of nanostructuring, 
immediate application can be sought in the fabrication of DNA or gene recognition 
chips. A typical DNA chip is 1-2 cm2 in size and comprises many thousands of 
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10 - 100 µm zones of immobilised oligonucleotides (Wang, 2000), which covalently 
bond to the patterned substrate after discrete deposition. A sample of unknown 
target DNA inserted onto the array then hybridises with complementary 
oligonucleotides. The hybridisation pattern is detected and subsequently analysed to 
obtain information of the target DNA sequence (O'Donnell-Maloney et al., 1996). 
The hybridisation can be detected by a number of methods, of which the most 
common are fluorescence detection (Guo et al., 1994), whereby the target DNA is 
fluorescently labelled and the chip imaged by fluorescent scanning microscopy, and 
mass spectrometry (Tang et al., 1995). Using nanostructuring techniques to fabricate 
the precursor arrays with dimensions of less than 1 µm could increase the density of 
oligonucleotides zones on a chip by a factor of 100 at least. Combine this with an 
improved deposition process, for example, using nanofluidic channels, and DNA 
chips could become an even more efficient tool for DNA diagnostics. 
DNA is, however, not the only interesting organic species in the life sciences. 
Proteins play an important role in the function of living organisms. Patterning such 
molecules and observing interactions with other proteins or cells on the nanoscale 
can provide unprecedented insights to the workings of our own bodies, as well as 
other living organisms. 
1.4. Requirements of future nanostructuring techniques 
There is no doubt that a large variety of nanostructuring techniques will emerge in 
the future and no single process is likely to dominate. This is, of course, a direct 
consequence of the vast array of technologies that require nanostructuring in one 
form or another. One can, however, specify the requirements that should be met by 
future nanostructuring technologies. 
Future nanostructuring methods are required in order to improve on current 
nanofabrication techniques in terms of both spatial resolution and timescale 
resolution. The solution must, therefore, consist of a means of accessing large areas 
of the sample quickly and a way of physically modifying the sample on timescales 
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relevant to the sample access system. For optimum spatial resolution the 
nanostructuring process must occur on a timescale for which the writing head is 
effectively stationary with respect to the sample. If this requirement is not met, any 
nanostructures created will stretch in the direction of motion of the writing head. 
Practically, it is reasonable to aim towards patterning timescales in the nanosecond 
regime, as this will equal the writing times of most data storage devices. 
In order to better current fabrication techniques, it is reasonable to propose that a 
future nanostructuring platform should be capable of patterning on spatial scales of 
10 nm or less, so as to match the smallest gate size fabricated by MOS technology. 
For data storage purposes, a storage density exceeding 1 Tbit/inch2 is a suitable 
target, whilst writing speeds of the order of 1 Gbitls would improve considerably on 
the current best recording speeds for both HDD and optical data storage. 
1.5. Summary 
This chapter has discussed the primary nanostructuring processes in use at present 
and identified some of the major technologies that rely on such techniques. In 
outlining the requirements for future nanostructuring technologies, it is clear that 
whilst existing patterning methods will continue to be developed, new and novel 
solutions will also present themselves. 
The next chapter describes the technique of atomic force microscopy (AFM). The 
atomic force microscope has emerged as a uniquely versatile tool for nanoscale 
characterisation and surface modification. As described in §2.5, AFM has already 
been put to use demonstrating a novel data storage device in the form of the IBM 
Millipede project. As such, AFM is more than suitable for further development into 
a high-speed nanostructuring apparatus. 
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2. INTRODUCTION TO ATOMIC FORCE MICROSCOPY 
Since its advent in 1981, with the invention of the scanning tunnelling microscope 
(STM) (Binnig et al., 1982b), the scanning probe family of microscopes has evolved 
and expanded to meet the needs of a large variety of users. In particular, atomic 
force microscopy (AFM) (Binnig et al., 1986) has become one of most extensively 
employed tools for surface characterisation, and as such, is the principal technique 
used throughout this thesis. 
2.1. History of scanning probe microscopy 
Scanning probe microscopy (SPM) is the generic term for a family of instruments 
which are capable of characterising surface properties with nanoscale resolution (or 
better). Figure 2.1 illustrates the main players amongst the large variety of scanning 
probe techniques that have evolved from STM. Currently, these are dominated by 
scanning force microscopies, principally AFM, whose versatility has lead to a vast 
amount of literature on a great range of topics. These include the evolution of 
scanning probe techniques (Hörber & Miles, 2003), molecular metrology and 
biological sciences (Jalili & Laxminarayana, 2004) and nanofabrication (Tseng et 
al., 2005). Many of the additional techniques have more specialised applications, for 
example scanning near-field optical microscopy (SNOM) which allows imaging of 
the optical properties of surfaces on the nanoscale (Pohl et al., 1984 and Dürig et al., 
1986), whilst magnetic force microscopy (MFM) and electrostatic force microscopy 
(EFM) can map the magnetic and charge properties of the sample. 
Of course, this set of tools is continually expanding. Existing instruments are 
constantly modified for new purposes and to overcome current limitations, from 
which new techniques emerge. The existence of the jump-to-contact events in non- 
contact AFM (see §2.4.4.2) led to the development of shear force microscopy 
(ShFM) (Yang et al., 1992), whereby the probe is mounted vertically and oscillated 
from side to side, allowing for true non-contact imaging. In addition, the need to 
cover greater sample areas necessitated the design of arrays of AFM probes, with 
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multiple optical lever detection (Lang et al., 1998) and the incorporation of 
piezoresistive sensors (Minne et al., 1995a). Furthermore, the need to overcome the 
speed limitations of conventional SPM techniques gave rise to miniaturised 
cantilevers with fast response times (Ando et al., 2003) and to resonant scanning 
microscopy (RSM) which appends a new method of scanning to existing SPM 
instruments, thus increasing scan speeds by up to three orders of magnitude 
(Humphris et al., 2003). 
The SPM Family 
Scanning Tunnelling Microscopy (STM) 
Atomic Force Microscopy 
---- --- 
Scanning Near-field Optical Scanning Ion Conductance 
(AFM) - Microscopy (SNOM) Microscopy (SICM) 
Lateral/Frictional Force Photon Scanning Tunnelling Scanning Capacitance 
Microscopy (LFM/FFM) Microscopy (PSTM) Microscopy (SCM) 
Magnetic Force Microscopy Scanning Chemical Potential 
(MFM) Microscopy (SCPM) 
Electrostatic Force Microscopy ......... Resonant Scanning Scanning Electrochemical 
(EFM) Microscopy (RSM) Microscopy (SECM) 
Shear Force Microscopy Scanning Thermal Microscopy 
(ShFM) (SThM) 
Figure 2.1: The SPM family, showing the evolution of many varied SPM techniques 
from the invention of STM. 
2.2. Generic features of scanning probe microscopes 
All the various incarnations of SPM are near-field microscopy techniques, whereby a 
nanoscale probe is brought into sufficiently close proximity with the sample, to 
locally monitor a particular property of interest, such as topography, electronic or 
magnetic properties and optical properties, to name but a few. The probe is then 
raster-scanned across the sample surface, whilst recording the value of the monitored 
property at individual pixel locations, thus building up a three-dimensional map of 
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the specific property over the surface. Figure 2.2 details the main components of a 
scanning probe microscope. 
SPM is a unique field of microscopy, offering many useful and ground-breaking 
features. SPM is capable of high resolution, down to atomic scale in the case of 
STM. Surfaces can be imaged in vacuum, gas and even under liquid, providing the 
opportunity to observe biological samples in situ. The absence of lenses eliminates 
the complications of optical aberrations and resolution restrictions experienced by 
scanning electron microscopy (SEM), for example. SPM is, in the main, a non- 
destructive imaging tool. Its great versatility, however, also allows the same 
instrument to perform nanoscale lithography and nano fabrication. Furthermore, 
SPM allows spectroscopic data to be obtained, thus enhancing what can be learnt 
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Figure 2.2: Schematic diagram of a typical scanning probe microscope. 
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2.3. Scanning tunnelling microscopy 
The invention of the STM in 1981 by Gerd Binnig, Heinrich Rohrer, Christoph 
Gerber and Eduard Wiebel (Binnig et al., 1982b) at the IBM Research Laboratory in 
Zurich, was a consequence of being able to control the quantum tunnelling of 
electrons between two electrodes under vacuum (Binnig et al., 1982a). This 
important condition was realised principally due to the improvements made in 
minimising vibrations from the surrounds of the vacuum-tunnelling apparatus. 
Without these advances in vibration isolation no scanning probes technique would be 
possible. Indeed, the relatively simple act of vibration isolation is still fundamental 
to the success of SPM techniques, even twenty years on. 
2.3.1. Principles of operation 
The principle of STM is essentially the controlled movement of a sharp metallic 
probe over, and within a few Angstroms, of a conducting sample surface, during 
which a bias voltage is applied between the tip and sample. A combination of 
appropriate bias magnitude and tip-sample separation can lead to an overlap of the 
tip and sample wave functions. As a result, there exists a finite probability that 
electrons will quantum mechanically tunnel across the barrier between the tip and 
surface. The tunnelling current is exponentially dependent on the tip-sample 
separation. A change in separation by as little as -2-5A can change the tunnel 
current by as much as three orders of magnitude (Binnig et al., 1982b), depending on 
the work function of the tip material. This high sensitivity makes the tunnelling 
current an ideal feedback control for monitoring the sample surface and causes the 
last atom on the tip to dominate the tunnelling process. As a result, STM is able to 
image surfaces with atomic resolution, a capability unprecedented before its 
invention. 
The STM can be operated in either constant current or constant height modes. 
Variations in the structure of the sample surface, both topographically and 
electronically, mean that the tunnelling current is constantly fluctuating as the tip is 
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scanned across the surface. For constant current mode the feedback control acts to 
maintain a constant tunnelling current by adjusting the z-position of the tip. In the 
simplest case, for a surface without electronic impurities, this leads to the tip 
tracking the surface topography at a constant tip-sample distance (figure 2.3a). In 
constant height mode, the z-position of the tip remains constant as it is scanned over 
the surface, whilst the tunnelling current is simply measured (figure 2.3b). In this 
case, the feedback control is not required and therefore imaging speeds are not 
limited by the feedback response time. However, atomically flat surfaces are 
required such that undulations in surface topography are less than the small tip- 
sample separations necessary for electron tunnelling. 
limmillo. 04 
---------------- 
(a) Constant current mode 
Z 
X 
(b) Constant height mode 
X 
Figure 2.3: Schematic diagram of the two STM imaging modes: (a) constant current 
mode, whereby the tip-sample separation is adjusted by the feedback circuit to 
maintain a constant tunnelling current, and (b) constant height mode, where the z- 
position of the tip (or sample) remains constant and the fluctuations in the tunnelling 
current are recorded. 
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2.4. Atomic force microscopy 
The invention of the AFM was arguably the springboard that propelled SPM to the 
forefront of surface characterisation tools. The incredible versatility of the AFM 
enables semi-conducting and insulating, as well as conducting surfaces to be imaged 
and characterised. Add to this the ability to image under vacuum, gas or in a liquid, 
means that AFM can be applied to all manner of samples. 
2.4.1. Principles of operation 
The versatility of the AFM is a direct consequence of the way in which the AFM 
probe interacts with the surface, namely the detection of intermolecular forces 
between the tip and sample (Binnig et al., 1986), due to their close proximity. The 
sharp AFM tip is mounted on the end of a microcantilever beam, which bends in 
response to these interaction forces (figure 2.4). It is this bending that is measured 
by the AFM and used to build topographic images of the surface, as well as maps of 
other surface properties. As the AFM is usually concerned only with small 
displacements, the microcantilever can be treated as a spring obeying Hooke's Law, 
F= kx, where F is the force on the cantilever, k is the spring constant of the 
cantilever beam and x is the vertical deflection. 
Figure 2.4: Schematic diagram showing the deflection of the cantilever due to tip-sample 
interaction forces. In this case the change in interaction force is governed by change in 
sample topography. 
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This deflection is continually monitored as the AFM tip is raster scanned relative to 
the sample. The scanning is achieved by the movement of either the tip or the 
sample via piezoelectric actuators in the x and y directions. The feedback control of 
the AFM determines the z-position of the tip relative to the sample, which is 
accomplished with the aid of a piezo actuator in the z-direction, such that the tip is 
constantly interacting with the surface. 
2.4.2. Deflection detection 
The first AFM developed by Binnig et al. (1986) made use of an STM, operating in 
constant current mode, to monitor the deflection of the AFM cantilever. As such, it 
emerged as one of the most sensitive detection systems, capable of measuring 
changes in deflection as small as 10-4 A. However, the STM detection system is 
extremely susceptible to surface contamination when not operating under vacuum, as 
well as thermal drift and additional forces acting on the cantilever due to the voltage 
between the cantilever surface and STM tip (Wiesendanger, 1994). Hence, other 
deflection techniques were sought. 
To monitor the cantilever deflection accurately, forces in all three spatial directions 
(x, y and z) must be considered. This in turn allows further properties of the sample 
surface to be studied. Figure 2.5 shows the three forces that act on the cantilever. 
Feedback control of the AFM is principally based on the force Fz, which is mainly 
due to the tip responding to sample topography. Fx and Fy are also important, as they 
give an indication of surface friction and lateral forces imparted on the cantilever. 
Almost universally, an optical lever arrangement (figure 2.6) is now employed for 
monitoring the cantilever deflection. A laser beam is reflected off the back of the 
cantilever and onto a split photodiode detector. The photodiode most commonly 
consists of four segments, so that the motion of the beam, both vertically and 
laterally, can be recorded. The photodiode is typically capable of detecting 
displacements of the laser beam as small as 10 A, which, for a suitably designed 
AFM geometry, can correspond to sub-Angstrom vertical movements of the 
cantilever beam. 
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Figure 2.5: (a) Force components acting on the AFM cantilever. (b) Fa 
causes the cantilever to twist laterally. (c) F,, causes the cantilever to bend 
forward or backward, but with no change in vertical deflection. (d) FZ 
causes a change in the vertical deflection. 
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Figure 2.6: Optical lever deflection detection technique. A laser is 
reflected off the back of the cantilever and into a quadrant photodiode 
detector. Bending of the cantilever causes the position of the laser 
incident on the photodiode to change. 
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2.4.3. Tip-sample interactions 
The intermolecular forces, which are key to understanding the interaction between 




where r is the interatomic or intermolecular distance, and A and B are constants. The 
Lennard-Jones potential comprises both attractive and repulsive regimes, which act 
at varying intermolecular distances (figure 2.7), and are attributed to van der Waals 
and Pauli exclusion repulsive forces, respectively. This simple relation is, however, 
complicated by the experimental nature of SPM. When operating in an ambient 
environment, the slightest amount of surface water gives rise to capillary forces 
between the tip and sample. Electrostatic forces can build up between tip and 
sample, particularly in low humidity conditions. With specific tip and sample 
materials, magnetic forces may also be evident. In addition, hydrogen-bonding 
forces may occur between the tip and sample, as well as non-specific adhesive 
forces, hydrophobic/hydrophilic forces and ionic forces. 
2.4.3.1. Van der Waals forces 
Van der Waals forces exist between all atoms and molecules, even if the atom or 
molecule is electrically neutral. Dispersion forces provide the most important 
contribution to van der Waals forces. These are quantum mechanical in origin and 
arise from the instantaneous position of electrons around a nucleus, thus generating 
instantaneous dipoles in neutral atoms even though the time-averaged dipole moment 
is zero. These instantaneous dipoles generate an electric field which consequently 
induces dipoles in neighbouring atoms or molecules. Hence there exists an attractive 
force between these atoms which, when time-averaged, is finite (Israelachvili, 1985). 
Two other components are often defined as contributing to the total van der Waals 
force, namely Keesom interactions, between two permanent dipoles, and Debye 
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interactions, where one permanent dipole induces polarisation in a second neutral 
atom or molecule (Bonnell, 1993 and Israelachvili, 1985). The dipole nature of these 
interactions, together with dispersion forces make the total van der Waals force an 
attractive force, whose strength varies as 1/r7 with distance. Moreover, they are long 
range forces, acting over distances ranging from 0.2 nm to greater than 10 nm 
(Wiesendanger, 1994). Van der Waals forces govern many phenomena encountered 
with AFM, such as capillary action, surface adhesion and wetting films (Bonnell, 
1993). 
2.4.3.2. Repulsive forces 
Repulsive forces occur at very small interatomic and intermolecular distances, due to 
the overlapping of electron distributions and are a direct consequence of the Pauli 
exclusion principle, whereby no two electrons can occupy the same quantum state. 
These repulsive forces have a 1/r13 distance dependence and act very strongly at 
short distances, thus making them responsible for the steep upturn of the Lennard- 
Jones potential at small distances (figure 2.7). It is these forces that govern an AFM 
operating in contact mode (§2.4.4.1). 
39 
Figure 2.7: The Lennard-Jones potential, showing the distance- 
dependence of intermolecular forces. Strong repulsive forces occur 
at short separations. Attractive forces act at much greater distances. 
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2.4.3.3. Capillary forces 
When operating an AFM in an ambient environment, the interaction between the tip 
and sample can be influenced to a great degree by the presence of an absorbed water 
layer on the sample surface. Indeed, even the slightest amount of water vapour in 
the vicinity of the tip-sample interface can give rise to large attractive capillary 
forces, as the water condenses between the tip and sample surface (Wiesendanger, 
1994). 
The tip-sample interface in the presence of capillary forces can be modelled as a 
sphere and a plane linked by a liquid capillary neck (Israelachvili, 1985). The 
attractive force existing in this case is given by, 
_F 
41rRy, cos9 ý 
(1+D/d) 
2 
where R is the tip radius, 'yL is the liquid surface tension, D is the tip-sample 
separation, 0 is the contact angle of the liquid with the tip and d is as shown in 
figure 2.8. 
Figure 2.8: Model of capillary formation between the apex of 
the AFM tip and the sample, where R is the tip radius of 
curvature, D is the tip sample distance and 0 is the contact 
angle of the liquid with the tip. 
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Although capillary forces must be compensated for during normal AFM operation, 
the existence of the liquid capillary neck can prove advantageous. Such a water neck 
is vital in the local oxidation of silicon surfaces by AFM (Garcia et al., 1998), as 
discussed further in chapter 3. 
2.4.3.4. Electrostatic forces 
Electrostatic forces can be attractive or repulsive depending on the relative charges 
of the tip and sample and can be very long-ranged. Furthermore, they can be 
extremely disruptive to AFM imaging. In the extreme case, charge build-up between 
tip and sample can lead to the discharge of material from the tip. This not only 
contaminates the sample, but also causes the tip to become blunt, thus leading to a 
loss of spatial resolution. 
Electrostatic forces can, however, be utilised to map the charge characteristics of the 
sample surface, as is the case for electrostatic force microscopy (EFM) (see for 
examples Leng & Williams, 1994 and Girard, 2001). 
2.4.3.5. Magnetic Forces 
Specific tip and sample materials can be chosen such that magnetic forces contribute 
to the tip-sample interaction. Magnetic force microscopy (MFM) (Martin & 
Wickramasinghe, 1987) can be used to map the magnetic structure of materials, for 
example the grain boundaries and even internal structure of the grains, with 
sub-100 nm resolution (Koblischka & Hartmann, 2003). The use of MFM as a data 
storage device has also been investigated (El-Sayed & Carley, 2003). 
2.4.4. AFM imaging modes 
There are three main modes for imaging surfaces with AFM: contact mode, non- 
contact mode and intermittent-contact mode. Figure 2.9 shows schematically the 
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differences between these. Similar to STM (cf. §2.3.1), AFM feedback can act to 
maintain a constant force or a constant height as the tip is scanned across the surface. 
ýýý 
(a) Contact mode 
.......... .... .......... 
(b) Non-contact mode (c) Intermittent-contact mode 
Figure 2.9: The three main imaging modes of AFM. (a) contact mode, governed by 
repulsive interaction forces, (b) non-contact mode, where the tip is oscillated above the 
surface and acted on by long-range attractive forces, and (c) intermittent-contact mode, 
where both attractive and repulsive forces contribute to the interaction force and where 
the tip contacts the surface at the extent of each oscillation. 
Furthermore, the various operating modes are governed by different tip-sample 
interaction forces and, therefore, operate in different regions of the Lennard-Jones 








Figure 2.10: The force regimes in which the three main AFM imaging 
modes operate. 
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2.4.4.1. Contact mode 
Contact mode, as the name suggests, is realised when the AFM tip is effectively in 
contact with the surface. As a result of the extremely close proximity of tip and 
sample, contact mode is governed predominantly by repulsive forces. In addition, 
the tip is also subjected to strong attractive capillary forces, since the tip will operate 
within any absorbed water layer, as well as high lateral shear forces and frictional 
forces due to its physical presence close to the surface. 
During scanning, the cantilever bends away from the surface in response to the 
repulsive force acting on the tip. The AFM feedback control can be set to maintain a 
constant force or a constant height. The more common, and indeed more versatile, 
constant force regime ensures the tip-sample interaction force remains at a particular 
set-point force, chosen by the user. Deviations in cantilever deflection, due to the 
surface topography, cause fluctuations in the force experienced by the tip away from 
the set-point. The feedback control acts to adjust the z-position of the tip (or sample) 
in order to maintain a constant deflection and hence the required force. Recording 
these shifts in the z-position for each pixel enables an image of the surface 
topography to be acquired. The speed that the tip can be scanned is limited by the 
response time of the feedback circuitry to deflection changes. 
As with STM, the constant height regime is only suitable for ultra-flat surfaces, with 
minimal changes in the tip-sample interaction force. Large fluctuations in surface 
height could result in loss of contact or damage to the tip or sample. However, faster 
scan speeds can be applied in this instance, with slower scan speeds enabling 
imaging with atomic resolution. 
Operating the AFM in contact mode does have disadvantages. These revolve around 
the forces exerted on the sample due to the presence of the tip. For soft samples, 
especially those of biological origin, large lateral shear forces, can severely distort or 
even permanently damage the specimen (Zhong et al., 1993). Vertical forces due the 
spring-like nature of the cantilever can also damage the sample. Typically, the total 
force acting on the surface is of the order 10 - 100 nN. 
43 
INTRODUCTION TO ATOMIC FORCE MICROSCOPY 
2.4.4.2. Non-contact mode 
When operating in non-contact mode, the cantilever is oscillated above the sample at 
(or near to) its resonant frequency, whilst being scanned across the surface. In 
general, the tip-sample separation is of the order 1- 10 nm. Thus rather than 
interacting with the surface via a direct repulsive force as in contact mode, the 
attractive van der Waals forces further from the surface govern the tip-sample 
interaction (figure 2.10). The force experienced by the cantilever as it oscillates 
varies with tip-sample separation and hence sample topography. This force gradient 
varies the effective spring constant of the cantilever, which in turn causes a shift in 
its resonant frequency (Martin et al., 1987). The shift in resonant frequency is also 
observed as a change in the oscillation amplitude of the cantilever, away from a pre- 
determined amplitude set-point. Since the frequency of the signal driving the 
cantilever oscillation remains unchanged, the cantilever oscillates at a frequency 
further away from the peak of the resonance and, therefore, with a lower amplitude. 
As with contact mode, in constant force operation the z-position of the tip is adjusted 
to compensate for the change in the oscillation amplitude and resonant frequency in 
order to restore the pre-determined amplitude set-point. Again, the topographic 
image of the surface is built up by recording the z-position at each pixel. 
Non-contact mode has several notable advantages over contact mode. Since the tip 
is not in contact with the surface, the damaging effects of lateral shear forces are 
eradicated. Furthermore, the interaction force is much weaker, often in the 
picoNewton regime. Such low forces are far more suitable for studying soft, elastic 
or biological samples. However, this weaker tip-sample interaction means other 
interaction forces are more evident, most notably capillary forces. When operating 
in an ambient environment, capillary condensation between the tip and sample can 
lead to much higher attractive forces acting on the cantilever and in turn cause the tip 
to snap into contact with the sample surface (Martin et al., 1987), often resulting in 
damage to both tip and sample. In truth, operating in ambient conditions in true non- 
contact is difficult because of the jump-to-contact phenomenon. This can be avoided 
by working in liquid, whereby the cantilever is subject to continuous drag forces but 
not to the sudden effect of capillary neck formation. 
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2.4.4.3. Intermittent-contact mode 
In intermittent-contact (or tapping) mode the tip is positioned closer to the surface or, 
more commonly, the cantilever is driven with a greater amplitude, than in non- 
contact mode. Either way, the oscillation is such that the tip just contacts the sample 
surface at the extreme of its vertical movement. The range of forces experienced by 
the tip in this mode of operation are shown in figure 2.10. The feedback control is 
essentially the same as for non-contact mode, except that contact with the surface, 
and associated energy loss, causes an additional change in oscillation amplitude. 
Intermittent-contact overcomes problems associated with both contact and non- 
contact modes. As the tip is only in contact with the sample for a short time, there is 
little in the way of lateral shear forces damaging the sample. In addition, no jump- 
to-contact event is experienced as the force driving the cantilever oscillation is 
sufficiently large that the tip enters and exits any water layer with each oscillation. 
Another benefit of intermittent-contact operation is the additional information that 







Figure 2.11: Phase imaging in intermittent-contact mode. 
Differences in surface properties lead to a phase change in the 
cantilever oscillation, relative to the signal driving the 
cantilever. 
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This is facilitated by measuring the difference in phase between the signal driving 
the cantilever and the detected oscillations of the cantilever itself. Phase shifts can 
be indicative of variations in the sample composition and arise from fluctuations in 
properties such as surface adhesion, friction and elasticity (figure 2.11). 
2.4.5. Tip and cantilever characteristics 
The first AFM probe consisted of a small diamond tip fixed to the underside of a 
cantilever made of gold foil (Binnig et al., 1986). Modern commercial AFM probes 
are manufactured primarily from either silicon (Si), silicon dioxide (Si02) or silicon 
nitride (SiNX) (Albrecht et al., 1990). The employment of such microfabrication 
techniques, based on silicon-fabrication technology, enables wafers of hundreds of 
almost identical AFM probes to be batch-manufactured on an industrial scale. 
The AFM tip and cantilever are arguably the most important parts of the AFM 
assembly, and as such, harbour very precise constrictions in respect of their mass, 
dimensions and material properties. These in turn govern characteristics such as the 
cantilever spring constant and its resonant frequency, both of critical importance to 
the imaging capabilities of the instrument. 
2.4.5.1. Spring constants and resonant frequencies 
The ideal cantilever has a low spring constant, low enough to detect intermolecular 
forces, and a high resonant frequency, to minimise interference from mechanical 
vibrations. The resonant frequency co is given by 
ik- 
w= 7 (3) 
where k and m are the spring constant and mass of the cantilever, respectively. 
Hence, for a given resonant frequency, a lower spring constant requires the mass of 
the cantilever to be reduced too. 
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For contact mode operation, and particularly for achieving atomic resolution, the 
spring constant must be less than the effective spring constant for interatomic 
coupling (Binnig et al., 1986). This effective spring constant is of the order of 
kat = c)at2mag =10 Nm" (4) 
assuming atomic vibrational frequencies of awat 1013 Hz and atomic masses 
mar = 10"25 kg (Wiesendanger, 1994). As a result, contact mode cantilevers typically 
have spring constants ranging from 0.01 -1 Nm''. Resonant frequencies for these 
cantilevers are usually in the range of 10 - 100 kHz. Cantilevers for non- and 
intermittent-contact modes tend to be much stiffer, with spring constants -1- 100 
Nm'', and have higher resonant frequencies - 100 - 1000 kHz. High spring 
constants and resonant frequencies are necessary so that the oscillating cantilever can 
respond quickly to changes in the tip-sample interaction force. 
The spring constant of a cantilever can be calculated from its dimensions and the 
material from which it is made. For a rectangular beam cantilever this is, 
Ewt3 k 
413 (s) 
where E is the Young's modulus and 1, w and t are the length, width and thickness, 
respectively. The high dependence of the spring constant on the length and 
especially the thickness of the cantilever beam is an indication of how precise the 
fabrication process must be in order to manufacture whole wafers, of many hundreds 
of cantilevers, all with similar properties. Even small variations in thickness across 
the wafer will result in large variations in the spring constants (Hutter & Bechhoefer, 
1993). 
A popular design for SiNX contact mode cantilevers, is the triangular V-shaped 
cantilever, with two beams (legs) rather than one. On the whole, this design is 
thought to improve the lateral stiffness of the cantilever over the rectangular design 
and also yields lower spring constants. Although, recent modelling of cantilever 
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dynamics under lateral forces, has suggested that this may not be the case (Sader & 
Green, 2004). 
The spring constant of these V-shaped cantilevers can be calculated using the 
parallel beam approximation (PBA), as defined by Sader et al. (1995), 
21 d3 




where b, d, l and 0 are as defined in figure 2.12. 
Some applications require the spring constant of the cantilever to be known more 
precisely than as stated by the manufacturer. To this end, several methods exist to 
experimentally determine the spring constant of a cantilever. These include thermal 
noise analysis (Rutter & Bechhoefer, 1993), pressing against an accurately calibrated 
reference cantilever (Toni et al., 1996) and the loading and unloading of known 
masses to an oscillating cantilever (Cleveland et al., 1993). 
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Figure 2.12: Diagram of a V-shaped cantilever and the 
definitions of dimensions for the PBA model spring 
constant approximation. 
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2.4.5.2. Tip sharpness and imaging resolution 
The shape of the tip also has large implications for the quality of imaging. The 
sharper the tip, the better the resolution attainable during imaging. Furthermore, the 
material from which the tip is made and the fabrication process determine how sharp 
a tip can be produced. The tip sharpness is defined by the radius of curvature at the 
apex of the tip. The apex of a silicon tip can have a radius of curvature ranging from 
5- 10 nm. Such tips, usually formed by an etching technique, have high aspect 
ratios which are vital for imaging surfaces with large height variations. However, 
such sharp tips are vulnerable to damage, especially if hitting the surface too hard 
during intermittent-contact imaging. Silicon nitride tips typically have radii of 
curvature of 20 - 60 nm, hence are less suitable for rough surfaces, but are also less 
prone to damage. 
An image obtained with any AFM probe will be subject to convolution effects due to 
the finite size of the tip apex. For example, structures with sharp edges will have 
their edges smoothed out, whilst objects smaller than the radius of curvature of the 
tip will appear larger than they really are, as shown schematically in figure 2.13. 
Figure 2.13: Schematic showing the path taken by a tip with 
a finite radius of curvature (dashed line). Sharp edges are 
smoothed, steep sided features appear to have a shallower 
gradient and small features appear wider than expected. 
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Various methods have been developed to fabricate sharper tips. Oxide-sharpening of 
silicon nitride tips has improved their radii from 20 nm down to 5 nm (Hafner et al., 
2001). High aspect-ratio tips can be grown by electron beam deposition (Walters et 
al., 1994), whereby the beam of an SEM is focused onto the apex of an existing 
AFM tip and carbon-based materials from an organic vapour are deposited onto the 
tip apex. In addition, a focused ion beam (FIB) can be used to mill away material 
from an existing tip, leaving a thinner, sharper probe (Vasile et al., 1991). Finally, 
much interested has been directed towards the use of carbon nanotubes as AFM tips 
(Dai et al., 1996 and Hafner et al., 2001), with which tip radii as small as 1 nm are 
possible with single-walled carbon nanotubes. 
2.4.5.3. Tip and cantilever variants 
Almost universally, commercial AFM probes are manufactured with a metallic 
coating on the back-side of the cantilever to aid the reflection of the laser been. For 
silicon cantilevers this is usually aluminium. For silicon nitride cantilevers a gold 
coating is preferred. Furthermore, it is now the norm for silicon probes to be highly 
doped. This leads to higher conductivity which prevents the build-up of electrostatic 
charge on the tip. As discussed previously, excessive charge build-up could result in 
the discharge of material from the tip, hence causing imaging instabilities and tip 
damage. 
Standard AFM probes, however, are often modified for other specific purposes. One 
of the most common is the addition of a conductive coating on the tip-side of the 
cantilever, enabling a bias voltage to be applied directly to the tip. Conductive AFM 
probes have a variety of uses, for example SCM and nanostructuring (see §2.6.3. ). 
Great care must be taken when adding such coatings, particularly on silicon nitride 
cantilevers, when excessive coating can cause the cantilever to warp. Often even a 
thin layer of such a coating dramatically affects the Young's modulus of the system 
and will require the cantilever to be re-calibrated. 
Recently there has been an interest in the modification of existing cantilevers with a 
FIB to fabricate two smaller cantilevers (Brayshaw, 2004). For example, the apex of 
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a V-shaped cantilever could be milled away by the FIB, leaving the two legs 
separated and acting as two independent cantilevers. New tips can be grown on the 
modified cantilevers by the deposition and subsequent milling of platinum within the 
FIB. The result of this is two independent nanoscale probes within a few microns of 
each other. Each cantilever can then be operated independently, with its own optical 
lever detection, to acquire different information from the surface. Many applications 
could arise from this, such as conductively coating one of the probes and applying 
electrical or heat pulse to the sample, for example to a cell, whilst the other probe 
could monitor the response of the sample to the pulse. Furthermore, one of the 
probes could be coated in a biological or chemical material and used to perform 
biological or chemical recognition of the surface, whilst the neighbouring probe 
simply monitors the topography of the sample. 
2.5. High-speed atomic force microscopy 
The capability of operating an AFM probe at high speeds has many benefits. 
Scanning probe techniques are invaluable when investigating the structure and 
composition of surfaces, as well as imaging biological samples such as proteins and 
DNA. Conventional SPM imaging is limited to only capturing a snapshot in time, 
whereas high-speed imaging allows the changes in the sample to be observed 
continuously, enabling physical, chemical and biological processes to be followed in 
real-time. Furthermore, as conventional magnetic data storage media approach the 
limit of their storage density, interest has been growing in the use of probe-based 
recording technologies (see Naberhuis, 2002 for a review). The most high-profile of 
these novel techniques has been the IBM "Millipede" project (Vettiger et al., 1999), 
whereby an array of 1024 cantilevers thermomechanically write and erase data bits 
on a polymer substrate (Binnig et al., 1999). Indeed it is AFM in particular that is 
leading the way due to its versatility in operating with a variety of materials and in 
an ambient environment. 
A typical AFM is able to scan the tip across a sample surface at speeds of a few tens 
of microns per second. This limit is set principally by the mechanical properties of 
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the piezoelectric scan stage. This means that areas of - 10 x 10 µm can be imaged, 
in times of the order of a minute and at tip speeds of a few tens of µs i. Attempts to 
overcome the low image acquisition rates of conventional AFM have been numerous 
and varied. Perhaps the most favoured approach is the use of parallel arrays of 
microcantilevers. Minne et al. (1998) have used such an array to scan areas of 
50 x 50 µm and 100 x 100 pm with tip speeds of 1 and 4 mms"1, respectively. More 
recently, Kim et al. (2003) have combined self-actuating PZT cantilevers and 
parallel array technology, with 100 µm cantilever spacing, to facilitate large scale 
addressing of samples at speeds of 1 mms't, without loss of image resolution. 
However, manufacturing such arrays is difficult and combined with the need to 
operate many probes independently makes such techniques unappealing. The 
relative simplicity of operating a high-speed SPM and in particular a high-speed 
AFM with a single probe has even greater potential as a data storage device. 
To this end, Pedrak et al. (2003) have used a directly-oscillated thermally driven 
bimorph actuator with integrated piezoresistive readout sensor, rather than the usual 
beam deflection detection techniques, to increase scan rates up to 10 times that of 
conventional AFM. Kwon et al. (2003) have separated the z-axis piezo scanner from 
the x -y scanner to eliminate the problem of cross-coupling between the two. This 
allows the sample to be moved in the x -y plane, while the cantilever and photo- 
detector are mounted on a high-performance z scanner creating a lightweight probing 
unit which enables increased imaging speeds. Furthermore, Ando et al. (2003) have 
demonstrated 80 ms image acquisition times using small cantilevers and an 
optimised scanning unit. This miniaturised assembly has, however, limited this 
particular technique to scan sizes of - 250 nm at best. 
2.5.1. Resonant scanning microscopy 
A novel approach towards overcoming these speed limitations has been made by 
Humphris et al. (2003). Rather than avoiding mechanical resonances, a major 
restriction for conventional AFM, such resonances were exploited by using a quartz 
crystal resonator (QCR) to move a SNOM probe in a plane above the sample 
surface. Using a micro-resonator to provide one of the scan axes is the basis behind 
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resonant scanning microscopy (RSM). When driven at resonance, the QCR creates a 
fast-scan axis capable of line rates of tens of kHz and tip speeds as high as 20 cros-1. 
The perpendicular slow-scan axis is generated with a piezoelectric actuator. This 
resonant scanning approach has since been employed, together with a passive 
feedback system, to achieve high-speed AFM (HSAFM), in contact mode, with 
image acquisition times as low as 8.3 ms (Humphris et al., 2005). 
Recently the HSAFM has been further developed to operate in two different modes. 
The original mode is to scan the sample at high speed under a stationary probe 
(scanned-sample HSAFM), shown schematically in figure 2.14. The second mode 
uses the micro-resonator to scan the tip in the fast-scan axis, whilst moving the 
sample in the perpendicular slow-scan direction (scanned tip HSAFM) (figure 2.15). 
Conventional 
AFM scan stage cp 












Figure 2.14: High-speed AFM in scanned-sample mode. The sample is fixed on one leg 
of the quartz crystal resonator, which provides the fast-scan axis, and together they are 
moved in the slow-scan direction by a piezo actuator. The cantilever is mounted on the 
conventional AFM scan head, which provides pan-axes in x and y. 
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Figure 2.15: High-speed AFM in scanned-tip mode. The cantilever is fixed on one leg 
of the quartz crystal resonator, which provides the fast-scan axis, and together they 
are mounted on the conventional AFM scan head, which again provides pan-axes in x 
and y. Only the sample is fixed to the piezo and moved in the slow-scan direction. 
2.6. Atomic force microscopy for nanostructuring 
A variety of methods now exist for patterning with an AFM, providing yet more 
evidence of the impressive versatility of this instrument. The majority of these fall 
into three main categories: nano-indentation (or scribing), tip-biasing and dip-pen 
nanolithography. 
2.6.1. Nano-indentation 
Nano-indentation is perhaps the simplest way to modify a surface using AFM and 
can be easily achieved by increasing the tip-sample interaction at a particular surface 
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location (Wiesendanger, 1994). For a soft surface, for example a polymer, a 
standard AFM cantilever can apply enough force to the sample to cause the tip to 
indent the surface. This has been shown to work well on polycarbonate from a 
compact disc (Jung et al., 1992). Furthermore, it has been used to pattern photo- 
resistive materials, typically polymethylmethacrylate (PMMA) (Heyde et al., 2001), 
which can then be developed in order to transfer the pattern onto a substrate for use 
in nanoelectronic devices (Wendel et al., 1994). Nano-indentation is also the basis 
behind the IBM "Millipede" project, where, as eluded to in §2.5, a heated AFM tip 
indents a polymer surface to create the data bit (Binnig et al., 1999). In addition, 
hard-wearing diamond tips have been developed which can subsequently be used to 
scratch hard surfaces such as silicon oxide (Park et al., 2004). 
2.6.2. Dip-pen nanolithography 
Dip-pen nanolithography (DPN) (Piner et al., 1999) makes use of an AFM tip coated 
in the patterning medium to deposit material onto a substrate. It is analogous to the 
flowing of ink from the tip of a fountain pen. Being a direct-write method, DPN is 
an efficient way to pattern a substrate, whilst also achieving nanoscale resolution due 
to the size of the AFM tip. Furthermore, multiple "inks" can be used on the same 
substrate simply by changing the tip (Hong et al., 1999). Conventionally, DPN is 
implemented with the AFM tip in contact with the surface, although this technique 
has also been applied with the tip in intermittent-contact (Agarwal et al., 2003) 
which is more suited to biological inks and soft substrates. A whole host of inks 
have been used to date. These include gold nanoparticles (Maynor et al., 2001), 
Rhodamine, to create luminescent nanostructures (Noy et al., 2002), magnetic iron 
oxide nanoparticles (Liu et al., 2002), proteins (Lee et al., 2002) and DNA (Demers 
et al., 2002). 
2.6.3. Tip-biasing 
Due to the existence of STM, a natural progression from conventional AFM imaging 
is the application of a bias voltage to the AFM tip. This has been found to be 
55 
INTRODUCTION TO ATOMIC FORCE MICROSCOPY 
another useful method for the nanoscale patterning of surfaces with AFM. A variety 
of processes have been explored and implemented on a range of substrates. One 
such nanostructuring technique achieved by tip-biasing is charge writing (Stem et 
al., 1988), whereby charge is transferred to the surface of an insulating or dielectric 
sample in the vicinity of a conductive AFM tip. This technique has been used on 
PMMA and single crystal sapphire (Stern et al., 1988), as well as fluorocarbon films 
(Mesquida et al., 2002), and has been suggested as a new data storage method (Stem 
et al., 1988). Moreover, the resultant charge patterns can be used as a template for 
the absorption of biomolecules and various other species, for example proteins 
(Naujoks & Stemmer, 2004), silica particles (Mesquida & Stemmer, 2001) and gold 
particles (Mesquida & Stemmer, 2002). 
Perhaps the most documented of tip-biasing nanostructuring processes is the local 
oxidation of surfaces (Dagata et al., 1990), whereby the biased AFM tip creates an 
enhanced electric field between the tip and sample, thus locally inducing oxidation 
of the surface. Not only has this process been extensively studied, it has also been 
put to use towards the fabrication of nanoscale devices (Minne et al., 1995b and 
Matsumoto et al., 2000) and data storage (Cooper et al., 1999). 
2.7. Summary 
Local oxidation by AFM has been researched in such depth that it has acquired a 
versatility almost rivalling that of AFM itself. To date, however, little has been 
reported about the timescale resolution attainable with this process. It has been 
shown that the oxidation reaction can occur on timescales as low as 100 ns (Snow et 
al., 1999), but not for single nanostructuring events. The advancement of this 
technique towards the nanosecond nanostructuring timescales required for industrial 
applications is investigated in chapter 4. First, preliminary experiments were 
undertaken in order to gain first-hand experience of the local oxidation process and 
the numerous factors that govern it. 
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3. LOCAL OXIDATION NANOLITHOGRAPHY 
The discussion in chapter 1 led to the conclusion that the first requirement of a future 
nanostructuring platform is to have a nanostructuring process that can occur on short 
timescales, ideally as low as 10 ns. The first technique identified as a possible 
candidate for implementation on sub-microsecond timescales is local oxidation. 
Despite many aspects of this process being extensively researched for fifteen years, 
little, however, has been discussed in the literature about the time resolution 
attainable with this method. 
3.1. Introduction to local oxidation 
The local oxidation process was first reported in 1990, when it was demonstrated 
that a silicon surface could be chemically modified on the nanometre scale using a 
scanning probe technique (Dagata et al., 1990). These first experiments were carried 
out with an STM operating above a hydrogen-passivated n-type silicon sample and 
in an air ambient environment. When biasing the STM tip at a voltage greater than 
that required for imaging it was observed that a pattern had been written onto the 
sample surface. By varying the oxygen partial pressure (02/N2) of the ambient 
environment and observing the resulting pattern size, it was determined that the 
surface modification involved the integration of oxygen from the surrounding 
environment into the substrate. This was further confirmed with time-of-flight 
secondary ion mass spectrometry (TOF SIMS) ion maps, which showed that the 
patterned regions exhibited enhanced oxygen content compared to the surrounding 
substrate. 
As a result of the surface being oxidised by the strong localised electric field existing 
between the tip and sample during patterning, this nanostructuring technique has 
become known as tip-induced or field-enhanced oxidation, although it is more 
commonly referred to as local oxidation. Figure 3.1 shows a schematic of the tip- 
sample arrangement for performing local oxidation by a scanning probe technique. 
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Figure 3.1: Schematic of local oxidation with a scanning probe 
microscope. 
Since these first experiments, there has been a flourish of publications covering 
many aspects of the local oxidation process. Of particular importance has been the 
emergence of the AFM as the preferred tool for modifying surfaces in this way. The 
AFM is much more suited to this application than STM, since the bias voltage can be 
applied to the AFM tip without interfering critically with the feedback control of the 
microscope. Biasing the AFM tip simply exerts an additional force on the cantilever, 
which is compensated for by the feedback. Moreover, as mentioned in §2.4, the 
AFM can operate on semi-conducting as well as conducting substrates, which 
provides a broader scope for possible applications of local oxidation. 
The following section discusses the local oxidation process in greater depth and 
identifies the key variables that influence the oxidation of a metal or a semiconductor 
surface using an AFM. 
3.2. Key variables of the local oxidation process 
The emergence of local oxidation as a versatile nanostructuring technique has 
motivated various research groups to devote a great deal of time in order to gain a 
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greater understanding of the factors that affect the oxidation process. Some have 
proposed models for the oxidation kinetics taking into account the bias voltage and 
tip speed, and their effect on the resultant oxide height. There has been discussion of 
the advantages and disadvantages of operating in contact or non-contact modes of 
AFM. Others have investigated the effect of humidity and, in the case of non- 
contact AFM, the formation of the water bridge between the tip and sample. 
Furthermore, the parameters of the bias voltage have been explored in greater detail, 
not only the results of varying the magnitude and duration of bias voltage, but also 
the effect of using static or pulsed signals. 
All of these various factors, along with a consideration of tip and sample 
characteristics, can be optimised to produce a reliable nanostructuring process. The 
subsequent sections address these in more detail. 
3.2.1. Oxide growth kinetics 
Early experiments resulted in several important observations (Teuschler et al., 1995, 
Stievenard et al., (1997) and Avouris et al., 1997). Firstly, a linear relationship was 
seen between the magnitude of the bias voltage and the measured oxide height. 
Furthermore, a logarithmic dependence of nanostructure size on oxidation time was 
observed. Oxidation time is inversely related to the speed at which the AFM tip is 
scanned over the surface, such that a higher tip speed was found to decrease the size 
of the oxide features. In addition, the humidity of the ambient operating 
environment was observed to have a profound effect on the oxide features. While 
the first trends might be expected, the latter was seen as more important. An 
increase of the relative humidity (RH) leads to a thicker layer of water absorbed onto 
the sample and tip surfaces. The fact that these layers exist is crucial to the oxidation 
process as they provide a source of 0' and OH' oxidising species. Further details of 
the role of the absorbed water layer are discussed in §3.2.2 and §3.2.3. 
With the emergence of the above observations, several models for the oxidation 
process were put forward (Teuschler et al., 1995, Stievenard et al., (1997) and 
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Avouris et al., 1997). These initial models were based on a mechanism proposed by 
Cabrera & Mott (1948) for the formation of very thin metal oxide films by field- 
enhanced oxidation. Assumptions made in this case are that the field across the 
oxide layer is strong enough that any ions leaving the metal are pulled totally across 
the oxide film without the possibility of recombination in the bulk metal, and hence 
the rate of oxidation is determined by the rate of ions escaping from the metal. 
Oxidation of this form is governed by a basic rate equation of the following form, 
dh 
=u exp(h, /h) (7) dt 
with oxide height h, constant hl, determined by the properties of the applied electric 
field and contact potential (Mott potential) between the absorbed oxygen layer and 
the initial oxidised metal. In addition, u is given by, 
u= uo exp(-W/kT) (8) 
for which W is the energy barrier an interstitial ion must overcome in order to diffuse 
and where uo is of the order of 104 cros"I (Cabrera & Mott, 1948). 
Improved models (Dagata et al., 2000, Snow et al., 2000 and Dubois & 
Bubendorff, 2000) have since invoked a direct-log dependence of oxide height on 
time derived by Uhlig (1956), whereby the oxide growth is governed by the 
electronic trapping/de-trapping kinetics and the build-up of space charge, and takes 
the form, 
h(t) = k(V)ln(t/z + 1) (9) 
The rate constant 1/z contains information on the ionic/electronic transport properties 
of the oxidation process, and k contains the voltage dependent terms. Further 
improvement, based on empirical fitting by Teuschler (1995), saw the introduction 
of a modified direct-log form, whereby t is substituted for a power-of-time 
dependence tY, with y lying in the range 0.2 to 0.5 (Dubois & Bubendorff, 2000). 
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Importantly, Avouris et al. (1997) measured small currents during their oxidation 
experiments, confirming the involvement of ionic species. It was also shown that the 
current decreases exponentially with time. This is as expected for a tunnelling 
current since the growth of an insulating oxide layer is effectively increasing the tip- 
sample separation. In depth analysis of the dependence of this current on humidity 
and voltage (Dagata et al., 2004a) revealed that the observed current has two 
components; a direct tunnelling component and an indirect, Fowler-Nordheim (FN) 
tunnelling component. FN tunnelling results from the field emission of electrons 
from the tip due to the strong external electric field (Fowler & Nordheim, 1928). 
Dagata et al. (2004a) articulate that the type of tunnelling occurring during oxidation 
depends on the applied voltage and the oxidation time. Direct tunnelling dominates 
the current flow during the onset of oxidation, specifically for the time taken to form 
the initial charge separation layer (see discussion of figure 3.2 concerning oxide 
formation on silicon). The stronger the applied field, the shorter the time required 
for this layer to form. As the oxide layer grows, FN tunnelling provides a larger 
contribution to the total current flow. 
As oxidation proceeds, it is the existence of charge defects in the interface between 
the bulk sample and oxide film that limit the rate of oxide growth over time (Dubois 
& Bubendorff, 2000). Specifically, over long oxidation times (t > 100 ms) the build- 
up of trapped charges at the bulk/oxide interface will cause a distortion of the 
externally applied electric field and thus control the diffusion of oxidising species 
within the oxide. As the oxide thickness increases, the build-up of space charge 
causes a decrease in the oxide growth rate (Dagata et al., 2000). Charge defects will 
also form outside the initially oxidised region, especially at high voltages and high 
humidity, leading to enhanced surface diffusion. This causes preferential lateral 
expansion of the oxide at the expense of vertical growth, particularly for contact 
mode AFM. The width of the oxide follows a similar direct-log dependence on time, 
d(t)= 2ro +k'(V)ln(t'/r+1)+C(V, t, H) (10) 
where ro is the minimum contact radius of the water bridge-sample interface 
(z 25 nm), k' contains the voltage dependent terms, 1/z is the rate constant and C is 
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an additional term for one-dimensional radial diffusion, as a function of voltage (P), 
time (t) and humidity (H). A FN component may also be included in C, particularly 
for high voltage and high humidity conditions (Dagata et al., 2004a). 
For short timescales (t « 100 ms), it has been proposed that it is the availability of 
oxidising species (O' and OH) that governs the oxidation rate (Snow et al., 2000). 
The rate of creation of oxidising species is proportional to the density of H2O 
molecules at the tip-sample interface, again signifying the importance of the 
absorbed water layer. The major factor governing the rate of oxide growth, however, 
appears to be the initial concentration of electronic species at the tip-sample interface 
(or more specifically the water bridge-sample interface, see §3.2.2). This creates a 
fixed density of charged ionic defects in the sample, which in turn dictates all 
subsequent aspects of oxide growth kinetics (Dagata et al., 2004a). 
Numerous modifications must be made in order to take fully into account the 
complex process of oxidation by SPM. Such additions should include the effect of 
tip shape and material characteristics, for example conductivity and hydrophobicity. 
The preparation of the sample also plays an important part in the initial oxide 
growth. For hydrogen-passivated silicon surfaces (see §3.3.1 for details of H- 
passivation), which form the basis for most of the experiments in this chapter, it has 
been proposed that the rate at which oxidation proceeds is governed by the density of 
OH' groups on the surface (Gordon et al., 1995). After passivation the surface is 
largely hydrophobic and dominated by Si-H bonding (figure 3.2a). Typically, the 
surface will also contain some defects, in the form of Si-F and Si-OH groups that 
will exhibit hydrophilic tendencies on the nanoscale, as well as encouraging the 
onset of native oxidation (Gräf et al., 1989). 
There are several steps towards the initiation of oxide growth on a H-passivated 
silicon surface due to the interaction with a water layer. Firstly, the Si-F bonds are 
replaced by Si-OH groups (figure 3.2b). Si-H bonds will also be substituted with Si- 
OH bonds, but at a slower rate due to the covalent nature of the Si-H bond (Gordon 
et al., 1995). Since OH' groups are highly electronegative, charge is transferred 
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from the surface silicon atom to the Off group, thus polarising the Si-OH bond. 
This polarisation subsequently induces polarisation in the bonds with neighbouring 
silicon atoms. Water molecules then preferentially attack these polarised silicon 
backbonds (figure 3.2c). The OH' groups then bridge between two silicon atoms 
(figure 3.2d), ultimately leading to the formation of the first monolayer of oxide. 
Further oxidation is governed by the Cabrera-Mott mechanism, whereby the 
formation of a dipole layer (figure 3.2e) enhances the diffusion of oxygen-bearing 
ions and hence the rate of oxide growth (Gordon et al., 1995). The formation of this 
native oxide is then exaggerated during local oxidation nanolithography by the 
application of a strong external field between the sample and the AFM tip. 
(a) HHFHH (b) HH OH HH 
-Si-Si-Si-Si-Si- -Si-Si-Si-Si-Si- 
(ý) OH H OH HH 
-Si-Si-SiýOH " -SV 
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(d) OH H OH HH 
-Si-Si-Si-O-Si-O-Si- 
(e) OH' OH' OH" OH' 
O-Si-O-Si-O-Si-O-Si 
Si-Si-Si-Si-Si-Si-Si-Si 
Figure 3.2: Steps towards oxidation of a H-passivated silicon surface due to the 
interaction with a water layer. (After Gordon et al., 1995). 
63 
LOCAL OXIDATION NANOLITHOGRAPHY 
3.2.2. Ambient humidity and the formation of a water bridge 
From the outset it was realised that operating in air, and hence with a thin water layer 
absorbed onto the surface, was critical to the success of the oxidation process. The 
relative humidity (RH) of the air governs the depth of the absorbed water layer and 
therefore the number of oxidising species in the vicinity of the tip. 
Initial investigations into the effect of humidity on the oxidation process were 
undertaken by Sugimura et al. (1993). They reported on the effect of high and low 
humidity whilst oxidising a titanium substrate with STM and observed that the 
height of the oxide nanostructures increased much faster under high humidity 
conditions than with low humidity. After an extended oxidation time of many 
minutes, however, the feature heights reached similar values for both conditions. 
Conversely, the lateral dimensions of the oxidised area showed a much more 
dramatic dependence on the relative humidity. After prolonged oxidation times the 
diameter of the high humidity nanostructures increased at a rate ten times that of the 
oxide features at low humidity. 
Various groups have also reported on the nanostructure size dependence on the 
relative humidity of the ambient environment (see Wang et al. 1995, Avouris et al. 
1997 and Held et al. 1998 for examples) and all find that large lateral feature sizes 
result from oxidation in a high-humidity environment. Furthermore, Snow et al. 
(1999) reported that high humidity is required for reliable oxidation when operating 
the tip at high speeds. At scan speeds above 10 µms'l, line widths as narrow as 30 
nm can be obtained above 90 % RH, whereas broader lines are observed at lower tip 
speeds. High resolution nanostructuring can, however, also be performed at very 
low humidity. Wang et al. (1995) achieved 20 nm structure sizes in a1% RH 
nitrogen environment. 
The nature of the sample surface also plays an important role in governing the 
thickness of the absorbed water layer and has significant consequences on oxide 
growth rates. Specifically, the difference between a hydrophilic and hydrophobic 
surface can lead to as much as a 10000 times difference in oxide growth rate 
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(Snow et al., 2000). This is attributed to the fact that a hydrophilic surface will host 
a water layer under the tip at all times. A hydrophobic surface, on the other hand, 
introduces the requirement that a finite time is necessary for sufficient quantities of 
water to accumulate under the tip. Snow et al. (2000) measured oxide growth rates 
of _ 107 nms"1 for a hydrophilic silicon surface, but only - 103 nms'1 for a 
hydrophobic silicon surface, with both sets of experiments undertaken with an AFM 
operating in contact mode. 
3.2.3. Comparison of contact and non-contact modes of AFM 
The mode of AFM operation has a profound effect on the oxidation process. The 
difference between a tip operating in continuous contact with the surface and a tip 
that oscillates above the surface is not only limited to the difference in the electric 
field strength, which decreases inversely with tip-sample distance, but also the role 
of the absorbed water layer. 
As described in §2.4.4.1, in contact mode operation the AFM tip is in continuous 
contact with the surface. As a result, applying a bias voltage to the tip creates a very 
strong electric field between tip and sample. Furthermore, the AFM tip will operate 
within the absorbed water layer, meaning that the electrolyte providing oxygen ions 
is in permanent existence around the tip. 
In non- and intermittent-contact modes, the tip oscillates above the surface. In this 
case, the electric field is modulated by the oscillation of the cantilever. Moreover, 
the AFM tip oscillates in and out of the absorbed water layer. It would, therefore, be 
expected that oxidation takes place only when the tip is close enough to the surface 
to enter the water layer. However, Garcia et al. (1998) observed that this is in fact 
not the case. 
Whilst attempting to oxidise silicon surfaces in non-contact mode, Garcia et al. 
(1998) realised that a threshold voltage exists, below which oxide formation was not 
observed, but above which oxidation occurred as expected. Detailed investigations 
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of the cantilever amplitude during oxidation discovered that after initiation of the 
bias voltage (with feedback off) the cantilever was deflected towards the surface and 
had its oscillation amplitude reduced. This is expected since the force gradient on 
the cantilever due to the electric field increases the effective spring constant of the 
cantilever, thus increasing the resonant frequency. More importantly, when the bias 
voltage was switched off, the cantilever amplitude continued to be dampened 
compared to that prior to biasing, until the feedback was switched back on to restore 
the original oscillation amplitude. This was attributed to the formation of a 
nanoscale water bridge between the tip and sample. Specifically, above the 
threshold voltage the strong electric field in the vicinity of the AFM tip causes water 
from the water layer on the sample surface to snap up and wick onto the tip, hence 
forming a water neck bridging the gap between the tip and sample. This was 
confirmed by subsequent analysis of the cantilever dynamics (Garcia et al., 1999), 
which revealed that after the biasing was halted the cantilever remained in a state 
with lower oscillation amplitude, but also with a shift of resonance frequency and 
reduction of the quality factor. These observations were attributed to capillary forces 
acting on the tip due to the water bridge, whose force gradient, similarly to the 
electric field, increases the effective stiffness of the cantilever and therefore shifts 
the resonant frequency. The experimental force gradient in this case was found to 
compare favourably with theoretical treatment. Furthermore, the water bridge 
dimensions can be controlled by varying the tip-sample separation, which in turn 
controls the width of the resulting oxide nanostructure (Garcia et al., 1999). 
Further investigations were carried out by Fontaine et al. (1998) comparing the 
application of local oxidation by STM and contact and non-contact modes of AFM. 
They report that while STM can achieve the best nanostructure resolution (-. 10 nm), 
this was not a suitable tool for patterning silicon. Moreover, contact mode allows 
oxidation to be applied at high tips speeds (- 1 mms-1) and with up to 8 nm oxide 
thickness. Contact mode, however, suppresses the attainable resolution and 
increases the rate of tip degradation. Moreover, contact mode AFM tips are typically 
made from silicon nitride, a dielectric, and thus require an additional conductive 
coating. With this comes the increased risk of the conductive layer being abraded 
from the tip during scanning or rupturing if too high a current passes through the tip 
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(Snow & Campbell, 1994). Hence non-contact mode AFM operation is seen as the 
optimum nanostructuring regime, providing a compromise between resolution and 
tip speed. 
Similar conclusions were reached by Tello et al., (2001) in a direct comparison of 
contact and non-contact AFM modes and their influence on oxide heights and widths 
with varying timescales. As the nanostructuring time was decreased, so did the 
heights and widths of the oxide nanostructures. Structures created in non-contact 
mode were consistently found to be higher and narrower than those obtained in 
contact mode. As the oxidation time decreased, however, the difference between 
contact and non-contact modes was less pronounced. 
Comparing these, and similar observations, to the oxide kinetics, Dagata et al. 
(2004b) demonstrate that current flowing during non-contact mode AFM is 
significantly less than that of contact mode, whilst yielding similar oxide volumes. 
This is attributed to the oxide kinetics changing from reaction-limited growth to 
diffusion-limited growth, governed by the charge density within the water meniscus 
rather than the meniscus-sample interface. 
3.2.4. Comparison of static and pulsed tip bias signals 
By modulating the bias voltage, or rather by pulsing the tip, it has been found that 
higher growth rates and aspect ratios for oxide formation can be obtained (Perez- 
Murano et al. 1999, Unal et al. 2002, Shen et al. 2004a and Shen et al. 2004b). 
There are two ways to pulse the tip; firstly by having the required DC voltage 
magnitude separated by zero voltage spacers or alternatively by implementing the 
required voltage as a true square-wave. Both regimes show an increase in heights 
and aspect ratios for low frequencies, although at higher modulation frequencies (> 
10 Hz) the continuation of this trend depends on the substrate. For example, 
oxidation of p-type silicon sees this trend apply at least up to kilohertz frequencies, 
whereas identical experiments on n-type silicon observe an optimum modulation 
frequency of -' 10 Hz, beyond which height and aspect ratio decrease again (Perez- 
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Murano et al. 1999). An optimum frequency of - 10 Hz is also observed for 
oxidation of titanium (Unal et al. 2002). The reason for pulsed voltages being 
beneficial for oxide formation lies in the oxide growth kinetics and the build up of 
space charge. 
Optimisation of sample properties is also a necessity in order to achieve 
nanostructuring on short timescales. As detailed above, p-type silicon is preferred 
over n-type silicon since the positive doping reduces space-charge build up, hence 
favouring oxide formation. 
3.3. Preliminary oxidation experiments on titanium and silicon 
surfaces 
Initial investigations into local oxidation were performed with stiff silicon 
cantilevers suitable for intermittent- and non-contact mode AFM operation. The 
reason was simply that commercially available cantilevers of this sort are already 
highly doped to avoid charge build-up on the tip. As a result, the tip and cantilever 
are of sufficient conductivity to allow the tip to be biased. Furthermore, these 
cantilevers are stiff enough that the addition of a conductive coating has little 
detrimental effect on the performance of the cantilever. Silicon nitride cantilevers 
used for contact mode imaging in air are not conductive, since silicon nitride is a 
dielectric. Furthermore, the cantilever beams tend to be a lot thinner than those of 
silicon cantilevers, and hence are more prone to irreparable damage, in the form of 
warping, by the addition of a conductive coating. A further benefit to using an 
oscillating cantilever is the improved nanostructuring resolution attainable, as 
described in §3.2.3. 
3.3.1. Preparation of flat titanium and silicon samples 
Flat titanium samples were prepared by thermal evaporation of 0.125 mm diameter, 
99.6 % pure, titanium wire (Goodfellow, Huntingdon, U. K. ) onto freshly cleaved 
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mica substrates (Agar Scientific, Stansted, U. K. ). Greater detail of the generic 
evaporation apparatus and procedure can be found later in §7.2.1. The evaporation 
parameters followed those used by Cacciafesta et al. (2002). Unlike Cacciafesta et 
al., the resulting titanium films were used as they were, rather than applying an 
additional template-stripping step to uncover the flatter titanium surface at the 
titanium-mica interface. These titanium (Ti02) samples (figure 3.3) were 
subsequently attached to a metal stub with a strong adhesive. An electrical 
connection between the titanium film and the metal stub was made with conductive 
epoxy (Chemtronics, Kennesaw, GA), which was heated at 100 °C for 10 minutes 
after application in order to cure the epoxy to obtain maximum conductivity. The 
titanium surface oxidises rapidly on exposure to air, to a depth of a couple of 
nanometres. The sample, however, retains its previous flatness and has a typical 









Figure 3.3: Ultra-flat titanium sample prepared by thermal evaporation (a). RIMS 
roughness is 0.16 nm over 2x 2µm. (z-range =5 nm). Section analysis (b) is 
indicated by the green arrows. 
Silicon samples -1 cm2 in size were cut from a 6" wafer of boron-doped, p-type 
silicon with a resistivity of 50 Qcm (generously donated by Zarlink Semiconductor, 
Swindon, U. K. ). Flat Si surfaces were prepared with a 60 s dip in 10% aqueous 
hydrofluoric acid (HF) (Fisher Scientific, Loughborough, U. K. ) solution followed by 
a 30 s rinse in running de-ionised water (Fluka, U. K. ), and subsequent drying in a 
flow of N2 gas. The HF immersion served to remove any native oxide from the 
silicon and left a hydrogen-passivated surface, which is resistant to further ambient 
oxidation for up to several days. The resulting surfaces (figure 3.4) had a typical 
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RMS roughness of - 0.2 nm and were free from impurities over large areas. The 
samples were then fixed to a metal stub using a conductive epoxy and, as with the 
titanium samples, the epoxy was cured prior to use for optimum conductivity. 
3.3.2. Experimental setup and bias generation 
All experiments were conducted using a Dimension 3100 AFM with Nanoscope IV 
controller (Veeco, Santa Barbara, CA). For these preliminary experiments the 
sample was mounted on the base-plate of the AFM which acted as an electrical 
ground via the metal stub. The AFM extender box and control software were 
configured to allow the tip to be biased whilst maintaining the sample at ground. A 
signal access module (SAM) was connected in series between the AFM controller 
and the microscope itself, allowing the user to either input custom signals to various 
parts of the microscope or to measure the signals being inputted by the AFM 
controller. Figure 3.5 shows a schematic of the conventional AFM setup for these 
initial local oxidation experiments. 
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Figure 3.4: Hydrogen-passivated silicon sample prepared by a 61) s dip in 10 `% 
aqueous HF solution, followed by a 30 s rinse in running DI water. RMS 
roughness is 0.22 nm over both 2x 2µm (a) and 5x5 µm (b). (z-range =5 nm). 
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Figure 3.5: Schematic of hardware assembly and bias generation tools for initial 
local oxidation experiments. 
At the time these experiments were conducted, three options existed for the 
generation of a bias signal; a lithography package (NanoScriptTM) provided with the 
AFM control software, an external signal generator or using LabVIEW. 
NanoScriptTM (Veeco) can create bias pulses with a maximum output of ±12 V and 
with a minimum pulse time of 1 ms. A specific routine of pulses can be pre- 
programmed and saved for future execution. In addition, the position of the tip can 
also be defined in the lithography software. NanoScriptTM can, therefore, be used to 
fabricate patterns of oxidation on the surface by moving the tip independently of the 
usual imaging regime and initiating bias pulses at the required positions. 
The signal generator (Black Star - Jupiter 2010, Thurlby-Thandar Instruments Ltd, 
Huntingdon, U. K. ) also has a maximum output of ±12 V, but is not capable of 
producing single pulses. Instead the duty cycle of the square wave can be adjusted to 
define the proportion of a square wave occupying the negative pulse while the 
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remaining part of the wave remains at 0 V. So each bias pulse is part of a repeated 
waveform. The maximum duty cycle is 90 %, thus limiting the period of repetition 
to ten times the pulse time at most. The waveform from the signal generator was 
applied to the AFM tip via the Analog 2 channel of the SAM. 
LabVIEW (National Instruments, Austin, TX) is a graphical development 
environment which enables software and hardware to be combined, within a host PC, 
creating a powerful control and measurement system. LabVIEW provides many 
built-in virtual instruments (VIs) which can be customised for the user's needs. 
Combining existing VIs with other pre-defined functions enables the user to have 
complete control over the hardware present. Single pulses as short as 10 Its were 
configured in LabVIEW, generated by a PCI-6052E card, and outputted from the PC 
to the AFM tip via the SAM. 
For voltages greater than ±12 V, an amplifier with a gain of 3 was connected 
between the signal generator and the SAM. The available amplifier, however, was 
limited by its bandwidth of -1 MHz, so pulses below 1 µs could not be amplified. 
No higher gain was required as it had been observed previously that voltages above - 
30 V were severely detrimental to stability of the tip. 
3.3.3. Local oxidation of titanium films 
Initial experiments were conducted with silicon cantilevers (Veeco) and titanium 
(Ti02) samples. These investigations served primarily to gain an understanding of 
the experimental factors that affect the local oxidation process. 
The NanoScriptTM software was programmed to produce arrays of oxide 
nanostructures on a titanium surface. Figure. 3.6a shows one such array. Each oxide 
nanostructure is formed as a result of a 10 ms bias pulse of -12 V. The tip remains 
stationary while each pulse is initiated, before moving 100 nm to the new site to 
create the next nanostructure. The section analysis (figure 3.6b) shows consistent 
oxide features sizes with dimensions of 5-7 nm in height and - 50 nm in width 
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(FWHM). The variation observed between individual oxide nanostructures could be 
due to a number of factors, for example, the finite roughness of the titanium sample 
and consequent variation in the depth of the native oxide layer, the availability of 
oxidising species at a particular site and the condition of the tip. In general, it is 
clear that the pulse time can be substantially reduced, whilst maintaining the 









Figure 3.6: Example of nanofabrication of titanium oxide nanostructures by local 
oxidation in intermittent-contact (a) (z-range=20 nm). Each oxide nanostructure 
results from a single 10 ms bias pulse of -12 V. The section analysis (b) is indicated by 
the arrows. 
A brief investigation into microsecond timescales was undertaken using LabVIEW 
to generate single bias pulses. Figure 3.7a shows three titanium oxide nanostructures 
created with single -18 V pulses to the tip of 100 As (A), 50 is (B) and 10 As (C) 
duration. Again the structures were easily detectable by subsequent AFM imaging. 
Section analysis (figure 3.7b) showed that the nanostructures had dimensions (height 
x FWHM) decreasing from -3x 60 nm for the 100 As feature to -2x 40 nm for the 
10 structure Its. AFM imaging could still easily identify the fabricated 
nanostructures, thus further reduction in timescale was almost certainly plausible. 
When using titanium films it was evident that the oxidation was more reliable if the 
sample was wetted prior to use. This was achieved by subjecting the sample to a 
steam environment, which subsequently condenses on the film leaving a thicker 
absorbed water layer. This is a rather crude technique, and consequently the sample 
conditions could vary greatly each time the wetting is performed, due to increased 
native oxide formation and occasional contamination. In terms of possible 
applications, titanium surfaces patterned by local oxidation are limited by the 
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existence of a native oxide layer, a few nanometres thick, that forms immediately on 
exposure to air and covers the whole sample. Hence, there is no chemical difference 
between the patterned and non-patterned regions of the surface. Local oxidation of 
hydrogen-passivated silicon surfaces, on the other hand, benefits from having 
distinct differences in hydrophobicity between the bare surface and the oxidised 
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Figure 3.7: Microsecond patterning timescales on titanium. The oxide dots are the 
result of a single -18 V bias pulse of 100 As (A), 50 As (B) and 10 As (C). The section 
analysis (b) is indicated by the arrows. (z-range =5 nm). 
3.3.4. Local oxidation of H-passivated silicon 
This section deals with the local oxidation of hydrogen-passivated silicon samples 
and in particular the experimental optimisation of various aspects of the 
nanostructuring process. 
3.3.4.1. Phase contrast as an indication of oxide formation 
Of key importance in local oxidation is the formation of the nanoscale water bridge 
that serves as the electrolyte for the oxidation reaction. It has previously been 
observed that monitoring the phase response of the cantilever during nanostructuring 
experiments in intermittent- or non-contact AFM modes can give an indication of 
whether or not the water bridge has formed during a given voltage pulse (Chew and 
Picco 2003). 
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For an arbitrary cantilever set-point and a relative humidity of 50 %a brief 
investigation into this effect was undertaken. Figure 3.8a shows a topography map 
of 8 scan lines during bias pulsing for voltage pulses of -10 V and 1 ms duration. 
Damping of the cantilever oscillation and associated shift in resonant frequency, due 
to the electric field existing between the tip and the sample during the bias pulse, was 
observed as a high feature in the height image, since the z-piezo adjusts the 
z-position of the tip to counteract the loss of amplitude. The corresponding phase 
image showed some contrast (figure 3.8b), but when the surface was imaged after 
the oxidation attempt there was no obvious sign of nanostructuring having taken 
place (figure 3.8c). An increase in bias voltage to -12 V, however, showed slightly 
stronger deviation in topography for each pulse (figure 3.8d) and, moreover, a large 
increase in phase contrast (figure 3.8e). On imaging the surface after this oxidation 
attempt, lines of uniform oxide nanostructures were observed (figure 3.8f). Hence, 
for local oxidation in intermittent-contact, strong phase contrast during application of 
the nanostructuring bias pulses indicates that oxidation of the sample has occurred. 
Figure 3. & Phase contrast as an indication of oxide formation. Strong height 
contrast (a) but weak phase contrast (b) for -10 V, 1 ms pulse over 8 scan lines 
coincided with negligible oxide formation (c). Strong height (d) and phase (e) 
contrasts, resulting from a voltage of -12 V, resulted in successful oxide formation (f). 
(z range =5 nm, phase angle = 50°). 
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This strong phase contrast is indicative of an additional force acting on the 
cantilever. This cannot be attributed solely to the electric field due to the stark 
difference in phase contrast between pulses of -10 V and those of -12 V. Therefore, 
the additional force can be recognised as a capillary force acting on the tip due to the 
formation of the water bridge between the tip and sample. The variation of 
z-position during nanostructuring was analogous to the results of Garcia et al. who 
monitored the amplitude of their oscillating cantilever during nanostructuring 
(Garcia et al., 1998 and Garcia et al., 1999). In conclusion, strong phase contrast can 
act as visual confirmation that oxidation has taken place and underlines the 
importance of a water bridge as a prerequisite for oxide formation. 
3.3.4.2. Effect of cantilever oscillation on oxide formation 
Another factor that could affect the oxidation process is the force with which the tip 
interacts with the surface. This interaction force for intermittent-contact AFM is 
dependent on the set-point and drive amplitude at which the AFM tip is operated and 
as such can be easily varied. Ideally, this investigation would be solely based on a 
variation of cantilever drive amplitude for a given set-point, as this has a direct 
bearing on the interaction force. High drive amplitudes are, however, detrimental to 
the longevity of the AFM tip. Consequently, an examination of the variation of 
oxide nanostructure size with cantilever set-point and drive amplitude has been 
undertaken. Specifically, for a given set-point the drive amplitude was chosen such 
that the tip is just contacting the surface, indicated by the phase contrast. For a small 
set-point and drive amplitude combination, the cantilever will be closer to the sample 
for a greater proportion of its oscillation, than for a high set-point and drive 
amplitude combination. The mean electric field strength between tip and sample 
will, therefore, be higher for the low set-point and drive amplitude regime. 
The variation of cantilever oscillation parameters was conducted while operating in 
intermittent-contact with a Pt/Ir coated Si AFM tip and with a relative humidity of 
40 %. The set-point was increased from 0.1 to 0.8 V, whilst the cantilever drive 
amplitude was increased to a value just high enough to image the surface. At each 
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set-point value nanostructuring is implemented with -12 V, 10 is tip bias pulses, 
repeated every 19.99 ms. This created individual oxide nanostructures along 4 scan 
lines over a2x2 gm area. Figure 3.9 shows the nanostructure patterns for the 
whole range of set-point values. Each oxide pattern was imaged at the same set- 
point and drive amplitude as used for nanostructuring. No noticeable difference in 
oxide dimensions was detected from visual inspection of the topographic AFM 
images. 
Figure 3.9: Variation of oxide nanostructures 
with set-point. All oxide dots created with -12 V, 
10 µs bias pulses, and set-points ranging from 0.1 
V (a) to 0.8 V (h). (z-range =5 nm). 
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Taking cross-sections along the line of nanostructures, allowed the height and width 
of 50 oxide dots for each set-point value to be measured. Height values were 
measured from the zero line of the section to the apex of the oxide dots. 
Nanostructure widths were measured as the width across the zero line. Figure 3.10 
shows the variation of mean height and mean width with set-point. The error bars 
are calculated as ±1 standard deviation of the heights and widths of the 50 measured 
nanostructures. Furthermore, an additional point has been added (in red), whereby 
the pattern created at a set-point of 0.6 V was re-imaged at the original set-point of 
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Figure 3.10: Variation of oxide nanostructure height (a) and 
width (b) with cantilever set-point. 
78 
LOCAL OXIDATION NANOLITHOGRAPHY 
Figure 3.10a shows that the mean oxide height does decrease as the set-point is 
increased. However, the variation of measured oxide heights at each set-point value 
is worth noting. The standard deviation of oxide heights was consistently between 
20 and 25 % of the mean, for a given set-point. This percentage was higher than the 
decrease in mean heights over the set-point range (1.0 - 0.8 nm). 
The cantilever resonant frequency in this case was - 300 kHz. Therefore, the bias 
pulse of 10 µs encompassed -3 oscillations of the cantilever. Consequently, the 
decrease in average electric field experienced by the tip during each pulse with 
increasing set-point is likely to play a part in the observed decrease in oxide height. 
In fact, since the decrease in oxide height was largely linear, it seems reasonable to 
suggest that the drop in oxide height was governed predominantly by the voltage 
drop, rather than variations in interaction force. 
Furthermore, the variation of oxide widths with set-point was even less significant, 
as shown in figure 3.10b. As with the oxide heights, the measured nanostructure 
widths also showed a large deviation for the same set-point. The lack of a clear 
trend is indicative of the role of the water bridge in governing the oxide dimensions. 
Since the tip was oscillating, the water bridge was continually stretched and 
compressed. The maximum width is governed by the geometry of the tip-sample 
interface at the minimum of the cantilever oscillation, as well as thickness of the 
water layer. Therefore, the width of the oxide nanostructures at their base will 
remain unchanged as the set-point varies. 
This investigation concludes that the variation of oxide height and width with 
cantilever oscillation parameters is not significant when operating the AFM tip in 
intermittent contact, particularly when compared to more prominent factors such as 
voltage and pulse time. In addition, the force with which the tip interacts with the 
surface is not sufficient to restrict the growth of the oxide, to a major extent. Taking 
the decrease in mean nanostructure height as a guide, it would seem reasonable to 
operate with a low set-point whenever possible. 
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3.4. Local oxidation with contact mode AFM 
Borne in mind throughout these experiments is the aim that local oxidation can be 
applied with the high-speed atomic force microscope. As discussed in chapter 2, the 
Bristol version of the HSAFM operates with the tip in contact with the sample. Thus 
any nanostructuring technique to be used on the HSAFM must be capable of 
occurring whilst operating in contact mode. 
It is generally accepted that the nanoscale water bridge forms instantaneously when 
performing local oxidation with intermittent- or non-contact modes of AFM. The 
definition of instantaneous is somewhat blurred when discussing events on 
timescales as short as 10 ns. The physical formation of the water bridge must take a 
finite time. Unfortunately this is not a trivial quantity to measure. To overcome the 
finite time for water bridge formation, local oxidation can also be performed in 
contact mode, where the tip is continuously in contact with the sample surface, rather 
than oscillating above it. This negates the need for a water bridge and thus the need 
for the strong electric field required for its formation. As a result, oxidation should 
occur at a lower voltage, which is also beneficial for maintaining the integrity of the 
tip and the tip coating. 
3.4.1. Tip coating for contact mode local oxidation 
Traditionally, silicon nitride AFM probes are coated in gold. Despite having many 
biological applications in AFM, the gold coating is soft and thus easily modified or 
removed by excessive wear. In addition, Perez-Murano et al. (1995) find that 
oxidation with gold-coated silicon cantilevers can lead to gold being deposited onto 
the surface, as proved by a subsequent HF etch. As a result of these shortcomings, 
alternative coatings have been sourced. 
Platinum, either pure Pt or a Pt/Ir alloy, is routinely used as a conductive coating for 
stiff silicon cantilevers. Platinum is particularly non-reactive, hence its common use 
as an electrode metal, and therefore does not oxidise readily. The initial method for 
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tip coating consisted of a thin layer of platinum being sputtered onto the tip side of 
silicon nitride cantilever. The sputtering took place in an argon atmosphere at a 
pressure of -5x 104 Torr of argon, although this varied depending on the current 
required. Optimum sputtering parameters were a1 kV bias between the base plate of 
the sputter-coater and the platinum cathode, a current of 1 mA, and a sputtering time 
of 15 min. The resulting thin layer of platinum is just sufficient that no warping of 
the cantilever is observed when viewed through the Dimension 3100 vision system. 
Silicon nitride cantilevers coated by this method were used for the experiments 
detailed in §3.4.2 and §4.1.2. 
3.4.2. Dependence of cantilever set-point on oxide formation 
Experiments investigating the effect of the force of an oscillating AFM tip on oxide 
growth, in terms of the cantilever oscillation amplitude and set-point, concluded that 
there was negligible correlation between the two. This was attributed to the fact that 
the tip is only in contact with the surface for a short time and hence was not truly 
representative of a force. In contact mode operation, the cantilever deflection set- 
point has a direct influence on the force applied to the surface. Explicitly, the greater 
the cantilever set-point, the higher the force. One can imagine that this could have 
grave implications for the progress of oxide formation when operating the AFM tip 
in contact with the sample. 
For these experiments a silicon nitride cantilever (MicroLever, Veeco), with a 
nominal spring constant of 0.03 Nm" prior to the addition of a thin layer of 
platinum, was used to oxidise a hydrogen-passivated silicon sample. The bias signal 
was provided by a signal generator with the amplifier connected in series 
(c. f. §3.3.2). Due to the repetition of bias pulses the oxidation is observed as a 
superposition of oxide growth from each pulse in the form of a continuous line 
tracing the path of the AFM tip. Investigations concentrated on the effect of varying 
the set-point of the cantilever for fixed bias conditions. 
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In this particular experiment an unusually high bias voltage was required in order to 
achieve reliable oxidation of the H-passivated silicon surface. It is suspected that 
this is due to the shape of the silicon nitride tip. As discussed in §2.4.5.2, silicon 
nitride tips typically have a radius of curvature some 2-6 times greater than that of 
silicon tips. The addition of a Pt coating further increases the radius of curvature 
slightly. Consequently, the enhancement of the field is less pronounced. As a result, 
the bias magnitude was set to -20 V. The pulse time was set arbitrarily to 10 µs 
(repeated every 100 µs), whilst the scan attributes of the AFM tip were set to 8 lines, 
over a scan area of 2x2 µm at a tip speed of 2 pms-1. 
An optimum imaging set-point, such that the tip just tracks surface features without 
losing contact, was found to be 1.5 V, which was subsequently chosen as the first 
set-point for which nanostructuring was performed. The resulting oxidation was 
imaged with the same set-point, and clear oxide formation was observed 
(figure 3.11 a). Interestingly, the oxide pattern appeared to be split into two narrow 
lines. Section analysis revealed that the upper of the two lines had a mean height of 
3.3 nm, whereas the other had a mean height of only 2.2 nm. Lowering the set-point 
to 1.25 V (figure 3.11 b) reduced difference in height between the two lines. The 
mean heights were measured to be 3.1 nm and 2.2 nm for the upper and lower lines 
respectively, although in some places the lines had almost coalesced into a single 
line. The mean gap between the tops of the lines was measured to be 40 nm at both 
set-points. This gives an indication of the tip radius of curvature. Further reduction 
in set-point to 1.0 V saw the double line pattern disappear entirely (figure 3.11 c), 
leaving a single well-defined line of oxide with a mean height of 2.9 nm. 
All imaging was undertaken with a set-point of 1.5 V for consistency. It appears, 
however, that this specific tip is no longer imaging at optimum resolution. It is 
highly likely that the tip has become blunted by either the nanostructuring process or 
by simply imaging at too high a set-point. It is unlikely that the tip has been 
sufficiently damaged that the shape of the tip is the cause of the double line, as there 
is no evidence of a `double-tip' on the surrounding non-patterned areas of the 
sample. 
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From this experiment it is obvious that the cantilever set-point, and hence the force 
with which the AFM interacts with the surface, has a profound effect on oxide 
formation. If too great a force is applied, the resulting oxidation appears in the form 
of a double line rather than the expected single line. In previous contact mode 
experiments it was stated that the oxidation occurs within the absorbed water layer 
between the tip and sample (Tello et al., 2001). If the tip penetrates the water layer 
then it seems reasonable to suggest that water surrounding the tip could also act as 
the required electrolyte, rather than solely the water beneath the tip. If the cantilever 
set-point, and hence force on the surface was too high, the water would be forced out 
from under the tip and in all likelihood would also wick up the tip. The double line 
pattern could then be attributed to a lack of oxidising species below the tip with an 
excess of these species close to the sides of the tip (figure 3.12a). The trench in 
between the lines is thought to mark the actual path of the tip. An alternative cause 
of the trough could be that the tip is compressing the water layer to such an extent 
that the oxygen ions have their mobility restricted. Another possible reason for the 
lack of oxide directly beneath the tip is that the high interaction force is simply 
restricting the vertical growth of the oxide. Further information concerning the 
dynamics of the tip can be gained from the relative heights of the individual lines. 
The oxide pattern was written from top to bottom and the upper of the two lines is 
the higher. Torsional bending of cantilever caused by a friction interaction with the 
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Figure 3.11: Effect of cantilever set-point on oxide formation in contact mode. 
Oxidation patterns of 8 scan lines over a2x2 µm area with each line made up of 
many oxide dots were formed with 10 µs pulses of -20 V repeated every 100 is. 
Transition from a double line to a single line is observed with a decrease of cantilever 
set-point from (a) 1.5 V to (b) 1.25 V and (c) 1.0 V. (z-range =5 nm). 
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surface would orientate the tip in such a way that it would lean into the sample in the 
same direction as the pattern was written, i. e. down the image. Furthermore, this 
effect would be greater for higher set-points. Figure 3.12b shows how this could 
effect the capillary water neck and subsequent oxide formation. Specifically, the 
water could be expected to bulge out from the side of the tip leaning into the surface 
whilst water on the opposite side is stretched. The water neck causes a defocusing of 
the electric field, hence the field strength would be weaker where the water neck 
bulges. As a result, less oxide growth is observed on the lower edge of the tip. 
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Figure 3.12: The formation of double line oxide features (a) and the effect of torsion 
on oxide height (b), with contact mode AFM. Inset shows the reduction in field 
strength due to tilt of the tip. 
Generally when operating the tip in contact mode, decreasing the set-point and 
allowing the tip to operate with less force on the surface results in a finer resolution 
of the oxide nanostructures. 
3.5. Characterisation of oxide nanostructures 
Proof of the composition of the pattern regions is important not only to confirm that 
the nanostructuring technique has worked successfully, but also for any subsequent 
chemistry that may be applied to the sample. Furthermore, when applying an 
electric field to a sharp object, such as an AFM tip, the field strength is locally 
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enhanced. As a result, some undesirable consequences may arise. Firstly, material 
from the tip may be sputtered off onto the surface. Moreover, if the tip has a coating, 
for example a conductive metallic layer, material from this coating may be forced off 
the tip and onto the surface. 
At high voltages this effect has been observed. For example an oxidation attempt 
with a tip bias of -30 V can give rise to large amounts of tip material being deposited 
on the surface (figure 3.13). The structure can be seen to be much greater in size 
(both laterally and vertically) and much less uniform than a typical oxide 
nanostructure. The height image (figure 3.13a) shows that the nanostructure has 
dimensions of - 120 x 140 nm (height x base width), which implies an aspect ratio 
of nearly 1: 1 rather than a typical oxide aspect ration of 1: 15. The phase image 
(figure 3.13b) shows that the structure consists of multiple conical shells, implying a 
sporadic growth mechanism rather than uniform oxide growth. Structures such as 
this are not generally seen when operating with tip bias voltages in the range 0 to 
-20 V, which is usual for the majority of experiments discussed 
in this chapter. 
To confirm the composition of the patterns, energy dispersive x-ray (EDX) 
spectroscopy and dynamic secondary ion mass spectrometry (SIMS) were 
undertaken. 
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Figure 3.13: Height (a) and phase (b) images of deposition from a silicon tip as a 
result of a -30 V bias pulse. (z-range = 300 nm, phase angle = 20 °). 
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3.5.1. Overview of EDX spectroscopy 
Scanning electron microscopy (SEM), like SPM techniques, can be used to image 
surfaces on the nanoscale. The imaging is achieved by raster scanning a finely 
focussed beam of electrons across the sample surface and detecting the radiation 
products resulting from the interaction between the electron beam and the sample. A 
wide variety of such products exist, including backscattered electrons, secondary 
electron and x-ray photons (Goldstein et al., 2003), all of which are collected in 
order to build up an image of the sample. The contrast observed in a SEM image is a 
result not only of sample topography, but also of sample composition which governs 
the nature and magnitude of the emitted radiation. 
The radiation emitted as a result of the electron beam interacting with the sample can 
also be used to characterise the material composition explicitly. For EDX 
spectroscopy, it is the x-ray photons that are of particular interest. Illumination of a 
sample with an electron beam can cause two forms of x-ray radiation, both of which 
are a result of inelastic collisions between beam electrons and atoms in the sample. 
The first is due to the deceleration on the electrons in the Coulombic field of atoms 
in the sample, that arises from the positively charge nucleus and a negatively charged 
field of bound electrons (Goldstein et at., 2003). The energy loss from such an event 
is emitted as an x-ray photon. The amount of energy lost, however, is non-specific 
since this form of interaction is random. The x-ray photons in this case contribute to 
the continuum background radiation, known as bremsstrahlung. The second form of 
x-ray emission originates from a beam electron interacting with an electron residing 
in an inner electron shell, causing the shell electron to be emitted from the sample. 
The atom is left in an excited state with an inner-shell electron vacancy. The atom 
returns to the ground state when an electron from an outer shell fills the vacancy. 
Energy released during this relaxation of the atom manifests itself in the form of an 
x-ray photon. The x-ray photon is emitted with an energy that is characteristic of the 
difference in energy levels between the two electron shells. The energy difference 
between various electron shells is specific to a particular element. Therefore, x-ray 
emission of this form can be used to perform elemental analysis on the sample based 
on the energy of the x-rays. 
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EDX spectroscopy offers improved versatility over other sample characterisation 
techniques due to its ability to perform elemental mapping of the sample. Using the 
scanning capabilities of the SEM, emitted x-rays can be collected over a specific 
region of the sample. At each pixel in the scan, characteristic x-rays from various 
elements in the sample are recorded and a map of elements existing in the sample is 
constructed over the region of interest. 
3.5.2. EDX spectroscopy on oxide patterns 
The sample to be analysed was prepared such that the oxidised regions would be 
easily identifiable in the SEM. Namely, an array of four 5x5 gm squares were 
fabricated on a H-passivated silicon surface. Each square is the result of repeatedly 
pulsing the tip with -12 V for 10 ms and with a period of 20 ms, whilst scanning the 
5x5 gm area once with 128 line resolution and with a tip speed of 5 µms'l. 
Subsequent AFM imaging of the patterns (figure 3.14a) showed each of the squares 
to have a uniform height of - 1.5 nm, although some drift in the x- and y-directions 
has led to a misalignment of the squares as well as a stretching of the patterns in 
same cases. This is a problem inherent of large scale patterning with an open-loop 
x -y scanner. The patterns were created using a platinum-coated silicon nitride 
cantilever (see §3.4 for details), operating in contact mode. The reason for this is 
that degradation of the tip is known to be exaggerated during contact mode 
operation, compared to intermittent-contact mode, particularly when the tip is also 
coated. 
The four 5x 5µm squares were easily visible in the SEM images acquired with an 
LEO VP1530 Field Emission SEM (Carl Zeiss SMT AG, Oberkochen, Germany) 
prior to performing EDX spectroscopy (figure 3.14b). Despite the patterns only 
being 1.5 nm above the background surface, strong contrast is observed between the 
patterned and non-patterned areas of the sample. This indicates immediately that the 
two regions have distinct chemical compositions. 
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Subsequent EDX analysis (INCA EDX, Oxford Instruments, Oxon, U. K. ) consisted 
of two parts. Firstly, a mapping of an area encompassing one oxide square was 
obtained, and overlaid on the SEM image (figure 3.15a). The mapping shows both 
silicon (red dots) and oxygen (green dots) existing over the whole area, with no 
apparent preference for either the patterned and non-patterned regions. This is not 
surprising, since the background is also likely to harbour oxygen in the form of Off 
groups as a result of defects in the surface passivation and the onset of native 
oxidation. Furthermore, it is known that EDX of lighter elements can suffer from 
interferences in the low-energy regime of the spectrum and from absorption of x-rays 
by contamination on the EDX detector (Dickinson, 2006). In addition, small 
quantities of platinum (blue dots) appear throughout the whole mapping, again 
without favouring the patterned region. 
The second part of the EDX analysis is the x-ray spectrum (figure 3.15b). This was 
taken for a small region within one of the squares. A strong signal characteristic 
peak for silicon is evident, as well as a clear peak for oxygen. Quantitative EDX 
analysis of the relative sizes of these peaks, taking into account the energy of the 
peaks and the atomic weights of silicon and oxygen, revealed that the relative 
percentages silicon and oxygen present in the sample were 33.33 % and 66.67 % 
respectively. This is precisely what is expected for the Si02 compound. 
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Figure 3.14: AFM (a) and SEM (b) images of an array of 5x5 µm oxide squares. 
(AFM image z-range =5 nm). 
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Moreover, there is no evidence of platinum in the spectra. Platinum appearing 
sporadically on the surface is most likely due to the gradual wear of the tip whilst 
imaging. Therefore, it can be said for certain that, at least for the voltages required 
for successful oxidation, there is little chance that material from the tip being 
deposited onto the surface is contributing to the patterning process. Despite the EDX 
mapping not distinguishing between oxide and H-passivated surfaces in the 
mapping, it can be said with some confidence that the pattern regions are composed 
of silicon dioxide, whilst the tip maintains its integrity when performing oxidation in 
contact mode. 
To corroborate presence of silicon dioxide from the EDX analysis, SIMS was 
performed on a similar sample. 
3.5.3. Overview of dynamic SIMS 
SIMS is a well-established surface analytical technique, which relies on the detection 
of charged particles sputtered from the sample surface by an incident ion. An 
assortment of secondary particles are emitted in this process; neutral atoms, atoms in 
an excited state, clusters ions (a single unit of two or more ions) or fragments of 
larger molecules, but it is the small fraction of secondary particles that are charged 
ions that are of interest for surface characterisation. 
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Figure 3.15: EDX analysis; mapping (a) of silicon (red), oxygen (green) and platinum 
(blue), and x-ray spectrum (b). 
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As the name suggests, SIMS determines the species of secondary ions based on their 
mass, or rather the mass-charge ratio. With sufficient mass resolution perfect mass 
separation can be achieved, although this varies for different systems, with a trade- 
off between mass resolution and detection sensitivity. Hence SIMS is capable of 
identifying all elemental ions, as well as their isotopes and poly-atomic ions (Zalm, 
1994). The ions originate from the outermost surface layers, with a typical escape 
depth of 1 nm or less. In addition, due to the cascade collisions occurring during the 
sputtering process, ions are emitted over a wide range of energies. 
Two variations of SIMS exist, defined by the ion currents at which they operate. 
Static SIMS requires a low flux of ions and is used primarily for polymers and other 
delicate samples (Briggs, 1998), and for analysis of the very top surface layers. 
Dynamic SIMS utilises a higher ion current and as a result will slowly erode the 
surface over time. This phenomenon is often employed to create depth profiles of 
the sample chemistry. 
Mapping of the surface properties is achieved by raster scanning the ion beam across 
the sample. Images of the surface are compiled based on the mass-charge ratio of 
the particle of interest. During ion bombardment, electrons are also emitted and can 
be used to form secondary electron images of the sample. 
3.5.4. Dynamic SIMS of oxide features 
The oxide patterns, of various sizes, were again fabricated with pulses of -12 V for 
10 ms and with a period of 20 ms. The same AFM tip was employed to create both 
these patterns and those fabricated for EDX analysis, although a different H- 
passivated sample was used in each case. An AFM image (figure 3.16a) shows the 
oxide patterns created. 
Dynamic SIMS analysis was performed at the Interface Analysis Centre, University 
of Bristol, with an in-house built SIMS apparatus, using an incident 1 nA beam of 
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25 keV Ga+ ions. The sample stage was biased to -4 kV, such that negative 
secondary ions were preferentially accelerated towards the detector. 
Secondary electron imaging was used to locate the pre-patterned region 
(figure 3.16b). Subsequently, SIMS was performed to detect the oxygen content, i. e. 
an atomic mass of 16, of the area encompassing the patterned regions. A map of the 
oxygen yield (figure 3.16c) shows that the patterned regions exhibited clear 
enhanced oxygen signals compared to the background surface. Furthermore, the fact 
that the surrounding area showed a uniformly low oxygen count indicates that the 
sample remained largely passivated for the few days between initial passivation and 
this SIMS analysis. 
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nanostructures and corresponding SIMS oxygen map (c). (AFM 
image z-range =5 nm). 
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Unfortunately, no quantitative analysis of the relative oxygen yields from the 
patterns and the background sample could be gained from these results. 
Nonetheless, the strong contrast of the pattern regions in figure 3.16c was conclusive 
proof that the local oxidation technique employed here was indeed fabricating oxide 
nanostructures. 
3.6. Summary 
The work in this chapter has explored some of the many experimental factors that 
affect the local oxidation of silicon and titanium surfaces, in order to gain a better 
understanding of the nanostructuring process. In addition, this has been achieved 
using both contact and intermittent-contact modes of atomic force microscopy, 
whilst EDX and SIMS have been to characterise the oxide patterns. 
In contact mode, one method of tip coating has been demonstrated successfully. The 
coating process was, however, hard to control and resulted in cantilevers differing 
greatly from one batch to the next, in terms of both cantilever warping and the 
longevity of the tip during local oxidation experiments. An improved coating 
method is needed in order to improve the yield of coated cantilevers, as well as the 
longevity of the tips. 
In summary, this work has confirmed that the necessary components are in place to 
fully assess the potential of the local oxidation nanostructuring process in a future 
nanostructuring platform as laid out in § 1.4. The next two chapters develop this 
work further, with investigations into minimum oxidation timescales and the effect 
of fast tip speeds. 
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4. ASSESSING LOCAL OXIDATION TIMESCALES 
In order to ascertain whether local oxidation is a suitable candidate for 
nanostructuring in short timescales and high tip speeds it is necessary to optimise the 
various parameters that affect the process, using a conventional AFM (Dimension 
3100). An optimised oxide nanostructure is the one that is the most readily 
detectable by subsequent AFM imaging. Hence, when the conditions for 
nanostructuring are made more severe, in terms of shorter timescales and faster tip 
speeds, there is a greater chance that any oxidation that has occurred will be 
detectable. As experiments progress to shorter timescales, it is important to control 
as many of the variables affecting oxide growth as possible. 
As discussed previously, the relative humidity of the surrounding air plays a crucial 
role in the oxidation process. Namely, the higher the relative humidity the greater 
the resulting volume of oxide created. The dependence of oxidation formation on 
relative humidity has been discussed extensively in the literature, and as such will 
not be investigated in the thesis. Having control of the humidity is, however, 
important, particularly when performing oxidation experiments for long periods, 
since the relative humidity of the air can fluctuate as much as 30 % from day to day. 
To this end, an environmental chamber was constructed for the Dimension 3100 
(figure 4.1). The relative humidity inside the chamber was controlled by two flows 
of nitrogen gas, one dry, the other water saturated. By adjusting the relative flow 
rates of these two N2 sources, the RH could be varied from 10 - 80 % to an accuracy 
of -2%. The relative humidity was monitored with a commercial humidity sensor 
(Vaisala, Helsinki, Finland) placed within the chamber. The relative humidity was 
kept fixed during experiments at a value between 50 and 70 %. Ideally, a relative 
humidity above 70 % should be used. Raising the RH this high was, however, time 
consuming due to large volume of the chamber and, moreover, increased the risk of 
condensation on the scan tube, resulting in electrical short circuiting. 
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4.1. Nanostructuring on sub-microsecond timescales 
As shown in chapter 3, oxidation was easily achieved on microsecond timescales and 
above. To ascertain the minimum timescales for which local oxidation can occur, a 
signal generator, with a bandwidth of - 500 MHz, was employed to provide bias 
pulses as short as 10 ns, with a maximum time of 90 ns between pulses. Since a 
conventional AFM was used, the tip was not able to move far enough in such short 
times to create single nanostructures. Hence, the resulting oxidation was of a build- 
up of oxide from successive bias pulses. Therefore, despite only being able to 
fabricate nanostructures as a result of a superposition of oxide growth from each 
pulse, it was possible to determine whether local oxidation can still occur on these 
short timescales. For example, if the oxidation reaction could not occur on 10 ns 
timescales then oxidation of the surface would not be observed no matter how many 
10 ns pulses were applied. 
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Figure 4.1: Humidity chamber for Dimension 3100 AFM. The chamber 
(1) has dry and wet nitrogen gas inlets, the flow of each is controlled by a 
valve (2). The wet flow is generated by passing nitrogen gas through a 
water vessel (3). The humidity inside the chamber is monitored by a 
commercial humidity sensor (4). 
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4.1.1. Sub-microsecond timescales in intermittent-contact 
Experiments were conducted on hydrogen-passivated silicon samples with 
conductively coated silicon cantilevers (PointProbe, Nanoworld, Neuchatel, 
Switzerland). The RH of the ambient air was 55 %. The oxidation pattern was 
determined by the path of the tip over the surface. In order that the tip does not visit 
a particular area more than once the pattern was chosen to be 8 diagonal lines 
covering the scan area from top to bottom. This was easily achieved by setting the 
AFM image to 8 scan lines (trace and retrace give a total of 16 pass of the tip over 
the scan area), rather than the standard 256 or 512 used for imaging. These 8 lines 
were implemented at 1 µms-' over a1 µm2 area. 
The 8 lines resulting from the procedure described above could easily be made out 
by subsequent imaging (figure 4.2), clearing showing the path of the AFM tip over 
the surface. Each of the three oxide patterns was a result of the superposition of 
oxide growth from many single pulses, whereby the individual pulse time was 
reduced from 1 As (figure 4.2a) to 100 ns (figure 4.2b) and further still to 10 ns 
(figure 4.2c). The pulses in each case had a magnitude of -12 V and were repeated 
with a period 10 times the pulse duration, i. e., at frequencies of 100 kHz, 1 MHz and 
10 MHz, respectively. 
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Figure 4.2: Oxide lines fabricated by repetition of 1 As (a), 100 ns (b) and 10 ns (c), 
-12 V bias pulses, in intermittent-contact. The repetition period is ten times the pulse 
time, such that the total exposure time remains constant. (z-range =5 nm). 
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Unfortunately, the 10 ns timescale represented the limit of possible outputs from the 
signal generator. Furthermore, parasitic capacitance in the tip bias circuit between 
the SAM and the AFM head lead to the 10 ns pulse being broadened to - 20 ns 
whilst the voltage magnitude dropped from -12 V to - -6 V. This effect 
subsequently manifested itself in the dimensions of the oxide lines. 
Mean line heights for each pattern were measured by taking a vertical section 
through the mid-point of the pattern and averaging the heights of each line. The 
mean line heights were found to decrease from - 1.2 nm for the 1 µs lines, to - 1.1 
nm for the 100 ns lines, and - 0.8nm for the 10 ns lines. The lack of height 
difference between the patterns was due to the lines being effectively constructed 
from a superposition of single oxide dots, which coalesced as the tip scanned across 
the surface. In a 10 ps timeframe, for example, all three patterns contained a total 
exposure time of 1 µs to the tip bias. Since the tip scan speed was slow compared to 
the pulsing frequency, the oxide growth from a single 1 µs pulse was effectively the 
same as that of ten 100 ns pulses. The same would almost certainly have been true 
for the 10 ns pulses if the voltage had not dropped to -6 V. 
This is highly encouraging, and hence makes local oxidation nanostructuring a likely 
candidate for fabricating nanostructures at high speed, as well as on short timescales. 
Furthermore, the sample itself was rough compared to other hydrogen-passivated 
silicon samples shown earlier in this chapter. This, however, has not prevented clear 
oxide lines being fabricated and is a clear testimony to the versatility of this 
nanostructuring technique. 
4.1.2. Sub-microsecond timescales in contact mode 
Experiments investigating sub-microsecond local oxidation while operating the tip in 
contact with the surface have followed much the same path as with intermittent- 
contact studies in §4.1.1. All experiments were conducted with platinum coated 
silicon nitride cantilevers (see §3.4.1 for details on the tip coating) and using the 
same hydrogen-passivated silicon samples. Identical voltage conditions were used 
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as those for the intermittent-contact studies, and again in an ambient atmosphere 
with 55 % RH. A pattern of diagonal lines covering the scan area from top to bottom 
was fabricated by setting the AFM image to 8 scan lines. Likewise, the tip is set to 
scan at 1 µms-' over a1 µm2 area. 
The oxide patterns were created as a result of biasing the tip at -12 V repeatedly for 
1 As (figure 4.3a), 100 ns (figure 4.3b) and 10 ns (figure 4.3c). As described 
previously, each pulse repetition had a period 10 times the time for a single pulse, 
although the 10 ns pulse was again broadened and reduced in magnitude due to 
bandwidth limitations in the circuit. 
The resulting oxide patterns were seen to be much broader than in intermittent 
contact. This was as expected since the formation of a distinct water neck is 
restricted by the close proximity of the tip to the surface. The mean heights were 
found to be - 1.4 nm for the I µs pulse pattern, - 1.2 nm at 100 ns and - 1.0 nm for 
the 10 ns pulse pattern. These nanostructure heights were comparable to those 
produced in intermittent contact. 
The difference in variation of line heights between the contact mode results here and 
the intermittent-contact patterns in §4.1.1 can be attributed to the tip dynamics and 
the interaction with the water layer. In intermittent-contact the tip-sample distance 
will vary for each pulse, since the pulse time was less than the oscillation period of 
the cantilever. Specifically, the oscillation frequency of the cantilever was 
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Figure 4.3: Oxide lines fabricated by repetition of single -12 V bias pulses of 1µs (a), 
100 ns (b) and 10 ns (c), in contact mode. The repetition period is ten times the pulse 
time. (z-range =5 nm). 
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- 300 KHz and hence the oscillation period was -3 µs. Therefore, the bias pulse 
times in this experiment range from 3- 300 times less than the cantilever oscillation. 
Since the bias pulsing was not synchronised to the cantilever oscillation, the field 
strength and hence volume of oxide grown will vary for each pulse. For a total bias 
time, for example 100 µs, which will encompass many pulses, it is reasonable to 
assume that the total oxide growth will be approximately the same, regardless of the 
individual pulse lengths. In contact mode, however, the field strength remains 
constant for each pulse. Furthermore, the field strength will on average be higher 
than that for intermittent-contact since the tip is in contact with the surface. 
Although, the field strength will be compromised by the lower tip radius of curvature 
indicative of silicon nitride AFM tips. Regardless of this, a faster rate of oxide 
growth is expected. This is indeed what is observed, with 0.1 - 0.2 Mn more growth 
recorded for the contact mode patterns over those fabricated in intermittent-contact. 
Further conclusions to be drawn from this experiment were that the oxide growth 
must be capable of displacing the contact mode AFM tip, since the response time of 
the z-piezo is several tens of microseconds, i. e., at least a factor of ten greater than 
the pulse times used in this experiment. Evidence for tip damage was, however, 
obvious in figure 4.3c, proving again that oxidation in contact mode can be 
detrimental to the longevity of the tip. 
As in intermittent-contact, sub-microsecond nanostructuring timescales have been 
demonstrated. This was an important step towards realising the potential of contact 
mode HSAFM for nanofabrication, since it has been confirmed that the oxidation 
reaction can occur on timescales relevant to HSAFM. 
4.1.3. Summary 
The experiments above have not been able to determine the minimum timescale for 
which local oxidation can occur. It can be said, however, that oxide growth can 
certainly occur on timescales as low as 10 - 20 ns. To investigate shorter timescales 
would require, for example, a signal generator with a bandwidth of at least 1 GHz. 
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For a technique such as local oxidation to be suitable for future nanofabrication or 
data storage applications, precise control of the lateral size and positioning of oxide 
growth is all-important. The next section, describes experiments undertaken to 
determine the minimum nanostructuring timescales for the creation of single oxide 
nanostructures. 
4.2. Minimum timescales for single oxide nanostructures 
To investigate the minimum timescales for which single oxide nanostructures remain 
well resolved a new method for bias generation was required. The NanoScript 
software is limited to a time resolution of 10 its, whereas the signal generator is only 
capable of continuous waveforms, not single bias pulses. The solution was the use 
of a high-speed arbitrary waveform generator which was programmed in LabVIEW 
to output custom bias pulses. 
4.2.1. Development of LabVIEW routine for single bias events 
The hardware chosen for the purpose outlined above was the NI 5421 Arbitrary 
Waveform Generator (AWG) (National Instruments). This particular AWG has an 
analogue output line with a bandwidth of 25 MHz (square wave) and a maximum 
output voltage of f 12 V (Vpk_pk). For software communication purposes the AWG 
has 32 Mb of onboard memory and a sample clock rate of 100 MSs"1, with 16-bit 
resolution. 
Figure 4.4 shows the front panel of the Pulse Selection VI. The voltage 
characteristics can be set by the user before the pulse in generated. Most 
importantly, the pulse time and voltage magnitude must be chosen. The complete 
sequence can be constructed of up to 4 pulses, of different times, but with the same 
voltage. In the case where more than one pulse is required, the time between 
successive pulses can be set. This basic pulse sequence is then displayed on the 
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graph. The user can also select to repeat the sequence as many times as may be 
required to make the pulse waveform 
When the VI is run, the bias pulse waveform is loaded onto the onboard memory of 
the AWG and the VI waits for the user to trigger signal generation by clicking the 
SW Trigger button. There are three different triggering modes available: "single" 
outputs the pulse waveform once, and once only; "stepped" will generate the 
waveform each time the user clicks the SW trigger button; and "continuous" repeats 
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Figure 4.4: Front panel of LabVIEW routine for generating custom tip bias signals. 
After completing the programming of the VI, the signal output was tested. 
Figure 4.5 compares the output of a single 100 ns pulse of -10 V straight to an 
oscilloscope, and two further 100 ns pulses with the tip and sample connected. The 
direct output of from the PC to the oscilloscope shows a well defined 100 ns pulse 
(black line), with a 30 ns settling time for the output to reach the required voltage. 
This is in good agreement with the technical specifications for the NI 5421 AWG, 
which state an output bandwidth of 25 MHz, and thus excludes the oscilloscope from 
possible contributions to the prolonged rise/fall time. The second pulse (red line) 
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corresponds to the tip and sample being connected and suffers severe deterioration in 
signal quality, with a drop in peak voltage to - -8 V. Further inspection, using a 500 
ns pulse, revealed that the eventual rise time to -10 V was of the order of 200 ns. 
This reduction in pulse quality is attributed to capacitance effects in the tip bias 
circuit of AFM-SAM electronics, as alluded to in §4.1. Removal of the AFM head 
from the scan stage returned the signal to -10 V. To overcome this, a thin layer of 
insulating nail varnish was added to the underside of the cantilever chip and to the 
clip on the cantilever holder to completely isolate the cantilever chip from all 
circuitry apart for the LabVIEW bias signal. The third pulse (blue line) shows the 
output with the insulation in place. Clearly, the signal has recovered to a certain 











Figure 4.5: Signal integrity of Pulse Selection VI output: 100 ns 
pulse straight to oscilloscope (black); 100 ns pulse with uninsulated 
tip and sample connected (red); 100 ns pulse with insulated tip and 
sample connected (blue). 
4.2.2. Single oxide nanostructures in intermittent-contact 
With the capability of single bias events now in place, experiments were undertaken 
to determine the smallest time possible to create single oxide nanostructures. 
Modifications to the experimental setup were made to isolate the sample from the 
AFM base plate. The sample was grounded via a direct connection to the metal stub, 
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as before, using conductive epoxy. Before the curing, however, a wire is embedded 
into the epoxy which serves as an earth connection from the stub and silicon sample 
to the AWG. The metal stub is isolated from the base plate of the Dimension 3100 
by a glass cover slip. 
The oxidation process depends critically on a small, but finite, current flow. By 
making these direct connections from the AWG to the AFM chip holder and to the 
metal stub below the sample, the reliability of the oxidation experiments was 
improved. This crude method bypassed the internal electronics of the Dimension 
3100 head and signal access module, which were thought to be the origin of the 
parasitic capacitance and unreliable continuity causing reduced bias voltages. 
In order to acquire an accurate relation between bias timescales and oxide growth, a 
large range of timescales (10 ns - 100 µs) was investigated. Oxide nanostructures 
were fabricated with single bias pulses to a platinum-coated tip with a magnitude of 
-12 V. In order to have a set of identical nanostructures for analysis, the single pulse 
was repeated every 20 ms whilst scanning at 2 µms'1 such that lines of single oxide 
features were fabricated. The tip was set to scan 4 lines over 2x2 µm area, which 
resulted in the fabrication of 40 oxide dots per line. Subsequent analysis of oxide 
dimensions was undertaken using 50 randomly selected nanostructures from each 
pattern. 
Imaging of the oxide nanostructures showed a clear reduction in oxide size over the 
timescale range (figure 4.6). Whilst clear oxide features are evident on timescales 
greater than 1 µs (figures 4.6a-d), structures created on shorter timescales are often 
hard to identify against the background surface roughness. This is especially true for 
500 ns oxide features (figure 4.6f), although section analysis does provide significant 
evidence of oxide nanostructures (figure 4.7). A succession of sharp peaks can be 
seen, three of which are indicated in both figure 4.6f and figure 4.7. The peaks have 
constant separation of 40 nm, which is as expected for a tip moving at 2 µms-1 and a 
pulsing period of 20 ms. No oxide formation was observed in either the topographic 
or phase contrast AFM images for bias events shorter than 500 ns. The variation of 
mean height (figure 4.8a) and mean width (figure 4.8b) (width measured at the base) 
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with decreasing pulse time was calculated for 50 nanostructures at each pulse time. 
The error bars represent ±1 standard deviation of the dimensions of these 50 oxide 
features. For 500 ns oxide nanostructures the mean height is - 0.6 nm, whilst the 
mean width was of the order of only 15 nm, demonstrating the high resolution 
attainable with local oxidation, under optimum conditions. 
Figure 4.6: Oxide nanostructures produced in intermittent-contact 
with single -12 V pulses of 100 As (a), 50 its (b), 10 As (c), 5µs (d), 
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Figure 4.7: Section analysis of 500 ns oxide 
nanostructures. The black bracket indicates the same 
three nanostructures highlighted in figure 4.6f. 
103 







0 0.5 I 
0 
0.1 1 10 100 1000 
(b) 40 









0.1 1 10 100 1000 
Pulse Time (Ns) 
Figure 4.8: Variation of heights (a) and widths (b) with pulse time, 
for single oxide nanostructures fabricated in intermittent-contact. 
As reported in the literature, for longer oxidation times, the oxide height had a strong 
logarithmic dependence on the pulse time. Empirical fitting by a direct-log model of 
oxide growth proposed by Uhlig (1956), with a power-of-time dependence (Dubois 
& Bubendorff, 2000), provides a remarkably good fit to the oxide height of the 
nanostructures fabricated in times of 10 µs and shorter (figure 4.9a). The form of the 
fitting function was 
h(t)= kln(t''/r+1) (11) 
with the fitting parameters k, r and y, as defined in §3.2.1. The fitting parameters 
were found to take the values k -º -0.006 m, r --> -1.06 x 105 s and y -+ 0.30, for 
distances in metres and times in seconds. The value for y is in good agreement with 
previous work by Dubois & Bubendorff, (2000), who quote values between 
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0.2 and 0.5, and Dagata et al., (2000) who calculated a value of 0.4 in their work. 
The parameters k and r are governed by experimental factors and reflect the mode of 
AFM operation, voltage and tip shape, as well as the units used in the modelling 
(metres and seconds in this case). Consequently, these are not easily comparable to 
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Figure 4.9: Modelling of nanostructure height (a) and width (b) 
dependence on bias time. Dots correspond to dimensions of oxide 
nanostructures in figures 4.6(c) - (f). The line is calculated from 
empirical fitting of oxide dimensions to a direct-log power-of-time 
growth model. Insets show comparison of fittings to all six sets of 
nanostructures. 
Above 10 µs the oxide height reaches a plateau whereby further increase in pulse 
time makes little difference to the observed oxide heights. A comparison of the 
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heights of the 50 µs and 100 µs nanostructures are shown in the inset. This could be 
attributed to the operation of the AFM tip very close to the surface, which is required 
in order to provide as strong an electric field as possible between the tip and sample 
with a -12 V tip bias (the upper limit of the NI 5421 AWG). By operating so close 
to the surface, the stiffness of the cantilever may restrict the vertical growth of the 
oxide to - 1.6 nm. 100 µs is likely to be less than the response time of the AFM 
z-piezo (bandwidth of the order of a few kilohertz), hence the AFM feedback control 
is not capable of raising the tip away from the surface to allow more oxide growth. 
It was found that a low cantilever drive amplitude was essential for achieving 
reliable oxidation on such short timescales in intermittent-contact. On timescales 
less than the cantilever oscillation period, a low drive amplitude reduces the 
variation in field strength throughout the oscillation. 
Interestingly, the average growth rate for the 500 ns oxide dots is 1.2 x 106 nms'1. 
According to previous reports (Snow et al., 2000) this is closer to that proposed for a 
hydrophilic surface, rather than the hydrophobic surface expected after passivation 
of the silicon sample by an HF immersion. Despite being macroscopically 
hydrophobic, its has been previously observed that passivation by HF can leave 
small-scale defects in the passivation in the form of Si-F and Si-OH surface bonds, 
rather than solely Si-H bonds (Gordon et al., 1995). These defects can lead to the 
onset of native oxidation as soon as the sample is removed from the HF solution, and 
subsequently makes the sample progressively less hydrophobic. 
A similar logarithmic dependence on pulse time is also observed for the widths of 
the oxide features (Figure 4.9b). The nanostructures fabricated on 50 µs and 100 µs 
timescales again appear as outliers, with narrower widths than predicted by the 
model. Similarly to the discussion of oxide height, the limited vertical range of the 
tip will manifest itself in the dimensions of the water bridge between the tip. and 
sample. Given fixed experimental conditions (humidity, sample hydrophobicity and 
tip radius of curvature) the maximum width of this water bridge, at its base, will 
remain unchanged on timescales less than the response time of the z-piezo, i. e. for 
constant zero-point of the cantilever oscillation. Since oxide formation is restricted 
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to the confines of the water bridge, this would account for the observed maximum 
oxide width. 
In chapter 1 it was proposed that ideal timescales for future nanostructuring systems 
would be in the nanosecond regime. Extrapolating the fitting functions discussed 
above to 10 ns timescales suggests that oxide formation in this time frame would 
possess a height of 0.2 nm and a width of 10.2 nm. It is, therefore, not surprising 
that single oxide features cannot be seen on these timescales, since the height value 
is similar to the surface roughness measured in §3.3.1 and the width is the almost 
equal to the tip radius of curvature of 10 nm (as quoted by the manufacturer 
(Nanoworld) and before the additional conductive coating). In intermittent-contact 
mode AFM, the imaging resolution is mainly limited by the tip radius of curvature 
(Zhong et al., 1993). Moreover, the onset of native oxidation, indicated by the 
growth rate of the 500 ns oxide nanostructures, will have caused the surface to 
roughen and, consequently, would likely prevent oxidation on timescales less than 
500 ns from being observed. 
4.2.3. Single oxide nanostructures in contact mode 
Continuing from the experiments conducted with intermittent-contact AFM, 
LabVIEW was used to investigate the possibility of creating single nanostructures on 
timescales in the nanosecond regime, with contact mode AFM. 
In this section an improved platinum coating method was used to make the silicon 
nitride probes conductive. The silicon nitride cantilevers (MicroLevers, Veeco) used 
here come with a reflective layer on the back-side, consisting of a 60 nm layer of 
gold on top of a2 nm layer of chromium. To make the front-side (tip-side) 
conductive a 60 nm layer of platinum on a2 nm layer of titanium was deposited. 
The titanium layer improves the adhesion of platinum over direct deposition of 
platinum onto silicon nitride. In order to prevent the cantilever warping with the 
weight of this additional layer, an equivalent coating was deposited onto the back- 
side, on top of the gold-chromium layer. 
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The sample was once again hydrogen-passivated silicon, with electrical connections 
to the tip and sample made, thus avoiding the internal circuitry of the AFM. The 
cantilever set-point was chosen such that the tip was only just tracking the surface, 
thus imparting as little force as possible onto the surface, and hence reducing the 
likelihood that oxidation will occur anywhere other than directly below the tip apex. 
Voltage pulses, configured in LabVIEW, were set to a maximum of 1 ms and were 
reduced to 10 ns. The voltage magnitude was kept at -12 V throughout. 
Figure 4.10: Oxide nanostructures 
produced in contact mode with single 
-12 V pulses of I ms (a), 500 As (b), 200 
As (c), 100 As (d), 50 its (e), 20 its (e) and 
10 µs (f). (z-range =5 nm). 
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Figure 4.10 shows topographic AFM images of each set of nanostructures, from 
1 ms to 10 ps pulses. For pulse times below 10 ps no oxide nanostructures were 
observed. The effect of reducing the bias time for a single nanostructure is borne out 
in analysis of the dimensions of the oxide structure (figure 4.11). As expected, both 
heights and widths show a logarithmic decline with bias times. Nanostructures 
fabricated in 10 µs were, like those grown in 500 ns in intermittent-contact, often 
hard to resolve against the background. This is indicated by the large standard 
deviation of both heights and widths of these structures, shown as error bars in figure 
4.11. Subsequent imaging of the nanostructures suffers from a loss of resolution, 
most notable in figures 4.1Oe - 4.10g. This indicates probable tip damage that will 
have undoubtedly affected the oxidation process. The experiment was, however, 
repeated several times. Despite this, the minimum timescale for which well-resolved 
nanostructures were observed remained at 10 µs. Nanostructure dimensions at this 
timescale were measured to be 0.2 x 40 nm. 
As performed previously for nanostructures fabricated in intermittent-contact, the 
dimensions of each set of nanostructures were fitted to a direct-log power-of-time 
model. Figure 4.12a shows a fitting to the oxide heights, for which the fitting 
parameters were k --p -0.001 m, i -+ -7.43 x 104 s and y -+ 0.31. Again, the power- 
of-time parameter y is within the accepted range. 
The widths were not so well fitted by an explicit direct-log power-of-time model. 
The black line in figure 4.12b is the fit for this case which holds for timescales of 
less than 100 µs. From this fit, however, the minimum contact radius ro, between the 
tip and sample was determined as 17 nm. This is realistic as it is the same order of 
magnitude of the tip radius of curvature. An improved fit was obtained by including 
a radial diffusion and Fowler-Nordheim term, as discussed in §3.2.1 (equation 10), 
and depicted by the red line in figure 4.12b. Although, this fit diverges for 
timescales longer than 1 ms since a t°'s term contained in C(V, t, H) dominates the fit 
on long timescales. 
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Again, the fitting functions can be invoked in order to predict the size of oxide 
formation on timescales shorter than 10 µs. In §4.1.2 it was shown that oxide 
formation occurred as a result of repeated pulsing on 10 - 20 ns timescales. Using 
the fitting to single oxide features, oxide growth for a time of 10 ns is predicted to 
achieve a height of only 0.4 A and a width of 7.5 nm. Clearly, detection of oxidation 
on these scales is remote given the surface roughness of - 0.2 nm and the large tip 
radius of curvature (20 - 60 nm) associated with contact mode cantilevers (Veeco). 
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Figure 4.11: Variation of heights (a) and widths (b) with pulse 
time, for single oxide nanostructures fabricated in contact mode. 
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Figure 4.12: Modelling of nanostructure height (a) and width (b) 
dependence on bias time. Dots correspond to dimensions of oxide 
nanostructures in figure 10. Black lines are calculated from 
empirical fitting of oxide dimension to a direct-log power-of-time 
growth model. Red line in (b) includes additional radial diffusion 
and FN terms. 
4.2.4. Single oxide nanostructures for data storage 
In terms of data storage, these minimum nanostructure sizes correspond to the size of 
a single data bit. The storage density depends on the arrangement of bits on the 
surface. A low density would be achieved with the bits were arranged in a square 
pattern and separated by spaces the same width as the bits. A high density would 
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require the bits to be written directly next to each other. For intermittent-contact 
local oxidation, with a bit size of 15 nm, storage densities of 0.7 Tbits/inch2 for the 
low density arrangement and almost 3 Thits/inch2 for the high density configuration 
would be realised. In contact mode this would be reduced to 0.1 Thits/inch2 and 0.4 
Thits/inch2 for low and high density arrangements, respectively. 
4.3. Summary 
The work in this chapter has shown that local oxidation can be applied to 
intermittent-contact mode atomic force microscopy on timescales as short as 500 ns, 
in order to create single nanoscale structures. This is the shortest timescale thus far 
reported for the formation of individual oxide nanostructures (cf. Garcia. et al., 
1999). In contact mode operation, the minimum timescale was somewhat longer, 
whereby a bias time of 10 µs was required in order to resolve oxide nanostructures 
against the background. These results also go some way to confirming the 
predictions of minimum timescales in the literature, for example, a minimum 
exposure time of - 300 ns was proposed by Snow et al. (1999) in order to create a 30 
nm wide oxide dot in contact mode. The minimum time required for oxide 
formation to occur was, however, less than the bandwidth of the signal generation 
instruments available at this time, since clear oxide patterns were fabricated with 
repeated biasing on 10 - 20 ns timescales. Oxidation on such short timescales gave 
rise to nanostructures with dimensions as low as 0.6 x 15 nm and 0.2 x 40 nm for 
intermittent-contact and contact modes, respectively. The widths of these 
nanostructures sizes are 1.5 -4 times the minimum feature size suggested in § 1.4 for 
future nanostructuring techniques. 
In summary, these minimum timescales studies have concluded that local oxidation 
has considerable potential in applications where there is the need to pattern surfaces 
in short timescales. To realise the true potential of local oxidation for 
nanofabrication, a method for addressing the sample surface at faster speeds is 
required. Chapter 5 describes the use of a resonant scanning stage, the basis of the 
Bristol high-speed atomic force microscope, for this purpose. 
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5. HIGH-SPEED NANOSTRUCTURING 
The previous two chapters described detailed investigations into the local oxidation 
nanostructuring technique, and assessed the timescales on which it could be applied. 
This chapter develops the second component of a high-speed nanostructuring 
system: a method of addressing the sample surface in short timescales. 
The solution to this was found in the form of a high-speed atomic force microscope 
(HSAFM), as discussed in §2.5.1. The HSAFM developed in Bristol 
(Humphris et al., 2005) centres on a resonant scanning stage, capable of relative 
speeds between the tip and sample as high as 20 cros". Such high tip speeds impose 
strong constraints on nanostructuring timescales. Clearly the tip must be effectively 
stationary with respect to the nanostructure as it is created, in order to achieve as 
small a feature size as possible. So the smallest required feature determines the 
shortest nanostructuring timescale. Larger features can simply be fabricated by 
repeating the nanostructuring process many times at the shortest timescale or by 
increasing the nanostructuring time if the tip is moving in a suitable direction. For a 
minimum feature size of 10 nm it is reasonable to suggest that the tip should move 
1 run or less whilst the nanostructure is created, assuming that the tip has a small 
enough radius of curvature to allow it. A tip scanning at 10 cros'', moves 1 nm in 
10 ns. Therefore, nanostructuring timescales of 10 ns should be considered ideal. If 
the tip moves a significant amount whilst the nanostructure is created, the feature 
will be stretched along the axis of motion, so larger than required laterally, and most 
likely smaller in height than expected. 
The local oxidation nanostructuring process investigated in chapters 3 and 4 has 
largely fulfilled this requirement. Repeated oxide formation was demonstrated on 
10- 20 ns timescales, whilst timescales of 500 ns and 10 gs were required to 
fabricate resolvable single oxide nanostructures in a single pass with intermittent- 
contact and contact modes of AFM, respectively. Consequently, this chapter 
investigates the possibility of combining of local oxidation with resonant scanning 
microscopy to facilitate a high-speed nanostructuring platform. 
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5.1. High-speed AFM scan stage 
The resonant scan stage is the unique component of the HSAFM. Similarly to 
conventional AFM, it consists of a fast-scan axis and a slow-scan axis. The fast-scan 
axis is provided by a quartz crystal resonator, in the form of a tuning fork, similar to 
those found in digital wrist watches. The two legs (tines) of the tuning fork oscillate 
laterally in opposite directions, and when driven at resonance (32.768 kHz) provide a 
highly stable, high amplitude oscillation. The stability is a consequence of the high 
quality factor of the resonance (- 6000) typical of such quartz resonators. The slow 
scan axis is provided by a piezo actuator oscillating at 15 - 30 Hz. 
As alluded to in §2.5.1, the tuning fork and piezo actuator can be combined in two 
distinct arrangements: scanned-sample HSAFM and scanned-tip HSAFM. Both of 
these configurations are described in greater detail in the following sections. 
5.1.1. Scanned-sample configuration 
Figure 5.1 shows the high-speed scanned-sample stage. The tuning fork was 
attached to a glass block (4.0 x 4.0 x 0.7 mm), which in turn was clamped onto the 
end of the piezoelectric actuator. The piezo gave rise to the slow-scan axis, moving 
in a direction perpendicular to the motion of the legs of the tuning fork. The sample 
of interest was mounted onto one leg of the tuning fork. Since the width of a tuning 
fork leg is - 0.7 mm, the sample was limited to lateral dimensions of the order of 
1 mm2. In order to keep the tuning fork balanced, and to maintain a high-Q 
resonance, a counterweight with similar characteristics to the sample (surface area 
and weight) was fixed to the other leg of the tuning fork. The addition of the sample 
and counterbalance to the tuning fork caused a drop in the resonant frequency and a 
damping of the oscillation amplitude compared to the frequency response of the 
unladen resonator. 
The high-speed scan stage was positioned under the head of the Dimension 3100 
AFM (Nanoscope III, Veeco). Three small magnets, arranged in a triangular 
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formation on the underside of the high-speed scan stage, held the scan stage in a 
stable position on the base plate of the AFM. The deflection of the AFM cantilever 
was monitored in the usual fashion with an optical lever. Using a commercial AFM 
head to hold the cantilever provided the added benefit of a coarse scanning 
capability. The scan tube of the Dimension 3100 AFM head allowed the tip to pan 
around the sample, whilst imaging at high-speed. Chapter 6 shows some examples 
of high-speed imaging in this configuration. 
Figure 5.1: High-speed AFM scanned- Figure 5.2: A millimetre-sized silicon 
sample stage. The quartz crystal resonator sample, with conductive epoxy (1) and 
(1) provides the fast-scan axis and is glass counterbalance (2) mounted on 
clamped to the slow-scan piezo actuator (2). the quartz crystal resonator. 
5.1.1.1. Preparation of millimetre-sized silicon samples 
Hydrogen-passivated silicon samples were prepared as described previously in 
§3.3.1, before being cleaved to down to the required size. One of these millimetre- 
sized silicon samples was attached to the right-hand leg of the tuning fork. A glass 
block (1.0 x 1.0 x 0.7 mm) was mounted to the other leg to act as the counterbalance 
(figure 5.2). In order to provide an electrical connection to the sample, as required 
for nanostructuring, a small amount of conductive silver epoxy was spread from the 
base of the sample to the electrode on the surface of the tuning fork leg. The 
combination of silicon, glass block and epoxy added a substantial mass to the 
system, compared to that of an unladen tuning fork. This resulted in a severely 
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damped oscillation, as well as lowering the resonant frequency to 15 - 20 kHz, 
compared to that of an unladen tuning fork (figure 5.3a). The drive amplitude of the 
tuning fork in this particular case was only 0.051 V. A high amplitude oscillation 
(1 -2 µm), required for HSAFM operation, was achieved by increasing the drive 
amplitude by a factor of - 13 to 0.644 V (figure 5.3b), although the quality factor of 
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Figure 5.3: Frequency sweeps for unladen (a) and laden (b) 
tuning forks. The laden tuning fork response (red line) is 
overlaid on the unladen response (blue line) in (a) for 
comparison. A high amplitude oscillation is regained in (b) 
with a drive voltage - 13 times higher than that in (a). 
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5.1.1.2. Bias signal considerations 
The tuning fork comprises of a pronged quartz crystal with a pair of electrodes 
running over its surface. Both electrodes have components on both prongs, but in 
opposite configurations. The oscillation of the tuning fork is a response to the AC 
drive signal which is applied to one set of electrodes. The other set of electrodes is 
used to monitor this response so that the oscillation can be tuned to its resonance. 
Once the resonance has been located the response signal is no longer required. The 
contacts on the top surface of each leg of the tuning fork belong to opposing 
electrodes (see figure 5.2). Therefore, the electrode which does not have the sample 
on its contact can be used to drive the tuning fork, whilst the electrode with a contact 
running to the sample can be used to electrically ground the sample. This grounding 
does not interfere with the tuning fork oscillation, instead it provides a reference for 
the drive signal, which previously had a non-specific zero-point. 
5.1.2. Scanned-tip configuration 
For scanned-tip HSAFM, the cantilever substrate, to which the microcantilevers 
come attached, is mounted on one leg of the tuning fork. To minimise the weight of 
the assembly, and hence the mass the tuning fork has to move, the substrate is cut in 
half with the `non-useful' half attached to the other leg of the tuning fork to provide 
the counterbalance. Figure 5.4a shows the tuning fork in this configuration. The 
tuning fork (with cantilevers) is soldered into a holder (Infinitesima Ltd, Oxford, 
U. K. ) to provide electrical connections to the tuning fork. Finally, a custom-built 
perspex attachment for the Dimension 3100 AFM scan tube has been designed 
(Brayshaw & Picco, 2004), to which the tuning fork holder is fixed (figure 5.4b). In 
preparation for nanostructuring, a contact was made from the cantilever substrate to 
the tuning fork electrode using conductive epoxy. In this arrangement the bias signal 
must be applied via the tuning fork electrode. As discussed in §5.1.1.2, this is easily 
achieved by biasing the tip electrode and driving the tuning oscillation through the 
opposite electrode. 
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In this case, only the sample is moved by the piezoelectric actuator. This operates 
below the tuning fork and provides the slow-scan axis perpendicular to tuning fork 
oscillation, as shown schematically in §2.5.1. Samples prepared for local oxidation 
by conventional AFM are usually mounted on magnetic stainless steel stubs. The 
sample holder (figure 5.4c) is moved by the piezo stack and encompasses two small 
magnets to firmly hold such samples in place. For nanostructuring, the sample must 
be electrically grounded. A segment of copper sheet was, therefore, placed between 
the magnets and sample to provide a ground electrode. 
Figure 5.4: High-speed AFM scanned-tip stage. The two halves of the cantilever chip 
are mounted on the tuning fork (a) which in turn is soldered into a holder and 
attached to a perspex rig (b) that is mounted on the conventional AFM scan tube. 
The sample is magnetically secured to the piezo (c) and moves only in the slow scan 
direction. 
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Figure 5.5: High-speed image of a H- 
passivated silicon surface, obtained using 
the scanned-tip configuration of HSAFM 
in 33 ms. 
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Figure 5.5 shows a high-speed image on H-passivated silicon, obtained in 33 ms, in 
scanned-tip mode (see accompanying DVD for full HSAFM imaging). The lack of 
resolution was immediately obvious, and only surface contaminants or regions 
exhibiting the onset of native oxidation are easily visible. 
5.1.3. Scanned-sample versus scanned-tip 
Both configurations of high-speed AFM scan-stage assembly are capable of - 10 nm 
lateral resolution and better than 1 nm height sensitivity, although both have distinct 
advantages and disadvantages. 
The scanned-sample mode of HSAFM often requires considerable effort to 
miniaturise the sample, particularly for samples that are prepared by some form 
deposition from solution. The scanned-tip, however, requires a more complicated 
assembly, and is particularly prone to inadequate positioning of the cantilever with 
respect to the laser spot. In addition, as observed in the experiments, both 
configurations rely on precise positioning of the tip and sample, such that the 
scanning motion is parallel to the sample surface. 
Whilst the scanned-tip arrangement overcomes the need to miniaturise samples, 
allowing samples of '- 1 cm2 to be imaged, the preparation of millimetre-sized silicon 
samples was relatively straightforward compared to the assembly of the scanned-tip 
configuration. As a result, the scanned-sample mode of HSAFM was employed for 
all subsequent experiments. 
5.2. High-speed local oxidation in intermittent-contact mode 
To date, it is unknown, experimentally, what effect the physical motion of the AFM 
tip, at speeds three orders of magnitude greater than conventional AFM, has on the 
oxidation process. Experiments were, therefore, performed to ascertain whether 
oxidation still occurs at these increased tip speeds, using an oscillating AFM tip. 
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5.2.1. Experimental details and oxide formation 
For this proof of principle experiment, a platinum-coated silicon cantilever was used, 
the same type of cantilever that is usually used for non- and intermittent-contact 
imaging. The relative humidity was maintained at 55 %. The tip was brought into 
contact with the H-passivated silicon sample and an image acquired. On finding a 
suitable site for nanostructuring, i. e. a flat area -2x2 µm in size and clear of 
surface contaminants, the scan size was reduced to zero. The high-speed scan stage 
was then switched on, with arbitrary amplitudes applied to both the tuning fork, 
providing motion in the x-direction, and to the piezo providing motion in the y- 
direction. The frequency of the tuning fork in this instance was 17.74 kHz, whilst 
the piezo was operated at 30 Hz. Due to the use of a stiff silicon cantilever, rather 
than a soft silicon nitride cantilever, no high-speed image could be obtained in this 
configuration. The aim, however, was to observe the effect of a high tip speed 
relative to the sample. In this case the sample was moving at a maximum velocity of 
2.8 cros'1 under the stationary tip. The true velocity varies over the scan area due to 
the tuning fork executing simple harmonic motion. To initiate oxidation, the tip was 
repeatedly pulsed at -12 V. The pulse waveform consisted of a 100 ns, -12 V bias 
pulse, followed by a0V spacer, with a pulse frequency of 1 MHz. The total 
exposure time for this experiment was 1.0 s. 
This procedure resulted in the majority of the area covered by the tip being oxidised 
(figure 5.6a). In 1.0 s the piezo completed 30 periods of its slow scan oscillation. 
The tip, therefore, covered the scan area 60 times, and hence the oxidation pattern 
was built up over 60 passes. This is instant proof that the process of local oxidation 
is not restricted by these increased tip speeds. 
The non-uniformity of the oxidised area was attributed, in the main part, to defects in 
the scan stage assembly. The shape of the oxidised area resembled a parallelogram 
rather than a rectangle as a result of the tuning fork not being mounted truly 
perpendicular on its glass support. The sides of the parallelogram were not equal in 
length due to the tuning fork and piezo motions having differing amplitudes. The 
lack of homogeneity in the height of the oxide layer was clearly observed in section 
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analysis. The cross-section in figure 5.6b was constructed by taking sections 
through the oxide pattern, parallel to the piezo axis of motion, at 25 nm intervals and 
averaging the oxide height for each section. 
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Figure 5.6: Conventional AFM image of intermittent-contact high-speed oxide 
pattern (a) and averaged oxide height in 25 nm steps across the oxide pattern (b). 
(Conventional image z-range =5 nm). 
The variation in height was attributed to two factors. Firstly, the tuning fork 
dynamics are that of a simple harmonic oscillator. Consequently, the speed of the tip 
relative to the sample changed with position in the scan area. Hence, the exposure 
time of the tip to a particular region of the sample varied accordingly. At the 
maximum extent of the scan the tip was effectively stationary with respect to the 
sample. Further discussion of the effect of the tuning fork motion on oxide 
formation is provided in §5.2.2. The second factor was the physical tilt of the 
sample. The height of the oxide was significantly greater on the right hand side of 
the oxidised area than the left hand side, implying a decrease in the electric field 
strength over the area, from right to left, during biasing. This, in turn, meant that the 
tip must have been closer to the sample on the right than the left. The frequency of 
the tuning fork oscillation was of the order of 10 times the bandwidth of the AFM 
z-piezo. Conventional AFM feedback (which remained on throughout this 
experiment) is not capable of maintaining a constant tip-sample separation at these 
increased scan speeds. Two possible causes of this change of tip-sample distance 
were a tilt of the sample when mounted on the tuning fork leg or a slope in the 
motion of the tuning fork relative to the stationary AFM tip. 
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5.2.2. Modelling tuning fork motion and oxide height 
The existence of this sample tilt was confirmed by modelling the tuning fork 
dynamics and predicting the resulting oxide height using the direct-log model of 
oxide growth (see §3.2.1), as detailed below. 
Firstly, the tuning fork motion was modelled as that of a simple harmonic oscillator. 
For the case presented here, the frequency was 17.74 kHz and the amplitude was 
defined by the size of the oxide pattern in §5.2.1. By assuming that the tip had 
oxidised the surface to some extent over the whole scan area, the oxide pattern was 
taken to be the whole region that appears higher than the background level. The two 
points at each extreme of the cross-section were believed to define the non-oxidised 
background. From figure 5.6b the width of the oxide pattern was measured to 
be -' 500 run. 
The equation of motion x(t) of the tuning fork is simply, 
x= xo sin(27cvt) (12) 
where xO is the amplitude (250 nm) and v is the oscillation frequency (17.74 kHz). 
By differentiating the equation of motion and substituting in the rearranged equation 
of motion t(x), an expression is obtained for the velocity of the tuning fork v(x) at a 
given position in the oscillation. Figure 5.7a shows how the velocity varied over the 
oxidised region in figure 5.6. The maximum velocity in the centre of the pattern 
' was, in this case, 2.8 cros'. 
In order to model the exposure time of the tip to a particular region of the sample, 
and hence the expected oxide height, the scan area was broken down into 25 nm 
regions. 25 run was chosen since the full scan area can be constructed from an 
integer number of such regions. Moreover, 25 nm is close to the minimum 
nanostructure width obtained from the single oxide nanostructure experiments in 
§4.2.2 (-j 15 nm), whilst not being so small that the bias signals would not be 
reasonably averaged over many passes. The average velocity for each 25 nm region 
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was calculated by integrating v(x) and evaluating over the range -xo - +xO in 25 nm 
intervals, and subsequently dividing by 25 nm. The exposure time is simply 
estimated by dividing the width of the region by the average velocity experienced 
within that region. Figure 5.7b shows how the exposure time varies with position in 
the scan. The exposure time was found to vary from 900 ns to 3 µs for 25 nm 
regions at the centre and edge of the scan area, respectively, for the oxide pattern in 
figure 5.6. 
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Figure 5.7: Velocity-distance (a) and exposure time-distance (b) 
plots for a tuning fork with a frequency of 17.74 kHz and an 
amplitude of 250 nm. 
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The expected oxide height was subsequently calculated using the direct-log model of 
oxide growth (Uhlig, 1956), combined with the fitting parameters determined 
previously in §4.2.2, 
h(t)= k1n(t'/r+1) (13) 
where k --> -0.006 m, ,r --> -1.06 x 105 s and y -+ 0.30. The time (t) is related to the 
exposure time (tex), estimated above, and the tip bias parameters by, 
t= ntpvptex (14) 
where n is the number of passes the tip makes over the scan area, tp is the time for a 
single bias pulse, and vp is the pulsing frequency. Together, tpvp gives an estimate of 
the fraction of the exposure time that the tip is subjected to the bias signal. For the 
case under discussion here, tp and vp were 100 ns and 1 MHz, respectively, whilst n 
was 60. The expected oxide height was evaluated for each 25 nm region, before 
assigning an expected oxide height to each experimentally measured distance, based 
on the specific 25 nm region in which they lie. Figure 5.8a shows a comparison 
between expected and experimental oxide heights across the full scan area. 
From figure 5.8a it is evident that the variation in the experimental oxide height does 
bear some resemblance to that predicted by the model, particularly on the right-hand 
side. The oxide heights of the two sets of data are not necessarily expected to be 
identical, since the oxide growth parameters were determined from an experiment 
conducted using both a different AFM tip and sample from this experiment. The 
quality of the H-passivation of the samples alone could give rise to larger 
discrepancies than those observed here. The experimental data on the far left of the 
region appear not to conform to the model, and there is a gradual decline in oxide 
height before reaching a sharp drop-off. This abrupt drop in oxide height was, 
therefore, attributed to the AFM tip moving out of contact (intermittent-contact) with 
the surface, thus severely reducing the field strength between the tip and sample, as 
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Figure 5.8: Comparison between experimental (red) and expected 
(blue) oxide heights (a) and relative oxide height fitted by a 
straight line (b). 
The gradual decline in oxide height throughout the whole oxidised area was 
underlined by determining a relative oxide height (experimental height/expected 
height), with the two points representing the drop-off omitted (figure 5.8b). This 
relative oxide height is fitted well by a straight line, with a variance of 0.001. 
Straight line fitting to the raw experimental data (again omitting the two points 
forming the drop-off) revealed a larger variance of 0.007. This confirms that a linear 
slope across the whole oxide pattern must contribute to the resulting oxide height, in 
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addition to the variation in exposure time due to the tuning fork dynamics. The only 
explanation for such a slope is a tilt in the motion of the sample relative to the tip. In 
addition, the far right-hand point lies well above the line indicating the slope. This 
may not be significant, since other points closer to the centre of the scan also lie 
some way above the line. Conversely, it could be representing hysteresis in fast scan 
axis, whereby the water neck retards the movement of the tip, with a torsion force, 
relative to the rest of the cantilever beam. If this was the case, the tip would spend 
yet more time at the edge of the oxide pattern. 
The fact that oxidation occurs at these high speeds in intermittent-contact implies 
that the water bridge, the source of oxidising species, must also be able to form and 
remain stable during tip bias at these speeds. It was not investigated whether or not 
the water bridge breaks after termination of the bias. This could be achieved by 
collecting secondary data at high-speed, for example the phase response of the 
cantilever, and looking for jumps in the signal coinciding with the bias conditions. 
5.3. High-speed local oxidation in contact mode 
Looking forward to the proposed use of HSAFM for real-time nanostructuring, it 
was important to confirm that these high tip speeds also permit local oxidation to 
occur in contact mode. 
5.3.1. Cantilever considerations 
The cantilevers used for the rest of the high-speed experiments were silicon nitride 
cantilevers with the improved platinum coating, described previously in §4.2.3. In 
order that the tip tracked the surface better at these increased scan speeds, cantilevers 
were immersed in a polybutadiene (PBD) solution for 15 s, specifically PBD 
dissolved in chloroform, before being placed on a hotplate and cured for 1 min at 
75 °C. Figure 5.9 shows an SEM image of one such set of cantilevers. The PBD can 
be seen to wick between the legs of the triangular cantilevers, partially filling in the 
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space between the legs and the cantilever substrate. Importantly, the polymer did not 
remain on the top or bottom surfaces of the cantilever to a great extent, thus negating 
any possible interference with the laser spot or the tip. This polymer coating acted to 
damp the response of the cantilever whilst interacting with surface features 
(Humphris et al., 2005). This succeeds because PBD has an 80 % structural 
recovery after stress is applied (Elvin et al., 2005). Therefore, after bending of the 
cantilever, for example, in response to a large surface feature, the polymer assists the 
cantilever in returning to its state prior to the bending. This is important for 
scanning at high-speed, since conventional AFM feedback control is not viable at 
such fast scan speeds. 
5.3.2. Experimental details and oxide formation 
As for the intermittent-contact mode experiments, the tuning fork and piezo were set 
at arbitrary amplitudes. The resonant frequency of the tuning fork was 16.34 kHz, 
whilst the piezo was driven at 15 Hz. Rather than repeatedly pulsing the tip, the bias 
signal in this case was set as a single pulse of 67 ms (equal to one period of the piezo 
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Figure 5.9: A set of platinum-coated silicon nitride 
cantilevers prepared for HSAFM operation. The 
PBD damping agent can clearly be seen wicking 
between the legs of the triangular cantilevers. 
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oscillation). The tip bias, therefore, remained at the same DC voltage for two 
complete scans of the area. Synchronisation to the scanning motion was not required 
since two complete scans would be completed regardless of initial position. 
Figure 5.10a shows the oxide formation that resulted from the bias and scanning 
conditions described above. The tuning fork amplitude in this instance was 700 nm, 
corresponding to a maximum tip velocity of 7.8 cros-1, thus demonstrating a further 
three-fold increase in the speed at which oxidation is known to occur. Instantly 
striking was the fact that three of the four edges of the oxide rectangle appeared to be 
raised relative to the middle of the oxidised area, shown clearer in the 3-dimensional 
map (figure 5.10b). This indicated that the piezo motion also affects the exposure 
time of a particular region of the sample to the tip. In figure 5.10 the two edges 
corresponding to extremes in the piezo motion exhibited significantly greater heights 
that those of the tuning fork oscillation. Since the piezo motion was also sinusoidal, 
at the extremes of the piezo motion successive sweeps of the tuning fork were closer 
together, thus increasing the overlap of oxide formation from each sweep. 
(b) 
Figure 5.10: Conventional topographic image (a) and 3-dimensional map (b) of an 
oxide square formed at high-speed in contact mode in a total time of 67 ms. 
(z-range =5 nm). 
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5.3.3. Discussion of oxide growth 
The variation of oxide height in the axis of the piezo motion was not evident in the 
oxide pattern fabricated at high-speed in intermittent-contact mode. The emergence 
of this evidence in this experiment could be due to three possible reasons: a higher 
piezo amplitude, a lower piezo oscillation frequency, or the bias parameters. 
For a given piezo frequency, an increase in piezo amplitude causes each oscillation 
of the tuning fork to have a greater physical separation. Likewise, an increase in the 
piezo frequency, reduces the number of tuning fork oscillations per scan and the line 
separation, accordingly. For this high-speed contact mode oxide pattern, the 
oscillation frequencies of the piezo and tuning fork were 15 Hz and 16.34 kHz, 
respectively, whilst the amplitude of the piezo motion, measured from figure 5.1 Oa, 
was 685 nm. Given the sinusoidal motion of the piezo, one full tuning fork sweep at 
the centre of the piezo scan occupies 4.0 nm of the piezo scan range, indicating a line 
width of 2.0 nm for each pass of the tuning fork over the sample. For the 
intermittent-contact pattern in §5.2 the frequencies were 30 Hz and 17.74 kHz for the 
piezo and tuning fork, respectively, whilst the piezo amplitude was 410 run. By the 
same calculation, a line with of 2.2 nm is obtained for the intermittent-contact oxide 
pattern. These line widths correspond to the maximum line width, occurring at the 
centre of the piezo scan, hence the difference in these line widths will decrease with 
distance from the centre of the piezo scan. The similarity between these line widths 
implies that the relative motions of the scan stage for the intermittent-contact and 
contact mode patterns were not the cause of the emergence of the two-dimensional 
variation in oxide height over the scan area. This difference is even less significant 
when compared to the tip radius of curvature which could be as large as 60 run. 
It seems, therefore, that the difference on the intermittent-contact and contact mode 
patterns is related to the bias conditions. One plausible explanation is related to the 
total nanostructuring time. The intermittent-contact pattern resulted from a total 
nanostructuring time of 1.0 s, with total exposure times for individual 25 nm regions 
ranging from 4.8 Its at the centre of the tuning fork scan to 18.6 µs at the edges. The 
same analysis for the contact mode pattern gave rise to exposure times of 360 ns and 
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2.8 µs for the centre and edge of the fast-scan, respectively. Consequently, the times 
are of the order of a factor of ten less for the contact pattern. Given the logarithmic 
dependence of oxide growth on bias time discussed in chapter 4 (equation 11), the 
oxidation resulting in the centre of the contact mode pattern has a theoretical growth 
rate of 1.2 x 105 nms"1 upon termination of the biasing, whereas that respective 
region in the intermittent-contact pattern ends at a growth rate of 0.9 x 105 nms'1. 
Linked to the bias parameters is the difference in tip shape between intermittent- 
contact and contact modes of AFM. The shallower tip profile may result in a weaker 
average electric field strength, compared to the fluctuating electric field 
characteristic of intermittent-contact, implying a slower absolute rate of oxidation, 
but potentially prolonging the time the oxidation remains in a phase of higher growth 
rate. The fact that the contact mode pattern has a faster rate of oxidation, implies the 
edges of the piezo scan experience an accelerated increase in oxide height due to 
neighbouring scans, relative to the same regions on the intermittent-contact 
oxidation. 
5.4. Summary 
The experiments detailed above have provided conclusive evidence that the 
nanostructuring process of local oxidation can be employed with tip speeds in excess 
of 2 cros"1, approximately three orders of magnitude greater than those of 
conventional atomic force microscopy. This was achieved with both intermittent- 
contact and contact mode AFM operation. 
The final episode of this work is to combine the video-rate imaging capabilities of 
HSAFM with this high-speed nanostructuring process developed up to this point, in 
order to facilitate real-time nanofabrication. 
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6. NANOSTRUCTURING IN REAL-TIME 
The work undertaken in chapter 5 showed conclusive proof that local oxidation 
could be used to modify a hydrogen-passivated silicon surface on the nanoscale with 
an AFM tip at speeds of up to 8 cros"1, relative to the sample. This high-speed scan 
capability was supplied by the resonant scan stage of the high-speed AFM. 
A natural advancement of this work was to combine the imaging ability of the 
HSAFM with the local oxidation nanostructuring technique, towards the goal of a 
real-time nanofabrication apparatus. This chapter describes progress made to this 
end, from high-speed imaging with conductive cantilevers, to controlled real-time 
nanofabrication. 
6.1. Conductive cantilevers for high-speed imaging. 
To date, platinum-coated silicon nitride cantilevers have yet to be used for high- 
speed imaging purposes. The first step towards real-time high-speed nanostructuring 
is to ascertain whether or not such a cantilever is capable of imaging at high-speeds, 
whilst maintaining its ability to perform nanostructuring by local oxidation. 
6.1.1. High-speed imaging of bacteriorhodopsin 
The majority of samples imaged using the HSAFM have, to date, been soft 
polymeric and biological samples with lateral feature sizes ranging from 10 nm up to 
2 µm and with heights from 1 to 100 nm (Picco, 2006). One such sample, namely 
bacteriorhodopsin (Engelman & Zaccai, 1980 and references therein), was chosen 
for preliminary testing of the conductive cantilevers. The aim was to compare these 
platinum-coated silicon nitride cantilevers with the uncoated cantilevers usually used 
for HSAFM imaging. 
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Bacteriorhodopsin was deposited from solution (absorption buffer) onto a freshly- 
cleaved mica substrate, dried under a flow of nitrogen gas and imaged (figure 6.1 a). 
High-speed imaging of the bacteriorhodopsin sample was successfully achieved 
using the second largest triangular cantilever on the chip, whose spring constant 
before the additional coating is quoted at 0.03 Nm-'. A comparison between a 
conventional AFM image (figure 6.1b) and a single high-speed frame (figure 6.1c) 
captured of the same area of the sample in 33 ms, with the same tip, showed 
remarkably good correspondence (see DVD for full high-speed movie). In addition, 
a high-speed frame obtained with an uncoated silicon nitride cantilever (figure 6.1 d) 
showed that the platinum coating did not reduce the resolution attainable during 
HSAFM operation at these magnifications. 
Figure 6.1: High-speed imaging of bacteriorhodopsin. Conventional AFM 
imaging reveals flat plateaus of varying sizes (a). A favourable comparison 
is observed between conventional (b) and high-speed (c) images of the same 
area. High-speed imaging with an uncoated silicon nitride cantilever (d) 
(Picco, 2006) shows negligible improvement in resolution. (Conventional 
image z-range = 20 nm, high-speed frames captured in 33 ms). 
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6.1.2. High-speed imaging of H-passivated silicon 
Having proved that the platinum-coated silicon nitride cantilevers are capable of 
imaging a soft sample with relatively large feature sizes, the capacity for these 
cantilevers to image hard, flat surfaces at high-speed must be investigated. Bearing 
in mind the wish to perform high-speed nanostructuring with local oxidation, the 
ability to image a flat H-passivated silicon surface is paramount. 
Figure 6.2b shows a high-speed image of the silicon surface, captured in 33 ms (see 
DVD for full high-speed movie). The granular structure of the surface can just be 
made out, bearing a good resemblance to an image obtained at conventional speeds 
(figure 6.2a) prior to the high-speed operation. The lack of height resolution in the 
high-speed image confirms that the HSAFM is approaching the limit of its 
sensitivity in the z-direction when imaging such a hard, flat sample. The RMS 
roughness of these surfaces is of the order of 0.3 nm, as a result the height resolution 
of the HSAFM using these conductive cantilevers is in the region of 0.2 - 0.3 nm. 
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Figure 6.2: Conventional (a) and high-speed (b) images of hydrogen- 
passivated silicon. (Conventional image z-range =5 nm, high-speed frame 
captured in 33 ms). 
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6.1.3. High-speed imaging of oxide nanostructures 
A natural progression from the experiments above was to test the ability of these 
conductive cantilevers to image oxide nanostructures, fabricated prior to high-speed 
imaging. The test oxide pattern was fabricated by conventional AFM, with a -8 V 
tip bias, repeatedly pulsed for 100 ns at a frequency of 1 MHz (figure 6.3a). 
Conventional imaging showed oxide lines - 80 nm wide and 1.2 nm high. 
Subsequent high-speed imaging (figure 6.3b), with the same cantilever previously 
used to create the oxide lines, showed that the oxide features could indeed be 
imaged, although they were not as well defined as in the conventional image, due in 
part to a slight rotation of the image causing lines in one direction to be almost lost 
during the image flattening. In the upper portion of the image the lines are lost 
altogether, since the cantilever has failed to respond fast enough to two high surface 
features (see DVD for full high-speed movie). 
Both the low resolution and poor cantilever response observed here, are drawbacks 
attributed to general HSAFM operation, and are not thought to be a consequence of 
the conductive coating. In general, however, the HSAFM in this configuration has 
an adequate imaging capability for the subsequent investigations of nanostructuring 
in real-time. 
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Figure 6.3: Conventional (a) and high-speed (b) images of pre-patterned oxide 
lines. (Conventional image z-range =5 nm, high-speed frame captured in 33 ms). 
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6.2. Observing oxide formation in real-time 
To realise the true potential of the nanostructuring system developed throughout this 
thesis, it is required that nanostructuring can be performed and observed 
simultaneously in real-time. This is a trait that the majority of conventional 
nanofabrication processes lack. The ability to be able to view the structures being 
created in real-time can allow the user to check for errors immediately, rather than 
having to wait for the nanostructuring procedure to complete, often many minutes or 
hours after the event. 
It was previously shown in chapter 5 that the HSAFM can be used to pattern large 
areas of the sample with oxide, whilst not observing the nanostructuring directly. If 
the imaging window of the HSAFM software (Infinitesima) is open then oxide 
growth can been observed as a loss of resolution of surface contamination and 
regions of native oxide, as the locally-induced oxide grows up around then. 
However, in order to view oxidation clearly in real-time, the patterning and imaging 
(or scanning) must be coordinated. 
To this end, the following method was proposed. With the piezo operating at 15 Hz, 
the HSAFM captures 15 frames per second (bottom to top and back). Therefore, the 
whole scan area could be oxidised over two passes with a bias pulse 67 ms in 
duration. In order to view the build up of the oxide pattern for successive bias pulses 
a pulse time of 33 ms was chosen. This bias pulse was not synchronised to the high- 
speed motion, so the oxide growth occurred randomly with respect to the high-speed 
scan area. The scan tube of the conventional AFM was used to pan back and forth 
across the area of interest. During one period of panning many high-speed frames 
will be captured. By setting the bias pulse repetition period to coincide with a 
particular frame in the pan cycle, the growth of the oxide was observed as the high- 
speed movie panned across the sample. In this case the pan axis, controlled by the 
conventional AFM, was set to scan a distance of 500 nm at a rate of 1 Hz. 500 nm 
was chosen to be approximately half the width of a high-speed frame. Since the pan 
rate was 1 Hz, the bias pulse period of 1s was required so that the same area of the 
sample is oxidised repeatedly. To achieve this, LabVIEW was programmed to 
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output 33 ms pulses of -8 V, with 0V spacers lasting 967 ms. For this experiment 
the tuning fork and piezo frequencies were 16.24 kHz and 15 Hz, respectively. 
Figure 6.4 shows frames taken from a high-speed movie demonstrating the method 
described above (see DVD for full high-speed movie). Each frame displayed 
corresponds to a panned frame - 180° out of phase (8 frames) from a frame in which 
oxidation occurs. Oxide formation is evident, even after a single bias event 
(figure 6.4b), and proceeds up the image during subsequent frames. The build up of 
oxide was most notable at the edge of the patterned area, where the tip steps off the 
oxide onto the passivated silicon. This is enhanced by the faster rate of oxide growth 
at the edge of the scan area due to the lower tip velocity and according increase in 
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Figure 6.4: High-speed frames captured at 15 fps following the oxide growth at the 
edge of a large area of oxide. Frame numbering refers to the number of bias pulses 
since the tip bias was initiated. The oxide layer appears on the right hand side of each 
image. 
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exposure time. As expected of oxide growth, a fast change in oxide height was 
observed for the first 10 - 15 frames, until the whole edge had experienced at least 
one oxidising pass. In subsequent frames little change was observed from one frame 
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Figure 6.5: Conventional (a) and high-speed (b) AFM images of large area oxide 
pattern after biasing was terminated. Section analysis (c) is indicated by the green 
arrows. (Conventional image z-range =5 nm, high-speed frame captured in 33 ms). 
The increased oxide height at the edge of the scan was clearly observed in the 
conventional AFM image (figure 6.5a) and, to a lesser extent, in a zoomed-out high- 
speed image (figure 6.5b). The high-speed frame showed a stretched image of the 
oxide pattern since the tuning fork and piezo amplitudes were not equal. In addition, 
the high-speed frame shows a mirrored image of the oxidised area, since the data 
were captured whilst scanning from bottom to top (compared to the conventional 
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image), but displayed top to bottom in the high-speed frame. Section analysis 
(figure 6.5c), taken in the plane of the fast-scan axis, shows again the characteristic 
height difference of - 0.7 nm between the edge and centre of the oxide pattern, due 
to the difference in exposure times between the edge and centre of the pattern and 
the theory of oxide growth discussed in chapter 5. 
6.3. Real-time nanofabrication 
6.3.1. Patterning of oxide lines in real-time 
The next step towards realising the full potential of this novel nanostructuring 
platform is to be able to fabricate oxide patterns with greater complexity. To this 
end, it was proposed that the tip biasing be triggered by, and thus synchronised to, 
the oscillation of the tuning fork. 
To achieve this, the tuning fork drive signal was monitored directly from the 
HSAFM scan stage, and subsequently fed into a lock-in amplifier. The TTL 
reference output from the lock-in was used as an external trigger for the LabVIEW 
software. With the output mode set to "stepped", the pulse waveform was triggered 
once every oscillation of the tuning fork (tuning fork frequency was 17.74 kHz). 
Since the waveform was outputted for each oscillation of the tuning fork, lines of 
oxide should be grown parallel to the slow scan axis. 
In order to create three lines of oxide, LabVIEW was programmed to create a 
waveform consisting of three -10 V pulses each 1µs in length and separated by 0V 
spacers of 4 its. The waveform was repeated for a total of 125 frames. Hence the 
lines were grown over a total of 250 passes and for a total elapsed time of 8.3 s. This 
was performed simultaneously with high-speed imaging and, therefore, observed in 
real-time at 15 fps. 
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Figure 6.6 is a montage of high-speed images showing the build up of the oxide lines 
over time (see DVD for full high-speed movie). Immediate oxidation of the surface 
was observed after only one captured frame (figure 6.6b). Further oxide growth was 
observed in the subsequent frames, with the lines appearing clearer with respect to 
the background surface. Interestingly, the three lines did not appear to grow at the 
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Figure 6.6: High-speed frames of oxide lines fabricated in real-time. Frame 
numbering refers to the number of frames since the tip bias was initiated. (High- 
speed frames captured at 15 fps). 
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same rate (see figure 6.7 for definition of lines A-Q. Line C could be made out 
after one frame (figure 6.6b), line B was not clearly visible until the tenth frame 
(figure 6.6d), and line A was only unambiguously identified in frame 30 
(figure 6.6h). As in §5.2, this was attributed to a tilt in the sample, resulting in a 
progressively stronger field strength experienced by each line, from A to C. Each 
line became gradually clearer over time, although little change was observed after 
80 frames (figure 6.6o), by which time all three lines exhibited almost the same 
greyscale level and, consequently, the same height. This was again expected from 
the direct-log model of oxide growth. The total time contributing to oxide formation 
was 250 µs per line, for a single horizontal section across each line and neglecting 
additional oxide growth from neighbouring lines, by which point the oxide growth 
rate experienced by each line would have dropped substantially from its value at the 
onset of oxidation. Special attention should be directed to figure 6.6t, captured 
immediately after the biasing was terminated. This frame showed the three lines 
significantly clearer than the neighbouring image (figure 6.6s). This was attributed 
to the response of the tip and cantilever to the application of the bias pulse. The bias 
voltage causes a substantial deflection of the cantilever due to attractive electrostatic 
forces between the tip and sample (cf. discussion of phase contrast for oxidation in 
intermittent-contact, §3.3.4.1). As a result, a loss in resolution is observed during 
high-speed imaging. Subsequent imaging without the bias allowed the cantilever to 
track the surface with greater accuracy, thus giving a proper indication of the heights 
of the oxide lines with respect to the background. This is clearly seen in the full 
high-speed movie captured during this experiment. 
The conventional AFM image (figure 6.7a) showed three well defined oxide lines. 
Each line was -1 µm in length, corresponding the distance covered by the slow scan 
axis, with mean heights of 1.61 nm, 1.80 nm and 1.94 nm, and widths of 102 nm, 
114 nm and 119 nm, for lines A to C, respectively. 
Taking line B as being approximately centred in the high-speed image, the maximum 
tip speed can be deduced by comparing the bias pulse length with the oxide line 
width. Since the line was 114 nm wide and the pulse length was 1 µs, the maximum 
tip speed should be - 11 cros''. In reality this is an over-estimate since the local 
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oxidation in contact mode is known to fabricate features that are broadened 
compared to the size of the AFM tip. Reverting to the model of tuning fork 
dynamics, the maximum tip speed in this case was actually 5.5 cros-'. The tuning 
fork peak-to-peak amplitude was estimated to be 980 nm, by comparing the widths 
of the oxide lines in conventional (figure 6.7a) and high-speed (figure 6.7b) images, 
and the total width of the high-speed frame. This implies that the width of oxide line 
B is twice the physical distance moved by the tip (- 55 nm) during the bias pulse. 
This is easily accounted for by the broadening of the oxidation in contact mode, 
combined with the finite radius of curvature of the tip (20 - 60 nm). 
I Figure 6.7: Conventional (a) and high-speed (b) images of three oxide lines after 
biasing was terminated. (Conventional image z-range =5 nm, high-speed frame 
captured in 33 ms). 
6.3.2. Resolution of real-time oxidation 
To test the resolution of this nanostructuring technique the widths of the pulses were 
shortened. Tip biasing was again synchronised to the drive signal of the tuning fork, 
with an output of four pulses of -8 V, with pulse times ranging from 1 its down to 
50 ns and pulse separations of 4µs. The total exposure time was -5s in each case, 
corresponding to a total of - 150 passes across the sample. In addition, the tuning 
fork and piezo amplitudes were kept constant throughout the experiment, whilst their 
oscillation frequencies were 16.34 kHz and 15 Hz, respectively. 
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Figure 6.8 shows conventional images detailing how progressively shorter pulse 
times result in narrower lines of oxide. Even for timescales of 50 ns (figure 6.8e), 
the limit of the AWG output channel, clear lines of oxide were observed in the 
conventional images. 
In this experiment, an uncommonly high response of the tuning fork to the drive 
signal was observed. Consequently, the full width of the scan during these 
experiments was 1.80 µm. This corresponds to a maximum tip speed of 9.2 cros-1, 
an additional 1.4 cros-' on top of tip speeds demonstrated in chapter 5. For the lines 
fabricated with 50 ns pulses, the tip only moves 4.6 nm during each pulse. The 
width of the line was, however, only of the order of 200 nm. This implies that the tip 
radius has become substantially larger during the previous high-speed imaging and 
oxidation attempts. 
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Figure 6.8: Testing the resolution of high-speed oxidation. Four 
lines of oxide fabricated with -8 V pulses with times decreasing from 
I As (a) to 500 ns (b), 200 ns (c), 100 ns (d) and 50 ns (e). (Images 
acquired with conventional AFM, z-range =5 nm). 
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High-speed imaging during fabrication of the lines suffered from low resolution, due 
to rapid degradation of the tip and poor mechanical feedback. Both of these were 
likely to be accentuated by the increased response of the tuning fork. Hence, despite 
oxidation occurring and visible vertical lines appearing in the high-speed images 
after the onset of biasing, the resulting oxide patterns were hard to distinguish. 
Nonetheless these results demonstrate local oxidation with tip speeds faster than 
demonstrated previously in this work, as well as elsewhere in the literature. In 
addition, 50 ns oxidation timescales have been achieved at high-speed. Given a 
more robust tip or tip coating, higher patterning resolutions could be realised. 
Further increase in complexity of the patterns fabricated with this technique relies 
solely on the continued programming of the LabVIEW routine, and synchronisation 
of the tip biasing to both the tuning fork and the piezo motions. 
The results from this experiment can be used to assess the applicability of this 
nanostructuring platform for data storage purposes. Since 200 nm lines were 
fabricated here, it is reasonable to propose that squares, representing individual data 
bits, be 200 x 200 nm in size. Assuming a close-packed arrangement of data bits, a 
maximum storage density of 16.1 Gbits/inch2 could be achieved. With a sharper, 
more wear-resistant tip, considerably higher storage densities would prevail, perhaps 
by writing elongated data bits in a similar fashion to magnetic data storage In 
addition, it was shown previously in §5.3 that only one complete scan, lasting 67 ms, 
is required for complete oxidation of the scan area. Using the scanning parameters 
above, a total of 72 bits can be fitted into the scan area (1.80 x 1.60 gm). Combining 
these implies that a writing speed of 1.2 kbits/s has been demonstrated in this work. 
6.4. Summary 
The experiments conducted in this chapter have successfully shown that a single 
probe, operated at scan speeds of the order of 10 cros-1, is capable of modifying 
surfaces on the nanoscale. Furthermore, the nanostructuring can be observed as it 
proceeds in real-time, with video rate AFM imaging. This is something that has 
never before been achieved and represents a major advance in the use of scanning 
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probe techniques for applications in nanotechnology. The relative simplicity of this 
approach offers great advantages over multiple-probe systems which have complex 
manufacturing process and complicated operation. Furthermore, this work only hints 
at the potential of this technique. Optimisation of the scan stage, and more 
importantly the AFM tips and their coating, would greatly improve the patterning 
resolution attainable, as well as the reliability of the technique. 
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7. IONIC CONDUCTION IN SILVER SULPHIDE FILMS 
To date, the vast majority of nanostructuring has revolved around the use of silicon 
and related technologies. However, speaking at the Trends in Nanotechnology 
conference (Oviedo, Spain, September 2005), Heinrich Rohrer, one of the fathers of 
SPM, described his vision for the future of nanoscience and nanotechnology. Along 
with his foresight that AFM will play a major role in this future, he stressed the 
importance of being able to create nanostructures and fabricate nanoscale devices 
with a variety of materials, thus negating the current reliance on the miniaturisation 
of silicon fabrication (Rohrer, 2005). 
With this in mind, the phenomenon of ionic conduction in a solid electrolyte has 
been identified as a possible route to non-silicon-based nanostructuring by AFM. 
The theory behind ionic conduction will be presented in greater detail in §7.1.1. Put 
simply, solid electrolytes contain two or more species of ions, one of which is 
mobile under the influence of an electric field. This chapter details an attempt to 
exploit this movement of ions for nanostructuring purposes. 
7.1. Introduction to ionic conduction 
The phenomenon of ionic conduction has its origins with Michael Faraday, along 
with much of electrochemistry. It was Faraday who discovered the first solid-state 
ionic conductors, also known as solid electrolytes. Solid-state ionic conductors exist 
in two distinct forms; those that conduct ions but show negligible electronic 
conduction, and mixed ionic-electronic conductors that conduct electricity by the 
motion of ions as well as electrons (Bruce, 1995). Much interest has since been 
shown in the potential of such materials for use as electrodes in batteries and fuel 
cells (Riess, 2003). One of the first such materials discovered by Faraday was silver 
sulphide (Ag2S), a mixed ionic-electronic conductor, which has since been used as 
an electrode in a photoelectrochemical storage cell (Dhumure & Lokhande, 1993), as 
well as a solar selective absorber (Douglass, 1984) and in ion-selective electrodes 
(Ito et al., 1997 and Schmidt et al., 1994). 
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7.1.1. Theory of ionic conduction 
The conduction of ions is a result of ions moving between lattice sites within an 
ionic crystal structure. There exist two broad classes of conduction mechanism; 
vacancy migration and interstitial migration. (West, 1995). In vacancy migration, 
some lattice sites in the crystal may be unoccupied due to charge impurities or 
thermally generated Schottky defects, whereby an ion is removed from its lattice site 
within the crystal to a lattice site on the surface of the crystal (Kittel, 1996). An ion 
adjacent to the vacancy may then be capable of jumping into it, leaving its original 
site vacant, into which another ion may move (figure 7.1a). Interstitial migration 
occurs in ionic crystals that contain empty interstitial lattice sites. In an ideal crystal, 
the interstitial lattice sites are usually empty, whereas in real crystal structures, an 
ion can be displaced out its own lattice site into one of these interstitial sites, a 
process known as Frenkel defect formation (figure 7.1b) (Kittel, 1996). Ions 
occupying these interstitial sites can subsequently move between empty adjacent 
interstitial sites within the crystal. Ion movement can also be attributed to a 
combination of vacancy and interstitial migrations, coined interstitialcy (figure 7.1c). 
In this case, an ion occupying an interstitial site may knock another ion out of a 
nearby lattice site into a vacant interstitial site and occupy the vacated lattice site, 
and vice versa (West, 1995). 
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Figure 7.1: Three mechanisms for ion movement contributing to ionic conduction: (a) 
Schottky defect formation and subsequent vacancy migration. (b) Frenkel defect 
formation and subsequent interstitial migration. (c) Interstitialcy, whereby an 
interstitial ion knocks a lattice site ion into an interstitial site and occupies the vacated 
lattice site. 
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The crystal structure of silver sulphide consists of a body-centred cubic arrangement 
of sulphur ions (figure 7.2). The silver ions occupy some of the many available 
interstitial lattice sites, with a total of four silver ions per unit cell (Kasper, 1978). 
As such, ionic conduction in silver sulphide is dominated by the interstitial migration 
of silver ions. Interestingly, the best ionic conductors, especially at lower 
temperatures, have silver ions as their mobile species (Kasper, 1978). This is due to 
an excess of available interstitial lattice sites, only a small difference in energy 
between an ordered and disordered distribution of mobile ions in the crystal and a 
low heat of activation required for the ions to move (Armstrong et al., 1973). 
Figure 7.2: The crystal structure of silver 
sulphide (Ag2S). A body-centred cubic 
arrangement of sulphur ions (yellow) and the 
possible interstitial sites for silver ions (blue). 
(After Kasper, 1978). 
7.1.2. Nanostructuring with ionic conduction 
Ionic conduction has previously been used as a "nano-fountain pen" to deposit silver 
atoms from a silver sulphide crystal, acting as an STM tip, onto a platinum surface 
(Terabe et al., 2002a). The silver sulphide crystal was grown by exposing the end of 
a silver wire to sulphur vapour (Terabe et al., 1999). The silver sulphide STM tip 
and platinum surface are brought into close proximity, sufficiently close for a 
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tunnelling current to exist during the biasing. When a negative bias was applied to 
the platinum substrate a nanoscale protrusion of silver atoms was observed at the 
apex of the STM tip. When the bias conditions were reversed the protrusion was 
observed to shrink and eventually disappear (Terabe et al., 2002b). Figure 7.3 shows 
a schematic of these processes and their dependence on the polarity of the bias 
voltage. This growth and shrinkage is attributed to the flow of silver ions within the 
silver sulphide crystal. Upon reaching the surface of the silver sulphide crystal the 
ions recombine with electrons from the tunnelling current to form atomic silver. At 
the same time, silver atoms from the silver wire are oxidised into the silver sulphide, 
so that the concentration of ions within the silver sulphide remains constant. With 
the bias reversed, silver atoms forming the protrusion are oxidised and diffuse back 
into the silver sulphide, whilst mobile silver ions within the crystal return to the 
silver wire as neutral atoms. The most significant implication of these observations 
is that the movement of ions is a wholly reversible process, a characteristic 
uncommon in the majority of nanostructuring processes. Nanofabrication using this 
process was performed by the deposition of silver atoms forming the protrusion onto 
the platinum surface. This was found to occur continuously if the tip was 
sufficiently close to the sample, and is attributed to field evaporation of atoms from 
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Figure 7.3: Growth and shrinkage of a nanoscale silver cluster at the 
apex of a silver sulphide STM tip. (After Terabe et al., 2002b). 
148 
IONIC CONDUCTION IN SILVER SULPHIDE FILMS 
More recently, ionic conduction in silver sulphide (Terabe et al., 2005) and copper 
sulphide (Sakamoto et al., 2003) has been used to fabricate nanoscale switching 
devices. In the case of silver sulphide, a quantised conductance atomic switch 
(QCAS) has been developed. This device relies on the formation and annihilation of 
a silver nanoscale bridge between two electrodes, one of which is a silver sulphide 
coated silver wire. The QCAS is capable of switching at rates of 1 MHz at room 
temperature and in air, and requires small operating voltages, - 600 mV (Terabe et 
al., 2005). Furthermore, it has been shown that many QCASs can be combined to 
operate as logic gates. 
The work by Terabe and co-workers has proven that ionic conduction is a viable 
technique for nanoscale structuring and device fabrication. Their focus, however, 
has been purely on the deposition of silver atoms onto a surface and the fabrication 
of switching devices. To date, patterning a surface using ionic conduction combined 
with an AFM has not been attempted. 
The proposal for this chapter is, therefore, to create nanostructures with a biased 
conducting AFM tip, operating in contact with a silver sulphide substrate, in order to 
grow silver nanostructures that protrude out of the surface. Not only would the 
success of this be important for fabricating non-silicon-based nanostructures, the fact 
that the ionic conduction process is reversible could have significant implications for 
rewritable AFM-based data storage. 
7.2. Preparation and characterisation of silver sulphide films 
The preparation of silver sulphide films proceeded in two steps. Firstly, ultra-flat 
silver films were deposited by thermal evaporation onto mica substrates. 
Subsequently, these films were immersed in a sodium sulphide solution in order to 
convert a layer of the silver film into silver sulphide. Both the silver and silver 
sulphide films were then characterised by AFM and x-ray photoelectron 
spectroscopy (XPS). 
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7.2.1. Evaporation of silver films 
Silver films were deposited on mica (Agar) via thermal evaporation in an Edwards 
E306A vacuum coating system (Edwards High Vacuum, Crawley, West Sussex). 
The process was as follows: firstly, the mica substrates were cleaved both sides using 
adhesive tape in order to remove surface contaminants and expose clean, atomically 
flat mica surfaces. The substrates were then placed on a heating stage within the 
vacuum chamber. The heating stage consisted of a copper block in thermal contact 
with two 150 W projection lamps (RS components, UK). The power supplied to the 
bulbs dictates the temperature of the heating stage. With the bulbs connected in 
series a maximum temperature of - 400 °C is obtainable. The temperature of the 
heating stage was monitored with a calibrated Cr/Al thermocouple, connected to a 
digital multi-meter. Silver wire (99.99% pure, Goodfellow), 0.25 mm in diameter, 
was coiled onto a clean V-shaped tungsten filament which was inserted between two 
electrical contacts, directly above the heating stage. In addition, a shield was 
positioned between the filament and mica substrates. The evaporation process was 
monitored with a quartz crystal thickness monitor (Balzers AG, Balzers, 
Liechtenstein), the head of which was positioned at the same distance from the 
filament as the mica substrates and also under the shield. Figure 7.4 shows the 
arrangement of the setup inside the vacuum chamber, as described above. 
The vacuum chamber was then sealed and pumped down below 10-5 mbar, at which 
point the heating stage was switched on. Upon reaching the required temperature the 
mica substrates were left to anneal prior to evaporation. Mica contains water within 
its structure, which is released during heat-treatment of the mica (Poppa & Lee, 
1976). The amount of water present on the surface during evaporation dictates the 
orientation and density of the initial metal nucleation sites (Barkai et al., 1982). 
After annealing, the low tension power supply to the tungsten filament was switched 
on, just high enough to melt the silver wire and allow it to wick onto the apex of the 
filament. The power to the filament was subsequently increased further until silver 
deposition was observed on the inside of the bell jar. For this time the shield has 
remained in place to prevent any contaminants on the surface of the silver wire 
reaching the mica. After a few seconds the shield was removed to allow the 
deposition of silver to proceed on the mica substrates, which were maintained at the 
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annealing temperature during the evaporation. As the evaporation progresses the 
resonant frequency of the quartz crystal of the thickness monitor increases, due to the 
adsorbed silver causing an increase in mass. With the known density of the 
evaporating metal, the shift in resonant frequency is converted into a thickness 
measurement in nanometres. Once the thickness monitor registers the required film 
thickness the shield was replaced. The exposure time of the mica to silver 
evaporation is recorded on a stopwatch, such that the evaporation rate is simply the 
film thickness divided by the evaporation time. 
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Figure 7.4: Arrangement of apparatus inside the vacuum 
chamber: silver wire coiled onto a tungsten filament (1), the 
shield (2), the thickness monitor head (3), mica substrates(4) 
and the heating stage (5). 
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Optimum parameters for evaporating silver onto mica have been investigated 
previously in the literature. Levlin and Laasko (2001) provide the most 
comprehensive discussions of suitable parameter space, in terms of annealing 
temperature and evaporation rate. They found that annealing the mica substrates at 
350 °C for 3 hrs, followed by the deposition of silver at a rate of 2 nms'l resulted in 
the best silver films, which, over several microns in area, consist of terraces a few 
hundred nanometres wide separated by monatomic steps and a few deep pinholes. In 
addition, they found that subsequent annealing of the silver films had little effect on 
the film quality. The thickness of the deposited films also affects the film quality. 
Specifically, the combination of annealing temperature and film thickness governs 
the crystalline state of the film (Barkai et al., 1982). For the experiments reported 
here a film thickness of 300 nm was chosen. The reason for this is that 300 nm thick 
silver sulphide films prepared by Kulkami et al. (1995) required a 10 min immersion 
in 0.1 M sodium sulphide solution for complete conversion into silver sulphide. By 
using lower concentrations and shorter immersion times complete conversion of the 
silver films can be avoided. In addition, the heating stage described above can attain 
a maximum temperature of 350 - 400 °C. Extrapolating the temperature-thickness 
relation presented by Barkai et al. leads to the conclusion that 300 nm thick films 
should remain largely mono-crystalline at temperatures below - 350 T. 
The results of Levlin and Laasko were, on the whole, confirmed. Increasing the 
temperature at which the mica was annealed prior to evaporation transformed the 
resulting film from a rough globular surface into a network of flat plateaux. When 
the evaporation was performed at room temperature (figure 7.5a), the silver film 
consisted of close-packed silver clusters, with individual clusters having widths of 
20 - 50 rim. At an annealing temperature of 100 °C the clusters began to coalesce to 
form flat plateaux (figure 7.5b), although some large clusters still remained. At 
higher temperatures the network structure dominated the film composition. 
Interlinking plateaux were observed with widths growing from 100 - 300 nm at 
200 °C (figure 7.5c) to 250 - 500 nm when annealed at 300 °C (figure 7.5d). 
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Figure 7.5: Improvement in the silver film quality with substrate 
temperature. The mica is annealed for 1 hour prior to evaporation at (a) 
room temperature, (b) 100 °C, (c) 200 °C and (d) 300 °C. (z-range = 10 nm). 
Figure 7.6: Silver films deposited at the point the mica substrates reach 300 °C (a), 
after a3h anneal at 300 °C (b) and with a3h anneal at 300 °C before and after 
deposition. (z-range = 10 nm). 
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The length of time that the mica substrates were annealed for before and after 
deposition had a great effect on the film quality. There was a marked difference in 
film quality between a silver film deposited as soon as the heating stage reaches 
300 °C (figure 7.6a) and one where the mica had been annealed at 300 °C for 3 hours 
prior to evaporation (figure 7.6b). If the film was deposited as soon as the 
thermocouple registers the heating stage at 300 °C, the film consisted of a layer of 
small-scale nucleation, superimposed on an underlying crystalline structure. After 
annealing the mica substrates at 300 °C for 3h the secondary nucleation had 
disappeared leaving a film built up of a network of large, layered plateaux and 
clearly visible (111) planes. Annealing the deposited silver films after evaporation 
had less of an effect on the quality of the film. Only a small improvement was 
observed if the film was subjected to annealing at 300 °C for 3h both before and 
after the evaporation (figure 7.6c). The most obvious difference was the prominence 
of the (111) crystal planes. A closer inspection reveals that the plateaux became less 
layered and, therefore, flatter. This is attributed to the condition of the mica before 
evaporation, in terms of temperature and the presence of water, being the dominant 
factor in determining the film structure, rather than any subsequent crystallisation. 
The quality of the silver films was also greatly influenced by the deposition rate. 
An optimum rate of -2 nms'1 was observed (figure 7.7b), above and below which 
yielded less continuous films (figure 7.7a & figure 7.7c, respectively]. For a 
deposition rate close to the optimum, the film was more or less continuous, apart 
from the presence of small pinholes. At faster deposition rates (5 - 10 nms'1) the 
films were relatively flat with large plateaux. Many of the plateaux, however, had 
not fully coalesced to form a uniform film. At slower deposition rates (< 1 runs-) 
the film consisted of large plateaux, often several microns in size, separated by large 
voids. 
In summary, it appears that the annealing parameters (temperature and time) govern 
the size and crystalline integrity of the films, whilst the evaporation rate influences 
the coalescing of the plateaux and hence the overall uniformity of the silver films. 
Optimum conditions gave rise to flat silver films containing monatomic steps with a 
visible (111) orientation and pinholes with sub-200 nm diameters. The RMS 
roughness of these films was - 0.8 nm (figure 7.8). 
154 
IONIC CONDUCTION IN SILVER SULPHIDE FILMS 
Figure 7.7: Silver films deposited at rates of 6.8 nms-1 (a), 2.3 nms-1 (b) and 0.3 nms- 
1(c) all with a3h anneal at 300 °C both before and after evaporation. 
(z-ranL, e = 10 nm'. 
7.2.2. Preparation of silver sulphide films 
Silver sulphide films were grown by immersing the silver films (on mica substrates) 
in a sodium sulphide (Na2S) solution, following a method similar to Kulkarni et al. 
(1995). They used a 10 min immersion in sodium sulphide solution to convert 100 - 
300 nm thick silver films on glass substrates into silver sulphide films, observing a 
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Figure 7.8: Silver film resulting from optimised 
evaporation parameters. (z-range = 10 nm). 
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change in colour in the sample from silvery to blackish. After 10 min the silver 
sulphide films became rough and easily detached from the glass substrate. Whereas 
Kulkarni et al. (1995) required the complete conversion of their silver films to silver 
sulphide, only a thin layer of silver sulphide was required for the purpose of the 
experiments reported here. As such, an investigation into the effects of the 
concentration and temperature of the sodium sulphide solution, along with the 
immersion time, was required to determine the conditions yielding the flattest silver 
sulphide surfaces. 
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Figure 7.9: Experimental setup for 
sulphidisation of silver films. The silver 
sample (1) secured in a pair of positive-grip 
tweezers (2) is immersed in a sodium 
sulphide solution (3). The temperature of 
the solution is controlled by the hotplate (4) 
and monitored with a thermometer (5). 
The Na2S solution was prepared by dissolving Na2S nonahydrate (Sigma-Aldrich, 
U. K. ) in de-ionised water (Fluka) and further diluting the solution to the required 
concentration. The solution was subsequently heated to the desired temperature on a 
hot-plate, and the silver films (on mica) immersed in the solution (figure 7.9). After 
immersion the films were rinsed under running de-ionised water and dried under a 
flow of N2 gas. 
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The silver sulphide films resulting from this process showed a large variety of 
surface quality, greatly dependent on the concentration and temperature of the 
sodium sulphide solution, as well as the immersion time. Interestingly, the sample 
was observed to change colour as the sulphidisation proceeds. This colour change 
occurs faster at the edge of the films than nearer the centre, indicating that the 
sulphidisation reaction occurs more quickly film edge where the sample has a greater 
surface area and the inherent weakness of the silver-mica interface. This colour 
change is a useful indication of film quality, visible to the naked eye. At the centre 
of the film the colour change is more uniform. Consequently, the AFM and XPS 
analysis of the films was directed at these regions of the sample. 
Varying the concentration of the sodium sulphide solution greatly affected the 
formation of silver sulphide films. Concentrations in the range 100 mM to 0.1 mM 
were investigated. AFM imaging of the silver sulphide films showed marked 
differences between films grown at these different concentrations. At 100 mM 
(figure 7.10a), silver sulphide crystals grew unevenly on a flat background surface. 
As the concentration is decreased, the films adhered to a more ordered structure. At 
10 mM (figure 7.10b) the films showed large height variations over large areas, 
although individual plateaus exhibited a roughness of - 0.6 nm. Further decrease in 
concentration to 1 mM (figure 7.10c) improved the overall film, and less height 
variation was observed from plateau to plateau. At the lowest investigated 
concentration of 0.1 mM (figure 7.1Od), the plateaux had begun to coalesce, reducing 
the roughness of the films to -4 nm over many plateaux. Despite this overall 
improvement, large voids remained, disrupting the continuity of the films over areas 
2 greater than 2-3 µm. 
As mentioned previously, the progression of sulphidisation can partly be observed in 
the colour change of the sample. After long immersion times, the film appears dark 
grey, as observed by Kulkarni et al. (1995), by which point the film has roughened 
significantly. At low concentrations (0.1 mM), the change in film characteristics 
with time was clearly indicated by the change in colour of the films. Figure 7.11 
shows how an increase in immersion time from 2 to 30 minutes changed the colour 
of the silver sulphide film from pale yellow (2 min) to orange (5 min) and, 
subsequently, pink/blue (20 min) and finally to grey (30 min). 
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Figure 7.12 shows how the quality of the silver sulphide films changed as a result of 
varying the immersion time and solution temperature, for a 0.1 mM concentration of 
sodium sulphide solution. Each AFM image corresponds to a separate sample, 
which had been removed from the solution, dried in N2 gas, and imaged in air. 
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Figure 7.10: Silver sulphide films grown from a 10 min immersion in 
100 mM (a), 10 mM (b), 1 mM (c) and 0.1 mM (d) concentrations of 
aqueous sodium sulphide solution at 22 °C. (z-range = 100 nm). 
Figure 7.11: Colour variation of silver sulphide films as a result of increased 
immersion time. Samples were immersed in a 0.1 mM sodium sulphide solution at 22 
°C for 2 (a), 5 (b), 10 (c), 20 (d) and 30 minutes (e). 
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On short timescales (1 -5 min), and for all solution temperatures, the films became 
progressively rougher, as the small voids present after 1 min expand and eventually 
coalesce to form larger voids. The surrounding regions also became locally rougher, 
as secondary nucleation occurred on the upper surface of the films. This was 
particularly visible at 22 °C (figures 7.12a - 7.12e). After longer immersion times, 
overlapping of the plateaux filled in the smaller voids, whilst the larger voids 
continued to grow. 
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Figure 7.12: Silver sulphide films grown in 0.1 mM sodium sulphide solution, for 
temperature ranging from 22 - 80 °C and immersion times ranging from 1- 20 min. 
(All images 5x5 µm, z-range = 20 nm). 
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In general, the longer the immersion time, the rougher the films became globally. 
The exceptions to this were figures 7.12s and 7.12t, where the films did not appear as 
rough as expected from the trends discussed above. Visual inspection of these films 
confirmed a colouration most typical of a1-2 minute immersion. A possible 
explanation for this is that the solution became diluted (drop in sulphur content) over 
time, since the same solution was used for all the samples at grown at 80 °C 
(figures 7.12p - 7.12t). 
Varying the temperature of the solution appeared to have less of an effect on film 
quality than the immersion time, although the films grown at 80 °C did appear to 
have larger individual plateaux than those grown at lower temperatures. Secondary 
nucleation is also evident at higher temperatures, which increased the global 
roughness of the films, despite individual plateaux being smoother on the whole. 
The source of the voids, evident in all the silver sulphide films displayed in 
figure 7.12, is likely to be the pinholes remaining in the silver films after annealing. 
The optimised silver film (figure 7.8), has - 100 pinholes (with diameter <_ 200 nm) 
over a 10 x 10 µm area. Of these, approximately 1 in 5 has a diameter in the range 
100 - 200 nm. In addition, there exist 4-5 wider (200 - 500 nm), but shallower, 
depressions over the same area. The same size area of the silver sulphide film in 
figure 7.12f contains 30 - 40 voids, with diameters ranging from 200 - 800 nm. In 
addition, the film contains 2-3 voids with diameters > 800 nm or occurring as part 
of a merger of neighbouring voids. Consequently, it appears that all but the 
narrowest pinholes are precursors to voids in the silver sulphide films. Moreover, 
the voids are 2-3 times the size of the pinholes, indicating that the sulphidisation 
process attacks the pinhole boundaries, causing them to expand. 
The variation of film quality with temperature was repeated for a1 mM 
concentration sodium sulphide solution (figure 7.13). The lack of voids in the films 
is immediately evident, even when the films were immersed for only 30 s. The 
roughness of these films, however, remained considerably higher than those grown 
in 0.1 mM solution, regardless of solution temperature or immersion time. 
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In summary, the flattest silver sulphide films grown in this investigation were those 
resulting from aI min immersion in a 0.1 mM sodium sulphide solution at 40 °C 
(figure 7.14). The RMS roughness of these films over a 20 x 20 µm area was 
6 nm, although the roughness of regions not encompassing voids was measured to 
be as low as 0.8 nm. Such high roughness means that these surfaces are not suitable 
for nanostructuring over large areas. The regions between the voids, however, 
exhibit a structure that is sufficiently flat for nanostructuring to be attempted. 
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Figure 7.13: Silver sulphide films grown in 1 mM sodium sulphide solution, for 
temperature ranging from 22 - 80 °C and immersion times ranging from 0.5 - 10 min. 
(All images 5x5 µm, z-range = 20 nm). 
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7.2.3. Characterisation of silver and silver sulphide films with XPS 
The need to characterise the composition of these films is paramount as it will 
confirm whether or not the theorised nanostructuring process is capable of taking 
place. To this end, x-ray photoelectron spectroscopy (XPS) has been used to 
confirm the composition of both the silver and silver sulphide films. 
7.2.3.1. An overview of XPS 
XPS is widely used to investigate the chemical composition of surfaces, typically 
exploring the first few atomic layers of the sample (Moulder et al., 1992). Not only 
can XPS identify the particular atomic species that exist in the sample, it can also 
determine the chemical states occupied by those detected species. 
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Figure 7.14: Silver sulphide film resulting from optimum 
immersion parameters. (z-range = 20 nm). 
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Surface analysis by XPS is based on the irradiation of the sample surface with 
monoenergetic x-rays, followed by the analysis of the electrons emitted from the 
surface by the photoelectric effect (Seeck, 2003) (figure 7.15a). Typical x-ray 
sources are Mg Ka and Al Ka lines with energies of 1253.6 eV and 1486.6 eV, 
respectively (Moulder et al., 1992). These x-ray photons interact with atoms in the 
surface region of the sample, resulting in electrons being emitted with kinetic 
energies determined by, 
KE=by-BE-q$s (15) 
where by is the energy of the photons, BE is the binding energy of atomic orbital in 
which the electron resided prior to emission, and 0s is the work function of the 
spectrometer (Moulder et al., 1992). The binding energy is effectively the energy 
difference between the initial and final states after the photoelectron has left the 
atom. There exists a range of possible final states of the host atom, resulting in the 
emitted electrons having a range of kinetic energies. Since each element has a 
unique set of binding energies, XPS is capable of identifying elements present in the 
sample and also their concentration (Moulder et al., 1992). Furthermore, variations 
in binding energies are observed for elements existing as compounds with other 
elements. Observing these energy shifts enables XPS to identify the chemical 
bonding, and hence the particular compound that is present in the sample. 
A phenomenon that can further aid surface characterisation is the emission of Auger 
electrons. Such emission occurs due to the relaxation of the ion excited by the initial 
photoelectron emission. If the initial photoelectron was emitted from an inner 
electron orbital, it is energetically favourable for an outer electron to fall into the 
vacancy. This process produces excess energy within the ion, which is 
simultaneously released in the form of the kinetic energy of a second emitted 
electron (figure 7.15b). As for photoelectrons, the kinetic energy of Auger electrons 
is dependent on the element and shifts in the kinetic energy can be observed if the 
atom is part of a compound. 
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Figure 7.15: XPS emission process (a), an incident photon causes a 
photoelectron to be ejected, and subsequent Auger emission (b) due to the 
relaxation of the atom from its excited state. 
The XPS spectra for a particular element are derived from the number of detected 
electrons at varying binding energies (Seeck, 2003). Distinct peaks appear in the 
spectra which are specific to the sample material. It is the shifts in these peaks that 
can be used to determine the exact chemical composition of the sample. Auger 
peaks appear on the same spectrum, but are located at much greater binding energies 
due to the different electron emission mechanism. Moreover, Auger peaks usually 
exhibit greater shifts in energy than those observed for photoelectrons (Waddington, 
1990), providing a clearer indication of the specific surface chemistry. 
7.2.3.2. XPS spectra of silver and silver sulphide films 
Wide XPS spectra of binding energies for both silver and silver sulphide samples 
were obtained. The element specific spectra for both silver and sulphur XPS peaks 
were subsequently enhanced, in terms of energy resolution, for further analysis. In 
addition, spectra for sodium and oxygen were also collected to check for impurities 
and contaminants of these elements in the samples, due to either the sodium sulphide 
immersion or exposure to air. The element specific peaks and their associated 
energies for each spectrum were compared to values in the literature. 
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Figure 7.16: Wide XPS spectra for pure silver (a) and silver sulphide (b) 
samples. 
The silver sample, an evaporated silver film from §7.2.1, was analysed a few hours 
after removal from the vacuum chamber of the evaporator. The wide XPS spectrum 
(figure 7.16a) showed both silver XPS peaks and silver Auger peaks as expected for 
a pure silver sample. The strongest peaks belonged to electrons emitted from the 3d 
electron orbital. The total emission from the Ag 3d orbital has two contributions 
(3d512 and 3d372), as a consequence of spin-orbit coupling of the electronic states in 
the 3d orbital. The most significant of these, the Ag 3d5i2 peak, is commonly used 
for measuring the shift in binding energy. In the literature, pure silver has its Ag 
3d5,2 peak between 368.2 eV (Waddington, 1990) and 368.4 eV (Romand et al., 
1978). Small variations in the values obtained from the literature are a result of 
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differing pass energies, and hence energy resolution, of the XPS instrumentation 
used by each author. The evaporated silver sample used here had its Ag 3d512 peak at 
368.4 eV (figure 7.17). In addition, the silver sample only showed a very weak 
oxygen 1s peak and no sulphur peak (figure 7.18) indicating that the silver film 
remained free from oxidation and tarnishing in an ambient environment, for a few 
hours at least, and hence within the timescale of any AFM experiments. 

















0 -ý- -0 
385 383 381 379 377 375 373 371 369 367 365 
Binding Energy / eV 
Figure 7.17: Elemental XPS spectra of silver content for silver (blue line) and 
silver sulphide (red line) samples. 
The existence of sulphur was immediately obvious in the wide XPS spectrum for the 
silver sulphide sample (figure 7.16b). The sulphur 2p peaks occurred at energies of 
161.5 eV and 162.5 eV for the 2P3/2 and 2p1/2 peaks, respectively. For silver 
sulphide, the S 2P3/2 peak has previously been measured to have binding energies of 
159.6 eV (Yu et al., 1990) and 161.0 eV (Kaushik, 1991), although a range of 
possible binding energies (- 160 - 164 eV) for sulphur in a sulphide form is 
provided by Moulder et al. (1992). Only a very small shift in binding energy was, 
however, observed for the Ag 3d5 2 peak. The silver sulphide sample had its Ag 3d5/2 
peak at 368.3 eV (figure 7.17), a shift of 0.1 eV from that of the pure silver sample. 
It has previously been alluded to that the Ag 3d5,2 peak has a very narrow range of 
binding energies for a variety of silver compounds and is therefore not an accurate 
indication of chemical composition (Romand et al., 1978). At 368.3 eV, it is not 
possible to distinguish between pure silver (Ag), silver sulphide (Ag2S) and silver 
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sulphate (Ag2SO4), given the range of previously measured binding energies for the 
Ag 3d512 peak in these compounds (Moulder et al., 1992). The silver sulphide 
sample also showed negligible sign of impurities, since neither sodium nor oxygen 
were detected in the respective XPS spectra. 
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Figure 7.19: Kinetic energy shift in silver Auger lines, between the pure silver 
sample (blue line) and silver sulphide sample (red line). 
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and silver sulphide (red line) samples. 
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As discussed in §7.2.3.1, it is, however, the Auger emission that gives a stronger 
indication of the specific chemical species. Intense Auger emission was observed 
for both pure silver and silver sulphide samples, at around 900 eV (figure 7.16). The 
Auger lines are the M4NN and MSNN Auger lines of silver, and are attributed to 
Auger emission that results in a double electron vacancy in the atom. In this case, 
the M refers to the initial vacancy left by the photoelectron in the M-band of the 
electron energy levels, whilst the N refers to the location of the vacancies left by the 
Auger emission, in the N-band. Auger lines are more commonly referred to in terms 
of kinetic energy, and a significant shift in the kinetic energy associated with these 
Auger lines was observed between the two samples (figure 7.19). Analysis of the 
Auger lines and their shift is usually discussed in terms of the Auger parameter (AP) 
(Wagner, 1975), which makes use of the data available from both the strongest initial 
photoelectron emission and the subsequent Auger emission. The original AP, a was 
defined as the difference in kinetic energies between the strong photoelectron line 
Ej(i) and the particular Auger line of interest Ex(jkl) (Wagner, 1975). 
a= EK(jkl)-EK(i) (16) 
More commonly, a modified AP, a' is used, and is given by the sum of the original 
AP and the x-ray photon energy hv, which is equivalent to the sum of the binding 
energy of the strongest photoelectron line EB(i) and the kinetic energy of the specific 
Auger line Ex(jkl). 
a'=a+hv=EK(jkl)+EB(i) (17) 
Auger lines from the pure silver sample occurred at kinetic energies of 357.6 eV and 
351.8 eV for the M4NN and M5NN peaks, respectively. The modified AN for these 
lines were, therefore, 726.0 eV for the M4NN line and 720.2 eV for the M5NN line. 
These compared well to values in the literature, for example 726.0 eV (Kaushik, 
1991) and 726.1 eV (Waddington et al., 1990) for the M4NN line and 719.9 eV 
(calculated from Romand et al., 1978) and 720.1 eV (calculated from Weightman & 
Andrews, 1980) for the MSNN line. These results indicated a pure silver sample 
with little in the way of impurities or contaminants. 
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The M4NN and M5NN Auger lines for the silver sulphide sample had kinetic 
energies of 356.4 eV and 350.7 eV, respectively. Since the Ag 3d52 peak had a 
binding energy of 368.3 eV, these Auger lines had modified APs of 724.7 eV 
(M4NN) and 719.0 eV (M5NN). The Auger lines compared favourably with values 
quoted in the literature for silver sulphide. Reported values include 724.8 eV 
(Kaushik, 1991) and 725.3 eV (Waddington et al., 1990) for the M4NN line and 
719.0 eV (calculated from Romand et al., 1978) and 719.3 eV (Moulder et al., 1992) 
for the M5NN line. Furthermore, the AP for this sample did not coincide with AN 
for other possible sample compositions, such as silver sulphate, which has a lower 
AP for the M4NN line at 723.0 eV (Kaushik, 1991 and Moulder et al., 1992). 
In conclusion, analysis of the XPS and Auger spectra for the silver sulphide sample, 
confirmed that the sample does conform to a silver sulphide composition. In 
addition, no contaminants from the sulphidisation process or exposure to air had 
manifested themselves in the sample. 
7.3. Ionic conduction nanostructuring process 
Nanostructuring was carried out using a stiff silicon cantilever suitable for 
intermittent-contact imaging, with the addition of a conductive platinum coating. 
For nanostructuring in contact mode the drive amplitude of the cantilever was 
reduced to zero. The tip was subsequently brought towards the surface by increasing 
the cantilever deflection set-point. Nanostructuring was initiated when the tip and 
surface were in sufficient contact that an image could be acquired. This purely 
served to prove that the tip was contacting the surface, since imaging in this way did 
not result in a quality of image approaching that obtained from intermittent-contact 
imaging with these cantilevers. 
For intermittent-contact nanostructuring the cantilever was operated as for 
conventional intermittent-contact mode imaging, with the feedback control 
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remaining on. Nanostructuring in both cases was commenced when a suitably flat 
area of the sample, -2x2 µm in size, has been identified. 
Structures were written by applying a negative bias voltage to the tip, relative to the 
sample. The magnitude of the bias voltage was chosen to be the same order of 
magnitude as that used by Terabe et al. (2002a) and, hence, large enough to 
overcome the band gap energy barrier. When the tip was in contact with the surface, 
current was expected to flow between the tip and sample. This, therefore, was for 
the whole bias time when operating in contact mode, but only for a small fraction of 
the oscillation period when operating in intermittent-contact. Mobile silver ions in 
the silver sulphide substrate flow towards the tip, opposing the flow of electronic 
current, and recombine with electrons at the tip-sample interface to form neutral 
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Figure 7.20: Schematic of the nanostructuring process. For a 
negatively biased AFM tip, electrons flow from the tip to the sample, 
whilst mobile silver ions flow in the opposite direction and form a 
silver nanostructure at the surface. 
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7.4. Ionic conduction in contact mode 
Preliminary experiments provided an insight into the factors effecting the growth of 
silver nanostructures via ionic conduction. By applying tip bias voltage pulses of 
varying lengths and magnitudes, a diversity of silver structures can be grown. 
Large structures were observed for long pulse times. For example, a tip bias of 
-4.0 V, applied for 20 s, resulted in a structure 300 nm high and 1130 nm wide 
(figure 7.21 a). When the pulse time was decreased, smaller structures were 
observed. Amplitude and phase images of the nanostructure described above 
(figures 7.21b and 7.21c) showed that the nanostructure was far from uniform, with 
many phases of silver growth contributing to the final structure. This provided an 
insight into the growth process. Two clear reasons for this lay with the AFM 
hardware. Firstly, as shown later, the tip was particularly prone to damage whilst 
attempting to grow these silver nanostructures, due, in the most part, to the operation 
of a stiff silicon cantilever in contact mode. A modified tip, or multiple tip, could 
give rise to multiple current channels, either direct or tunnelling, each of which could 
initiate ionic conduction. The second reason was drift in the x -y plane of the AFM 
scan tube. Open loop scanners, as employed on the Dimension 3100 AFM, can 
suffer from nanometre scale drift on millisecond timescales. Even small drifts could 
cause new regions of growth. Another interesting point was the high aspect ratios 
(height / base width) that are characteristic of these nanostructures. The silver 
nanostructure in figure 7.21 had an aspect ratio of 0.26. This was high compared to 
other AFM-based nanostructuring techniques, for example local oxidation 
nanolithography, discussed previously in this work and in the literature (Tello et al., 
2002), where aspect ratios of 0.1 or less are typical. 
Figure 7.22 shows four silver nanostructures that were grown with decreasing bias 
pulse times (A - D) for a -4.0 V tip bias. Structures A to C had dimensions (height x 
width) of 340 x 1100 nm, 230 x 780 nm and 140 x 540 nm, corresponding to 
decreasing pulse times of 3.0 s, 1.0 s and 0.5 s, respectively. Surprisingly, structure 
D with the shortest pulse time (0.25 s) had dimensions of 240 x 740 nm, which was 
substantially larger than structure C which was grown in twice the time. This could 
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be explained by the fact that these structures were close together, and hence the 
mobile silver atoms within the silver sulphide are already concentrated in the vicinity 
by the growth of the previous structure. 
Ultimately, further decrease in nanostructuring timescale to 2 ms was achieved 
(figure 7.23). A -4.0 V pulse applied for 100 ms (figure 7.23a) created a structure 
100 nm high and -250 nm wide. When this is lowered to 2 ms (figure 7.230 the 
resultant structure is - 10 nm high and - 60 nm wide. The six of these structures 
appear severely distorted from the expected conical shape, almost certainly as a 
result of tip degradation or adhesion of material from the sample onto the tip. 
Nevertheless, a consistent drop in nanostructure dimensions was still observed. The 
lateral dimensions of the nanostructures appear to be highly dependent on the 
condition of the tip, which is easily modified when in contact with the silver 
sulphide. 
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Figure 7.21: Topographic (a), amplitude (b) and phase (c) images of a large silver 
nanostructure, resulting from a -4.0 V, 20 s tip bias. (z-range = 600 nm, amplitude 
range = 0.5 V, phase angle = 90 °). 
Figure 7.22: Topographic (a), amplitude (b) and phase (c) images of a four silver 
nanostructures, resulting from a -4.0 V tip bias of 3.0 s (A), 1.0 s (B), 0.5 s (C) and 
0.25 s (D). (z-range = 600 nm, amplitude range = 0.5 V, phase angle = 90 0). 
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Figure 7.23: Silver nanostructures grown with a -4.0 V' tip bias for 100 ms (a), 50 ins 
(b), 25 ms (c), 10 ms (d), 5 ms (e) and 2 ms (f). (z-range (a-c) = 200 nm, 
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Figure 7.24: Nanostructure height versus pulse time relation, combining 
nanostructures from figure 7.22 (circle), figure 7.23 (squares) and figure 
7.24 (crosses). 
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Combining the heights of all the nanostructures shown above revealed that the 
growth has a largely logarithmic dependence on time (figure 7.24). Deviations from 
one set of nanostructures to another are likely to be due to the quality of the AFM 
tip, reflected by evidence in the AFM images. The shape of the nanostructures must 
also play some role in defining the nanostructure height. Many of the nanostructures 
are composed of more than one region of growth, some to a considerable extent. 
This could be caused by drift in the AFM scan tube. Another possibility, however, is 
that if the force on the cantilever becomes too great, on a timescale less than the 
response time of the z-piezo, the tip may slip off the nanostructure, hence causing a 
secondary feature to be formed. 
The above results show that using this method, nanostructuring can occur on 
timescales as low as 2 ms. Since the silver nanostructures are tens of nanometres or 
greater in height, further reduction in pulse time should be possible. The average 
growth rate for the 2 ms nanostructure was 5000 nms"1. It is the same order of 
magnitude as reported for local oxidation experiments on hydrophobic surfaces 
(Snow et al., 2000). However, this is - 103 times too slow for application on the 
high-speed AFM, which found success with local oxidation occurring at rates of 
1x 106 nms'1. Despite the difficulty had in controlling the lateral sizes of the 
nanostructures, greater control over nanostructure growth was discovered by 
operating the tip in intermittent-contact. 
7.5. Ionic conduction in intermittent-contact 
Nanostructuring was also achieved by applying the tip bias voltage in intermittent 
contact. As with intermittent-contact imaging, the tip is only in contact with the 
surface for a small fraction of its oscillation period. As a result, the current flow 
only existed for a short time and nanostructuring will be predominantly limited to 
this time when this current exists. This time may be lengthened slightly since 
electrons are able to tunnel through between the tip and the sample whilst their 
separation remains now more than a few Angstroms The upshot of this was that 
nanostructuring timescales were drastically lengthened. 
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After selecting a suitable growth site, the scan size was reduced to zero, positioning 
the tip in the centre of the image area. The tip was biased at -2.0 V for 2 minutes. 
After the bias pulse was executed, the sample was imaged. A further four bias 
pulses, each of -2.0 V for 2 minutes, were applied and the sample imaged after each 
pulse. Figure 7.25 shows that after 4 minutes no structure was observed. After 6 
minutes, however, silver growth was evident in the centre of the image, with 
dimensions of 6x 40 nm (height x FWHM). From 6- 10 minutes the nanostructure 
grew to a size of 11 x 62 nm. Since the growth was slow the subsequent pulses were 
lengthened to 4 minutes in duration, still at -2.0 V. After 18 minutes of biasing a 
secondary nanostructure was observed, growing directly beside the initial structure. 
From 18 - 26 minutes the secondary nanostructure was observed to grow, whilst the 
original structures remains at the same size as it reached after 14 minutes. The 
secondary nanostructure reaches a size of 29 x 75 nm 8 minutes after it was first 
observed. 
The delay in the appearance of the initial nanostructure can be attributed to drift in 
the x -y position of the AFM tip relative to the sample. By monitoring the 
background features on the surface, it was obvious that the tip has drifted as much as 
140 nm by the time the initial nanostructure is observed. Likewise, the appearance 
of the secondary nanostructure indicated another drift in the relative tip-sample 
position. Interestingly, the growth of the secondary feature initially proceeded faster 
than the growth of the first nanostructure. This is thought to be due to mobile silver 
ions in the silver sulphide having moved towards the nanostructuring site during the 
growth of the first structure. Hence, as the tip drifts, large sources of silver ions 
already existed in the vicinity of the tip and close to the surface. 
Inducing a flow of silver ions by intermittent-contact mode AFM demonstrates that 
it is possible to control the growth of silver nanostructures with greater precision 
than that observed for contact mode operation, even on length scales as low as 10 
nm. Growth rates are, however, slow compared to nanostructuring in contact mode. 
Taking the growth of the secondary feature to be optimum, due to the lack of visible 
x -y drift, nanostructuring rates of - 0.05 nms-1 (in the vertical direction) can be 
achieved in intermittent-contact mode. This is - 109 times too slow to be 
successfully if applied to the HSAFM. 
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In terms of data storage densities, this minimum feature size quoted above allows for 
25 silver nanostructures (bits) to occupy a 400 x 400 nm area, given a separation of 
40 nm between bits and a simple square arrangement of data bits. This corresponds 
to a storage density 0.1 Tbits/inch2. If bits could be written within a 40 x 40 nm 
area, without the separation, then the storage density would be increased to 
0.4 Tbits/inch2. This is a little short of the 1 Tbit/inch2 target, however, if the 
minimum size of a silver nanostructure could be reduced to a 23 x 23 nm area this 
target would be met. 
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Figure 7.25: Growth of a silver nanostructure by ionic 
conduction with intermittent-contact mode AFM. The first sign 
of nanostructure growth is visible after 6 minutes, indicated by 
the green circle. (z-range = 40 nm). 
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7.5.1. Discussion of nanostructure origin 
As with local oxidation it is important to confirm that the nanostructures created by 
this process are indeed silver, and not occurring due to deposition of tip material or 
some other source. Deposition of platinum from the tip is immediately dismissed 
since the magnitudes of the voltages used for these experiments (2 -4 V) are 
consistently lower than those used for the local oxidation experiments, which were 
performed with tip bias in the 10 - 20 V range, and showed no evidence of platinum 
having been deposited on the surface. 
The intermittent-contact results in particular provide strong evidence that the 
fabricated nanostructures are indeed composed from silver. The fact that the growth 
of the nanostructure is precisely controlled indicates that the growth process is 
implicitly linked to the bias voltage and the time for which it was applied. 
Furthermore, the size of the nanostructure is, initially, not significantly larger than 
the size of tip radius of curvature, providing evidence that the current from tip to 
sample plays an important role in the nanostructure formation, as reported by Terabe 
et al. (1999,2002a & 2002b). 
7.6. Summary 
The work in this chapter has provided an insight into another possible 
nanostructuring technique applied by atomic force microscopy. The novelty of this 
method has, however, meant that numerous problems must be overcome in order to 
match the versatility of other nanostructuring techniques, particularly local 
oxidation. 
Perhaps the greatest problem with this technique is the difficulty in preparing flat 
silver sulphide surfaces over many square microns. Typically the surfaces consist of 
a network of plateaus, with each plateau being less than 2x2 µm in area. The need 
for a continuous surface is paramount, particularly when needing to control a 
nanostructuring process on small spatial scales and short timescales. The varying 
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heights of the plateaus will likely lead to differing ionic transport properties between 
plateaus. In addition, the silver sulphide surface appears to be easily modified 
during the nanostructuring process, as indicated by the collection of debris on the tip. 
A more rigorous investigation into this and alternative methods of preparing flat 
silver sulphide films could improve the applicability of this technique. 
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8. CONCLUSIONS & FUTURE WORK 
The work undertaken throughout this thesis has led to the development of a novel 
nanofabrication platform, based on a high-speed atomic force microscope, capable of 
video rate data capture with tip speeds as high as 20 cros"1, and local oxidation 
nanolithography. The aim was to investigate whether a scanning probe technique 
could be employed to pattern surfaces on timescales and length scales better than 
current nanolithography processes that prevail in industry today. 
Preliminary oxidation experiments focussed on gaining an understanding of the 
experimental factors affecting the local oxidation process. Initial use of intermittent- 
contact mode AFM, with doped silicon cantilevers and on titanium substrates, 
revealed that timescales above 10 µs were easily accessible with little or no 
experimental optimisation. Phase contrast during tip biasing was identified as a 
useful indicator of successful oxidation having occurred. The effect of interaction 
force in intermittent-contact on oxidation was investigated by varying the drive 
amplitude and amplitude set-point of cantilever. The dimensions of the resulting 
oxide nanostructures showed only a weak dependence on the oscillation parameters, 
although lower amplitude oscillations resulted in larger oxide heights, presumably 
due to the smaller mean tip-sample separation and the associated increase in average 
field strength. 
Preparatory experiments in contact mode served to explore the effect of cantilever 
set-point on oxide formation. The surprising conclusion was that imaging and 
nanostructuring do not necessarily share an optimum set-point. Typically, the 
clearest oxide patterns were fabricated with a set-point lower than that which was 
used to acquire the clearest images. If the set-point, and accordingly the interaction 
force, was too high oxidation appeared to occur in the water layer surrounding the tip 
rather than directly below the tip. This was attributed to either a compression of the 
water layer restricting the movement of oxygen ions or the tip fully penetrating the 
water layer and contacting the sample. 
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Characterisation of the fabricated patterns by a combination of energy dispersive x- 
ray spectroscopy and dynamic secondary ion mass spectrometry confirmed the 
existence of large quantities of oxygen, compared to analysis of the hydrogen- 
passivated background surface. This analysis showed only trace amounts of 
platinum from the tip coating, indicating that the patterns were certainly formed as a 
result of oxidation of the surface. 
The assessment of local oxidation timescales was two-fold. Firstly, a high- 
bandwidth signal generator was employed to repeatedly pulse the tip on timescales 
as low as 10 ns. Clear oxide lines were fabricated in both intermittent-contact and 
contact modes, implying that the process of oxidation of a H-passivated silicon 
surface can occur on timescales somewhat less than 10 ns. The resolution and 
throughput of nanofabrication technologies, however, require precise control over 
the position and size of nanostructures. An investigation into the minimum 
timescales required to create single oxide nanostructures revealed timescales 
considerably lower than those previously reported elsewhere. In contact mode, a 
minimum timescales of 10 ps was required to fabricate oxide dots 0.2 x 40 nm in 
size. In intermittent-contact the minimum timescale was as low as 500 ns, resulting 
in 0.6 x 15 nm oxide structures. 
These nanostructure sizes, particularly those fabricated in intermittent-contact show 
that local oxidation has gone a long way towards fulfilling the requirements of future 
nanostructuring techniques, as laid out in § 1.4. For nanofabrication, a minimum 
feature size of 10 nm or less was proposed. The optimisation of local oxidation for 
the short timescale studies in this work led to nanostructures with lateral sizes only 
1.5 -4 times this suggested value. This high resolution is comparable to that 
demonstrated by x-ray and electron beam lithography techniques, as well as the 
highest resolution obtained with nanoimprint lithography. Moreover, local oxidation 
by AFM has attained a resolution significantly higher than that of conventional 
optical or DUV/EUV lithography, ion beam lithography and microcontact printing. 
In terms of data storage applications, these minimum feature sizes correspond to 
maximum storage densities of 3 Thits/inch2 and 0.4 Thits/inch2 for intermittent- 
contact and contact mode, respectively. The higher of these is ten times the highest 
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density demonstrated for magnetic data storage with perpendicular recording and six 
times the storage density typical of flash memory. 
The second requirement of a future high-speed nanostructuring system was a method 
of addressing the patterning medium in short timescales. Use of a high-speed AFM, 
based on a resonant scan stage proved that local oxidation could occur at tip speeds 
as high as 7.8 cros'1 in contact mode, and with speeds of 2.8 cros" demonstrated in 
intermittent-contact. These speeds are 10 - 100 times the maximum tip speeds 
previously reported for local oxidation (Snow et al., 1994). The fact that oxidation 
can occur at such high speeds implies that the interaction of the tip with the water 
layer, the source of oxidising species, must remain stable at these speeds. This is 
particularly important for intermittent-contact operation since the water bridge is 
constantly contracting and expanding with the oscillation of the tip. 
Furthermore, uniform patterning of a sample surface using the high-speed scan stage 
has been shown to be highly reliant on precise mounting the sample on the tuning 
fork, as well as ensuring the level motion of the tuning fork relative to the stationary 
tip. Future developments of the HSAFM instrumentation should provide greater 
reliability in the assembly of both scanned-sample and scanned-tip configuration. 
Progress in this area has recently been made by Picco et al., (2006), whereby the 
tuning fork was replaced by a piezo-driven flexure stage, enabling larger sample 
sizes to be used and thus negating the need to mount millimetre-sized samples on the 
leg of the tuning fork. Use of this improved scan stage was, alas, not available 
during the time frame of this work. 
The true potential of high-speed AFM for nanostructuring was realised by 
demonstrating that high-speed imaging and local oxidation could be performed 
simultaneously, such that the fabrication of oxide patterns was observed in real-time 
at 15 frames per second. Key to this success were the conductively coated silicon 
nitride cantilevers, which were capable of imaging soft samples, such as 
bacteriorhodopsin, as well as the hard, flat surface characteristic of H-passivated 
silicon. Real-time nanofabrication was performed by synchronising the tip biasing 
to the tuning fork drive signal and resulted in patterning resolutions of 100 - 200 Mn, 
with oxidation occurring on timescales as short as 50 ns. 
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The success of this high-speed nanostructuring assembly can be tested by how it 
performs with respect to the goals summarised at the end of chapter 1. It was stated 
that nanostructuring resolution should be 10 nm or ideally less. Such resolution has 
not been achieved with high-speed local oxidation, rather a resolution of > 100 nm 
has been achieved. For data storage purposes, the requirements were storage 
densities of 1 Thit/inch2 and writing speeds of the order of 1 Gbit/s. High-speed 
nanostructuring by local oxidation has demonstrated a storage density of 16.1 
Gbits/inch2 and a writing speed of 1.2 kbits/s, both of which were limited by rapid 
tip degradation. 
In keeping with the view that future nanostructuring processes should not rely solely 
on silicon fabrication, a novel patterning technique was proposed and tested, based 
on the combination of AFM and solid-state ionic conduction. By using a biased 
AFM tip to initiate a flow of silver ions to the surface of a silver sulphide film, silver 
nanostructures ranging from sub-10 nm to many hundreds of nanometres in size 
were fabricated. Whilst the size of the nanostructures were largely dependent on the 
bias time, other factors, particularly the film quality and the condition of the tip, led 
to great variation in the shape of the silver formations. Nanostructuring with ionic 
conduction whilst operating in intermittent-contact confirmed that it was possible to 
control the size of a single silver nanostructure, if the growth conditions can be 
optimised and, therefore, made more reliable. It is clear that additional experiments 
are required in order to fully understand ionic conduction when governed by the 
dynamics of an AFM tip and cantilever. For example, monitoring the cantilever 
deflection during the growth would indicate if tip was slipping off the nanostructure 
during its formation. 
While ionic conduction in silver sulphide films has opened up a new method for 
nanostructuring by AFM, current timescales are - 1000 times too slow to meet the 
requirements for a future nanostructuring platform outlined in § 1.4. The minimum 
nanostructure size resulting from this work was 6x 40 nm. This is approaching the 
target of a sub-10 nm minimum feature size essential for future device fabrication. 
Reduction in nanostructure size, whilst maintaining the ability to observe the 
structure in AFM images, should be possible. Data writing speeds are much less 
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favourable. Such was the disparity in nanostructure formation, that this process was 
not attempted with a moving tip. Moreover, nanostructuring timescales relevant to 
high-speed AFM were not achieved, hence the combination of ionic conduction 
nanostructuring and HSAFM was not implemented. 
Future work could lead down many avenues. As far as nanofabrication in real-time 
in concerned, this work as only hinted at the capabilities of this technique. 
Improvements in the scan stage assembly, such as the flexure stage, would make the 
basic operation of the high-speed AFM more reliable. High-speed nanostructuring, 
on the other hand, requires considerable effort towards developing AFM tips with 
greater resistance to wear and with greater consistency between one batch of tips and 
the next. Real-time nanofabrication demonstrated in chapter 6 was really only 
limited by the rapid abrasion of the tip during combined imaging and oxidation at 
high-speeds. Further development of this novel nanofabrication device necessitates 
more precise synchronisation of the tip bias signal to the motion of the scan stage. 
Ultimately, this could be achieved be combining the bias signal generation with the 
HSAFM imaging software. 
At present the motion of the tip and cantilever during high-speed imaging, let alone 
during high-speed patterning, is not well understood. Future experiments should aim 
to characterise this motion. The interaction of the tip with the water could be 
investigated by observing changes in the lateral deflection of the cantilever due to 
surface friction, as the tip scans over regions of hydrophobic H-passivated silicon 
and hydrophilic oxide patterns. Related to this is the effect of the bias signal on the 
cantilever dynamics. 
Finally, improvements in the understanding and execution of AFM-based 
nanostructuring by ionic conduction may open up an alternative patterning technique 
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