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ABSTRACT
Data mining techniques focus on ﬁnding novel and useful patterns
or models from large datasets. Because of the volume of the data
to be analyzed, the amount of computation involved, and the need
for rapid or even interactive analysis, data mining applications re-
quire the use of parallel machines. We have been developing com-
piler and runtime support for developing scalable implementations
of data mining algorithms. Our work encompasses shared memory
parallelization, distributed memory parallelization, and optimiza-
tions for processing disk-resident datasets.
In this paper, we focus on compiler and runtime support for shared
memory parallelization of data mining algorithms. We have devel-
oped a set of parallelization techniques that apply across algorithms
for a variety of mining tasks. We describe the interface of the mid-
dleware where these techniques are implemented. Then, we present
compiler techniques for translating data parallel code to the mid-
dleware speciﬁcation. Finally, we present a brief evaluation of our
compiler using apriori association mining and k-means clustering.
1. INTRODUCTION
Analysis of large datasets for extracting novel and useful models or
patterns, also referred to as data mining, has emerged as an impor-
tant area within the last decade [17]. Because of the volume of data
analyzed, the amount of computation involved, and the need for
rapid or even interactive response, data mining tasks are becoming
an important class of applications for parallel machines.
In recent years, large shared memory machines with high bus band-
width and very large main memory have been developed by several
vendors. Vendors of these machines are targeting data warehous-
ing and data mining as major markets. Thus, we can expect data
mining applications to become an important class of applications
￿
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on large SMP machines.
This paper reports on runtime and compiler support for easing im-
plementations of data mining algorithms on shared memory ma-
chines. We have observed that parallel versions of several well-
known data mining techniques, including apriori association min-
ing [1], k-means clustering [19], k-nearest neighbor classiﬁer [17],
artiﬁcial neural networks [17], and decision tree classiﬁers [26]
share a relatively similar structure. The main computation in these
algorithms involves updating a reduction object using associative
and commutative operators. The main issue in maintaining correct-
ness is avoiding race conditions when multiple threads may want
to increment the same element.
Based upon this observation, we have developed a set of techniques
for parallelizing data mining algorithms. Our set of techniques in-
clude full replication, full locking, ﬁxed locking, optimized full
locking, and cache-sensitive locking. Unlike previous work on
shared memory parallelization of speciﬁc data mining algorithms,
all of our techniques apply across a large number of common data
mining algorithms. The techniques we have developed involve a
number of tradeoffs between memory requirements, opportunity
for parallelization, and locking overheads. The techniques have
been implemented within a runtime framework. This framework
offers a high-level interface and hides the details of implementa-
tion of the parallelization techniques.
We have also used this framework and its interface as a compiler
target. Starting from a data parallel version of a data mining al-
gorithm, our compiler generates code for the interface for our run-
time framework. Our experience in implementing the compiler has
shown the use of a runtime framework signiﬁcantly simpliﬁes the
compiler implementation. This paper describes our parallelization
techniques, runtime framework, compiler implementation, and an
evaluation of our compiler using apriori association mining and k-
means clustering.
The rest of the paper is organized as follows. We survey the par-
allel data mining algorithms in Section 2. The interface and func-
tionality of our middleware is described in Section 3. The language
dialect we use is presented in Section 4. Our compiler techniques
are presented in Section 5. Experimental evaluation of our proto-
type compiler is the topic of Section 6. We compare our work with
related research efforts in Section 7 and conclude in Section 8.2. PARALLELDATAMININGALGORITHMS
In this section, we describe how several commonly used data min-
ing techniques can be parallelized on a shared memory machine in
a very similar way. Our discussion focuses on ﬁve important data
mining techniques: apriori associating mining [1], k-means cluster-
ing [19], k-nearest neighbors [17], artiﬁcial neural networks [17],
and bayesian networks [8].
2.1 Apriori Association Mining
Association rule mining is the process of analyzing a set of transac-
tions to extract association rules and is a very commonly used and
well-studied data mining problem [2, 39]. Given a set of transac-
tions
1 (each of them being a set of items), an association rule is an
expression
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well accepted algorithm for association mining is the apriori min-
ing algorithm [2]. The main observation in the apriori technique is
that if an itemset occurs with frequency
￿ , all the subsets of this
itemset also occur with at least frequency
￿ . In the ﬁrst iteration
of this algorithm, transactions are analyzed to determine the fre-
quent 1-itemsets. During any subsequent iteration
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the candidate itemsets
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￿ . Then, each transaction in the dataset
is processed to compute the frequency of each member of the set
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￿ that have a certain pre-speciﬁed minimal
frequency (called the support level) are added to the set
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A simple shared memory parallelization scheme for this algorithm
is as follows. One processor generates the complete
￿
￿ using the
frequent itemset
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transactions are scanned, and each transaction (or a set of transac-
tions) is assigned to one processor. This processor evaluates the
transaction(s) and updates the counts of candidates itemsets that
are found in this transaction. Thus, by assigning different sets of
transactions to processors, parallelism can be achieved. The only
challenge in maintaining correctness is avoiding the possible race
conditions when multiple processors may want to update the count
of the same candidate.
2.2 k-means Clustering
The second data mining algorithm we describe is the k-means clus-
tering technique [19], which is also very commonly used. This
method considers transactions or datainstances as representing points
in a high-dimensional space. Proximity within this space is used as
the criterion for classifying the points into clusters.
Three steps in the sequential version of this algorithm are as fol-
lows: 1) start with
￿ given centers for clusters; 2) scan the data
instances, for each data instance (point), ﬁnd the center closest to
it, assign this point to the corresponding cluster, and then move the
center of the cluster closer to this point; and 3) repeat this process
until the assignment of points to cluster does not change.
This method can also be parallelized in a fashion very similar to
the method we described for apriori association mining. The data
instances are read, and each data instance (or a set of instances)
￿ We use the terms transactions, data items, and data instances in-
terchangeably.
are assigned to one processor. This processor performs the com-
putations associated with the data instance, and then updates the
center of the cluster this data instance is closest to. Again, the
only challenge in maintaining correctness is avoiding the race con-
ditions when multiple processors may want to update center of the
same cluster.
2.3 k-nearest Neighbors
k-nearest neighbor classiﬁer is based on learning by analogy [17].
The training samples are described by an n-dimensional numeric
space. Given an unknown sample, the k-nearest neighbor classiﬁer
searches the pattern space for k training samples that are closest,
using the euclidean distance, to the unknown sample.
Again, this technique can be parallelized as follows. Each training
sample is processed by one processor. After processing the sample,
the processor determines if the list of k current nearest neighbors
should be updated to include this sample. Again, the correctness
issue is the race conditions if multiple processors try to update the
list of nearest neighbors at the same time.
2.4 Artiﬁcial Neural Networks
An artiﬁcial neural network is a set of connected input/output units
where each connection has a weight associated with it. During the
learning phase, the network learns by adjusting the weights so as
to be able to predict the correct class labels of the input samples.
A very commonly used algorithm for training a neural network is
backpropagation [17]. For each training sample, the weights are
modiﬁed so as to minimize the difference between the network’s
prediction and the actual class label. These modiﬁcations are made
in the backwards direction.
The straight forward method for parallelizing this techniques on a
shared memory machine is as follows. Each transaction is assigned
to one processor. This processor performs the computations asso-
ciated with this transactions and updates the weights for each con-
nection in the network. Again, the only correctness consideration
is the possibility of race conditions when the weights are updated.
2.5 Bayesian Network
Bayesian network is an approach to unsupervised classiﬁcation [8].
Each transaction or data instance
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stances, the goal is to search for the best class descriptions that pre-
dict the data. Class membership is expressed probabilistically, i.e.,
a data instance probabilistically belongs to a number of possible
classes. The classes provide probabilities for all attribute values of
each instance. Class membership probabilities are then determined
by combining all these probabilities.
Two most time consuming steps in computing the classiﬁcation are
update wts and update parameters. update wts com-
putes the weight of each class, which is the sum of the probabilities
of each data instance being in that class. update parameters
uses the weights computed to update the parameters for classiﬁca-
tion used during the next phase.
A parallelization strategy that can be used for both of these steps
is as follows. The data instances are partitioned across processors.
In the update wts phase, each processor updates the weight of
each class after processing each data instance. The sequential ver-
sion of update parametersis composed of three nested loops.￿
* Outer Sequential Loop *
￿
While()
￿
￿
* Reduction Loop *
￿
Foreach(element e)
￿
(i, val) = process(e) ;
Reduc(i) = Reduc(i)
￿
￿
￿ val ;
￿
￿
Figure 1: Structure of Common Data Mining Algorithms
The outer most loop iterates over all the classes, the next loop it-
erates over all attributes, and the inner most loop iterates over the
data instances. The inner most loop uses the values of all data in-
stances to compute the class parameters. Since the data instances
have been partitioned across processors, parallelization is done at
the inner most loop. Processors update class parameters after pro-
cessing each data instance. For both the phases, the correctness
challenge is the race condition when weights of the class or class
parameters are updated.
3. PARALLELIZATIONTECHNIQUESAND
MIDDLEWARE SUPPORT
In this section, we initially focus on the parallelization techniques
we have developed for the data mining algorithms we described in
the last section. Then, we give a brief overview of the middleware
within which these techniques are implemented. We also describe
the middleware interface.
3.1 Parallelization Techniques
In the previous section, we have argued how several data mining al-
gorithms can be parallelized in a very similar fashion. The common
structure behind these algorithms is summarized in Figure 1. The
function
￿
￿
￿ is an associative and commutative function. Thus, the
iterations of the foreach loop can be performed in any order. The
data-structure Reduc is referred to as the reduction object. Every
element of this object is referred to as a reduction element.
The main correctness challenge in parallelizing a loop like this on a
shared memory machine arises because of possible race conditions
when multiple processors update the same element of the reduction
object. The element of the reduction object that is updated in a
loop iteration (
￿ ) is determined only as a result of the processing.
For example, in the apriori association mining algorithm, the data
item read needs to matched against all candidates to determine the
set of candidates whose counts will be incremented. In the k-means
clustering algorithm, ﬁrst the cluster to which a data item belongs
is determined. Then, the center of this cluster is updated using a
reduction operation.
The major factors that make these loops challenging to execute ef-
ﬁciently and correctly are as follows:
￿ It is not possible to statically partition the reduction object
so that different processors update disjoint portions of the
collection. Thus, race conditions must be avoided at runtime.
￿ The execution time of the function
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￿
￿ can be a signif-
icant part of the execution time of an iteration of the loop.
Thus, runtime preprocessing or scheduling techniques can-
not be applied.
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Figure 2: Memory Layout for Various Locking Schemes
￿ In many of algorithms, the size of the reduction object can
be quite large. This means that the reduction object cannot
be replicated or privatized without signiﬁcant memory over-
heads.
￿ The updates to the reduction object are ﬁne-grained. The
reduction object comprises a large number of elements that
take only a few bytes, and the foreach loop comprises a large
number of iterations, each of which may take only a small
number of cycles. Thus, if a locking scheme is used, the
overhead of locking and synchronization can be signiﬁcant.
We have developed a number of techniques for parallelizing this
class of loops. The comparison of our work with existing work
on shared memory parallelization is presented in the related work
section. Our work has shown that three techniques are the most
competitive and can all out-perform each other under certain con-
ditions. These techniques are, full replication, optimized full lock-
ing, and cache-sensitive locking. For motivating the optimized full
locking and cache-sensitive locking schemes, we also describe a
simple scheme that we refer to as full locking.
FullReplication: One simple way of avoiding race conditions is to
replicate the reduction object and create one copy for every thread.
The copy for each thread needs to be initialized in the beginning.
Each thread simply updates its own copy, thus avoiding any race
conditions. After the local reduction has been performed using all
the data items on a particular node, the updates made in all the
copies are merged.
We next describe the locking schemes. The memory layout of
the three locking schemes, full locking, optimized full locking, and
cache-sensitive locking, is shown in Figure 2.
Full Locking: One obvious solution to avoiding race conditions is
to associate one lock with every element in the reduction object.
After processing a data item, a thread needs to acquire the lock as-
sociated with the element in the reduction object it needs to update.
In our experiment with apriori, with 2000 distinct items and support
level of 0.1%, up to 3 million candidates were generated [21]. Infull locking, this means supporting 3 million locks. Supporting
such a large numbers of locks results in overheads of three types.
The ﬁrst is the high memory requirement associated with a large
number of locks. The second overhead comes from cache misses.
Consider an update operation. If the total number of elements is
large and there is no locality in accessing these elements, then the
update operation is likely to result in two cache misses, one for
the element and second for the lock. This cost can slow down the
update operation signiﬁcantly.
The third overhead is of false sharing. In a cache-coherent shared
memory multiprocessor, false sharing happens when two proces-
sors want to access different elements from the same cache block.
In full locking scheme, false sharing can result in cache misses for
both reduction elements and locks.
Optimized Full Locking: Optimized full locking scheme over-
comes the the large number of cache misses associated with full
locking scheme by allocating a reduction element and the corre-
sponding lock in consecutive memory locations, as shown in Fig-
ure 2. By appropriate alignment and padding, it can be ensured
that the element and the lock are in the same cache block. Each
update operation now results in at most one cold or capacity cache
miss. The possibility of false sharing is also reduced. This is be-
cause there are fewer elements (or locks) in each cache block. This
scheme does not reduce the total memory requirements.
Cache-SensitiveLocking: Theﬁnaltechnique wedescribe iscache-
sensitive locking. Consider a 64 byte cache block and a 4 byte re-
duction element. We use a single lock for all reduction elements in
the same cache block. Moreover, this lock is allocated in the same
cache block as the elements. So, each cache block will have 1 lock
and 15 reduction elements.
Cache-sensitive locking reduces each of three types of overhead
associated with full locking. This scheme results in lower mem-
ory requirements than the full locking and optimized full locking
schemes. Each update operation results in at most one cache miss,
as long as there is no contention between the threads. The problem
of false sharing is also reduced because there is only one lock per
cache block.
One complication in the implementation of cache-sensitive locking
scheme is that modern processors have 2 or more levels of cache
and the cache block size is different at different levels. Our imple-
mentation and experiments have been done on machines with two
levels of cache, denoted by L1 and L2. Our observation is that if
the reduction object exceeds the size of L2 cache, L2 cache misses
are a more dominant overhead. Therefore, we have used the size of
L2 cache in implementing the cache-sensitive locking scheme.
3.2 Middleware Functionality and Interface
We have developed a middleware in which the various paralleliza-
tion techniques we described earlier have been implemented. The
middleware serves two goals. First, it offers a high-level interface
for the programmers to rapidly implement parallel data mining al-
gorithms. Second, it can serve as a compiler target. By generating
code for the middleware interface, the compiler need not generate
separate code for each of the parallelization approaches we sup-
port. This work is part of our work on developing a middleware for
rapid development of data mining implementations on large SMPs
void Kmeans::initialize()
￿
for (int i = 0; i
￿ k; i++)
￿
clusterID[i]=reducobject-
￿ alloc(ndim + 2);
￿
￿
* Initialize Centers *
￿
￿
void Kmeans::reduction(void *point)
￿
for (int i=0; i
￿ k; i++)
￿
dis=distance(point, i);
if (dis
￿ min)
￿
min=dis;
min index=i;
￿
￿
objectID=clusterID[min index];
for (int j=0; j
￿ ndim; j++)
reducobject-
￿ Add(objectID, j, point[j]);
reducobject-
￿ Add(objectID, ndim, 1);
reducobject-
￿ Add(objectID, ndim + 1, dis);
￿
Figure 3: Initialization and Local Reduction Functions for k-
means
and clusters of SMPs [20]. Our middleware targets both distributed
memory and shared memory parallelization, and also includes op-
timizations for efﬁcient processing of disk-resident datasets.
For shared memory parallelization, the programmer is responsible
for creating and initializing a reduction object. Further, the pro-
grammer needs to write a local reduction function that speciﬁes the
processing associated with each transaction. The initialization and
local reduction functions for k-means are shown in Figure 3. As
we discussed earlier, a common aspect of data mining algorithms
is the reduction object. Declaration and allocation of a reduction
object is a signiﬁcant aspect of our middleware interface. There
are two important reasons why reduction elements need to be sep-
arated from other data-structures. First, by separating them from
read-only data-structures, false sharing can be reduced. Second,
the middleware needs to know about the reduction object and its el-
ements to optimize memory layout, allocate locks, and potentially
replicate the object.
Consider, asan example, aprioriassociation mining algorithm. Can-
didate itemsets are stored in a preﬁx or hash tree. During the reduc-
tion operation, the interior nodes of the tree are only read. Asso-
ciated with each leaf node is the support count of the candidate
itemset. All such counts need to be allocated as part of the re-
duction object. To facilitate updates to the counts while traversing
the tree, pointers from leaf node to appropriate elements within the
reduction object need to be inserted. Separate allocation of candi-
date counts allows the middleware to allocate appropriate number
of locks depending upon the parallelization scheme used and op-
timize the memory layout of counts and locks. If full replication
is used, the counts are replicated, without replicating the candidate
tree. Another important beneﬁt is avoiding or reducing the prob-
lem of false sharing. Separate allocation of counts ensures that
the nodes of the tree and the counts of candidates are in separate
cache blocks. Thus, a thread cannot incur false sharing misses
while traversing the nodes of the tree, which is now a read-only
data-structure. A disadvantage of separate allocation is that extra
pointers need to be stored as part of the tree. Further, there is extra
pointer chasing as part of the computation.
Two granularity levelsare supported for reduction objects, thegrouplevel and the element level. One group is allocated at a time and
comprises a number of elements. The goal is to provide program-
ming convenience, as well as high performance. In apriori, all
￿
itemsets that share the same parent
￿
￿
￿ itemsets are typically de-
clared to be in the same group. In k-means, a group represents a
center, which has
￿
￿
￿
￿
￿
￿
￿
￿
￿ elements, where
￿
￿
￿
￿
￿ is the number
of dimensions in the coordinate space.
After the reduction object is created and initialized, the runtime
system may clone it and create several copies of it. However, this
is transparent to the programmer, who views a single copy of it.
The reduction function shown in Figure 3 illustrates how updates
to elements within a reduction object are performed. The program-
mer writes sequential code for processing, except the updates to
elements within a reduction object are performed through member
functions of the reduction object. A particular element in the reduc-
tion object is referenced by a group identiﬁer and an offset within
the group. In this example, add function is invoked for all elements.
Besides supporting the commonly used reduction functions, like
addition, multiplication, maximum, and minimum, we also allow
user deﬁned functions. A function pointer can be passed a param-
eter to a generic reduction function. The reduction functions are
implemented as part of our runtime support. Several parallelization
strategies are supported, but their implementation is kept transpar-
ent from application programmers.
After the reduction operation has been applied on all transactions,
a merge phase may required, depending upon the parallelization
strategy used. If several copies of the reduction object have been
created, the merge phase is responsible for creating a single correct
copy. We allow the application programmer to choose between one
of the standard merge functions, (like add corresponding elements
from all copies), or to supply their own function.
4. DATAPARALLELLANGUAGESUPPORT
We now describe a data parallel dialect of Java that can be used
for expressing parallel algorithms for common data mining tasks.
Though we propose to use a dialect of Java as the source lan-
guage for the compiler, the techniques we will be developing will
be largely independent of Java and will also be applicable to suit-
able extensions of other languages, such as C or C++.
We use three main directives in our data parallel dialect. These
are for specifying a multi-dimensional collections of objects, a par-
allel for loop, and a reduction interface. The ﬁrst two have been
commonly used in other object-oriented parallel systems like Tita-
nium [35], HPC++ [7], and Concurrent Aggregates [9]. The con-
cept of reduction interface is, to the best of our knowledge, novel
to our approach. The choice of these directives is motivated by the
structure of data mining algorithms we described earlier.
Rectdomain: A rectdomain is a collection of objects of the same
type such that each object in the collection has a coordinate associ-
ated with it, and this coordinate belongs to a pre-speciﬁed rectilin-
ear section.
Foreach loop: A foreach loop iterates over objects in a rectdomain,
and has the property that the order of iterations does not inﬂuence
the result of the associated computations.
Reduction Interface: Any object of any class implementing the
reduction interface acts as a reduction variable [18]. The seman-
tics of a reduction variable are analogous to those used in version
2.0 of High Performance Fortran (HPF-2) [18]. A reduction vari-
able has the property that it can only be updated inside a foreach
loop by a series of operations that are associative and commutative.
Furthermore, the intermediate value of the reduction variable may
not be used within the loop, except for self-updates.
Another interface we use is Disk-resident. Any class whose objects
are either read or written from disks must implement this interface.
For any class which implements the reduction interface, or repre-
sents objects that are disk-resident, we expect a constructor func-
tion that can read the object from a string. In the case of a class
that implements the reduction interface, such constructor function
is used for facilitating interprocessor communication. Speciﬁcally,
the code for the constructor function is used for generating code
for copying an object to a message buffer and copying a message
buffer to an object. Similarly, for any dataset which is either read or
written to disks, the constructor function is used to generate code
that reads or writes the object.
The data parallel Java code for k-means clustering is shown in Fig-
ure 4.
￿ is the number of clusters that need to be computed. An
object of the class KmPoint represents a three-dimensional point.
The variable Input represents a one-dimensional array of points,
which is the input to the algorithm. In each iteration of the fore-
ach loop, one point is processed and the cluster whose center is
closest to the point is determined. The function Assign accumu-
lates coordinates of all points that are found to be closest to the
center of a given cluster. It also increments the count of the num-
ber of points that have been found to be closest to the center of a
given cluster. The function Finalize is called after the fore-
ach loop. It determines the new coordinates of the center of a
cluster, based upon the points that have been assigned to the clus-
ter. The details of the test for termination condition are not shown
here.
5. COMPILER IMPLEMENTATION
In this section, we describe how our compiler translates a data min-
ing application written in the data parallel dialect to a middleware
speciﬁcation.
The use of middleware considerably simpliﬁes the task of compiler,
because task planning, asynchronous I/O operation and synchro-
nization are all transparent to the compiler. Moreover, the compiler
does not need to generate signiﬁcantly different code to use differ-
ent parallelization techniques.
As illustrated in previous sections, a typical application in our tar-
get class comprises an initialization of an array of reduction ele-
ments, an iterator which speciﬁes the input data and local reduction
function that operates on the instance, and a ﬁnalization function to
handle output. Accordingly, our compiler needs to: 1) Generate
function to initialize reduction elements, 2) For each data paral-
lel loop that updates an object of reduction interface, generate lo-
cal and global reduction functions, and 3) Generate the ﬁnalization
function.
A special template called areduction element is implemented in our
middleware to make synchronizations transparent to users. Each
reduction element corresponds to one block in the memory, and all
reduction elements are shared by all consumer processes at run-
time.Interface Reducinterface
￿
￿
* Any object of any class implementing *
￿
￿
* this interface is a reduction variable *
￿
￿
public class KmPoint implements Disk-resident
￿
double x1, x2, x3;
KmPoint (String buffer)
￿
￿
* constructor for copying to/from a buffer *
￿
￿
￿
public class Kcenter implements Reducface
￿
static double [] x1,x2,x3;
static double[] meanx1, meanx2, meanx3;
static long[] count;
Kcenter (String buffer)
￿
￿
* constructor for copying to/from a buffer *
￿
￿
void Finalize()
￿
for(i=0; i
￿ k; i++)
￿
x1[i]=meanx1[i]/count[i];
x2[i]=meanx2[i]/count[i];
x3[i]=meanx3[i]/count[i];
￿
￿
void Assign(KmPoint point,int i,double dis)
￿
meanx1[i]+=point.x1;
meanx2[i]+=point.x2;
meanx3[i]+=point.x3;
count[i]+=1;
￿
￿
public class Kmeans
￿
public static void main(String[] args)
￿
Point
￿
￿
￿
￿ lowend = .. ;
Point
￿
￿
￿
￿ hiend = .. ;
RectDomain
￿
￿
￿
￿ InputDomain=[lowend:hiend];
KmPoint[1d] Input=new KmPoint[InputDomain];
while(not converged)
￿
foreach (p in InputDomain)
￿
min=9.999E+20;
for (i=0; i
￿ k; i++)
￿
int dis = Kcenter.distance(Input[p],i);
if( dis
￿ min)
￿
min=temp;
minindex=i;
￿
￿
Kcenter.Assign(Input[p],minindex,min);
￿
Kcenter.Finalize();
￿
￿
￿
Figure 4: k-means Clustering Expressed in Data Parallel Java
void Kmeans::initialize()
￿
ReplicationDM ( double )::preinitialize();
int reduct buffer=reducobject-
￿ alloc(k*4+1);
for (int i = 0; i
￿ k; i++)
￿
(*reductionElement)(reduct buffer, i)=0 ;
(*reductionElement)(reduct buffer, i+1)=0 ;
(*reductionElement)(reduct buffer, i+2)=0 ;
(*reductionElement)(reduct buffer, i+3)=0 ;
￿
Replication DM
￿ double
￿ ::post initialize();
￿
Figure 5: Compiler Generated Initialization Function for k-
means
The responsibilities of initialization function typically include allo-
cation of reduction elements and setting the initial values. In gener-
ating the initialization function, we gather static information from
the class declaration of reduction interface to decide the number
of reduction elements to be allocated. For applications where this
cannot be known until runtime, such as apriori associate mining,
we use symbolic analysis. Figure 5 shows the initialization func-
tion of kmeans. After allocating reduction elements, the statements
that set the initial value of each element are translated directly from
the constructor of the object of reduction interface.
Generating local reduction function is quite straight-forward. The
operations within the foreach loop can be extracted and put into a
separate function, which simply becomes the local reduction func-
tion. However, as high level representation of the reduction inter-
face in our dialect of Java is translated to reduction elements, refer-
ence and updates of the reduction interface must also be translated
to reference and updates of the corresponding reduction elements.
The compiler generated local reduction function is shown in Fig-
ure 6.
Currently for the data mining applications we have studied, the
global reduction function is just a call to a method of the mid-
dleware that performs reductions on all reduction elements. The
detailed operations are transparent to our compiler.
The last task of our compiler is generating a ﬁnalization function
to specify the output. The ﬁnalization function typically also in-
cludes the termination condition for the sequential loop surround-
ing the foreach loop. This is done by simply translating the func-
tions called after the foreach loop in the source code.
6. EXPERIMENTAL RESULTS
In this section, we focus on evaluating our compiler and runtime
framework. We use two common data mining algorithms, apriori
association mining and k-means clustering.
Our ﬁrst experiment demonstrates that each of the three paralleliza-
tion techniques we have developed can out-perform others depend-
ing upon the problem characteristics. Our second set of experi-
ments compare the performance of compiler generated codes with
hand-coded versions.
Through-out this section, the versions corresponding to the full
replication, optimized full locking and cache-sensitive locking are
denoted by fr, ofl, and csl, respectively.void Kmeans::local reduction(void* block)
￿
int *datablock=(int *) block;
int instance number = *datablock;
double *instance=(double*)(datablock)+1;
double min;
double temp;
int min index;
KmPoint Input ;
for (;instance number
￿ 0;instance number–)
￿
scandata(instance, &Input) ;
min=max number;
for(int i=0;i
￿ ;i++)
￿
temp = distance( Input, i);
if( temp
￿ min)
￿
min=temp;
minindex=i;
￿
￿
assign( Input, minindex, min);
￿
￿
void Kmeans::scandata(int*instance, KmPoint* Input )
￿
memcpy(&Input.x1,instance,sizeof(double));
instance+=sizeof(double);
memcpy(&Input.x2,instance,sizeof(double));
instance+=sizeof(double);
memcpy(&Input.x3,instance,sizeof(double));
instance+=sizeof(double);
￿
void Kmeans::assign(KmPoint& Input, int index, double dis )
￿
reducObject-
￿ Add(reduct buffer,index, Input.x1);
reducObject-
￿ Add(reduct buffer,index+1, Input.x2);
reducObject-
￿ Add(reduct buffer,index+2, Input.x3);
reducObject-
￿ Add(reduct buffer,index+3, 1);
reducObject-
￿ Add(reduct buffer,K*4+1, dis);
￿
Figure 6: Compiler Generated Local Reduction function for k-means
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Figure 7: Relative Performance of Full Replication, Optimized
Full Locking, and Cache-Sensitive Locking: 4 Threads, Differ-
ent Support Levels
6.1 Evaluating Different Parallelization Tech-
niques
This experiment was performed using a Sun Microsystem Ultra En-
terprise 450, with 4250MHz Ultra-IIprocessors and 1 GBof 4-way
interleaved main memory.
We used apriori association mining for this experiment. The size
of the reduction object in k-means clustering is usually quite small,
and as a result, almost identical performance is seen from all three
techniques.
We use a dataset with 2000 distinct items, where the average num-
ber of items per transaction is 20. The total size of the dataset is
500 MB and a conﬁdence level of 90% is used. We consider four
support levels, 0.1%, 0.05%, 0.03%, and 0.02%.
The results are shown in Figure 7. These results were obtained us-
ing a In apriori association mining, the total number of candidate
item-sets increases as the support level is decreased. Therefore, the
total memory requirement for the reduction objects also increases.
When support level is 0.1% or 0.05%, sufﬁcient memory is avail-
able for reduction object even after replicating 4 times. Therefore,
fr gives the best performance. At the support level of 0.1%, ofl
is slower by 7% and csl is slower by 14%. At the support level
of 0.05%, they are slower by 4% and 6%, respectively. When the
support level is 0.03%, the performance of fr degrades dramat-
ically. This is because replicated reduction object does not ﬁt in
main memory and memory thrashing occurs. Since the memory re-
quirements of locking schemes are lower, they do not see the same
effect. ofl is the best scheme in this case, though csl is slower
by less than 1%. When the support level is 0.02%, the available
main memory is not even sufﬁcient for ofl. Therefore, csl has
the best performance. The execution time for csl was 6,117 sec-
onds, whereas the execution time for ofl and fr was more than
80,000 seconds.
6.2 Evaluating Compiler Generated Codes
We next focus on comparing the performance of compiler gener-
ated codes with manually coded versions. We use apriori associa-
tion mining and k-means clustering for this purpose.
These experiments were conducted on a SunFire 6800. Each pro-
cessor in this machine is a 64 bit, 900 MHz Sun UltraSparc III.
Each processor has a 96 KB L1 cache and a 8 MB L2 cache. The
total main memory available is 24 GB. The Sun Fireplane intercon-
nect provides a bandwidth of 9.6 GB per second.
The results obtained from apriori are shown in Figure 8. We used a
1 GB dataset for our experiments. We compared the compiler gen-
erated and manual versions corresponding to the three paralleliza-
tion techniques we have developed. These six versions are denoted
as fr-comp, fr-man, ofl-comp, ofl-man, csl-comp, and
csl-man, respectively.
On this dataset, the reduction object ﬁts into main memory even1 thread 2 threads 4 threads 8 threads
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Figure 8: Comparison of Compiler Generated and Manual
Versions - Apriori Association Mining
after being replicated for 8 threads. As a result, full replication
based versions give the best performance. All versions achieve a
relative speedup greater than 6.5 on 8 threads.
In comparing the performance of compiler and manual versions,
the compiler versions are consistently slower by between 5% and
10% than the corresponding manual versions. An exception to this
is the fr-comp version on 8 threads, which is almost 20% slower
than fr-man.
In comparing thecompiler generated and manual versions, the main
difference arises because the compiler generated version performed
extra copying of the input data, whereas the manual version ana-
lyzed data directly from the read buffer. As the code becomes more
memory bound, the impact of extra copying gets larger. This, we
believe, is the reason for a more signiﬁcant slow-down of the com-
piler version using full replication on 8 threads.
The results obtained from k-means are presented in Figure 9. We
used a 1 GB dataset, comprising 3 dimensional points. The value
of
￿ we used was 100. We again experimented with six versions.
Because of the small size of reduction object and a higher amount
of computation in each iteration, the performance of the three par-
allelization techniques is almost identical. The relative speedups
are greater than 7.5 in all cases. The performance of compiler gen-
erated versions is nearly 5% slower than the performance of the
corresponding manual versions in all cases.
7. RELATED WORK
Shared memory parallelization has been widely studied by a num-
ber of compilation projects [4, 6, 11, 12, 13, 14, 16, 29, 30, 32, 33].
In comparison, we have focused on a speciﬁc application class and
types of loops. We believe that our approach is distinct in two spe-
ciﬁc ways. First, we are not aware of compilation efforts focusing
on the cache implications of locking. Second, our compiler gen-
erates code for a runtime framework that implements a number of
parallelization techniques.
Rinard and Diniz have developed the technique of adaptive repli-
cation [31] which has some similarities with our approach. They
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Figure 9: Comparison of Compiler Generated and Manual
Versions - k-means clustering
perform replication at runtime for reduction elements that are ac-
cessed frequently and therefore, the associated locks can incur large
synchronization costs. Our experiences with data mining codes has
shown that synchronization costs are not signiﬁcant. Instead, the
cache misses in accessing locks are the signiﬁcant cost, and are ad-
dressed by our optimized full locking and cache-sensitive locking
techniques.
A number of research projects in recent years have focused on par-
allelization of indirection array based reductions [6, 16, 23, 24, 15,
34, 36]. Insuch reductions, thereduction arrayistypically accessed
using an indirection array. The indirection array can be analyzed as
part of a runtime preprocessing or inspector phase to determine the
element(s) accessed during a particular iteration. Such analysis can
be done in a small fraction of the cost of execution of the entire
loop. However, this is not an applicable solution for data mining
algorithms.
Many researchers have focused on shared memory parallelization
of data mining algorithms, including association mining [38, 27,
28] and decision tree construction [37]. Our work is signiﬁcantly
different, because we focus on on a common framework for paral-
lelization of a number of data mining algorithms and involve com-
piler support.
Some of the ideas in our parallelization techniques have been inde-
pendently developed in the computer architecture ﬁeld. Kagi et al.
have used the idea of collocation, in which a lock and the reduc-
tion object are placed in the same cache block [22]. Our focus has
been on cases where a large number of small reduction elements
exist and false sharing can be a signiﬁcant problem. Also, Kagi’s
work did not involve runtime and compiler support implementing
the techniques.
Several recent projects have explored the use of Java for numerical
and high-performance computing [3, 5, 10, 25, 35]. Our work is
distinct in focusing on a different class of applications. Moreover,
we use a dialect of Java which simpliﬁes many of the issues.8. CONCLUSIONS
In this paper, we have focused on providing runtime and compiler
support for shared memory parallelization of data mining applica-
tions. With the availability of large datasets in many scientiﬁc and
commercial domains, we expect that data mining will be important
class of applications for parallel computers. We have presented a
set of parallelization techniques, a runtime framework implement-
ing these techniques, and a compiler that translates data parallel
code to the runtime interface.
Our work has resulted in the following observations. First, we have
shown that the three parallelization techniques we have focused
on, involving replication or locking with different granularities, can
all outperform each other based upon the problem characteristics.
Second, our compiler implementation experience has shown that a
runtime framework can signiﬁcantly ease the code generation task.
Experimental results from our compiler have shown that the perfor-
mance of compiler generated code is competitive with the perfor-
mance of hand-written code.
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