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1. Introduction
For any starting random variable V0 ∈ Rd×n themultivariate generalized Ornstein–Uhlenbeck (MGOU) process (Vt)t≥0, Vt ∈
Rd×n, has been defined in [5] by
Vt :=
←
E (X)−1t

V0 +

(0,t]
←
E (X)s−dYs

(1.1)
for the driving Lévy process (Xt , Yt)t≥0 with (Xt , Yt) ∈ Rd×d × Rd×n such that
det(I +1Xs) ≠ 0, (1.2)
which guarantees det(
←
E (X)t) ≠ 0 for all t ≥ 0.
Hereby for a semimartingale (Xt)t≥0 in Rd×d its so called left stochastic exponential
←
E (X)t is defined as the unique Rd×d-
valued, adapted, càdlàg solution (Zt)t≥0 of the SDE
Zt = I +

(0,t]
Zs−dXs, t ≥ 0, (1.3)
while the unique adapted, càdlàg solution (Zt)t≥0 of the SDE
Zt = I +

(0,t]
dXs Zs−, t ≥ 0, (1.4)
is called right stochastic exponential and denoted by
→
E (X)t .
It has been shown in [5] that, under some natural conditions, the MGOU process is the only continuous-time càdlàg
process which fulfills for all h > 0 a random recurrence equation of the form Vnh = A(n−1)h,nhV(n−1)h+ B(n−1)h,nh for random
functionals (A(n−1)h,nh, B(n−1)h,nh) ∈ Rd×d × Rd×n such that (A(n−1)h,nh, B(n−1)h,nh)n∈N are i.i.d. distributed and A(n−1)h,nh is
non-singular for all h > 0. Conversely one can see directly from (1.1) that the MGOU process Vt fulfills
Vt = As,tVs + Bs,t , 0 ≤ s ≤ t, (1.5)
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for

As,t
Bs,t

:=

←
E (X)−1t
←
E (X)s
←
E (X)−1t

(s,t]
←
E (X)u−dYu
 , 0 ≤ s ≤ t. (1.6)
It has also been shown in [5] that the MGOU process is the unique solution of the stochastic differential equation
dVt = dUtVt− + dLt (1.7)
for the Lévy process (Ut , Lt)t≥0 in Rd×d × Rd×n given by

Ut
Lt

:=

−Xt + [X, X]ct +

0<s≤t

(I +1Xs)−1 − I +1Xs

Yt +

0<s≤t

(I +1Xs)−1 − I

1Ys − [X, Y ]ct
 , t ≥ 0 (1.8)
where the relation between U and X is equivalent to stating
→
E (U)t =
←
E (X)−1t .
We refer to [5] for more details and specific examples of MGOU processes.
As already remarked in [5], MGOU processes have a wide range of possible applications, as they represent on the one
hand a multidimensional generalization of generalized Ornstein–Uhlenbeck (GOU) processes which are common to use
as volatility models but also appear in storage theory and risk theory (see e.g. [2,12,11] to name just a few), and on the
other hand MGOU processes are the continuous time analogon of multidimensional random recurrence equations, which
are widely used models in finance, biology and other fields.
To pursue the way of fitting MGOU processes to possible applications in this paper we will first investigate moment
conditions and develop the first and second moments of stationary MGOU processes. The results will be given in Section 3
while their rather technical proofs are postponed to Section 5.
In Section 4 we will then consider a way to construct positive semidefinite multivariate processes which are strongly
related to MGOU processes. The motivation for this section comes from the fact that when using (one-dimensional) GOU
processes as volatility models, the volatility process is usually described as the square-root process of a GOU process. To be
able to define a uniquely determined square-root process of a matrix valued process we thus need to determine conditions
under which the developed processes only take values in S+d , the cone of positive semidefinite matrices in Rd×d.
In his thesis [16] (also see [3,14]) Stelzer has already obtained various results on matrix valued, positive semidefinite, so
called Ornstein–Uhlenbeck-type processes. For example [16, Theorems 4.4.5 and 6.2.1], he shows that if A is some matrix
with real parts of all eigenvalues strictly negative, then the differential equation
dWt = (AWt− +Wt−AT ) dt + dLt
has a unique strictly stationary solution given by
Wt = eAtW0eAT t +

(0,t]
eA(t−s)dLseA
T (t−s) =
 t
−∞
eA(t−s)dLseA
T (t−s) (1.9)
and he defines and examines properties of the square-root process ofW .
In Section 4 we will introduce the MGOU-type process
Wt =
←
E (X)−1t

W0 +

(0,t]
←
E (X)s− dYs (
←
E (X)s−)T

(
←
E (X)−1t )
T , (1.10)
driven by some Rd×d × Rd×d valued Lévy process (Xt , Yt)t≥0. This process includes (1.9) as a special case and we will show
that the corresponding vectorized process vec(W ) is aMGOUprocess. This allows us to apply the results onMGOUprocesses
derived in [5] and in this paper. In particular we develop the stochastic differential equation ofW as given in (4.10) and give
moment conditions aswell as the first and secondmoments ofW in terms of the driving Lévy process. Finally, in Theorem4.8
we prove thatW is a positive semidefinite process whenever Y is a matrix subordinator, i.e. only has positive semidefinite
increments.
2. Preliminaries and notation
Throughout this paper for any matrixM ∈ Rd×n wewriteMT for its transpose and letM(i,j) denote the component in the
ith row and jth column of M . By vec(·) we denote the vectorization operator which maps any matrix in Rd×n to the vector
in Rdn by stacking its columns one under another. Using vec−1 we regain the matrix M from vec(M). The identity matrix
will be written as I . The symbol⊗ denotes the Kronecker product. Norms of vectors and matrices are denoted by ∥ · ∥. If the
norm is not specified it is irrelevant which specific norm is used but we will always assume it to be submultiplicative. The
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general linear group over R of order d is written as GL(R, d), the set of all symmetric matrices in Rd×d is denoted by Sd and
the cone of positive semidefinite matrices in Sd will be denoted by S+d .
We say that an Rd×n-valued process (Xt)t≥0 is a Lévy process with characteristic triplet (AX , γX ,ΠX ) when (vec(Xt))t≥0
is an Rdn-valued Lévy process with characteristic triplet (AX , vec(γX ), vec(ΠX )). Hereby ΠX denotes the Lévy measure of
a Lévy process (Xt)t≥0. In the case of one-dimensional Lévy processes, the Gaussian covariance matrix AX will be replaced
by σ 2X .
Since the matrix multiplication in general is non-commutative, we will use two different integral operators for
matrices. Namely, for a semimartingale M in Rd×n, i.e. a matrix-valued stochastic process whose single components are
semimartingales, and a locally bounded predictable process H in Rm×d the Rm×n-valued stochastic integral J1 =

H dM is
given by J (i,j)1 =
d
k=1

H(i,k)dM(k,j) and in the same way for M ∈ Rm×d,H ∈ Rd×n we define the Rm×n-valued integral
J2 =

dM H by J (i,j)2 =
d
k=1

H(k,j)dM(i,k). Further, integrals of the form

H dM K are defined in the obvious way.
Given two semimartingalesM and N in Rm×d and Rd×n define the quadratic variation [M,N] in Rm×n by its components
via [M,N](i,j) =dk=1[M(i,k),N (k,j)]. Similarly its continuous part [M,N]c is given by ([M,N]c)(i,j) =dk=1[M(i,k),N (k,j)]c .
With these notations, for two semimartingalesM and N in Rd×d and two locally bounded predictable processes G and H
in Rd×d we have the following a.s. equalities as stated e.g. in [10]
(0,·]
GsdMs,

(0,·]
dNsHs

t
=

(0,t]
Gsd[M,N]sHs, t ≥ 0, (2.1)
M,

(0,·]
GsdNs

t
=

(0,·]
dMsGs,N

t
, t ≥ 0, (2.2)
and the integration by parts formula takes the form
(MN)t =

(0,t]
Ms−dNs +

(0,t]
dMs Ns− + [M,N]t , t ≥ 0. (2.3)
Additionally the following relations will be used frequently in the following. All statements can be verified by standard
algebraic computations using the properties of the Kronecker product as given e.g. in [6]. We omit the proof.
Lemma 2.1. Suppose (Xt)t≥0, (Yt)t≥0 and (Zt)t≥0 are Rd×d-valued semimartingales. Then it holds for all t ≥ 0:
(i)

(0,t](I ⊗ Ys−)d(I ⊗ Xs) = I ⊗

(0,t] Ys−dXs

(ii)

(0,t] d(Xs ⊗ I)(Ys− ⊗ I) =

(0,t] dXs Ys−

⊗ I
(iii)

(0,t] d(I ⊗ Xs)(I ⊗ Ys−) = I ⊗

(0,t] dXs Ys−

(iv)

(0,t](I ⊗ Xs−)d(Ys ⊗ I) =

(0,t] d(Ys ⊗ I)(I ⊗ Xs−)
(v) [I ⊗ X, X ⊗ I]t = [X ⊗ I, I ⊗ X]t
while in interplay with the vec-operator we obtain
(vi) vec(

(0,t] Xs−dYsZs−) =

(0,t](Z
T
s− ⊗ Xs−)d(vec(Ys))
(vii) vec(

(0,t] dYsXs−) =

(0,t] d(I ⊗ Ys)(vec(Xs−))
(viii) vec(

(0,t] Xs−dY
T
s ) =

(0,t] d(Ys ⊗ I)(vec(Xs−))
(ix) vec[X, 
(0,·] Ys−dX
T
s ]t =

(0,t] d[I ⊗ X, X ⊗ I]svec(Ys−)
(x) vec[X, Y ]t = [I ⊗ X, vec(Y )]t
(xi) vec[Y , XT ]t = [X ⊗ I, vec(Y )]t
(xii) vec

X, [Y , XT ]t = [[I ⊗ X, X ⊗ I], vec(Y )]t = vec [X, Y ], XT t .
The following observation will turn out to be fundamental for this paper’s contents. Its proof is postponed to Section 5.
Proposition 2.2. Suppose (X (1)t )t≥0 and (X
(2)
t )t≥0 are Rd×d-valued semimartingales with X
(1)
0 = X (2)0 = 0 and set
At =
←
E (X (1))t ⊗
←
E (X (2))t = (−
←
E (X (1))t)⊗ (−
←
E (X (2))t) ∈ Rd2×d2
Bt =
→
E (X (1))t ⊗
→
E (X (2))t = (−
→
E (X (1))t)⊗ (−
→
E (X (2))t) ∈ Rd2×d2 .
Then the process (At)t≥0 is a left stochastic exponential while (Bt)t≥0 is a right stochastic exponential.
Namely we have At =
←
E (X )t andBt =
→
E (X )t for the Rd
2×d2-valued semimartingale (Xt)t≥0 given by
Xt = X (1)t ⊗ I + I ⊗ X (2)t + [X (1) ⊗ I, I ⊗ X (2)]t , t ≥ 0. (2.4)
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Further, whenever (X (1)t , X
(2)
t )t≥0 is a Lévy process with Lévy measure Π(X(1),X(2)) then (Xt)t≥0 is a Lévy process whose Lévy
measure is given by
ΠX = f (Π(X(1),X(2)))|Rd2×d2 \{0} for f (x, y) = x⊗ I + I ⊗ x+ x⊗ y. (2.5)
Remark that even in the case that X = X (1) = X (2) in general it is not possible to recover the process X from a given
processX . But we can get partial results as shown in the following.
Lemma 2.3. Suppose (Xt)t≥0 is a one-dimensional Lévy process such that 1Xs > −1 for all s ≥ 0. Then there exists a unique
Lévy process (Xt)t≥0 with1Xs > −1 for all s ≥ 0 such that (2.4) is fulfilled with X (1) = X (2) = X. This process is given by
Xt = 12Xt −
1
8
σ 2X t +

0<s≤t
1Xs≠0

1Xs + 1− 1− 121Xs

, t ≥ 0.
Proof. Observe that in the one-dimensional case (2.4) can be restated as Xt = 2Xt + σ 2X t +

0<s≤t(1Xs)2, t ≥ 0. From
this we immediately derive that 1Xs = (1Xs + 1)2 − 1 such that 1Xs = √1Xs + 1 − 1 which exists and is uniquely
determined in the given setting. On the other hand for the Brownian motion parts BX and BX of X and X , respectively, it
has to hold BX = 2BX such that Xt = 12Xt +

0<s≤t
1Xs≠0
√
1Xs + 1− 1− 121Xs
 + ct, t ≥ 0 for some constant c ∈ R.
Inserting this in (2.4) one obtains c = − 18σ 2X which proves the given formula. 
3. Moments of MGOU processes
In this section we will determine moment conditions for strictly stationary solutions of MGOU processes and compute
the first and second moments explicitly in terms of the driving Lévy process. Remark that in the one-dimensional case the
corresponding results have been obtained in [4].
We start by investigating moment conditions for the multivariate stochastic exponential as well as its expectation.
Proposition 3.1. Let (Xt)t≥0 be a Lévy process in Rd×d and suppose for some fixed κ > 0 that E∥X1∥κ <∞. Then it holds
E

sup
0≤s≤t
∥←E (X)s∥κ

<∞ and E

sup
0≤s≤t
∥→E (X)s∥κ

<∞ for all t ≥ 0.
Especially for κ = 1 we get
E[←E (X)t ] = E[
→
E (X)t ] = exp(tE[X1]) for all t ≥ 0. (3.1)
Using the above proposition it is now possible to investigate moments of strictly stationary solutions of MGOU
processes. Remark that conditions for the existence of strictly stationary solutions of MGOU processes have been derived in
[5, Section 5]. In particular the following holds true.
Theorem 3.2. Suppose (Vt)t≥0 is a MGOU process driven by (Xt , Yt)t≥0, (Xt , Yt) ∈ Rd×d × Rd×n such that (1.2) holds. Let
(Ut , Lt)t≥0 be defined by (1.8) and assume that limt→∞
←
E (U)t = 0 in probability. Then a finite random variable can be chosen
such that (Vt)t≥0 is strictly stationary if

(0,t]
←
E (U)s−dLs converges a.s. for t → ∞. In this case the distribution of the strictly
stationary solution is unique and given by Vt
d= V∞ =

(0,∞)
←
E (U)s−dLs.
Let us first treat the expectation of MGOU processes. The result we give here extends the result derived in [4, Theorem
3.1(i)] to the multivariate case.
Proposition 3.3. Let (Ut , Lt)t≥0 be a Lévy process in Rd×d × Rd×n such that U fulfills (1.2). Let (Vt)t≥0 be a strictly stationary
solution of the SDE (1.7) with starting value V0 independent of (Ut , Lt)t≥0. Assume that for κ > 0 we have for some t0 > 0
E∥U1∥max{κ,1} <∞, E∥L1∥max{κ,1} <∞ and E∥
←
E (U)t0∥κ < 1. (3.2)
Then E∥V0∥κ <∞. Further if (3.2) holds for κ = 1, then E[U1] is invertible and in particular it holds
E[V0] = −E[U1]−1E[L1]. (3.3)
In a second stepwe now consider the covariance structure ofMGOUprocesseswherewe restrict on vector-valuedMGOU
processes, since otherwise the autocovariance functionwould not be defined. As for the expectation the result coincideswith
A. Behme / Journal of Multivariate Analysis 111 (2012) 183–197 187
the one stated in [4] although here we have to restrict on special cases (E[L1] = 0 or U and L independent) to obtain explicit
solutions since the computations are much more complicated than in the commutative, one-dimensional case.
Proposition 3.4. Let (Ut , Lt)t≥0 be a Lévy process in Rd×d × Rd such that U fulfills (1.2). Let (Vt)t≥0 be a solution of the
SDE (1.7)with starting value V0 independent of (Ut , Lt)t≥0. Suppose that it holds E∥U1∥, E∥L1∥, E∥Vs∥2 <∞, then for 0 ≤ s ≤ t
we have
Cov (Vt , Vs) = e(t−s)E[U1]Cov (Vs),
where Cov (Vt , Vs) = E[VtV Ts ] − E[Vt ]E[V Ts ] and Cov (Vs) = E[VsV Ts ] − E[Vs]E[V Ts ] denoting the covariance matrix of Vs.
In particular if V is strictly stationary, (3.2) holds for κ = 2 and we denote
C = E[U1] ⊗ I + I ⊗ E[U1] + E[U1 ⊗ U1] − E[U1] ⊗ E[U1], (3.4)
then the matrix
D =
 ∞
0
 s
0
euC (e(s−u)(E[U1]⊗I) + e(s−u)(I⊗E[U1]))duds (3.5)
is finite. Now if either E[L1] = 0 or U and L are independent we obtain
Cov (Vt , Vs) = e(t−s)E[U1] · vec−1
−C−1vec(Cov (L1))+ D− (E[U1] ⊗ E[U1])−1 vec(E[L1]E[LT1]) . (3.6)
Remark 3.5. (a) If (Ut)t≥0 is a Lévy process in Rd×d which fulfills (1.2) and such that E∥U1∥2 <∞, then the assumption of
E∥←E (U)t0∥2 < 1 for some t0 ≥ 0 is equivalent to assuming that C defined by (3.4) only has eigenvalues with strictly
negative real parts. (A proof of this statement is given in Section 5.)
Hence for κ = 2 Eq. (3.2) can equivalently be replaced by
E∥U1∥2, E∥L1∥2 <∞ and all eigenvalues of C have strictly negative real parts.
(b) In general the constant D defined in (3.5) cannot be calculated explicitly. Nevertheless usage of the Baker–Campbell–
Hausdorff formula (e.g. [6, Proposition 11.4.7]) will give good numerical approximations. In the case that U1 and E[U1]
commute, so do C, E[U1] ⊗ I and I ⊗ E[U1] and we receive
D =
 ∞
0
es(E[U1]⊗I)
 s
0
eu(C−E[U1]⊗I)duds+
 ∞
0
es(I⊗E[U1])
 s
0
eu(C−I⊗E[U1])duds
= ((E[U1] ⊗ I)−1 − C−1)(C − E[U1] ⊗ I)−1 + ((I ⊗ E[U1])−1 − C−1)(C − I ⊗ E[U1])−1
= C−1(E[U1] ⊗ E[U1])−1 · (E[U1] ⊗ I + I ⊗ E[U1])
since the assumptions in Proposition 3.4 imply etE[U1] → 0 and etC → 0, t →∞.
In the special case that U is a deterministic process, the above formulas simplify to C = U1⊗ I+ I⊗U1,D = (U1⊗U1)−1
and hence
Cov (Vt , Vs) = e(t−s)U1 · vec−1
−(U1 ⊗ I + I ⊗ U1)−1vec(Cov (L1)) .
4. Positive semidefinite MGOU-type processes
In univariate financial models it is common to specify the squared volatility process as a generalized Ornstein–Uhlenbeck
process (see e.g. [2]). Thus in order to define a multivariate volatility process it seems natural to use some sort of MGOU
processes as squared volatility process where we have to ensure the processes to be positive semidefinite at all times to get
a unique root-process.
Previous other approaches in this direction have been given e.g. byHubalek andNicolato [8],whoproposed factormodels,
where the individual factors are univariate positive Ornstein–Uhlenbeck processes, andGouriéroux et al. [7]whose volatility
processes follow a Wishart distribution and thus are not infinitely divisible. In [3,14,13] Stelzer and coauthors proposed a
generalization of the volatility model of Barndorff-Nielsen and Shephard [2] to the multivariate setting by using so called
Ornstein–Uhlenbeck type processes of the form (1.9) which are positive semidefinite.
In the following we generalize these processes to obtain positive semidefinite MGOU type processes. In order to do so,
we need to use linear operators which preserve positive semidefiniteness. As it turns out for general dimension d no explicit
characterization of linear operators mapping S+d → S+d is known. But we have the following result, which is originally
proven in [15].
Proposition 4.1. Let O : Sd → Sd be a linear operator. Then O(S+d ) = S+d if and only if there exists a matrix M ∈ GL(R, d) such
that O can be represented as X → MXMT .
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Hence a natural approach to define a positive semidefinite process of MGOU-type is given by considering the random
recurrence equation
Wnh = A(n−1)h,nhW(n−1)hAT(n−1)h,nh + B(n−1)h,nh, n ∈ N, h > 0, (4.1)
with (A(n−1)h,nh, B(n−1)h,nh)n∈N i.i.d. and such that A(n−1)h,nh ∈ GL(R, d), B(n−1)h,nh ∈ S+d .
By the same argumentation as in [5] one sees that to obtain a natural continuous-time generalization of (4.1) in the
form of
Wt = As,tWsATs,t + Bs,t , 0 ≤ s ≤ t
it is necessary that the following assumption holds, where for the moment we drop the assumption of Bs,t ∈ S+d which will
later be treated in detail in Theorem 4.8.
Assumption 1. Suppose the GL(R, d)×Rd×d-valued random functional (As,t , Bs,t)0≤s≤t with At,t = I and Bt,t = 0 a.s. for all
t ≥ 0 satisfies the following four conditions.
(a) For all 0 ≤ u ≤ s ≤ t almost surely
Au,t = As,tAu,s and Bu,t = As,tBu,sATs,t + Bs,t . (4.2)
(b) For all 0 ≤ a ≤ b ≤ c ≤ d the families of random matrices {(As,t , Bs,t), a ≤ s ≤ t ≤ b} and {(As,t , Bs,t), c ≤ s ≤ t ≤ d}
are independent.
(c) For all 0 ≤ s ≤ t it holds
(As,t , Bs,t)
d=(A0,t−s, B0,t−s). (4.3)
(d) It holds
P− lim
t↓0 A0,t = I and P− limt↓0 B0,t = 0. (4.4)
By a slight extension of [5, Lemma 2.1] this implies that (At , Bt)t≥0 = (A0,t , B0,t)t≥0 has a càdlàg modification to
which we refer in the following. Additionally Lemma 2.1 and Proposition 2.4 in [5] imply that As,t =
→
E (U)t
→
E (U)−1s
holds for some Rd×d-valued Lévy process (Ut)t≥0 satisfying (1.2) which is equivalent to stating that As,t =
←
E (X)−1t
←
E (X)s
for the Rd×d-valued Lévy process (Xt)t≥0 satisfying (1.2) where the relation between X and U is given by (1.8)
(see [10, Theorem 1]).
Another direct approach to the problem is by writing (4.1) in a form with Kronecker products. Using vec(ABC) =
(CT ⊗ A)vec(B) (e.g. [6, Proposition 7.1.9]), Eq. (4.1) transforms to
vec(Wnh) = (A(n−1)h,nh ⊗ A(n−1)h,nh)vec(W(n−1)h)+ vec(B(n−1)h,nh), n ∈ N. (4.5)
Setting (A(n−1)h,nh,B(n−1)h,nh) = (A(n−1)h,nh⊗ A(n−1)h,nh, vec(B(n−1)h,nh))n we observe that (A(n−1)h,nh,B(n−1)h,nh)n is an i.i.d.
sequence in GL(R, d2)× Rd2 since A(n−1)h,nh is non-singular due to
det(A(n−1)h,nh ⊗ A(n−1)h,nh) = (det(A(n−1)h,nh))2d > 0.
In particular we see that the continuous-time version of (4.5) then looks like
vec(Wt) = As,tvec(Ws)+Bs,t , 0 ≤ s ≤ t,
where we obtain from Assumption 1 that
Au,t = Au,t ⊗ Au,t = As,tAu,s ⊗ As,tAu,s = (As,t ⊗ As,t)(Au,s ⊗ Au,s)
= As,tAu,s, 0 ≤ s ≤ t,
and
Bu,t = vec(Bu,t) = vec(As,tBu,sATs,t + Bs,t) = (As,t ⊗ As,t)vec(Bu,s)+ vec(Bs,t)
= As,tBu,s +Bs,t , 0 ≤ s ≤ t.
Thus (As,t ,Bs,t) fulfills [5, Assumption 1] and by the results in [5] the natural continuous-time generalization of Wnh is a
MGOU process. Namely we know by [5, Theorem 3.1] that the only natural continuous-time càdlàg generalization of (4.5)
is given by
vec(Wt) =
←
E (X )−1t

vec(W0)+
 t
0
←
E (X )s−dYs

, t ≥ 0, (4.6)
where (Xt ,Yt)t≥0 is a Lévy process in Rd
2×d2 × Rd2 such thatX fulfills the invertibility condition (1.2).
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Comparing the two approaches it is obvious that in the above we have to ensure that
←
E (X )t = A0,t ⊗ A0,t holds for
A0,t =
←
E (X)t . But using Proposition 2.2 it is clear that the relation betweenX and X is given by
Xt = Xt ⊗ I + I ⊗ Xt + [X ⊗ I, I ⊗ X]t , t ≥ 0 (4.7)
and we can conclude from (4.6) that
vec(Wt) =
←
E (X)−1t ⊗
←
E (X)−1t

vec(W0)+

(0,t]
←
E (X)s− ⊗
←
E (X)s−dYs

, t ≥ 0.
Defining the Rd×d-valued Lévy process (Yt)t≥0 by vec(Yt) = Yt we then observe using Lemma 2.1 that
(0,t]
←
E (X)s− ⊗
←
E (X)s−dYs =

(0,t]
(
←
E (X)s− ⊗ I)(I ⊗
←
E (X)s−)d(vec(Ys))
=

(0,t]
(
←
E (X)s− ⊗ I)d

(0,s]
(I ⊗ ←E (X)u−)d(vec(Yu))

=

(0,t]
(
←
E (X)s− ⊗ I)d

vec

(0,s]
←
E (X)u−dYu

= vec

(0,t]
d

(0,s]
←
E (X)u−dYu

(
←
E (X)s−)T

and hence we have
vec(Wt) =
←
E (X)−1t ⊗
←
E (X)−1t

vec

W0 +

(0,t]
d

(0,s]
←
E (X)u−dYu

(
←
E (X)s−)T

= vec
←
E (X)−1t

W0 +

(0,t]
d

(0,s]
←
E (X)u−dYu

(
←
E (X)s−)T

(
←
E (X)−1t )
T

such that altogether we have proven the following result (compare [5, Theorem 3.1]).
Theorem 4.2. Suppose (As,t , Bs,t)0≤s≤t satisfies Assumption 1 and that (A0,t , B0,t)t≥0 is chosen to be càdlàg. Then there exists a
Lévy process (Xt , Yt)t≥0, (Xt , Yt) ∈ Rd×d × Rd×d such that X satisfies (1.2) and such that

As,t
Bs,t

=
 ←E (X)−1t ←E (X)s←
E (X)−1t

(s,t]
←
E (X)u−dYu
←
E (X)Tu−(
←
E (X)−1t )
T
 . (4.8)
Conversely, given a Lévy process (Xt , Yt)t≥0, (Xt , Yt) ∈ Rd×d × Rd×d such that X satisfies (1.2), define (As,t , Bs,t)0≤s≤t by (4.8).
Then (As,t , Bs,t)0≤s≤t fulfills Assumption 1 and the MGOU-type process
Wt =
←
E (X)−1t

W0 +

(0,t]
←
E (X)s−dYs
←
E (X)Ts−

(
←
E (X)−1t )
T , t ≥ 0, (4.9)
fulfills Wt = As,tWsATs,t + Bs,t for all 0 ≤ s ≤ t.
Remark 4.3. (a) We have not yet shown that (As,t , Bs,t)0≤s≤t defined by (4.8) fulfills Assumption 1 as asserted in
Theorem 4.2. This can be easily verified by argumentations as in the proof of [5, Theorem 3.1].
(b) Remark that unlike in the standard MGOU case, we cannot guarantee uniqueness of the process (Xt , Yt)t≥0 in
Theorem 4.2. For example set d = 1 and let X be an arbitrary Lévy process. Define another Lévy process X˜ by setting
X˜t = X − 2 0<s≤t
1Xs≠0
(1Xs + 1). Then we have |
←
E (X)t | = |
←
E (X˜)t | such that X and X˜ both give the same (As,t , Bs,t)0≤s≤t
(also compare to Lemma 2.3).
We are now able to establish the stochastic differential equation of the process (Wt)t≥0.
Theorem 4.4. Let (Xt , Yt)t≥0 be a Lévy process inRd×d×Rd×d such that X fulfills (1.2) and define (Wt)t≥0 by (4.9). Then (Wt)t≥0
is the unique solution of the integral equation
Wt = W0 +

(0,t]
dUsWs− +

(0,t]
Ws−dUTs +

U,

(0,·]
Ws−dUTs

t
+ Lt , t ≥ 0, (4.10)
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where (Ut , Lt)t≥0 is a Lévy process in Rd×d × Rd×d given by

Ut
Lt

=

−Xt + [X, X]ct +

0<s≤t

(I +1Xs)−1 − I +1Xs

Yt − [X, Y ]t − [Y , XT ]t + [X, [Y , XT ]]t
+

0<s≤t

1Xs + (I +1Xs)−1

1Ys

1Xs + (I +1Xs)−1
T −1Ys
 , (4.11)
t ≥ 0.
Proof. Since the vectorized process (vec(Wt))t≥0 is a MGOU process driven by (Xt ,Yt)t≥0 we know from [5, Theorem 3.4]
that its SDE is given by
d(vec(Wt)) = dUt(vec(Wt−))+ dLt , t ≥ 0
for some Rd
2×d2 × Rd2-valued Lévy process (Ut ,Lt)t≥0 where Ut is given by
Ut = Ut ⊗ I + I ⊗ Ut + [U ⊗ I, I ⊗ U]t , t ≥ 0, (4.12)
for U such that
→
E (U) = ←E (X)−1 which is equivalent to the formula stated in (4.11) by [10, Theorem 1]. Hence we derive
using Lemma 2.1 and (2.4) that
vec(dWt) = d(Ut ⊗ I)vec(Wt−)+ d(I ⊗ Ut)vec(Wt−)+ d([U ⊗ I, I ⊗ U]t)vec(Wt−)+ dLt
= vec(Wt−dUTt )+ vec(dUtWt−)+ vec[U,Ws−dUTs ]t + dLt
and if we define the Rd×d-valued Lévy process (Lt)t≥0 such that vec(Lt) = Lt this yields
dWt = dUtWt− +Wt−dUTt + [U,Ws−dUTs ]t + dLt , t ≥ 0,
as the SDE ofW .
To give the expression for L observe that we know by Eq. (3.8) in [5] thatLt = Yt + [U ,Y ]t . Rewriting this with U and
Y we obtain using Lemma 2.1
Lt = vec(Lt) = vec(Yt)+ [U ⊗ I + I ⊗ U + [U ⊗ I, I ⊗ U], vec(Y )]t
= vec(Yt)+ vec[Y ,UT ]t + vec[U, Y ]t + vec[U, [Y ,UT ]]t
such that
Lt = Yt + [U, Y ]t + [Y ,UT ]t + [U, [Y ,UT ]]t , t ≥ 0. (4.13)
Inserting the expression for U given in (4.11) then yields the formula for L by standard computations. 
Applying the results from Section 3 we derive the first and second moments of the MGOU-type processes as follows.
Corollary 4.5. Let (Ut , Lt)t≥0 be a Lévy process inRd×d×Rd×d such that U fulfills (1.2). Let (Wt)t≥0 be a solution of the integral
equation (4.10) with starting value W0 independent of (U, L).
(a) Assume that W is strictly stationary and that for some t0 > 0 it holds E∥U1∥2 < ∞, E∥L1∥ < ∞ and E∥
←
E (U)t0∥2 < 1.
Then E[W0] exists and is given by
E[W0] = vec−1(−C−1vec(E[L1]))
for
C = I ⊗ E[U1] + E[U1] ⊗ I + E[U1 ⊗ U1] − E[U1] ⊗ E[U1].
(b) Suppose that for some t0 > 0 it holds E∥U1∥4 <∞, E∥L1∥2 <∞ and E∥
←
E (U)t0∥4 < 1. Then, for 0 ≤ s ≤ t, Cov (vec(Wt),
vec(Ws)) exists and is given by
Cov (vec(Wt), vec(Ws)) = e(t−s)CCov (vec(Ws)).
In particular if W is strictly stationary, the above conditions hold and we denote
C = C ⊗ I + I ⊗ C + E[U1 ⊗ U1] − C ⊗ C,
then the matrix
D =
 ∞
0
 s
0
euC (e(s−u)(C⊗I) + e(s−u)(I⊗C))duds
is finite. Now if either E[L1] = 0 or U and L are independent we obtain
Cov (Vt , Vs) = e(t−s)C · vec−1
−C−1vec(Cov (vec(L1)))+ D − (C ⊗ C)−1 vec(vec(E[L1])vec(E[L1])T ) .
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Remark 4.6. Observe that since the process (Wt)t≥0 in Corollary 4.5 is strictly stationary if and only if the MGOU process
(vec(Wt))t≥0 is strictly stationary a sufficient condition for this property can be derived from Theorem 3.2 as follows.
Assume that limt→∞
←
E (U)t = 0 in probability (which implies limt→∞
←
E (U )t = 0 in probability). Then a finite
random variable can be chosen such that (Wt)t≥0 is strictly stationary if

(0,t](
←
E (U)s− ⊗
←
E (U)s−)d(vec(Ls)) converges a.s.
for t → ∞. In this case the distribution of the strictly stationary solution is unique and given by Wt d=W∞ = vec−1
(

(0,∞)(
←
E (U)s− ⊗
←
E (U)s−)d(vec(Ls))).
Proof of Corollary 4.5. Define U by (4.12). Then since vec(Wt) is a MGOU process solving the SDE d(vec(Wt)) =
dUt(vec(Wt−)) + dLt , t ≥ 0, to show the existence of the expectation we have to prove that the conditions given in (a)
imply (3.2) for (U , vec(L)) instead of (U, L).
Obviously E∥L1∥ <∞ implies E∥vec(L1)∥ <∞. Also, E∥U1∥ <∞ is clear from (4.12) and (2.5). Finally, let ∥ · ∥p, p ≥ 1
denote the p-norm on Rd×d, then we have by [6, Fact 9.9.61]
E∥←E (U )t0∥p = E∥
←
E (U)t0 ⊗
←
E (U)t0∥p = E∥
←
E (U)t0∥2p < 1.
The given formula for the expectation follows from (3.3) since C = E[U1] as it is shown in the proof of Proposition 3.4.
The conditions and the formula for the covariance structure follow from Proposition 3.4 by similar arguments. 
Our goal was to ensure positive semidefiniteness of the developed MGOU-type processes. Therefore we need the
following definition.
Definition 4.7. An Rd×d-valued Lévy process (Lt)t≥0 is said to be a matrix subordinator if it holds Lt − Ls ∈ S+d a.s. for all
0 ≤ s ≤ t .
Now we can give conditions for the MGOU-type processW to be positive semidefinite.
Theorem 4.8. Let (Xt , Yt)t≥0 be a Lévy process in Rd×d × Rd×d such that X fulfills (1.2) and define the Lévy process (Ut , Lt)t≥0
in Rd×d × Rd×d by (4.11). Define (As,t , Bs,t)0≤s≤t by (4.8). Then for all starting random variables W0 ∈ S+d the process (Wt)t≥0
defined in (4.9) fulfills Wt ∈ S+d for all t ≥ 0 if and only if one of the following three equivalent conditions holds.
(i) Y is a matrix subordinator.
(ii) L is a matrix subordinator.
(iii) Bs,t ∈ S+d for all 0 ≤ s ≤ t.
Proof. Suppose that Y is amatrix subordinator, i.e. (i) holds. Recall that for a linear operatorO : Sd → Sd it holdsO(S+d ) = S+d
if and only if there exists a matrix M ∈ GL(R, d) such that O can be represented as X → MXMT . In view of (4.9) together
with the fact that S+d is closed under matrix-addition, this yields thatWt ∈ S+d for all t ≥ 0.
For the converse, observe that if for allW0 ∈ S+d it holdsWt ∈ S+d for all t ≥ 0, then this is in particular true forW0 = 0.
But then B0,t = Wt is positive semidefinite for all t ≥ 0 and since it holds Bs,t d= B0,t−s by Assumption 1(c), we obtain (iii).
It remains to prove the equivalence of (i)–(iii).
Again assume that Y is a matrix subordinator. Then we know by [1] that it can be represented as
Yt = γ t +

(0,t]

S+d \{0}
xµ(dt, dx), t ≥ 0
where γ ∈ S+d is a deterministic drift and µ(ds, dx) an extended Poisson random measure on R+ × S+d . In particular it is
shown in [1] that the integral exists without compensation. Hence we can also write
Yt = γ t +

0<s≤t
1Ys, t ≥ 0.
Using this we observe from (4.13) that
Lt − Ls = γ (t − s)+

s<u≤t
1Yu +

s<u≤t
1Uu1Yu +

s<u≤t
1Yu1UTu +

s<u≤t
1Uu1Yu1UTu
= γ (t − s)+

s<u≤t
(1Uu + I)1Yu(1Uu + I)T
with γ in S+d . On the other hand by Proposition 4.1 the product (1Us+ I)1Ys(1Us+ I)T is in S+d whenever1Ys ∈ S+d which
holds by assumption. This yields that L is a matrix subordinator, i.e. (ii).
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For the converse (ii)⇒ (i) observe that by [5, Eq. (3.9)] we have Yt = Lt + [X ,L ]t . Since
Xt = Xt ⊗ I + I ⊗ Xt + [X ⊗ I, I ⊗ X]t , t ≥ 0,
we obtain by computations analogous to those in the proof of Theorem 4.4 that
Yt = Lt + [X, L]t + [L, XT ]t + [X, [L, XT ]]t
and hence arguing as above yields the statement.
Finally we prove the equivalence of (i) and (iii). The fact that (iii) follows from (i) is clear by the definition of Bs,t using
similar argumentations as at the beginning of this proof. For the converse observe that it follows by easy computation from
(4.8) that
dYt =
←
E (X)−1t−d
←
E (X)tBt(
←
E (X)t)T

(
←
E (X)−1t− )
T
for Bt := B0,t and hence we have for all 0 ≤ s ≤ t
Yt − Ys =

(s,t]
←
E (X)−1u−d
←
E (X)uBu
←
E (X)Tu

(
←
E (X)−1u−)
T . (4.14)
Given that (iii) holds the increments of the process Ct :=
←
E (X)tBt
←
E (X)Tt are in S
+
d for 0 ≤ s ≤ t since we can compute using
(4.8) and (4.2)
Ct − Cs =
←
E (X)tB0,t
←
E (X)Tt −
←
E (X)sB0,s
←
E (X)Ts
= ←E (X)t

Bs,t +
←
E (X)−1t
←
E (X)sB0,s
←
E (X)Ts (
←
E (X)−1t )
T
←
E (X)Tt −
←
E (X)sB0,s
←
E (X)Ts
= ←E (X)tBs,t
←
E (X)Tt .
Hence we see from (4.14) that Y is a matrix subordinator as had to be shown. 
Thus the above derived MGOU-type processes may be used as a multivariate, continuous time, squared volatility model.
5. Proofs for Sections 2 and 3
Proof of Proposition 2.2. Using Lemma 2.1 (ii)–(iv) and the SDE of the left stochastic exponential as given in (1.3) we derive
writing A(i)t :=
←
E (X (i))t , i = 1, 2,
(0,t]
As−dXs =

(0,t]
(A(1)s− ⊗ A(2)s− )d(X (1)s ⊗ I + I ⊗ X (2)s + [X (1)· ⊗ I, I ⊗ X (2)· ]s)
=

(0,t]
(A(1)s− ⊗ A(2)s− )d(X (1)s ⊗ I)+

(0,t]
(A(1)s− ⊗ A(2)s− )d(I ⊗ X (2)s )+

(0,t]
(A(1)s− ⊗ A(2)s− )d[X (1)· ⊗ I, I ⊗ X (2)· ]s
=

(0,t]
(I ⊗ A(2)s− )(A(1)s− ⊗ I)d(X (1)s ⊗ I)+

(0,t]
(A(1)s− ⊗ I)(I ⊗ A(2)s− )d(I ⊗ X (2)s )
+

(0,·]
(A(1)s− ⊗ A(2)s− )d(X (1)s ⊗ I), I ⊗ X (2)·

t
=

(0,t]
(I ⊗ A(2)s− )d

(0,s]
(A(1)u− ⊗ I)d(X (1)u ⊗ I)

+

(0,t]
(A(1)s− ⊗ I)d

(0,s]
(I ⊗ A(2)u−)d(I ⊗ X (2)u )

+

(0,·]
(I ⊗ A(2)s− )d

(0,s]
(A(1)u− ⊗ I)d(X (1)u ⊗ I)

, (I ⊗ X (2)· )

t
=

(0,t]
(I ⊗ A(2)s− )d(A(1)s ⊗ I)+

(0,t]
(A(1)s− ⊗ I)d(I ⊗ A(2)s )+

(0,·]
(I ⊗ A(2)s− )d(A(1)s ⊗ I), (I ⊗ X (2)· )

t
where the third term can be transformed as follows
(0,·]
(I ⊗ A(2)s− )d(A(1)s ⊗ I), (I ⊗ X (2)· )

t
=

(0,·]
d(A(1)s ⊗ I)(I ⊗ A(2)s− ), (I ⊗ X (2)· )

t
=

(A(1)· ⊗ I),

(0,·]
(I ⊗ A(2)s− )d(I ⊗ X (2)s )

t
= (A(1)· ⊗ I), (I ⊗ A(2)· )− (I ⊗ I)t
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= (A(1)t ⊗ I)(I ⊗ A(2)t )− (I ⊗ I)−

(0,t]
(A(1)s− ⊗ I)d(I ⊗ A(2)s )
−

(0,t]
d(A(1)s ⊗ I)(I ⊗ A(2)s− )
such that altogether we have
(0,t]
As−dXs = A(1)t ⊗ A(2)t − I ⊗ I = At − I
which yields that At =
←
E (X )t for t ≥ 0 as stated. The statement on right exponentials can be shown similarly using the
fact that [X (1) ⊗ I, I ⊗ X (2)] = [I ⊗ X (2), X (1) ⊗ I].
Finally, the Lévy measure can be easily computed from the given relation betweenX and (X (1), X (2)). 
Proof of Proposition 3.1. Due to similarity we will only treat left exponentials in this proof and for simplicity we fix t = 1.
For κ ≥ 2 the finiteness of the moment follows directly from [9, Proposition 5.2]. Thus suppose that 0 < κ < 2.
Define the Lévy processes (X ♭t )t≥0 and (X
♯
t )t≥0 such that Xt = X ♭t + X♯t with ∥1X ♭t ∥ ≤ 12 , t ≥ 0 and X♯t =
Nt
k=1 Yk being
a compound Poisson process with parameter λ > 0, jump times Ti, i ∈ N and jump heights Yi, i ∈ N such that ∥Yi∥ > 12 for
all i ∈ N.
It is an easy consequence of the definition of the stochastic exponential (1.3) that
←
E (X)t =

Nt
k=1
←
E (X ♭)(Tk−1,Tk](I + Yk)

←
E (X ♭)(TNt ,t], t > 0, (5.1)
where T0 = 0 and
←
E (X ♭)(s,t] :=
←
E (X ♭)−1s
←
E (X ♭)t , 0 ≤ s ≤ t.
We deduce from (5.1) that
E

sup
0≤s≤1
∥←E (X)s∥κ

= E sup
0≤s≤1
 Ns
k=1
←
E (X ♭)−1Tk−1
←
E (X ♭)Tk(I + Yk)
←
E (X ♭)−1TNs
←
E (X ♭)s

κ
≤ E

N1
k=1

sup
Tk−1≤s≤Tk
∥←E (X ♭)−1Tk−1
←
E (X ♭)s∥κ

N1
k=1
(1+ ∥Yk∥)κ sup
TN1≤s≤1
∥←E (X ♭)−1TN1
←
E (X ♭)s∥κ

=: E

N1
k=1
(Ek−1)
N1
k=1
(1+ ∥Yk∥)κEN1

.
Conditional on N1 = n and T1 = t1, . . . , Tn = tn the random variables Ek, k = 0, . . . , n and (1+ ∥Yk∥)κ , k = 1, . . . , n are
independent and by the Markov property of X ♭ the conditional distribution of every Ek can be majorized by the distribution
of the random variableM = sup0≤s≤1 ∥
←
E (X ♭)s∥κ . Hence we have
E

sup
0≤s≤1
∥←E (X)s∥κ

≤
∞
n=0
P(N1 = n)E[M]n+1E[(1+ ∥Yk∥)κ ]n
=
∞
n=0
e−λλn
n! E[M]
n+1E[(1+ ∥Yk∥)κ ]n
= e−λE[M] exp (λE[M]E[(1+ ∥Yk∥)κ ]) .
The latter is finite since by assumption we have E[(1+∥Y1∥)κ ] <∞ and by [9, Proposition 5.2(a)] it holds E[M] <∞ since
X ♭ is a Lévy process with finite (κ ∧ 2)-th moment.
Using an easy multivariate extension of [4, Lemma 6.1] one deduces
E[←E (X)t ] = I +

(0,t]
E[←E (X)s−]d(sE[X1])
and since E[←E (X)t ] = E[
←
E (X)]t a.s. this yields E[
←
E (X)t ] =
←
E (tE[X1]) and hence the stated formula. 
Proof of Proposition 3.3. Observe that we have by Jensen’s inequality
κE[log ∥←E (U)t0∥] ≤ log E[∥
←
E (U)t0∥κ ] < 0
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and hence from [5, Theorem 5.4] it follows that limt→∞
←
E (U)t = 0 a.s. and that

(0,t]
←
E (U)s−dLs converges a.s. for t →∞
to a finite random variable. Hence by [5, Theorem 5.2] the distribution of the stationary process is uniquely determined to
be the distribution of

(0,∞)
←
E (U)s−dLs. Now the existence of the κ-th moment can be shown similarly as in the proof of
[4, Theorem 3.3] using a multivariate extension of [4, Lemma 6.1].
Now let κ = 1, then it follows from (3.1), Jensen’s inequality, submultiplicativity of the norm and (3.2) that
∥ekt0E[U1]∥ = ∥E[←E (U)kt0 ]∥ ≤ E

∥←E (U)kt0∥

≤ E

∥←E (U)t0∥
k → 0, k →∞.
Hence all eigenvalues of E[U1] have strictly negative real part. In particular E[U1] has to be invertible.
To compute the expectation, by the definition of Vt and since it is supposed to be stationary, we know from (1.5) that
V0
d= V1 = A0,1V0 + B0,1.
Due to the independence this gives E[V0] = E[A0,1]E[V0] + E[B0,1] and thus E[V0] = (I − E[A0,1])−1E[B0,1]. Since
A0,1 =
→
E (U)1 we know by (3.1) that E[A0,1] = exp(E[U1]). Observe that since exp(tE[U1])→ 0 for t →∞ all eigenvalues
of exp(E[U1]) have modulus less than 1 and hence (I − E[A0,1]) is invertible.
On the other hand for B0,1 using [5, Proposition 8.2] we observe
E[B0,1] = E

(0,1]
→
E (U)s−dLs

=

(0,1]
exp(sE[U1])d(sE[L1])
= E[U1]−1(exp(E[U1])− I)E[L1]
such that altogether
E[V0] = (I − exp(E[U1]))−1E[U1]−1(exp(E[U1])− I)E[L1]
which yields the assumption since E[U1] and exp(E[U1]) commute. 
Proof of Proposition 3.4. Define As,t , Bs,t by (1.6) and recall (1.5). Remark that we have E∥As,t∥ = E∥A0,t−s∥ =
E∥→E (U)t−s∥ <∞ by Proposition 3.1 and by argumentation as in the proof of Proposition 3.3we have E∥Bs,t∥ = E∥B0,t−s∥ <
∞. Since Vs is independent of As,t and Bs,t , it holds
E[VtV Ts ] = E

(As,tVs + Bs,t)V Ts
 = E[As,t ]E[VsV Ts ] + E[Bs,t ]E[V Ts ],
and
E[Vt ]E[V Ts ] =

E[As,t ]E[Vs] + E[Bs,t ]

EV Ts = E[As,t ]E[Vs]E[V Ts ] + E[Bs,t ]E[V Ts ],
such that
Cov (Vt , Vs) = E[As,t ]Cov (Vs).
Remark that since A0,t =
→
E (U)t it holds EA0,t = etE[U1] by (3.1) which gives the first equation.
Finiteness of D follows since
∥D∥ ≤
 ∞
0
 s
0
∥euC∥ ∥e(s−u)(E[U1]⊗I)∥duds+
 ∞
0
 s
0
∥euC∥ ∥e(s−u)(I⊗E[U1])∥duds <∞
holds due to the fact that both, E[U1] and C , have only eigenvalues with strictly negative real part by Proposition 3.3 and
Remark 3.5(a).
Finally to compute Cov (Vs) in the given special case, observe that by the same argumentation as in the proof of
Proposition 3.3 we have Vt
d= V∞ =

(0,∞)
←
E (U)s−dLs for all t ≥ 0 and hence using (3.3) we compute
Cov (Vs) = Cov (V∞) = E

V∞V T∞
− E[V∞]E[V∞]T
= E V∞V T∞− E[U1]−1E[L1]E[L1]T (E[U1]T )−1.
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Observe that
E[V∞V T∞] = E

(0,∞)
←
E (U)s−dLs

(0,∞)
dLTs
←
E (U)Ts−

= E

(0,·]
←
E (U)s−dLs,

(0,·]
dLTs
←
E (U)Ts−

∞

+ E

(0,∞)

(0,s)
←
E (U)u−dLu

d

(0,s]
dLTu
←
E (U)Tu−

+ E

(0,∞)
d

(0,s]
←
E (U)u−dLu

(0,s)
dLTu
←
E (U)Tu−

= I+ II+ (II)T .
Define
Ut = Ut ⊗ I + I ⊗ Ut + [U ⊗ I, I ⊗ U]t , t ≥ 0
then by Proposition 2.2 it holds
←
E (U )t =
←
E (U)t ⊗
←
E (U)t . Additionally we have
E[U1] = E[U1] ⊗ I + I ⊗ E[U1] + E[[U ⊗ I, I ⊗ U]1]
= E[U1] ⊗ I + I ⊗ E[U1] + E[U1 ⊗ U1]
− E

(0,1]
(Us− ⊗ I)d(I ⊗ Us)

− E

(0,1]
d(Us ⊗ I)(I ⊗ Us−)

= E[U1] ⊗ I + I ⊗ E[U1] + E[U1 ⊗ U1]
−

(0,1]
(E[Us] ⊗ I)ds(I ⊗ E[U1])−

(0,1]
ds(E[U1] ⊗ I)(I ⊗ E[Us])
= E[U1] ⊗ I + I ⊗ E[U1] + E[U1 ⊗ U1] − E[U1] ⊗ E[U1]
= C
such that by Proposition 3.1 it holds E[←E (U )t ] = etC since E∥U1∥2 <∞ implies E∥U1∥ <∞. Now we derive for I
vec(I) = vec

E

(0,∞)
←
E (U)s−d[L, LT ]s
←
E (U)Ts−

=

(0,∞)
E[←E (U)s− ⊗
←
E (U)s−]dvec(sE[L, LT ]1)
=

(0,∞)
esCdvec(sCov (L1))
since
E[L, LT ]1 = E[L1LT1] − E

(0,1]
Ls−dLTs

− E

(0,1]
Ls−dLTs
T
= E[L1LT1] −

(0,1]
E[L1]sdsE[LT1] −

(0,1]
E[L1]sdsE[LT1]
T
= Cov (L1)
such that
vec(I) = −C−1vec(Cov (L1))
since by Remark 3.5 all eigenvalues of C have strictly negative real part and hence C is invertible and etC → 0, t →∞.
For the computation of II first observe that E[L1] = 0 implies II = 0. Hence in the following we assume that U and L are
independent and this allows us to condition on
←
E (U).
II = E

E

(0,∞)

(0,s)
←
E (U)u−dLu

d

(0,s]
dLTu
←
E (U)Tu−
←E (U)
= E

E

(0,∞)

(0,s)
←
E (U)udLu

d

(0,s]
dLTv
←
E (U)Tv
←E (U)
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= E

(0,∞)

(0,s)
←
E (U)udu

E[L1]E[L1]Td

(0,s]
←
E (U)Tvdv

= E

(0,∞)

(0,s)
←
E (U)udu

E[L1]E[L1]T
←
E (U)Ts ds

= E

(0,∞)

(0,s)
←
E (U)uE[L1]E[L1]T
←
E (U)Ts duds

.
Further
vec(II) = E

(0,∞)

(0,s)
←
E (U)s ⊗
←
E (U)uvec(E[L1]E[L1]T )duds

=

(0,∞)

(0,s)
E[←E (U)s ⊗
←
E (U)u]duds vec(E[L1]E[L1]T )
where for 0 ≤ u ≤ s
E[←E (U)s ⊗
←
E (U)u] = E[(
←
E (U)u ⊗
←
E (U)u)(
←
E (U)−1u
←
E (U)s ⊗ I)]
= E[←E (U )u](E[
←
E (U)(u,s] ⊗ I])
= euC (e(s−u)E[U1] ⊗ I)
such that
vec(II) =

(0,∞)

(0,s)
euC (e(s−u)E[U1] ⊗ I)duds vec(E[L1]E[L1]T )
and by an analogous calculation for (II)T we obtain vec(II) + vec(IIT ) = Dvec(E[L1]E[L1]T ) since I ⊗ eM = eI⊗M holds for
anyM ∈ Rd×d. Combination of the results then yields
vec(Cov (Vs)) = −C−1vec(Cov (L1))+ (D− (E[U1] ⊗ E[U1])−1)vec(E[L1]E[L1]T )
and thus the given formula for Cov (Vs, Vt). 
Proof of Remark 3.5(a). First assume that all eigenvalues of C have strictly negative real part. Let ∥·∥F denote the Frobenius
norm of a d× d-matrix, then we have
∥←E (U)t∥2F = tr(
←
E (U)t
←
E (U)Tt ) = (vec(I))T (
←
E (U)t ⊗
←
E (U)t)vec(I)
by Bernstein [6, Fact 7.4.10], such that, using the notations as in the proof of Proposition 3.4,
E∥←E (U)t∥2F = (vec(I))TE[
←
E (U )t ]vec(I) = (vec(I))T etCvec(I)→ 0, t →∞,
by assumption. Due to the equivalence of norms this yields that there exists t0 > 0 such that E∥
←
E (U)t0∥2 < 1.
For the converse assume that for t0 > 0 it holds E∥
←
E (U)t0∥2 < 1 and let ∥ · ∥p, p ≥ 1 denote the p-norm on Rd×d. Then
we have by Bernstein [6, Fact 9.9.61] and submultiplicativity of the norm
E∥←E (U )nt0∥p = E∥
←
E (U)nt0 ⊗
←
E (U)nt0∥p = E∥
←
E (U)nt0∥2p ≤ (E∥
←
E (U)t0∥2p)n → 0, n →∞.
Thus by Jensen’s inequality
∥ent0C∥p = ∥E[
←
E (U )nt0 ]∥p ≤ E∥
←
E (U )nt0∥p → 0, n →∞,
which shows that all eigenvalues of ent0C converge to 0 as n → ∞ and this yields that all eigenvalues of C have strictly
negative real part. 
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