Abstract. A multiplicative attribute graph is a random graph in which vertices are represented by random words of length t in a finite alphabet Γ, and the probability of adjacency is a symmetric function Γ t × Γ t → [0, 1]. These graphs are a generalization of stochastic Kronecker graphs, and both classes have been shown to exhibit several useful real world properties. We establish asymptotic bounds on the spectra of the adjacency matrix and the normalized Laplacian matrix for these two families of graphs under certain mild conditions. As an application, we provide bounds on the diameter of a multiplicative attribute graph.
Introduction
Over the last few decades, spurred by the attempts to understand and model modern complex networks, there has been an extensive amount of literature devoted to studying models for random graphs that differ significantly from the standard Erdős-Rényi random graph and the random d-regular random graph (see for instance [3, 6, 8, 10, 17] ). One trend that has begun to emerge among these random graph models is the use of mathematical primitives to create models for complex networks that exhibit complicated behavior while still being analytically tractable. For example, inhomogeneous random graphs [1, 2] and random dot product graphs [14, 19, 22, 24, 25] , both build graphs over an inner product space and use the inner product to govern the edge connectivity, while stochastic Kronecker graphs [15, 16] and multiplicative attribute graphs [13] use the Kronecker product of matrices to control the edge probabilities. In this work we focus on the spectral properties of the latter two random graph models, showing that these properties can be derived in a natural way using the Kronecker product.
More formally, the Kronecker product of matrices A ∈ R m×n and B ∈ R p×q is a matrix A ⊗ B = C ∈ A stochastic Kronecker graph is formed by taking a symmetric k × k matrix P with entries in [0, 1] and a positive integer t, and forming the t-fold Kronecker product, denoted P ⊗t . Then each edge {i, j} is present independently with probability P ⊗t i,j = P ⊗t j,i . We will say that such a graph is a t th -order stochastic Kronecker graph with affiliation matrix P . Recently, the stochastic Kronecker graph as been advanced as a model for the internet and other complex networks [16] especially in the case where the affiliation matrix is α β β γ and α ≥ β ≥ γ. Mahdian and Xu have recently analyzed the connectivity, diameter, and emergence of the giant component in this context [18] while the first author and Horn analyzed the emergence of the giant component of a general 2 × 2 affiliation matrix [21] . The multiplicative attribute graph is a natural generalization of stochastic Kronecker graphs to allow multiple copies of each vertex before determining the random edges. In order to make this precise, we equip the k ×k affiliation matrix for the stochastic Kronecker graph with an alphabet Γ of size k, and define a function w : V → Γ t . Then any two vertices u, v ∈ V are connected independently with probability P ⊗t w(u),w (v) . If the function w is a bijection, then this is a t th -order stochastic Kronecker graph with affiliation matrix P , while if w is not a bijection we say that the resulting graph is a t th -order multiplicative attribute graph with affiliation matrix P .
Although there are several natural spectra of graphs to consider, we focus on two in particular, the spectrum of the adjacency matrix A and the spectrum of the normalized Laplacian L. The normalized Laplacian is defined as
where D is the diagonal matrix of degrees. For a given graph G we will denote the adjacency matrix by A(G) and the normalized Laplacian by L(G). These two spectra are of particular interest in the analysis of complex and real world networks as they provide insight to fundamental structural properties of the network. For instance, if the spectrum of the adjacency matrix A of a graph G is µ 1 ≤ µ 2 ≤ · · · ≤ µ n , then by a standard argument (see for example [5] )
i is the number of edges and
i is the number of triangles in G. Thus the full spectrum of the adjacency matrix controls the clustering coefficient of the graph, one of the hallmark properties of complex networks (for an overview see for instance [4, 7, 12] ). Similarly, if 0 = λ 1 ≤ λ 2 ≤ . . . λ n ≤ 2 are the eigenvalues of the normalized Laplacian of G, then the diameter can be bounded above by a function of λ 2 and n [9] . Additionally, both spectra provide insight into the routing either via the asymptotic understanding of the number of walks of a fixed length in the case of the adjacency matrix or the expansion and Cheeger constant of the network in the normalized Laplacian.
For convenience of notation, for any matrix M ∈ R n×n we will let λ 1 (M ) ≤ λ 2 (M ) ≤ · · · λ n (M ) be the collection of eigenvalues including multiplicities. Our primary tool in analyzing the spectrum of these graphs will be the following result of the first author and Chung.
Theorem 1 ([20] ). Let G be a random graph with independent edges generated according to the matrix P and let A be the associated adjacency matrix. Let D be the diagonal matrix of expected degrees and let ∆ and δ denote the maximum and minimum expected degrees, respectively. If ∆ > 4 9 ln 2n and n is sufficiently large, then with probability at least 1 − we have that for all i
Additionally, if δ ≥ 3 ln 4n , then with probability at least 1 − we have that, for all i
As we are concerned with the spectrum of various matrices, we will use the following properties of the Kronecker power of a matrix. For other standard properties of the Kronecker product see [23] .
Stochastic Kronecker Graphs
Although the application of Theorem 1 to stochastic Kronecker graphs can viewed as an easy consequence of the properties of Kronecker multiplication, we provide the full details here as a prelude to the analysis for multiplicative attributes graphs.
Theorem 2. Let G be a t th order stochastic Kronecker graph over the alphabet Γ of size k with affinity matrix P . Let D be the diagonal matrix of column sums of P and let δ and ∆ be the minimum and maximum diagonal entries of D, respectively. Let > 0. If ∆ > 1 and t ≥ , then for all i ∈ [k t ],
with probability at least 1 − . If δ > 1 and t ≥ ln , then for all
with probability at least 1 − .
We note that if ∼ n −c = k −ct , we may rewrite the conditions above so that the bounds on t depend only upon . That is to say, the condition t ≥ Proof. We first consider the degree of an arbitrary vertex v with w(v) = σ = σ 1 σ 2 · · · σ t . For any s ≥ 1 and each γ ∈ Γ s let d γ be the appropriate column sum of P ⊗s . Using this notation we have
Thus the expected minimum degree is δ t and the expected maximum degree is ∆ t . Thus, if δ > 1 or ∆ > 1 we can apply the appropriate results from Theorem 1. In order to finish the result it suffices to note by Observation 2 that (D
⊗t , and thus for any σ, τ ∈ Γ t with expected
By way of example, we consider here the application of Theorem 2 to most widely studied form of stochastic Kronekcer graph, Γ = {0, 1} and P = α β β γ , [15, 16, 18] . We may assume without loss of generality that α ≥ γ and thus ∆ = α + β and δ = β + γ. It is easy to see that if v is a vertex in a t th order stochastic Kronecker graph generated according to Γ and P , then for any vertex v and u,
where |w(v)| is the number of ones in the word associated with v. Let v be the vertex such that w(v) is the all zero word. Now if β + γ ≤ 1, then the expected number of edges from v to the remaining edges in the graph is (β + γ) t − γ t ≤ 1 − γ t . Thus if γ > 0, then the graph is disconnected with positive probability, and so we may assume that either β = 1 and γ = 0, or β + γ > 1. As the connectivity of the mixed deterministic, probabilistic case where α < 1, β = 1, and γ = 0 is unresolved, we will only consider the case where β + γ > 1 and thus Theorem 2 is applicable for sufficiently large t. A quick calculation shows that the eigenvalues of P are x ± y where x = α+γ 2 and y =
. Thus, by Theorem 2, with probability at least 1 − 2 −t the adjacency matrix has t i eigenvalues of the form (x + y)
which has eigenvalues 1 and λ = αγ−β 2 (α+β)(β+γ) . Thus, we have via Theorem 2 that with probability at least 1 − 2 −t the normalized Laplacian has t i eigenvalues of the form 1 − λ i + c −t for some c > 1 for each i. In particular, this implies that if λ > 0, the spectral gap is 1 − λ + o(1) and if λ < 0 it is 1 − λ 2 + o(1).
Multiplicative Attribute Graphs
Although the stochastic Kronecker graph model has been proposed as a model for a variety of different complex networks, it has the significant drawback that with a k × k affiliation matrix, it is only possible to generate a network whose size is a power of k. There are several natural methods to attempt to bootstrap a stochastic Kronecker graph to a network of arbitrary size, but it is not clear a priori that these methods preserve the theoretical properties of stochastic Kronecker graphs. One such method, proposed by Kim and Leskovec, is the multiplicative attribute graph [13] . In this model there is an language Γ, an affiliation matrix P , an order t, and a signature function n : Γ t → N. The resulting graph has n = σ∈|Γ| t n(σ) vertices and a function w : V → Γ t such that for any σ ∈ Γ t , we have w −1 (σ) = n(σ). That is, n(σ) indicates how many vertices are associated with the word σ. Given these functions, each edge is present independently with the probability of u and v being adjacent equal to P ⊗t w(u),w(v) . For simplicity of notation, we will write n σ = n(σ). We will call the collection {n σ } σ∈Γ t the signature of the graph G.
We will restrict ourselves to the case where the signature of the multiplicative attribute graph is determined randomly and by a probability distribution over Γ. Specifically, if Q is a diagonal matrix representing the probability distribution over Γ, in the t th order multiplicative attribute graph, each vertex is assigned the word σ ∈ Γ t independently with probability Q ⊗t σ,σ . Without loss of generality, we may assume that for all γ ∈ Γ, Q γ,γ > 0 as otherwise we may consider the smaller alphabet Γ = Γ−{γ}. In the following theorem we show that the qualitative behavior of the spectral properties of multiplicative attribute graph are essentially that of an appropriate stochastic Kronecker graph plus some nearly trivial eigenvalues. In particular, if the distribution on Γ is uniform then (up to trivial eigenvalues) the spectrum of a t th order multiplicative attribute graph is the essentially the same as that of the t th order stochastic Kronecker graph with the same affiliation matrix.
Theorem 3. Let G be a t th order multiplicative attribute graph on n vertices over the alphabet Γ of size k, with probability matrix Q and affinity matrix P . Let D be the diagonal matrix of column sums of QP and let δ be the minimum diagonal entry of D and q min be the minimum diagonal entry of Q. Let > 0.
, then with probability at least 1 − there is a set A ⊂ [n],
Proof. In order to analyze the spectrum of G we consider the random assignment of vertices to words in Γ t separately from the random generation of edges.
Fix the signature {n σ } σ∈Γ t of the graph G, and define for each σ ∈ Γ t , d σ = τ ∈Γ t n τ P ⊗t σ,τ . We note that for any vertex v, E [deg v] = d w(v) and thus the minimum expected degree is d min = min σ∈Γ t d σ for graphs with a fixed signature. Now using Theorem 1, if d min ≥ 3 ln 8n , then with probability at least 1 − 2 ,
for all i, where
In order to understand the spectrum of M , we consider the case where every element of the signature is at least 1, that is, n σ ≥ 1 for all σ ∈ Γ t . Thus for every σ ∈ Γ t , there exists a vertex v ∈ V such that w(v) = σ. We will abuse notation and refer to any such vertex as w −1 (σ). Thus we may define the k
. We claim thatM captures the non-trivial portion of the spectrum of M .
Observe that for any two vertices u and v with w(u) = w(v), the corresponding rows of M are identical, and thus for each σ ∈ Γ t , M has an eigenvalue of 0 of multiplicity n σ − 1. Hence, the multiplicity of 0 as an eigenvalue of M is at least n − k t . In order to show that the remaining eigenvalues of M are the spectrum ofM , let ϕ be an eigenvector for M with corresponding eigenvalue λ = 0. Define ψ ∈ R k t by
As this quantity is independent of the choice of v (up to choice of representative) this implies that the eigenvector ϕ has ϕ(u) = ϕ(v) as long as w(u) = w(v). Thus we defineφ ∈ R k t by φ(σ) = √ n σ ψ(σ) and we have for w(v) = σ
Therefore, the nonzero eigenvalues of M are the same as the nonzero eigenvalues ofM , and hence it suffices to consider the spectrum ofM . For each σ ∈ Γ t define q σ = Q ⊗t σ,σ , that is, q σ is the probability that an arbitrary vertex v has w(v) = σ. Now the expected value of n σ is q σ n ≥ q t min n, and thus by Chernoff bounds (1 − * ) q σ n ≤ n σ ≤ (1 + * )q σ n with probability at least 1 − 2 , where * = 3 ln
We note that
Moreover, equality holds only in the case that P is the all 1s matrix, in which case the graph is complete and the theorem is trivial. Thus, we may assume δ < 1, and we obtain
and thus with probability at least 1 − , the spectrum of L(G) is controlled by the spectrum ofM with a signature near the expected signature. Thus we define
where the last two equalities come from the fact that both Q and D are diagonal matrices. We make the standard observation that for any matrix A and invertible matrix S, the spectrum of S −1 AS −1 is the same as the spectrum of S −2 A as the eigenpairs (λ, v) for S −1 AS −1 correspond to the eigenpairs (λ,
formed from the column sums of QP . Now,
Thus, by Weyl's theorem (see for instance [11] ), for any i,
The result for the non-zero eigenvalues follows by the triangle inequality.
Now for a given affiliation matrix P , define G P as the graph of positive affiliations, that is {u, v} is an edge in G P if and only if P u,v > 0. With this notation we have the following immediate corollary of Theorem 3.
Corollary 4. Let G be a t th order multiplicative attribute graph on n vertices over the alphabet Γ of size k, with probability matrix Q and affinity matrix P , where G P is connected and not bipartite. There is a constant ρ = ρ(P, Q) such that if t ≤ ρ log(n), then G is connected with diameter O(log(n)) with probability at least 1 − O(n −c ) for any c > 0.
Proof. If ρ log 1 qmin < 1 and either δ ≥ 1 or ρ log . But by the properties of the Kronecker product and the connectivity of G P , all but the trivial eigenvalue of I − D − 1 /2 Q 1 /2 P Q 1 /2 D − 1 /2 ⊗t are bounded away from zero by a fixed constant for all t. The result then follows from standard properties of the spectrum of the normalized Laplacian (see [9] ).
In an analogous manner to Theorem 3 we can control the spectrum of the adjacency matrix of a multiplicative attribute graph.
Theorem 5. Let G be a t th order multiplicative attribute graph on n vertices over the alphabet Γ of size k, with probability matrix Q and affinity matrix P . Let D be the diagonal matrix of column sums of QP and let ∆ < 1 be the minimum diagonal entry of D and q min be the minimum diagonal entry of Q. Let > 0.
If t ≤ min ln(n)−ln( Furthermore, for all j / ∈ A, |λ j (A(G))| ≤ 6∆ t n ln 4n .
