Abstract. In this paper, we define a set of good basic invariants for the elliptic Weyl group for the elliptic root system. For the elliptic root system of codimension 1, we show that a set of good basic invariants give the flat invariants obtained by Saito and the Taylor coefficients of the good basic invariants give the structure constants of the multiplication of the Frobenius structure obtained by the author.
1. Introduction 1.1. Aim and results of the paper. Let W be an elliptic Weyl group defined as a reflection group for the elliptic root system of type X H is isomorphic to the upper half plane and π : Y → H is an affine bundle whose fiber is isomorphic to C l+1 . The group W acts on each fiber of π.
Let g ∈ W be a hyperbolic Coxeter transformation defined in [7] . It is known that g is not semi-simple and has no fixed points on Y .
We take the Jordan decomposition:
where g ss is a semi-simple part and g unip is a unipotent part. Then the set of fixed points Y 0 of Y by g ss form an affine bundle Y 0 → H whose fiber is isomorphic to C k where k is a codimension defined in [7] (cf. Section 7.2).
Take a suitable section S ⊂ Y 0 (give isomorphism S ≃ H by the composite morphism S ⊂ Y 0 → H) such that no point of S is contained in the reflection hyperplanes of W .
Then for the W -invariants on Y , we define the Taylor expansions on S and by this Taylor expansions, we could define a set of good basic invariants which is analogous to the Coxeter group case [11] .
In this paper, we define the notion of an admissible triplet (g, ζ, L) (cf. Definition 3.1) which has the same role as g ss (= g) and S(= L ⊥ ). Then we define a set of good basic invariants.
For the elliptic root systems of codimension 1, we show that a set of good basic invariants give the flat invariants obtained by Saito [8] and the Taylor coefficients of the 1 2010 Mathematics Subject Classification. Primary 32G20; Secondary 32N15.
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1 good basic invariants give the structure constants of the multiplication of the Frobenius structure obtained by the author [9] .
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W -invariants for elliptic root systems
We recall the elliptic root systems (cf. Saito [8] ). Some parts are changed in order to fit the notations of Kac [4] .
Elliptic root systems.
In this subsection, we define the elliptic root systems (cf.
[8]).
Let l be a positive integer. Let F be a real vector space of rank l + 2 with a positive semi-definite symmetric bilinear form I : F × F → R, whose radical radI := {x ∈ F | I(x, y) = 0, ∀y ∈ F } is a vector space of rank 2. We put O(F, radI) := {g ∈ GL(F ) | I(gx, gy) = I(x, y) ∀x, y ∈ F, g| radI = id. }. For a non-isotropic vector α ∈ F (i.e. I(α, α) = 0), we put α ∨ := 2α/I(α, α) ∈ F . The reflection w α ∈ O(F, radI) with respect to α is defined by w α (u) := u − I(u, α ∨ )α (∀u ∈ F ). Definition 2.1. A set R of non-isotropic elements of F is an elliptic root system belonging to (F, I) if it satisfies the axioms (i)-(iv):
(i) The additive group generated by R in F , denoted by Q(R), is a full sub-lattice of F .
(ii) I(α, β ∨ ) ∈ Z for α, β ∈ R.
(iii) w α (R) = R for ∀α ∈ R.
(iv) If R = R 1 ∪ R 2 , with R 1 ⊥ R 2 , then either R 1 or R 2 is void.
We have Q(R)∩radI ≃ Z 2 . We call a 1-dimensional vector space G ⊂ radI satisfying G∩Q(R) ≃ Z, a marking. We fix a, δ ∈ F s.t. G∩Q(R) = Za and Q(R)∩radI = Za⊕Zδ.
The isomorphism classes of the elliptic root systems with markings are classified in [7] . Hereafter we restrict ourselves to the elliptic root systems of type X
(1,1) l (X l = A l , B l , · · · , G 2 ) in the notation of [7] .
For α ∈ R, we put α ∨ = 2α/I(α, α).
Hyperbolic extension.
We introduce a hyperbolic extension (F ,Ĩ) of (F, I), i.e.
F is a (l + 3)-dimensional R-vector space of which contain F as a subspace andĨ is a symmetric R-bilinear form onF which satisfiesĨ| F = I and radĨ = Ra. It is unique up to iso-
is surjective and its kernel K R is isomorphic to the additive group R:
We fix some notations. We define Λ 0 ∈F which satisfiesĨ(Λ 0 , δ) = 1 andĨ(Λ 0 , Λ 0 ) = 0. Then we have a decompositionF = F ⊕ RΛ 0 .
2.3.
The elliptic Weyl group. We define the elliptic Weyl group. For α ∈ R, we define
We define the elliptic Weyl group W by the group generated byw α (α ∈ R). The subgroup
Domains and Euler field.
We define two domains:
We have a natural morphism π : Y → H. We remark that H is isomorphic to H := {z ∈ C | Imz > 0} by the function δ/(−2π √ −1) = δ/a : H → H. We define the left action of There exists the unique vector field E
such that E(f ) = 0 for any f ∈ F and E(Λ 0 ) = 1, where F (Y ) is a space of holomorphic functions on Y and Ω(Y ) is a space of holomorphic 1-forms on Y . We call E the Euler field.
2.5. The algebra of the invariants for the elliptic Weyl group. In this subsection, we introduce the algebra of the invariants for the elliptic Weyl group.
We put F (H) := {f :
For m ∈ Z , we put
3)
Theorem 2.2 ([1, 2, 5, 6, 12]). The F (H)-algebra S W is generated by a set of algebraically independent homogeneous generators {P 1 , · · · , P n } (n = l + 1) with degrees 0 < d 1 ≤ d 2 · · · ≤ d n which we call a set of basic invariants.
We put
Then the degree m part S W m could be also written as
where we denote
3. Graded algebra
For the elliptic root system X (1,1) l , we define a notion of the admissible triplet.
3.1. Admissible triplet.
admissible if it satisfies the following conditions:
(i) L is a splitting subspace of radI and has no roots:
We remark that dimL = n(= l + 1).
(ii) ζ is a primitive d th n root of unity and
for a set of basic invariants
(iii) g acts on L and this action is semi-simple. The eigenvalues on L ⊗ R C is ζ dα ,
(1 ≤ α ≤ n).
Hereafter we fix an admissible triplet (g, ζ, L). By (iii) of Definition 3.1, we take a
We consider z 1 , · · · , z n as a function on Y and we define z 0 ∈ F (Y ) by
(ii) We have
(ii) is a direct consequence of (3.3) and (3.4)
is invertible.
for any l ∈ L and x, α = 0 for some α ∈ R.
Since α ∈F , α = l + Aa + Bδ for some l ∈ L and A, B ∈ R. Then 0 = A a, x + B δ, x .
Since a, x , δ, x ∈ C are linearly independent over R by x ∈ L ⊥ , A = B = 0. Then α ∈ L. It contradics to the assumption of admissibility (3.2).
(ii) Put x 0 := z 0 . Since the zero of determinant of ( ∂x α ∂z β ) 0≤α,β≤n coincides with ∪ α∈R H α , it is not 0 on any point of L ⊥ . By 
We define a graded
is isomorphic to the polynomial algebra
with degz α = d α .
Graded algebra Isomorphism ψ
Let (g, ζ, L) be an admissible triplet for the elliptic root system X 
here we use the notation
4.2.
Properties of the morphisms.
(1 ≤ α ≤ n) and z 0 and it gives a F (H)-algebra homomorphism.
(ii) In the convergent series 
We could prove it completely the same manner as [11] , thus we omit a proof.
Good basic invariants.
Definition 4.3. A set of basic invariants x 1 , · · · , x n is good with respect to a triplet (g, ζ, L)
Taylor coefficients of the good basic invariants
Let (g, ζ, L) be an admissible triplet for the elliptic root system X
n be a basis of (L ⊕ Rδ) ⊗ R C satisfying (3.4) and (3.5).
Then a set of basic invariants x 1 , · · · , x n is compatible with a basis
is a unit matrix.
Proposition 5.2.
(i) If we put
n give a set of basic invariants which are good and compatible with
(ii) Conversely if x 1 , · · · , x n are good and compatible with a basis
(iii) For any set of basic invariants
n is good if and only if
n is good and compatible with a basis
Proof. For (i), (ii), they are direct consequences of Definition 4.3 and Definition 5.1.
By the goodness assumption, this must be an element of L ⊗ R C. Then the coefficients with |b| ≥ 2 must be 0. 6) and comparing it with (4.2), we have the result. For (vi), we have
is constant because x α is good. Then we have the result.
Signature of the admissible triplet
Let (g, ζ, L) be an admissible triplet for the elliptic root system X We denote a signature by (l + , l 0 , l − ) corresponding to the number of positive, zero, negative eigenvalues of the Gram matrix.
Then the restriction of I on L ∩ F is positive definite. Thus for the signature of the restriction ofĨ on L, only three cases appear:
(ii) the signature is (n − 1, 1, 0) (zero type), (iii) the signature is (n − 1, 0, 1) (negative type).
is positive or zero or negative corresponding to the type of the signature.
Existence of the admissible triplet
In this section, we show the existence of an admissible triplet for the elliptic root system X (1,1) l .
Coxeter transformation.
The following theorem is due to Saito [7] , [8] .
2)]) which satisfies the following properties:
is semi-simple of order d n . The set of eigenvalues of c is given by:
(ii) (Lemma B) Let c be a Coxeter transformation. Then
for τ ∈ H and p : E → H induced by radI ⊂ F . Then we have
(iv) (Lemma C) For a hyperbolic Coxeter transformationc, we have
andc dn is a generator of K Z . Here I R = c 0 I where c 0 > 0 is a least positive number such that the Z-span of R has an even lattice structure for c 0 I.
By Lemma A, c is semi-simple. Thus we have the decomposition
We remark that radI ⊂ F =1 , (7.11) because the Coxeter transformation c is identity on the space radI.
for λ ∈F in (i), the action ofc on F =1 is semi-simple and the action ofc on
be the Jordan dcomposition of semi-simple element and unipotent element.
(a)c ss ,c unip are elements of O(F , F, radI).
There exists uniquely a primitive d n th root of unity ζ such that the action
The eigenvalues of the action ofc ss onF is given by
Proof. We prove (i). By Lemma C, for any ξ ∈F \ F , there exists x ∈ F s.t.
Then by I R (x, b) = 0, we have
Put λ := ξ − x. Then we have the result.
For (ii),c acts on
For (iii), we havẽ
Then the assertions are obtained by (i) and Lemma A. 
Proposition 7.5. We have the following results.
(i) Proof. The conditionc ss x = x is equivalent to c ss x, z = x, z (∀z ∈F ). The latter is equivalent to x, (c ss ) −1 z = x, z (∀z ∈F ). Sincec ss :F →F is an isomorphism, we have (i).
Since Im(c ss − id.) = Im(c − id.) = F =1 , we have (ii).
For (iii), the former part is a direct consequence of (ii). By Lemma A, we have
Remark 7.6. We prepare the notion of codimension for the marked elliptic root system which is introduced in [8] . It is defined in [8] by exponents, however we define it by the degrees of a set of basic invariants.
Remark 7.7. The space Y 0 is too large for the study of Taylor expansion, in other word, the space F =1 is too small. In (7.36), we shall construct an enhancement of F =1 . Then this gives an admissible triplet and enables us to construct the smaller subspace of Y 0 as L ⊥ of an admissible triplet.
7.3. Regular point. By Theorem 7.1(iii), we take z ∈ E c ∩ E τ such that z / ∈ α∈R H α .
Since the restriction of F z on radI gives an isomorphism, we have
We have a decomposition
The following proposition is an enhancement of Lemma B:
Proof. We assume that α ∈ F =1 ⊕ L 0 for some α ∈ R. Then we have
l, z = 0. This contradicts to (7.31).
7.4. Construction of an admissible triplet. In the decomposition
each subspace is stable under the action of the Coxeter transformation because L 0 is a subspace of F =1 and any subspace of F =1 is stable. We put
⊥ is stable under the action ofc. We remark that
becauseĨ on F =1 ⊕L 0 is positive definite. We remark that the signature ofĨ on ( 1, 1 ) because the signature ofĨ onF is (n, 1, 1) and the signature ofĨ on
Then for any r ∈ R, we could take
Definition 7.9. For any r ∈ R, we put gives an admissible triplet and the signature of (c ss , ζ, L(r)) is ((n−1)+1, 0, 0), (n−1, 1, 0),
Proof. We have
By the projection p :F →F /F , p(α) = 0 and p(f ) = 0 by R ⊂ F and
Then p(cλ r ) = 0. Since p(λ r ) = 0, we have c = 0. Then α ∈ F =1 ⊕ L 0 which contradicts to Proposition 7.8.
We prove the condition (ii) of admissibility. Sincec
for f ∈ S W m by Proposition 7.2(iii). The other part are direct consequence of the construction of (c ss , ζ, L(r)).
Frobenius manifold
In this section, we remind the notion of Frobenius manifold for the elliptic root system of codimension 1 (i.e. d n−1 < d n ).
n be a set of basic invariants with degrees
The Euler field E introduced in (2.2) satisfies
Then the Euler field E descends to
where Ω S W a module of differentials. We define the normalized Euler field E norm by
8.2. Intersection form. Let z 0 , · · · , z n be a lift of a C-basis ofF /Ra by the projectioñ F →F /Ra. Then the set z 0 , · · · , z n gives a coordinate system of Y . By the W -invariance ofĨ, we haveĨ
for 0 ≤ α, β ≤ n. Then we have the S W -bilinear form
We remark thatĨ(dx
where E is a Euler field (8.2).
8.3. Frobenius structure. We assume that the degrees
This condition is called codimension 1 in Saito [8] . This condition is satisfied if and only
Under this condition, the Frobenius structure for S W is constructed by Saito [8] and Satake [9] (see also [3] ). (ii) (potentiality) the (3, 1)-tensor ∇• is symmetric (here ∇ is the Levi-Civita connection of the metric), i.e.
(iii) the metric g is flat,
(iv) e is a unit field and it is flat, i.e. ∇e = 0, (v) the Euler field E norm satisfies Lie Enorm (•) = 1 · •, and Lie Enorm (g) = 1 · g, (vi) the intersection form coincides with cĨ: g(E norm , g does not depend on the choice of e.
The metric g could be constructed from cĨ and e as follows.
Characterization of the unit. For the module of derivations Der(S
is induced by the grading of S W = m∈Z S W m and we see that the lowest degree part is a F (H)-free module of rank 1 and
by (8.7).
The space V has the following characterization (for a proof, Saito [8] and Satake [9,
Proposition 4.2]).
Proposition 8.4. This space V introduced in (8.8) has the following characterizations:
where
We interprete it by a set of basic invariants x 1 , · · · , x n :
) and a set of basic invariants
n , the following conditions are equivalent:
Proof. We first remark that if α or β is not n, theñ
0 ≤ α, β ≤ n and they are equivalent to (ii).
Good basic invariants for codimension 1 cases
In this section, we consider the eliptic root system of codimension 1 (i.e. d n−1 < d n ).
We fix an admissible triplet (g, ζ, L) of signature (n − 1, 1, 0) (zero type).
9.1. Admissible triplet for codimension 1 cases. We remind that d 0 = 0 (8.1). By the codimension 1 assumption that d n−1 < d n , we have a duality:
For an admissible triplet (g, ζ, L) of signature (n − 1, 1, 0) (zero type), we have the following Proposiiton.
Proposition 9.1. By the decompositioñ
obtained by (3.1) and (6.3), we take a basis z 0 , z
We have
where E is a Euler field (2.2).
Proof. Since g ∈ O(F , F, radI) and g acts on L, g acts on L ∩ F and on its orthogonal complement (L ∩ F ) ⊥ defined in (6.2). We study the eigenvalues of g on these spaces.
First we show that the eigenvalues
Then by the condition of admissibility (Definition 3.1(iii)), the eigenvalues of g on
By the duality (9.1), we could take
Then we see that z 0 , · · · , z n satisfies the above conditions. 9.2. Property of a set of basic invariants for codimension 1.
Proposition 9.2. For a set of basic invariants
Proof. For (9.5), it is shown by (3.8). We show (9.6). Let
By the Proposition 3.4(ii), det(a α,β ) 0≤α,β≤n is not 0 for any q ∈ L ⊥ .
On the other hand, det(a α,β ) 0≤α,β≤n ∈ S W dn(n+1) . Thus we could expand
which is not zero. Then we have x n (q) = 0.
9.3. Partial normalization of basic invariants. Let V be a vector space introduced in (8.8).
Proposition 9.3. For x 0 = δ/(−2π √ −1) defined in (8.1) and a set of basic invariants
Proof. We should only prove the equivalence of (ii), (iii) and (iv). SinceĨ(dx n , dx
Then (ii) is equivalent to A = 0 and it is equivalent to (iii) by
Corollary 9.4. For x 0 = δ/(−2π √ −1) defined in (8.1) and a set of good basic invariants
. Then by Proposition 9.3, we have ∂/∂x n ∈ V .
9.4. Flat basic invariants. Let ∇ be a connection introduced in Theorem 8.1 which does not depend on the choice of e and cĨ. for the Frobenius structure (Saito [8] , see also Satake [9] ).
We remark that if a set of basic invariants x 1 , · · · , x n is flat, then it satisfies the conditions of Proposition 9.3 because ∂/∂x n is flat, it is an element of V by Proposition 8.4 (i).
9.5. Frobenius structure via flat basic invariants. We give a description of the multiplication and metric w.r.t. the set of flat basic invariants.
Proposition 9.6. We assume that a set of basic invariants 
are all elements of C.
Then the metric g is described as
and the structure constants C γ α,β of the multiplication defined by
for 0 ≤ α, β ≤ n, α = n, where we denote
14) (9.15)
Proof. By Proposition 8.3, the dual metric of the metric of the Frobenius strucrure is constructed from the unit e and cĨ by (9.11).
For the construction of the multiplication from cĨ, we remind the notion of the Frobenius potential (see Satake [10] ). The Frobenius potential F for the Frobenius structure is defined by the relation
with the structure constants C γ α,β of the product and it is related with the intersection form cĨ as
We remark that if α = n and g α,α ′ = 0, then α ′ = 0 and d α ′ = 0. Thus for α = n and 0 ≤ α, β, γ ≤ n, we have
For α = n, we have C γ α,β = δ β,γ because ∂/∂x n is a unit. Then we have the result.
9.6. Good basic invariants and Frobenius structure.
Theorem 9.7. For an admissible triplet (g, ζ, L) whose signature is (n − 1, 1, 0) for the elliptic root system of codimension 1, we have the following results. (ii) Let z 0 , · · · , z n be a basis of (L ⊕ Rδ) ⊗ R C defined in Proposition 9.1. Put
n be a set of good basic invariants compatible with a basis
ThenĨ(dx 0 , dx β ) (β = 0, · · · , n) is written as follows:
is written by the Taylor coefficients
as follows:
Here we used the notation α * = n − α (0 ≤ α ≤ n). We remark that by (9.1), the 3 conditions
n be the same as in (ii). We have the unique Frobenius structure with unit e = ∂ ∂x n and the intersection form
Then the metric g and the structure constants of the multiplication
which are all written by the Taylor coefficients (9.20) using (9.21). Here we used the notation
g gives a C-bilinear metric on SpecanS
gives the isometry w.r.t. these metrics.
Proof. For (9.19), it is obtained by (8.6). We shall prove (9.21) in Proposition 10.1. We . The other parts are also direct consequences of Proposition 9.6. (i) is a direct consequence of (iii). (iv) is a direct consequence of (9.2), (9.25) and
Remark 9.8. We could easily check that (9.21) is correct for α = 0 or β = 0 cases and they coincide with (9.19).
Intersection form
Here we show the following Proposition which is used in a proof of Theorem 9.7.
Proposition 10.1. Let z 0 , · · · , z n and x 0 , · · · , x n be the same as Theorem 9.7 (ii). For
Proof. By Corollary 9.4 and Proposition 9.3, (∂/∂x n ) 2Ĩ (dx n , dx n ) = 0. Then for 1 ≤ α, β ≤ n,
is represented as
Step 1. We consider the coefficients A α,β a for the cases
Step 2. We evaluate (10.2) at L ⊥ . We have
which is shown at (3.8).
Step 3. We have
Step 4. For the cases 
a by a n = 0, we have
Then we have the equation (10.7).
Step 5. with c ′ + c ′′ = c. We assume that it is non-zero. Then there exists non-negative integers n 1 , n 2 such that Step 6. For 1 ≤ α, β ≤ n, c ∈ Z n ≥0 , we obtain 
