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In the upper ocean from the surface to several hundred meters, there is a predominant seasonal 
cycle of the vertical structure of the temperature and salinity, and thus the density stratification. 
During the warming season, the upper-ocean seasonal stratification develops on the winter surface 
mixed layer (ML) formed by convection due to surface cooling. Stabilizing the upper-ocean water 
column, the seasonal stratification regulates the vertical exchange of water and, therefore, plays 
an important role in the air-sea interaction during the warming season and also on the 
biogeochemical processes of the upper ocean. Although the seasonality of the upper-ocean 
stratification is ubiquitous from low to high latitudes in the global ocean, the characteristics such 
as the amplitude of the seasonality and the depth range where the seasonality is evident are 
remarkably different depending on the ocean region. 
 Historically, studies about the physical processes in the upper ocean have progressed mainly 
focusing on the surface ML processes, because the thickness of the ML that provides the thermal 
and mechanical temporary inertia with regard to oceanic direct response to the atmospheric 
forcing is important for understanding ocean’s behavior. On the other hand, the formation of the 
seasonal stratification under the thin summertime ML, including various physical processes, has 
been poorly understood. Although some fundamental processes of the formation of the seasonal 
stratification have been studied based on numerical models with the recently enhanced 
performances of computers, its quantitative observational descriptions for comparison with the 
model studies have been scarcely done, especially in the open ocean where the time series data 
with high vertical resolution are hard to be obtained. For that reason, in the present dissertation, I 
addressed to clarify the mechanism of the development of the seasonal stratification quantitatively 
from the observational dataset (Chapter 2). Moreover, I also aimed to obtain a better 
understanding of the roles of the upper-ocean stratification in the climate systems through 
investigating its long-term change and interannual/decadal variability (Chapter 3 and 4). 
 In Chapter 2, through quantification of the strength of the seasonal stratification using the 
Potential Energy Anomaly (PEA; required energy to make the density stratified water column 
vertically homogeneous), I described the development of the stratification quantitatively with use 
of the time-dependent equation of PEA. In the North Pacific, the PEAs computed from the 
temperature and salinity profiles collected by the Argo floats show the regional differences in the 
amplitude and phase of the development of the seasonal stratification. I performed the PEA budget 
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analysis to clarify which processes dominantly contribute to the development and how those 
processes are balanced. As a result, I found that the seasonal stratification develops, in a large part 
of the North Pacific, under a vertical one-dimensional balance between the creation by the 
atmospheric buoyancy forcing and the destruction by the vertical mixing in the water column. 
During the warming season when the vertical mixing is considered to be much weaker than the 
cooling season, estimated vertical diffusivities indicate the occurrence of strong mixing in the 
seasonal stratification, reaching the order of 10−4 m2 s−1, and show significant spatial and seasonal 
variability. On the other hand, the contribution from lateral process is significant in limited regions. 
PEA advection and vertical shear of horizontal current contribute to the development of the 
stratification in the Kuroshio Extension region and the region of the trade wind.  
 From the comparison of PEA budgets in two regions which have the similar total buoyancy 
gain in the North Pacific, I demonstrated that spatial distribution of the “composition” of 
buoyancy forcing, in addition to the “total magnitude”, is important for producing the regional 
difference in the development of the seasonal stratification. In the case of the North Pacific, it the 
condition, satisfied in its northern part, that both the penetrating component (shortwave radiation) 
and the non-penetrating components (other buoyancy fluxes) contribute to the total buoyancy gain 
is more favorable for the formation of more intense PEA, i.e. sharper, stratification. 
 In Chapter 3, I introduced the potential vorticity (PV) framework to understand the impact 
of summertime preconditioning by the seasonal stratification on the development of the winter 
ML. I first addressed the formalization for the estimation of the sea surface PV flux from the 
observational dataset and then the description of its climatological features. To reduce estimation 
bias, I revised the scaling laws with considerations of the penetration of the shortwave radiation 
at the base of the ML and wind-driven mixing in the warming season. Newly estimated surface 
PV flux was significantly improved, being more consistent with independently calculated 
variation in the PV of ocean interior. In the annual mean field, I demonstrated well-known 
classical pictures of air-sea PV exchange: PV gain (loss) occurs in low (high) latitude in both the 
North Pacific and the North Atlantic. On the other hand, I also found that the balance between 
diabatic and mechanical contribution to the net PV flux is different among the ocean regions: the 
mechanical term is more significant in the North Pacific, and the diabatic term is dominant in the 
high-latitude region of the North Atlantic. 
 The annual mean PV flux consists of summertime PV input and wintertime PV extraction. 
To investigate which variability (summertime input or wintertime extraction) contributes to the 
interannual variability in the annual mean PV flux, I computed their interannual variabilities 
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separately and compared them in each ocean region. As a result, I found that the interannual 
variabilities in summertime PV forcing (input) are significantly larger than that of winter 
(extraction) in the regions where the summertime atmospheric forcing has an impact as 
preconditioning on the interannual variability in the winter ML depth. 
 In Chapter 4, I investigated globally the long-term change and variability in the upper-ocean 
stratification defined here as the difference between the surface and subsurface density. To resolve 
spatial patterns of the trends and superposed decadal variability, I used temperature and salinity 
observations with as spatial and temporal coverage as wide as possible. As a result, strengthening 
trends of the upper-ocean stratification associated with global warming were detected over most 
of the global ocean, except for the Arctic Ocean. In the global average, the speed of strengthening 
is 0.0365 kg m−3 decade−1, corresponding to an increase of 6.6–11.8% of the mean stratification 
from the 1960s. I also found that, in addition to the well-mentioned effect of surface 
intensification of the global warming signal, the subsurface temperature changes and haline 
stratification changes also have significant impacts on the long-term changes in the upper-ocean 
stratification. In some ocean regions, the decadal/interannual variabilities in the upper-ocean 
stratification associated with each particular climate mode are detected: the time series indicate a 
positive correlation with the Niño 3.4 index in the tropical Pacific, a negative lagged correlation 
with the North Atlantic Oscillation (NAO) index in the North Atlantic, and correspondences with 
SST variations associated with the Pacific Decadal Oscillation (PDO) in the North Pacific.  
 In the present dissertation, I described the seasonal cycle of the upper ocean from two 
different perspectives with the use of newly introduced concepts. I applied the concept of PEA to 
the seasonal stratification in the open ocean for the first time and shows its utility for quantitative 
analysis. The methodology and results of the PEA budget analysis can be utilized for quantifying 
and understanding the impacts of physical variability on the upper-ocean biogeochemical 
phenomena. Moreover, the estimation of the surface PV flux improved in this study has the 
potential to be used not only for the description of the upper-ocean seasonal cycle but also for 
understanding the fundamental ocean dynamics. In the next decade, Biogeochemical Argo floats 
that have additional biogeochemical property sensors will become widespread and thus will 
enable us to investigate the physical-biogeochemical interaction with denser and broader 
spatiotemporal coverage. I believe that the present results facilitate advances in understanding of 
not only the ocean’s thermal role in the climate system but also its roles in ecological system and 
material cycle in the earth system.  
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1.1.1 Seasonal stratification during the warming season 
In the upper ocean from the surface to several hundred meters, there is a predominant seasonal 
cycle of the water column, mainly driven by the seasonality of the atmospheric forcing (Fig. 1.1). 
Because the upper ocean is unstable due to surface cooling in winter, a deep surface mixed layer 
where the temperature and salinity (i.e., the density) are vertically uniform develops by 
convection. When it becomes summer in turn, seasonal stratification develops under the remnant 
thin surface mixed layer because the water column becomes warmer and thus lighter from its 
upper part by predominant surface heating.  
 The seasonal stratification developed during the warming season stabilizes the water column, 
regulates the vertical exchange of the water and, therefore, discriminates between relatively 
warmer and nutrient-poor near-surface water and cooler and nutrient-rich water below. In other 
words, the seasonal stratification characterizes the “difficulty in mixing” of the water column 
during the warming season. Indeed, recent observational studies show that the vertical mixing 
below the mixed layer is controlled by the strength of the seasonal stratification (Qiu et al. 2004; 
Cronin et al. 2013) and the modulated mixing is thought to have a significant impact on the 
determination of the sea surface temperature during the warming season (Hosoda et al. 2015; Lee 
et al. 2015). It has also been pointed out that the stability due to the seasonal stratification plays 
an important role in the biogeochemical processes such as the occurrence of spring phytoplankton 
bloom (Dale et al. 1999), vertical supply of the nutrients (Sukigara et al. 2011), and the formation 
of subsurface oxygen maximum layer (Shulenberger & Reid 1981).  
 Although the seasonality of the upper-ocean water column is a ubiquitous feature in the 
global ocean from low to high latitudes, the vertical structure of the seasonal stratification differs 
regionally (Fig. 1.2). The amplitude of the seasonality and the depth range where the seasonality 
is apparent are remarkably different depending on the ocean region and/or latitude. These 
different features suggest that the seasonal stratifications are formed reflecting the result of 
regional differences in the dominant processes and the balance between them and, moreover, the 
stratifications play different physical and biogeochemical roles in the respective regions. 
 Historically, in understanding the ocean response to the atmospheric forcing (heat, 
freshwater, and momentum), the thickness of the mixed layer, that temporarily responses directly 
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to the forcing, has been thought to be one of the most important variables. Hence, studies about 
the physical processes in the upper ocean have been progressed focusing around the mixed layer 
process. As one of the results, recent one-dimensional mixed layer models can successfully 
reproduce the observations and are implemented in many of the general ocean circulation models 
and climate models. On the other hand, the formation processes of the seasonal stratification under 
the mixed layer, including various physical processes (propagation and breaking of the internal 
wave and shear instability etc.: e.g., Johnston & Rudnick 2009) and thus being difficult to be 
modeled, currently has been less well understood. Recently, as enhanced performances of 
computers such as the appearance of the Large Eddy Simulation that can directly compute the 
small-scale physical process, some studies about the elementary process of the formation of 
seasonal stratification have been done (e.g., Goh & Noh 2013). However, the quantitative 
observational descriptions of the development of the seasonal stratification for comparison with 
the model studies have been scarcely made, especially in the open ocean where time series 
observation of high vertical resolution temperature and salinity profile are hard to be obtained.  
 Moreover, recent observational studies pointed out that, in the warming season, only the 
mixed layer depth does not always determine the temporary thermal inertia of ocean in response 
to the atmospheric forcing because the mixed layer is extremely thin (Hosoda et al. 2015). Unlike 
previously thought, this suggests that the direct response of the layer below the mixed layer, that 
is, the formation of the seasonal stratification also has to be considered to understand the air-sea 
interaction during warming season. From the above background, it is thought that detailed 
descriptions of the formation of the seasonal stratification from observations and quantitatively 
clarifying the mechanism of the development are needed for an advance of our understanding 
about the air-sea interaction in the warming season and the upper-ocean biogeochemistry. 
 
1.1.2 Variability in the upper-ocean stratification and its impact 
Influences due to stabilization of the upper-ocean water column by the seasonal stratification are 
not limited in the warming season. In the seasonal cycle of the upper ocean, the winter mixed 
layer develops as destroying the seasonal stratification formed during prior warming season (c.f., 
Fig. 1.1). Therefore, the strength of the upper-ocean stratification at the end of the warming season 
(called as summertime preconditioning) affects the development of the following winter mixed 
layer (e.g., Qiu & Chen 2006; Sugimoto & Kako 2016). Indeed, a case that anomalously 
strengthened seasonal stratification at end of summer prevented the mixed layer from developing 
in the following winter has also reported in a formation region of a major water mass (Kako & 
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Kubota 2007). Although in limited regions of the water mass formation, interannual variability in 
the strength of the seasonal stratification significantly contributes to that of the winter mixed layer 
depth (Toyoda et al. 2011).  
 The formation and subduction of the water mass in winter play an important role of the 
driver on the ocean ventilation process, which is essential role of ocean in climate system and 
results in oceanic uptake of heat, carbon, and oxygen. The late winter mixed layer depth is one of 
the key factors that controls the volume of the water mass formation. Therefore, the interannual 
variability in the strength of the seasonal stratification in the warming season also has the 
possibility of playing an important role in the climate system, through the ocean ventilation 
process. 
 In recent years, long-term variability in the upper-ocean stratification has also received a lot 
of attention in the context of climate change. Future projections by the state-of-the-art climate 
models (Coupled Model Intercomparison Project; CMIP) shows the long-term strengthening of 
the upper-ocean stratification due to the surface intensification of the ocean warming associated 
with global warming (Cabré et al. 2014). The strengthened stratification will reduce vertical 
nutrient supply from the subsurface by more stabilizing the upper-ocean water column, and then 
the primary production of whole ocean is concerned to decrease (Fu et al. 2016).  
 From the observational perspective, strengthening trend of the upper-ocean thermal 
stratification due to the surface intensification of the warming signals has been detected from an 
estimation using globally-averaged sea surface and subsurface temperature time series (Rhein et 
al. 2013). On the other hand, some observational studies focusing on some specific regions or 
using relatively short time series demonstrate that the upper-ocean stratifications are weakening 
in recent decades, rather than strengthening associated with global warming (Dave & Lozier 2013; 
Somavila et al. 2017). Therefore, large uncertainties of the observational estimate of the long-
term change in the upper-ocean stratification, probably due to the regional difference in the 
change and/or prevailing decadal variability, still remain. 
 
1.2 Objectives and organization of the present dissertation 
According to the above background, the objectives of the present dissertation are quantitatively 
to clarify the formation mechanism of the seasonal stratification from observational data (Chapter 
2), and gain a further understanding of roles of the upper-ocean stratification on the climate 
system through describing these spatiotemporal variabilities (Chapter 3 and 4). To achieve these 
objectives, we have done three quasi-independent works and summarized them into the present 
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dissertation. The organization of the present dissertation is as follows. 
 As mentioned in Subsection 1.1.1, a detailed description of the seasonal stratification is not 
enough yet because of its historical and observational background. In Chapter 2 of this 
dissertation, focusing on the North Pacific, we provide the detailed description of the development 
of the seasonal stratification based on the temperature and salinity profiles measured by Argo 
float from the international Argo program (Riser et al. 2016). To represent “difficulty in mixing” 
of the seasonal stratification, which is one of the essential properties of the stratification as 
mentioned above, we use the Potential energy anomaly (PEA) advocated by Simpson (1981) as 
the indicator of the strength of the seasonal stratification. Performing the budget analysis of PEA 
to the seasonal development of the stratification in the open ocean, we quantitatively clarify the 
formation mechanism of the seasonal stratification and discuss the cause of the regional 
differences in the development. 
 The impacts of the interannual variability in the strength of seasonal stratification at the end 
of warming season on the development of winter mixed layer have been reported by different 
approaches in previous studies about the interannual variability in the winter mixed layer depth 
of formation regions of the major water mass. In Chapter 3 of the present dissertation, we 
introduce and discuss the potential vorticity (PV) framework to interpret comprehensively these 
previous results (especially, about why the impact of summertime preconditioning is apparent in 
limited regions). Using the PV framework, we able to treat together the development of the 
seasonal stratification during warming season and the development of the mixed layer during 
cooling season uniformly as oceanic PV gain and loss, respectively, which have been represented 
commonly by different indicators. Moreover, diabatic (heating/cooling, freshwater exchange, 
etc.) and mechanical (wind friction etc.) forcing that drives the development of the seasonal 
stratification and the mixed layer are elegantly put together within a single representation of the 
sea surface PV flux. 
 In Chapter 4, we examine the long-term change and variability in the global upper-ocean 
stratification form observations. We use observational data with as great a spatial and temporal 
coverage as possible, to consider the influences from the regional difference of the change and 
simultaneous decadal variability, causing uncertainties of its estimates. Using observational time 
series which has been the longest ever, we elucidate the impact of the global warming on the 
upper-ocean stratification at the present time. We also investigate the relative contribution of the 
thermal and haline structure changes on the long-term change in density stratification and the 
relationship between the long-term detrended variability and climate modes prevailing in the 
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respective ocean regions. 










Figure 1.1. (upper right) Vertical profiles and (lower) time-depth section of potential density 
observed by an Argo float (WMO No. 2902488) and (upper left) their locations. Red colored 












Figure 1.2. The climatological seasonal cycle of upper ocean potential density (kg m−3) from 
Roemmich–Gilson Argo climatology (Roemmich & Gilson 2009). The profiles are averaged in 





Diagnosing the development of seasonal stratification using the 
potential energy anomaly (PEA) in the North Pacific 
2.1 Introduction 
The upper ocean in the warming season consists of a relatively thin mixed layer (ML) and 
seasonal stratification (seasonal pycnocline and/or transition layer) below the ML. Seasonal 
change in the stratification is a ubiquitous feature of the North Pacific. In the warming season, 
the stratification develops as a result of heating, freshwater supply and wind forcing from the 
atmosphere, and oceanic lateral processes. Although the development of a seasonal stratification 
occurs over the North Pacific, its vertical structure differs regionally (Fig. 2.1). For example, 
shallower and sharper seasonal stratification tends to develop in the northern part of the North 
Pacific compared to the southern part. In the Kuroshio and its extension regions, a more 
substantial buoyancy gain occurs in the subsurface, leading to stratification with more linear 
vertical structures. These features are the result of regional differences in the dominant processes 
of forming the seasonal stratification.  
 Heat, freshwater, momentum, and chemical tracers exchanged between the atmosphere and 
ocean are transported into the ocean interior through the ML and the seasonal stratification. 
Because the seasonal stratification characterizes “difficulty in mixing (i.e., stability)” of the upper 
ocean due to its maxima in the density stratification, it has great potential of influences on physical 
and biogeochemical processes within the upper ocean. Vertical mixing below the ML during the 
warming season is controlled by the strength of stratification (Qiu et al., 2004; Cronin et al. 2013). 
In turn, this can affect the supply of nutrients from the subsurface and the vertical transport of 
heat, which is an important factor in determining the sea surface temperature during the warming 
season (Hosoda et al. 2015). Moreover, not only in the warming season, the upper-ocean stability 
that develops during the warming season can also affect ocean ventilation via its impact on the 
development of the winter ML (e.g. Qiu and Chen 2006; Kako and Kubota 2007). Despite the 
importance of the seasonal stratification for physical and biogeochemical processes, the formation 
and spatial variability of seasonal stratification has not been widely investigated from an 
observational perspective (e.g., Johnston and Rudnick 2009).  
 Previous model and observational studies have used common metrics to quantify upper-
ocean stratification. These include the density or temperature difference between the surface and 
subsurface, and the buoyancy frequency (Tomita et al. 2010; Capotondi et al. 2012; Maes & 
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O'Kane, 2014). Although these metrics are useful, being readily obtained from low vertical 
resolution observational data or climate model output, they do not always quantify the "difficulty 
in mixing", which is the essence of the seasonal stratification. To assess the influences of the 
seasonal stratification on biogeochemical processes and air-sea interaction, a metric capable of 
quantitatively representing this "difficulty in mixing" of the water column is needed.   
 In this chapter, we used the potential energy anomaly (PEA; !) advocated by Simpson 






















where *3 (= * − *̅) is the deviation from the vertically averaged potential density and - is the 
acceleration due to gravity. PEA provides a measure of the amount of energy per unit volume (J 
m−3) required to make the density stratified water column vertically homogeneous; it, therefore, 
represents the "difficulty in mixing". Examples of calculation of PEA are shown in Fig. 2.2. Using 
this PEA as an indicator of the strength of seasonal stratification, together with its time-dependent 
equation, we are able to discuss quantitatively the development and spatial variability of the 
seasonal stratification in terms of stability. 
 Making use of observational data, the purpose of this chapter is to describe the development 
of seasonal stratification in terms of “difficulty in mixing”, and to discuss the dominant processes 
forming the stratification and their balance using a time-dependent equation for PEA. We also 
examine the utility of the PEA budget analysis, which has generally been used in studies of coastal 
studies, to the seasonal stratification in the open ocean. The remainder of this chapter is organized 
as follows. In Section 2.2, the dataset and the processing methods are described. The PEA 
climatological field and its seasonal cycle are described in Section 2.3. In Section 2.4 we outline 
the configuration and validation of the PEA budget analysis and the results of the PEA budget. In 
Section 2.5 we discuss the term balance of term in the budget and its regional differences. Finally, 
a summary is provided in Section 2.6. 
 
2.2 Data and methods 
We mainly used the Advanced automatic Quality Control Argo data (AQC Argo data; 
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http://www.jamstec.go.jp/ARGO/argo_web/ancient/AQC/index.html) for temperature and 
salinity profiles provided by the Japan Agency for Marine-Earth Science and Technology 
(JAMSTEC). AQC Argo data includes the Global Data Assembly Center (GDAC) real-time 
quality control profiles (Argo 2000), with additional quality controls performed by JAMSTEC. 
The spatial coverage of the Argo profiles in the North Pacific after 2006 is sufficient for detecting 
the seasonal cycle of the upper-ocean stratification. Profiles collected from January 2006 to 
December 2016 were used. Due to the scarcity of profiles in the coastal and marginal sea regions, 
these regions were excluded from subsequent analysis. Although the vertical resolution of Argo 
profiles varies with the initial setting or/and data transfer method, half of the profiles used in this 
chapter have more than 15 observations in the upper 100 m of the ocean. Vertically coarse profiles 
(those with a vertical spacing greater than 10 m) account for less than 5 % of the profiles.  
 From the QC’ed profiles by JAMSTEC, a few profiles were excluded because they exceeded 
three standard deviations of the mean profile calculated for the month and within the 3°(longitude) 
× 3° (latitude) area. After this QC procedure and the potential density calculation, profiles were 
vertically interpolated to 1-m intervals using the Akima spline (Akima 1970). To obtain the 
gridded fields of the metrics (e.g., PEA and ML depth) and to avoid the smoothing of vertical 
structures by the spatial and temporal averaging of profiles, metrics were calculated from the raw 
profile data. Monthly 1°(longitude) × 1°(latitude) fields for each metric were produced using a 
weight function that is inversely proportional to the distance from the grid point, following Oka 
et al. (2015).  
 To evaluate the contribution of lateral processes to the change in seasonal stratification, we 
also used the Roemmich–Gilson Argo climatology (RG Argo; Roemmich & Gilson 2009). The 
dataset was gridded using monthly objective mapping to 1° × 1° horizontal resolution with 
latitude-dependent decorrelation scales. The dataset has 58 levels in the vertical, with a 10 dbar 
resolution above 170 dbar and a maximum depth of 1975 dbar. After vertical interpolation, using 
the same procedure as for Argo profiles, we calculated the geostrophic velocity profile assuming 
a reference depth of 1975 dbar. Daily averaged gridded QuikSCAT and Advanced Scatterometer 
(ASCAT) wind stress products made available through the Asia–Pacific Data-Research Center 
(http://apdrc.soest.hawaii.edu/) were used to obtain the monthly Ekman transport field. 
 We used three daily mean atmospheric datasets to calculate atmospheric buoyancy forcing. 
The surface net heat flux, 5678 , and its four components (shortwave radiation, 59:; longwave 
radiation, 5;:; sensible heat flux, 592; latent heat flux, 5;2) are from the Japanese Ocean Flux 
Data Sets with Use of Remote Sensing Observations 3 (J-OFURO3; Tomita et al. 2018). The J-
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OFURO3 data are derived using a bulk formula to estimate turbulent fluxes based on parameters 
observed by multiple satellites and have a spatial resolution of 0.25° × 0.25°. The radiation data 
were taken from the International Satellite Cloud Climatology Project (ISCCP) and Cloud and 
the Earth's Radiant Energy System (CERES). For the component of freshwater flux, < − = 
(evaporation minus precipitation), we used the Global Precipitation Climatology Project ver1.2 
(GPCP; Huffman et al. 2001) for precipitation rate and the Objectively Analyzed Air-Sea Flux 
(OA Flux; Yu et al. 2008) for the evaporation rate. The net surface buoyancy flux, > =
−-(?5678/AB*0 − C(< − =)D0), was then estimated from the net surface heat and freshwater 
fluxes, where AB*0 (= 4.09 × 106 J °C−1 m−3) is the volumetric heat capacity of seawater, D0 is 
the sea surface salinity, and ? and C are the thermal expansion and haline contraction rates of 
seawater, respectively. These heat and freshwater flux datasets were averaged over the analytical 
period to obtain a monthly climatology with 1° × 1° horizontal resolution.  
 The averaging periods for J-OFURO3 and GPCP data are 2006–2013 and 2006–2014, 
respectively, based on data availability. Although these averaging periods are shorter than those 
of the oceanic variables (2006–2016), they do not have an impact on our results from the analyses 
below. We checked that the results of this chapter were qualitatively unchanged using a 
climatology constructed from 2006–2013 Argo data.  
 
2.3 Seasonal cycle of PEA 
Since the focus of this work is the layer of the ocean where the density shows seasonal variation 
(hereafter, seasonal boundary layer), we set the lower limit in the PEA calculation (H) to the local 
annual maximum of ML depth. ML depth is defined as the depth at which potential density 
increases (or temperature differs) from the surface value by 0.125 kg m−3 (0.5 °C), following the 
widely used threshold method (Monterey & Levitus 1997). The surface value is assigned to the 
value at 5 m depth. The seasonal boundary layer depth, H, was obtained from the monthly ML 
depth climatology derived from raw profile ML depths using the above-mentioned mapping 
method. The spatial distribution of H used in the calculation of PEA is shown in Fig. 2.3. The 
thickness of the seasonal boundary layer has significant spatial variability (Fig. 2.3). Although H 
can exceed 200 m (the maximum value is 247 m) in the northwestern part of the subtropical gyre 
where the ML is well developed in late winter (Suga et al. 2004), H is ~100 m south of 20°N and 
is shallowest in the eastern part of the tropics. In pioneering work using observations to investigate 
upper-ocean heat and freshwater balance (Moisan & Niiler 1998; Giglio & Roemmich 2014), a 
surface that behaves similarly to a material surface was defined in the subsurface and this surface 
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used as the base in the budget calculation. Since H in the study of this chapter is defined using a 
similar procedure to these studies, we regard H as a material surface, at least, in the warming 
season (i.e., when the ML is shallow). Indeed, the material surface defined in Fig. 1 of Giglio & 
Roemmich (2014) has a similar spatial distribution to that of H in this study (Fig. 2.3).  
 The monthly climatology of PEA is shown in Fig. 2.4. PEA has a characteristic spatial 
distribution that reflects the spatially non-uniform development and decay of the seasonal 
stratification in the North Pacific. The development of PEA has a latitudinal maximum along 
35°N and another local maximum in the eastern part of tropics at ~10°N, across a region where 
the development of PEA is relatively minor. Comparison with the spatial distribution of ML depth 
reveals that the PEA is larger in the shallower ML depth region during the warming season. 
However, in late summer (August–September) when PEA is fully developed, the spatial patterns 
of these two fields do not always correspond. This suggests that PEA development is not 
determined simply by processes controlling the ML depth under stabilizing forcing during the 
warming season.  
 Focusing on seasonal variation in PEA (Fig. 2.5), the phase of PEA development differs 
between the high- and mid-latitudes and the tropics. As one might expect, in the high- and mid-
latitudes north of 20°N, PEA, which becomes zero by mixing and convection induced by strong 
cooling and wind forcing during winter, begins to develop in spring and early summer (March–
April) and reach its annual maximum stage of development in mid-summer (July–August). In the 
eastern part of tropics, the phase of PEA development is about two months behind that of the mid-
latitudes; the PEA starts to develop in May or June and peaks in October or November. At the 
latitude of 15°–25°N, the PEA develops from spring to early summer in its western part and during 
late summer in its eastern part, although the changes are relatively small. PEA development lasts 
around six months over the whole North Pacific, although the phase differs among regions. The 
decay of PEA is a mirror image of the development phase. 
 It is expected that the surface stabilizing buoyancy forcing is an important factor in the 
development of seasonal stratification, such as the well-known mixed layer processes under 
stabilizing forcing. We examined the phase relationship between the development of PEA and the 
surface buoyancy gain during the warming season. Figure 2.6 shows the month of maximum 
development of PEA (Fig. 2.6a) and the net surface buoyancy gain (Fig. 2.6b) over the North 
Pacific, together with their difference (Fig. 2.6c). The negative values in Fig. 2.6c indicate that 
the peak of PEA development precedes that of the net surface buoyancy gain. In many regions of 
the north of 20°N there is little difference between the phase of their peaks, suggesting that the 
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surface buoyancy forcing plays a dominant role in the development of seasonal stratification in 
the high- and mid-latitudes. In contrast, significant differences can be seen in regions south of 
20°N where the monthly change in PEA is small. This suggests that aside from the surface 
buoyancy forcing, other factors, such as lateral processes, contribute to the development of 
seasonal stratification in the North Pacific. 
 
2.4 PEA budget analysis 
To quantify the relative contribution of processes driving the development of the seasonal 
stratification in the North Pacific, we performed a PEA budget analysis using a time-dependent 
equation for the PEA (Burchard & Hofmeister 2008). Since our focus is the developing phase of 
the seasonal stratification, we applied the PEA budget analysis to only the warming season (April–
August). 
 
2.4.1 Time-dependent equation for PEA 
Burchard and Hofmeister (2008) derived a time-dependent equation for PEA based on the 
potential temperature and salinity equations, the continuity equation and an equation of state for 
the potential density. The time rate of change of PEA, defined from the sea surface (" = 0) to the 
annual maximum of ML depth (" = −&), can be written as follows:  
where EF is the vertically averaged horizontal velocity vector defined as 
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EM is the deviation from the vertically averaged horizontal velocity vector, EM = E − EF; QF	and QM  
are the vertical velocity defined by the continuity equation, 
IJ ∙ EF +
GQF
G"
= 0, (2.4) 
and its deviation, QM = Q −QF ; IJ  is the horizontal gradient operator; =R  is the vertical 








with the vertical diffusivity VX and a constant reference density *0; =RT and =R2 are buoyancy 
flux at the surface and at the annual maximum of ML depth, respectively; VJ  is the horizontal 



















 +VJIJZ ∙ IJ(*?) − VJIJD ∙ IJ(*C), (2.6) 
with the penetrated shortwave radiation, Y, and the potential temperature, Z.  
 Terms 1–4 in Eq. 2.2 represent the change in PEA induced by the ocean currents. Terms 1 
and 4 represent the PEA advection, including vertical density advection by QF . Term 2, the depth-
mean straining, quantifies the change in PEA due to a vertically sheared horizontal current in the 
presence of a horizontal gradient of vertically averaged density. Term 3, the non-mean straining, 
represents PEA change due to the horizontal current and the density with vertically correlated 
variation. This term dictates that a PEA change may occur due to horizontal change in the vertical 
density gradient, even if the vertical averaged density is horizontally constant. Term 5 represents 
a decrease in PEA due to the rearrangement of water in the seasonal boundary layer, induced by 
vertical mixing. The surface and bottom buoyancy fluxes also contribute to PEA changes (Term 
6). An inner sink or source of potential density (Term 7) can contribute to stabilizing or 
destabilizing of the water column; if a sink (e.g., the penetration of shortwave radiation) is in the 
upper (lower) half of the water column, PEA will increase (decrease). Term 8 represents change 
due to divergence/convergence of horizontal eddy diffusive density fluxes and creates a change 
in the same manner as Term 7. For further explanation of each term and the detailed derivation of 
Eq. 2.2, see Burchard & Hofmeister (2008). 
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 Considering the spatiotemporal scales of interest to the study in this chapter, we simplified 
the time-dependent equation for PEA under the following assumptions. The vertical velocity in 
the seasonal boundary layer of the horizontally smoothed fields is quite small (typically on the 
order of 10−6 m s−1). Term 4 of Eq. 2.2, therefore, becomes one or two orders of magnitude smaller 
than other terms (e.g., an order of magnitude smaller than Term 3). Likewise, the seasonal 
contribution from horizontal eddy diffusivity is expected to be small in large-scale averaged fields, 
except near the equatorial and western boundary current regions (Moisan & Niiler 1998; Giglio 
& Roemmich 2014; Ren & Riser 2009). In addition, since the vertical density gradient is generally 
small at the annual maximum of ML depth, we can assume that the bottom buoyancy flux due to 
vertical mixing (=R2) is negligible. For convenience, we assume that only the penetration of 
shortwave radiation into seawater is solely responsible for the inner source of potential density 
term (Term 7). With these assumptions, Eq. 2.2 can be rewritten as follows: 
where the residual term includes vertical mixing (Term 5 of Eq. 2.2) and all terms that are assumed 
to be negligibly small.  
 To estimate the vertical profile of penetrating shortwave radiation, Y(") , we adopted a 
generalized empirical model using the inherent optical properties of seawater (Lee et al. 2005). 
Specifically, the penetration of shortwave radiation is represented as; 
Y(") = Y(0)[1\]^_	` (2.8) 
where Vab9 is the attenuation coefficient for the visible domain of shortwave radiation and is 
modeled as a function of depth and absorption and backscattering coefficients at 490 nm (c, dR, 
respectively): 




Ve(c, dR) = i0 + iec0.h + ifdR  
Vf(c, dR) = j0 + jec + jfdR.  
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Here, i0– if  and j0– jf  are constant parameters derived from radiative transfer numerical 
simulations. The typical range of Vab91e  is roughly 5–15 m at 10 m depth, with the value 
increasing with depth and reaching Vab91e = 25 m at 100 m depth (further explanations are in 
Appendix 2A). The skill and robustness of this model in reproducing the observed transmittance 
of shortwave radiation for both open oceanic clear water and coastal turbid water have been 
demonstrated in recent studies (Xiu & Chai 2014; Zoffoli et al. 2017). Figure 2.7 shows the 
penetrating component of the shortwave radiation, calculated using the attenuation and 
backscattering coefficients from the Moderate Resolution Imaging Spectroradiometer (MODIS 
Aqua; NASA Goddard Space Flight Center, Ocean Ecology Laboratory, Ocean Biology 
Processing Group 2014). The penetrating component of shortwave radiation has a large spatial 
variability and becomes larger within the subtropical gyre because of the high transparency of 
seawater (Fig. 2.7). The fraction of shortwave radiation able to penetrate beyond the upper few 
centimeters of the ocean, γ, is assigned a value of 0.33 (Chen et al. 1994; Zhang et al. 2011). The 
penetrating component of the shortwave radiation at the surface is, Y(0) = s59:, and the non-
penetrating buoyancy flux (Fig. 2.8; i.e., the fraction absorbed near the surface; the sum of 
sensible and latent heat fluxes, the longwave radiation flux, and the remaining shortwave radiation 
flux) becomes 
=RT = −- k
?S(1 − s)59: + 5;: + 592 + 5;2U
AB*0
− C(< − =)D0l. (2.10) 
 On the spatiotemporal scales relevant to this work, the horizontal velocity vector in Eq. 2.7 
is simply given as the sum of geostrophic and Ekman components. To obtain the vertical profile 
of Ekman velocity, we assumed that the Ekman velocity is constant in the ML and exponentially 
decays below the ML, following the Large Eddy Simulation (LES) study of Goh & Noh (2013). 
By vertically redistributing the Ekman transport estimated from satellite wind fields, we 
calculated the vertical profiles of Ekman velocity at grid points. Adding the geostrophic velocity 
computed from the RG Argo data (using a reference pressure of 1975 dbar) to the Ekman velocity, 
we obtained the depth-dependent horizontal velocity field. A comparison at 15 m depth between 
the resulting velocity field and a two-dimensional ocean current product (Ocean Surface Currents 
Analyses Real-time (OSCAR); Bonjean & Lagerloef 2002) demonstrated a good agreement for 
both the magnitude and direction of the velocity field (Fig. 2.9 and 2.10). 
 
2.4.2 PEA balance in the budget 
The results of the PEA budget (RHS of Eq. 2.7) for July–August are shown in Fig. 2.11. As 
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expected from the phase relationship between PEA development and surface buoyancy forcing 
(Fig. 2.6), terms representing atmospheric buoyancy forcing (Terms D and E) are dominant. The 
sum of the non-penetrating buoyancy forcing (Term D) and the penetration of shortwave radiation 
(Term E) determines the spatial distribution of PEA development (Fig. 2.5).  
 Contributions from lateral processes (Terms A, B, and C) are relatively small throughout the 
period of PEA development (shown in Fig. 2.11a–c). PEA advection (Term A), however, makes 
a significant contribution in regions where dynamic height contours are concentrated, such as the 
Kuroshio/Kuroshio extension and the equatorial current system south of 10°N (Fig. 2.11a). The 
depth-mean straining term (Term B) increases PEA up to 30 J m03 month−1 south of 30°N. This 
is because the northward Ekman flow due to the trade winds carries near surface lighter water 
from the south, which strengthens stratification (Fig. 2.11b). In the region where the depth-mean 
straining term reaches its maximum value (approximately 130°W, 20°N), its contribution is 
comparable to the buoyancy terms. The non-mean straining term (Term C) is smaller than 10 J m
03 month01 for the whole of the North Pacific, except in a few limited regions (Fig. 2.11c).  
 The residual term shows relatively uniform negative values, suggesting a decrease in PEA 
due to vertical mixing in the water column. In many parts of the North Pacific, the residual term 
is the second largest, after the sum of buoyancy flux terms (Fig. 2.11f). The dominance of Terms 
D and E in determining the PEA development is also found during other months of the PEA 
development period (Fig. 2.12–14). Accordingly, this suggests, except in the strong current 
regions, seasonal stratification in the North Pacific develops under a vertical one-dimensional 
energy balance between the surface and/or inner buoyancy gain and buoyancy redistribution by 
vertical mixing. 
 
2.4.3 Residual term and validation of the budget 
Although the negative residual term is consistent with the vertical mixing acting to decrease in 
PEA, the term is itself a combination of terms that we are unable to estimate and the errors in 
those we can estimate. It is difficult to estimate precisely these uncertainties. However, we can 
get an estimate for the vertical diffusivity by assuming the case that vertical mixing dominates 
the residual term.  
 Assuming the vertical mixing (Term 5 of Eq. 2.2) is responsible for the change in PEA due 
to residual terms, the vertically averaged vertical diffusivity weighted by the vertical density 












The seasonal change in the spatial distribution of VXttt obtained from monthly residual term, 
excluding regions with a positive residual (i.e., with negative VXttt), is shown in Fig. 2.15. The 
largest diffusivity value (exceeding 3 × 10−4 m2 s−1) are found in regions where the ML is relatively 
deep, and where strong vertical mixing remains into the spring and early summer (Fig. 2.15a; see 
also Fig. 2.4). In mid-summer when the ML becomes shallow relative to &, the diffusivities range 
roughly between 5 × 10−5 m2 s−1 and 5 × 10−4 m2 s−1, and show a distinct seasonal change. 
 The dependency of the diffusivity on the local wind forcing is shown in a scatter plot of the 
logarithm of VXttt	and the logarithm of the cube of the surface frictional velocity, p∗ = vw/*, 
where w is surface wind stress from the daily QuikSCAT and ASCAT products (Fig. 2.16). VXttt 
is significantly correlated with p∗x  with a correlation coefficient R = 0.41 (p < 0.01). This 
correlation is increased (R = 0.54; p < 0.01) if data points where the corresponding value of the 
PEA residual is larger than −20 J m3 month−1 are excluded (20 J m−3 month−1 is roughly equivalent 
to an error in 5678  of 30 W m−2). 
 Except for low diffusivity in the central North Pacific, estimated summertime diffusivities 
in the seasonal boundary layer are consistent with values derived from the budget analyses of 
potential vorticity (2–5 × 10−4 m2 s−1; Qiu et al. 2006), dissolved oxygen (1.7 × 10−4 m2 s−1; 
Sukigara et al. 2011) and heat and salt (1–3 × 10−4 m2 s−1; Cronin et al. 2013; Cronin et al. 2015) 
in the northwestern Pacific subtropical recirculation gyre and the northeastern subpolar gyre. 
Moreover, the gradual decrease in diffusivity as stratification below the ML develops toward late 
summer is consistent with the result of Cronin et al. (2015).  
 Good agreement between diffusivities estimated in this work and estimates from previous 
studies indicated that the residual in the PEA budget is attributed mainly to the vertical mixing 
term, suggesting in turn that the assumptions made to estimate the RHS of Eq. 2.7 are valid. 
However, it is to be noted again that this estimated VXttt include various uncertainties, such as the 
error in estimates of the surface buoyancy flux. Indeed, the positive residual values shown in Fig. 
2.15 cannot be explained through the vertical mixing process. As a possible cause, contribution 
from time-varying currents on shorter time scale than monthly and smaller spatial scale than 1° × 
1° might be underestimated in the strong current regions, such as the western boundary and 
equatorial current system (c.f., Fig. 2.11a–c). Indeed, the importance of time-varying currents in 
contributing to the upper-ocean heat content changes has been emphasized by several previous 
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studies focusing on the Kuroshio Extension region (e.g., Qiu and Kelly 1993; Vivier et al. 2002). 
 
2.5 Discussion 
Seasonal stratification in the North Pacific develops from a vertical one-dimensional energy 
balance, except in regions with strong current (Fig. 2.11) and it is suggested that the development 
of seasonal stratification is strongly associated with the seasonal cycle of buoyancy forcing (Fig. 
2.6). In this section, we examine the detail of the local PEA balance to reveal the relative 
contribution of oceanic lateral processes, and to investigate the influences of difference in the 
composition of atmospheric buoyancy forcing.  
 We set three boxes as each representative example (Fig. 2.11d); one is in Kuroshio extension 
region (150–160°E, 32–37°E; KE box) and the other two boxes are located on northern and 
southern part of the North Pacific away from the strong current regions (North box: 179°E–176°W, 
40°–45°N; South box: 179°E–176°W, 20°–25°N). The accumulated ocean buoyancy gains and 
its composition for the three regions are shown in Fig. 2.17. The latter two regions have similar 
values of the accumulated ocean buoyancy gains during the development phase of the seasonal 
stratification. However, their compositions are quite different, suggesting meridional differences 
in the PEA balance. The penetrating shortwave radiation and the non-penetrating components are 
both positive in the North box (Fig. 2.17b), whereas in the South box the non-penetrating 
component is negative, indicating ocean buoyancy loss (Fig. 2.17c). Averaged over each region, 
August PEA is 196.6 J m−3 for the North box, 128.9 J m−3 for the South box, and 383.0 J m−3 for 
the KE box (c.f. Fig. 2.2). It should be noted that a simple comparison of these PEA estimates for 
each region may be difficult to interpret due to the difference in the annual maximum of ML depth 
(&) used in the calculation. Hence, we instead here focus on comparing the balance of terms in 
the PEA budget between regions. 
 Figure 2.18 shows the time series of the PEA budget averaged over each region. Only in the 
KE box does PEA advection play a significant role in the development of seasonal stratification 
(Fig. 2.18a). Since higher PEA waters are carried into the region from upstream of the Kuroshio 
current, the PEA advection term also peaks late in the developing phase. As a result, PEA 
development peaks one month later than the buoyancy gain. In August, PEA advection contributes 
to ~41% of the time rate change in PEA. 
 Comparing the North and South boxes (Fig. 2.18b, c), the PEA budgets show a fundamental 
difference in the balance, although their net buoyancy gains are similar. In the North box, the 
dominant contribution from the non-penetrating buoyancy flux (term D in Eq. 2.7) controls the 
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seasonal cycle, and the penetrating shortwave radiation (term E) term and the vertical mixing term 
(residual) are nearly balanced. On the other hand, in the South box, since the non-penetrating 
buoyancy term is negative (except for June), the PEA cannot increase through the warming season 
as it does for the North box. Note that the negative non-penetrating buoyancy term at the surface 
here does not imply vertical mixing within the surface layer. Since the relative size of the residual 
term (assumed to be the contribution of vertical mixing) to the time rate of change in PEA is not 
significantly different between the North box and the South box, this difference in the PEA term 
balance is attributed to the difference in the component of buoyancy forcing, rather than the local 
vertical mixing intensity. That is, even if the total buoyancy gain would be same, a condition that 
the non-penetrating component also contributes to the total buoyancy gain—as is the case in the 
northern North Pacific (Fig. 2.11d)—is more favorable for the formation of more intense PEA 
stratification. According to the definition of PEA (PEA becomes larger in vertically sharper 
stratification if H is the same), this means that the sharper seasonal stratification tends to be 
formed in the northern North Pacific. These results emphasize the important influence of the 




Based on the Argo profile data and atmospheric buoyancy/momentum flux data derived mainly 
from satellite observations, we investigated the development of the seasonal stratification in the 
North Pacific. Applying the concept of PEA, which has historically been used in studies of coastal 
and shelf seas (e.g. Gronholz et al. 2017), to the seasonal stratification of the open ocean, we have 
quantitatively described the development of the seasonal stratification. Using PEA as a metric to 
represent the stratification, and by analyzing its budget, we have estimated the contribution of 
lateral processes and vertical mixing as the residual. Both contributions would have been difficult 
to quantify by using other previous metrics.  
 The PEA budget analysis shows that the seasonal stratification develops under a vertical 
one-dimensional energy balance between the atmospheric buoyancy forcing and the vertical 
mixing in the water column over a large part of the North Pacific, except for the 
Kuroshio/Kuroshio Extension and equatorial current system south of 10°N. In the Kuroshio 
Extension region, a significant part of the time rate of change in PEA can be attributed to the 
advection of PEA. A comparison of PEA term balance suggests that the dominance of non-
penetrating component in the buoyancy forcing is favorable for the development of sharper 
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stratification in the northern North Pacific. It is worth emphasizing that the composition of 
buoyancy forcing, in addition to its magnitude, is also important for forming the upper-ocean 
stability during the warming season that affects the physical and biogeochemical processes 
through controlling the vertical mixing. 
 The vertical diffusivity, depth-averaged over the seasonal boundary layer and estimated 
from the residual of the energy budget, ranging from 5 × 10−5 m2 s−1 to 5 × 10−4 m2 s−1. This range 
is consistent with previous indirect estimates for other independent tracers (e.g., potential 
vorticity), which gives us confidence in these estimates. The diffusivity shows significant spatial 
and seasonal variability, indicative of its dependence on the strength of local wind forcing during 
the warming season. Pertinent to the discussion of vertical mixing under a stabilizing buoyancy 
force, recent observational and LES studies have shown that the oceanic response to wind forcing 
is latitude-dependent, due to the Coriolis parameter (Goh & Noh 2013; Lee at al. 2015; Yoshikawa 
2015). Moreover, modeling studies have demonstrated that the wind energy input to near-inertial 
motion contributes to the near-surface mixing (Furuichi et al. 2008; Jochum et al. 2013). In this 
chapter, the contribution from the directly wind-induced mixing and the mixing associated with 
the near-inertial energy are included in the residual term of the PEA budget. It is difficult, however, 
to identify the mechanisms responsible for the vertical mixing due to its large uncertainty and 
errors from other terms. Further studies are thus needed to explain quantitatively the spatial 
distribution of the vertical diffusivity in the seasonal boundary layer and its impact on the sea 
surface temperature development and biogeochemical processes during the warming season. 
 
Appendix 2A: Attenuation coefficient of shortwave radiation  
As discussed in Section 2.4 and 2.5, the penetration of the shortwave radiation plays an important 
role on the development of the seasonal stratification. However, it is implied that the calculation 
of the penetration of the shortwave radiation is strongly depend on the choice of the model for 
computation of the attenuation coefficient. In order to examine the robustness of results in this 
chapter, we here briefly compared the model used in this chapter (Eq. 2.9; Lee et al. 2005) with 
widely used classical model based on the water type classification (Jerlov 1968; Paulson & 
Simpson 1977).  
 Figure A 2.1 shows the meridional changes in the vertical profiles of the attenuation 
coefficient and corresponded penetrating shortwave radiation along the dateline. While the 
attenuation coefficient from classical model has constant value, those from Lee et al. (2005) 
decrease with the depth at all latitudes (Fig. A 2.1left). The attenuation coefficient used in this 
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chapter increase with the latitude, reflecting that subpolar (high-latitude) water is more turbid due 
to high productivity. By the vertical variation in the attenuation coefficient, there is tendency that 
the penetration of shortwave radiation converges at shallower depth in high-latitude and reaches 
to deeper layer in low-latitude compared to the case of constant attenuation coefficient (Fig. A 
2.1ceanter and right).  
 However, these differences have little impacts on the PEA balance in the budget during the 
warming season. We show the contribution of penetrating shortwave radiation in the PEA budget 
(Term E of Eq. 2.7) calculated using above two models for the attenuation coefficient in Fig. A 
2.2. Reflecting the above-mentioned differences in vertical profile of the penetration, Fig A 2.2 
shows that slightly large (small) contribution of shortwave radiation in higher (lower) latitude 
regions in the case using the attenuation coefficient based on the inherent optical properties of 
seawater. On the other hand, it is also indicated that the results and conclusions shown in previous 











Figure 2.1. Seasonal cycle of the upper-ocean potential density stratification in the North Pacific, 
based on Argo data sampled during 2006–2016 (y axis: depth [m], and x axis: potential density 
[kg m−3]). Profiles are averaged over a 2°(longitude) × 2°(latitude) region centered at labeled 
location (longitude [°E], latitude [°N]). Averaged profiles are normalized to the potential density 












Figure 2.2. Examples of the potential energy anomaly (PEA) calculation. (a–c) Seasonal cycle of 
the upper-ocean profile of potential density stratification at (a; 153°E, 35°N), (b; 177°W, 43°N), 
and (c; 177°W, 23°N). (d–f) Corresponding seasonal cycle of PEA with the annual maxima of 
















Figure 2.3. Spatial distribution of the annual maximum of mixed layer depth (i.e., the seasonal 











Figure 2.4. Seasonal cycle of PEA (J m−3; color) and the mixed layer depth (m; gray contours). 











Figure 2.5. Maps of the month-to-month change in PEA (J m−3 month−1). The change is defined 










Figure 2.6. Month of maximum increase in (a) PEA and (b) net buoyancy gain. (c) Difference 
between (a) and (b), [i.e., (a) − (b)]. Black hatching indicates regions where the annual maximum 













Figure 2.7. Spatial distribution of the penetrating shortwave radiation (W m−2) at 40 m depth 
(color) and at the surface (black contours) for (a) April–May, (b) May–June, (c) June–July, and 













Figure 2.8. Spatial distribution of heat (color shade; first term of RHS in Eq. 2.10) and freshwater 
(black contours; second term of RHS in Eq. 2.10) components of the surface non-penetrating 
buoyancy flux (10−8 m2 s−3) for (a) April–May, (b) May–June, (c) June–July, and (d) July–August. 
Solid (dash) lines indicate positive (negative) values and the contour interval is 1 × 10−8 m2 s−3. 








Figure 2.9. Comparisons of zonal velocity at 15 m depth between the estimated velocity field 
and the velocity field from the Ocean Surface Currents Analyses Real-time (OSCAR: Bonjean 























Figure 2.11. Spatial distribution of the contributions to the PEA budget in July–August: (a) PEA 
advection term overlain by the mean dynamic height (dyn-m; contours); (b) Depth-mean straining 
term with Ekman current vectors at 10 m depth (shown for values larger than 3 m s−1 and with 
constant vector length); (c) Non-mean straining term; (d) Non-penetrating buoyancy flux term; 
(e) Penetrating shortwave radiation term; (f) Residual term. Green boxes in (d) indicate the 

























































Figure 2.15. Spatial distribution of depth-averaged vertical diffusivity, VXttt (m2 s−1), for (a) April–













Figure 2.16. Scatter plot of the logarithm of depth-averaged vertical diffusivity,	VXttt, and logarithm 
of the cube of frictional velocity, p∗, for April–August. Data points with a corresponding PEA 
residual term greater than −20 J m−3 month−1 are shown in gray. The gray line is the least squares 














Figure 2.17. Accumulated April–August oceanic buoyancy gain (10−8 m2 s−3; black bars) and its 
components for the (a) KE box (b) North box, and (c) South box. The blue (red) bars indicate 
non-penetrating (penetrating) components of oceanic buoyancy gain. Gray bars within blue bars 















Figure 2.18. April–September time series of time rate change in PEA (J m−3 month−1; black line) 
and each term in the PEA budget (Eq. 2.7) for the (a) KE box, (b) North box, and (c) South box. 
Terms shown are the PEA advection term (orange line), the depth-mean straining term (green 
line), the non-mean straining term (purple line), the non-penetrating buoyancy flux term (blue 















Figure A 2.1. Vertical profiles of the attenuation coefficients for the visible domain of shortwave 
radiation (Vab9) and the penetrating shortwave radiation (I) along the dateline in August. The 
vertical profiles of I are computed from Eq. 2.8 with use of (center) the attenuation coefficient of 
Eq. 2.9 and (right) the constant attenuation coefficient of water type 1B after Jerlov (1968) (Vab91e  
















Figure A 2.2. Comparison of Term E of Eq. 2.7 calculated (a) using the attenuation coefficient 
from the generalized empirical model based on the inherent optical properties of seawater (same 
as Fig. 2.11e) and (b) using constant attenuation coefficient of Jerlov water type 1B (Vab91e  =17 






An estimation of the sea surface Potential Vorticity (PV) flux 
and its interannual variability 
3.1 Introduction 
Potential vorticity (PV) is a central concept for describing the large-scale characteristic of the 





y ∙ Iz, (3.1) 
where * is in situ seawater density,  
y = { + I × E (3.2) 
is the sum of planetary vorticity ({) and relative vorticity (I × E), and z is the potential density 
of seawater (e.g., Vallis 2006). Traditionally, PV has been used to depict a picture of the ocean 
circulation from the theoretical perspective, resulting in our understanding of how the ocean is 
set into motion (e.g., Luyten et al. 1983). On the other hand, in observational studies, PV plays 
an important role as a tracer of water mass subducted from the sea surface into the ocean interior, 
associated with ocean ventilation process, with consequences for the oceanic uptake of heat, 
carbon, and oxygen (e.g., Talley 1988; Suga et al. 1989). 
 An advantage of the use of PV as a tracer of water mass comes from the widely recognized 
theorem of “Impermeability” of PV (Haynes & McIntyre 1987). According to the theorem, PV 
cannot cross an isopycnal surface and is exactly conserved in an isopycnal layer. Moreover, the 
source and sink of PV in an isopycnal layer are allowed only by interaction with the atmosphere 
at the sea surface or with topography at the boundary. Therefore, tracking PV signals formed by 
air-sea interaction at the surface mixed layer, we can acquire knowledge about the formation and 
circulation pathway of the water mass in the ocean interior. Because the formation of water mass 
is directly associated with oceanic PV extraction by the atmosphere during the cooling season, 
PV framework is also used for quantification of the formation rate of the Eighteen Degree Water 
(EDW) and shows its availability in the North Atlantic (Maze & Marshall 2011).  
 The PV exchange process at the sea surface is more important for the total variation in PV 
in an isopycnal layer than those by topographic friction at the boundary (Deremble et al. 2014). 
In general, the ocean is thought, from the traditional view by quasigeostrophic layered model 
works, to lose PV mechanically by the atmosphere due to anticyclonic wind stress curl over the 
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subtropical gyre. And, the lost oceanic PV should be compensated by the frictional PV gain at the 
western boundary and the bottom of the ocean (e.g., Hughes & de Cuevas 2001) or the sea surface 
PV gain from the atmosphere by cyclonic wind stress curl (e.g., Marshall 1984). Air-sea buoyancy 
flux is also believed to be an important driver of surface PV exchange. Surface cooling and 
evaporation (i.e., buoyancy flux from the ocean to the atmosphere) is a mechanism of PV loss 
and, conversely, oceanic buoyancy gain (surface heating and precipitation) is a mechanism of PV 
gain. In addition, a recent study pointed out that wind-driven surface mixing is an important 
mechanism of PV extraction from the ocean (Deremble & Dewar 2012). In this way, PV exchange 
at the sea surface has been discussed for a long time and is understood as being attributed 
mechanically and diabatically. However, quantitative estimations of the sea surface PV flux have 
done mostly from the model output and those from the observational dataset is relatively limited. 
A reasonable description of the sea surface PV exchange process from an observational 
perspective is needed for better understanding the water mass formation in the real ocean, 
consequently, providing better knowledge about ocean dynamics as well.
 Among few studies for observational estimation of sea surface PV flux, Czaja & Hausmann 
(2009) showed climatological features of the PV flux in the Northern hemisphere calculated from 
observations using some scaling laws. However, it was reported that these bulk estimation from 
the observational dataset with scaling laws potentially shows PV gain bias (Deremble et al. 2014). 
Some improvements and its validation of the methodology are thought to be needed for 
reasonably estimating the sea surface PV flux from observations. In this study, we attempt to 
improve the previously proposed method of estimation for sea surface PV flux from observations, 
and then the new method is validated with independently calculated PV variation of the ocean 
interior. The rest of this paper is organized as follows. In Section 3.2, we present a brief review 
of PV framework and show estimation method of the sea surface PV flux and validation of the 
flux. We describe, in Section 3.3, the feature of estimated surface PV flux in terms of Isopycnal 
averaging and discuss the relationship with subduction rate. Interannual variability of the PV flux 
is discussed in Section 3.4. Finally, the summary is offered in Section 3.5. 
 
3.2 Sea surface PV flux calculation 
PV flux at the sea surface has formalized by many previous studies (e.g., Marshall & Nurser 1992; 
Marshall et al. 2001), and then the global estimate of them from observations have been evaluated 
based on some assumptions and proposed scaling laws (Czaja & Hausmann 2009; Olsina et al. 
2013). In this section, we make a brief review of the framework and proposed estimation method 
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of PV flux in order to introduce our strategy of improvements of the method. 
 Following Marshall & Nurser (1992), the flux form of conservation equation of PV defined 
by Eq. 3.1 is written as 
G(*5)
GH
+ I ∙ } = 0, (3.3) 
where the vector } is generalized PV flux vector. Although one can represent } in several ways, 
here, it is written as the sum of an advective flux and three nonadvective contributions (see 
Marshall et al. 2001), 
} = *5E + ~
z
H
+ Ä × Iz +
Φ
*0
I* × Iz. (3.4) 
In Eq. 3.4, E is three-dimensional velocity, Ä denotes the nonconservative frictional force per 




(absolute vorticity multiplied by the Lagrangian derivative of potential density) indicates diabatic 
PV forcing. The second nonadvective term Ä × Iz represents mechanical PV forcing and the 
last term comes from pressure-dependent effects in the equation of state (referred to as the 
thermobaric term). Using this representation of the } vector, one can evaluate individually these 
contributions to the PV flux. 
 The vertical component of the PV flux at the sea surface (we refer to Ñ`), the focus of this 
study, is obtained by dotting the } vector (Eq. 3.4) with vertical unit vector (Ö). Because the 
vertical velocity at the sea surface can be thought of as zero, the advective flux does not contribute 
to Ñ`. Thus, we obtain,  













The PV flux Ñ` is defined such that as upward flux is positive (i.e., negative PV flux indicates 
ocean PV gain). It is known that the thermobaric term (third term of the RHS of Eq. 3.4) does not 
make a large contribution especially near the sea surface (Marshall et al. 2001; Deremble et al. 
2014). Since we focus on the spatiotemporal scale of lower Rossby number, the relative vorticity 






+ (Ä	 × 	Iz)`|`à0. (3.6) 
In this way, sea surface PV flux is approximately represented by diabatic and mechanical 
contribution. As mentioned above, some scaling laws have been proposed to estimate the PV flux 
represented by Eq. 3.6 from the observational dataset (Czaja & Hausmann 2009; Olsina et al. 
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2013). However, it has been pointed out that these bulk estimates of sea surface PV flux have 
ocean PV gain bias mainly due to overestimated summertime heating (Deremble et al. 2014). In 
the next subsection, some changes in the proposed methods based on observational insights are 
made to decrease the bias. 
 
3.2.1 Diabatic contribution to PV flux  
For convenience, the potential density at the sea surface (z`à0) is approximated by that at surface 
mixed layer (zJ), following Czaja & Hausmann (2009), 
z`à0	~	zJ. (3.7) 
Thus, Diabatic contribution to the sea surface PV flux is represented by the Lagrangian time rate 










 In Czaja and Hausmann (2009), they assumed that this mixed layer density change results 
from the air-sea buoyancy exchange (Ñ`çT) and the vertical entrainment at the base of the mixed 
layer (Ñ`é), as with an approach of the bulk mixed layer model. Their estimation of the diabatic 












+ C(< − =)D*0l, 
and 
Ñ`é = Q768∆z768. 
(3.9) 
In Eq. 3.8, ℎ  indicates mixed layer depth, ?  and C  are thermal expansion and haline 
contraction coefficients of seawater, respectively, 5678  is net sea surface heat flux, < − = is net 













is approximate entrainment velocity at the base of the mixed layer, and ∆z768  (= 0.5 kg m−3) is 
density difference between the mixed layer and the below. 
 In order to reduce the PV gain bias due to overestimation of summertime heating, we here 
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perform two alternatives for above-mentioned scaling laws. The first is the subtracting penetrating 
shortwave radiation at the base of the summertime thin mixed layer (òJ) from the net heat flux, 
which does not contribute to heating the mixed layer itself. The diabatic contribution from sea 







+ C(< − =)D*0l. (3.11) 
 The second modification is about the contribution from wind-driven mixing during the 
warming season. According to the formalism of Eq. 3.9, PV extraction due to mixing in the upper-
ocean can occur only when the mixed layer depth becomes deep, that is, during the surface cooling 
season. However, recent observational studies showed that a significant fraction of heat is carried 
below the mixed layer due to vertical mixing even during the warming season (Hosoda et al. 
2015; Lee et al. 2015). Moreover, the result of Chapter 2 also indicates the occurrence of strong 
vertical mixing in the upper ocean in the warming season. This suggests that the previous scaling 
underestimates the PV loss caused by vertical mixing during the warming season, consequently, 
resulting in ocean PV gain bias. To consider the PV loss due to vertical mixing during warming 
season, we use a PV flux scaling based on the rate of deepening of the mixed layer caused by 
wind mixing, proposed by Deremble and Dewar (2012). The PV flux due to diabatic wind mixing 





where - is gravitational acceleration, p∗ is sea surface frictional velocity, and ô is a constant 
parameter. This scaling is also based on the concept of bulk mixed layer model and models the 
vertical entrainment at the base of the mixed layer even when the mixed layer appears to be 
shallow. This contribution is always positive since the wind can only mix the upper ocean, i.e., 
PV extraction from the ocean.   
 For the calculation of diabatic contribution to the sea surface PV flux, Monthly net surface 
heat flux (the sum of shortwave and longwave radiation flux and sensible and latent heat flux) 
and freshwater flux, and daily sea surface wind stress from ERA-interim (Dee et al. 2011) are 
used. We also use the Roemmich–Gilson Argo climatology (RG Argo; Roemmich and Gilson 
2009) to obtain the oceanic variables (mixed layer depth, density, and salinity). The mixed layer 
depth is defined as the shallowest depth at which either the potential density increases from the 
surface value by 0.125 kg m−3 or temperature differs from the surface by 0.5 °C. To estimate the 
penetrating shortwave radiation at the base of mixed layer òJ, we use a generalized empirical 
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model (Eq. 2.8 and 2.9: Lee et al. 2005) with satellite ocean color data observed by Moderate 
Resolution Imaging Spectroradiometer (MODIS Aqua). Due to data availability, we calculate the 
PV flux from 2004 to 2017 and refer to the average over the entire period as the climatology. 
 Annual mean and monthly climatology of diabatic buoyancy contribution to sea surface PV 
flux are shown in Fig. 3.1. Since the buoyancy component is mainly driven by the seasonal cycle 
of the net surface heat flux, it shows oceanic PV gain in summer and the oceanic PV loss in winter. 
As the annual mean, buoyancy component contributes to the net PV gain because of summertime 
thinner mixed layer, even in the regions of the net annual mean buoyancy loss except for the 
regions of western boundary current. Changes due to considering of penetrating shortwave 
radiation are notably shown in mid-latitude summer where the mean shortwave radiation flux is 
large and the å also remains large. The differences reach up to 40% of annual mean value.  
 In Figure. 3.2, we show annual mean and monthly climatology of diabatic contribution due 
to wind mixing (Ñ`:) and vertical entrainment (Ñ`é). Directly estimating the entrainment effect 
from the daily wind product, Ñ`: indicates PV oceanic loss by mixing even during the warming 
season. On the other hand, Ñ`:  contribution becomes smaller than that of Ñ`é  in the cooling 
season when the mixed layer is relatively deep. Consequently, PV extraction is enhanced as the 
annual mean especially in the subpolar North Pacific and the western North Atlantic. 
 
3.3.2 Mechanical contribution to PV flux 
To quantify the mechanical contribution to the PV flux (second term of the RHS in of Eq. 3.6), 
we use a scaling that has been frequently used in previous studies (e.g. Maze & Marshall 2011). 







where ö indicates turbulent stress representing the vertical transport of momentum. Assuming 
the thickness of a layer that significantly experiences the turbulent stress given at the sea surface 





using the turbulent surface stress at the sea surface (öõ; i.e., surface wind stress). Substituting the 
mixed layer density for the sea surface as with the scaling for the diabatic contribution, the 
mechanical contribution to the sea surface PV flux is estimated as, 
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This mechanical contribution to the sea surface PV flux is, therefore, simply related to density 
advection by the Ekman transport. Annual mean and monthly climatology of the mechanical 
contribution calculated from daily wind stress of ERA-interim are shown in Fig. 3.3. Net annual 
mean PV gain (loss) occur in the region where the easterly (westerly) wind is dominant. It is 
because that generally the easterly (westerly) wind carries relatively warmer (cooler) water from 
the south (north) to north (south) and thus causes the creation (destruction) of stratification.   
 
3.3.3 Net surface PV flux and its validation 
For comparison, we show the 2004–2017 mean net sea surface PV flux calculated using different 
combinations of scaling for diabatic and mechanical contributions in Fig. 3.4. Four patterns of the 
net sea surface PV flux are estimated; Fig. 3.4a is an estimate that above-mentioned two 
alternatives are performed (Ñ`çJ + Ñ`: + Ñ`ú), Fig. 3.4b is an estimate by previous methodology 
(Ñ`çT + Ñ`é + Ñ`ú), and Fig. 3.4c ang 3.4d are estimates that one of the two alternatives are not 
performed (Ñ`çT + Ñ`: + Ñ`ú and Ñ`çJ + Ñ`é + Ñ`ú). Comparing this study’s estimate (Fig. 3.4a) with 
the previous one (Fig. 3.4b), it is confirmed that the regions of the net PV loss increase due to the 
correction for the reduction in oceanic PV gain bias. As shown in Fig. 3.1 and 3.2, effects by 
considering the penetrating shortwave radiation can be seen in mid-latitude of both the Pacific 
and Atlantic (Fig. 3.4a and c), and those due to change in scaling for mixing can be clearly seen 
in high latitude (Fig. 3.4a and d).  
 In this subsection, we investigate which estimated flux is valid using a constraint from the 
impermeability theorem of PV. According to the impermeability theorem, time rate of change in 
an integrated PV in an isopycnal layer should coincide with the sea surface PV flux through the 
outcrop window of the isopycnal, with neglecting the PV creation by friction and PV flux at the 
boundaries. We independently compute the time rate of change in the total amount of PV in an 
isopycnal layer from RG Argo and compare it to estimated PV fluxes.  
 The integrated PV in an isopycnal layer z  (refer to 5É ) is well approximated by the 
vertical component of the Ertel’s PV (E.q. 3.1) integrated over the layer (Valis 2006; Deremble et 
al. 2014),  








where the three integral intervals are set to cover the entire isopycnal layer. Under the same 
 50 
assumption of low Rossby number as Eq. 3.6, the relative vorticity is negligible. Thus, Eq. 3.15 






where ∆z (=0.4 kg m−3) is a density difference between the upper and lower limit of the chosen 
isopycnal layer. We compute this integrated PV from monthly density field of RG Argo. On the 
other hand, the amount of PV that enter into or exit from the same isopycnal layer z (refer to 
Ñ`É) is calculated by area integration of the sea surface PV flux over the outcrop window,   




 In Fig. 3.5, we show the comparisons between estimated PV fluxes and Integrated PV for 
representative isopycnals in the North Pacific and North Atlantic. In all isopycnal layers, the 
integrated PV increases (i.e., the isopycnal layer geographically expands) in summer due to 
oceanic PV gain, conversely, decrease in winter by surface PV loss. By performing the 
alternatives of estimation method of the flux in this study, the summertime PV gain bias is reduced. 
Moreover, the improved flux becomes more consistent with the variation in PV of the ocean 
interior than the others. To evaluate these fluxes for all isopycnals over the entire analytical period 
(2004–2017), we compute the correlation coefficients and root-mean-square (RMS) differences 
between the sea surface PV fluxes and the time rate of change in the integrated PV (Fig. 3.6). 
Although the change in the correlation coefficient is small, the RMS differences are reduced in 
most of the isopycnals except for the denser isopycnals (z>25.8 kg m−3) in the North Pacific. It 
should be noted that these two time series do not completely match even if the flux could be 
obtained without an estimation error. Indeed, the RMS differences between improved PV flux and 
change in integrated PV (black lines in Fig. 3.6c, d) also include contribution from the horizontal 
PV flux, PV production by friction and the component of relative vorticity, other than the 
estimation errors.    
 
3.3 Climatology of sea surface PV flux  
Using the improved estimate of the sea surface PV flux, we investigate the climatological feature 
and related variables such as annual subduction rate, which can be obtained from the PV flux. 
 
3.3.1 Isopycnal view 
Annual cycle of the net surface PV flux and its three components averaged along isopycnal 
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outcrops are shown in Fig. 3.7. Note that each flux is normalized by the density interval ∆z (=0.4 
kg m−3), and thus the unit is m2 s−2. The diabatic contribution shows significant seasonal changes 
and, especially, its buoyancy component makes seasonality of the net surface PV flux (Fig. 3.7c, 
d). The diabatic contribution due to wind mixing (Fig. 3.7e, f) reaches the peak in summer in most 
of the isopycnals in both North Pacific and North Atlantic but has two peaks in isopycnals that 
are denser than 25 kg m−3. Although the mechanical contribution is relatively small, it also shows 
seasonal changes mainly due to the seasonality of zonal wind. 
 In the annual mean field (Fig. 3.8), net surface PV gain (loss) occurs in lighter (denser) 
density regions in both the North Pacific and North Atlantic, as has been thought traditionally. 
The compositions of the net air-sea PV exchange, however, are significantly different. The 
mechanical component in the North Atlantic contributes to the mean field in low latitude region, 
but it is not important and the diabatic contribution are dominant in the high latitude region (Fig. 
3.8b). On the other hand, in the North Pacific, the mechanical component significantly contributes 
in the entire basin. 
 In each basin, the PV loss show some peaks that correspond to density ranges of major water 
masses: in the North Pacific, the peaks at ~25.0 kg m−3 and ~26.0 kg m−3 correspond to 
Subtropical Mode Water (STMW) and Central Mode Water (CMW), respectively (e.g. Oka & 
Qiu 2012), and in the North Atlantic, the peak at ~26.4 kg m−3 corresponds to Eighteen Degree 
Water (EDW; e.g., Maze et al. 2009). This is consistent with the fact that each water mass is 
formed by atmospheric PV extraction and observed as low PV signals of the ocean interior. 
Moreover, the special distribution of the PV loss through the outcrop of these isopycnals (Fig 3.9; 
25.4 kg m−3 and 26.4 kg m−3) roughly correspond to the formation regions of respective mode 
water, as mentioned by previous studies (e.g., Maze et al. 2009; Oka & Qiu 2012).  
 
3.3.2 Eulerian view and subduction rate 
Assuming the steady state of the main thermocline, Eulerian-averaged annual mean surface PV 





We show the Eulerian annual subduction rate calculated with use of the improved surface PV flux 
in Fig. 3.11. Following Marshall et al. (2001), we assign maximum PV in March computed from 
RG Argo (Fig. 3.10) to the main thermocline value in Eq. 3.18. The Eulerian annual subduction 
rate shows consistent features as a whole with that computed from Lagrangian methodology, 
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which commonly has been used in previous studies (e.g., Qiu & Huang 1995; Suga et al. 2008). 
There are, however, also some differences. For example, significant subduction that corresponds 
to the North Pacific eastern STMW (ESTMW; roughly located around 20°N, 140°W) is not shown 
in this Eulerian estimate. As a result, area integrated subduction rate (Fig. 3.11b) in the STMW 
density range is smaller than those from the Lagrangian estimates (~6 Sv at 25.0–25.2 kg m−3; 
Suga et al. 2008). Also near the boundary regions, there are inconsistencies to previous estimates 
probably due to lack of consideration of the horizontal and coastal processes, such as friction by 
the western boundary currents, coastal upwelling, and tidal mixing. Although these differences 
come from the limitation of this study’s method, there are possibilities that these reflect the 
dynamical difference in the subduction processes. Further investigations are needed to understand 
this Eulerian subduction rate.      
 
3.4 Interannual variability in sea surface PV flux 
Fig 3.8 suggests significant interannual variability of the net surface PV flux, although the 
climatological feature does not change drastically. In this section, we investigate the 
spatiotemporal characteristic of the net surface PV flux. We also discuss the summertime 
preconditioning of the winter mixed layer development, using the surface PV flux framework.  
 
3.4.1 Spatiotemporal characteristics of interannual variability 
We show the spatial distribution of the interannual standard deviation of the net surface PV flux 
anomaly in Fig. 3.12. The amplitude of the interannual variability in annual mean net PV flux 
anomaly is large along the western boundary current in both the North Pacific and the North 
Atlantic. Including the other regions, the interannual variabilities exceed 20% of the 
climatological mean values. Calculating the standard deviation for the season of PV gain (April–
August) and PV loss (September–March) separately (c.f., Fig 3.7), these standard deviations show 
different spatial distribution (Fig. 3.12b, c). While the variabilities of winter mean anomalies are 
confined near the regions of western boundary current and its extension, those of summertime 
mean anomalies relatively extend to the broader region. Interannual variability from buoyancy 
component is dominant, followed by those from wind mixing component, and mechanical 
contribution has little variability (Fig. 3.12d–f). 
 To identify the dominant spatiotemporal pattern of variability in entire the North Pacific and 
North Atlantic, we performed the empirical orthogonal function (EOF) analysis to the 2004–2017 
net surface PV flux anomaly. Although attention should be paid because of the short time series, 
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a decadal variability is detected as the first EOF mode explaining 21% of the total variance (Fig. 
3.13). The first mode shows the same phase variability of the western part of the North Pacific 
and North Atlantic. In the North Pacific, the spatial pattern seems to be the Pacific Decadal 
Oscillation (PDO; Mantua et al. 1997) pattern, which has opposite signs between its western and 
eastern part. The correlation coefficient between the time coefficients of the first mode and the 
PDO index is 0.57.  
 
3.4.2 Discussion of summertime preconditioning of mixed layer development 
In regions where the surface mixed layer well develops during the winter in the North Pacific, 
water masses, called Mode Water, are formed since the developed winter mixed layer is isolated 
from atmospheric forcing due to spring surface heating (Fig. 3.14). The Mode Water plays an 
important role in ocean ventilation processes, which result in uptake of heat, carbon, and oxygen. 
The volume of the formation of the Mode Water is regulated by the development of the winter 
mixed layer. 
 Many previous studies on the development of winter mixed layer have been done and have 
revealed that some factors (winter cooling and background stratification etc.) are important for 
the development (e.g., Suga & Hanawa 1995; Qiu & Chen 2006). The winter mixed layer 
develops as destroying upper-ocean stratification presented in pre-winter by surface cooling and 
wind mixing (c.f., Fig1.1). In addition to the intensity of the winter cooling, therefore, 
summertime preconditioning (i.e., the strength of stratification existing when the winter cooling 
begins) is also important for determining how deep the winter mixed layer develops. The impact 
of summertime preconditioning on the development of winter mixed layer has been examined 
from studies focused on the interannual variability of the winter mixed layer depth in regions of 
Mode Water formation: in STMW formation region, the impact reported as a case study (Kako & 
Kubota 2007), and in the eastern part of CMW and ESTMW, the impact has been recognized in 
the interannual variability of the winter mixed layer (Yamaguchi 2016; Toyoda et al. 2011). The 
impact, however, is geographically limited in the formation region of Mode Water. In this section, 
we attempt to discuss the reason why the impact of summertime preconditioning appears in 
limited regions, using the net surface PV flux. 
 In focus on the large scale (i.e., situation satisfying the low Rossby number), PV defined by 
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This expression of PV framework enables us to uniformly treat the development of summertime 
upper-ocean stratification and winter mixed layer as oceanic PV gain and loss respectively, which 
have been represented commonly by different metrics. Moreover, the mechanical and diabatic 
forcing, resulting in the development of summertime stratification and winter mixed later, are 
elegantly put together within a single representation of the net surface PV flux (see Section 3.2). 
 To compare the interannual variability in summertime forcing (PV input) and wintertime 
forcing (PV extraction), we show the differences in the standard deviation of them and the 
differences divided by the annual mean surface PV flux in Fig. 3.15. Figure 3.15 indicates that 
the interannual variability in summertime PV forcing is larger than that of winter and the 
differences are significantly large with respect to the annual mean values, in the formation region 
of the ESTMW and the eastern part of CMW formation region. This means that the interannual 
variability in summertime forcing can significantly contribute to the annual mean surface PV flux 
that could be a driver of the interannual variability in the winter mixed layer depth. Therefore, 
previously reported regions where the summertime preconditioning has an impact on the 
development of winter mixed layer are interpreted as limited regions that summertime forcing 
potentially tend to be able to be dominant in the annual mean PV flux anomaly.  
 
3.5 Conclusions 
In this chapter, we improved previously proposed methods for estimation of the sea surface PV 
flux from observations. Considering the penetration of shortwave radiation at the base of the 
mixed layer and vertical mixing during the warming season, the PV gain bias is reduced. Our 
estimated PV flux showed more consistency with independently calculated PV variation of the 
ocean interior. Conclusions obtained from newly estimated PV flux are as follows; 
• Typically, the net surface PV flux consists of the dominant diabatic contribution and 
mechanical contribution. The buoyancy component in the diabatic contribution shows 
seasonal variation mainly due to the seasonality of net surface heat flux and has the same 
order of magnitude of the wing mixing component. 
• In the annual mean field, the PV gain (loss) occurs in low (high) latitude in both the North 
Pacific and the North Atlantic. The components, however, are different; The mechanical 
contribution is more important in the North Pacific, and the diabatic contribution is dominant 
in the high latitude region of the North Atlantic. 
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• The annual mean PV losses have the peak at the density that corresponds to the density of 
the major water mass in both the North Pacific and the North Atlantic. 
• The net surface PV flux shows significant interannual variability mainly caused by the 
buoyancy component. In the entire basin of the North Pacific and North Atlantic, PDO like 
decadal variability is suggested.  
 We also estimated the Eulerian annual subduction rate from the sea surface PV flux. 
Although we found some features differed from the previous estimate by Lagrangian 













Figure 3.1. (a, b) Annual mean and monthly climatology of (d, e) August and (g, h) February for 
buoyancy components of the diabatic contribution to sea surface PV flux (Ñ`çJ and Ñ`çT). (a, d, g) 
Ñ`çJ, (b, e, h) Ñ`çT, and (c, f, i) the difference (i.e, Ñ`çJ − Ñ`çJ). Climatological sea surface density 















Figure 3.2. (a, b) Annual mean and monthly climatology of (d, e) July and (g, h) November for 
diabatic contributions due to wind mixing and entrainment to sea surface PV flux (Ñ`: and Ñ`é). 
(a, d, g) Ñ`:, (b, e, h) Ñ`é, and (c, f, i) the difference (i.e, Ñ`: − Ñ`é). Climatological sea surface 














Figure 3.3. (a) Annual mean and (b) August and (c) February climatology of mechanical 
contribution to sea surface PV flux (Ñ`ú). Climatological sea surface density of each month is 
















Figure 3.4. Annual mean net surface PV flux averaged from 2004 to 2017. (a) is an estimate that 
two alternatives are performed (Ñ`çJ + Ñ`: + Ñ`ú ), (b) is an estimate by previous methodology 
(Ñ`çT + Ñ`é + Ñ`ú), and (c, d) are estimates that one of the two alternatives are not performed (Ñ`çT +















Figure 3.5. Climatological time rate of change in integrated PV in isopycnal layers (red lines) and 
estimated PV fluxes from the outcrop window for representative isopycnals (upper panels) in the 
North Pacific and (lower panels) in the North Atlantic. Black, orange, green, and blue lines 
indicate flux of this study’s estimation (Ñ`çJ + Ñ`: + Ñ`ú), previous methodology (Ñ`çT + Ñ`é + Ñ`ú), 












Figure 3.6. (a, b) Correlation coefficients and (c, d) root-mean-square (RMS) differences between 
estimated PV fluxes (Ñ`É) and the time rate of change in the integrated PV (5É) over isopycnals in 
(left) the North Pacific and (right) the North Atlantic. Colors are same as Fig. 3.5. 
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Figure 3.7. Annual cycle of net surface PV flux and its components averaged along isopycnal 
outcrops. Left (Right) panels are for the North Pacific (North Atlantic). Diabatic contribution due 
to the buoyancy flux (c, d) is shown separately: colors (contours) indicate heat (freshwater) 














Figure 3.8. Annual mean net surface PV flux and its three components averaged along isopycnal 
outcrops. Blue dashed (dotted) lines indicate heat (freshwater) component of diabatic contribution 












Figure 3.9. Spatial distribution of annual mean net surface PV flux averaged along specific 
isopycnal outcrop window. The PV flux at given a geographical point is calculated by summing 
climatological monthly flux over one year if the point is included in the outcrop window, and then 


















Figure 3.10. Spatial distribution of (a) maximum PV in March and (b) its depth, computed from 












Figure 3.11. (a) Estimated Eulerian annual subduction rate (color) and climatological sea surface 
density in March. (b, c) Subduction rate integrated in winter outcrop area for (b) the North Pacific 

















Figure 3.12. Interannual standard deviations of (a) annual, (b) summertime (April–August), and 
(c) wintertime (September–March) mean net surface PV flux anomalies and (d–f) those for three 
















Figure 3.13. (upper) Normalize time coefficients of the first EOF mode of annual mean surface 
PV flux anomaly and (lower) the regression coefficients. Black contours indicate climatological 


















Figure 3.14. Formation regions of the Mode Water (Subtropical Mode Water (STMW), Central 
Mode Water (CMW), and Eastern Subtropical Mode Water (ESTMW)) superimposed on a map 


















Figure 3.15. (upper) Differences in the interannual standard deviations of summer and winter 
mean net surface PV flux anomaly (i.e., Fig. 3.12b minus 3.12c). (lower) The difference divided 
by the annual mean net surface PV flux. Figures are superimposed on a map of climatological 










Upper-ocean stratification plays an important role in the climate system and in many oceanic 
biogeochemical processes. The strength of near-surface density stratification controls the 
intensity of vertical mixing (e.g., Cronin et al., 2013; Qiu et al., 2004), which in turn affects the 
development of the surface mixed layer (ML) and the entrainment process at the base of the ML. 
The ML depth directly modulates the oceanic response to atmospheric forcing and the ocean 
ventilation process that involves the subduction of water masses into the ocean interior, 
accompanied by heat, carbon, and oxygen. The upper-ocean stratification can also have a direct 
impact on the biogeochemistry by regulating components of the upper-ocean environment that 
are crucial for biological productivity, such as light availability for photosynthesis and nutrient 
supply from the subsurface ocean. 
 As a consequence of the global warming that has already occurred, global-average upper-
ocean thermal stratification has been enhanced due to the surface intensification of the warming 
signal (Rhein et al., 2013). In addition, many studies on future climate projection using climate 
models in the Coupled Model Intercomparison Project (CMIP) phases 3 and 5 point out that 
upper-ocean stratification will strengthen in this century (e.g., Capotondi et al., 2012). While 
strengthened stratification may produce better light availability for the phytoplankton community, 
it will also prevent vertical nutrient supply to the euphotic zone (Doney, 2006). Studies in limited 
ocean regions in the North Pacific using repeat hydrographic cruise data have reported decreases 
in biological productivity and nutrients in the ML, probably due to increased stratification (Chiba 
et al., 2004; Watanabe et al., 2005). CMIP5 projections also suggest that the global average of 
oceanic primary production will decrease, although there is a large uncertainty due to the range 
of projected changes in density stratification (Fu et al., 2016). Therefore, understanding the 
change in the strength of the upper-ocean stratification is necessary not only for understanding 
the oceanic response to the radiative forcing that causes global warming but also for assessing 
accurately the impact on biogeochemical processes. 
 Unfortunately, observational evidence of the long-term trend of increasing stratification is 
limited about the global-averaged temperature field and limited in few ocean regions so far. The 
strengthening of the stratification that has been reported in the globally averaged temperature field 
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may not occur homogeneously, as the results of CMIP projection studies indicate spatially 
nonuniform changes in the stratification (e.g., Cabré et al., 2015). Indeed, Somavilla et al. (2017) 
reported that the stratification north of Hawaii decreased with a large amplitude of decadal 
variability from the 1990s, although the sea surface temperature (SST) increased. And, a recent 
investigation over large areas of the low- and mid-latitude Pacific oceans using profile data from 
1997 to 2010 reported a trend of decreasing stratification (Dave & Lozier, 2013). These results 
also suggest that the simplest relation, namely that ocean warming is intensified near the surface 
and will result in increases in the local stratification, does not always hold in any ocean region 
and there are some other drivers of the change in stratification. Therefore, there are still large 
uncertainties of the observed long-term change in upper-ocean density stratification and its driver 
that may be due to spatial nonuniformity and/or decadal or longer variability. Observational 
description, with as great a spatial and temporal coverage as possible, about the long-term density 
stratification change itself and about what is the drivers (i.e. surface/subsurface temperature and 
salinity change) is needed. 
 In the study of this chapter, we aim at giving a global description of the long-term change 
in the upper-ocean stratification at this present time using only unprocessed historical 
observational profiles as many as we are available. The remainder of this paper is organized as 
follows. The dataset and processing methods are outlined in section 4.2. In section 4.3, we present 
the trends in density stratification and the contributions of thermal and/or haline stratification to 
these trends. The relationship between interannual to decadal variability of the stratification and 
climate mode in the respective ocean region is investigated in section 4.4.  
 
4.2 Data and methods 
We use historical in situ observed temperature (T) and salinity (S) profiles archived in the World 
Ocean Database 2013 (WOD13; Boyer et al., 2013) for 1960–2017. To quantify the strength of 
the upper-ocean stratification, we use here a metric defined as the potential density difference 
between the surface and 200 m depth (∆ρ200). This simple metric is not necessarily optimal for 
representing the characteristics of the stratification or for quantitative analysis (e.g. Somavilla et 
al., 2017); however, since it has been widely used in both model and observational studies, it 
allows us to compare our results with those of previous studies, to assess their reliability. 
Moreover, the simplicity of ∆ρ200 means it is not affected by changes in observational instrument 
and its vertical resolution (Fig. 4.1g; see also Appendix 4A). 
 To calculate the metric representing the strength of upper-ocean stratification (∆ρ200), we 
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only use profiles with maximum observation depth greater than 200 m and identified by the 
quality control (QC) procedures of WOD as "Accepted value (passed through value range, density 
inversion, and gradient check)" over the whole profile. This gave us 2,178,542 profiles in total 
from five observational platforms (Fig. 4.1). All T/S profiles are linearly interpolated onto the 
surface (assigned at 10 m) and 200 m depth, and then the potential density and stratification 
(∆ρ200) are calculated. In addition, using a linearized equation of state, we evaluated the 
contributions of thermal and haline stratification to the density stratification, as follows:  
where α and β are the thermal expansion and haline contraction coefficients of seawater, 
respectively. Note that the discrepancy between ∆ρ200 and the sum of ∆ρT200 and ∆ρS200 is very 
small in the T/S ranges of this analytical procedure, so that Eq. 1 provides good estimates of T/S 
contributions (c. f., Fig. 4.2b–d, 4.3a–c). To further control the data quality, in addition to the 
WOD QC procedure for T/S profiles, we exclude individual ∆ρ200 values that depart from the 
monthly mean by three standard deviations in each of 1° (latitude) × 1° (longitude) grid cell. The 
monthly climatology is obtained by averaging the quality-controlled ∆ρ200 values in each of 1° 
(latitude) × 1° (longitude) grid cell. 
 In general, there is the predominant seasonal cycle in the upper ocean, consisting mainly of 
the ML deepening during the net surface cooling season and seasonal thermocline development 
during the net surface heating season, especially in mid- and high-latitude regions. In the study 
of this chapter, the seasons are defined using the maximum density stratification at each of grid 
cell. We defined “season I  on each of grid as three consecutive months centered on the month 
with maximum density stratification determined from the monthly climatology (Fig. 4.2a). Then, 
season II (III and IV) is defined as the next three months of the season I (II and III). To avoid 
artificial variability due to seasonal sampling bias, we first calculated anomalies by subtracting 
the monthly climatology from individual profile values. Furthermore, to remove mesoscale or 
smaller-scale signals, these anomalies are yearly or seasonally averaged over 5° (latitude) × 10° 
(longitude) (hereafter, refer to annual or seasonal anomaly). Long-term trends in each of grid cell 
are calculated from the annual anomalies using a least-squares fit. We assessed the statistical 
∆*200	~	∆*µ200 + ∆*9200, 
where 
∆*µ200 = −?*S∂(200m) − ∂(10m)U, 
and 
∆*9200 = C*SD(200m) − D(10m)U, 
(4.1) 
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significance using a Mann–Kendall rank statistic for linear trends and using Student's t-test for 
correlation and regression coefficients of regional-averaged time series, with estimates of the 
degree of freedom based on the zero-crossing correlation timescale. 
 To investigate the relationship between the interannual variability of the stratification and 
climate mode in the pespective ocean region, we used the SST based Niño 3.4 index (Trenberth, 
1997), the empirical orthogonal function (EOF)-based Pacific Decadal Oscillation (PDO) index 
(Mantua et al., 1997), and the station-based North Atlantic Oscillation (NAO) index (Hurrell, 
2003). In order to examine the well-known spatial distribution of the T/S variability associated 
with the above climate modes, we also used the Hadley Centre Sea Ice and Sea Surface 
Temperature data set (HadISST; Rayner et al. 2003) and Hadley Centre objectively analyzed T/S 
fields (EN4; Good et al. 2013).  
 
4.3 Long-term changes in upper-ocean stratification 
Linear trends of upper-ocean density stratification (∆ρ200) estimated from the annual anomalies 
show the strengthening of stratification from the 1960s in many regions of the global ocean (Fig. 
4.3a). The strongest trends occur in the tropical Pacific–Indian warm pool region. Statistically 
significant trends are also detected in the subarctic and along the eastern boundary of the North 
Pacific, and from the equator to the subtropical and subpolar North Atlantic. The density 
stratification trends are relatively weak and less statistically significant south of 40°S. Remarkably, 
this spatial distribution is similar to that of future projection obtained by CMIP models (Capotondi 
et al., 2012, their fig. 15), which can be thought of as the oceanic response to the radiative forcing 
that causes global warming. Moreover, the spatial pattern and the values of the trends calculated 
with different starting years converge to those calculated from the 1960s as the analytical period 
becomes longer (Fig. 4.4). These suggest that we can capture the oceanic response to the radiative 
forcing associated with global warming. As shown by previous studies using relatively shorter-
term observational data (e.g., Dave & Lozier, 2013), the trends from the 1990s, 2000s, and 2010s 
are less statistically significant for both enhancement and even weakening (in some places). The 
reason is likely because of the prevailing long-term variability on decadal and/or interannual 
timescales. 
 Decomposing the density stratification into thermal and haline stratification components 
using Eq. 4.1, we estimated the contributions of the changes in temperature and salinity to the 
density trends (Fig. 4.3a–c). The thermal stratification trends contribute most to the density 
stratification trends; i.e., the spatial distribution of the density stratification trend is caused mainly 
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by changes in the vertical thermal structure. On the other hand, salinity stratification trends show 
contributions to the density stratification trend comparable to those from the thermal stratification 
trend, especially in regions where there are significant salinity components of the density 
stratification in the climatological field (c.f., Fig. 4.2), such as the subarctic North Pacific and the 
Southern Ocean near Antarctica. The salinity stratification changes also contribute to a reduction 
in the density stratification in the subtropical South Atlantic, part of the subtropical North Atlantic, 
and the central North and South Pacific. 
 In accordance with the definition of density stratification, thermal and haline stratification 
components can be further decomposed into density trends due to changes in temperature and 
salinity at the surface (10 m) and subsurface (200 m). Relatively spatially uniform negative 
surface density trends caused by SST warming contribute to the strengthening of density 
stratification (Fig. 4.3e). The spatial pattern corresponds well with the SST warming from the 
1960s, which shows weaker warming in the central Pacific and Southern Ocean (Huang et al., 
2018). 
 Strong positive density trends due to subsurface cooling contribute to the strengthening of 
density stratification in the tropics (Fig. 4.3h). In the equatorial region, because the subsurface 
cooling trends are located around the western part of the tropical Pacific and eastern part of the 
tropical Indian Ocean, it is suggested that the equatorial part of the subsurface cooling is 
associated with weakening of the Walker circulation from the mid-twentieth century onward 
(Tokinaga et al., 2012). The weakening of the easterlies (westerlies) in the tropical Pacific (Indian 
Ocean) flattens the equatorial thermocline and results in subsurface cooling anomalies in the 
western (eastern) part of the tropical Pacific (Indian Ocean).  
 Subsurface density trends are also evident in the western part of the North Pacific and North 
Atlantic subtropical gyres, with reductions in density that contribute to the weakening of density 
stratification (Fig. 4.3g, h). These regions roughly correspond to the formation and subduction 
sites of the North Pacific subtropical and central mode water (NPSTMW and CMW, respectively; 
e.g., Oka & Qiu, 2012) and North Atlantic subtropical mode/eighteen-degree water 
(NASTMW/EDW; e.g., Joyce, 2012), respectively. These subducted water masses enhance the 
global warming signals in the subsurface relative to the surrounding regions (Sugimoto et al., 
2017). Consequently, the enhanced subsurface warming that is comparable to the surface warming 
mitigates the increasing trends of density stratification in those regions. Contrary to the well-
documented intuitive view that the upper-ocean density stratification is enhanced due to the 
surface intensification of the global warming signal, the regions where the subsurface contribution 
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surpasses that of the surface account for ~36% of the regions of strengthened density stratification 
(Fig. 4.5). 
 The trend field of the surface density due to the change in the sea surface salinity (SSS) 
reveals the regions showing systematic SSS contribution, although the regions with statistically 
significant trends are somewhat small (Fig. 4.3f). Negative surface density trends caused by 
decreased salinity occur in the subarctic North Pacific and the tropical warm pool region. Positive 
trends due to salinification occur in the subtropical North Pacific and Atlantic. These trends are 
consistent with the reported tendency of near-surface salinity associated with intensification of 
the global water cycle, which is characterized by SSS salinification (freshening) in regions of net 
evaporation (precipitation) (Durack &Wijffels, 2010; Hosoda et al., 2009). Subsurface salinity 
components of density change show significant negative trends, contributing to weakening 
density stratification, in the central North Pacific and the equatorial margins of the Pacific and 
Atlantic subtropical gyre (Fig. 4.3i). Because the freshening trends along the equatorial margins 
of the subtropical gyre are accompanied by subsurface cooling trends (Fig. 4.3h), it is consistent 
with the poleward displacement of the mean meridional temperature and salinity structures 
(Levitus et al., 2009; Rhein et al., 2013). On the other hand, the negative density trends due to 
subsurface freshening in the central North Pacific appear to correspond to the freshening of the 
North Pacific central water, as shown in Durack & Wijffels (2010). 
 Table 4.1 lists the regional trends in density stratification estimated from the yearly time 
series of annual ∆ρ200 anomaly averaged over ocean regions (Fig. 4.6a) with no spatial 
interpolation; i.e., using only grid cells where data exist for regional averaging (missing grid cells 
are neglected). As expected from the results in Fig. 4.3, significant strengthening of the upper-
ocean stratification has continued from the 1960s in all regions except the Arctic Ocean. Note 
that the regional trend over the Arctic Ocean is based almost entirely on the trends in the Atlantic 
sector of the Arctic Ocean, given the lack of observations in other sectors. The largest change 
occurs in the tropical Pacific, at a rate of 0.0881 kg m−3 decade−1, followed by the Indian Ocean. 
In the global average, the density stratification is strengthening at a rate of 0.0365 kg m−3 decade−1 
and has thus increased by ~0.21 kg m−3 over these 58 years. This strengthening corresponds to 
~11.8% of the climatological annual mean stratification (1.80 kg m−3). This global average rate 
of strengthening of the upper-ocean stratification is equivalent to 74% of that estimated by the 
ensemble-mean of CMIP 5 models following the RCP 8.5 scenario (Fu et al., 2016), although the 
period of analysis differs between the studies. 
 To take account of the seasonal variability of the upper ocean, the trends estimated from the 
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yearly time series of seasonally averaged ∆ρ200 anomalies (seasonal anomalies) are also listed in 
Table 4.1. The trends in each of ocean region seem to show seasonal dependencies. The seasonal 
variations of the trends, however, do not exceed the range of the uncertainties in any ocean region, 
except for the North Atlantic where the winter ML becomes deeper than 200 m over most of the 
region. 
 
4.4 Detrended variability and climate mode 
For regions with relatively dense data coverage and spatiotemporally unbiased observations (i.e., 
the North Pacific, North Atlantic, and tropical Pacific), we investigated the relationship between 
the detrended variability of the density stratification and the prevailing climate mode in the 
respective region. We use normalized and detrended yearly time series of the density stratification 
obtained by averaging annual anomalies over each of ocean region with no spatial interpolation.  
 In the tropical Pacific region, the upper-ocean density stratification is highly significantly 
correlated with the Niño 3.4 index that represents the occurrence of the El Niño/La Niña (Fig. 
4.6b). When the Niño3.4 index is positive (negative), indicating the occurrence of El Niño (La 
Niña), the SSTs are higher (lower) in the eastern tropical Pacific and thus the density stratification 
is intensified (weakened), while in the western tropical Pacific the subsurface cooling (warming) 
anomalies due to the zonally flattened (tilted) thermocline strengthen (weaken) the density 
stratifications (Fig. 4.7). Freshening anomalies in SSS during El Niño, which have the maxima in 
the western part (Singh et al. 2011), also contribute to strengthening the density stratification (Fig. 
4.7). It is well-known that the El Niño and La Niña phenomena are closely related to the 
weakening and strengthening of the Walker circulation on an interannual timescale, named as the 
Southern Oscillation (e.g., Trenberth & Hoar, 1996). Thus, this correlation is interpreted as being 
analogous to the explanation in section 3 of the increasing trends of density stratification due to 
a weakened Walker circulation in the tropical warm pool region. 
 In the North Atlantic, the variability in density stratification has no simultaneous 
correlations with any prevailing climate mode such as the NAO or Atlantic Multi-decadal 
Oscillation (AMO). However, the detrended time series shows a statistically significant lagged 
correlation (R= −0.57) with the leading NAO index (Fig. 4.6c). The positive NAO phase is 
characterized by warmer SST south of the Gulf Stream and cooler SST north of 40°N due to 
stronger westerly winds (Visbeck et al., 2003). The negative correlation between the density 
stratification and the NAO index is qualitatively consistent with the cooler (warmer) SST and 
stronger (weaker) near-surface mixing induced by enhanced (weakened) westerly winds to the 
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north of 40°N during positive (negative) NAO. On the other hand, the warmer SST south of the 
Gulf Stream during positive NAO is inconsistent with this negative correlation. The regions of 
the warmer SST signal roughly correspond to and/or include the sites of water mass formation 
and subduction. The variability in density stratification associated with the SST changes may have 
a smaller signal in these regions because the anomalous SST signals can be carried well below 
the surface due to the subduction process, thereby weakening the anomalous density stratification.  
 Note that the correlation between variabilities in the density stratification and NAO reaches 
its maximum with an NAO lead of 2 years and is still significant (R= −0.68) in low-pass filtered 
time series (Fig. 4.6c). This feature supports the explanation of SST-driven stratification 
variability because cool SST anomalies induced by positive NAO extend over the wider region 
of the North Atlantic with a 2-year lag (Fig. 4.8; see also Visbeck et al., 2003). Therefore, it is 
suggested that the lagged negative correlation of the density stratification in the North Atlantic 
with the NAO is largely explained by its SST variability. 
 Averaged time series over the whole of the North Pacific do not have a statistically 
significant correlation with the PDO index (data not shown). However, the SST pattern of the 
PDO, which shows the prevailing variance on interannual to decadal timescales over the entire 
basin, has a spatial pattern of two poles of the opposite sign in the mid-latitude region (e.g., 
Newman et al. 2016). To examine the possibility that the opposite signals cancel each other when 
averaging over a large area, we divide the North Pacific into two regions corresponding to the 
two poles of PDO SST variation: one is the southwestern North Pacific and the other includes the 
northern North Pacific and the region along the North American coast (Fig. 4.6a, Fig. 4.8). We 
then find the significant positive correlation in the northern and eastern regions, and significant 
negative correlation in the southwestern regions covering the subtropical gyre (Fig. 4.6d). These 
relationships are qualitatively consistent with cooler SSTs associated with stronger westerly 
winds in the southwestern region and relatively warmer SSTs in the northern and eastern region 
for a positive PDO phase, and vice versa. The correlation coefficients, however, are relatively 
small especially in the southwestern region (R = −0.43), although it is statistically significant. 
This suggests that subsurface variability is also an important factor on the interannual variation 
of the stratification.  
 In the present study, we could not analyze the variability in stratification and its relationship 
to the climate mode in oceans of the Southern Hemisphere and polar regions because the 
observational data were not able to resolve the year-to-year variability over long periods. 
Regionally averaged time series over the Indian Ocean and tropical Atlantic show no correlation 
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with the Indian Ocean Dipole Mode index (Saji et al., 1999) and a weak but significant negative 
correlation with the NAO index (R = −0.37, p = 0.05), respectively, although these correlations 
are estimated from time series with a few gaps. 
 
4.5 Summary and discussion 
We have investigated the long-term trends and variability in upper-ocean stratification starting 
from the 1960s using only observational profiles. Strengthening of the stratification is detected 
over most of the global ocean, except for the Arctic Ocean, and the spatial distribution resembles 
future projections by CMIP climate models. In the global average, rapid strengthening is evident, 
amounting to an increase of 11.8% over 58 years with respect to the mean stratification. This 
estimate appears to be higher than the ~4% increase in density stratification from 1971 to 2010 
provided by the Intergovernmental Panel on Climate Change (IPCC) Fifth Assessment Report 
(Levitus et al., 2009; Rhein et al., 2013). Although there are some subtle differences in the two 
analyses such as the periods and areal coverage, the main cause of the discrepancy seems to be 
whether the anomalies are spatially interpolated. Generally, widely used objective interpolation 
methods tend to attenuate anomalies, especially where data are relatively sparse, such as for the 
1960s/1970s and in the Southern Hemisphere. Spatial interpolation is not used in the present study, 
so the present estimate may represent the upper limit of the range that includes the true value. 
Indeed, the same analysis with the assumption that grid cells with missing data have zero 
anomalies showed a smaller increase in global density stratification (~6.6%). 
 Regional stratification trends are spatially nonuniform. The region with the fastest 
strengthening trend is the tropical Pacific, followed by the Indian Ocean. In addition to the 
contribution of warming SST to strengthening the density stratification, subsurface cooling due 
to weakening of the Walker circulation also contributes to the strengthening in the tropical warm 
pool region, while the strengthening is reduced by enhanced subsurface warming associated with 
water mass subduction in the western parts of the subtropical gyre in the Northern Hemisphere. 
In addition to the well-documented explanation of strengthening stratification, it is revealed that 
subsurface changes are also important for the estimation of the trends. Moreover, the haline 
stratification changes due to the intensification of the global water cycle and changes in ocean 
circulation also have significant impacts on the changes in density stratification.  
 In each basin, the variability in stratification associated with each particular climate mode 
is evident from the detrended yearly time series. The region-averaged variability indicates a 
positive correlation with the Niño 3.4 index in the tropical Pacific, a negative lagged correlation 
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with the NAO index in the North Atlantic, and correspondence with SST variations related to the 
PDO in the North Pacific. Since the climate modes are closely related to variability in large-scale 
atmospheric circulation, oceanic circulation, and biogeochemical processes (e.g., Mantua et al., 
1997), these significant correlations in each basin raise the possibility that the variability in 
density stratification mediates the impact of large-scale atmospheric changes on biogeochemical 
processes, as suggested by Behrenfeld et al. (2006). 
 In this chapter, the use of the simplest metric representing stratification may have limited 
our ability to conduct more quantitative analysis. Therefore, results in the present study provide 
an only descriptive view of long-term change and variability in the stratification and further 
studies are needed to clarify the mechanisms causing the variability. It is important to describe 
the long-term stratification changes quantitatively from observational data using more appropriate 
metrics such as potential energy (e.g., Burchard & Hofmeister, 2008), employing globally and 
sustained vertical profile observations of uniform quality, such as those from the international 
Argo program. Moreover, adding biogeochemical properties (oxygen, chlorophyll, etc.) to regular 
high-vertical-resolution T/S observations by enhancing the Biogeochemical Argo network, we 
hope that future investigations will advance our understanding of physical-biogeochemical 
interactions in the upper ocean. 
 
Appendix 4A: Increase in the upper-ocean stability 
In Chapter 2, we used the Potential Energy Anomaly (PEA) to represent the strength of the upper-
ocean seasonal stratification. Using the PEA, we can describe the upper-ocean condition as the 
“difficulty in mixing (i.e., stability)”. The stability of the upper ocean is important for 
biogeochemical processes in the same context mentioned in introduction (Section 4.1).  
 Long-term trend of the upper-ocean PEA estimated from same dataset as that used for ∆ρ200 
(c.f., Section 4.2) is shown in Figure A 4.1. The PEAs are computed from profiles vertically linear 
interpolated into 1-m intervals and the lower limit of the vertical integration (H in Eq. 2.1) is 
uniformly assigned to 200 m depth. The long-term trend of annual mean PEA is calculated and 
evaluated by same procedures as that for ∆ρ200. Spatial distribution of the estimated trends of the 
PEA seem to be consistent with that of ∆ρ200 (Fig. 4.3a), although the regions with statistically 
significant trends are somewhat small. This suggests that the strengthening of the upper-ocean 
stratification visualized by the increase in ∆ρ200, which is simplest indicator of the stratification, 
is indeed accompanied by the increase in the upper-ocean stability.  
 However, this result should be interpreted just as a reference because of the data qualities. 
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As we mentioned at Section 4.2, the vertical resolutions of the observational data used in this 
Chapter largely change depending on the year (Fig. 4.1g). It is suggested that the change in the 
vertical resolution has large impact for the calculation of the vertical integration. In Figure A 4.2, 
we show the two examples of the PEA calculations for the same profiles but different vertical 
resolutions (i.e., the raw CTD profile that has the vertical resolution of 1-m interval and 
reconstructed profile by linear interpolation from the values at standard depths). Fig. A 4.2 shows 
the possibility that errors that is comparable to the estimated trends of the PEA occur in case that 









Figure 4.1. (a–f) Spatial distribution of T/S profiles used in this study and (g) the temporal change 
in the number (bars) and vertical resolution (black curve) of the profiles. The coloring follows the 
WOD13 dataset categories: Ocean Station Data (OSD, brown, including low-resolution 
CTD/XCTD data), Conductivity–Temperature–Depth data (CTD, red, including high-resolution 
XCTD data), Undulating Oceanographic Recorder data (UOR, yellow), Profiling Float data (PFL, 
grey), and Glider data (GLD, blue). The vertical resolution is defined as the number of observation 
layers in each profile from the surface to 200 m depth. In (g), “Average number of layers = 100” 
means there are 100 observations from the surface to 200 m depth in a profile and thus the vertical 










Figure 4.2. (a) Months of maximum upper-ocean stratification (∆ρ200, defined here as the density 
difference between the surface and 200 m depth) determined from the monthly climatology. (b) 
Annual mean of the monthly climatology of ∆ρ200. Contributions of thermal (c) and haline (d) 









Figure 4.3. (a) Distribution of upper-ocean stratification (∆ρ200) trends, starting from the 1960s. 
(b, c) Decompositions of the density stratification trends into the contributions of thermal and 
haline stratification. Surface and subsurface trends are shown for the density changes (d, g), for 
the density changes due to temperature changes (e, h), and for the density changes due to salinity 
changes (f, i). Climatological mean fields are shown by black contours for sea surface salinity 
(SSS) (f), potential density at 200 m (g), temperature at 200 m (h), and salinity at 200 m (i). Grid 
cells with missing values due to a lack of observations are shaded gray. The ‘+’ symbols indicate 













Figure 4.4. Distribution of upper-ocean stratification trends calculated for the different starting 
years: 1960s (a; same as Figure 3a), 1970s (b), 1980s (c), 1990s (d), 2000s (e), and 2010s (f). 
Grid cells with missing values due to a lack of data are shaded gray. The ‘+’ symbols indicate 












Figure 4.5. Relative contributions of sea surface density (ρ(10)) and subsurface density (ρ(200)) 
changes to upper-ocean stratification (∆ρ200) trends from the 1960s. The dotted line indicates 
equal contributions from an increase in subsurface density and decrease in surface density. 
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Table 4.1. Regionally Averaged Annual Mean Climatology of Density Stratification, Regional Trends Estimated from Annual and Seasonal Anomalies, 





Annual Season I Season II Season III  Season IV  
Trend ± standard error 
[kg/m3/decade] 
p 
Trend ± standard error 
[kg/m3/decade] 
p 
Trend ± standard error 
[kg/m3/decade] 
p 
Trend ± standard error 
[kg/m3/decade] 
p 
Trend ± standard error 
[kg/m3/decade] 
p 
North Pacific 1.56 0.0268  ± 0.0037  <0.01 0.0294  ± 0.0058  <0.01 0.0322  ± 0.0036  <0.01 0.0301  ± 0.0034  <0.01 0.0273  ± 0.0048  <0.01 
Tropical Pacific 3.24 0.0881  ± 0.0092  <0.01 0.0849  ± 0.0113  <0.01 0.0934  ± 0.0130  <0.01 0.0911  ± 0.0115  <0.01 0.0883  ± 0.0106  <0.01 
South Pacific 1.11 0.0167  ± 0.0044  <0.01 0.0124  ± 0.0069  0.08  0.0200  ± 0.0052  <0.01 0.0218  ± 0.0060  <0.01 0.0287  ± 0.0065  <0.01 
North Atlantic 1.01 0.0170  ± 0.0025  <0.01 0.0158  ± 0.0041  <0.01 0.0231  ± 0.0035  <0.01 0.0138  ± 0.0023  <0.01 0.0143  ± 0.0027  <0.01 
Tropical Atlantic 2.76 0.0232  ± 0.0061  <0.01 0.0260  ± 0.0071  <0.01 0.0211  ± 0.0090  0.02  0.0193  ± 0.0071  <0.01 0.0273  ± 0.0070  <0.01 
South Atlantic 0.96 0.0161  ± 0.0055  <0.01 0.0150  ± 0.0090  0.10  0.0189  ± 0.0052  <0.01 0.0113  ± 0.0063  0.08  0.0097  ± 0.0072  0.18  
Indian Ocean 2.72 0.0559  ± 0.0045  <0.01 0.0598  ± 0.0075  <0.01 0.0594  ± 0.0064  <0.01 0.0552  ± 0.0062  <0.01 0.0613  ± 0.0059  <0.01 
Southern Ocean 0.40 0.0075  ± 0.0011  <0.01 0.0085  ± 0.0018  <0.01 - ± - - - ± - - 0.0066  ± 0.0022  <0.01 
Arctic Ocean 1.69 −0.0088  ± 0.0068  0.20  −0.0206  ± 0.0098  0.04  - ± - - - ± - - - ± - - 
Global average 1.80 0.0365                     
 
Note: Global-average trend and mean ∆ρ200 are obtained by area-weighted averaging of the listed regional trends and mean ∆ρ200. Trends are not 










Figure 4.6. (a) Regional trends (same as Table 1) and definitions of the regions used to calculate 
the regional trends and regional averaged yearly time series. (b–d) Normalized and detrended 
yearly time series of the annual anomaly of the upper-ocean density stratification (∆ρ200) and 
climate mode indices are shown for the tropical Pacific (b), North Atlantic (c), and North Pacific 
(d). The NAO index is shown with a lead of two years. The blue rectangle in the North Pacific in 







Figure 4.7. Regression of the temperature (℃), salinity (PSU), and potential density (kg m−3) on 









Figure 4.8. Spatial distribution of the lagged regression coefficient (℃) of the annual mean SST 
onto the normalized NAO index. The regressions are computed from the HadISST (1960–2017). 
Positive lags indicate the lead of the NAO index. Green rectangle shows the region used to 














Figure 4.9. Spatial distribution of the regression coefficient (℃) of the annual mean SST onto the 
normalized PDO index. The regressions are computed from the HadISST (1960–2017). The two 














Figure A 4.1. Distribution of upper-ocean PEA trends calculated for the different starting years: 
1960s (a), 1970s (b), 1980s (c), 1990s (d), 2000s (e), and 2010s (f). Grid cells with missing values 
due to a lack of data are shaded gray. The ‘+’ symbols indicate statistically significant trends 





Figure A 4.2. Examples of CTD profiles of the 1-m vertical intervals from WOD13 at 169°E, 
40°N on August 25, 2012 (uppers), and at 144°E, 37°N on November 12, 2008 (lowers). Squares 
on the lines show the T/S and density values at the standard depths. Grey lines in right panels 
indicate vertical linear interpolation of the standard depth observations. The PEA values are 
calculated from the raw profile (black line) and vertically interpolated standard depth profile (grey 






Studies in the present dissertation were done with our main focus of clarifying the mechanism of 
the development of the seasonal stratification quantitatively from the observational dataset. We 
also aimed to obtain a better understandings of roles of the upper-ocean stratification on the 
climate systems through investigating the long-term change and interannual/decadal variability. 
We summarize the main results as follows. 
 In Chapter 2, through quantification of the strength of the seasonal stratification as potential 
energy required to make the density stratified water column vertically homogeneous (PEA), we 
described the development of the stratification quantitatively with use of the time-dependent 
equation of PEA. We also discussed the causes of the regional differences of the development and 
the vertical structure of the seasonal stratification. In the North Pacific, the PEA computed from 
temperature and salinity profiles collected by Argo float from 2006 to 2016 show the regional 
differences in the amplitude and phase of the development of the seasonal stratification in the 
North Pacific. The spatial distribution of PEA also differs from the well-known distribution of the 
mixed layer depth. 
 To clarify which processes dominantly contribute to the development and how their 
processes are balanced, we performed the PEA budget analysis based on the satellite-based 
atmospheric dataset. As a result, we found that the seasonal stratification develops, in a large part 
of the North Pacific, under a vertical one-dimensional balance between the creation by the 
atmospheric buoyancy forcing and the destruction by the vertical mixing in the water column. In 
the warming season when the vertical mixing is commonly considered to be relatively weaker 
than the cooling season, estimated vertical diffusivity of the water column from the budget reaches 
to the order of 10−4 m2 s−1. The diffusivity shows significant spatial and seasonal variability, 
suggesting its dependence on the strength of local wind forcing. 
 On the other hand, the contribution from lateral processes, which have been difficult to 
quantify so far, are shown in some limited regions of the North Pacific. Throughout the warming 
season, vertical shear of horizontal velocity caused by the northward Ekman velocity in the region 
of trade wind contributes, but is not dominant, to the development of the seasonal stratification, 
because of carrying relatively warm and thus light southern water on cool and dense northern 
water. In the Kuroshio Extension region, advection of PEA also significantly contributes to the 
development of the seasonal stratification, which is comparable to the atmospheric buoyancy 
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forcing and corresponds up to 40% of the time rate of change in PEA. 
 In order to discuss the reason for the regional difference of the development of the seasonal 
stratification, we compared the PEA budgets in two regions which have the same total buoyancy 
gain from the beginning of the warming season. As a result, we showed that spatial distribution 
of the “composition” of buoyancy forcing, in addition to the “total magnitude” as generally 
thought, is important for producing the regional difference in the development of the seasonal 
stratification. In the case of the North Pacific, it is found that the condition, satisfied in its northern 
part, that both the penetrating component (shortwave radiation) and the non-penetrating 
components (other buoyancy fluxes) contribute to the total buoyancy gain is more favorable for 
the formation of more intense PEA (i.e. sharper) stratification. 
 In Chapter 3, we introduced the PV framework to understand the impact of summertime 
preconditioning by the seasonal stratification on the development of the winter mixed layer. We 
firstly addressed formalization for estimation of the sea surface net PV flux from the observational 
dataset and then the description of its climatological feature in the northern oceans. To reduce 
previously reported bias of oceanic PV gain, we revised the scaling laws with consideration of 
the penetration of the shortwave radiation at the base of the mixed layer and wind-driven mixing 
even in the warming season (c.f. Chapter 2). Newly estimated net surface PV flux was 
significantly improved, being more consistent with independently calculated variation in the PV 
of ocean interior. The net surface PV flux consists of the dominant and seasonal varying diabatic 
contribution from the buoyancy flux and vertical mixing and relatively small mechanical 
contribution by the surface wind friction. In the annual mean field, well-known classical pictures 
of air-sea PV exchange are shown: the PV gain (loss) occurs in low (high) latitude in both the 
North Pacific and the North Atlantic. On the other hand, we found that the balance between the 
contributions is different between the ocean regions: The mechanical contribution is more 
important in the North Pacific, and the diabatic contribution is dominant in the high latitude region 
of the North Atlantic. 
 The annual mean PV fluxed averaged along the density outcrop windows also show two 
peaks (a peak) of the PV loss at the denser density of the North Pacific (the North Atlantic). These 
three peaks occur in the density ranges of the major water masses (STMW and CMW in the North 
Pacific and EDW in the North Atlantic), as reflecting that the water mass formation closely relates 
to the oceanic PV loss. We then estimated the Eulerian annual subduction rate from the net surface 
PV flux. Although we found some features differed from previously estimated Lagrangian 
subduction rate, further investigations are needed for examining the robustness of the results.  
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 Improved net surface PV flux shows significant interannual variability exceed 20% of the 
climatological mean values and its variability is mainly caused by dominant buoyancy component 
of the flux. Performing the EOF analysis to the annual mean PV flux anomaly of the entire basin 
of the North Pacific and North Atlantic, the PDO-like decadal variability is detected as the first 
mode, explaining ~20 % of the total variance. In order to investigate which season (summertime 
PV input or wintertime PV extraction) contributes to the interannual variability in the annual mean 
PV flux, we computed their interannual variabilities separately and compared them, at the end of 
Chapter 3. As a result, we found that the interannual variability in summertime PV forcing (input) 
are significantly larger than that of winter (extraction) in the previously reported regions where 
the summertime atmospheric forcing has an impact as preconditioning on the interannual 
variability in the winter ML depth. 
 In Chapter 4, we investigated globally the long-term change and variability in the upper-
ocean stratification. To be able to consider influences of the regional difference of the trends and 
decadal variability on detecting the long-term changes, we used temperature and salinity 
observations with spatial and temporal coverage as wide as possible. As a result, strengthening 
trends of the upper-ocean stratification from the 1960s were detected over most of the global 
ocean, except for the Arctic Ocean. In the global average, the speed of strengthening is 0.0365 
kg/m3/decade, corresponding to an increase of 6.6–11.8% over 58 years with respect to the mean 
stratification. The spatial distribution resembles the future projections by CMIP climate models 
and the speed is comparable to 74% of that estimated by the RCP 8.5 scenario. We would like to 
emphasize that, in addition to the well-mentioned effect of surface intensification of the warming 
signal, the subsurface temperature changes and haline stratification changes also have significant 
impacts on the long-term changes in density stratification.  
 In each ocean region, the decadal/interannual variabilities in the upper-ocean stratification 
associated with each particular climate mode are detected from the detrended yearly time series. 
We indicated that these time series indicate a positive correlation with the Niño 3.4 index in the 
tropical Pacific, a negative lagged correlation with the NAO index in the North Atlantic, and 
correspondence with SST variations related to the PDO in the North Pacific.  
 In the present dissertation, we described the seasonal cycle of the upper ocean from two 
different perspectives with the use of newly introduced concepts. In Chapter 2, we applied the 
concept of PEA to the seasonal stratification in the open ocean for the first time and shows its 
utility for quantitative analysis. Although this analysis was done on the monthly time scale and 
1° × 1° spatial scale, the contributions from shorter time and smaller spatial scale (e.g., the physics 
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of the vertical mixing in the seasonal stratification) have to be examined by in situ time series 
observations in the future works. However, a methodology of the PEA budget analysis shown in 
Chapter 2 can be utilized for quantifying and understanding of the impacts of physical variability 
on the upper-ocean biogeochemical phenomena. Moreover, the estimate of the surface PV flux 
improved in this study has the potential to be used not only for the description of the upper-ocean 
seasonal cycle but also for understanding the fundamental ocean dynamics including the 
mechanism of the atmosphere-ocean coupled variability. The results of Chapter 4 are expected to 
be used as information for interpreting observed biogeochemical change and variability 
associated with global warming and climate mode. 
 Ten-odd years after the start of the International Argo program of the 2000s, numerous 
profiles obtained and accumulated by the program show us the many new pictures of the ocean 
and provide us many findings and knowledge. Recently, Biogeochemical Argo (BGC Argo: 
Johnson et al. 2009) floats that added biogeochemical property sensors (oxygen, chlorophyll, etc.) 
to regular temperature/conductivity sensors is becoming widespread. In the next decade, as the 
drastic increase in the biogeochemical data due to the establishment of BGC Argo observation 
web, it is expected that we will be able to know and investigate the physical-biogeochemical 
interactions with denser and broader spatiotemporal coverage about from observational data. We 
believe, in the near future, that the present results are facilitate advances in understanding of not 
only the ocean’s thermal role in the climate system but also its roles in the ecological system and 
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