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Abstract
R. Ahlswede and N. Cai [Information and control: matching channels, IEEE Trans. Inform. Theory 44 (2) (1998)
542–563] studied the asymptotic behavior of matching numbers ν(G⊗n) for the n-th powers of a bipartite graph
G and proved the existence of the matching capacity γ (G) = limn→∞ 1n log ν(G⊗n). Moreover, they proved that
γ (G) = max min(P,Q)∈K(G){H (P), H (Q)}, where H is the entropy function and K(G) is the set of König–Hall
pairs of distributions defined in Section 2. In this paper an iterative method of computing the matching capacity of
a bipartite graph G in which each vertex of degree ≥2 is adjacent to at least one vertex of degree 1 is presented and
its exponentially fast convergence is shown.
© 2005 Elsevier Ltd. All rights reserved.
1. Introduction
In [1] Ahlswede and Cai gave a new channel model, the matching channel. They showed that finding
a maximal code for a deterministic matching channel belonging to a bipartite graph G is equivalent
to the construction of a maximal matching in all n-th powers of G and found an exact formula for a
starred bipartite graph, where the graph consists of stars Kli ,1 and K1,mi . Althöfer [2] established an exact
formula for the matching number and calculated an exact value of the matching capacity in the special
case where G = Kl,m ∪˙K p,q is a disjoint union of two complete bipartite graphs. In this paper we consider
bipartite graphs in which each vertex of degree ≥2 is adjacent to at least one vertex of degree 1. Such
graphs are starred graphs defined in [1] (see Section 4). We present an iterative method of computing the
matching capacity for such graphs and obtain the following estimation: |H (Qt+1) − γ (G)| ≤ ct2t , where
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c is a constant, Qt+1 is a p.d. (probability distribution) constructed by the iterative procedure and t is the
number of iterations.
2. Basic terminology
For definitions we follow the comprehensive presentation of Matching Theory by Lovász and
Plummer [6]. The neighbourhood of a vertex v ∈ V for a given graph G = (V, E) is defined as the
set of vertices, which are adjacent to v and we write Γ (v) = {v′ : vv′ ∈ E}. The neighbourhood for a
subset S ⊂ V is defined by Γ (S) = ⋃v∈S Γ (v), particularly |Γ (v)| = deg(v). For any bipartite graph
G = (X ,Y, E) Ahlswede and Cai [1] studied the asymptotic behaviour of the matching number ν(G⊗n).
A key idea is to extend the König–Hall condition, which is in terms of cardinalities as measure of sets,
to pairs of p.d.s associated with G. The matching capacity of G is γ (G) = limn→∞ 1n log ν(G⊗n). They
defined the set K(G) = {(P, Q) : P ∈ P(X ), Q ∈ P(Y), P(S) ≤ Q(Γ (S)) ∀S ⊂ X }, where P(X )
(resp. P(Y)) is the set of p.d.s on X (resp. Y), P(S) =∑x∈S P(x) and Q(Γ (S)) =
∑
y∈Γ (S) Q(y), and
called its members König–Hall pairs of distributions. In the sequel we assume that all graphs have no
isolated vertices. Ahlswede and Cai [1] proved the following:
Theorem 1. For every bipartite graph G = (X ,Y, E)
γ (G) = max min
(P,Q)∈K(G)
{H (P), H (Q)}, where
H (P) = −∑x∈X P(x) log P(x) is the well known entropy function. 
Given two distributions P = (P(0), . . . , P(α − 1)) and Q = (Q(0), . . . , Q(α − 1)), we say that P
majorizes Q and write P  Q, if ∑ki=0 P[i] ≥
∑k
i=0 Q[i] for k = 0, 1, . . . , α − 1 where P[i] (resp.
Q[i]) is the i-th largest component of P (resp. Q). A function ϕ : P(X ) −→ R is Schur concave,
if P  Q implies ϕ(P) ≤ ϕ(Q), and it is strictly Schur concave, if P  Q and P = Q imply
ϕ(P) < ϕ(Q). This is well known [7].
Proposition 1. The entropy function H is strictly Schur concave. 
3. Auxiliary results and the König–Hall condition
From Theorem 1 it follows:
Observation 1. Let P1 ∈ P(X ) be the uniform distribution. If there exists Q1 ∈ P(Y) such that
(P1, Q1) ∈ K(G) and H (P1) ≤ H (Q1) then γ (G) = H (P1) = log |X |. 
Note that if a bipartite graph G = (X ,Y, E) (|X | ≤ |Y|) has a matching of X into Y , then
γ (G) = log |X |. Indeed, let the set of edges xi yi ∈ E with ⋃|X |i=1{xi} = X be a matching. Define
Q ∈ P(Y) to be the p.d. on Y such that
Q(y) =


1
|X | if y = yi for some i = 1, . . . , |X |
0 otherwise.
It is clear that (P1, Q) ∈ K(G), where P1 ∈ P(X ) is the uniform p.d. on X . Since H (Q) = H (P1)
Observation 1 implies γ (G) = log |X |. For example, if G = (X ,Y, E) is a regular bipartite graph,
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then γ (G) = log |X |, since it is well known that a regular bipartite graph has a perfect matching ([4,5]
or [6]).
Proposition 2. Let G = (X ,Y, E) (|X | ≤ |Y|) be a bipartite graph in which each vertex x ∈ X of
degree deg(x) ≥ 2 is adjacent to at least one vertex of degree 1 and each vertex y ∈ Y is adjacent to at
most one vertex of degree 1. Then γ (G) = log |X |.
Proof. It is easy to see that G has a matching of X into Y . 
Proposition 3. Let G = (X ,Y, E) be a tree in which there is no vertex x ∈ X of degree 1. Then
γ (G) = log |X |.
Proof. We prove by induction on |X | that there exists a matching of X into Y . For |X | = 1 it is trivially
true. Let |X | = n + 1. Let x ∈ X be a vertex which has an adjacent vertex y ∈ Y with deg(y) = 1. Then
by the induction hypothesis there is a matching of X \{x} into Y in the induced subgraph (X \{x},Y, E).
Thus adding the edge xy we get a matching of X into Y . 
4. Distributing procedure
Let G = (X ,Y, E) (|X | ≤ |Y|) be a bipartite graph in which each vertex of degree ≥2 is adjacent
to at least one vertex of degree 1. In this section we deal only with such graphs. In [1] a bipartite graph
G = (X ,Y, E) is called starred if there are sets of vertices J ⊂ X and K ⊂ Y such that
(i) Every vertex in J (resp. K) is adjacent to at least one vertex in Y \K (resp. X \ J ).
(ii) No vertex in X \ J is adjacent to a vertex in Y \ K.
Note that the graphs considered here are starred with J = {x ∈ X : deg(x) = 1 and deg(Γ (x)) = 1}
∪ {x ∈ X : deg(x) ≥ 2} and K = {y ∈ Y : deg(y) ≥ 2}. We need the following definitions:
Definition 1. The number of vertices of degree 1 adjacent to a vertex v is called the weight of the vertex
v and is denoted by ω(v). 
Definition 2. Given a p.d. P ∈ P(X ) define
Q(y) =


ω(y)∑
i=1
P(xi) if deg(y) ≥ 2, where xi y ∈ E, deg(xi ) = 1
P(x j )
ω(x j )
if deg(y) = 1, where x j y ∈ E
and call it the pair of P .
Remark 1. (P, Q) ∈ K(G).
Remark 2. In general it is not true that maxQ ′:(P,Q ′)∈K(G) H (Q ′) = H (Q).
Proposition 4. For the uniform p.d. Qu ∈ P(Y) and any p.d. Q ∈ P(Y) we have Q  Qu.
Proof. Qu = ( 1|Y |, . . . , 1|Y |). Suppose Q = (Q[0], . . . , Q[|Y| − 1]), Q[s] ≥ 1|Y | and Q[s + 1] ≤ 1|Y | .
We have
∑s
i=0 Q[i] ≥
∑s
i=0
1
|Y | since Q[0] ≥ · · · ≥ Q[s] ≥ 1|Y | . Let k ≥ s + 1 and denote∑|Y |−1
i=k Q[i] = α and
∑|Y |−1
i=k
1
|Y | = β. Since 1|Y | ≥ Q[s + 1] ≥ · · · ≥ Q[|Y| − 1] we have α ≤ β.
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Since 1 =∑|Y |−1i=0 Q[i] =
∑k−1
i=0 Q[i] +
∑|Y |−1
i=k Q[i] =
∑k−1
i=0 Q[i] + α and
∑k−1
i=0
1
|Y | = 1 − β we have∑k−1
i=0 Q[i] = 1 − α ≥ 1 − β =
∑k−1
i=0
1
|Y | implying Q  Qu . 
For a p.d. Q ∈ P(Y) to have (P, Q) ∈ K(G) it is necessary that Q(y) ≥∑ω(y)i=1 P(xi ) for every y ∈ Y
with deg(y) ≥ 2, where xi are the vertices of degree 1 adjacent to y. By Propositions 1 and 4 given a
set of vertices and a value α, which should be distributed on these vertices, in order to get the maximal
entropy, we have to disribute α uniformly. Therefore, in Definition 2 we distribute the value of a vertex
x ∈ X with deg(x) ≥ 2 uniformly on its adjacent vertices y of degree 1. This is the idea of the following
Lemma.
Lemma 1. Let P ∈ P(X ) be a p.d. on X and Q ∈ P(Y) be the pair of P. Suppose for any x ∈ X and
any y1, y2 ∈ Γ (x) with deg(y1) = 1 and deg(y2) ≥ 2
Q(y1) ≤ Q(y2) (1)
holds. Then maxQ ′:(P,Q ′)∈K(G) H (Q ′) = H (Q).
Proof. By Remark 1 (P, Q) ∈ K(G). Let Q ′ be a p.d. such that (P, Q ′) ∈ K(G). Our goal is to show
that Q ′  Q, which implies using Proposition 1 maxQ ′:(P,Q ′)∈K(G) H (Q ′) = H (Q). Note that for any
X ⊂ X
Q(Γ (X)) ≤ Q ′(Γ (X)), (2)
in particular, Q(y) ≤ Q ′(y) for any y ∈ Y with deg(y) ≥ 2. Now, suppose that Q ′  Q is not the case,
i.e.
k0∑
i=0
Q[i] >
k0∑
i=0
Q ′[i], (3)
where k0 is the minimal k for which (3) holds.
Set A = {y ∈ Y : Q(y)is in∑k0i=0 Q[i]}, A1 = {y ∈ A : deg(y) = 1} and B1 = Γ (A1).
Note that A1 = ∅. Indeed, otherwise using (2) we have that (3) is impossible. Observe that (3)
implies Q[k0] > Q ′[k0]. Note that if Γ (B1) \ A = ∅ then using (1) we have Q(y) = Q[k0] for all
y ∈ Γ (B1) \ A and thus∑k0i=0 Q[i] +
∑
y∈Γ (B1)\A Q(y) =
∑k0+|Γ (B1)\A|
i=0 Q[i] and Q ′[i] < Q[i] for all
k0 ≤ i ≤ k0 + |Γ (B1) \ A|. Thus
Q(Γ (B1)) +
∑
y∈A\Γ (B1)
Q(y)=
k0+|Γ (B1)\A|∑
i=0
Q[i]
>
k0+|Γ (B1)\A|∑
i=0
Q ′[i] ≥ Q ′(Γ (B1)) +
∑
y∈A\Γ (B1)
Q ′(y),
which contradicts (2). 
Theorem 2. Let P1 ∈ P(X ) be the uniform p.d. on X and Q1 ∈ P(Y) be the pair of P1, then
maxQ ′:(P1,Q ′)∈K(G) H (Q ′) = H (Q1).
Proof. If P1 ∈ P(X ) is the uniform p.d. on X and Q1 ∈ P(Y) is the pair of P1, then Q1(y1) ≤ 1|X | if
deg(y1) = 1 and Q1(y2) ≥ 1|X | if deg(y2) ≥ 2 since there exists at least one vertex x ∈ X such that
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deg(x) = 1 and xy2 ∈ E . It follows that Q1(y1) ≤ Q1(y2) for any y1, y2 ∈ Y such that deg(y1) = 1,
deg(y2) ≥ 2. By Lemma 1 we have
max
Q ′:(P1,Q ′)∈K(G)
H (Q ′) = H (Q1). 
Distributing Procedure (D.P.). Given a p.d. Q1 ∈ P(Y) D.P. finds the p.d. Q2 ∈ P(Y) such
that
∑
y∈Y |Q1(y) − Q2(y)| = α and maxQ ′:∑y∈Y |Q1(y)−Q ′(y)|=α H (Q ′) = H (Q2), where α ≤
1
2
∑
y∈Y |Q1(y) − 1|Y | |. 
By Proposition 1 the property maxQ ′:∑y∈Y |Q1(y)−Q ′(y)|=α H (Q ′) = H (Q2) follows from the following
property: Q ′  Q2 for any Q ′ with∑y∈Y |Q1(y) − Q ′(y)| = α. So we want to construct Q2 with the
above property. Suppose Q1 is distributed in the following way Q1[1] = Q1[2] = · · · = Q1[i1] >
Q1[i1 + 1] = Q1[i1 + 2] = · · · = Q1[i1 + i2] > · · · > Q1[i1 + i2 + · · · + is + 1] = · · · =
Q1[i1 + i2 +· · ·+ is + is+1] > Q1[i1 + i2 +· · ·+ is + is+1 +1] = · · · = Q1[i1 + i2 +· · ·+ is + is+1 + is+2].
We use the following notation δk = (Q1[i1] − Q1[i1 + 1])i1 + (Q1[i1 + i2] − Q1[i1 + i2 + 1])(i1 +
i2) + · · · (Q1[i1 + · · · + ik] − Q1[i1 + · · · + ik + 1])(i1 + · · · + ik) and δ0 = 0. βl = (Q1[i1 + i2 +
· · · + is + is+1] − Q1[i1 + i2 + · · · + is + is+1 + 1])is+2 + (Q1[i1 + i2 + · · · + is] − Q1[i1 + i2 +
· · · + is + 1])(is+1 + is+2) + · · · + (Q1[i1 + i2 + · · · + il] − Q1[i1 + i2 + · · · + il + 1])(il+1 + il+2)
and βs+2 = 0. If δk < α2 ≤ δk+1 then change the values Q1[1], . . . , Q1[i1 + i2 + · · · + ik+1] to
Q2[1] = · · · = Q2[i1+i2+· · ·+ik+1] = Q1[i1+· · ·+ik+1]− α/2−δki1+···+ik+1 . If βl < α2 ≤ βl−1 then change the
values Q1[i1+i2+· · ·+is+is+1+is+2], . . . , Q1[i1+i2+· · ·+il−1+1] to Q2[i1+i2+· · ·+is+is+1+is+2] =
· · · = Q2[i1 + i2 + · · · + il−1 + 1] = Q1[i1 + i2 + · · · + il−1 + 1] +
α
2 −βl
il+1+···+is+2 . Proceeding in this way
we shall obtain the desired p.d. Q2. The property
∑
y∈Y |Q1(y) − Q2(y)| = α is satisfied since we used
this procedure to push the largest i1 + i2 + · · · + ik+1 values of Q1 on value α2 down and to push the
smallest values of Q1 on value α2 up. The proof of the fact maxQ ′:∑y∈Y |Q1(y)−Q ′(y)|=α H (Q ′) = H (Q2) is
analogous to the proof of Lemma 1.
Remark 3. H (Q1) < H (Q2) since the entropy function H is strictly Schur concave.
Theorem 3. Given the pair Q1 ∈ P(Y) of the uniform p.d. P1 ∈ P(X ) D.P. finds the p.d. Q2 ∈ P(Y)
such that
∑
y∈Y |Q1(y) − Q2(y)| = α and maxQ ′:∑y∈Y |Q1(y)−Q ′(y)|=α H (Q ′) = H (Q2), where 0 < α ≤
1
2
∑
y∈Y |Q1(y) − 1|Y | |. Let P2 ∈ P(X ) be the pair of Q2. Then maxP ′:(P ′,Q2)∈K(G) H (P ′) = H (P2).
Proof. Since P1 ∈ P(X ) is the uniform p.d. we have P1(x1) = P1(x2) for any x1, x2 ∈ X . By
Definition 2
Q1(y) =


ω(y)∑
i=1
1
|X | if deg(y) ≥ 2
1
|X |ω(x) if deg(y) = 1, where xy ∈ E .
Observe that Q2(y′) ≤ Q1(y′) for any y′ ∈ Y with deg(y′) ≥ 2, since Q1(y′) ≥ 1|X | ≥ 1|Y | (thus,
Q1(y′) by D.P. could be only pushed down). Let x1, x2 ∈ Γ (y′) with deg(x1) = 1 and deg(x2) ≥ 2.
Let yi ∈ Γ (x2), i = 1, . . . , ω(x2) with deg(yi) = 1. Note that all yi have the same probability in
Q2. Suppose Q2(yi) ≥ Q1(yi), then using Definition 2 we get P2(x1) = Q2(y′)ω(x1) ≤
Q1(y′)
ω(x1)
= P1(x1)
and P2(x2) = ∑ω(x2)i=1 Q2(yi) ≥
∑ω(x2)
i=1 Q1(yi) = P1(x2). If Q2(yi) < Q1(yi), then we have
460 S. Arzumanyan / Applied Mathematics Letters 18 (2005) 455–461
Q2(yi) = Q2(y′). Thus P2(x1) = Q2(y′)ω(x1) =
Q2(yi )
ω(x1)
≤ ∑ω(x2)i=1 Q2(yi) = P2(x2). Thus, for any y ∈ Y
and any x1, x2 ∈ Γ (y) with deg(x1) = 1, deg(x2) ≥ 2, P2(x1) ≤ P2(x2) holds. Now from Lemma 1 it
follows that maxP ′:(P ′,Q2)∈K(G) H (P ′) = H (P2). 
In particular, in the proof of Theorem 3 is shown
Remark 4. For any y ∈ Y and any x1, x2 ∈ Γ (y) with deg(x1) = 1, deg(x2) ≥ 2, P2(x1) ≤ P2(x2)
holds.
Theorem 4. Given the p.d. Qt ∈ P(Y) found by D.P. D.P. finds the p.d. Qt+1 ∈ P(Y) such that∑
y∈Y |Qt (y) − Qt+1(y)| = α and maxQ ′:∑y∈Y |Qt (y)−Q ′(y)|=α H (Q ′) = H (Qt+1), where 0 < α ≤
1
2
∑
y∈Y |Qt (y)− 1|Y | |. Let Pt+1 ∈ P(X ) be the pair of Qt+1. Then maxP ′:(P ′,Qt+1)∈K(G) H (P ′) = H (Pt+1).
Proof. By Remark 4 the proof is analogous to the proof of Theorem 3. 
Remark 5. Let Q ∈ P(Y) with H (Q) ≥ H (Qt+1) and P ∈ P(X ) be its pair. Then H (P) ≤ H (Pt+1).
Indeed, let Qt+1 = (Qt+1(0), . . . , Qt+1(|Y|−1)) and Qt+1(s1) be pushed down (i.e. Qt+1(s1) < Qt (s1)),
Qt+1(s2) remains unchanged (i.e. Qt+1(s2) = Qt (s2)) and Qt+1(s3) is pushed up (i.e. Qt+1(s3) > Qt(s3))
during the D.P. Thus, we have Qt+1(s1) ≥ Qt+1(s2) ≥ Qt+1(s3). Since H (Q) ≥ H (Qt+1), we can obtain
Q from Qt+1 by a sequence of changes from Qt+1 to Q ′t+1 such that
Qt+1(i) ≥ Q ′t+1(i) ≥ Q ′t+1( j) ≥ Qt+1( j), (4)
and Qt+1(k) = Q ′t+1(k) for k = i, j . There are three possibilities:
1. Qt+1(i) is pushed down (so, Qt+1(i) = Qt+1(s1)) and Qt+1( j) remains unchanged (so, Qt+1( j) =
Qt+1(s2)) during D.P.
2. Qt+1(i) is pushed down (Qt+1(i) = Qt+1(s1)) and Qt+1( j) pushed up (Qt+1( j) = Qt+1(s3)) during
D.P.
3. Qt+1(i) remains unchanged (Qt+1(i) = Qt+1(s2)) and Qt+1( j) is pushed up (Qt+1( j) = Qt+1(s3))
during D.P.
Let l ∈ Γ (i) and m ∈ Γ ( j). Since Pt (resp. Pt+1) is the pair of Qt (resp. Qt+1), we have in each of
the above three cases correspondingly
1. Pt+1(m) = Pt(m) ≥ Pt (l) > Pt+1(l)
2. Pt+1(m) > Pt(m) ≥ Pt (l) > Pt+1(l)
3. Pt+1(m) > Pt(m) ≥ Pt (l) = Pt+1(l).
By (4) we have in each of these cases P ′t+1(m) ≥ Pt+1(m) > Pt+1(l) ≥ P ′t+1(l). Thus H (P ′t+1) ≤
H (Pt+1).
5. Iterative procedure and convergence
Let G = (X ,Y, E)(|X | ≤ |Y|) be a bipartite graph in which each vertex of degree ≥2 is adjacent to at
least one vertex of degree 1. Let Q1 ∈ P(Y) be the pair of the uniform p.d. P1 ∈ P(X ). By Remark 1 and
Theorem 2 we have (P1, Q1) ∈ K(G) and maxQ ′:(P1,Q ′)∈K(G) H (Q ′) = H (Q1). If H (P1) ≤ H (Q1), then
by Observation 1 γ (G) = H (P1). If H (P1) > H (Q1), then set t = 1 and α = 12
∑
y∈Y |Q1(y) − 1|Y | |.
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Step i. Using D.P. find the p.d. Qt+1 ∈ P(Y) such that ∑y∈Y |Qt (y) − Qt+1(y)| = α and
maxQ ′:∑y∈Y |Qt (y)−Q ′(y)|=α H (Q ′) = H (Qt+1). Let Pt+1 ∈ P(X ) be the pair of Qt+1. By Remark 1 and
Theorems 3 and 4 we have (Pt+1, Qt+1) ∈ K(G) and maxP ′:(P ′,Qt+1)∈K(G) H (P ′) = H (Pt+1).
Step ii. If H (Pt+1) > H (Qt+1), then set t := t + 1, α := α2 and go to Step i.
Step iii. If H (Pt+1) < H (Qt+1), then set α := α2 and go to Step i.
Step iv. If H (Pt+1) = H (Qt+1), then γ (G) = H (Pt+1).
Theorem 5. If Step iv never happens, then the sequences H (Qt) and H (Pt) produced by the iterative
procedure converge to γ (G) and
|H (Qt+1) − γ (G)| ≤ ct2t (5)
holds, where c is a constant.
Proof. To prove the Theorem we use the following lemma [3]: 
Lemma 2. If P and Q are two distributions on Y such that ∑y∈Y |P(y) − Q(y)| = θ ≤ 12 then
|H (P) − H (Q)| ≤ −θ log θ|Y | . 
Set Qop. := limt→∞ Qt and Pop. := limt→∞ Pt . The limits exist since the entries Qt(i) and Pt( j), t =
1, 2, . . . of Qt = (Qt (0), . . . , Qt(|Y|−1)) and Pt = (Pt (0), . . . , Pt (|X |−1)) by D.P. are monotonic and
bounded. By the iterative procedure and Lemma 2 we have H (Qop.) = H (Pop.). By Remark 5 for any
Q ∈ P(Y) such that H (Q) ≥ H (Qop.) we have H (P) ≤ H (Pop.) where P ∈ P(X ) is the pair of Q and
therefore H (Qop.) = γ (G). Denote c1 =∑y∈Y |Q1(y)− 1|Y | |. It is clear that
∑
y∈Y |Qt (y)− Qt+1(y)| =
1
2t
∑
y∈Y |Q1(y) − 1|Y | | = c12t and
∑
y∈Y |Qt+1(y) − Qop.(y)| <
∑
y∈Y |Qt+1(y) − Qt(y)|. Therefore
|H (Qt+1) − γ (G)| = |H (Qt+1) − H (Qop.)| ≤ |H (Qt+1) − H (Qt)| ≤ − 12t c1 log
1
2t c1
|Y | = c12t log 2
t |Y |
c1
=
c1
2t (log 2
t + log |Y |
c1
) = c12t (t + log |Y |c1 ) ≤ t2t c. To prove Step iv. we observe that by Remark 5 for anyQ ∈ P(Y) such that H (Q) ≥ H (Qt+1) we have H (P) ≤ H (Pt+1) where P ∈ P(X ) is the pair of Q
and therefore H (Pt+1) = γ (G).
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