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Zusammenfassung
In den vergangenen Jahren hat das neu entstandene Paradigma Infrastructure as a Service die IT-
Welt massiv verändert. Die Bereitstellung von Recheninfrastruktur durch externe Dienstleister bietet
die Möglichkeit, bei Bedarf in kurzer Zeit eine große Menge von Rechenleistung, Speicherplatz und
Bandbreite ohne Vorabinvestitionen zu akquirieren. Gleichzeitig steigt sowohl die Menge der frei ver-
fügbaren als auch der in Unternehmen zu verwaltenden Daten dramatisch an. Die Notwendigkeit zur
effizienten Verwaltung und Auswertung dieser Datenmengen erforderte eine Weiterentwicklung be-
stehender IT-Technologien und führte zur Entstehung neuer Forschungsgebiete und einer Vielzahl in-
novativer Systeme. Ein typisches Merkmal dieser Systeme ist die verteilte Speicherung und Datenver-
arbeitung in großen Rechnerclustern bestehend aus Standard-Hardware. Besonders das MapReduce-
Programmiermodell hat in den vergangenen zehn Jahren zunehmend an Bedeutung gewonnen. Es
ermöglicht eine verteilte Verarbeitung großer Datenmengen und abstrahiert von den Details des verteil-
ten Rechnens sowie der Behandlung von Hardwarefehlern. Innerhalb dieser Dissertation steht die Nut-
zung des MapReduce-Konzeptes zur automatischen Parallelisierung rechenintensiver Entity Resolution-
Aufgaben im Mittelpunkt. Entity Resolution ist ein wichtiger Teilbereich der Informationsintegration,
dessen Ziel die Entdeckung von Datensätzen einer oder mehrerer Datenquellen ist, die dasselbe Real-
weltobjekt beschreiben. Im Rahmen der Dissertation werden schrittweise Verfahren präsentiert, welche
verschiedene Teilprobleme der MapReduce-basierten Ausführung von Entity Resolution-Workflows lö-
sen.
Zur Erkennung von Duplikaten vergleichen Entity Resolution-Verfahren üblicherweise Paare von Daten-
sätzen mithilfe mehrerer Ähnlichkeitsmaße. Die Auswertung des Kartesischen Produktes von n Daten-
sätzen führt dabei zu einer quadratischen Komplexität von O(n2) und ist deswegen nur für kleine bis
mittelgroße Datenquellen praktikabel. Für Datenquellen mit mehr als 100.000 Datensätzen entstehen
selbst bei verteilter Ausführung Laufzeiten von mehreren Stunden. Deswegen kommen sogenannte
Blocking-Techniken zum Einsatz, die zur Reduzierung des Suchraums dienen. Die zugrundeliegende
Annahme ist, dass Datensätze, die eine gewisse Mindestähnlichkeit unterschreiten, nicht miteinander
verglichen werden müssen. Die Arbeit stellt eine MapReduce-basierte Umsetzung der Auswertung des
Kartesischen Produktes sowie einiger bekannter Blocking-Verfahren vor. Nach dem Vergleich der Daten-
sätze erfolgt abschließend eine Klassifikation der verglichenen Kandidaten-Paare in Match bzw. Non-
Match. Mit einer steigenden Anzahl verwendeter Attributwerte und Ähnlichkeitsmaße ist eine manuelle
Festlegung einer qualitativ hochwertigen Strategie zur Kombination der resultierenden Ähnlichkeits-
werte kaum mehr handhabbar. Aus diesem Grund untersucht die Arbeit die Integration maschineller
Lernverfahren in MapReduce-basierte Entity Resolution-Workflows.
Eine Umsetzung von Blocking-Verfahren mit MapReduce bedingt eine Partitionierung der Menge der zu
vergleichenden Paare sowie eine Zuweisung der Partitionen zu verfügbaren Prozessen. Die Zuweisung
erfolgt auf Basis eines semantischen Schlüssels, der entsprechend der konkreten Blocking-Strategie aus
den Attributwerten der Datensätze abgeleitet ist. Beispielsweise wäre es bei der Deduplizierung von
Produktdatensätzen denkbar, lediglich Produkte des gleichen Herstellers miteinander zu vergleichen.
Die Bearbeitung aller Datensätze desselben Schlüssels durch einen Prozess führt bei Datenungleichver-
teilung zu erheblichen Lastbalancierungsproblemen, die durch die inhärente quadratische Komplexität
verschärft werden. Dies reduziert in drastischem Maße die Laufzeiteffizienz und Skalierbarkeit der ent-
sprechenden MapReduce-Programme, da ein Großteil der Ressourcen eines Clusters nicht ausgelastet
ist, wohingegen wenige Prozesse den Großteil der Arbeit verrichten müssen. Die Bereitstellung ver-
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schiedener Verfahren zur gleichmäßigen Ausnutzung der zur Verfügung stehenden Ressourcen stellt
einen weiteren Schwerpunkt der Arbeit dar.
Blocking-Strategien müssen stets zwischen Effizienz und Datenqualität abwägen. Eine große Reduktion
des Suchraums verspricht zwar eine signifikante Beschleunigung, führt jedoch dazu, dass ähnliche Da-
tensätze, z. B. aufgrund fehlerhafter Attributwerte, nicht miteinander verglichen werden. Aus diesem
Grunde ist es hilfreich, für jeden Datensatz mehrere von verschiedenen Attributen abgeleitete seman-
tische Schlüssel zu generieren. Dies führt jedoch dazu, dass ähnliche Datensätze unnötigerweise mehr-
fach bezüglich verschiedener Schlüssel miteinander verglichen werden. Innerhalb der Arbeit werden
deswegen Algorithmen zur Vermeidung solch redundanter Ähnlichkeitsberechnungen präsentiert.
Als Ergebnis dieser Arbeit wird das Entity Resolution-Framework Dedoop präsentiert, welches von
den entwickelten MapReduce-Algorithmen abstrahiert und eine High-Level-Spezifikation komplexer
Entity Resolution-Workflows ermöglicht. Dedoop fasst alle in dieser Arbeit vorgestellten Techniken und
Optimierungen in einem nutzerfreundlichen System zusammen. Der Prototyp überführt nutzerdefi-
nierte Workflows automatisch in eine Menge von MapReduce-Jobs und verwaltet deren parallele Aus-
führung in MapReduce-Clustern. Durch die vollständige Integration der Cloud-Dienste Amazon EC2
und Amazon S3 in Dedoop sowie dessen Verfügbarmachung ist es für Endnutzer ohne MapReduce-
Kenntnisse möglich, komplexe Entity Resolution-Workflows in privaten oder dynamisch erstellten ex-
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Die Studie [89] schätzt, dass im Jahr 2011 weltweit ein Datenvolumen in Höhe von 1.8 Zettabyte
erzeugt wurde. Darüber hinaus wird davon ausgegangen, dass sie sich die weltweit gespeicherte Da-
tenmenge etwa alle zwei Jahre verdoppelt. Laut eines IBM-Berichtes desselben Jahres1 sind 90% der
globalen Datenmenge in den vergangenen zwei Jahren erzeugt worden. Getrieben wurde diese Ent-
wicklung im Wesentlichen durch zwei Faktoren. Zum einen verringerten sich laut [89] die Kosten zur
Datengenerierung, -speicherung und -verwaltung zwischen 2005 und 2011 um den Faktor 6, zum an-
deren erfolgte im gleichen Zeitraum weltweit eine Verdopplung der Investitionen in IT-Technologien.
Die Reduzierung der Kosten ging mit der Etablierung von Infrastructure as a Service-Diensten einher.
Anbieter wie Amazon EC22 errichteten riesige Rechenzentren in Regionen mit Standortvorteilen hin-
sichtlich Lohnkosten, Steuerlast und Elektrizitätskosten. Charakteristisch für diese ist das Prinzip der
horizontalen Skalierung. Dies bedeutet, dass der zusätzliche Bedarf bei steigenden Anforderungen nicht
durch die Verwendung leistungsfähigerer High-End-Infrastruktur, sondern durch das Hinzufügen einer
Menge von kostengünstigeren, lose gekoppelten Rechnern bestehend aus Standard-Hardware kompen-
siert wird [60]. Die Verwendung von Standard-Hardware ist durch den geringeren Stromverbrauch,
die geringeren Anschaffungs- und Administrationskosten und die leichtere Erweiterbarkeit wesentlich
kosteneffizienter als der Einsatz von High-End-Hardware [17]. Durch Virtualisierungstechniken besteht
zudem die Möglichkeit, verfügbare Ressourcen auf verschiedene Kunden aufzuteilen und damit eine
hohe Auslastung der Infrastruktur zu erreichen. Diese Einsparungen konnten zum großen Teil an die
Kunden weitergegeben werden. Für diese bietet das beschriebene Geschäftsmodell zudem den Vorteil,
dass auf das Betreiben und Administrieren eigener Rechenzentren weitgehend verzichtet werden kann.
Statt Rechenkapazitäten für Lastspitzen vorhalten zu müssen, kann benötigte Infrastruktur bei Bedarf
schnell akquiriert oder auch wieder freigegeben werden [14].
Gleichzeitig sahen sich Unternehmen mit Herausforderungen konfrontiert, die allgemein durch den
Begriff Big Data sowie die 5Vs beschrieben werden [144]. Data Volume bezeichnet dabei die bereits
angesprochene stetig wachsende Menge an Daten, die mit herkömmlichen Datenverwaltungssystemen
nicht mehr effizient gehandhabt werden kann. Beispielsweise musste die Social Media-Plattform Face-
book nach eigenen Angaben aus dem Jahr 20123 jeden Tag 500 Terabyte neue Daten speichern. Der
Begriff Velocity drückt die Geschwindigkeit, mit welcher die Daten generiert werden und von den Daten-
verwaltungssystemen verarbeitet werden müssen, aus. Der Mikroblogging-Dienst Twitter verzeichnete
laut eigenen Angaben4 im August 2013 eine Last von über 143.000 Nachrichten pro Sekunde. Variety
bezeichnet die wachsende Heterogenität der Herkunft, der Art, des Formats und der Struktur der zu
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bezeichnet die Vertrauenswürdigkeit der zu untersuchenden Daten. Bei der Auswertung der riesigen,
aus verschiedenen Quellen stammenden, Datenmengen muss davon ausgegangen werden, dass Daten
unsauber oder gar fehlerhaft sind. Value bezeichnet die wichtigste Anforderung. Durch die Analyse
aller zur Verfügung stehenden Daten unterschiedlicher Struktur, Herkunft und Vertrauenswürdigkeit
soll ein wirtschaftlicher Nutzen für das jeweilige Unternehmen, die Organisation oder die Einrichtung
abgeleitet werden. Durch diese Anforderungen rückten Technologien zur effizienten Speicherung, Ver-
arbeitung und Analyse großer Datenmengen in den Fokus der Forschung.
Im Jahr 2003 stellte Google ein verteiltes Dateisystem zur fehlertoleranten Speicherung riesiger Daten-
mengen in Rechnerclustern bestehend aus Standard-Hardware [91] vor. Darauf aufbauend entwickelte
Google für die Analyse der verteilt abgespeicherten Daten das MapReduce-Framework5 [59]. Dabei
handelt es sich um die Implementierung eines Programmiermodells, dessen Ursprünge im Bereich der
funktionalen Programmierung liegen. Es ermöglicht unter Ausnutzung von Datenparallelität die paral-
lele Ausführung von Berechnungen auf Tausenden von Rechnern und abstrahiert von den Details des
verteilten Rechnens sowie der Behandlung von Hardwarefehlern. Apache Hadoop6 ist eine quelloffene
Implementierung des MapReduce-Programmiermodells sowie eines darunterliegenden verteilten Datei-
systems und bildet die Grundlage zahlreicher Weiterentwicklungen und Forschungsprojekte. Die freie
Verfügbarkeit von MapReduce und die Möglichkeit per Mausklick entsprechende Hardware-Ressourcen
mieten zu können, machen es sehr attraktiv, verteilte Lösungsansätze für daten- und rechenintensive
Probleme verschiedener Domänen zu entwickeln. Beispielsweise findet MapReduce im Bereich des In-
formation Retrieval zum Clustering ähnlicher Dokumente [156] oder zur Parallelisierung von Read
Mapping-Algorithmen bei der DNA-Sequenzierung [213] Verwendung.
Diese Arbeit widmet sich der effizienten Parallelisierung von Entity Resolution-Workflows7 mit Map-
Reduce. Das Entity Resolution-Problem wurde erstmals 1959 untersucht [180] und ist seit vielen Jah-
ren Gegenstand zahlreicher Forschungsarbeiten. Es beschreibt den Prozess der Erkennung von Dupli-
katen in einer oder mehreren Datenquellen. Entity Resolution ist ein wichtiges Teilproblem der Infor-
mationsintegration das in vielen Realweltszenarien Anwendung findet. Typische Anwendungsbeispiele
sind die Erkennung von Duplikaten in Personendatenbanken oder das Finden verschiedener Angebote
für dasselbe Produkt durch Preisvergleichsportale. Aufgrund fehlender global eindeutiger und quel-
lenübergreifender Identifikatoren ist zur Duplikaterkennung ein paarweiser Vergleich von Datensätzen
hinsichtlich verschiedener Ähnlichkeitsmaße notwendig. Die Auswertung des Kartesischen Produktes
von n Datensätzen führt zu einer quadratischen Komplexität von O(n2) und ist dementsprechend nur
für kleine Datenquellen praktikabel. Aus diesem Grund bedient man sich sogenannter Blocking- (z. B.
Standard Blocking) oder Windowing-Techniken (z. B. Sorted Neighborhood), um den Suchraum zu ver-
kleinern. Dazu wird im ersten Fall ein einfaches Clustering der Datensätze vorgenommen, dessen Ziel
es ist, Vergleiche von Datensätzen, die eine gewisse Mindestähnlichkeit unterschreiten, zu vermeiden.
Beispielsweise wäre es bei der Deduplizierung von Produktdatensätzen denkbar, lediglich Produkte
des gleichen Herstellers miteinander zu vergleichen. Im zweiten Fall werden Datensätze nicht in Clus-
ter partitioniert, sondern anhand eines Sortierschlüssels sortiert, um ähnliche Datensätze “nah beiein-
ander” anzuordnen und die Ähnlichkeitsberechnung auf Datensätze innerhalb eines Maximalabstan-
des zu beschränken. Trotz der resultierenden Reduktion der zu vergleichenden Datensatzpaare bleibt
Entity Resolution ein rechen- und zeitaufwändiger Prozess der ohne Parallelisierung bereits für mittel-
große Datenquellen mehrere Stunden bis Tage in Anspruch nehmen kann [140].
Abbildung 1.1 zeigt einen vereinfachten generischen Entity Resolution-Workflow. Im Blocking-Schritt
wird die Ausgangsdatenmenge in möglicherweise überlappende Cluster (Blöcke) partitioniert. Ein
Block beschreibt dabei eine Teilmenge der Ausgangsdaten, deren Elemente miteinander verglichen
werden sollen. Da die Ähnlichkeitsberechnung eines Datensatzpaares unabhängig von weiteren Daten-
sätzen ist, bietet sich eine Parallelisierung unter Ausnutzung der gegebenen Datenparallelität an. Dazu
5 engl. framework = Rahmenstruktur; bezeichnet in der Softwaretechnik ein Programmiergerüst
6 http://hadoop.apache.org
7 engl. workflow = Arbeitsfluss, Ablaufplan, Arbeitsschritte
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Abbildung 1.1: Vereinfachter Entity Resolution-Workflow
lesen mehrere Prozesse parallel die partitionierten Eingabedaten und verteilen diese entsprechend eines
aus den Attributwerten abgeleiteten semantischen Schlüssels auf mehrere Prozesse um. Dabei werden
alle Datensätze eines Blocks demselben Prozess zugewiesen, der die aufwändige Ähnlichkeitsberech-
nung durchführt. Verschiedene Blöcke können dabei parallel von verschiedenen Prozessen bearbeitet
werden. Nach dem Vergleich der Datensätze muss basierend auf den berechneten Ähnlichkeiten eine
Klassifikation der Kandidatenpaare in Match oder Non-Match vorgenommen werden. Dies kann für ein
Datensatzpaar in den meisten Fällen ebenfalls unabhängig von weiteren Datensätzen erfolgen und ist
damit ebenfalls einfach parallelisierbar.
1.2 Wissenschaftlicher Beitrag
Im Rahmen der vorliegenden Arbeit wird ein ganzheitliches Framework zur automatischen und effizi-
enten MapReduce-Parallelisierung nutzerdefinierter Entity Resolution-Workflows vorgestellt, das vom
Autor dieser Dissertation in den vergangenen Jahren konzipiert, implementiert und im Rahmen mehre-
rer Publikationen umfassend evaluiert wurde. Der wissenschaftliche Betrag dieser Dissertation besteht
aus den folgenden Arbeiten:
Umsetzung von Blocking-Verfahren: Zur effizienten Berechnung von Entity Resolution-Workflows ist
es notwendig, gängige Blocking-Methoden zu unterstützen. Die MapReduce-basierte Umsetzung
von Verfahren ähnlich dem Standard-Blocking ist dabei vergleichsweise einfach realisierbar, da
ein Datensatz lediglich auf Basis seines semantischen Schlüssels zu einem der p Prozesse um-
verteilt werden muss, wofür eine beliebige Partitionierungsfunktion f : Key 7→ [0, p) verwendet
werden kann. Für andere Verfahren wie Sorted Neighborhood, muss f eine Ordnung der Daten-
sätze bezüglich des Schlüssels gewährleisten. Zudem ist es u. U. erforderlich, dass Datensätze die
durch f verschiedenen Prozessen zugewiesen werden, miteinander zu vergleichen. Neben der
Umsetzung von Blocking-Verfahren werden ebenfalls Verfahren zur MapReduce-basierten Aus-
wertung des Kartesischen Produktes vorgestellt. Um eine sequentielle Berechnung zu vermeiden,
muss dabei vom skizzierten Schema abgewichen und eine Strategie zur effizienten Aufteilung
aller Paare auf die zur Verfügung stehenden Prozesse gefunden werden.
Lastbalancierung und Behandlung von Speicherengpässen: Die Umverteilung der Datensätze auf
Basis des semantischen Schlüssels bedingt, dass alle Datensätze des gleichen Blocks von einem
einzelnem Prozess bearbeitet werden. Da Attributwerte von Realweltdaten typischerweise ei-
ne Datenungleichverteilung aufweisen, führt der Blocking-Schritt i. d. R. zu Blöcken variieren-
der Größe. Aufgrund der quadratischen Komplexität der paarweisen Ähnlichkeitsberechnungen
verursacht dies, dass ein Großteil der Ressourcen eines Rechnerclusters nicht ausgelastet ist, wo-
hingegen wenige Prozesse den Großteil der Arbeit verrichten müssen. Ohne Lastbalancierung
stellt die Zeit, die zur Bearbeitung des größten Blocks benötigt wird, eine untere Schranke der
erreichbaren Laufzeit dar, was in drastischem Maße die Laufzeiteffizienz und Skalierbarkeit der
entsprechenden MapReduce-Programme senkt. Trotz der prinzipiell geringeren Anfälligkeit ge-
genüber Datenungleichverteilung bestehen bei der MapReduce-Parallelisierung von Windowing-
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Verfahren ähnliche Probleme. Aus diesem Grund ist die Konzeption und Umsetzung verschiede-
ner Lastbalancierungsstrategien ein Hauptbestandteil der Dissertation. Ein verwandtes Problem
ist die Gefahr von Speicherengpässen. Zum Vergleich aller Datensätze eines Blocks durch einen
einzelnen Prozess ist es erforderlich, dass diese vollständig im Hauptspeicher gehalten werden.
Da ein Clusterknoten üblicherweise mehrere solcher Prozesse beherbergt unter denen der zur
Verfügung stehende Hauptspeicher aufgeteilt werden muss, kann dies für große Datenquellen zu
Speicherengpässen führen und möglicherweise einen Rückgriff auf den wesentlich langsameren
Externspeicher bedingen. Die in dieser Arbeit vorgestellten Methoden zur Lastbalancierung sind
so parametrierbar, dass die Speicherprobleme ebenfalls behoben werden.
Vermeidung redundanter Ähnlichkeitsberechnungen: Bei der Verarbeitung von Realweltdaten ist
davon auszugehen, dass Datenqualitätsprobleme wie veraltete, fehlerhafte, inkonsistente oder
fehlende Attributwerte vorliegen. Um eine gewisse Robustheit gegen solche Probleme zu ge-
währleisten, ist es hilfreich, im Blocking-Schritt für jeden Datensatz mehrere von verschiede-
nen Attributen abgeleitete semantische Schlüssel zu generieren. Dies verspricht eine Erhöhung
der resultierenden Match-Qualität, da einander entsprechende Datensätze bezüglich mehrerer
Schlüssel einem gemeinsamen Block zugewiesen werden können. Diese Vorgehensweise führt je-
doch dazu, dass ähnliche Datensätze unnötigerweise mehrfach bezüglich verschiedener Schlüssel
miteinander verglichen werden. Hinzu kommt, dass ein Datensatzpaar für verschiedene Schlüssel
i. Allg. von verschiedenen Prozessen bearbeitet wird und eine Inter-Prozess-Kommunikation aus
Effizienzgründen vermieden werden soll. Innerhalb der Arbeit werden deswegen Algorithmen
zur Vermeidung solch redundanter Ähnlichkeitsberechnungen präsentiert.
Integration maschineller Lernverfahren: Neben dem Mehrfachblocking ist es aufgrund der ange-
sprochenen Datenqualitätsprobleme notwendig, mehrere Attribute der Datensätze in die Ähn-
lichkeitsberechnung einzubeziehen und verschiedene Ähnlichkeitsfunktionen anzuwenden. Auf
Basis der berechneten Ähnlichkeiten muss für jedes Paar entschieden werden, ob die beiden Da-
tensätze dasselbe Realweltobjekt beschreiben oder nicht. Ein typischer Ansatz ist die Bildung
eines gewichteten Mittels der einzelnen Ähnlichkeitswerte und der nachfolgende Vergleich mit
einem vorgegebenem Mindestähnlichkeitsschwellwert. Mit einer steigenden Anzahl verwende-
ter Attributwerte und Ähnlichkeitsmaße ist eine manuelle Festlegung einer qualitativ hochwer-
tigen Strategie zur Kombination der resultierenden Ähnlichkeitswerte kaum mehr handhabbar.
Aus diesem Grund soll das System neben schwellwert- und ähnlichen regelbasierten Klassifika-
tionsmethoden auch maschinelle Lernverfahren unterstützen, die auf Basis einer vorgegebenen
Trainingsdatenmenge automatisiert effektive Regeln zur Klassifikation lernen.
Iterative Berechnung der transitiven Hülle: Ein typischer Nachbearbeitungsschritt bei der Duplikat-
erkennung ist die Berechnung der transitiven Hülle des Match-Ergebnisses, um weitere, indirekt
verbundene, Matches zu finden. Zu diesem Zweck wird ein existierender MapReduce-Algorithmus
zur iterativen Bestimmung zusammenhängender Komponenten großer Graphen untersucht. Dar-
auf aufbauend werden verschiedene Erweiterungen des Basisalgorithmus vorgestellt, die eine
Reduktion des Datenvolumens der Zwischenergebnisse sowie der Anzahl der benötigten Iteratio-
nen ermöglichen und zu deutlichen Laufzeitverbesserungen bei der Verarbeitung großer Graphen
führen.
MapReduce-basiertes Entity Resolution-Framework: Das Framework Dedoop (Deduplication with
Hadoop) ermöglicht eine High-Level-Spezifikation komplexer Entity Resolution-Workflows, die
automatisch in eine Menge von MapReduce-Jobs überführt werden. Die Spezifikation erfolgt mit-
hilfe einer graphischen Benutzeroberfläche durch eine Web-Anwendung deren Verwendung kei-
nerlei MapReduce-Kenntnisse voraussetzt. Dabei erlaubt Dedoop die simultane Bearbeitung ver-
schiedener Entity Resolution-Workflows in mehreren MapReduce-Clustern durch mehrere Nut-
zer. Durch die vollständige Integration der Cloud-Dienste Amazon EC2 und Amazon S38 kann
8 http://aws.amazon.com/s3/
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zudem sehr einfach zur Laufzeit benötigte Recheninfrastruktur auf Amazons Cloud-Plattform be-
reitgestellt werden. Das Framework fasst alle in dieser Arbeit vorgestellten Techniken und Op-
timierungen in einem nutzerfreundlichen System zusammen, um eine effiziente Parallelisierung
zu gewährleisten. Zudem unterstützt Dedoop eine parallele Ausführung typischer Nachbearbei-
tungsschritte, wie z. B. die Bestimmung der Güte der berechneten Duplikatmenge bezüglich der
Maße Precision, Recall und F-Measure.
Die in der vorliegenden Arbeit dargestellten Ergebnisse wurden bereits als begutachtete Beiträge im
Rahmen internationaler Konferenzen und Workshops sowie in Zeitschriften publiziert. Erste Vorarbei-
ten zur Parallelisierung von Entity Resolution-Workflows wurden 2010 auf dem internationalen QDB-
Workshop veröffentlicht [126]. Die Umsetzung des Sorted Neighborhood-Blockings mit MapReduce
wurde 2011 auf der deutschen Datenbank-Konferenz BTW vorgestellt [131]. Die Arbeit wurde als eine
der besten fünf Konferenzbeiträge ausgewählt und erschien daraufhin 2012 in einer erweiterten Versi-
on im Journal Computer Science – Research and Development [134]. Die Präsentation der MapReduce-
basierte Realisierung des Kartesischen Produktes und die Integration maschineller Lernverfahren er-
folgte 2011 auf dem internationalen CloudDB-Workshop [127]. Ein erster Ansatz zur Lastbalancie-
rung wurde ebenfalls 2011 bei der CIKM-Konferenz vorgestellt [130]. Aufbauend darauf erfolgte 2012
die Präsentation zweier Lastbalancierungsansätze für Entity Resolution mit MapReduce bei der ICDE-
Konferenz [133]. Die Architektur und Funktionsweise des Dedoop-Frameworks wurden ebenfalls im
Jahr 2012 im Rahmen der VLDB-Konferenz demonstriert [132]. Eine detaillierte Vorstellung des Fra-
meworks sowie eine Evaluation verschiedener Entity Resolution-Strategien für ein komplexes Realwelt-
problem erfolgte 2013 im Artikel [128] des Datenbank-Spektrums. Ein erster Lösungsansatz zur Ver-
meidung redundanter Ähnlichkeitsberechnungen wurde 2013 auf dem internationalen Workshop Data
Analytics in the Cloud präsentiert [135]. Im Rahmen einer 2013 auf der ESWC-Konferenz vorgestell-
ten Arbeit wurde ein Verfahren zur Distanzberechnung in affinen Räumen mit MapReduce realisiert
und mit einer GPU-basierten Implementierung verglichen [183]. Die Arbeit wurde mit dem Best Paper
Award ausgezeichnet. Parallel dazu wurden weitere Methoden zur Parallelisierung paarweiser Ähnlich-
keitsberechnungen unter Verwendung von GPUs untersucht und auf der DILS-Konferenz im Jahr 2013
vorgestellt [101]. Zuletzt wurde ein effizienter Algorithmus zur iterativen Berechnung zusammenhän-
gender Komponenten ungerichteter Graphen mit MapReduce entwickelt und in diesem Jahr im Artikel
[129] des Datenbank-Spektrums veröffentlicht.
1.3 Aufbau der Arbeit
Die vorliegende Arbeit gliedert sich in vier Hauptteile. Im Teil I – Einführung – werden verwandte
Arbeiten diskutiert und Grundlagen beschrieben:
Kapitel 2 ordnet das Thema der Arbeit in das Forschungsgebiet der Informationsintegration ein, ver-
mittelt Grundlagen zu den in der Arbeit verwendeten Modellen sowie Begriffen und gibt einen
detaillierten Überblick über relevante Forschungsarbeiten.
Kapitel 3 stellt das Entity Resolution-Framework Dedoop vor, welches eine automatische Paralleli-
sierung nutzerdefinierter Entity Resolution-Workflows in MapReduce-Clustern ermöglicht. Des
Weiteren wird eine Übersicht über die wesentlichen, bei der Parallelisierung auftretenden, Pro-
bleme gegebenen, deren schrittweise Lösung Gegenstand der darauffolgenden Kapitel ist. Ab-
schließend erfolgt eine Abgrenzung gegenüber bestehenden Ansätzen zur Parallelisierung von
Entity Resolution-Workflows (Beiträge [128, 132]).
Der zweite Teil – Paralleles Blocking und Lastbalancierung – untersucht die Fragestellung, wie Ver-
fahren zur Reduzierung des Suchraumes auf Grundlage des MapReduce-Programmiermodells effizient
realisiert werden können.
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Kapitel 4 und Kapitel 5 befassen sich mit der MapReduce-Umsetzung des Standard Blocking- bzw. des
Sorted Neighborhood-Verfahrens. Ein wesentlicher Schwerpunkt dabei ist die Entwicklung und
Erprobung von Lastbalancierungsalgorithmen, die eine gleichmäßige Auslastung der verfügbaren
Rechenressourcen garantieren (Beiträge [130, 131, 133, 134]).
Kapitel 6 widmet sich der Fragestellung, wie die Berechnung aller Paare von Punkten eines Raumes,
deren Distanz kleiner als ein vorgegebener Schwellwert ist, parallelisiert werden kann. Zu diesem
Zweck wird eine MapReduce-Implementierung eines kürzlich veröffentlichten sequentiellen Al-
gorithmus vorgeschlagen. Die vorgestellten Techniken können beispielsweise zur Umkreissuche
oder zum Clustering von Datensätzen mit einem Maximalabstand verwendet werden (Beitrag
[183]).
Der dritte Teil – Weitere Teilprobleme – widmet sich der MapReduce-Umsetzung weiterer Teilschritte
des Entity Resolution-Prozesses.
Kapitel 7 betrachtet die Integration maschineller Lernverfahren zur automatischen Klassifikation in
das Dedoop-Framework und zeigt, wie die Ähnlichkeitsberechnung aller Datensatzpaare des
Kartesischen Produktes zweier Datenquellen mithilfe des MapReduce-Programmiermodells über
mehrere Prozessoren und Rechner verteilt werden kann (Beitrag [127]).
Kapitel 8 zeigt, wie redundante Ähnlichkeitsberechnungen vermieden werden können, die entstehen,
wenn Datensätze mehreren Clustern zugewiesen werden, um Robustheit gegenüber fehlenden,
fehlerhaften oder inkonsistenten Attributwerten gewährleisten zu können (Beitrag [135]).
Kapitel 9 untersucht die Parallelisierung des Nachverarbeitungsschritts zur Berechnung der transitiven
Hülle eines Match-Ergebnisses, um neben den direkt berechneten auch weitere, indirekt mitein-
ander verbundene, Matches zu finden. Zur Lösung des Problems werden verschiedene Erweite-
rungen eines aktuellen MapReduce-Algorithmus zur Berechnung zusammenhängender Graph-
komponenten vorgeschlagen, mit denen eine deutliche Laufzeitverbesserung im Vergleich zum
Basisverfahren erreicht wird (Beitrag [129]).
Abschließend erfolgt im Teil IV eine Zusammenfassung der Ergebnisse der Dissertation sowie ein Aus-




Dieses Kapitel gibt einen Überblick über relevante Literatur und Forschungsarbeiten. Zunächst wird im
Abschnitt 2.1 eine Einordnung des in der vorliegenden Arbeit untersuchten Entity Resolution-Problems
in die Thematik der Informationsintegration vorgenommen. Im Anschluss daran erfolgt im Abschnitt 2.2
eine Vorstellung der einzelnen Teilschritte und existierenden Lösungsstrategien des Entity Resolution-
Prozesses. Abschnitt 2.3 stellt das MapReduce-Programmiermodell vor und gibt eine Übersicht über
vorgeschlagene Verbesserungen und Erweiterungen. Abschließend wird im Abschnitt 2.4 ein Überblick
über Ansätze zur Parallelisierung von Entity Resolution-Workflows und paarweisen Ähnlichkeitsberech-
nungen gegeben.
2.1 Informationsintegration und Entity Resolution
Entity Resolution ist ein wichtiger Bestandteil der Informationsintegration. Der Begriff Informationsin-
tegration beschreibt nach [151] den Prozess der “korrekten, vollständigen und effizienten Zusammen-
führung” mehrere heterogener autonomer Datenquellen in ein integriertes Informationssystem. Ziel
dieses Informationssystems ist die Bereitstellung einer einheitlichen Sicht bzw. Anfrageschnittstelle auf
die verschiedenen Datenquellen sowie die Schaffung eines Informationsmehrwertes durch die Verknüp-
fung von Daten unterschiedlicher Herkunft. Typische Beispiele für integrierte Informationssysteme sind
Data Warehouses, Metasuchmaschinen und Preisvergleichsportale.
Im vergangenen Jahrzehnt hat, bedingt durch die stetig wachsende Anzahl frei zugänglicher Daten-
quellen, die Verknüpfung von Informationen an Bedeutung gewonnen. Laut einer Netcraft-Studie1 gab
es im August 2013 ca. 188 Millionen aktive Websites, was eine Verachtfachung2 gegenüber dem Jahr
2003 entspricht. Die Verfügbarkeit von interaktiven Web 2.0-Plattformen ermöglichte es auch Benut-
zern ohne fundierte technische Kenntnisse, Inhalte zu erstellen oder kollaborativ zu bearbeiten und trug
damit entscheidend zum Wachstum der verfügbaren Informationsmenge bei. Insbesondere im wirt-
schaftlichen Kontext hat die Verknüpfung und Analyse verschiedener Informationsquellen eine enor-
me Bedeutung. Auch die Linked Open Data-Initiative3, welche die Verknüpfung relevanter frei verfüg-
barer Datenquellen zum Ziel hat und diese Verknüpfungen der Allgemeinheit zur Weiterverwendung
verfügbar macht, ist ein Beispiel für die steigende Relevanz der Informationsintegration. Das PRISM-
Überwachungsprogramm des amerikanischen Auslandsgeheimdienstes National Security Agency, wel-
ches die Sammlung, Speicherung, Analyse und Verknüpfung riesiger Mengen an Telekommunikations-
metadaten, Webseiten, Bildern, Nachrichten und Chats zum Zwecke der Aufdeckung terroristischer
Bedrohungen beinhaltet [84], zeigt ebenfalls die enorme Bedeutung der Informationsintegration.
Die wesentliche Problematik bei der Informationsintegration ist die unterschiedliche Repräsentation
von Daten durch voneinander unabhängigen Datenquellen. [151] teilt die zu überwindenden Unter-





Abschnitt 2.2 – Informationsintegration und Entity Resolution
Darstellung gleicher Dinge in verschiedenen Datenquellen. Typische Beispiele sind unterschiedliche
Datums- oder Zahlenformate. Unter dem Begriff strukturelle Heterogenität bezeichnet [151] die un-
terschiedliche Modellierung gleicher Dinge, was sich meist in unterschiedlichen Schemata ausdrückt.
Als Beispiel hierfür seien verschiedene Varianten zur Umsetzung einer is-a-Beziehung in ein relatio-
nales Datenbankschema genannt. Unter semantische Heterogenität versteht man eine unterschiedliche
Möglichkeiten zur Interpretation der Bedeutung gleicher oder auch verschiedener Daten. Beispielswei-
se beschreiben Homonyme verschiedene Dinge mit dem gleichen Begriff. Darüber hinaus führt [151]
weitere Merkmale auf, in denen sich zu integrierende Datenquellen unterschieden können. Dazu zählt
die Schnittstelle für Anfragen an die Datenquellen (z. B. Webservices, HTML-Formulare, SQL-Anfragen),
das Kommunikationsprotokoll zum Datenquellenzugriff (z. B. HTTP, JDBC, SOAP), das Datenaustausch-
format (z. B. XML, HTML) sowie das verwendete Datenmodell (z. B. hierarchisch oder relational). Zur
Überwindung der genannten Heterogenitäten existiert eine Vielzahl von Ansätzen, die sich hinsichtlich
verschiedener Kriterien unterscheiden (siehe [67]). In [98] und [258] wird ein historischer Abriss der
Ansätze zur Informationsintegration gegeben. Ein aktueller Überblick über die verschiedenen Teilpro-
bleme und Lösungsansätze dieses komplexen Themengebietes findet sich in [65]. Ein zentrales und
vielbeachtetes (siehe [203] für eine Übersicht) Teilproblem der Informationsintegration ist das Schema
Matching, welches die Ermittlung von einander entsprechenden Elementen in den Quellschemata der
einzelnen Datenquellen bezeichnet. Die Ermittlung dieser Korrespondenzen ist Voraussetzung für die
Erzeugung eines integrierten Schemas des Informationssystems.
Um dem Kriterium der korrekten Zusammenführung von Datensätzen zu genügen und um eine hohe
Datenqualität gewährleisten zu können, ist eine nachgelagerte Fehlererkennung und -behebung er-
forderlich. Dieser Schritt wird als Data Cleaning bezeichnet. Eine Datenbereinigung ist aufgrund von
Datenqualitätsproblemen notwendig, die sich während des Integrationsprozesses akkumulieren kön-
nen [204]. Datenqualitätsprobleme liegen entweder bereits in den einzelnen Datenquellen vor (z. B.
Schreibfehler, Duplikate, fehlende Integritätsbedingungen) oder entstehen bei der Verknüpfung meh-
rerer Datenquellen (z. B. widersprüchliche Daten). Taxonomien von Datenqualitätsproblemen finden
sich in [190] und [204]. In [18] wird ein Überblick über die Ansätze zur Lösung der verschiedenen Da-
tenqualitätsprobleme gegeben. Entity Resolution ist ein Teilproblem des Data Cleanings. Es beschreibt
den Prozess der Identifikation von Duplikaten in einer oder mehreren Datenquellen. Ein Duplikat be-
zeichnet dabei ein Paar von Datensätzen, die dasselbe Objekt der realen Welt beschreiben. Aufgrund von
Datenqualitätsproblemen innerhalb einer Datenquelle, der Autonomie und Heterogenität verschiede-
ner Datenquellen sowie des Nichtvorhandenseins von (datenquellenübergreifenden) eindeutigen Da-
tensatzkennungen ist die Duplikaterkennung ein äußerst aufwändiger Prozess. In der Literatur wird
Entity Resolution u. a. auch als Object Matching, Deduplication, Record Linkage und Reference Recon-
ciliation bezeichnet. Nach dem Erkennen von Duplikaten müssen diese in einem finalen Data Fusion-
Schritt zu einem einzelnen Datensatz des integrierten Informationssystems kombiniert werden. Dabei
spielt die Erkennung und Korrektur von Fehlern sowie die Behebung von Widersprüchen eine wichtige
Rolle. Ein Überblick über Lösungsansätze und Konfliktlösungsfunktionen findet sich in [33] und [69].
Das Entity Resolution-Problem wurde erstmals Ende der 1950er und Anfang der 1960er Jahre unter-
sucht [179, 180]. Eine formale Beschreibung des Problems erfolgte in [81]: Seien A und B zwei Daten-
quellen. Ein Datensatz a = {(A1, v1), . . . , (An, vn)} wird als Menge von Attribut-Wert-Paaren repräsen-
tiert. Ziel der Entity Resolution ist die Aufteilung des kartesischen Produktes A× B in zwei disjunkte
Teilmengen M = {(a, b) ∈ A× B | a = b} und U = {(a, b) ∈ A× B | a 6= b}. Dabei bezeichnet M
die Menge aller Duplikate (Matches4) und U die Menge aller Datensatzpaare, die einander nicht ent-
sprechen (Non-Matches). Analog zum Zwei-Quellen-Fall kann die Erkennung von Duplikaten innerhalb
einer Datenquelle A als die Ermittlung von M = {(ai , a j) ∈ A× A | i < j ∧ ai = a j} definiert werden.
Übersichtsartikel zur Thematik der Entity Resolution finden sich in [51, 77, 94, 245]. Ein verwandtes
Forschungsgebiet ist die Link Discovery, welche sich mit der Entdeckung von Beziehungen (z. B. vom
Typ owl:sameAs) zwischen Instanzen verschiedener Linked Open Data-Datenquellen5 beschäftigt.
4 engl. to match = zusammenpassen, gleichkommen, übereinstimmen
5 http://linkeddata.org/data-sets
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2.2 Der Entity Resolution-Prozess
Im Folgenden wird zunächst ein grober Überblick über den Entity Resolution-Prozesses gegeben, bevor
die relevante Literatur für die einzelnen Teilschritte in den Abschnitten 2.2.1 bis 2.2.5 vorgestellt wird.
Im Abschnitt 2.2.6 erfolgt eine Aufzählung existierender Entity Resolution-Frameworks.
Die Abfolge der einzelnen Teilschritte des Entity Resolution-Prozesses ist in Abbildung 1.1 dargestellt:
• In einem Vorverarbeitungsschritt erfolgt zunächst eine Standardisierung der Struktur der Eingabe-
datensätze sowie eine Normalisierung der relevanten Attributwerte.
• Der Blocking-Schritt definiert eine Teilmenge C ⊆ A× B bzw. C ⊆ A× A des Kartesischen Produktes
der Eingabedatenquellen, deren Elemente als Match-Kandidaten bezeichnet werden. Dieser Schritt
hat die Eingrenzung potentieller Duplikate zum Ziel.
• Für jeden Match-Kandidaten c ∈ C wird im Anschluss eine paarweise Ähnlichkeitsberechnung durch-
geführt, wobei i. d. R. die Zeichenkettenähnlichkeiten verschiedener Attributwerte bestimmt werden.
Die berechneten Ähnlichkeitswerte werden i. d. R. auf das Intervall [0, 1] normalisiert, wobei 0 völlige
Unähnlichkeit und 1 totale Übereinstimmung ausdrückt. Die Anwendung von n Ähnlichkeitsfunktio-
nen erzeugt einen Ähnlichkeitsvektor s. Die Ausgabe des Matching-Schrittes besteht dementspre-
chend aus einer Menge von Tripeln der Form (a, b, s) mit (a, b) ∈ C und s ∈ [0, 1]n.
• Basierend auf den bestimmten Ähnlichkeitsvektoren wird anschließend eine Klassifikation der Match-
Kandidaten in Match oder Non-Match vorgenommen. Das Ergebnis des Klassifikationsschrittes besteht
üblicherweise nur aus der Menge M , also den Matches. M wird in der Literatur auch als Mapping
oder Match-Ergebnis bezeichnet. Die Menge der Non-Matches wird i. d. R. nicht zurückgegeben oder
gar materialisiert. Im Ein-Quellen-Fall kann M auch als eine Menge C = {C1, . . . , Cn} von Clustern
ausgedrückt werden, wobei alle k Datensätze des Clusters Ci = {ai,1, . . . , ai,k} dasselbe Realweltob-
jekt beschreiben. Die Clusterrepräsentation ist im Vergleich zur Tripelrepräsentation kompakter und
benötigt weniger Speicherplatz, allerdings können dabei die im Matching-Schritt berechneten Ähn-
lichkeiten im Gegensatz zur Tripelrepräsentation nicht erhalten werden. Deswegen ist eine Ableitung
der Cluster aus der Tripelrepräsentation möglich, was umgekehrt nicht der Fall ist. Ein Vorteil der
Tripelrepräsentation ist die Möglichkeit, das Match-Ergebnis im Nachgang mit weiteren, auf eine
andere Art und Weise berechneten, Match-Ergebnissen kombinieren zu können.
• Ein typischer Nachverarbeitungsschritt für den Ein-Quellen-Fall ist die Berechnung der transitiven
Hülle des Match-Ergebnisses. Zur Quantifizierung der Güte des Ergebnisses eines Entity Resolution-
Prozesses vergleicht man die ermittelte Duplikatmenge mit einem sogenannten, i. d. R. manuell er-
stellten, perfekten Match-Ergebnis und bestimmt die Maße Precision und Recall.
2.2.1 Vorverarbeitung
Ziel dieses Schrittes ist es, eine einheitliche Struktur der Datensätze sowie ein einheitliches Format der
im Verlaufe des Entity Resolution-Prozesses verwendeten Attribute zu garantieren. Typische Beispiele
sind die Konvertierung von Zahlen und Datumsformaten in ein einheitliches Format, die Korrektur von
Tippfehlern und das Ersetzen von Abkürzungen durch entsprechende Langformen (z. B. mithilfe von
Wörterbüchern) [51]. In einigen Anwendungsfällen ist die Extraktion einzelner Bestandteile eines At-
tributwertes (z. B. Straße, Hausnummer, PLZ, Ort bei Adressfeldern oder Name, Vorname bei Personen-
namen) sowie deren Aufteilung auf verschiedene Attribute hilfreich [111]. Auch das Entfernen von sehr
häufig vorkommenden sogenannten Stoppwörtern [248], die kaum eine Relevanz für die Beschreibung
eines Datensatzes haben, kann für manche Szenarien sinnvoll sein. Eine weitere Operation im Rahmen
der Vorverarbeitung ist das Entfernen oder Ersetzen von bestimmten Zeichen wie Punkten, Bindestri-
chen, Kommata, aufeinanderfolgenden Whitespaces, Anführungsstrichen und Satzzeichen. Üblicher-
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weise wird zusätzlich eine Konvertierung der Attributwerte in die Kleinschreibweise vorgenommen.
Diese beiden Schritte dienen hauptsächlich dazu, eine Robustheit der später folgenden Ähnlichkeitsbe-
rechnung gegenüber kleineren Abweichungen zu gewährleisten [139]. Da die Ähnlichkeitsberechnung
für jedes Kandidatenpaar durchzuführen ist, versprechen einfache algorithmische Optimierungen wie
z. B. eine Konvertierung von Zeichenketten in numerische Werte oftmals eine erhebliche Beschleuni-
gung. Um z. B. die Ähnlichkeit dice(A, B) = 2|A∩B||A|+|B| zweier Token-Mengen A und B zu bestimmen, sind die
tatsächlich in A und B enthaltenen Zeichenketten nicht von Interesse. Eine in solchen Fällen häufig vor-
genommene Optimierung ist die Erstellung einer Liste aller Token und die Ersetzung jedes Elementes
aus A und B durch den Index des jeweiligen Tokens in der Tokenliste [101, 250]. Das Kalkül dahinter ist,
dass die Überprüfung, ob zwei Integer-Werte übereinstimmen, wesentlich effizienter ist, als zu prüfen,
ob zwei Zeichenketten einander entsprechen.
2.2.2 Blocking
Zur Identifikation von Duplikaten werden Datensätze paarweise miteinander verglichen. Für zwei Da-
tenquellen A und B erfordert dies |A| · |B| Paarvergleiche. Zur Deduplizierung einer einzelnen Daten-
quelle A müssen 12 · |A| · (|A| − 1) Paare miteinander verglichen werden. Die Anzahl der benötigten
Paarvergleiche ist in beiden Fällen quadratisch zur Anzahl der Eingabedatensätze. Zudem sind die pro
Vergleich verwendeten Ähnlichkeitsfunktionen (siehe Abschnitt 2.2.3) selbst rechenintensive Opera-
tionen. Es ist offensichtlich, dass die Evaluation des Kartesischen Produktes nicht für große Daten-
quellen skaliert. Dies wurde eindrucksvoll durch eine Studie belegt [140], in der Laufzeiten verschie-
dener Entity Resolution-Ansätze von über 70 Stunden für die Lösung eines vergleichsweise kleinen
Entity Resolution-Problems (ohne Parallelisierung) beobachtet wurden. Zur Effizienzsteigerung kom-
men sogenannte Blocking-Verfahren zum Einsatz. Diese haben zum Ziel, den Großteil der non-matches
von der teuren Ähnlichkeitsberechnung auszuschließen ohne dabei fälschlicherweise tatsächliche Mat-
ches aus der Menge der verbleibenden Kandidatenpaare zu entfernen. Der Blocking-Schritt definiert
also eine Menge von Match-Kandidaten, die in den nachfolgenden Schritten verifiziert werden. Die
Güte eines Blocking-Verfahrens wird durch zwei Kennzahlen beschrieben. Die Effizienz eines Blocking-
Verfahrens wird durch die Reduction Ratio ausgedrückt, welche die Reduktion der zu vergleichenden
Paare im Vergleich zur Auswertung des Kartesischen Produktes quantifiziert. Die Pairs Completeness
beschreibt den Anteil der tatsächlichen Duplikate, die nach dem Blocking in der Kandidatenmenge ver-
bleiben, und quantifiziert damit die Qualität eines Blocking-Verfahrens. In der Literatur bezeichnet man
Blocking auch als Indexing [51].
Während des Blockings erfolgt entweder eine Gruppierung oder eine Sortierung der vorverarbeiteten
Datensätze. In beiden Fällen hat dies ein Clustering ähnlicher Datensätze zum Ziel. Da sich potentielle
Duplikate eines einzelnen Datensatzes anschließend in dessen “Nähe” befinden, können Vergleiche mit
weit entfernten (unähnlichen) Datensätze eingespart werden [178]. Die Gruppierung bzw. Sortierung
erfolgt auf Basis sogenannter Block- bzw. Sortierschlüssel, die von den Attributwerten der Datensätze
abgeleitet und leicht zu berechnen sind. Ein Schlüssel stellt dabei eine Signatur eines Datensatzes dar.
Ein Überblick über die populärsten Blocking-Techniken wird in [20] gegeben. Eine systematische Evalu-
ierung verschiedener Variationen mehrerer Blocking-Techniken bezüglich Effizienz und Skalierbarkeit
erfolgte in [50]. Im Folgenden wird ein Überblick über die bekanntesten Blocking-Techniken gegeben.
Standard Blocking ist das bekannteste und am längsten verwendete Blocking-Verfahren [81]. Je-
dem Datensatz wird dabei ein Blockschlüssel zugewiesen. Die Blockschlüssel dienen konzeptionell als
Schlüssel eines invertierten Indexes, der Datensätze anhand einer Signatur gruppiert. Eine Gruppe von
Datensätze desselben Blockschlüssels bezeichnet man als Block. In der Folge werden ausschließlich
Datensätze innerhalb eines Blocks miteinander verglichen. Zum Zwecke der Volkszählung wurde in
der Vergangenheit beispielsweise der Soundex-Algorithmus [188] auf Familiennamen angewendet, um
ähnlich klingende Namen mit einer identischen Zeichenfolge zu codieren (und zu gruppieren). Zur
Deduplizierung von Produktdatensätzen wäre es hingegen denkbar das Herstellerattribut eines jeden
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Abbildung 2.1: Beispielhafte Ausführung des Standard Blocking-Verfahrens.
Datensatzes als Blockschlüssel zu verwenden, um paarweise Vergleiche auf Produkte desselben Her-
stellers zu beschränken. Die Anzahl der verbleibenden Kandidatenpaare hängt von der Größe der ein-
zelnen Blöcke und damit von der Häufigkeitsverteilung der generierten Blockschlüssel ab. Somit kann
ohne eine Analyse der Datenquellen vorab keine Aussage über die Reduction Ratio getroffen werden.
Abbildung 2.1 illustriert das Standard Blocking-Verfahren für eine Datenquelle S bestehend aus neun
Datensätzen a−i. Zunächst wird für jeden Datensatz ein Blockschlüssel (hier 1, 2 oder 3) berechnet, an-
schließend wird die Ähnlichkeit aller Datensätze desselben Blocks berechnet. Bei der Generierung der
Blockschlüssel können fehlende oder fehlerhafte Werte der verwendeten Attribute dazu führen, dass
einander entsprechende Datensätze fälschlicherweise verschiedenen Blöcke zugewiesen und deswe-
gen nicht als Duplikate erkannt werden. Diesem Nachteil kann entgegengegengewirkt werden, indem
für einen Datensatz mehrere Blockschlüssel (z. B. unter Verwendung verschiedener Attribute und/oder
verschiedener Berechnungsvorschriften) bestimmt werden (Multi-pass Blocking).
Q-gram Indexing wurde zuerst in Form des Bigram Indexings [20] im Entity Resolution-Framework
Febrl [52] verwendet. Die grundlegende Idee besteht darin, im Gegensatz zum reinen Standard Blocking
auch Datensätze mit unterschiedlichen aber ähnlichen Blockschlüsseln miteinander zu vergleichen. Da-
zu wird ein Blockschlüssel in eine Liste L von q-Grammen überführt. Ein q-Gramm entspricht einem
Substring der Länge q des ursprünglichen Blockschlüssels. Beispielsweise würde mit q = 2 der Block-
schlüssel Apple in eine Liste L = [ap, pp, pl, le] zerlegt werden. Anschließend werden alle Sublisten von
L mit einer Länge zwischen max{1, bL.size() · tc} und L.size() generiert, wobei t ∈ [0, 1] ein nutzer-
definierter Parameter ist. Für das Beispiel und t = 0.9 werden demnach alle Sublisten von L der Länge
3 ([pp, pl, le], [ap, pl, le], [ap, pp, le], [ap, pp, pl]) sowie der Länge 4 ([ap, pp, pl, le]) bestimmt. Anschlie-
ßend werden die einzelnen q-Gramme einer jeden Subliste zu einem neuen Blockschlüssel verkettet.
Für den Beispieldatendatz würden also die Blockschlüssel ppplle, applle, appple, appppl und apppplle
generiert werden. Dies hat den Vorteil, dass er auch mit einem Datensatz verglichen werden würde,
dem ursprünglich der Blockschlüssel Aple (fehlender Buchstabe) oder Aplle (Tippfehler) zugewiesen
wurde. Der Nachteil dieser Methode ist der hohe Aufwand zur Berechnung aller möglichen Sublisten:
Da ein Blockschlüssel bestehend aus n Zeichen in k = n − q + 1 q-Gramme zerlegt wird, müssen für




Sublisten berechnet und zu neuen Blockschlüsseln verkettet
werden [50].
Suffix Array Indexing [5] ist ebenfalls ein Blocking-Verfahren, das aus dem ursprünglichen Block-
schlüssel eines Datensatzes mehrere neue Schlüssel ableitet und den Datensatz anhand dieser neu ge-
nerierten Schlüssel mehreren Blöcken zuweist. Die Grundidee ist, alle Suffixe des Ausgangsschlüssels
mit einer Mindestlänge von l zu bestimmen und jeden dieser Suffixe als neuen Blockschlüssel zu ver-
wenden. Ein Datensatz mit einem Blockschlüssel der Länge n wird demzufolge in n− l+1 verschiedene
Blöcke eingeordnet. Sollte die Länge des Ausgangsschlüssels kleiner als l sein, wird der Ausgangs-
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Abbildung 2.2: Beispielhafte Ausführung des Sorted Neighborhood-Verfahrens mit w = 3.
schlüssel als einziger Blockschlüssel verwendet. Für l = 3 würde ein Datensatz mit einem Ausgangs-
schlüssel Apple den Blöcken mit den Blockschlüsseln apple, pple und ple zugewiesen werden. Für kurze
Schlüssel ist zu erwarten, dass die entsprechenden Blöcke viele Datensätze enthalten und sehr vielen
Kandidatenpaare generieren. Zudem ist es wahrscheinlich, dass Duplikate auch einen weiteren (länge-
ren) gemeinsamen Blockschlüssel besitzen. Aus diesem Grund werden aus Blöcken, deren Größe einen
bestimmten Schwellwert überschreitet, alle Datensätze entfernt, die mindestens einen weiteren (län-
geren) Blockschlüssel haben. Gibt es beim Ein-Quellen-Fall n Blöcke der maximal erlaubten Größe s,
so stellt n · s·(s−1)2 eine obere Schranke für die Anzahl der generierten Kandidatenpaare dar [51]. Ge-
nau wie beim Q-gram Indexing ist die Anzahl der generierten Kandidatenpaare i. Allg. deutlich größer
als beim strikten Standard Blocking mit Verwendung eines einzelnen Blockschlüssels pro Datensatz.
Zudem ist es wahrscheinlich, dass zwei Datensätze unnötigerweise mehrfach (bezüglich verschiedener
Blockschlüssel) miteinander verglichen werden, was Techniken zur Vermeidung redundanter Paarver-
gleiche erfordert. Diesen Nachtteilen steht jedoch eine höhere Pairs Completeness gegenüber, da die
Wahrscheinlichkeit für die Eliminierung von tatsächlichen Duplikaten durch den Blocking-Schritt, auf-
grund der Zuweisung eines Datensatz zu mehreren Blöcken, geringer ist. Im Vergleich zum Q-gram
Indexing ist der Aufwand zur Berechnung aller Blockschlüssel deutlich geringer, allerdings erschwert
die Notwendigkeit des Vorhandenseins von globalem Wissen (Gesamtanzahl von Datensätzen eines
Blocks) eine verteilte Implementierung.
Sorted Neighborhood wurde 1995 zur effizienten Erkennung von Duplikaten in Datenbanktabellen
vorgeschlagen [104]. Es handelt sich um ein Blocking-Verfahren, das Datensätze nicht in Blöcke parti-
tioniert, sondern Datensätze anhand eines Sortierschlüssels sortiert, um ähnliche Datensätze “nah bei-
einander” anzuordnen. Analog zu den vorab vorgestellten Verfahren, wird für jeden Datensatz zunächst
ein Schlüssel generiert. Nach der Sortierung aller n Datensätze bezüglich dieser Schlüssel wird ein Fens-
ter der Größe w ∈ [2, n] schrittweise über die Liste der sortierten Datensätze bewegt. Abbildung 2.2
illustriert das Sorted Neighborhood-Verfahren für eine Datenquelle S (Datenquelle und Blockschlüs-
sel analog zu Abbildung 2.1). Die Datensätze werden zunächst anhand ihrer Blockschlüssel sortiert.
Das Fenster der Größe w = 3 umfasst initial die Datensätze a, d, b und wird anschließend schrittweise
um eine Position weitergeschoben. Insgesamt gibt es n − w + 1 verschiedene Fensterpositionen. Für
die ersten n− w Fensterpositionen wird der jeweils erste Datensatz mit den w− 1 nachfolgenden Da-
tensätzen verglichen. Im letzten Schritt werden alle w Datensätze miteinander verglichen. Durch diese
Berechnungsvorschrift wird jeder Datensatz genau einmal mit den w−1 vorherigen und den w−1 nach-
folgenden Datensätzen verglichen. Insgesamt ergeben sich durch das Sorted Neighborhood-Verfahren
(n − w2 ) · (w − 1) Paarvergleiche. Im Vergleich zur Evaluierung des Kartesischen Produktes wird die
Gesamtkomplexität von O(n2) auf O(n) + O(n · log n) + O(n · w) für die Blockschlüsselbestimmung,
die Sortierung und die Ähnlichkeitsberechnung reduziert. Das Sorted Neighborhood-Verfahren eignet
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sich hauptsächlich zur Deduplizierung einer einzelnen Datenquelle. Sollen Duplikate zwischen zwei
Datenquellen erkannt werden, sind die sortierten Datensätze beider Datenquellen zu mischen. Dies
kann jedoch dazu führen, dass sich innerhalb eines Fensters vorrangig Datensätze derselben Quelle
befinden, die nicht miteinander verglichen werden sollen, und dafür ähnliche Datensätze verschiede-
ner Quellen zu weit auseinander liegen. Der Vorteil des Sorted Neighborhood-Verfahrens gegenüber
den vorigen Blocking-Techniken ist, dass die Anzahl der Kandidatenpaare alleinig von der Anzahl der
Datensätze sowie der verwendeten Fenstergröße und nicht von der Häufigkeitsverteilung der Schlüsse-
lattributwerte abhängt. Im Gegensatz zum Q-gram Indexing und Suffix Array Indexing sind die Präfixe
der verwendeten Schlüssel beim Sorted Neighborhood-Verfahren von entscheidender Bedeutung. Zwei
Duplikate, deren Blockschlüssel sich (z. B. aufgrund eines Tippfehlers) lediglich im ersten Zeichen un-
terscheiden, werden nicht als Duplikate erkannt, wenn sich dazwischen w − 1 oder mehr Datensätze
befinden.
In einer weiteren Studie [105] zeigten dieselben Autoren, dass eine mehrfache Ausführung des Basis-
verfahrens unter Verwendung verschiedener Sortierschlüssel (abgeleitet von verschiedenen Attributen)
eine Erhöhung der Pairs Completeness verspricht. Parallel dazu kann die ursprüngliche verwendete Fens-
tergröße w und damit die Anzahl der Kandidatenpaare deutlich verringert werden ohne nennenswerte
Qualitätseinbußen hinnehmen zu müssen. Ein solcher Multi-Pass-Ansatz ist insbesondere ratsam, um
die Anfälligkeit gegenüber Fehlern in den Sortierschlüsselpräfixen zu verringern. Auch eine nachgela-
gerte Berechnung der transitiven Hülle aller gefundenen Paare kann die Verwendung einer kleineren
Fenstergröße ohne wesentliche Verringerung der resultierenden Pairs Completeness erlauben [176].
Sowohl bei der klassischen Variante als auch beim Multi-Pass-Verfahren besteht das Problem, dass die
Fenstergröße w größer als die Anzahl der Datensätze mit dem am häufigsten auftretenden Sortier-
schlüssel k sein sollte: Für n Datensätze mit dem Sortierschlüssel k muss w = n+ m gelten, damit der
erste Datensatz sowohl mit den n−1 übrigen Datensätzen mit dem Schlüssel k, als auch mit den ersten
m Datensätzen des nachfolgenden Sortierschlüssels verglichen wird. Die Ausrichtung der Fenstergröße
anhand des am häufigsten auftretenden Sortierschlüssels kann jedoch dazu führen, dass Datensätze ei-
nes selten auftretenden Sortierschlüssels unnötigerweise mit “weit entfernten” Datensätzen verglichen
werden. Aus diesem Grund wurde in [50] eine Anpassung des ursprünglichen Sorted Neighborhood-
Algorithmus vorgeschlagen. Ähnlich wie beim Standard Blocking wird zunächst ein invertierter Index
aufgebaut, der jedoch als sortierte Hashtabelle realisiert ist. Für jeden Sortierschlüssel wird dabei die
Menge aller Datensätze, die diesen Schlüssel aufweisen, als Liste abgespeichert. Anschließend wird das
Fenster der Größe w über die sortierten Schlüssel der Hashtabelle bewegt. In jedem Schritt werden dabei
die Datensätze aller Sortierschlüssel, die sich innerhalb des Fensters befinden, miteinander verglichen.
Wie beim Standardverfahren werden dabei zwei Datensätze maximal einmal miteinander verglichen.
Für w = 1 entspricht diese Variante dem Standard Blocking. Der Nachteil dieser Variante gegenüber
dem klassischen Sorted Neighborhood ist, dass (analog zum Standard Blocking, Q-gram Indexing und
Suffix Array Indexing) der am häufigsten vorkommende Schlüssel die Anzahl der generierten Kandida-
tenpaare und damit die benötigte Zeit zur Ähnlichkeitsberechnung dominiert [50].
Das Sorted Blocks-Verfahren [70, 72] verfolgt eine ähnliche Idee. Es strebt eine Verallgemeinerung von
Windowing- und klassischen Blocking-Verfahren an. Wie beim Sorted Neighborhood werden Datensät-
ze zunächst anhand eines Sortierschlüssels sortiert. Anschließend erfolgt eine Gruppierung adjazenter
Datensätze in disjunkte Partitionen. Die Partitionierung erfolgt auf Basis derselben Attribute, die zur
Sortierung verwendet werden, die Autoren schlagen die Verwendung von Sortierschlüsselpräfixen vor.
Analog zum Standard Blocking werden alle Datensätze einer Partition miteinander verglichen. Zusätz-
lich wird ein Fenster mit einer festen Größe über die Partitionsgrenzen geschoben, um die Erkennung
von Duplikaten mit ähnlichen Sortierschlüsseln zu ermöglichen, die verschiedenen Partitionen zuge-
wiesen wurden: Umfasst die i-te Partition n Datensätze, so wird das Fenster der Größe w beginnend
vom max{1, n − w + 1}-ten Datensatz dieser Partition in w − 2 Schritten um jeweils eine Position in
Sortierreihenfolge verschoben. In jedem Schritt wird der erste Datensatz des Fensters, gehörend zur
Partition i, mit allen anderen Datensätzen innerhalb des Fensters verglichen, die einer anderen Partiti-
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on j > i angehören. Dieses Vorgehen wird rekursiv für die Nachfolgepartitionen fortgesetzt. Für w = 0
entspricht das Verfahren dem Standard Blocking. Umfasst jede Partition nur einen Datensatz entspricht
das Verfahren dem klassischen Sorted Neighborhood. Um zu vermeiden, dass die größte Partition die
Berechnungszeit dominiert, wird u. a. die Aufteilung von Partitionen mit einer Größe oberhalb eines
Schwellwertes in Subpartitionen vorgeschlagen.
Adaptive Sorted Neighborhood ist ein dritter Ansatz [253], um das Problem der Wahl einer optima-
len Fenstergröße zu lösen. Hierbei wird das Fenster solange vergrößert bis der erste und der letzte
Sortierschlüssel innerhalb des Fensters eine gewisse Mindestähnlichkeit bezüglich eines einfach zu be-
rechnenden Ähnlichkeitsmaßes unterschreiten. Nach dem Vergleich aller enthaltenen Datensätze wird
das Fenster auf die Ausgangsgröße zurückgesetzt und an die Position des Datensatzes verschoben, der
zum Abbruch der Fenstervergrößerung führte. In [73] konnten jedoch, u. a. aufgrund des zusätzlichen
Aufwandes zur Schlüsselähnlichkeitsberechnung keine wesentlichen Verbesserungen dieses Ansatzes
gegenüber der klassischen Strategie beobachtet werden. Stattdessen schlugen die Autoren vor, die Fens-
tergröße beginnend von w = 2 solange zu erhöhen bis die Anzahl der durchschnittlich pro Vergleich
gefundenen Duplikate einen Mindestschwellwert unterschreitet. In der Basisvariante dieses Ansatzes
wird das Fenster dabei um jeweils einen Datensatz erweitert. In einer zweite Variante wird das Fens-
ter nach jedem gefundenen Duplikat um w − 1 (“momentane Größe minus 1”) Datensätze erweitert.
Werden dabei zwei Paare (a, b) und (a, c) als Duplikate identifiziert, wird das Paar (b, c) ebenso zum
Match-Ergebnis hinzugefügt. Dieser Schritt erlaubt es, in der Folge Vergleiche des Datensatzes b mit
den nachfolgenden w− 1 Datensätzen einzusparen.
Canopy Clustering verfolgt die Idee, Datensätze mithilfe einer einfach zu berechnenden Abstands-
funktion in überlappende Cluster zu partitionieren, die als Canopies bezeichnet werden [57, 162].
Jedes Cluster entspricht einem Block, dessen Datensätze miteinander zu vergleichen sind. Zur Clus-
tergenerierung wird aus der Menge der Datensätze (Kandidatenliste) zufällig ein Zentroid eines neuen
Clusters gewählt. Anschließend werden dem Cluster alle Datensätze zugewiesen, deren Abstand zum
Zentroiden einen Schwellwert d1 nicht überschreiten. Zusätzlich werden alle Datensätze dieses Clusters
deren Abstand zum Zentroiden unterhalb eines weiteren Schwellwertes d2 < d1 liegen, aus der Kandi-
datenliste entfernt, um deren Zuordnung zu einem anderen Cluster zu verhindern. Dieser Algorithmus
wird solange fortgesetzt bis die Kandidatenliste leer ist. Die Anzahl der generierten Kandidatenpaare
hängt von den beiden Schwellwerten, der verwendeten Distanzfunktion sowie der Werteverteilung der
zur Abstandsberechnung verwendeten Attribute ab. Eine Erweiterung zur Begrenzung der Anzahl der
Kandidatenpaare wurde in [50] vorgeschlagen.
Mapping-basiertes Blocking bildet Datensätze anhand von Blockschlüsseln in einen mehrdimensio-
nalen Euklidischen Raum einer vorgegeben Dimensionalität ab [121]. Die Abbildung ist distanzerhal-
tend und erfolgt auf Basis verschiedener Erweiterungen des FastMap-Algorithmus [3, 79, 114]. Dieses
Verfahren erfordern die Verwendung metrischer Abstandsmaße wie z. B. die Levenshtein-Distanz. Die
Bildmenge wird anschließend, ähnlich wie beim Canopy Clustering, in eine Menge von überlappenden
Blöcken geclustert. Auch im Bereich der Link Discovery wurden Verfahren entwickelt, die einen mehr-
dimensionalen Index generieren um alle Datensatzpaare, deren Abstand unterhalb eines vorgegebenen
Schwellwertes liegt, effizient zu bestimmen [119, 181].
Die Art und Weise der Schlüsselgenerierung hat einen entscheidenden Einfluss auf die resultierende Effi-
zienz und Qualität eines Entity Resolution-Workflows. Ist das Blocking-Kriterium zu “scharf” (z. B. voll-
ständige Übereinstimmung eines Attributwertes) werden Duplikate möglicherweise nicht erkannt. Ist
das Kriterium jedoch zu “lax” entstehen große Cluster, die zu einer hohen Anzahl an Match-Kandidaten
führen und die Effizienz des Blocking-Verfahrens verringern. Bei der Auswahl der verwendeten Attribute
ist insbesondere die Anzahl von Datensätze mit nicht-leeren Attributwerten sowie die Häufigkeitsver-
teilung der Attributwerte zu berücksichtigen [50]. Regeln zur Blockschlüsselgenerierung werden meist
von Domänenexperten aufgestellt, die die Charakteristika der verwendeten Attribute kennen. Alternativ
können Blockschlüssel auch automatisch durch maschinelle Lernverfahren erzeugt werden [27, 169].
Auf Basis von manuell gelabelten Trainingsdaten werden dabei sowohl die zu verwendenden Attribute
24
Kapitel 2 – Verwandte Arbeiten
Verfahren Ansatz/Grundidee
Vergleich von Datensätzen mit
unterschiedlichen Ausgangs-






















Abbildung der Datensätze in
mehrdimensionalen Eukli-












Tabelle 2.1: Übersicht der vorgestellten Blocking-Verfahren zur Definition von Match-Kandidaten.
als auch Bildungsvorschriften für Blockschlüssel gelernt.
Tabelle 2.1 gibt einen zusammenfassenden Überblick über die vorgestellten Blocking-Verfahren. Die
wichtigsten und am häufigsten eingesetzten Verfahren sind das Standard Blocking sowie das Sorted Neighborhood-
Verfahren. Aus diesem Grund beschränkt sich die Arbeit im weiteren Verlauf auf die effiziente
MapReduce-Parallelisierung dieser beiden Basisverfahren, aus denen sich weiteren Verfahren, wie das
Q-gram Indexing, das Suffix Array Indexing und das Sorted Blocks-Verfahren ableiten lassen.
2.2.3 Ähnlichkeitsberechnung
Nach der Ermittlung der Match-Kandidaten im Blocking-Schritt erfolgt eine paarweise Ähnlichkeits-
berechnung. Um die Ähnlichkeit zweier Datensätze zu quantifizieren, werden i. Allg. mehrere Ähn-
lichlichkeitsfunktionen auf Attributwerte der Datensätze angewendet. Neben den Attributwerten kön-
nen auch Kontextinformationen der Datensätze, z. B. unter Ausnutzung der referenziellen Integrität
in Datenbanksystemen zur Ähnlichkeitsbestimmung herangezogen werden. Statt Ähnlichkeitsfunktio-
nen können auch Abstandsmaße verwendet werden; die errechneten Abstände müssen anschließend
in Ähnlichkeitswerte umgewandelt werden [100].
Field Matching [172] ist ein Oberbegriff für Verfahren, die die Ähnlichkeit von Datensätzen alleinig aus
der Ähnlichkeit von deren Attributwerten ableiten. Neben der Verwendung spezieller Ähnlichkeitsfunk-
tionen, z. B. für Geokoordinaten, Zeitstempeln oder numerische Werte kommen dabei v. a. Zeichenket-
tenähnlichkeitsmaße zum Einsatz. Für viele Maße gibt es frei verfügbare Implementierungen, z. B. im
Rahmen des SimMetrics6 oder des SecondString7-Projektes. Ein Vergleich verschiedener Zeichenketten-
ähnlichkeitsmaße wurde in [56] und [177] durchgeführt. Die bestehenden Ähnlichkeitsmaße gliedern
sich grob in editierdistanzbasierte und tokenbasierte Verfahren. Maße der ersten Gruppe bestimmen die
benötigte Anzahl an Änderungsoperationen, um eine Zeichenkette in eine andere zu konvertieren und
überführen den ermittelten Abstand in eine Zeichenkettenähnlichkeit. Bekannte Verfahren umfassen
die Levenshtein-Distanz [152], die Jaro-Winkler-Distanz [244], die Smith-Waterman-Distanz [172, 221]
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Tokenbasierte Maße zerlegen die zu vergleichenden Zeichenketten in Tokenmengen8 und berechnen
anschließend deren Ähnlichkeit. Die Zerlegung kann anhand von Leerräumen, bestimmten Zeichen
(z. B. Kommata) oder in q-Gramme erfolgen. Auch ein Entfernen von Stoppwörtern kann in diesem
Schritt sinnvoll sein. Der StandardAnalyzer des Lucene9-Projektes ist eine beliebter Tokenizer, der Zei-
chenketten, unter Verwendung einer (erweiterbaren) komplexen Grammatik, in Wörter trennt. Zur Be-
stimmung der Ähnlichkeit zweier Tokenmengen existieren ebenfalls verschiedene Methoden. Sehr po-
pulär ist der Jaccard-Koeffizient, der die Größe der Schnittmenge mit der Größe der Vereinigungsmenge
in Verhältnis setzt. Ein ähnliches Maß ist der Dice-Koeffizient, der die Ähnlichkeit zweier Mengen A, B
mit 2 · (|A∩ B|)/(|A|+ |B|) definiert. Ein weiteres Beispiel ist die TF-IDF-Ähnlichkeit [210], welche ein
einzelnes Token zunächst anhand dessen Auftretenshäufigkeit in der gesamten Datenquelle sowie an-
hand der Auftretenshäufigkeit in den zu vergleichenden Tokenmengen wichtet. Zwei Tokenmengen A, B
werden in der Folge als Vektor eines |A∩B|-dimensionalen Vektorraumes dargestellt. Die Komponenten
eines Vektors entsprechen den TF-IDF-Gewichten der korrespondierenden Tokenmenge. Die Ähnlichkeit
zweier Tokenmengen ergibt sich aus dem Winkel zwischen beiden Vektoren. Die verschiedenen Maße
weisen eine unterschiedliche Eignung für bestimmte Attributtypen auf, beispielsweise eignen sich der
Soundex-Algorithmus oder die Jaro-Winkler-Distanz besonders zum Vergleich von Personennamen. In
[28, 30, 171] wurden Verfahren vorgeschlagen, die mithilfe maschineller Lernverfahren optimale Ähn-
lichkeitsmaße für die zu vergleichenden Attribute bestimmen sowie eine geeignete Parameterkonfi-
guration (z. B. Kosten für das Löschen, Ändern oder Einfügen eines Zeichens) der Ähnlichkeitsmaße
ermitteln.
Kontextbasierte Verfahren nutzen zur Ähnlichkeitsbestimmung neben den Attributwerten auch asso-
ziierte Daten, die mit den zu vergleichenden Datensätzen in Beziehung stehen. Ein einfacher Ansatz
ist das Hinzufügen von Attributen assoziierter Datensätze zu den Datensätzen der Primärquelle. Zu-
sätzlich zum Field Matching wurde in [9] die Ausnutzung von Dimensionshierarchien vorgeschlagen,
um Duplikate in Datawarehouses aufzuspüren. In [149, 167, 168] wurde eine semiautomatische An-
reicherung von Basisdatensätzen um Informationen aus Sekundärquellen, z. B. auf Basis anhand von
gelernten Assoziationsregeln, untersucht. Um relevante Kontextattribute zu finden, kommen dabei do-
mänenspezifische Konzepthierarchien zum Einsatz.
Zur Duplikaterkennung in hierarchischen Daten, wie z. B. XML, kann, ähnlich zum Schema Mat-
ching, neben den eigentlichen Knoteninformationen auch die vorhandene Struktur ausgenutzt werden
[39, 150, 239, 240]. Typische Ansätze beim Vergleich zweier Knoten sind die Einbeziehung der jewei-
ligen Vater- und Kindknoten. Zusätzlich kann die strukturelle Ähnlichkeit zweier Knoten, wie z. B. die
Ähnlichkeit der Pfade zur Wurzel des Dokumentes, zur Ähnlichkeitsbestimmung herangezogen werden.
Des Weiteren existieren Ansätze, die auf einer graphbasierten Darstellung der Datenquellen basieren
[24, 46, 68, 123]. Datensätze werden dabei als attributierte Knoten in einem Graph dargestellt; as-
soziierte Datensätze sind mittels Kanten verbunden. In [46] wird zunächst eine attributwertbasierte
Ähnlichkeitsberechnung vorgenommen, um die Menge möglicher Duplikatknoten einzugrenzen. An-
schließend wird durch den Vergleich assoziierter Knoten ermittelt, wie stark zwei Knoten zusammen-
hängen. Auf Basis der Attributähnlichkeiten und der Verbindungsstärke wird der Graph abschließend
in Cluster partitioniert, deren Knoten einander entsprechende Datensätze beschreiben. In [68] wird ein
Abhängigkeitsgraph verwendet, indem ein Knoten einen Match-Kandidaten repräsentiert. Eine Kante
zwischen zwei Knoten signalisiert, dass die Ähnlichkeitsberechnung zweier Datensätze von der Ähnlich-
keit eines anderen Kandidatenpaars (eines anderen Typs) abhängt. In einem iterativen Prozess werden
Knoten mittels Field Matching verglichen. Nach der Klassifikation eines Knotens als Duplikat wird diese
Information an die abhängigen Nachbarknoten weiterpropagiert. Wurden z. B. zwei Publikationen als
Duplikate erkannt, so können die assoziierten Autoren ebenfalls zusammengeführt werden. Die Ver-
wendung von Attributwertkollektionen als Knoten wurde in [220] vorgeschlagen. Werden zwei Knoten
als Duplikate erkannt, so kann die Entsprechung unterschiedlicher Attributwerte (bedingt durch eine
8 engl. token = Zeichen, Zeichenfolge
9 http://lucene.apache.org/core
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unterschiedliche Repräsentation derselben Information) im Graph propagiert werden, um dieses Wissen
zur Entdeckung weiterer Korrespondenzen zu nutzen. Diese Verfahren weichen vom klassischen Kon-
zept, Datensätze unabhängig voneinander zu vergleichen und zu klassifizieren, ab und gehen, aufgrund
des iterativen Charakters, typischerweise mit einem höheren Berechnungsaufwand einher [110, 207].
Das Entity Resolution-Framework MOMA [228] verfolgt einen Mapping10-basierten Ansatz und verwen-
det zwei verschiedene Mapping-Typen, um Beziehungen zwischen Datensätzen auszudrücken. Same-
Mappings beschreiben Korrespondenzen; Assoziations-Mappings drücken semantische Beziehungen
zwischen Datensätzen aus. Die Kombination und Komposition von Mappings erlaubt sowohl die Va-
lidierung ermittelter als auch die Entdeckung neuer Korrespondenzen. Für den Vergleich von Datensät-
zen mit sehr heterogenen Repräsentationen wird die Verwendung eines Neighborhood-Matchers vor-
geschlagen, der die Korrespondenz assoziierter Datensätze (z. B. Publikationen) ausnutzt, um zwei he-
terogene Datensätze (z. B. Konferenzen) miteinander zu verknüpfen.
2.2.4 Klassifikation
Nach Bestimmung potentieller Duplikate und dem Vergleich der Kandidatenpaare muss die Menge der
Duplikate bestimmt werden. Die geschieht auf Basis der berechneten Ähnlichkeitsvektoren.
Wahrscheinlichkeitsbasierte Verfahren zur Klassifikation haben ihren Ursprung in der grundstein-
legenden Arbeit von Felligi und Sunter [81]. Diese Methode geht von Ähnlichkeitsvektoren mit bi-
nären Ähnlichkeitswerten (0 =unterschiedliche Werte, 1 =Übereinstimmung) aus und basiert auf der
Annahme, dass keine Abhängigkeiten zwischen den zur Ähnlichkeitsberechnung herangezogenen At-
tributen bestehen. Sei mi die bedingte Wahrscheinlichkeit, dass ein Kandidatenpaar im i-ten Attribut
übereinstimmt, wenn bekannt ist, dass die Datensätze tatsächlich Duplikate sind, und ui die Wahr-
scheinlichkeit, dass die Werte des i-ten Attributes übereinstimmen, obwohl das Kandidatenpaar kein
Duplikat ist. Für jedes Attribut wird anschließend ein Gewicht wi bestimmt. Bei Übereinstimmung der
Attributwerte beträgt wi = log2(mi/ui), sonst gilt wi = log2((1 − mi)/(1 − ui)). In der Folge werden
Schwellwerte angesetzt, um die Menge der Duplikate zu selektieren. Das Hauptproblem dieser Methode
ist die Bestimmung der Wahrscheinlichkeiten mi und ui; eine Beschreibung möglicher Ansätze findet
sich in [111]. Der Basisansatz wurde in mehreren Arbeiten erweitert, die u. a. die Verwendung nor-
malisierter Ähnlichkeitsvektoren, die Einbeziehung der Häufigkeitsverteilung von Attributwerten und
eine Berücksichtigung von Abhängigkeiten zwischen den Attributen zum Forschungsgegenstand haben
[198, 244, 246, 247].
Schwellwertbasierte Verfahren aggregieren die Komponenten eines Ähnlichkeitsvektors (s1, ..., sn),
z. B. durch Berechnung einer einfachen oder gewichteten Summe in eine Gesamtähnlichkeit. Die Filte-
rung der Duplikate erfolgt durch Ansetzen eines Schwellwertes für die aggregierte Gesamtähnlichkeit.
In [51] wird die Verwendung zweier Schwellwerte diskutiert. Neben den sicheren Duplikaten wird
dabei eine Menge wahrscheinlicher Duplikate generiert, die manuell klassifiziert werden müssen.
Regelbasierte Verfahren treffen die Match-Entscheidung anhand sogenannter Matching-Regeln. Eine
Regel hat die Form einer konjunktiven oder disjunktiven Normalform und definiert eine Bedingung
(z. B. Ähnlichkeit der Publikationstitel > 0.9 und im selben Jahr veröffentlicht und übereinstimmende
Konferenz⇒ Match), die von einem Match-Kandidaten erfüllt sein muss, um als Duplikat klassifiziert
zu werden (siehe z. B. [55, 100, 104, 158]). Die Aufstellung dieser Regeln erfolgt manuell durch Domä-
nenexperten. Dies ist ein aufwändiger iterativer Prozess, bei dem nach manueller Beurteilung der resul-
tierenden Duplikate die Regeln schrittweise verfeinert werden müssen [51]. In [66, 217] wurde vorge-
schlagen, regelbasierte Verfahren um zusätzliche Constraints anzureichern. Diese prüfen, unabhängig
von der Ähnlichkeitsberechnung, die Einhaltung domänenspezifischer Integritätsbedingungen und die-
nen der abschließenden Validierung klassifizierter Duplikate. Ein ähnlicher Ansatz ist die Verwendung
10 engl. mapping = Zuordnung
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sogenannter negativer Regeln zur Eliminierung inkonsistenter Matches aus dem Match-Ergebnis [241].
Mit ihnen werden Bedingungen modelliert, die für kein Duplikat im finalen Match-Ergebnis erfüllt sein
dürfen.
In den vergangenen Jahren wurden viele Ansätze zur Beschleunigung sogenannter (Set) Similarity
Joins veröffentlicht [12, 97, 166, 209, 212, 215, 237, 249, 250]. Ausgehend von zwei Objektmengen
A, B berechnen Similarity Joins alle Paare (a, b) ∈ A× B mit sim(a, b)≥ t bzw. dist(a, b)≤ d. Sie sind
auf ein konkretes Ähnlichkeitsmaß (oder eine Klasse von Ähnlichkeitsmaßen) zugeschnitten und nut-
zen dessen Eigenschaften, um mithilfe verschiedener Filtertechniken alle Datensatzpaare, für die die
Suchbedingung nicht gilt, zu eliminieren. Im Kontext der Entity Resolution können solche Verfahren
beispielsweise verwendet werden, um die Menge aller Datensatzpaare (eines Blocks), deren Attribut-
werte eine bestimmte Mindestähnlichkeit aufweisen, zu bestimmen.
Maschinelle Lernverfahren können ebenfalls zur Klassifikation der Kandidatenpaare verwendet wer-
den. Dabei kommen vorrangig überwachte Lernverfahren zum Einsatz, die auf Basis der Ähnlichkeits-
vektoren manuell gelabelter Trainingsdaten ein Klassifikationsmodell generieren, welches anschließend
auf die (in derselben Art und Weise ermittelten) Ähnlichkeitsvektoren der ungelabelten Kandidatenpaa-
re angewendet wird. Aus dem Forschungsbereich des Data Minings sind verschiedene Algorithmen zum
Lernen von Klassifikatoren bekannt; im Bereich der Entity Resolution sind Entscheidungsbäume (siehe
z. B. [100]) und Support Vector Machines (SVM) (siehe [48]) sehr populär (z. B. [28, 53, 76]). Eine
vergleichende Untersuchung verschiedener Entity Resolution-Frameworks mit Angabe der jeweils un-
terstützten Lernverfahren findet sich in [138]. Eine wichtige Fragestellung bei der Verwendung von
maschinellen Lernverfahren ist, wie die manuell zu labelnden Trainingsdaten ausgewählt werden. In
[137] wurde untersucht, was ein sinnvoller Mindestähnlichkeitsschwellwertes für Trainingsdaten ist
und welchen Einfluß der Anteil der Duplikate/Nicht-Duplikate sowie die Anzahl der Trainingsdaten
auf die Qualität der erzielten Match-Ergebnisse haben. Ein Vergleich verschiedener Lernverfahren und
Methoden zur automatischen Auswahl von Trainingsdaten für unsaubere Webdaten erfolgte in [141].
Da der manuelle Aufwand zur Aufstellung optimaler Matching-Regeln sehr hoch ist, bietet sich die
Verwendung maschineller Lernverfahren insbesondere an, wenn zur Ähnlichkeitsberechnung mehre-
re Attribute und Ähnlichkeitsmaße verwendet wurden. Um die Präzision des Klassifikationsschrittes
weiter zu verbessern, wurde in [257] die Kombination der Ergebnisse mehrerer voneinander unabhän-
giger Lernverfahren untersucht. Mit der gleichen Motivation wurde in [146] die Partitionierung der
Kandidatenpaare in Klassen untersucht, welche die Häufigkeitsverteilung der verglichenen Attribut-
werte widerspiegeln (z. B. “ungewöhnliche, gewöhnliche, und häufig auftretende Personennamen”).
Anschließend wird für jede Klasse ein eigenes Modell gelernt und zur Klassifikation verwendet. Dem
liegt die Annahme zugrunde, dass eine beinahe Übereinstimmung selten auftretender Attributwerte
auf ein Duplikat hindeutet, wohingegen eine hohe Ähnlichkeit häufig auftretender Attributwerte kein
sicheres Klassifikationskriterium darstellt.
Active Learning beschreibt eine Vorgehensweise, die ebenfalls auf maschinellem Lernen basiert, jedoch
im Vergleich zu den im vorigen Abschnitt beschriebenen Verfahren mit wesentlich weniger Trainings-
daten auskommt. Ziel dieser Verfahren ist die Reduzierung des manuellen Aufwandes zur Selektion
und Klassifikation von Trainingsdaten. Verfahren des Aktiven Lernens verwenden eine kleine Menge
von Trainingsdaten, um ein initiales Klassifikationsmodell zu generieren, welches in einem iterativen
Prozess schrittweise durch Nutzerfeedback verfeinert wird. Das initiale Modell nimmt dazu eine erste
Trennung von Duplikaten und Nicht-Duplikaten vor. Anschließend werden dem Nutzer die Kandida-
tenpaare, die “am schwierigsten zu klassifizieren waren” zur manuellen Klassifikation vorgelegt. Bei
Verwendung einer SVM wären dies beispielsweise die Kandidatenpaare, deren Ähnlichkeitsvektorab-
bilder im höherdimensionalen Raum den geringsten Abstand zur trennenden Hyperebene haben. Im
Anschluss daran werden diese Paare zur initialen Trainingsmenge hinzugefügt und das Modell wird
angepasst oder neu gelernt. Dieser Prozess wird solange wiederholt bis ein Stoppkriterium, wie z. B.
eine Mindestqualität des generierten Modells bezüglich der Testdaten, erreicht ist. Techniken des Akti-
ven Lernens wurden u. a. im Rahmen der Entity Resolution-Frameworks ALIAS [211] und Active Atlas
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[226, 227] sowie in [13, 58] verwendet. Auch im Bereich der Link Discovery wird Active Learning ein-
gesetzt, um mit geringem manuellem Aufwand qualitativ hochwertige Link Spezifikationen zu erzeugen
[184, 185, 186].
2.2.5 Nachverarbeitung
Die Berechnung der transitive Hüllen und Clustering sind Nachverarbeitungsschritte zur Korrektur
des Match-Ergebnisses. Im Folgenden wird von einer Datenquelle und der klassischen Vorgehensweise,
Match-Kandidaten unabhängig voneinander zu vergleichen und zu klassifizieren, ausgegangen. Auf Me-
thoden, die auf einer “Ähnlichkeitsberechnung im Kollektiv” in Kombination mit Clustering-Techniken
basieren, wurde bereits im Abschnitt 2.2.4 eingegangen. Einzige Eingabe ist die Menge der klassifizier-
ten Duplikate, die als Kanten eines ungerichteten Graphen interpretiert werden.
Die Berechnung der transitiven Hülle dient zur Beseitigung von Kontradiktionen in der Menge der klas-
sifizierten Duplikate. Die Paare (a, b) und (b, c) im Match-Ergebnis sagen aus, dass sowohl a und b als
auch b und c dasselbe Realweltobjekt repräsentieren. Trifft dies tatsächlich zu, so ist wegen der Tran-
sitivität der Gleichheitsrelation das Paar (b, c), selbst wenn es nicht nicht im Match-Ergebnis enthalten
ist, ebenfalls als Duplikat zu klassifizieren. Die ursprüngliche Einordnung von (b, c) in die Non-Matches
kann beispielsweise durch den Blocking-Schritt verursacht sein. Da die Klassifikation jedoch auf einer
Ähnlichkeitsberechnung beruht, kann bei den generierten Duplikaten i. Allg. nicht von einer Gleichheit
ausgegangen werden. Der transitive Schluss (insbesondere über mehrere Stufen hinweg) kann deswe-
gen Datensätze verbinden, die nicht dasselbe Objekt beschreiben. Dies ist dadurch bedingt, dass nicht
alle Ähnlichkeitsmetriken die Dreiecksungleichung erfüllen [176]. Ein möglicher Ansatz zur Behebung
dieses Problems ist die Entfernung der Kante mit der niedrigsten Ähnlichkeit in jeder zusammenhän-
genden Komponente. Dies wird rekursiv fortgesetzt bis eine maximale Pfadlänge unterschritten wird
oder die niedrigste Ähnlichkeit einen Mindestwert überschreitet [176].
Eine Clustering-basierte Strategie zur Auflösung großer zusammenhängender Komponenten wurde in
[102] vorgeschlagen. Der Algorithmus verwendet Kantengewichte, welche den aggregierten Ähnlich-
keiten der verbundenen Datensätze entsprechen. Für jede zusammenhängende Komponente werden
dabei mehrere Zentroiden bestimmt. Anschließend wird jeder Knoten dem Zentroiden zugeordnet, zu
dem er die geringste Entfernung aufweist. Dazu werden die Kanten einer zusammenhängenden Kom-
ponente absteigend nach Ähnlichkeit sortiert und nacheinander verarbeitet. Ein Knoten der ersten ver-
arbeiteten Kante wird als Zentroid eines neuen Clusters bestimmt; der zweite Knoten wird ebenfalls
zu diesem Cluster hinzugefügt. Bei der Bearbeitung weiterer Kanten wird geprüft, ob einer der beiden
Knoten bereits Zentroid eines Clusters ist. Ist dies der Fall, wird der jeweils andere Knoten diesem Clus-
ter hinzugefügt. Ist keiner der beiden Knoten Bestandteil eines bestehenden Clusters, so wird ein neues
zweielementiges Cluster gebildet. Ist lediglich ein Knoten Bestandteil eines Clusters (aber nicht des-
sen Zentroid), so wird ein neues einelementiges Cluster, bestehend aus dem anderen Knoten, erstellt.
Abschließend können Cluster, deren Zentroiden sehr ähnlich sind, verschmolzen werden.
Zusätzliche Einschränkungen möglicher Korrespondenzen können sich durch die Charakteristika
der Datenquellen ergeben. Enthalten im Zwei-Quellen-Fall beide Datenquellen in sich keine Duplika-
te, so kann ein Datensatz der einen Quelle höchstens einem Datensatz der anderen Quelle entspre-
chen. Enthält eine der beiden Datenquellen Duplikate, so kann ein Datensatz der “sauberen” Daten-
quelle mit mehreren Datensätzen der duplikatbehafteten Datenquelle verbunden werden. Umgekehrt
hat jeder Datensatz der “unsauberen” Quelle höchstens einen Partner in der duplikatfreien Datenquel-
le. Enthalten beide Duplikate, so bestehen keine Kardinalitätsrestriktionen. Da die bisher vorgestellten
Klassifikationsstrategien derartige Einschränkungen nicht berücksichtigen, müssen diese Nebenbedin-
gungen in einem Nachverarbeitungsschritt sichergestellt werden. Die Erstellung einer optimalen 1:1-
Zuordnung ist äquivalent zur Lösung eines Maximum Weighted Bipartite Graph Matching-Problems. Ziel
ist, ausgehend von einem Bipartiten Graphen, eine 1:1-Zuordnung mit maximaler Summe der Kanten-
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gewichte (Ähnlichlichkeitswerte) zu finden. Für dieses Problem existieren verschiedene Algorithmen,
wie z. B. der Kuhn-Munkres-Algorithmus [175]. Eine weitere bekannte Methode ist der Stable Marria-
ge-Algorithmus [86], der jedoch keine optimale Lösung des Problems liefert, sondern eine “stabile”
Zuordnung findet. Eine Zuordnung ist stabil, wenn für beliebige Datensätze a1, a2 der Datenquelle A
und b1, b2 der Datenquelle B niemals gilt: (a1, b1) ∈ M , (a2, b2) ∈ M aber sim(a1, b2) > sim(a1, b1)
und sim(a1, b2)> sim(a2, b2), wobei M dem finalen Match-Ergebnis entspricht.
Zur Evaluation der Qualität des Match-Ergebnisses ist ein sogenanntes perfektes Match-Ergebnis
(auch bezeichnet als Gold Standard) notwendig. Dieses muss entweder manuell erstellt oder, sofern
vorhanden, anhand eindeutiger Datensatzidentifikatoren abgeleitet werden. Vom perfekten Match-
Ergebnis wird angenommen, dass alle Duplikate enthalten sind und dass jedes Duplikat korrekt klassifi-
ziert wurde. Bezüglich dieses perfekten Match-Ergebnisses kann die Qualität eines errechneten Match-
Ergebnisses mittels verschiedener Maße ausgedrückt werden. Ein klassifiziertes Paar wird dazu in vier
verschiedene Klassen eingeordnet. Die Klasse der True Positives beinhaltet alle korrekt als Match klas-
sifizierten Datensatzpaare, wohingegen die Klasse der False Positives alle fälschlicherweise als Match
klassifizierten Paare umfasst. In der Klasse der True Negatives sind alle korrekt als Non-Match klassi-
fizierten Paare enthalten; die Klasse der False Negatives enthält die fälschlicherweise als Non-Match
klassifizierten Paare. Die Anzahl der in den jeweiligen Klassen enthaltenen Paare wird mit T P, F P,
T N bzw. FN bezeichnet. Die Qualität eines Match-Ergebnisses wird üblicherweise durch die Maße
Precision= T P/(T P + F P), Recall= T P/(T P + FN) und derem harmomischen Mittel, dem F-Measure,
ausgedrückt. Die Precision drückt aus, wie viele der berechneten Duplikate korrekt klassifiziert wurden;
der Recall beschreibt, wie viele der tatsächlichen Duplikate auch gefunden wurden.
2.2.6 Entity Resolution-Frameworks
Es existiert eine Vielzahl frei verfügbarer Entity Resolution- und Link Discovery-Frameworks (z. B.
[23, 26, 28, 29, 31, 41, 47, 52, 71, 76, 87, 88, 122, 150, 182, 205, 228, 226, 227, 235, 257]). Die
Mehrzahl dieser Systeme sind Forschungsprototypen, die programmiert wurden, um neue Verfahren
und Algorithmen zu entwickeln und zu evaluieren. Sie erlauben die Definition und Ausführung von
Entity Resolution-Workflows für ein konkretes Entity Resolution-Problem. Dazu werden i. d. R. verschie-
dene Verfahren und Algorithmen für das Blocking, die Ähnlichkeitsberechnung und die Klassifikation
bereitgestellt, auf die der Nutzer zurückgreifen kann. Eine Kurzbeschreibung dreizehn verschiedener
Systeme findet sich in [51]. In [138] wurden elf verschiedene Frameworks hinsichtlich der unterstütz-
ten Techniken, der bei bestimmten Testfällen erzielten Qualität sowie bezüglich der benötigten Lauf-
zeit verglichen. Um eine systemübergreifende Evaluierung zu ermöglichen, wurde zu diesem Zweck
eine Evaluierungsplattform entwickelt, welche die Anbindung bestehender Systeme ermöglicht [139].
Eine Weiterentwicklung wurde für eine umfangreiche Evaluierung unterschiedlicher Systeme und Al-
gorithmen für mehrere Entity Resolution-Probleme verwendet [140]. Eine Besonderheit dieser Studie
ist die Berücksichtigung des Aufwandes zum Tuning der verwendeten Parameter und/oder die Anzahl
der benötigten Trainingsdaten. Viele in der Literatur vorgeschlagene und evaluierte Verfahren sind
durch eine oder mehrere Parameter konfigurierbar; veröffentlicht werden i. d. R. nur die Ergebnisse
der “besten” Konfiguration, wobei der dazu betriebene manuelle Aufwand unerwähnt bleibt. Aus die-
sem Grund wurde in [140] unter Verwendung verschiedener Strategien zur automatischen Parameter-
konfiguration allen Systemen der gleiche Konfigurationsaufwand zugestanden. Neben den Forschungs-
prototypen unterstützen auch zunehmend kommerzielle Systeme, insbesondere im Data Warehouse-
Umfeld, die Bestimmung von Duplikaten in den zu integrierenden Datenquellen bzw. die Durchfüh-
rung sogenannter Fuzzy-Joins [42, 43]. Eine detailliertere Diskussion bestehender Systemen, welche
eine parallele oder verteilte Ausführung von Entity Resolution-Workflows ermöglichen, erfolgt im Ab-
schnitt 2.4. Im Abschnitt 3.5 wird eine Abgrenzung der in dieser Dissertation vorgestellten Techniken
zu den Entity Resolution-Ansätzen mit Parallelverarbeitung vorgenommen.
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2.3 Das MapReduce-Programmiermodell
Im Jahr 2004 beschrieben Jeffrey Dean and Sanjay Ghemawat in ihrer grundsteinlegenden Arbeit [59]
das MapReduce-Programmiermodell. Gleichzeitig stellten sie ein Framework vor, welches dieses Pro-
grammiermodell implementiert und eine automatische Parallelisierung von Berechnungen auf großen
Datenmengen in Clusterumgebungen ermöglicht. MapReduce hat seine Ursprünge in der funktionalen
Programmierung. MapReduce-Programme werden im Wesentlichen durch zwei Funktionen höherer
Ordnung definiert, die vom MapReduce-Framework auf disjunkte Datenpartitionen angewendet wer-
den.
map : (ke yin, valuein)→ l ist(ke ytmp, valuetmp)
reduce : (ke ytmp, l ist(valuetmp))→ l ist(ke yout , valueout)
Da die Funktionsaufrufe (weitesgehend) unabhängig voneinander sind und von einer verteilten Spei-
cherung der Einagbedaten ausgegangen wird, kann die Parallelisierung eines beliebigen Programms
automatisch erfolgen. Das MapReduce-Framework verbirgt dabei alle Details der verteilten Program-
mierung, wie Datenpartitionierung, Datenumverteilung, Scheduling11, Netzwerkkommunikation und
Fehlerbehandlung vor dem Nutzer, was die die Entwicklung von verteilten Berechnungen extrem ver-
einfacht. Darüber hinaus kann ein konkretes MapReduce-Programm unverändert in Clustern beliebiger
Größe ausgeführt werden.
MapReduce wurde ursprünglich von Google Inc. entwickelt, um die Berechnung einfacher aber ex-
trem datenintensiver Probleme, wie die Generierung eines invertierten Indexes zur Beantwortung von
Suchanfragen oder die Generierung des Webgraphens, zu parallelisieren. Die in [59] beschriebene Im-
plementierung ist proprietär und bis heute nicht frei verfügbar. Mit ähnlichen Herausforderungen kon-
frontiert, wurde ab 2004 im Rahmen der Entwicklung des Web Crawlers Apache Nutch12 an einer Im-
plementierung des MapReduce-Programmiermodells gearbeitet, aus der unter Mitwirkung von Yahoo
Inc. im Jahr 2008 ein eigenes Top-Level-Projekt der Apache Software Foundation namens Apache Ha-
doop hervorging [242]. Aufgrund der freien Verfügbarkeit und einfachen Einrichtung [222] ist Hadoop
die populärste Implementierung des MapReduce-Programmiermodells, die mittlerweile zum de facto-
Industriestandard gereift ist [192]. Die Ausführungen im weiteren Verlauf der Arbeit beziehen sich auf
die MapReduce-Implementierung Apache Hadoop.
2.3.1 Verteilte Dateisysteme
MapReduce-Frameworks, wie Hadoop, bauen auf einem verteilten Dateisystem auf. Hadoop verwen-
det das Hadoop Distributed File System13 (siehe z. B. [216, 242]), welches dem Google File System [91]
nachempfunden ist. Die Designziele des GFSs leiten sich durch die Anforderungen verteilter datenin-
tensiver Anwendungen in Googles Rechenzentren ab. Die Aufgabe eines verteilten Dateisystems ist die
Speicherung hunderter Terabytes auf Tausenden von Festplatten in Tausenden von lose gekoppelten
Rechnern bestehend aus Standard-Hardware. Wichtige Merkmale sind Fehlertoleranz und Hochverfüg-
barkeit. Wegen des Verzichts auf teure Spezialhardware, wie RAID-Verbunde, muss die erforderliche
Robustheit gegenüber beständig auftretenden Software- und Hardwarefehlern durch das verteilte Datei-
system selber realisiert sein. Verteilte Dateisysteme für MapReduce sind im Gegensatz zu lokalen oder
Netzwerkdateisystemen optimiert auf die sequentielle Verarbeitung weniger aber sehr großer Datei-
en; die Gewährleistung eines hohen Durchsatzes für Lese- und Schreiboperationen ist wichtiger als
die Sicherstellung einer geringen Latenz. Weitere charakteristische Merkmale sind der weitesgehende
Verzicht auf Dateimodifikationen sowie die fehlende Unterstützung von gleichzeitigen Schreibzugrif-
fen auf dieselbe Datei. Einmal geschriebene Dateien werden nicht mehr geändert, aber in der Folge
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mehrfach gelesen. Lesezugriffe folgen vorwiegend einem sequentiellen Zugriffsmuster; parallele Lese-
zugriffe durch mehrere Anwendungen sind möglich. Dieses Zugriffsmuster wird auch als write-once,
read-many-times pattern bezeichnet [242].
Verteilte Dateisysteme ähnlich dem GFS folgen einer Master/Slave-Architektur. Die Slave-Knoten (im
HDFS bezeichnet als Datanodes) speichern Datenblöcke in ihrem lokalen Dateisystem, während der
Masterknoten (im HDFS bezeichnet als Namenode) den Dateibaum sowie zugehörige Metadaten verwal-
tet. Dateien werden in Blöcke einer festen Größe, typischerweise zwischen 64 und 512 MB, aufgeteilt.
Sinn der vergleichsweise großen Blockgröße ist die Beschleunigung von sequentiellen Lesezugriffen
auf große Dateien durch die Einsparung von Positionierungsbewegungen des Schreib-/Lesekopfes von
Magnetplattenspeichern. Die Blöcke einer Datei werden zur Gewährleistung der Datensicherheit mehr-
fach repliziert und einer bestimmten Strategie folgend auf die einzelnen Datanodes aufgeteilt. Der
Masterknoten ist für die Verwaltung der Zuordnung von Blöcken zu Dateien verantwortlich. Sowohl
Schreib- als auch Lesezugriffe werden über den Masterknoten initiiert; der eigentliche Datentransfer
erfolgt jedoch direkt zwischen Client und Datanodes, damit der Masterknoten nicht zum Engpass wird.
Die Erstellung von Replikaten beim Schreiben von Daten erfolgt innerhalb des Cluster mittels einer
sogenannten Write Pipeline. Nach dem Schreiben eines Blocks streamt der entsprechende Datanode
die geschriebenen Daten zum nächsten Speicherknoten. Dieser Vorgang wird fortgesetzt bis der erfor-
derliche Replikationsfaktor erreicht ist und eine umgekehrte Kette von Bestätigungsmeldungen und
Prüfsummen beim Ausgangsdatanode eintrifft. Diese Vorgehensweise dient der Beschleunigung von
Schreibzugriffen. Zum einen ist der Durchsatz innerhalb eines MapReduce-Clusters höher als bei Zu-
griffen von externen Clients, zum anderen kann der Client auf diese Art und Weise mehrere Blöcke
hintereinander in das verteilte Dateisystem schreiben, deren erfolgreiche Replikation asynchron be-
stätigt wird. Jeder Datanode übermittelt periodisch die Identifikatoren seiner gespeicherten Blöcke an
den Namenode. Anhand ausbleibender Benachrichtigungen erkennt der Namenode den Ausfall bzw.
die Nichterreichbarkeit von Speicherknoten. Bei Unterreplikation eines Blocks veranlasst der Nameno-
de das Anlegen eines neuen Replikats.
Aus Performanzgründen werden Dateibaum und Metadaten vom Namenode komplett im Hauptspeicher
gehalten. Obwohl die Speicherkapazität des HDFSs durch Hinzufügen neuer Datanodes beliebig erwei-
tert werden kann, ist die horizontale Skalierbarkeit durch den Hauptspeicher des Namenodes begrenzt.
Da mit steigender Knotenanzahl auch immer mehr Block Reports und immer mehr Dateisystemzugriffe
zu verarbeiten sind (MapReduce-Slaves sind selber HDFS-Clients, siehe Abschnitt 2.3.2), wird in sehr
großen Clustern, bestehend aus mehreren tausend Knoten, der Namenode zunehmend zum Engpass,
der den Durchsatz für Lese- und Schreiboperationen begrenzt. Um trotzdem eine echte horizontale
Skalierbarkeit zu ermöglichen, wurde HDFS Federation entwickelt. Darunter verbirgt sich die Verwen-
dung mehrerer, voneinander völlig unabhängiger Namenodes, die jeweils einen eigenen Namensraum
verwalten, und die Speicherung von Blöcken mehrerer Namenodes durch die Datanodes. Ein weite-
rer Vorteil der Isolation verschiedener Namensräume ist die Möglichkeit, die Speicherkapazität eines
großen Clusters unter mehreren Mandanten oder Applikationen mit unterschiedlichen Leistungsanfor-
derungen aufzuteilen. Die Aufteilung des globalen Namespaces auf mehrere Namenodes erfolgt durch
die Verwendung Client-seitiger Mount Tables, ähnlich der Datei /etc/fstab in unixartigen Betriebssyste-
men.
Der Masterknoten ist sowohl im GFS als auch im HDFS ein Single Point of Failure, dessen Ausfall die
Verfügbarkeit des ganzen Systems beeinflusst. Eine Lösung dieses Problems erfordert zumindest die
Sicherung des Dateibaums, der Metadaten sowie eines Write-Ahead-Logs auf einem hochverfügbaren
Speichermedium. Da aus Performanzgründen die Zuordnung von Blöcken zu Datanodes nicht durch den
Namenode persistiert wird, stellen nach einem Failover lange Wartezeiten bis zum Eintreffen der Block
Reports aller Clusterknoten ein erhebliches Problem dar. Um ein schnelles und automatisches Failover
im Fehler- oder Wartungsfall zu ermöglichen, wurde HDFS um einen sogenannten Standby Namenode,
der stets eine aktuelle Kopie der relevanten Datenstrukturen des Active Namenodes im Hauptspeicher
hält, erweitert. Zu diesem Zwecke versenden die Datanodes ihre periodischen Nachrichten an beide
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Namenodes. Diese Erweiterung wird als HDFS High-Availability bezeichnet. HDFS Federation und HDFS
High-Availability können miteinander kombiniert werden.
2.3.2 Das MapReduce-Framework Apache Hadoop
Architektur: Hadoop implementiert das MapReduce-Programmiermodell zur Parallelisierung daten-
intensiver Berechnungen in Clustern, bestehend aus lose gekoppelten Rechnern. Es besteht aus zwei
Schichten, dem verteilten Dateisystem und einer darauf aufbauenden MapReduce-Schicht. Das verteilte
Dateisystem übernimmt die Aufgabe der fehlertoleranten Speicherung und Bereitstellung großer Da-
tenmengen, während die MapReduce-Schicht die verteilte Ausführung von Programmen realisiert. Wie
das verteilte Dateisystem, so ist auch die MapReduce-Schicht nach dem Master/Slave-Modell aufgebaut.
Der Masterknoten (bezeichnet als Jobtracker) übernimmt im Wesentlichen die Aufgabe des Schedulings
und der Überwachung von MapReduce-Programmen (auch bezeichnet als MapReduce-Jobs). Dazu ge-
hört die Zerlegung der Berechnungen in sogenannte Map- und Reduce-Tasks14 und die Zuweisung von
Tasks zu Slave-Knoten (bezeichnet als Tasktracker), welche die eigentlichen Berechnungen durchfüh-
ren. Für jeden Tasktracker ist statisch konfiguriert, wie viele Map- und Reduce-Tasks er maximal gleich-
zeitig bearbeiten kann; diese Anzahl richtet sich hauptsächlich nach den Hardwaremerkmalen (Größe
des Hauptspeichers, Anzahl der Prozessorkerne) des Knotens. Die Gesamtzahl der im Cluster gleichzei-
tig ausführbaren Map- bzw. Reduce-Tasks wird als Map- bzw. Reduce- Kapazität des Clusters bezeichnet.
Die Tasktracker-Knoten unterrichten den Jobtracker periodisch über den Fortgang aktuell laufender Be-
rechnungen. Ist die Bearbeitung eines Tasks abgeschlossen, materialisiert der Tasktracker das Ergebnis
im verteilten Dateisystem und wartet auf die Zuteilung eines neuen Tasks durch den Jobtracker. Der
Jobtracker führt über den Fortschritt der einzelnen Tasks Buch. Bei Fehlschlag, z. B. aufgrund eines
Knotenausfalls oder unverhältnismässig langsamen Fortschritts eines Tasks, erfolgt ein Neuvergabe an
einen anderen Clusterknoten.
Zu Illustrationszwecken wurden die Clusterknoten bisher in eine von vier Klassen (Namenode, Dat-
anode, Jobtracker oder Tasktracker) eingeordnet. Tatsächlich bezeichnen diese Klassen jedoch keine
Knoten, sondern Prozesse, die auf den Clusterknoten laufen. Der Tasktracker-Prozess startet für je-
den zu bearbeitenden Map- und Reduce-Task einen neuen Kindprozess. Dies dient zur Isolation der
Tasks untereinander und verhindert, dass ein fehlerhaftes MapReduce-Programm die Funktionalität des
Tasktrackers beeinträchtigt. Da die Initialisierung eines neuen Prozesses mit einem Overhead von unge-
fähr 1s einhergeht, erlaubt Hadoop die Wiederverwendung von Kindprozessen für die Verarbeitung un-
terschiedlicher Tasks [242]. Im Folgenden werden Kindprozesse zur Bearbeitung von Map- bzw. Reduce
Tasks als Map- bzw. Reduce-Prozesse bezeichnet und es wird davon ausgegangen, dass einmal gestarte-
te Kindprozesse beliebig oft wiederverwendet werden können. Der Zusammenhang zwischen Prozessen
und Tasks ist in Abbildung 2.3 dargestellt. Im Beispiel gibt es einen Map-Prozess, der zwei Map-Tasks
berechnet sowie zwei Reduce-Prozesse, die drei Reduce-Tasks ausführen. Üblicherweise beherbergt ein
Slave-Knoten neben einem Tasktracker- auch einen Datanode-Prozess, d. h. er ist sowohl für die die
Berechnung von Teilaufgaben als auch für die Speicherung von Blöcken zuständig. Die Eingabe eines
MapReduce-Programms umfasst eine oder mehrere Dateien des zugrunde liegenden verteilten Datei-
systems, die wiederum aus mehreren Blöcken einer festen Größe bestehen. Für jeden HDFS-Block wird
vom Jobtracker ein Map-Task initialisiert. Bei der Zuweisung von Map-Tasks zu Tasktrackern versucht
der Jobtracker Datenlokalität zu gewährleisten, d. h. unter den zur Verfügung stehenden Tasktrackern
mit freien Kapazitäten wird einer ausgewählt, dessen beherbergender Knoten ein Replikat des HDFS-
Blocks im lokalen Dateisystem vorhält. Die Bearbeitung der einzelnen Map-Tasks ist unabhängig von-
einander und kann deswegen problemlos parallelisiert werden. Ein MapReduce-Programm wird durch
zwei Funktionen, map und reduce, definiert. Zusätzlich muss der Nutzer die Anzahl r der Reduce-Tasks
vorgeben. Ein- und Ausgabedatensätze beider Funktionen werden durch Schlüssel-Wert-Paare des je-
weils gleichen Datentyps repräsentiert. Insbesondere gilt, dass alle map-Ausgabeschlüssel (-werte) den
14 engl. task = Aufgabe, Auftrag, Arbeit
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Abbildung 2.3: Schematischer Überblick über die Ausführung eines MapReduce-Programms unter Ver-
wendung zusammengesetzter Schlüssel (die Werte sind nicht gezeigt). Es wird von einem Hadoop-
Cluster ausgegangen, indem maximal ein Map- und zwei Reduce-Tasks parallel ausgeführt werden kön-
nen. Die Eingabe besteht aus zwei HDFS-Blöcken, sodass m=2 Map-Tasks initialisiert werden. Die nut-
zerdefinierte Anzahl der Reduce-Tasks beträgt r=3. In diesem Beispiel wird von map-Ausgabeschlüsseln
ausgegangen, die aus den zwei Komponenten Farbe und Form zusammengesetzt sind. Die Partitionie-
rung und Reduce-Task-Zuweisung der map-Ausgabe erfolgt anhand der Farbe der Schlüssel. Die Reduce-
Tasks sortieren und gruppieren die Eingabedaten anhand des vollständigen Schlüssels (also nach Farbe
und Form) und rufen die reduce-Funktion für jede Gruppe auf.
gleichen Datentyp haben, der mit dem Datentyp der reduce-Eingabeschlüssel (-werte) übereinstimmt
[59]. Eine detaillierte Beschreibung des physischen Ausführungsplans eines Hadoop-Programms findet
sich in [62, 242].
Während der Map-Phase zerlegt jeder Map-Task seine Eingabedatenmenge in Schlüssel-Wert-Paare und
wendet eine nutzerdefinierte map-Funktion sukzessiv auf jedes Paar an. Die Ausgabe der map-Funktion
besteht aus einer Menge von Schlüssel-Paaren, die zunächst im Hauptspeicher gepuffert werden. Bei
Erreichen einer bestimmten Puffergröße verarbeitet ein Hintergrundthread die Schlüssel-Wert-Paare.
Durch Anwendung einer Partitionierungsfunktion part auf den Schlüssel der map-Ausgabe-Paare wird
der Pufferinhalt in r Partitionen aufgeteilt. Anschließend wird für jede Partition eine Sortierung der
Schlüssel-Wert-Paare vorgenommen. Hierzu kommt eine Funktion cmp zum Einsatz, die die Daten-
sätze anhand ihrer Schlüssel vergleicht. Das Ergebnis wird in eine partitionierte und sortierte Datei
in das lokale Dateisystem geschrieben. Nach Bearbeitung aller Eingabedaten eines Map-Tasks erfolgt
ein abschliessendes Mischen der sortierten Partitionen verschiedener Pufferleerungen. Die Daten der
i-ten Partition sind Teil der Eingabedatenmenge des i-ten Reduce-Tasks, d. h. insbesondere dass al-
le map-Ausgabe-Paare mit dem gleichen Schlüssel an denselben Reduce-Task umverteilt werden. Ein
vom Tasktracker gestarteter HTTP-Serverthread stellt die sich im lokalen Dateisystem befindenden fi-
nalen Partitionen zur Abholung durch die Reduce-Tasks bereit. Sofern der Programmierer keine Anpas-
sung vornimmt, erfolgt die Zuweisung von map-Ausgabe-Paaren zur Reduce-Tasks mittels der Funktion
par t(ke y) = ke y.hashCode() mod r, was bei gleichverteilten Schlüsseln eine gleichmäßige Auftei-
lung auf die Reduce-Tasks gewährleistet. Die zur Sortierung verwendete Vergleichsfunktion cmp ergibt
sich i. d. R. aus der natürlichen Sortierreihenfolge des verwendeten Schlüsseldatentyps; bei Bedarf kann
durch deren Anpassung eine abweichende Sortierung erreicht werden. Im Beispiel von Abbildung 2.3
sind die map-Ausgabeschlüssel aus den Komponenten Farbe und Form zusammengesetzt. Die Zuwei-
sung von map-Ausgabe-Paaren zu den r Reduce-Tasks erfolgt alleinig anhand der Farbkomponente,
wohingegen zur Sortierung beide Komponenten herangezogen werden.
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Abbildung 2.4: Exemplarischer Datenfluss für die Ermittlung von Termhäufigkeiten in einer Kollektion
von Dokumenten mit MapReduce (adaptierte Version einer Abbildung aus [155]).
Zwischen der Map- und Reduce-Phase erfolgt eine Umverteilung der map-Ausgabedaten. Dazu ko-
piert der Reduce-Task i die i-te Ausgabepartitionen von allen bereits abgeschlossenen Map-Tasks in den
Hauptspeicher. Nach Erreichen einer bestimmten Puffergröße werden die sortierten, von verschiede-
nen Map-Tasks stammenden Ausgabepartitionen im Hauptspeicher gemischt. Das Ergebnis wird als sor-
tierte Datei in einem Job-spezifischen Arbeitsverzeichnis im lokalen Dateisystem abgespeichert. Nach
dem Kopieren der Daten des letzten erfolgreich beendeten Map-Tasks werden die einzelnen sortier-
ten Dateien im Arbeitsverzeichnis abschließend in mehreren Runden in eine global sortierte reduce-
Eingabedatei gemischt. Die Anwendung einer Gruppierungsfunktion group auf die Schlüssel der sortier-
ten Eingabedaten bewirkt eine Zusammenfassung adjazenter Schlüssel-Wert-Paare (k1, v1), ..., (kn, vn)
mit group(k1) = ... = group(kn) zu einer Liste [v1, ..., vn]. Für jede Gruppe erfolgt ein Aufruf der nut-
zerdefinierten reduce-Funktion: reduce(k1, [v1, ..., vn]). Im Beispiel von Abbildung 2.3 wird die reduce-
Funktion für alle map-Ausgabe-Paare aufgerufen, deren Schlüssel sowohl in Farbe als auch in Form
übereinstimmen. Da die Gesamtgrösse der Listenelemente vi den einem Reduce-Tasks zur Verfügung ste-
henden Hauptspeicher überschreiten kann, wird, wie bei einem SQL-Forward-Only Cursor, lediglich ein
sequentieller Zugriff auf die Werte mittels einer Iterator<Value>-Schnittstelle unterstützt. MapReduce-
Frameworks, wie Apache Hadoop, initialisieren deswegen nur genau ein Objekt zur Repräsentation ei-
nes Wertes und setzen dessen Inhalt bei jedem nex t()-Aufruf des Iterators neu. Um beispielsweise alle
Werte eines Schlüssel miteinander vergleichen zu können, muss deswegen nach jedem nex t()-Aufruf
eine Kopie des aktuellen Wertes angelegt und im Hauptspeicher gepuffert werden. Die Ausgabe der
reduce-Funktion besteht aus einer (möglicherweise leeren) Menge von Schlüssel-Paaren, die direkt in
das verteilte Dateisystem materialisiert werden. Jeder Reduce-Task legt dazu eine Datei im Ausgabever-
zeichnis des MapReduce-Programms an, deren Namen aus dem Index des Reduce-Tasks abgeleitet ist
und schreibt alle reduce-Ausgabe-Paare in diese. Das finale Ergebnis eines MapReduce-Programms setzt
sich aus der Menge aller reduce-Ausgabedateien zusammen. Zu Optimierungszwecken wird das erste
Replikat jedes HDFS-Blockes jeder reduce-Ausgabedatei vom jeweiligen lokalen Datenode gespeichert.
Abbildung 2.4 verdeutlicht die Ausführung eines MapReduce-Programms am Beispiel der verteilten
Berechnung von Termhäufigkeiten. Die Eingabedatenmenge besteht aus einer Menge von Dokumen-
ten, die von zwei Map-Tasks bearbeitet werden. Die map-Funktion wird für jedes Dokument aufgeru-
fen und gibt nach der Analyse des Dokumentes für jeden enthaltenen Term t ein Schlüssel-Wert-Paar
(t, f req) aus. Diese Paare werden zu r=2 Reduce-Tasks umverteilt, so dass alle Paare mit demselben
Schlüssel vom selben Reduce-Task bearbeitet werden. Jeder Reduce-Task sortiert und gruppiert die
eingehenden Schlüssel-Wert-Paare anhand des Schlüssels (des Terms) und ruft für jeden Term t die
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Funktion reduce(t, [ f req1, ..., f reqn]) auf. Innerhalb der reduce-Funktion wird über die Termfrequen-
zen der einzelnen Dokumente, in denen t vorkommt, iteriert, um die Gesamthäufigkeit des Terms t
in der Dokumentkollektion zu ermitteln. Abschließend erfolgt die Ausgabe eines Schlüssel-Wert-Paars
(t,Σni=1 f reqi).
2.3.3 Forschungsansätze und Erweiterungen
Die Popularität und freie Verfügbarkeit von Apache Hadoop führte zu dessen Einsatz in verschie-
denen Forschungs- und Anwendungsbereichen wie z. B. Data Warehousing [45], Graph-Verarbeitung
[54], Information Retrieval [156], Data Mining [192], parallele Datenbanksysteme [194] oder Bio-
informatik [213]. Im Zuge der Parallelisierung von Algorithmen unterschiedlicher Domänen wurden
zahlreiche Verbesserungen und Erweiterungen des MapReduce-Programmiermodells und der Hadoop-
Implementierung vorgeschlagen, implementiert und evaluiert [148]. Dieser Abschnitt gibt einen Über-
blick über die bestehenden Forschungsansätze.
Indexierung und Spaltenorientierung: MapReduce wurde in der Datenbank-Community kontrovers
diskutiert und frühzeitig hinsichtlich einer Eignung als Alternative zu parallelen Datenbanksystemen
untersucht [222]. Forschungsschwerpunkte waren die Umsetzung von Operationen der Relationenal-
gebra [62] sowie die effiziente Berechnung von Join-Operationen für große Datenmengen [32, 189].
Eine Laufzeitvergleich paralleler Datenbanksysteme und Apache Hadoop für verschiedene Anfrage-
typen erfolgte in [194]. Diese Studie zeigt eine deutliche Überlegenheit spaltenorientierter verteilter
Datenbanksysteme gegenüber MapReduce-Implementierungen. Die Autoren führten den Unterschied
auf langjährig erprobte Datenbanktechnologien wie Indexierung, Spaltenorientierung, Anfrageverar-
beitung auf komprimierten Daten und hochoptimierte verteilte Auswertungspläne zurück. Ein wesent-
licher Nachteil beim Einsatz von MapReduce für datenbankähnliche Aufgaben ist das Nichtvorhanden-
sein von Indexen; es wird lediglich das Zugriffsmuster Full Table Scan unterstützt.
Um Ergebnisse von Punkt- und Bereichsanfragen frühzeitig eingrenzen zu können, wurde in [62] eine
Anreicherung von HDFS-Blöcken um Indexe, die die enthaltenen Daten beschreiben, vorgeschlagen.
Durch Anpassung von UDFs15 des Hadoop-Frameworks wird zur Laufzeit der Index eines jeden Blocks
gelesen, um das Enthaltensein von Datensätzen, die ein bestimmtes Selektionskriterium erfüllen, zu
prüfen und die Verarbeitung eines Blocks auf ein bestimmten Byte-Intervall zu beschränken. Des Wei-
teren wurde die Kapselung von Datensätzen verschiedener Datenquellen, die denselben Wert eines
bestimmten Attributes aufweisen, innerhalb eines HDFS-Blocks vorgeschlagen. Dieser Ansatz ermög-
licht eine Berechnung von Join-Operationen ohne Datenumverteilung und resultiert in einer erhebli-
chen Beschleunigung. Ein wesentlicher Nachteil der Ansätze aus [62] ist die Indexierung der gesamten
Datenmenge bezüglich eines einzelnen Attributes. Dieser Nachteil wurde in weiterführenden Arbeiten
[63, 64] behoben. Grundidee ist die Indexierung verschiedener Replikate eines HDFS-Blocks bezüg-
lich mehrerer Attribute sowie die Konvertierung von Blöcken in ein binäres spaltenorientiertes Format.
Die Indexierung und Umwandlung erfolgt automatisiert während des Uploads von Daten in das ver-
teilte Dateisystem. Auch in anderen Arbeiten konnte eine deutliche Beschleunigung der Ausführung
von MapReduce-Programmen durch spaltenorientierte Speicherung von Datensätzen gezeigt werden
[82, 103, 157].
Fehlerbehandlung: Im Vergleich zu parallelen Datenbanksystemen unterstützt MapReduce eine fein-
granularere Fehlerbehandlung [194]. Parallele Datenbanksysteme verzichten zugunsten der Perfor-
manz weitesgehend auf die Materialisierung von Zwischenergebnissen innerhalb der Transaktionsgren-
zen und verfolgen stattdessen den Ansatz des Pipelinings16 von Zwischenergebnissen. Deswegen muss
15 engl. UDF = User Definied Function = nutzerdefinierte Funktion zur Anpassung oder Erweiterung der Funktionalität eines
Software-Systems
16 Pipelining = Prinzip der überlappenden gleichzeitigen Ausführung verschiedener Operatoren eines Operatorbaums mit
frühzeitiger Weitergabe von Datensätzen eines Erzeugeroperators zum Verbraucheroperator. Dies verhindert, dass die Datenver-
arbeitung im Verbraucheroperator verzögert wird, bis die komplette Eingabedatenmenge zur Verfügung steht (vgl. [201]).
36
Kapitel 2 – Verwandte Arbeiten
im Falle eines Knotenausfalls während der Bearbeitung einer zeitintensiven Anfrage i. d. R. die kom-
plette Anfrage neugestartet werden [194]. Fällt hingegen während der Ausführung eines MapReduce-
Programms ein Knoten aus, so vergibt der Jobtracker alle deswegen fehlgeschlagenen Tasks an andere
Tasktracker, die diese erneut berechnen. Dies wird durch die replizierte Speicherung von Zwischen- und
Teilergebnissen im verteilten Dateisystem ermöglicht. Reduce-Tasks, die vom betroffenen Tasktracker
erfolgreich beendet wurden, müssen i. d. R. nicht neu berechnet werden, da das Ergebnis im verteilten
Dateisystem repliziert ist. Erfolgreich beendete Map-Tasks müssen hingegen neu berechnet werden, da
Map-Ausgabe-Paare lediglich im lokalen Dateisystem des Tasktrackers gespeichert sind. Um die voll-
ständigen Neuberechnung erfolgreich beendeter Map-Tasks zu vermeiden, wurden in [199, 200] ver-
schiedene Optimierungen der Fehlerbehandlung von Apache Hadoop untersucht, die in Experimenten
wesentliche Laufzeiteinsparungen zeigten. Der Ansatz basiert auf einer statischen Zuordnung von ab-
zuarbeitenden Reduce-Tasks zu Tasktrackern, die durch den Jobtracker zu Beginn der Ausführung eines
MapReduce-Programms festgelegt wird. Nach der Leerung des map-Ausgabepuffers durch einen Hin-
tergrundthread wird jede resultierende Partition 0≤ i < r zu dem Tasktracker kopiert, der für die Aus-
führung des i-ten Reduce-Tasks zuständig ist. Die periodische Übertragung von Zwischenergebnissen
zu den zuständigen Tasktrackern stellt sicher, dass bei Ausfall eines Knotens der Großteil der Ausgabe
erfolgreich beendeter Map-Tasks nicht verloren ist, sondern sich im lokalen Dateisystem anderer Knoten
befindet. Lediglich sogenannte lokale Partitionen, also Eingabepartitionen für Reduce-Tasks, die vom
ausgefallenen Knoten selber bearbeitet werden sollten, sind verloren. Um diese Partitionen wiederher-
stellen zu können, vermerkt jeder Map-Task für jede lokale Partition, für welche map-Eingabeschlüssel
(üblicherweise eine Kombination aus Eingabedatei und Byte-Offset) die map-Funktion Schlüssel-Wert-
Paare generiert, die in diese Partition fallen. Vor Ende der Berechnung eines Map-Tasks wird diese re-
sultierende Datenstruktur an andere Knoten repliziert. Im Falle eines Knotenausfalls, sind die auf diese
Weise gesammelten Informationen noch verfügbar und erlauben eine gezielte Neuberechnung einer
verlorenen lokalen Partitionen i, indem die map-Funktion lediglich auf die für Partition i vermerkten
map-Eingabeschlüssel angewendet wird.
Deklarative Anfragesprachen: Der zeitaufwändige Prozess der Erstellung eines MapReduce-Pro-
gramms erfolgt auf einem sehr niedrigen Abstraktionslevel und führt i. d. R. zu schwer wartbaren Pro-
grammen, die auf einen konkreten Einsatzfall zugeschnitten sind und kaum Wiederverwendung erlau-
ben [229]. Aus diesem Grunde wurden verschiedene Erweiterungen zur Unterstützung deklarativer
Anfragesprachen, ähnlich der Structured Query Language für relationale Datenbanken, vorgestellt. Das
frei verfügbare Apache Hive17 erweitert Hadoop um Data Warehouse-Funktionalitäten. Kernfeature ist
die Unterstützung einer SQL-ähnlichen Anfrageschnittstelle [229, 230]. In HiveQL, einem SQL-Dialekt,
formulierte Nutzeranfragen werden automatisiert optimiert und in eine Menge von MapReduce-Jobs
übersetzt. Apache Pig18 ist ein System zur Verarbeitung großer, semi-strukturierter Daten auf Basis von
Hadoop [90]. Es ist Googles Sawzall-System [196] nachempfunden und beinhaltet eine prozedurale
Skriptsprache Pig Latin [191], welche durch eine Verkettung verschiedener Datentransformationsschrit-
te eine einfache Definition komplexer MapReduce-Workflows erlaubt. Ähnlich zu HiveQL-Statements
werden Pig Latin-Skripte analysiert, optimiert und in eine Menge von MapReduce-Programmen über-
setzt, die in einen Hadoop-Cluster zu Ausführung gebracht werden können.
Da MapReduce auf die fehlertolerante Parallelverarbeitung großer Datenmengen ausgelegt ist, nicht
aber auf geringe Latenzzeiten optimiert ist, sind die bisher vorgestellten Ansätze zur interaktiven Ana-
lyse großer Datenmengen ungeeignet. Cloudera Impala19 verwendet die Metadatenverwaltung von Hi-
ve, um beispielsweise HDFS-(Unter)Verzeichnisse auf Tabellen(partitionen) abzubilden. SQL-Anfragen
werden jedoch nicht in MapReduce-Jobs übersetzt, sondern mittels eines eignen Mechanismus zur
verteilten Anfragebearbeitung umgesetzt. Ähnlich zur verteilten Anfragebearbeitung in parallelen Da-
tenbanksystemen erstellt ein Koordinatorknoten für jede eingehende Anfrage einen verteilten Ausfüh-
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den. Üblicherweise wird dazu auf jedem Clusterknoten, zusätzlich zum Datanode-Prozess, ein Impala-
Prozess gestartet, sodass bei der Anfragebearbeitung Datenlokalitätsaspekte berücksichtigt werden kön-
nen. Eine weitere Gemeinsamkeit mit parallelen Datenbanksystemen ist die Teilaggregation und früh-
zeitige Weitergabe von Zwischenergebnissen nach dem Pipelining-Prinzip. Darüber hinaus wird in der
zum Zeitpunkt der Erstellung der Arbeit aktuellen Version von Impala auf jegliche Materialisierung
von Zwischenergebnissen verzichtet; nach dem initialen Lesen der Daten erfolgt die weitere Anfra-
gebearbeitung vollständig im Hauptspeicher. Dies bedeutet eine Einschränkung der Verwendbarkeit
von Impala (z. B. bei der Berechnung des Verbundes zweier Tabellen, dessen Ergebnis die aggregierte
Hauptspeichergröße des Clusters überschreitet), soll aber in zukünftigen Versionen behoben werden.
Impala unterstützt zudem mit Parquet ein spaltenorientiertes binäres Datenformat, das dem Datenmo-
dell entspricht, welches in Googles Googles Dremel-System [164] verwendet wird. Google Dremel ist
ebenfalls ein hochskalierbares System zur verteilten Bearbeitung von Leseanfragen auf geschachtelten
Daten, dass auf einer hierarchischen Anfrageausführung basiert. Jeder Knoten schreibt eine eingehende
Anfrage in mehrere Teilanfragen um und aggregiert die resultierenden Teilergebnisse. Die Bearbeitung
der Teilanfragen erfolgt durch Knoten der nächstniedrigeren Hierarchieebene; der Externspeicherzu-
griff erfolgt ausschließlich durch Blattknoten. Auch hierfür existiert wiederum eine entsprechende Open
Source-Implementierung namens Apache Drill20, welche eine interaktive Datenanalyse für verschiede-
ne Speicherplattformen, wie z. B. HDFS, Apache Hive21, MongoDB22 oder Apache Cassandra23 zum Ziel
hat.
HadoopDB24 versucht, die Fehlertoleranz- und Skalierbarkeitseigenschaften mit den Performanzvortei-
len klassischer Datenbanksysteme zu verbinden [1, 2]. Grundidee ist die zusätzliche Installation unab-
hängiger Datenbanksysteme (z. B. MySQL oder PostgreSQL) auf den einzelnen Knoten eines Hadoop-
Clusters und die Verwendung einer Erweiterung von Hive zur Umwandlung von SQL-Anfragen in
MapReduce-Programme. HadoopDB zielt darauf ab, einen Großteil der Arbeit in effizienter Art und
Weise von den einzelnen Datenbanksystemen erledigen zu lassen und Teilergebnisse mittels Hadoop,
das als Koordinations- und Kommunikationsschicht fungiert, zusammenzuführen und zu kombinie-
ren. Auch kommerzielle verteilte Datenbanksysteme unterstützen in zunehmendem Maße MapReduce-
Funktionalität, z. B. in Form von UDFs, die entsprechend dem MapReduce-Programmiermodell ausge-
führt werden [85, 224, 252].
Erweiterung des Programmiermodells: Verschiedene Anwendungen erfordern für große Datenmen-
gen ebenfalls eine verteilte Bearbeitung in Rechner-Clustern, eignen sich jedoch nur bedingt für eine
Parallelisierung mit MapReduce. Typische Beispiele sind iterative Algorithmen, z. B. in den Bereichen
Graph-Verarbeitung, Data Mining und Maschinelles Lernen, welche dieselbe Berechnung wiederholt
ausführen bis ein Terminierungskriterium erreicht ist [255]. Eine MapReduce-Implementierung erfor-
dert die wiederholte Ausführung eines MapReduce-Programms, was ein Ausschreiben der Ausgabeda-
ten von Iteration i in das verteilte Dateisystem sowie ein Einlesen derselben Daten in der Iteration
i + 1 bedingt. Daten, die über die verschiedenen Iterationen hinweg unveränderlich sind, werden zu-
dem unnötigerweise zwischen der Map- und Reduce-Phase im lokalen Dateisystem materialisiert und
umverteilt. HaLoop [35, 36] und Twister [75] sind Erweiterungen, welche diesen Overhead durch das
Caching von (unveränderlichen) Ein- und Ausgabedaten verringern und Hadoops Task-Scheduling Me-
chanismus anpassen, um die Ausführung von Tasks, die dieselbe Datenmenge bearbeiten, auf dem
selben Knoten zu gewährleisten. In [49] wurde MapReduce um eine Merge-Phase zum Mischen der
reduce-Ausgabedaten verschiedener MapReduce-Jobs erweitert, um die Berechnung von Operationen
mit mehreren Eingabedatenquellen, wie z. B. Kreuzprodukt, Differenz, Schnittmengenbestimmung und
Joins, zu erleichtern.
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gen. Im Gegensatz zu MapReduce unterstützt es das Pipelining und Caching von Datensätzen zwischen
verschiedenen Phasen der Berechnung. Programme werden mit PACTs, einer Verallgemeinerung des
MapReduce-Programmiermodells, ausgedrückt [6, 8, 19]. Neben map und reduce werden weitere Funk-
tionen höherer Ordnung unterstützt, die zudem nativ mehrere Datenquellen als Eingabe unterstützen.
Nephele/PACT erlaubt im Vergleich zur starren Hintereinanderausführung von map und reduce eine
wesentlich flexiblere Komposition verschiedener Datenverarbeitungsschritte und erleichtert die Umset-
zung komplexer Workflows erheblich. Des Weiteren existiert eine Abstraktionsschicht namens Sopremo,
welche die Definition von Workflows durch eine mächtige Skriptsprache mit der Bezeichnung Meteor
ermöglicht. Meteor-Skripte werden automatisch in PACT-Programme übersetzt. Der Verbund aus Ne-
phele, PACT und Sopremo wird als Stratosphere-Plattform [7] bezeichnet, die im Rahmen des Open
Source-Projekts Apache Flink25 weiterentwickelt wird. Ein ähnliches Framework namens Dryad wurde
von Microsoft entwickelt [117]. Analog zu PACTS werden Berechnungen durch DryadLINQ-Programme
ausgedrückt [118, 254], die automatisiert in einen physischen Ausführungsplan übersetzt werden.
Mit Beginn der Alpha-Version 0.23 wurde das Hadoop-Framework massiven Änderungen unterzogen.
Ein wesentliches Designziel des resultierenden NextGen MapReduce (auch bezeichnet als MapReduce
2.0, MRv2 oder YARN) war eine Reduzierung der Workload des Jobtrackers durch Dezentralisierung
von Verwaltungsaufgaben. Dessen Aufgabenspektrum umfasste zuvor sowohl die Ressourcenverwal-
tung als auch die Ausführung und Überwachung von MapReduce-Jobs. In großen Hadoop-Clustern
wurde beobachtet, dass der Jobtracker ab einer bestimmten Anzahl parallel ablaufender Tasks26 zum
Engpass wird und damit die horizontale Skalierbarkeit begrenzt. Mit YARN wurde die klassische Auftei-
lung der MapReduce-Schicht in Jobtracker und Tasktracker abgelöst und durch einen globalen Ressource
Manager, einen anwendungsspezifischen Application Master sowie Node Manager-Prozessen auf jedem
Clusterknoten ersetzt [233]. Aufgabe des Ressource Managers ist die Zuteilung von Cluster-Ressourcen
(RAM, CPU, Bandbreite, Plattenspeicher) in Form abstrakter Container an Anwendungen sowie der
Start eines Application Masters für jede entgegengenommene Anwendung. Ein Application Master ist
ein leichtgewichtiger Prozess auf einem beliebigen Clusterknoten und fungiert als “Mini-Jobtracker”
für die Ausführung einer konkreten Anwendung (z. B. eines MapReduce-Jobs). Er kommuniziert mit
dem Ressource Manager, initiiert die Allokation zugewiesener Container auf verschiedenen Knoten und
stößt die Ausführung von Teilaufgaben an. Die Ausführung von Teilaufgaben auf den einzelnen Knoten
erfolgt durch die Node Manager, die ihrerseits den Application Master periodisch über den Berech-
nungsfortschritt unterrichten. YARN bildet oberhalb des HDFS eine Schicht zur Verwaltung abstrakter
Cluster-Ressourcen und ermöglicht somit die Unterstützung verschiedener Programmiermodelle in Apa-
che Hadoop. Neben MapReduce wurden zum Zeitpunkt der Erstellung der Arbeit auch Apache Spark27,
Open MPI28, Apache Hama29 und Apache Giraph30, welches Googles Graphverarbeitungs-Framework
Pregel [159] nachempfunden ist, unterstützt.
Lastbalancierung: Das MapReduce-Programmiermodell weist eine große Anfälligkeit für Datenun-
gleichverteilung (auch bezeichnet als Data Skew oder Partition Skew) auf was zu erheblichen Last-
balancierungsproblemen führen kann. Das Data Skew-Problem wurde erstmals von den berühmten
Datenbankforschern David DeWitt and Michael Stonebraker in einem vielbeachteten Blog-Post31 the-
matisiert und in [154] formalisiert. Im Bereich paralleler Datenbanksysteme ist Lastbalancierung ein
wohlbekanntes und gut erforschtes Problem (siehe z. B. [61, 161]). Speculative Excecution ist das einzige
25 http://flink.incubator.apache.org
26 In einem Vortrag des Spotify Mitarbeiters Adam Kawa anlässlich eines Treffens der Warsaw Hadoop User Group wird






31 Die Originalquelle ist zum Zeitpunkt der Erstellung dieser Arbeit nicht mehr verfügbar. Es existieren jedoch Archivver-
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Instrument von MapReduce-Frameworks zur Lastbalancierung. Darunter versteht man die redundante
Ausführung von “langsamen” Map- bzw. Reduce-Tasks gegen Ende der Map- bzw. Reduce-Phase an ver-
schiedenen Knoten. Sobald eine “Kopie” eines redundant ausgeführten Tasks erfolgreich bearbeitet wur-
de, werden noch laufende Bearbeitungen weiterer Kopien vom Jobtracker gestoppt. Die Ausführungs-
zeit eines MapReduce-Jobs wird durch den Zeitpunkt der erfolgreichen Beendigung des letzten Reduce-
Tasks bestimmt. Zudem startet die Reduce-Phase erst nach der Beendigung des letzten Map-Tasks. Der
Speculative Excecution-Mechanismus dient v. a. zur Beschleunigung von MapReduce-Programmen in
heterogenen Rechner-Clustern, da dadurch vermieden wird, dass die Laufzeit eines MapReduce-Jobs
vom langsamsten Clusterknoten bestimmt wird. Zudem wird dadurch eine Robustheit gegenüber (tem-
porär) stark ausgelasteten oder fehlkonfigurierten Knoten erreicht. Ist eine deutlich variierende Aus-
führungszeit verschiedener Tasks jedoch nicht durch die Ressourcen der bearbeitenden Knoten, son-
dern durch eine unterschiedliche Größe der Eingabedatenmenge (Data Skew, Partition Skew) oder aber
durch einen unterschiedlichen Zeitbedarf zur Verarbeitung gleichgroßer Eingabedatenmengen (Com-
putational Skew) bedingt, ist das Instrument der redundanten Ausführung von Tasks wirkungslos [154].
Die Behandlung von Computational Skew-Effekten wurde in [142] untersucht. Insgesamt fand diese
Problematik in der Forschung wenig Beachtung, da datenintensive MapReduce-Anwendungen sehr viel
anfälliger für Datenungleichverteilung sind [10].
Bei der standardmäßigen Verwendung von (hinreichend großen) Dateien des verteilten Dateisystems
als Eingabe für ein MapReduce-Programm sind Partition Skew-Effekte in der Map-Phase in den meisten
Fällen ebenfalls kein Problem, da die Eingabedatenmenge in HDFS-Blöcke fester Größe (mit Ausnah-
me eines kleineren letzten Blocks) aufgeteilt wird und somit jeder Map-Tasks eine Eingabepartition
derselben Größe bearbeitet. Ein MapReduce-inhärentes Problem ist jedoch die Tatsache, dass alle map-
Ausgabe-Schlüssel-Wert-Paare, die denselben Schlüsselwert aufweisen, demselben Reduce-Task zur Be-
arbeitung zugewiesen werden. Da die Verteilung der map-Ausgabeschlüssel i. Allg. vorab unbekannt
ist und die Partitionierung der map-Ausgabedaten vom Programmierer statisch vor Beginn der Berech-
nung festgelegt sein muss, sind die Möglichkeiten zur Lastbalancierung in der Reduce-Phase begrenzt.
Insbesondere für reduce-Funktionen mit einer nicht-linearen Rechenkomplexität (z. B. paarweise Ähn-
lichkeitsberechnung aller reduce-Eingabe-Werte) können moderate Unterschiede in den Größen der von
den Reduce-Tasks zu verarbeitenden Datenmengen zu signifikanten Laufzeitunterschieden bei der Be-
arbeitung führen. Allgemein gilt, dass durch die Zeit, die zur Bearbeitung der größten Schlüsselgruppe
(also dem map-Ausgabe-Schlüssel mit den meisten Werten) benötigt wird, eine untere Schranke für die
Gesamtausführungszeit eines MapReduce-Jobs gegeben ist. Dies bedeutet, dass durch eine Erhöhung
des Parallelitätsgrades keine weitere Beschleunigung der Bearbeitung erzielt werden kann. Bei Nutzung
von Infrastructure as a Service-Diensten führt dies zu einer deutlichen Senkung der Kosteneffizienz, da
akquirierte, aber nicht ausgelastete Ressourcen, unnötige Kosten verursachen.
Ein erster Ansatz zur Behandlung des Partition Skews wurde in [115] vorgeschlagen. Der LEEN-Ansatz
verlangt eine Modifizierung des Hadoop-Frameworks hinsichtlich verschiedener Punkte. Zunächst wird
die Map-Phase von der Reduce-Phase entkoppelt, d.h. die erste Welle der Reduce-Tasks beginnt erst
mit dem Kopieren der für sie relevanten Map-Ausgabepartitionen nachdem der letzte Map-Task er-
folgreich beendet wurde32. Des Weiteren zählen die Map-Tasks die Auftretenshäufigkeit eines jeden
map-Ausgabe-Schlüssels. Nach einer Aggregation der Teilstatistiken durch den Jobtracker am Ende der
Map-Phase erfolgt eine Zuweisung von map-Ausgabe-Schlüsseln zu Reduce-Tasks. Dabei kommt ein
heuristischer Algorithmus zum Einsatz, der zwei Ziele verfolgt. Zum einen soll die Varianz der von
den einzelnen Reduce-Tasks zu verarbeitenden Eingabedaten minimiert werden. Um die zwischen der
Map- und Reduce-Phase umzuverteilende Datenmenge zu reduzieren, soll zum anderen die Bearbei-
tung eines map-Ausgabe-Schlüssels durch einen Reduce-Task erfolgen, dessen beherbergender Knoten
einen möglichst großen Anteil der Eingabedaten im lokalen Dateisystem vorhält. Da der Ansatz nur
mit sehr großem Aufwand in das Hadoop zu integrieren ist, entwickelten die Autoren ein “Execution
Framework”, welches die Map- und Reduce-Phase eines MapReduce-Frameworks “nachahmt” und den
32In der Standard-Implementierung beginnen die Reduce-Tasks der ersten Welle bereits mit dem Kopieren von Map-
Ausgabedaten nachdem ein vorgegebener Mindestprozentsatz an Map-Tasks erfolgreich beendet wurde.
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Lastbalancierungsalgorithmus zwischen den beiden Phasen ausführt.
Ein ähnlicher Ansatz wurde in [95] vorgeschlagen. Im Vergleich zu [115] werden zudem unterschied-
liche Rechenkomplexitätsklassen der reduce-Funktion berücksichtigt. Dazu geht der Ansatz von einer
Funktion w(|C(k)|, ||C(k)||) aus, welche die Zeit, die zur Ausführung von reduce(k, [v1, ..., vn]) benötigt
wird, abschätzt. Dabei beschreibt |C(k)| die Anzahl der Werte vi mit dem Schlüssel k und ||C(k)|| deren
aggregierte Größe in Byte. Die geschätzte Zeit wird als Workload der Schlüsselgruppe k bezeichnet.
Ähnlich zu [115] werden von den Map-Tasks Statistiken über Schlüsselverteilung generiert, die nach
dem Ende der Map-Phase beim Jobtracker aggregiert und zur Lastbalancierung genutzt werden. Für je-
de map-Ausgabepartition i werden dabei folgende Kennzahlen aggregiert: die Anzahl t(i) der Werte, die
Gesamtgröße aller Werte in Bytes sowie die Anzahl c(i) der Schlüssel in Partition i. Während die t(i) und
s(i) durch Summierung der von den einzelnen Map-Tasks ermittelten Teilsummen bestimmt werden
kann, muss c(i) approximativ ermittelt werden. Darüber hinaus argumentieren die Autoren, dass für
große Datenmengen eine exakte Ermittlung dieser Statistiken nicht praktikabel ist und schlagen statt-
dessen eine verteilte Generierung approximierter Statistiken vor [96]. Ausgehend von den aggregierten
Statistiken wird für jede Partition i die durchschnittliche Anzahl t(i) = t(i)/c(i) der Werte eines enthal-
tenen Schlüssels sowie die durchschnittliche Gesamtgröße s(i) = s(i)/c(i) der Werte eines Schlüssels
berechnet. Damit ergibt sich eine durchschnittliche Workload W (i) = c(i) ·w(t(i), s(i)) für die Bearbei-
tung der Partition i. In der Folge werden zwei Lastbalancierungsstrategien vorgeschlagen. Ähnlich dem
Konzept des Virtual Processor Partitionings bei der Join-Berechnung in verteilten Datenbanksystemen
(vgl. [61]) wird die Anzahl der Partitionen p als ganzzahliges Vielfaches der Anzahl der Reduce-Tasks
gesetzt. Anschließend werden die Partitionen absteigend nach deren durchschnittlicher Workload sor-
tiert und den r Reduce-Tasks mittels einer Greedy-Heuristik zugeordnet. Zusätzlich schlagen die Autoren
eine Strategie zur Aufteilung von Partitionen, deren Workload einen Durchschnittswert überschreitet,
in Fragmente vor, die verschiedenen Reduce-Tasks zugewiesen werden können. Da eine Umsetzung
der vorgeschlagenen Strategien massive Eingriffe in eine MapReduce-Implementierung, wie Apache
Hadoop, nach sich ziehen würden (Anzahl Map-Ausgabepartitionen 6= r, verteilte Bestimmung appro-
ximierter Statistiken, zentrale Lastbalancierung, modifizierte Umverteilung von map-Ausgabedaten)
wurden diese ebenfalls nicht in Hadoop implementiert. Die Evaluation erfolgte stattdessen auf Basis
einer Simulation.
Der SkewTune-Ansatz [143] verfolgt die Strategie der Late Skew Detection. Dahinter verbirgt sich der
Ansatz, eine Skew-Behandlung in der Map- oder Reduce-Phase eines MapReduce-Jobs durchzuführen
wenn abzusehen ist, dass die Bearbeitung eines einzelnen Tasks wesentlich länger dauert als die Be-
arbeitung der übrigen Tasks, es keine ausstehenden Tasks mehr gibt und es freie Cluster-Ressourcen
(Map- bzw. Reduce-Prozesse) gibt. Zu einem Zeitpunkt wird nur ein Task behandelt. Dazu wird der
Task mit der größten erwarteten verbleibenden Rechenzeit t remain (ermittelt aus dem Verhältnis der
bisher bearbeiteten Datenmenge und der dafür benötigten Zeit) ausgewählt. Ausgehend von einem
fixen Scheduling Overhead ω (ca. 30s) erfolgt eine Skew-Behandlung nur, wenn gilt: t remain/2 > ω.
Dahinter verbirgt sich die Annahme, dass mindestens ein Map- bzw. Reduce-Prozess frei ist (also aktu-
ell keinen Task bearbeitet) und die verbleibende Datenmenge des zu behandelnden Tasks gleichmäßig
unter dem freien und dem Prozess, der den Task aktuell bearbeitet, aufgeteilt wird, sodass die ver-
bleibende Ausführungszeit im Idealfall t remain/2 beträgt. Nach erfolgter Identifizierung eines zu be-
handelnden Straggler33-Tasks wird dessen Bearbeitung gestoppt. Anschließend erfolgt ein (paralleles)
Scannen der verbleibenden Eingabedatenmenge, um Statistiken über die verbleibende Eingabedaten-
menge zu sammeln. Basierend auf diesen Statistiken wird die verbleibende Datenmenge auf die Map-
bzw. Reduce-Prozesse aufgeteilt, die momentan frei sind oder bald frei werden. Dazu wird die verblei-
bende Datenmenge in adjazente Intervalle mit annähernd gleicher Größe aufgeteilt. Im Falle eines zu
behandelnden Map-Tasks entspricht ein Intervall einem Fragment der Eingabedatenmenge. Im Falle
eines Reduce-Tasks umfasst ein Intervall mehrere adjazente Schlüssel-Wert-Paare, wobei garantiert ist,
dass alle Werte vi eines map-Ausgabe-Schlüssels k demselben Intervall zugewiesen werden. Die Anzahl
33 engl. straggler = Nachzügler
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der Intervalle wird wiederum als ein ganzzahliges Vielfaches der Anzahl der freien Map- bzw. Reduce-
Prozesse gesetzt. In der Folge werden die gebildeten Intervalle mittels eines heuristischen Algorithmus
mit linearer Zeitkomplexität zu den freien und bald frei werdenden Map- bzw. Reduce-Prozessen zu-
gewiesen. Eingabe dieses Algorithmus ist die nach verbleibender Ausführungszeit aufsteigend sortierte
Liste der Map- bzw. Reduce-Prozesse sowie die Liste der Intervalle inkl. der erwarteten Ausführungszei-
ten. Unter der Annahme einer perfekten Aufteilung der verbleibenden Arbeit auf die optimale Anzahl
von n Map- bzw. Reduce-Prozessen berechnet der Algorithmus zunächst die verbleibende Gesamtaus-
führungszeit opt. Anschließend werden dem ersten Map- bzw. Reduce-Prozess solange Intervalle in
sequentieller Reihenfolge zugewiesen bis die geschätzte dafür benötigte Bearbeitungszeit den Wert opt
überschreitet. Dieser Prozess wird für die nächsten (in erwarteter Terminierungsreihenfolge) Map- bzw.
Reduce-Tasks wiederholt bis alle Intervalle zugewiesen sind. Da der SkewTune-Ansatz potentiell die Ein-
gabedatenmenge eines beliebigen Map- oder Reduce-Tasks zur Bearbeitung durch mehrere Map- bzw.
Reduce-Prozesse aufteilen kann, ist dessen Einsetzbarkeit auf zustandslose MapReduce-Programme be-
schränkt, bei denen die Ausgabe eines Aufrufs der der map- und reduce-Funktion alleinig von den ak-
tuellen Eingabedaten und nicht von der Eingabe früherer Funktionsaufrufe abhängt.
ClusterJoin ist ein Framework zur MapReduce-basierten Berechnung von Similarity Joins für beliebige
Metriken [212]. Die Berechnung aller Punktpaare, deren Abstand unterhalb eines Schwellwertes liegt,
erfolgt in drei Phasen. Im ersten Schritt wird mittels zufälligem Sampling eine Menge A sogenannter
Anchor Points ermittelt, welche im späteren Verlauf die Rolle von Clusterzentroiden einnehmen, um
die die Eingabedatensätze angeordnet werden. Jeder Anchor Point C ∈ A formt ein Cluster, das alle
Punkte umfasst, für die C derjenige Anchor Point mit dem kleinsten Abstand ist. Die Autoren argumen-
tieren, dass durch das Sampling die vorliegende Datenverteilung abgebildet wird, da mehr Punkte aus
dichten Regionen und wenige Punkte aus dünn besiedelten Regionen selektiert werden. Parallel zur
Bestimmung von A wird eine Menge sogenannter Query Points zufällig gesamplet. Jeder Query Point
Q wird dem Anchor Point mit dem geringsten Abstand zugeordnet. Da es nicht ausreichend ist, ledig-
lich Punkte des gleichen Clusters zu vergleichen, muss Q zu weiteren Clustern zugeordnet werden,
sofern in diesen ein Punkt P mit δ(Q, P) ≤ θ enthalten sein kann. Zur effizienten Bestimmung dieser
Cluster schlagen die Autoren verschiedene allgemeine und metrikspezifische Filter vor. Die Anzahl der
Query Points pro Anchor Point dient (in Kombination mit der Wahrscheinlichkeit, mit der ein Punkt
der Eingabedatenquelle als Query Point selektiert wurde) zur Abschätzung der Größe eines jeden Clus-
ters. Da die Parallelverarbeitung von Clustern unterschiedlicher Größe die Skalierbarkeit einschränkt,
werden Cluster oberhalb eines vorgegebenen Größenschwellwertes mittels eines zweidimensionalen
Hashverfahrens [189] in Subcluster unterteilt. Dabei wird das Cluster in k2 Zellen unterteilt und jeder
enthaltene Punkt auf k Zellen abgebildet. Für zwei Punkte des Ausgangsclusters ist garantiert, dass sie
genau eine gemeinsame Zelle haben. In der zweiten Phase des Workflows wird, analog zur Bearbeitung
der Query Points, jeder Punkt der Eingabedatenquelle zum Cluster mit dem nächsten Anchor Point und
möglicherweise zu weiteren (Sub-) Clustern zugeordnet. Die paarweise Abstandsberechnung innerhalb
der auf diese Weise definierten Cluster erfolgt unabhängig voneinander in der dritten Workflow-Phase.
Tabelle 2.2 vergleicht die existierenden Lastbalancierungsansätze bezüglich verschiedener Kriterien. Es
fällt auf, dass die Mehrzahl der Ansätze nicht in die de-facto Standardimplementierung des MapReduce-
Programmiermodells, Apache Hadoop, integriert wurden und somit nicht für die breite Community ein-
setzbar sind. Um dies zu gewährleisten, wären weitreichende Eingriffe in den Quellcode des Hadoop-
Frameworks notwendig, die bei zukünftigen Weiterentwicklungen mit hohem Aufwand gewartet wer-
den müssten. Die ersten drei Verfahren sind generische Ansätze für beliebige MapReduce-Programme,
bei denen die Zeit zur Bearbeitung der größten reduce-Eingabe-Schlüsselgruppe eine unterste Schran-
ke der mit einem beliebigen Parallelitätsgrad erreichbaren Gesamtausführungszeit ist. Der in [212]
verfolgte Ansatz zur Lastbalancierung ist konzeptionell sehr ähnlich zu den in Dedoop verwendeten
Techniken. Hierbei wird ausgenutzt, dass die Distanz zweier Datensätze unabhängig von anderen Da-
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Tabelle 2.2: Übersicht der vorgestellten Lastbalancierungsverfahren zur Behandlung des Partition Skews
bei der Ausführung von MapReduce-Programmen.
Clusters (einer Schlüsselgruppe) auf mehrere Reduce-Tasks35. Der wesentliche Unterschied besteht in
der Art und Weise, wie die Datenverteilung ermittelt (Sampling vs. exakte Bestimmung) und die Auftei-
lung großer Cluster (Blöcke) vorgenommen wird (Hashing vs. Aufteilung in gleichgroße Subcluster).
Weitere Forschungsarbeiten: Neben den vorgestellten MapReduce-Erweiterungen existiert eine Viel-
zahl weiterer Forschungsarbeiten, z. B. zu den Themen Energieeffizienz [80, 153, 145], automatisches
Parameter Tuning [107, 109], Code Analyse und Optimierung [38, 106, 120], Datenallokation in hete-
rogenen Clustern [11, 251], Fortschrittsberechnung und Laufzeitvorhersage [174, 256], Task Schedu-
ling [187, 197] und Cluster Sizing (kosteneffiziente Bestimmung einer optimalen Clustergröße sowie
sinnvoller Instanztypen bei Nutzung von Infrastructure as a Service-Diensten) [108].
2.4 Parallelisierung von Entity Resolution-Workflows
Entity Resolution ist seit vielen Jahren ein aktives Forschungsgebiet. Es existiert eine Vielzahl von An-
sätzen zur Lösung unterschiedlicher Teilprobleme des Entity Resolution-Prozesses. Trotz der Verwen-
dung von Blocking-Verfahren zur Reduzierung der Kandidatenpaare beansprucht die Duplikaterken-
nung aufgrund der inhärenten quadratischen Rechenkomplexität der paarweisen Ähnlichkeitsberech-
nung bereits für mittelgroße Datenquellen mit ca. 100.000 Datensätzen eine Rechenzeit von mehreren
Stunden [140]. Um akzeptable Antwortzeiten bei der Deduplizierung großer Datenquellen mit Mil-
lionen von Datensätzen gewährleisten zu können, ist eine Parallelverarbeitung auf mehreren Prozes-
soren und/oder Rechnern unabdingbar. Im verbleibenden Teil dieses Abschnittes wird ein Überblick
über bestehende Ansätze zur Parallelisierung von Entity Resolution-Workflows und paarweisen Ähn-
lichkeitsberechnungen gegeben. Eine Abgrenzung der in dieser Arbeit vorgestellten Techniken zu den
existierenden Ansätzen erfolgt nach einer Vorstellung des Dedoop-Frameworks im Abschnitt 3.5.
2.4.1 Entity Resolution-Systeme mit Parallelverarbeitung
Febrl war eines der ersten Systeme, welches eine Parallelverarbeitung von Entity Resolution-Workflows
unterstützte. In [52] beschreiben die Autoren erste Resultate für die Parallelisierung auf einem Mehr-
35 Ein direkter Vergleich solch spezialisierter Verfahren mit generischen Lastbalancierungsverfahren ist somit nicht möglich.
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prozessorsystem unter Verwendung des Message Passing Interface-Standards. Die Evaluierung zeigt ins-
besondere, dass der Teilschritt der paarweisen Ähnlichkeitsberechnung und Klassifizierung ungefähr
95% der Gesamtausführungszeit ausmacht und deswegen im Vergleich zum Blocking-Schritt besonders
von der Parallelisierung profitiert. Nähere Details zur Parallelisierung werden jedoch nicht beschrieben.
Das D-Swoosh-Verfahren [22] betrachtet die Parallelisierung des Swoosh-Ansatzes [23] über mehrere
Prozessoren und Knoten. Der Ansatz berücksichtigt nicht nur die Erkennung sondern auch die Fusi-
on von Datensätzen, die dasselbe Realweltobjekt beschreiben. Die Autoren argumentieren, dass durch
Verschmelzung entstandene Datensätze im Vergleich zu den Ausgangsdatensätzen mehr Informatio-
nen in sich tragen und deswegen zur Identifizierung weiterer Duplikate führen können, die durch den
paarweisen Vergleich der Ausgangsdatensätze allein nicht gefunden werden können. Die Eingabe des
Algorithmus besteht aus einer Funktion Match, die für zwei Datensätze entscheidet, ob sie dasselbe
Realweltobjekt beschreiben sowie einer Funktion merge, die zwei Duplikate zu einem neuen Datensatz
fusioniert. Mittels einer scope-Funktion wird jeder Eingabedatensatz initial mehreren Prozessoren zu-
gewiesen und an diese gesendet. Dabei ist gewährleistet, dass jedes Datensatzpaar mindestens einen
“gemeinsamen Prozessor hat”. Die Autoren diskutieren mehrere dieser Zuweisungsverfahren. Eine Mög-
lichkeit besteht darin, jeden Datensatz an die Mehrheit der zur Verfügung stehenden Prozessoren zu
senden. In der Folge vergleicht jeder Prozessor die ihm zugewiesenen Datensatzpaare. Da zwei Daten-
sätze mehrere “gemeinsame” Prozessoren haben können, besteht die Möglichkeit redundanter Paar-
vergleiche. Um dies zu vermeiden, überprüft jeder Prozessor mittels einer responsible-Funktion, ob er
für den Vergleich zweier Datensätze zuständig ist. Nach der Fusion zweier Duplikate ri und r j wird
der neu generierte Datensatz ri, j an alle Prozessoren aus scope(ri, j) geschickt. Des Weiteren werden
alle Prozessoren aus scope(ri) bzw. scope(r j) instruiert, ihre Kopien der Ausgangsdatensätze ri bzw.
r j zu löschen. Ein Prozessor gleicht einen neu eingegangenen (fusionierten) Datensatz mit allen ihm
zugewiesenen Datensätzen ab, für die bisher kein Duplikat gefunden wurde. Dieses Verfahren wird
iterativ fortgesetzt bis jeder Prozessor alle Paare, für die er zuständig ist, verglichen hat und alle ver-
sendeten Nachrichten empfangen und bearbeitet wurden. Neben der bisher diskutieren Parallelisie-
rung des kartesischen Produktes unterstützt D-Swoosh prinzipiell auch Blocking-Verfahren. Nachteile
des generischen Verfahrens sind die exzessive Replikation der Eingabedaten sowie der sehr hohe Kom-
munikationsaufwand zur Propagierung von Datensatzfusionierungen. Beim Zusammenführen zweier
Datensätze ergibt sich zudem das Problem der automatischen Behebung von Widersprüchen (siehe z. B.
[33] und [69]). Der Algorithmus wurde mittels einer verteilten Java-Anwendung implementiert und in
einem Cluster bestehend aus 15 Single-Core Rechnern evaluiert. Für 15 Knoten konnte bei der Evaluie-
rung des Kartesischen Produktes lediglich ein Speedup von 5−6 erreicht werden. Bei der Verwendung
von Blocking-Verfahren beobachteten die Autoren zudem starke, durch variierende Blockgrößen ver-
ursachte, Lastbalancierungsprobleme. In [160] erfolgte eine Betrachtung verschiedener Möglichkeiten
zur Parallelisierung des Swoosh-Ansatzes (mit Blocking) unter Verwendung des MapReduce- und des
Pregel-Programmiermodells. Die vorgestellten Verfahren wurden jedoch nicht evaluiert.
In [219] wurde mit Parallel Linkage ebenfalls ein Ansatz vorgestellt, der gefundene Duplikate zu einem
neuen Datensatz fusioniert und diesen in einem iterativen Prozess mit anderen Datensätzen der Aus-
gangsdatenquelle vergleicht. Die Autoren beschränken sich auf die Evaluierung des kartesischen Pro-
duktes zweier Eingabedatenquellen. Zusätzlich wird gegebenenfalls die “Sauberkeit” einer oder beider
Datenquellen (also die Tatsache, dass eine Datenquelle in sich duplikatfrei ist) ausgenutzt, um die zu
verrichtende Arbeit zu begrenzen. Der Ansatz verfolgt eine Replikation der kleineren Datenquelle zu
jedem Prozessor. Die größere Eingabedatenquelle wird in mehrere Partitionen aufgeteilt, die den zur
Verfügung stehenden Prozessoren zugewiesen werden. Jeder Prozessor wertet in der Folge das Kartesi-
sche Produkt der kleineren Datenmenge und der ihm zugewiesenen Partition der größeren Datenmen-
ge aus. Anschließend erfolgt eine Propagierung fusionierter Datensätze zu anderen Prozessoren, um
weitere Duplikate finden zu können. Dieser Schritt wird wiederholt bis keine neuen Duplikate mehr
erkannt werden. Durch die Fusion von Datensätzen wird die einem Prozessor zugewiesene Datenmen-
ge verringert. Diese Tatsache wird bei der Neuzuweisung fusionierter Datensätze berücksichtigt, um
eine gleichmäßige Aufteilung der Arbeit auf die einzelnen Prozessoren zu gewährleisten. Die Evaluati-
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on erfolgte für eine sehr kleine Datenquelle von 5.000 Datensätzen unter Verwendung einer verteilten
MATLAB Umgebung mit 8 Prozessoren. Da die Evaluation des Kartesischen Produktes, im Gegensatz
zur Parallelverarbeitung unterschiedlich großer Blöcke, keine Anfälligkeit gegenüber Datenungleich-
verteilung aufweist, konnten sehr gute Speedup-Werte von 7, 5− 8 erzielt werden.
Eine erste Vorarbeit zu den in dieser Dissertation vorgestellten Techniken zur Parallelisierung von
Entity Resolution-Workflows wurde 2010 in [126] vorgestellt. Der Ansatz basiert auf einer service-
orientierten verteilten Infrastruktur des GOMMA-Systems [125], die gewisse Ähnlichkeiten mit der
Master-Slave-Architektur eines MapReduce-Clusters aufweist. Ein Workflow Service generiert auf Ba-
sis der Blocking-Konfiguration sogenannte Match-Tasks. Ein Match-Task ist eine logische Beschreibung
einer Teilmenge der Ausgangsdaten, deren Ähnlichkeit zu berechnen ist. Zur Match-Task-Generierung
kommuniziert der Workflow Service mit einen Data Service, welcher Zugang zu den Eingabedaten bietet
und für die Speicherung von Teilergebnissen zuständig ist. Der Workflow Service verwaltet eine Liste zu
bearbeitender Match-Tasks, die Match Services mit freien Kapazitäten zur Bearbeitung zugewiesen wer-
den. In Abhängigkeit der Hardwareeigenschaften des beherbergenden Rechners kann ein Match Service
mehrere Match-Tasks parallel bearbeiten. Dazu verwaltet er eine Menge von Match Threads, die jeweils
die Eingabepartitionen der ihnen zugewiesenen Match-Tasks vom Data Service lesen. Um die zwischen
Match Service und Data Service transferierten Datenmenge zu verringern, verwaltet jeder Match Ser-
vice einen sogenannten Partition Cache, der eine feste Anzahl an (zuletzt verwendeten) Eingabepar-
titionen vorhält. Nach erfolgreicher Bearbeitung eines Match-Tasks informiert der Match Service den
Workflow Service über den Erfolg und teilt ihm zusätzlich mit, welche Partitionen im Cache vorliegen.
Der Workflow Service versucht in der Folge Datenlokalität zu gewährleisten, indem er diesem Match
Service einen Match-Task zuweist, der eine der gecachten Partitionen umfasst. Der Ansatz unterstützt
sowohl die parallele Auswertung des Kartesischen Produktes als auch die parallele Bearbeitung von
Blöcken für eine oder zwei Eingabedatenquellen. Um Robustheit gegenüber Datenqualitätsproblemen
zu gewährleisten wird im Gegensatz zu der in anderen Ansätzen verfolgten Zuweisung eines Datensat-
zes zu mehreren Blöcken die Definition eines (großen) sogenannten Miscellaneous Blocks verfolgt, der
alle Datensätze mit fehlenden Attributwerten umfasst. Die Bearbeitung unterschiedlich großer Blöcke
kann aufgrund der quadratischen Komplexität der paarweisen Ähnlichkeitsberechnung stark variieren-
de Ausführungszeiten verursachen, was zu erheblichen Lastbalancierungsproblemen führt. Aus diesem
Grund werden in einem Partition Tuning-Schritt große Blöcke in Subblöcke aufgeteilt, wobei für jedes
Subblockpaar ein Match-Task generiert wird. Analog dazu werden mehrere kleinere Blöcke in einem
einzelnen Match-Task zusammengefasst, um den Gesamtoverhead des Schedulings und Inter-Service-
Kommunikation zu verringern. Zur Evaluation wurde eine ca. 114.000 Produktangebote umfassen-
de Datenquelle mit verschiedenen Entity Resolution-Strategien dedupliziert. Die Experimente wurden
auf einem lokalen Cluster bestehend aus vier Quad-Core-Rechnern ausgeführt. Auf jedem der Cluster-
knoten wurde ein Match Service gestartet, der vier Match Threads verwaltete, insgesamt standen 16
Prozessorkerne für die Ähnlichkeitsberechnung zur Verfügung. Für das beste Setup konnte ein nahezu
perfekter Speedup von knapp 16 erreicht werden. Die Berücksichtigung der Datenlokalität bewirkte für
eine Cache-Größe von 16 Partitionen eine Laufzeitverbesserung von ca. 15%. Die optimalen Blockgrö-
ßenschwellwerte wurden experimentell bestimmt, eine dynamische Bestimmung dieser Größen wurde
nicht betrachtet. Der Schwachpunkt der verwendeten Infrastruktur ist der zentrale Data Service, der
einerseits sämtliche Eingabedaten an die Match Services transferieren und andererseits die Resultate
der Berechnungen speichern muss. Für Cluster bestehend aus hunderten von Knoten ist abzusehen,
dass der den Data Service beherbergende Knoten zum Engpass wird und die horizontale Skalierbarkeit
einschränkt. Diese Tatsache motivierte u. a. die in dieser Dissertation betrachtete Parallelisierung von
Entity Resolution-Workflows mit MapReduce.
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2.4.2 Entity Resolution mit MapReduce
Die Verwendung von MapReduce im Entity Resolution-Kontext wurde erstmals in [234] untersucht. Die
Autoren betrachten die Bestimmung aller Paare (a, b) ∈ A× B mit sim(a, b) ≥ t zweier Tokenmengen
A, B und präsentieren eine MapReduce-Implementierung des sequentiellen PPJoin+-Algorithmus [250].
Der Ansatz ist in drei Phasen unterteilt. Die erste Phase besteht aus zwei MapReduce-Jobs, die sequen-
tiell ausgeführt werden. Im ersten Job wird der Join-Attributwert eines jeden Eingabedatensatzes to-
kenisiert. Für alle Token wird anschließend bestimmt, wie oft sie insgesamt in den Join-Attributwerten
der Eingabedatensätze vorkommen. Der zweite MapReduce-Job konvertiert das Ergebnis des ersten
Jobs in eine nach Auftretenshäufigkeit absteigend sortierte Liste aller Tokens. In der zweiten Phase,
bestehend aus einem einzelnen MapReduce-Job, erfolgt die eigentliche Bestimmung aller Datensatz-
paare, deren, aus den Join-Attributwerten abgeleiteten, Tokenmengen eine Mindestähnlichkeit von t
aufweisen. Der sequentielle PPJoin+-Algorithmus verwendet verschiedene Filtertechniken zur effizien-
ten Bestimmung aller Paare, die dem Ähnlichkeitskriterium genügen. Sei x die nach Auftretenshäufig-
keit aufsteigend sortierte Tokenliste eines beliebigen Datensatzes. Die ersten p = |x |−dt · |x |e+1 Token
dieser Tokenliste werden als Menge der Präfixtoken des Datensatzes bezeichnet. Damit zwei Datensätze
dem Ähnlichkeitskriterium genügen, müssen sie in mindestens einem Präfixtoken übereinstimmen (vgl.
[250]). Die Sortierreihenfolge der Token bewirkt, dass diese Überprüfung auf Basis der am seltensten
in der Datenquelle vorkommenden Token vorgenommen wird, was die Wahrscheinlichkeit erhöht, dass
zwei Datensätze bereits in diesem Schritt aus der Menge der Kandidatenpaare eliminiert werden. Die
MapReduce-Implementierung nutzt diese notwendige Bedingung als Blocking-Kriterium. Für jeden Da-
tensatz wird in der Map-Phase die Menge der Präfixtoken bestimmt. Für jedes der p Präfixtoken eines
Datensatzes gibt die map-Funktion ein (token, record)-Paar aus, konzeptionell wird der Datensatz so-
mit p Blöcken zugewiesen. In der Folge werden alle Datensätze, die ein bestimmtes Präfixtoken gemein
haben, gruppiert und der reduce-Funktion übergeben. Innerhalb der reduce-Funktion wird der sequen-
tielle PPJoin+-Algorithmus berechnet. Die Ausgabe besteht aus Paaren von Datensatzidentifikatoren.
In einer aus zwei MapReduce-Jobs bestehenden optionalen dritten Phase können diese um alle Attri-
bute der entsprechenden Ausgangsdatensätze angereichert werden. Die Evaluation erfolgt in einem
Cluster bestehend aus 10 Knoten mit je einem Quad-Core-Prozessor für (künstlich vergrößerte) Da-
tenquellen mit bis zu 30 Millionen Datensätzen. Die Autoren untersuchten u. a. den relativen Speedup
für verschiedene Variationen ihres Ansatzes. Die Ergebnisse zeigen bereits für 10 Knoten suboptimale
Speedup-Werte, was erneut durch die variierende Größe der reduce-Eingabepartitionen, also der Anzahl
der Datensätze, die ein bestimmtes Präfixtoken gemein haben, verursacht wird. Aufgrund der sehr ef-
fizienten Arbeitsweise des sequentiellen PPJoin+-Algorithmus, der durch verschiedene Filtertechniken
selber einen starke Einschränkung der Kandidatenmenge vornimmt, sind die beobachteten Lastbalan-
cierungsprobleme weniger gravierend als z. B. beim D-Swoosh-Ansatz. Eine Schwäche des ursprüngli-
chen Ansatzes ist die redundante Betrachtung von Datensätzen, die mehr als ein gemeinsames Präfix-
token haben, in verschiedenen Reduce-Tasks. Dies kann zu Duplikaten im Ergebnis der zweiten Phase
führen, die in der dritten Phase des Verfahrens entfernt werden müssen. Darüber hinaus existiert eine
Vielzahl weiterer Ansätze zur MapReduce-Parallelisierung von Similarity Joins [166, 209, 212, 215].
Auf [212] wurde bereits im Abschnitt 2.3.3 eingegangen. Der in [215] verfolgte Ansatz wird kurz im
Abschnitt 6.2.1 thematisiert.
In [236] wird ein System namens MapDupReducer zur Bestimmung von ähnlichen Webdokumenten
vorgestellt. Ein möglicher Anwendungsfall für dieses System ist die automatische Bestimmung von Do-
kumenten mit ähnlichem Inhalt, z. B. beim Browsing von News-Artikeln. Da dies für Datenmengen in
der Größenordnung mehrerer hundert Terabytes aufgrund der begrenzten Rechen- und Speicherkapa-
zität eines einzelnen Rechners eine verteilte Berechnung in Rechnerclustern erfordert, realisierten die
Autoren das System auf Basis von MapReduce. In vier sequentiell ausgeführten MapReduce-Jobs wer-
den, ähnlich zu [234], verschiedene Filterschritte (Präfix- und Positionsfilter) des PPJoin+-Algorithmus
implementiert. Eine weitere eingesetzte Filtertechnik sind Signatur-Filter, die die “Fingerabdrücke” von
Dokumenten vergleichen, um die Menge der Kandidatenpaare weiter einzuschränken (vgl. [136]). Ab-
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schließend wird in einem Nachverabeitungsschritt die Dokumentenähnlichkeit aller nach Anwendung
der Filterschritte verbleibenden Dokumentpaare berechnet, um die finale Menge an (Beinahe-) Dupli-
katen zu bestimmen. Die beschrieben Schritte können beispielsweise von Suchmaschinenbetreibern vor
der weiteren Bearbeitung gecrawlter Dokumente durchgeführt werden, um den Aufwand zur Indexie-
rung und Speicherung von Webdokumenten mit gleichem Inhalt zu verringern. Eine Evaluation des
Systems wurde von den Autoren nicht präsentiert.
Der MD-Approach ist ein Ansatz zur MapReduce-basierten Parallelisierung von Entity Resolution-
Workflows basierend auf einem zweistufigen Standard-Blocking [25]. Der erste Blocking-Schritt ist sehr
grobgranular und hat v. a. das Ziel, möglichst keine tatsächlichen Duplikate zu eliminieren. Als Resul-
tat entstehen sehr wahrscheinlich mehrere große Blöcke, deren parallele Bearbeitung zu Lastbalancie-
rungsproblemen führen kann. Diese werden anschließend mittels eines feineren Blocking-Kriteriums
in kleinere Subblöcke unterteilt. Die Autoren stellen einen entsprechenden Workflow bestehend aus
3 MapReduce-Jobs vor. Im ersten Job wird in der Map-Phase für jeden Datensatz eine Menge von
Blockschlüsseln (abgeleitet von den Werten verschiedener Attributen) gebildet. Die Zuweisung eines
Datensatzes zu mehreren Blöcken dient der Robustheit gegenüber fehlenden oder fehlerhaften Werten.
Für jeden Blockschlüssel b eines Datensatzes wird durch die map-Funktion eine (b, record)-Paar ausge-
geben. Alle Datensätze eines Blocks, dessen Größe unterhalb eines vorgegebenen Schwellwertes liegt,
werden in einem Aufruf der reduce-Funktion des ersten MapReduce-Jobs miteinander verglichen. Alle
Datensätze eines großen Blocks werden in einem zweiten MapReduce-Job in kleinere Subblöcke auf-
geteilt, deren jeweilige Datensätze analog zum ersten Job in der Reduce-Phase miteinander verglichen
werden. Die Aufteilung in Subblöcke kann beispielsweise durch Verkettung von Blockschlüsseln des
ersten Blocking-Schritts mit den (feingranularen) Blockschlüsseln des zweiten Schritts erfolgen. Eine
Besonderheit bei der Generierung von Subblöcken ist das Zusammenfassen der Datensätze von Blö-
cken, deren in Sortierreihenfolge benachbarte Blockschlüssel einen vorgegebenen Ähnlichkeitsschwell-
wert überschreiten. Für eine korrekte Implementierung dieser Idee müsste jeder Map-Task (Schreib-)
Zugriff auf eine globale Hash-Tabelle haben, was mit einer skalierbaren MapReduce-Implementierung
wie Apache Hadoop nicht möglich ist. Die Autoren verwenden daher das Phoenix-Framework [206],
welches eine MapReduce-Implementierung für Multi-Core- und Mehrprozessorsysteme mit gemeinsa-
men (Haupt-) Speicher bereitstellt. Die Evaluation erfolgte deswegen auch lediglich auf einem einzel-
nen Rechner mit vier Prozessorkernen. Es wurden bis zu 4 Millionen synthetisch generierte Datensätze
zur Evaluation herangezogen. Insgesamt konnte ein Speedup von ungefähr 3.5 erreicht werden. Die
Autoren vergleichen zudem ihren Ansatz mit der einer Reimplementierung des Ansatzes aus [234] für
das Phoenix-Framework hinsichtlich der resultierenden Match-Qualität und der benötigten Laufzeit.
Die Aussagekraft dieses Vergleiches ist jedoch aufgrund der unterschiedlichen Arbeitsweise (und damit
der Filterung der Kandidatenpaare) des Standard Blockings und des PPJoin+-Verfahrens fragwürdig.
Dies gilt insbesondere, da in den verglichenen Implementierungen unterschiedliche Ähnlichkeitsmetri-
ken und Schwellwerte verwendet wurden. Da die Menge der nach dem Blocking-Schritt verbliebenen
Kandidatenpaare unterschiedlich ist und die Bestimmung von Ähnlichkeiten auf eine verschiedene Art
und Weise erfolgt, ist weder ein Vergleich der resultierenden Qualität noch der Laufzeit sinnvoll. Dar-
über hinaus ist die Vorgehensweise, einen Entity Resolution-Workflow an die Probleme, die durch die
Parallelisierung entstehen, anzupassen, kritisch zu betrachten. Die Autoren präsentieren keine Strategie
zur Lösung der Lastbalancierungsprobleme, die bei der Bearbeitung eines gegebenen Entity Resolution-
Workflows entstehen, sondern versuchen die Probleme durch Wahl der Blocking-Kriterien zur Reduk-
tion der Kandidatenmenge zu vermeiden. Ein weiterer Kritikpunkt des Ansatzes ist die Vorgabe eines
Schwellwertes zur Definition “großer” Blöcke. Da die Blockschlüsselverteilung i. Allg. vorab unbekannt
ist, wäre eine dynamische Ermittlung dieser Schranke in Abhängigkeit von der Gesamtzahl der nach
dem Blocking-Schritt verbleibenden Kandidatenpaare und des verwendeten Parallelitätsgrades sinn-
voll. Darüber hinaus werden auch in diesem Ansatz Datensatzpaare mehrfach (bezüglich verschiedener
Blockschlüssel) verglichen, was zu Duplikaten im finalen Ergebnis führen kann.
Dynamic Record Blocking ist eine Verallgemeinerung des zuletzt betrachteten zweistufigen Standard
Blockings auf n Stufen [163]. Zur Deduplizierung von Personendatensätzen, die aus verschiedenen
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heterogenen Quellen stammen, verwenden die Autoren eine Liste von Top Level Attributen wie z. B.
Sozialversicherungsnummer und Name, deren Werte zur Definition von Top Level-Blockschlüsseln ver-
wendet werden. Für alle Blöcke, deren Größe einen vorgegebenen Schwellwert übersteigt, werden
schrittweise weitere Attribute, wie z. B. Geburtsjahr und Wohnort herangezogen, um die Blöcke in klei-
nere Subblöcke zu unterteilen. Dabei werden (wie in [25]) die Blockschlüssel verschiedener Stufen
verkettet. Dieses Verfahren wird rekursiv fortgesetzt bis alle Subblöcke unterhalb des Größenschwell-
wertes liegen. Durch das Blocking-Schema wird ein Baum definiert, dessen Knoten einen (Sub-) Block
repräsentieren. Die Bezeichnung eines jeden Knotens entspricht der Verkettung der Blockschlüssel auf
dem Pfad von der Wurzel zum Knoten. Alle Kinder eines Knoten verfeinern das Blocking-Kriterium
des Vaterknotens und definieren einen Subblock. Die Blöcke, die als Eingabe für die paarweise Ähn-
lichkeitsberechnung dienen, sind durch die Blätter des Baumes gegeben. Jede Ebene des Baumes wird
durch einen einzelnen MapReduce-Job berechnet. In der map-Funktion des ersten MapReduce-Jobs
werden für jeden Datensatz die Top Level-Blockschlüssel aus den Werten der Top Level-Attribute be-
stimmt und ein Paar (b,record) für jeden Top Level-Blockschlüssel b ausgegeben. Die reduce-Funktion
bestimmt die Anzahl der Datensätze eines jeden Top Level-Blocks. Die Blöcke deren Größe oberhalb
des Schwellwertes liegt, bilden die Eingabe für die nächste Iteration, in der die Blöcke durch Verfei-
nerung ihrer Blocking-Kriterien in kleinere Subblöcke unterteilt werden. Beträgt Höhe die des Baums
n, so sind n MapReduce-Jobs sequentiell auszuführen, um die Eingabedatenmenge entsprechend des
Blocking-Schemas zu unterteilen. Da in jeder Ebene mehrere Attribute zur Definition von Blockschlüs-
seln herangezogen werden, kann jeder Datensatz mehreren Blöcken zugewiesen sein. Um die redun-
dante Ähnlichkeitsberechnung von Datensätzen zu vermeiden, die mehr als einen gemeinsamen Block
haben, werden zwei weitere MapReduce-Jobs ausgeführt. Im ersten Job erfolgt die Bestimmung des
größten gemeinsamen Blocks eines jeden Kandidatenpaares. Im zweiten MapReduce-Job wird für je-
den Block eine Liste von Datensatzpaaren erstellt, die zu vergleichen sind (also deren größter gemein-
samer Block der aktuell betrachtete Block ist). Die Ähnlichkeitsberechnung der verbleibenden Kandi-
datenpaare erfolgt in einem finalen MapReduce-Job. Die Vorgehensweise zur Vermeidung redundanter
Paarvergleiche ist der Hauptkritikpunkt des Verfahrens. Im ersten MapReduce-Job wird die Menge aller
Paare eines Blockes materialisiert und umverteilt, was in Abhängigkeit des verwendeten Blockgrößen-
schwellwertes mit einem massiven I/O Overhead einhergeht. Dieselben Probleme bestehen bei der
Materialisierung der Liste der zu vergleichenden Paare. Die Annotation eines jeden Datensatzes mit
all seinen “Blatt-Blockschlüsseln” würde nur einen einzelnen leichtgewichtigen MapReduce-Job erfor-
dern und eine Überprüfung der “größter gemeinsamer Block-Bedingung” zur Laufzeit ermöglichen. Die
Evaluation erfolgte anhand von ca. 5,7 Mio. Datensätzen in einem Hadoop-Cluster bestehend aus 80
Knoten. Über die Hardwareeigenschaften der Knoten und die Anzahl der von jedem Knoten parallel
ausgeführten Map- bzw. Reduce-Tasks wurden keine Angaben gemacht. Die Autoren vergleichen ihren
Ansatz mit dem klassischen Standard Blocking, geben jedoch keine Auskunft wie die Generierung von
Blöcken erfolgt, was die Aussagekraft des Laufzeitvergleiches fraglich erscheinen lässt. Ein aussagekräf-
tiger Vergleich der erreichten Qualität fehlt ebenso – das verwendete Qualitätsmaß setzt die Anzahl
der True Positives ins Verhältnis zur Anzahl der Kandidatenpaare. Hier wäre eine Untersuchung des
resultierenden Recalls wünschenswert gewesen, insbesondere vor dem Hintergrund, dass sehr kleine
Blockgrößenschwellwerte von maximal 50 verwendet wurden. Für verschiedene Blockgrößenschwell-
werte wurden die resultierende Laufzeiterhöhung betrachtet, eine Angabe der Gesamtlaufzeit sowie
deren Aufschlüsselung auf die verschiedenen Schritte erfolgte nicht. Für die Deduplizierung einer grö-
ßeren Datenquelle bestehend aus 5 Mrd. Datensätze und eine maximale Blockgröße von 35 geben die
Autoren eine Gesamtlaufzeit von 6, 5 Tagen an, wobei 1, 5 Tage auf das Blocking und 5 Tage auf die
Ähnlichkeitsberechnung entfallen.
Auch im Bereich der Link Discovery wird das MapReduce-Programmiermodell verwendet, um den Pro-
zess der Entdeckung von Links zwischen Instanzen verschiedener Linked Open Data-Datenquellen zu
beschleunigen [34]. Darüber hinaus wurden populäre Link Discovery-Frameworks, wie SILK [235] und
LIMES [182], zu SILK MapReduce36 bzw. LIMESMR [112] erweitert.
36 https://www.assembla.com/spaces/silk/wiki/Silk_MapReduce
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2.4.3 Entity Resolution auf GPUs
Die Verwendung von Graphikprozessoren (GPUs) zur Beschleunigung von Entity Resolution-Workflows
ist ein vergleichsweise neuer Ansatz und wurde erstmals in [83] betrachtet. Moderne GPUs besitzen
tausende von Cores und erlauben die massiv-parallele Ausführung derselben Menge von Instruktionen
auf disjunkten Datenpartitionen. Mit CUDA37 und OpenCL38 existieren zwei populäre General Purpose
Computation on Graphics Processing Unit-Frameworks, welche die Verwendung von GPUs zur Paralle-
lisierung beliebiger Algorithmen ermöglichen. In [83] wird OpenCL verwendet, welches GPUs (und
CPUs) verschiedener Hersteller unterstützt, wohingegen CUDA auf NVIDIA GPUs zugeschnitten ist. Ein
OpenCL-Programm wird als Kernel bezeichnet und in einem Dialekt der Programmiersprache C for-
muliert. Die Anzahl der Kernel, die gleichzeitig ausgeführt werden können, hängt von der Anzahl der
Cores und des verfügbaren Speichers (aktuell bis zu 16GB) der verwendeten GPU, den Speicheranfor-
derungen einer Kernel-Instanz sowie der Größe der Eingabedaten und der generierten Ausgabedaten
ab. Bei der Portierung von Algorithmen auf Graphikprozessoren sind verschiedene Einschränkungen zu
beachten. GPUs besitzen eine vierstufige Speicherhierarchie, wobei die Speicherkapzität in jeder Stufe
abnimmt und die Zugriffszeit sinkt. Eingabedaten müssen vor Beginn jeder Berechnung vom Hauptspei-
cher des Host-Systems in den Speicher der GPU kopiert werden. Analog dazu müssen Ausgabedaten
vom Speicher der GPU zur weiteren Bearbeitung in den Hauptspeicher des Host-Systems zurückko-
piert werden. Auf der GPU verwendete Speicherbereiche müssen vom Programmierer zuvor manuell
allokiert und später wieder freigegeben werden, eine dynamische Allokation von Speicherbereichen
zur Laufzeit ist nicht möglich. Üblicherweise ist der verfügbare Speicher handelsüblicher GPUs deutlich
kleiner als der zur Verfügung stehende Hauptspeicher. Dies erfordert i. d. R. eine Aufteilung der zur
verrichteten Arbeit in mehrere Teilaufgaben, die hintereinander von der GPU bearbeitet werden. Dabei
ist es entscheidend, die Abarbeitung der Teilaufgaben so zu organisieren, dass durch Wiederverwen-
dung von Daten, die sich bereits im Speicher der GPU befinden, das zwischen Hauptspeicher und GPU
transferierte Datenvolumen minimiert wird. Bei der Definition eines OpenCL-Programms sind weitere
Einschränkungen, wie z. B. die Vermeidung von Fallunterscheidungen, zu berücksichtigen. GPUs grup-
pieren (üblicherweise 32) Kernel-Instanzen in sogenannte Warps. Alle Threads eines Warps führen zu
einem Zeitpunkt dieselbe Operation auf verschiedenen Daten aus. Benötigt ein Thread dafür mehr Zeit
als die übrigen Threads, so müssen diese auf den langsameren Thread warten. Darüber hinaus werden
bedingte Anweisungen im Programmablauf serialisiert, jeder Thread wartet bis alle Threads des Warps
eines If -Zweiges bearbeitet haben bis er mit der Bearbeitung des Else-Zweiges beginnt. Nach jeder
Fallunterscheidung erfolgt ebenfalls eine Synchronisation der Threads (vgl. [83]). Des Weiteren kön-
nen nur bestimmte Basisdatentypen wie, z. B. int, float, double und Arrays, verwendet werden. Zudem
besteht die Notwendigkeit, benötigten Speicher zum Ablegen der Ergebnisse vor der Berechnung zu
allokieren. Beispielsweise muss bei der Bestimmung von {(a, b) ⊆ A×B | sim(a, b)> t} prinzipiell vom
ungünstigsten Fall ausgegangen werden, dass die Ähnlichkeit aller Paare oberhalb des Schwellwertes
liegt, was die Reservierung eines Speicherbereiches für |A| · |B| Paare erfordert.
Die Autoren von [83] zeigen wie ein Entity Resolution-Workflow bestehend aus Blocking, Ähnlichkeits-
berechnung, Klassifikation sowie der Berechnung der transitiven Hülle mittels GPUs parallelisiert wer-
den kann. Die Autoren untersuchen zunächst die Evaluation des Kartesischen Produktes einer Einga-
bedatenquelle. Ein wesentliche Strategie dabei ist eine Aufteilung der Eingabedatenmenge in disjunkte
Partitionen. In mehreren Runden wird die Ähnlichkeit aller Datensätze von je zwei Partitionen berech-
net. Das Scheduling der Partitionspaare wird so organisiert, dass in jeder Runde nur eine Partition zur
GPU kopiert werden muss und mit einer sich bereits im Speicher der GPU befindenden Partition abge-
glichen wird. Die Autoren berücksichtigen dabei die Tatsache, dass die Größe der einzelnen Datensätze
variiert. Da der auf der GPU zur Verfügung stehende Speicher möglichst voll ausgenutzt werden soll,
ist die Wahl einer fixen Partitionsgröße suboptimal. Stattdessen schlagen die Autoren eine dynamische
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des Speicherplatzes, der zur Ähnlichkeitsberechnung und zur Speicherung der Ergebnisse notwendig
ist, vor. Des Weiteren werden eine GPU-basierte Umsetzung des Sorted Neighborhood-Verfahrens so-
wie GPU-Implementierungen verschiedener Ähnlichkeitsfunktionen beschrieben. Zur Aggregation der
von n Ähnlichkeitsfunktionen berechneten Ähnlichkeitswerte eines Datensatzpaares in einen Gesamt-
ähnlichkeitswert schlagen die Autoren eine GPU-seitige Sortierung der berechneten (idi , id j , sim)-Tupel
vor, die durch die CPU gemischt und aggregiert werden. Abschließend beschreiben die Autoren einen
Algorithmus, der unter Verwendung von Bitmasken zur Reduzierung des Speicherbedarfs, in mehreren
Runden die transitive Hülle der ermittelten Duplikate bestimmt. Zur Evaluation wurde ein Datensatz be-
stehend aus 1, 8 Millionen Datensätzen (Musik-CDs) unter Verwendung verschiedener CPUs und GPUs
verwendet. Aufgrund der Komplexität O(n3) dominiert (bei der Verwendung des Sorted Neighborhood-
Blockings) die Berechnung der transitiven Hülle mit steigender Datenmenge die Gesamtausführungs-
zeit des Entity Resolution-Workflows. Aufgrund der relativ kleinen Fenstergröße von 20 ist dieser Schritt
jedoch notwendig, um eine gute Match-Qualität gewährleisten zu können. Die Gesamtausführungs-
zeit unter Verwendung der besten GPUs war um den Faktor 10 kleiner als die Ausführungszeit, die
mit der besten CPU erreicht werden konnte. Abschließend setzen die Autoren die mit verschiedenen
CPUs und GPUs benötigten Ausführungszeiten in das Verhältnis zu deren Kaufpreis. Die resultieren-
den Preis-Performance-Kennzahlen zeigen, dass (zumindest solange die zu Eingabedaten überhaupt
durch einen einzelnen Rechner bearbeitet werden können) die Parallelisierung von Entity Resolution-
Workflows mittels GPUs, auch unter Berücksichtigung finanzieller Gesichtspunkte, der Parallelisierung
mittels Multi-Core CPUs überlegen ist.
Zuletzt wurde in einer weiteren Vorarbeit zu dieser Dissertation die Parallelisierung paarweiser Ähn-
lichkeitsberechnungen unter Verwendung von GPUs betrachtet [101]. Dies erfolgte im Kontext des
Ontology Matchings, die untersuchten Methoden sind jedoch auf das Entity Resolution-Problem über-
tragbar. Im Mittelpunkt der Arbeit steht die GPU-basierte Bestimmung aller Paare von Konzepten zwei-
er Ontologien, deren n-Gramm-Ähnlichkeit (bezüglich der Werte eines Attributes) einen vorgegebenen
Mindestschwellwert überschreitet. Neben der unterschiedlichen Länge der Attributwerte kommt dabei
erschwerend hinzu, dass ein Konzept für jedes Attribut mehrere Synonyme neben dem eigentlichen At-
tributwert aufweisen kann. Die GPU-Implementierung basiert auf einer algorithmischen Optimierung,
die zuvor für CPUs evaluiert wurde. Nach einer Tokenisierung der zur Ähnlichkeit verwendeten Attri-
butwerte und Synonyme wird jedes Konzept als Liste(n) von Tokens (n-Grammen) repräsentiert, wobei
jedes Token durch einen numerischen Wert ersetzt wird, der der Position des (neu eingefügten) Tokens
in einem globalen Wörterbuch entspricht. Dies erlaubt eine Reduzierung des Speicherbedarfs zur Re-
präsentation von Konzepten im Speicher der GPU und beschleunigt die Überprüfung der Gleichheit
zweier Token (bestehend aus gleich langen Zeichenketten). Eine Sortierung der Tokenliste(n) eines je-
den Konzepts ermöglicht zudem eine effiziente Bestimmung der Anzahl überlappender Token zweier
Tokenlisten durch einen sequentiellen, schritthaltenden Durchlauf der sortierten Listen. Die Menge der
Konzepte zweier Ontologien O, O′ wird in Partitionen Pi⊆O,Q i⊆O′ unterteilt, wobei jeder Partition die
gleiche Anzahl an Konzepten zugewiesen wird. Anschließend werden in mehreren Runden Partitions-
paare (Pi ,Q i) zur GPU transferiert und die Ähnlichkeiten der enthaltenen Konzepte berechnet. Eine
Kernel-Instanz vergleicht ein Konzept c ∈ Pi mit allen Konzepten c ∈ Q i . Dabei werden alle Synonyme
eines Attributwertes berücksichtigt – für jedes Konzeptpaar wird eine aggregierte Ähnlichkeit ermittelt.
Um den effizienten Zugriff auf alle Tokens eines Attributwertes eines Konzeptes zu ermöglichen, wird
jede Partition Pi bzw. Q i durch eine Indexstruktur bestehend aus 3 Arrays repräsentiert, die alle im
globalen Speicher (größte Kapazität, höchste Latenz) der GPU abgelegt werden. OpenCL weist jeder
Kernel-Instanz eine global eindeutige Kennung zu, die verwendet wird, um die von einer Kernel-Instanz
benötigten Eingabedaten aus dem globalen Speicher der GPU zu laden und die berechneten Ähnlich-
keiten in einen bestimmten Bereich in ein Ergebnis-Array zu schreiben. Um in jeder Runde die Größe
des vorab zu allokierenden Ergebnis-Arrays zu beschränken, werden für jedes Konzept c ∈ O lediglich
die k Konzepte c′ ∈ O′ mit der höchsten Ähnlichkeit oberhalb des Ähnlichkeitsschwellwertes bestimmt.
Da heutzutage selbst handelsübliche Desktop-PCs mit Multi-Core-Prozessoren ausgestattet sind, wur-
de zur weiteren Beschleunigung eine hybride Parallelbearbeitung von Partitionspaaren (Pi ,Q i) durch
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mehrere CPU-Threads und die GPU vorgeschlagen. Dazu wurde das Ausführungsschema aus [83] ange-
passt, um das zwischen Hauptspeicher und GPU transferierten Datenvolumen auch unter Berücksichti-
gung von “CPU-Runden” zu minimieren. Zur Evaluation wurde ein Desktop-PC mit einem Quad-Core-
Prozessor und einer handelsüblichen Graphikkarte verwendet. Zunächst wurde unter Verwendung eines
CPU-Threads der Effekt der algorithmischen Optimierung am Beispiel eines eines Ontology Matching-
Problems mit ca. 79.000 bzw. 67.000 Konzepten untersucht. Dazu wurde die Laufzeit der vorgestellten
Implementierung mit der Laufzeit einer zeichenkettenbasierten Nested Loop-Implementierung sowie
einer zeichenkettenbasierten Hashtabellen-Implementierung verglichen. Die Verwendung sortierter To-
kenlisten und die Repräsentation von Token als primitive ganzzahlige Datentypen beschleunigte die
Bearbeitung um den Faktor 13 gegenüber der Nested Loop-Implementierung und um den Faktor 4,3
gegenüber der Hashtabellen-basierten Implementierung. Die Ausführung der besten Implementierung
auf der GPU führte zu einer weiteren Reduktion der Ausführungszeit von 8 Minuten auf 100 Sekun-
den, was einer Beschleunigung um den Faktor 4, 8 entspricht. In einem zweiten Experiment wurde
gezeigt, dass durch die Nutzung aller zur Verfügung stehenden Ressourcen des verwendeten Rechners
die benötige Ausführungszeit noch weiter reduziert werden kann. Die gemeinsame Bearbeitung des On-
tology Matching-Tasks durch drei CPU-Threads und die GPU resultierte in einer Ausführungszeit von
67 Sekunden. Die naheliegende Verwendung eines vierten CPU-Threads brachte für den verwendeten
Quad-Core-Prozessor keine weitere Beschleunigung, da stets ein zusätzlicher dedizierter CPU-Thread
benötigt wird, um die Eingabedaten zur GPU zu transferieren, auf das Ende der Berechnung zu warten





Dedoop (Deduplication with Hadoop) ist ein MapReduce-basiertes Entity Resolution-Framework. Die-
ses Kapitel stellt im Abschnitt 3.1 das Dedoop-Framework mit seinen Funktionalitäten vor. Abschnitt 3.2
erläutert die Konfiguration und Ausführung von Entity Resolution-Workflows. Die Transformation eines
vorgegebenen Workflows in eine Menge ausführbarer MapReduce-Jobs wird im Abschnitt 3.3 themati-
siert. Im Abschnitt 3.4 wird auf die durch die Parallelisierung auftretenden Probleme und die in Dedoop
verfolgten Strategien zu deren Lösung eingegangen. Abschließend erfolgt eine Zusammenfassung und
eine Abgrenzung gegenüber bestehenden Arbeiten.
3.1 Überblick
Die Verwendung des MapReduce-Programmiermodells erlaubt eine parallele Ähnlichkeitsberechnung
von Datensätzen in beliebig großen Rechner-Clustern und ist damit hervorragend geeignet, um die
Ausführung rechenintensiver Entity Resolution-Workflows (z. B. als Bestandteil eines ETL-Prozesses1)
zu beschleunigen. Abbildung 3.1 zeigt das grundlegende Schema der MapReduce-Umsetzung eines
einfachen Entity Resolution-Workflows mit Standard Blocking. Zwei Map-Tasks lesen die im verteil-
ten Dateisystem gespeicherten Datensätze ein und wenden die map-Funktion auf jeden Datensatz an.
Die map-Funktion bestimmt für jeden Datensatz, entsprechend des vorgegebenen Blocking-Schemas,
einen oder mehrere Blockschlüssel (hier den Produkttyp). Anschließend werden alle Datensätze zu
den beiden Reduce-Tasks umverteilt, und zwar so, dass alle Datensätze desselben Blockschlüssels (Pro-
dukttyps) demselben Reduce-Task zugewiesen werden. Im Falle der Zuweisung eines Datensatzes zu n
Blöcken werden n Replikate des ursprünglichen Datensatzes umverteilt. Die Reduce-Tasks gruppieren
die eingehenden Datensätze und rufen für jede Gruppe (Produkttyp) die reduce-Funktion auf, in der
die paarweise Ähnlichkeitsberechnung der Datensätze eines bestimmten Produkttyps erfolgt. Direkt im
Anschluss an die Bestimmung der Ähnlichkeit zweier Datensätze wird, basierend auf dem ermittelten
Ähnlichkeitswert, die Klassifikation des Datensatzpaares in Match oder Non-Match vorgenommen. Alle
auf diese Weise ermittelten Duplikate werden in das finale Match-Ergebnis aufgenommen, das wieder-
um im verteilten Dateisystem gespeichert wird.
Obwohl der skizzierte Ansatz konzeptionell simpel erscheint, stellt sich heraus, dass die manuelle Spe-
zifikation und Parametrisierung entsprechender MapReduce-Programme sowie deren Ausführung in
MapReduce-Clustern ein sehr arbeits- und zeitwaufwändiger sowie fehleranfälliger Prozess ist. Darüber
hinaus wird die MapReduce-Parallelisierung von Entity Resolution-Strategien dadurch erschwert, dass
Blocking-Verfahren, wie z. B. Sorted Neighborhood, eine völlig andere Datenumverteilung erfordern
und auch Datensätze mit unterschiedlichen Blockschlüsseln miteinander verglichen werden müssen.
Des Weiteren ist der skizzierte Ansatz hochgradig anfällig für Lastbalancierungsprobleme bei Datenun-
gleichverteilung (Anzahl der Produkte je Produkttyp). Im Falle der Mehrfachzuweisung von Datensät-
zen zu Blöcken (z. B. Produkttyp und Preisintervall) ist es zudem wahrscheinlich, dass Datensatzpaare
1 ETL Prozess = Prozess der Extraktion und Transformation von Daten unterschiedlicher Datenquellen in eine zentrale Da-
tenbank zum Zweck der quellenübergreifenden Datenanalyse.
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Map Phase: 










































































Abbildung 3.1: Vereinfachter Ablauf eines MapReduce-Programms zur Deduplizierung einer einzelnen
Datenquelle von Produktdatensätzen unter Verwendung von zwei Map- und zwei Reduce-Tasks. Die
Datensätze werden durch das MapReduce-Framework nach ihrem Produkttyp gruppiert und umverteilt.
Anschließend erfolgt die Ähnlichkeitsberechnung aller Datensätze eines Blocks. Das Ergebnis umfasst
alle Datensatzpaare, die als Duplikate klassifiziert wurden.
unnötigerweise mehrfach bezüglich unterschiedlicher Blockschlüssel verglichen werden. Dedoop bietet
folgende Funktionalitäten, um die aufgeführten Probleme zu lösen:
• Dedoop erlaubt die einfache Spezifikation komplexer Entity Resolution-Workflows mittels einer
graphischen Benutzeroberfläche. Nutzer können dabei auf eine umfangreiche Bibliothek von
Entity Resolution-Techniken (Blocking-Verfahren, Methoden der Blockschlüsselgenerierung, Ähn-
lichkeitsmetriken, Klassifikationsmethoden) zurückgreifen und diese geeignet parametrisieren.
Diese umfasst auch Methoden des maschinellen Lernens zur automatischen Generierung von
Klassifikationsmodellen.
• Die nutzerdefinierten Entity Resolution-Workflows werden automatisch in einen ausführbaren
MapReduce-Workflow, bestehend aus einer Menge von sequentiell ausgeführten MapReduce-
Jobs, überführt und auf einem MapReduce-Cluster zur Ausführung gebracht. Die Ergebnisse kön-
nen anschließend begutachtet und zur weiteren Verwendung aus dem verteilten Dateisystem
kopiert werden.
• Dedoop unterstützt die simultane Bearbeitung und Überwachung mehrerer Entity Resolution-
Workflows durch verschiedene Nutzer. Workflows können auf verschiedenen Clustern zur Aus-
führung gebracht werden.
• Um eine effiziente und gleichmäßige Ausnutzung der zur Verfügung stehenden Rechenressourcen
zu gewährleisten, beinhaltet Dedoop Algorithmen zur Lastbalancierung, die für einen beliebigen
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Abbildung 3.2: Graphische Benutzeroberfläche des Dedoop-Frameworks zur Spezifikation von Entity
Resolution-Workflows.
nutzerdefinierten Entity Resolution-Workflow sicherstellen, dass jeder Reduce-Task die gleiche
Menge an Paarvergleichen durchführt. Darüber hinaus wird sichergestellt, dass keine redundan-
ten Paarvergleiche durchgeführt werden.
3.2 Workflow-Spezifikation und -Ausführung
Das Dedoop Framework stellt ein graphisches Webinterface (siehe Abbildung 3.22) zur Konfiguration
von Entity Resolution-Workflows bereit. Jeder Workflow wird in einem eigenen Tab spezifiziert ist mit
einem laufenden Hadoop-Cluster assoziiert (Abbildung 3.2a). Zur Vereinfachung des Datenaustausches
zwischen dem lokalen Dateisystem eines Nutzers und dem Hadoop-Cluster beinhaltet Dedoop einen
komfortablen graphischen Dateimanager (Abbildung 3.2b), der u. a. den Upload von Eingabedaten
in das verteilte Dateisystem bzw. den Download (komprimierter) Ausgabedaten ermöglicht. Zudem
ist ein Client für den Zugriff auf den Speicherdienst Amazon S3 enthalten. Dessen Verwendung ist
insbesondere bei der Nutzung des EC2-Dienstes sinnvoll, da der Datentransfer zwischen S3 und EC2-
Instanzen sehr schnell und zudem kostenfrei ist. Ein Dateibetrachter (Abbildung 3.2c, eingeklappt)
ermöglicht die Inspektion von HDFS-Dateien. Gleichzeitig dient er zur Spezifikation von (eine oder
mehrere HDFS-Dateien umfassenden) Datenquellen sowie zur Festlegung und Benennung relevanter
Attribute, die während der Workflow-Definition verwendet werden können.
Der Hauptbestandteil der Benutzeroberfläche (Abbildung 3.2d) dient der eigentlichen Workflow-
Spezifikation. Dieser Bereich ist in drei Abschnitte aufgeteilt. Dedoop unterstützt sowohl die Dupli-
katerkennung innerhalb einer einzelnen als auch zwischen zwei Datenquellen. Im Abschnitt Input Data
erfolgt die Angabe der Eingabedatenquellen, des einen Datensatz eindeutig kennzeichnenden Attribu-
2 Weitere Screenshots sind unter http://dbs.uni-leipzig.de/dedoop_slideshow/dedoop_slideshow.html ver-
fügbar.
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tes sowie des HDFS-Ausgabeverzeichnisses. Im Falle zweier Eingabedatenquellen ist zudem das Map-
ping einander entsprechender Attribute zu konfigurieren. Der Abschnitt Blocking dient zur Festlegung
der verwendeten Blocking-Strategie. Hier kann neben der Evaluierung des Kartesischen Produktes zwi-
schen dem Sorted Neighborhood-Verfahren und dem Standard Blocking gewählt werden. Zur Generie-
rung der verwendeten Blockschlüssel kommen ein oder mehrere Blockschlüsselgeneratoren zum Ein-
satz. Ein solcher Blockschlüsselgenerator bestimmt für jeden Datensatz basierend auf den Werten eines
oder mehrerer Attribute eine Menge von Blockschlüsseln. Neben der Möglichkeit, einen Datensatz zur
Gewährleistung der Robustheit gegenüber Datenqualitätsproblemen mehreren Blöcken zuzuordnen,
erlaubt diese Vorgehensweise, die MapReduce-Umsetzung von Blocking-Verfahren, wie z. B. Q-gram
Indexing oder Suffix Array Indexing, aus einer MapReduce-Implementierung des Standard Blockings
abzuleiten. Die Konfiguration der Ähnlichkeitsberechnung (Ähnlichkeitsmetriken und Attribute) sowie
der abschließenden Klassifikation erfolgt im Abschnitt Matching. Nutzer können prinzipiell zwischen
einer regelbasierten Klassifikation (z. B. als Konjunktion von Ähnlichkeitswerten) und einer Klassifika-
tion basierend auf einem gewichteten Durchschnitt und einem Gesamtähnlichkeitsschwellwert wäh-
len. Zusätzlich wird eine automatische Klassifikation auf Basis eines mittels maschineller Lernverfah-
ren berechneten Klassifikationsmodells (z. B. Entscheidungsbaum, Support Vector Machine, logistische
Regression) unterstützt. In diesem Fall sind zusätzlich manuell gelabelte Trainingsdaten anzugeben,
anhand derer das Modell gelernt wird. Optionale Nachverarbeitungsschritte sind die Berechnung der
transitiven Hülle des Match-Ergebnisses, zur Bestimmung indirekter matches und die Evaluierung der
resultierenden Qualität bezüglich eines perfekten Match-Ergebnisses.
Das Dedoop-Framework ist vollständig in Java implementiert. Ein Kernbestandteil ist eine auf dem Goo-
gle Web Toolkit3 und der Smart GWT-Bibliothek4 basierende Webanwendung. Client-seitige Aktionen
werden serverseitig von Java Servlets verarbeitet, die mit den Namenodes und Jobtrackern verbunde-
ner Hadoop-Cluster interagieren. Abbildung 3.3 zeigt die Architektur und die wesentlichen Funktio-
nalitäten des Dedoop-Frameworks. Es ermöglicht die interaktive Spezifikation und Ausführung mehre-
rer Entity Resolution-Workflows durch verschiedene Benutzer mithilfe einer Browser-basierten graphi-
schen Benutzeroberfläche. Jeder Workflow kann dabei prinzipiell auf einem anderen Hadoop-Cluster
(z. B. einem lokalen Cluster und einem EC2-Cluster) ausgeführt werden. Für jedes Cluster verwaltet
Dedoop einen sogenannten Workflow Executer Thread und eine Schlange abzuarbeitender Workflows.
Diese werden nach dem FIFO-Prinzip aus der Schlange entfernt und in eine Sequenz von MapReduce-
Jobs überführt, die nacheinander ausgeführt werden. Für die Überführung wird auf eine Bibliothek von
MapReduce-Programmen zurückgegriffen, die entsprechend des nutzerdefinierten Workflows kombi-
niert und parametrisiert werden. Nach dem Scheduling eines Workflows durch den Nutzer setzt der
Browser periodisch Ajax-Anfragen an den Server ab, um den Fortschritt des Workflows zu erfragen und
die Benutzeroberfläche zu aktualisieren.
Durch die Integration einer Amazon Web Services-Bibliothek wird eine Automatisierung des wiederkeh-
renden, arbeitsaufwändigen Prozesses, mittels des Infrastructure as a Service-Dienstes Amazon EC2,
eine Menge von virtuellen Maschinen zu instanziieren und darauf ein Hadoop-Cluster einzurichten
und zu starten, ermöglicht. Dedoop stellt zu diesem Zweck umfangreiche Eingabemasken für die Konfi-
guration von EC2-Parametern (z. B. Anzahl virtueller Maschinen, Instanztypen, das verwendete AMI5,
geographische Region, privater Schlüssel für Zugriff) und Hadoop-Parametern (z. B. Map- und Reduce-
Task-Kapazität eines Knotens, maximale Heap Size für Map- und Reduce-Tasks, verwendete Ports) be-
reit. Da die Virtuellen Maschinen eines EC2-Clusters untereinander über private IP-Adressen kommuni-
zieren sollen (kostenfreier und schneller Datentransfer), diese jedoch von Clients außerhalb des EC2-
Netzwerks nicht aufgelöst werden können, startet Dedoop vollautomatisiert einen SOCKS Proxy-Server
für jedes verbundene, auf EC2 laufende, Hadoop-Cluster. Dies dient dazu, alle Verbindungen von außer-
halb des EC2-Netzes über eine SSH-Verbindung zu einem Hadoop-Knoten innerhalb des EC2-Netzwerks,
3 http://www.gwtproject.org
4 http://www.smartclient.com/product/smartgwt.jsp
5 AMI = Amazon Machine Image, entspricht dem Abbild eines virtuellen Rechners (inkl. Betriebssystem und benötigter An-
wendungen, vgl. http://docs.aws.amazon.com/AWSEC2/latest/UserGuide/AMIs.html).
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Abbildung 3.3: Architektur des Dedoop-Frameworks.
zu tunneln.
3.3 Transformation eines Entity Resolution-Workflows in
einen ausführbaren MapReduce-Workflow
Der obere Teil der Abbildung 3.4 zeigt den allgemeinen, von Dedoop unterstützten, Entity Resolution-
Workflow für zwei Datenquellen R und S. Die roten Bausteine repräsentieren Eingabe- oder Ausgabe-
daten wohingegen die blauen Bausteine die einzelnen Teilschritte6 eines Entity Resolution-Workflows
repräsentieren. Der erste Teilschritt ist lediglich bei der Verwendung eines maschinellen Lernverfahrens
zur automatischen Generierung eines Klassifikationsmodells relevant. Er benötigt eine Menge T von
manuell gelabelten Trainingsdaten als Eingabe. Der eigentliche Teil des Entity Resolution-Workflows
besteht aus vier aufeinanderfolgenden Schritten: Blocking, Ähnlichkeitsberechnung, Klassifikation und
Berechnung der transitiven Hülle. Das Ergebnis des Entity Resolution-Workflows besteht aus der Teil-
menge des Kartesischen Produktes der Eingabedaten, die als Match klassifiziert wurden.
Dedoop bildet einen gegebenen Entity Resolution-Workflow in eine Sequenz von vier MapReduce-Jobs
ab (unterer Teil der Abbildung 3.4), die auf einem Hadoop-Cluster ausgeführt werden können. Die
ersten beiden Jobs sowie der letzte Job sind optional (gekennzeichnet durch die kursive Beschriftung).
Der Blocking-based Matching Job implementiert, ähnlich zu der in Abbildung 3.1 skizzierten Grundidee,
das Blocking, die Ähnlichkeitsberechnung und die Klassifikation. Dieser Job ist obligatorisch und der
mit Abstand zeitaufwändigste Bestandteil der Berechnung. Im Folgenden wird ein kurzer Überblick
6 Auf die Darstellung weiterer Vor- und Nachverarbeitungsschritte wurde zugunsten der Übersichtlichkeit verzichtet.
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Abbildung 3.4: Transformation eines nutzerdefinierten Entity Resolution-Workflows (oben) in einen
ausführbaren MapReduce-Workflow (unten).
über die vier MapReduce-Jobs gegeben.
Classifier Training Job: Im Falle einer auf maschinellen Lernverfahren basierenden Klassifikation wird
von Dedoop ein separater MapReduce-Job ausgeführt, der entsprechend die Ähnlichkeitsberechnung
auf den Trainingsbeispielen durchführt. Auf Basis der ermittelten Ähnlichkeitswerte und der für je-
des Trainingsbeispiel vorgegeben Information, ob es sich hierbei um ein Duplikat handelt oder nicht,
wird ein Klassifikationsmodell gelernt, das die matches bestmöglich von den Non-Matches trennt. Hier-
bei greift Dedoop auf die populäre WEKA-Bibliothek7 zurück. Das resultierende Modell wird mithilfe
Hadoops Distributed Cache8-Mechanismus allen Clusterknoten zur späteren Verwendung zugänglich
gemacht.
Data Analysis Job: Wie in Abbildung 3.1 skizziert, erfolgt die Ähnlichkeitsberechnung bei der
MapReduce-Umsetzung eines Blocking-basierten Entity Resolution-Workflows in der Reduce-Phase.
Aufgrund der quadratischen Komplexität der Ähnlichkeitsberechnung pro Block ist die skizzierte Reali-
sierung hochgradig anfällig gegenüber einer Datenungleichverteilung. Für Realweltprobleme führt dies
dazu, dass die Gesamtausführungszeit von einem oder einigen wenigen Reduce-Tasks dominiert wird.
Der Analyse-Job dient im Wesentlichen der Generierung von Statistiken über die Größenverteilung der
einzelnen Blöcke. Diese Informationen werden durch den darauffolgenden Job ausgenutzt, um mittels
eines auf das verwendete Blocking-Verfahren zugeschnittenen Lastbalancierungsalgorithmus die Date-
numverteilung so anzupassen, dass alle Reduce-Tasks (ungefähr) dieselbe Menge an Paarvergleichen
durchführen und damit gleich ausgelastet sind.
Blocking-based Matching Job: Die Arbeitsweise des dritten MapReduce-Jobs hängt vom verwendeten
Blocking-Verfahren und dem gewählten Lastbalancierungsalgorithmus ab. Wie bereits erwähnt, erfolgt
die Blockschlüsselberechnung innerhalb der Map-Phase. Im Falle des Standard Blockings (und ähnlicher
Blocking-Verfahren) gibt die map-Funktion für jeden Eingabedatensatz ein oder mehrere (block_key,
entity)-Paare aus, die anhand der Blockschlüssel zu den Reduce-Tasks umverteilt werden. Alle Da-
tensätze eines Blocks werden demselben Reduce-Task zugewiesen und in einem Aufruf der reduce-
Funktion miteinander verglichen. Das Sorted Neighborhood-Verfahren verlangt eine andere Datenum-
verteilung, da eine globale Sortierung der Datensätze bezüglich der Blockschlüssel über alle Reduce-
Tasks hinweg gegeben sein muss. Zusätzlich müssen auch Datensätze (innerhalb eines Fensters der
Größe w) über Reduce-Task-Grenzen hinweg miteinander verglichen werden. Dedoop verwendet den
RepSN-Algorithmus [131, 134], um diese Anforderungen zu erfüllen. Dessen Grundidee ist die Ver-
wendung einer Bereichspartitionierungsfunktion, um jeden Datensatz anhand seines Blockschlüssels
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Task schiebt anschließend ein Fenster der Größe w über die ihm zugewiesenen und sortierten Daten-
sätze und berechnet die Ähnlichkeit aller Datensätze innerhalb des Fensters. Um den Vergleich von
Datensätzen mit einem Abstand kleiner w zu ermöglichen, die verschiedenen Reduce-Tasks zugewie-
sen wurden, repliziert die map-Funktion Datensätze nahe der Partitionsgrenze und weist die Replikate
dem darauffolgenden Reduce-Task (oder sogar weiteren Reduce-Tasks) zu. Zu Lastbalancierungszwe-
cken werden in beiden Fällen die während des Analyse-Jobs gesammelten Informationen ausgenutzt,
um die Zuweisung von Daten zu Reduce-Tasks zu beeinflussen und trotzdem die Ähnlichkeit aller (und
ausschließlich der) nach dem Blocking-Schritt verbleibenden Kandidatenpaare zu berechnen. Alle in
der Arbeit vorgestellten Lastbalancierungsalgorithmen nutzten die Tatsache aus, dass Datensatzpaare
völlig unabhängig voneinander verarbeitet werden können. Für jedes Kandidatenpaar wird direkt nach
der Ähnlichkeitsberechnung eine Klassifikation in Match oder Non-Match vorgenommen; im ersten Fall
wird das Kandidatenpaar vom bearbeitenden Reduce-Task in eine taskspezifische Datei in das Ausga-
beverzeichnis geschrieben. Sofern keine nachgelagerte Berechnung der transitiven Hülle des Match-
Ergebnisses erfolgt, bildet die (logische) Konkatenation der einzelnen Ausgabedateien im Ausgabever-
zeichnis das finale Match-Ergebnis.
Connected Components Computation Job: Die Berechnung der transitiven Hülle des Match-Ergebnisses
erlaubt die Entdeckung weiterer, indirekt verbundener, Matches. Zu diesem Zweck wird das Match-
Ergebnis als ungerichteter Graph interpretiert und eine iterative Berechnung zusammenhängender
Graphkomponenten vorgenommen. Dies resultiert in einer wiederholten Ausführung des MapReduce-
Jobs, wobei die Ausgabe einer Iteration die Eingabe der nächsten Iteration bildet.
Weitere MapReduce-Jobs: In Abhängigkeit von der konkreten Konfiguration des Entity Resolution-
Workflows können zu den im unteren Teil der Abbildung 3.4 dargestellten drei MapReduce-Jobs noch
weitere, Vor- oder Nachverarbeitungsschritte realisierende MapReduce-Jobs hinzukommen. Ein typi-
scher Vorverarbeitungsschritt ist die Ausführung eines MapReduce-Job zur Bestimmung globaler Da-
tensatzcharakteristika, wie z. B. Termhäufigkeiten (TF-IDF-Ähnlichkeit) oder Blockgrößenverteilungen
(Suffix Array Indexing). Die Resultate dieser Vorverarbeitungsschritte werden den nachfolgenden (re-
gulären) MapReduce-Jobs mittels des Distributed Caches zur Verfügung gestellt. Ein typischer Nach-
verarbeitungsschritt ist die Bestimmung der Qualität des Match-Ergebnisses bezüglich eines perfekten
Match-Ergebnisses.
3.4 Probleme und Lösungsansätze
Die Parallelisierung von Entity Resolution-Workflows auf Basis des MapReduce-Programmiermodells
impliziert im Vergleich zu einer (sequentiellen) Verarbeitung auf einem Rechner wesentliche Probleme,
die eine effiziente Verarbeitung erschweren.
Das größte Problem ist die Anfälligkeit einer MapReduce-Umsetzung Blocking-basierter Entity Res-
olution-Workflows gegenüber Datenungleichverteilungen. Da die Anzahl der Paarvergleiche innerhalb
eines Blocks quadratisch mit dessen Größe wächst, sind stark variierende Ausführungszeiten bei der
Bearbeitung der einzelnen Reduce-Tasks zu beobachten. Im Beispiel von Abbildung 3.1 hat der ers-
te Reduce-Task 6 (=0+6) Paarvergleiche durchzuführen, während der zweite Reduce-Task mit 13
(=3+10) Paarvergleichen beinahe doppelt so viele Ähnlichkeitsberechnungen durchführen muss. Unter
der Annahme, dass für jeden Datensatzvergleich eine annähernd konstante Zeitspanne benötigt wird,
ist offensichtlich, dass zur Bearbeitung des zweiten Reduce-Tasks wesentlich mehr Zeit benötigt wird
während nach erfolgreicher Bearbeitung des ersten Reduce-Tasks Rechenressourcen frei, aber unge-
nutzt sind. “Große” Blöcke verhindern deshalb, effektiv gesehen, die Auslastung von mehr als einer
kleinen Anzahl an Reduce-Tasks und Knoten. Da Realweltdaten starke Datenungleichverteilungen auf-
weisen (vgl. [259]) und die aus den Attributwerten der Datensätze abgeleiteten Blockschlüssel diese
Datenungleichverteilung reflektieren, sind Techniken zur Lastbalancierung unbedingt erforderlich, um
die Skalierbarkeit und Laufzeiteffizienz entsprechender MapReduce-Implementierungen garantieren
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ID Entity Blocking Keys 
1 Console, Sony 
2 Console, Sony 
3 Console, Nintendo 
4 Console, Nintendo 
5 Phone, Sony 
6 Phone, Sony 
7 Phone, Samsung 
Abbildung 3.5: Beispiel redundanter Paarvergleiche für ein zweistufiges Clustering von Produkt-
Datensätzen (Standard-Blocking). Die Datensätze werden anhand ihres Produkttyps (grau schattiert)
und ihres Herstellers (schwarz gerahmt) gruppiert.
zu können. Die im Abschnitt 2.3.3 vorgestellten Ansätze zur Behandlung des Data Skew-Problems sind
genereller Natur und nicht auf das Entity Resolution-Problem zugeschnitten. Da diese Ansätze keine
Aufteilung großer reduce-Eingabe-Schlüsselgruppen vorsehen, versprechen sie lediglich eine Abmilde-
rung der Skew-Effekte, jedoch keine Lösung des zugrunde liegenden Problems. Da die Ähnlichkeitsbe-
rechnung zweier Datensätze unabhängig von anderen Datensätzen ist, erlaubt das Entity Resolution-
Problem eine beliebige Aufteilung der Datensätze einer großen Schlüsselgruppe auf die zur Verfügung
stehenden Ressourcen, solange sichergestellt ist, dass jedes Datensatzpaar der ursprünglichen Schlüs-
selgruppe bearbeitet wird. Dazu ist es u. U. erforderlich, einzelne Datensätze zu replizieren und meh-
reren Reduce-Tasks zuzuweisen. Dedoops Techniken zur Lastbalancierung basieren auf einem leicht-
gewichtigen zusätzlichen Analyse-Job, der vor dem Matching-Job ausgeführt wird und die zugrunde-
liegende Datenverteilung analysiert. In der Map-Phase des Matching-Jobs wird mithilfe gesammelten
globalen Wissens die Umverteilung der Datensätze zu den Reduce-Tasks angepasst, um entsprechend
des Blocking-Schemas die Ähnlichkeit aller Kandidatenpaare zu berechnen und gleichzeitig eine gleich-
mäßige Auslastung der Reduce-Tasks zu gewährleisten. Die für die einzelnen Blocking-Verfahren im-
plementierten Lastbalancierungsalgorithmen werden in den Kapiteln 4 bis 6 im Detail vorgestellt.
Um auch für “schmutzige”, automatisch extrahierte Webdaten eine hohe Match-Qualität gewährleisten
zu können, verfolgen Entity Resolution-Ansätze die Strategie, für jeden Datensatz mehrere Blockschlüs-
sel von verschiedenen Attributen abzuleiten und damit einen Datensatz logisch mehreren Blöcken zuzu-
ordnen (vgl. [25, 163]). Dies führt dazu, dass sowohl Matches als auch Non-Matches mehrfach bezüglich
verschiedener Blockschlüssel miteinander verglichen werden. Da hierbei stets dieselben Ähnlichkeits-
metriken berechnet werden und dieselbe Klassifikationsentscheidung getroffen wird, ist die mehrfache
Ähnlichkeitsberechnung eines Datensatzpaares überflüssig und führt zu Duplikaten im Match-Ergebnis.
Im Beispiel von Abbildung 3.5 werden Produktdatensätze zunächst nach ihrem Produkttyp und an-
schließend nach ihrem Hersteller gruppiert. Die Gruppierung anhand des Produkttyps ist nicht ausrei-
chend, erst die Hinzunahme des Herstellerattributes ermöglicht, die Datensätze 2 und 6 als Duplikate
zu klassifizieren. Hierbei handelt es sich um ein Smartphone für Computerspieler, das in verschiede-
nen Ausgangsdatenquellen einmal der Kategorie Console und einmal der Kategorie Phone zugeordnet
wurde. Die Mehrfachzuweisung von Datensätzen zu Blöcken führt im Beispiel jedoch dazu, dass drei
von insgesamt 16 Paarvergleichen mehrfach durchgeführt werden. Um dies zu vermeiden, ist es erfor-
derlich, dass jedes Datensatzpaar nur ein einziges Mal bezüglich eines gemeinsamen Blockschlüssels
verglichen wird. Die Gewährleistung dieser Bedingung in einer verteilten MapReduce-Umgebung ist
schwierig, da die Datensätze verteilt vorliegen, Paarvergleiche unabhängig voneinander von verschie-
denen Knoten durchgeführt werden und das MapReduce-Programmiermodell keine Kommunikation
zwischen verschiedenen (Reduce-) Tasks vorsieht. Deswegen hat ein Reduce-Task keine Kenntnis dar-
über, ob ein anderer Reduce-Task dasselbe Datensatzpaar möglicherweise ebenfalls verarbeitet. Für
eine Lösung dieser Problematik gibt es grundsätzlich zwei Lösungsansätze. In [163] und [193] wurde
die Idee der Erzeugung einer Menge semantisch äquivalenter Blöcke, die keine redundanten Paarver-
gleiche mehr enthalten, verfolgt. Dabei bildet im Prinzip jedes nicht-redundante Datensatzpaar einen
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eigenen Block, was zu einer sehr hohen Anzahl an Blöcken mit einer quadratischen Speicherkomplexi-
tät führt. Ein eleganterer (in Dedoop verfolgter) Ansatz ist die Annotation jedes Datensatzes mit allen
seinen Blockschlüsseln in der Map-Phase und die Verwendung einer Funktion, die für ein beliebiges
Datensatzpaar deterministisch einen Blockschlüssel aus der Schnittmenge der beiden Blockschlüssel-
mengen auswählt. Somit kann jeder Reduce-Task zur Laufzeit prüfen, ob ein Datensatzpaar bezüglich
des aktuell betrachteten Blockschlüssels zu vergleichen ist oder ob ein anderer Reduce-Task dafür “zu-
ständig” ist. Verschiedene Varianten zur effizienten Umsetzung dieser Idee und deren Einfluss auf die
Lastbalancierung werden in Kapitel 8 betrachtet.
3.5 Zusammenfassung und Abgrenzung der eigenen Arbeit
Die Berechnung von Entity Resolution-Workflows ist ein sehr zeitintensiver Prozess. Um auch für große
Datenquellen akzeptable Antwortzeiten gewährleisten zu können, ist neben dem traditionellen Ansatz,
die zu vergleichenden Datensatzpaare durch die Verwendung von Blocking-Verfahren einzuschränken,
zusätzlich eine Parallelverarbeitung erforderlich. In den vergangenen Jahren etablierte sich das Ge-
schäftsmodell Infrastructure as a Service, welches eine bedarfsorientierte Akquirierung, Freigabe und
Abrechnung von IT-Infrastruktur ermöglicht. Gleichzeitig entstand mit Apache Hadoop ein quelloffenes
MapReduce-Framework, welches eine automatische Parallelisierung von daten- und rechenintensiven
Berechnungen in Clusterumgebungen erlaubt. Die vorliegende Dissertation untersucht Methoden zur
Berechnung aller Teilschritte eines Entity Resolution-Workflows mit MapReduce. Der Fokus liegt auf der
MapReduce-Portierung existierender Entity Resolution-Techniken und der Vorstellung von Algorithmen
zur Lösung von Problemen, die durch die Parallelverarbeitung entstehen. Als Ergebnis wird ein Frame-
work zur automatischen und effizienten Parallelisierung nutzerdefinierter Entity Resolution-Workflows
mit MapReduce vorgestellt, welches alle vorgestellten Verfahren in einem nutzerfreundlichen System
namens Dedoop zusammenfasst.
Aufgrund des Stapelverarbeitungscharakters des MapReduce-Programmmierparadigmas eignet sich
dieses nicht für interaktive Teilschritte eines Entity Resolution-Workflows mit Nutzerfeedback. Aus die-
sem Grund werden in dieser Arbeit keine interaktiven Techniken, wie z. B. Active Learning, betrach-
tet. Des Weiteren wird angenommen, dass die Ähnlichkeitsberechnung eines Datensatzpaares unab-
hängig von anderen Datensätzen erfolgen kann. Dies schliesst die Parallelisierung kontextbasierter
Entity Resolution-Verfahren weitesgehend aus, sofern der relevante Kontext eines Datensatzes nicht
direkt in diesem kodiert werden kann (dieser Ansatz wurde z. B. in [93] verfolgt). Aus der Fokussie-
rung auf das MapReduce-Programmiermodell leitet sich nicht die Aussage ab, dass das MapReduce-
Paradigma die beste Variante zur Parallelisierung von Entity Resolution-Workflows ist. Ähnliche Frame-
works zur parallelen Datenverarbeitung, wie z. B. Nephele und Dryad, erlauben eine flexiblere Kompo-
sition von Datenverarbeitungsschritten, was eine Vereinfachung und Beschleunigung komplexer Work-
flows verspricht. Die Entscheidung, Apache Hadoop zu verwenden, gründet sich auf dessen freie Verfüg-
barkeit, den breiten Einsatz in verschiedenen Forschungsdomänen, die Bewährung im Produktivbetrieb
vieler Unternehmen und die ständige Weiterentwicklung, die u. a. von großen Firmen, wie z. B. Yahoo
Inc., vorangetrieben wird. Es ist bekannt, dass das MapReduce-Modell zur Parallelisierung von Algorith-
men bestimmter Problemklassen (z. B. iterative oder kommunikationsintensive Algorithmen) nur be-
dingt geeignet ist. Da jedoch die Ähnlichkeitsberechnung der die Gesamtausführungszeit dominierende
Teil eines Entity Resolution-Workflows ist und die Ähnlichkeitsberechnung (abgesehen von kontextba-
sierten Verfahren) eines Datensatzpaares unabhängig von anderen Datensätzen erfolgen kann, bietet
sich eine MapReduce-Parallelisierung unter Ausnutzung von Datenparallelität an. Die neuste Generati-
on des Hadoop-Frameworks beinhaltet zudem mit YARN eine Abstraktionsschicht zur Verwaltung von
Cluster-Ressourcen, die prinzipiell die Bearbeitung verschiedener Teilprobleme durch unterschiedliche
Programmiermodelle innerhalb desselben Clusters erlaubt.
Tabelle 3.1 vergleicht Dedoop mit den wichtigsten bestehenden Ansätzen zur Parallelisierung von
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Entity Resolution-Workflows (vgl. Abschnitt 2.4). Dabei wird entsprechend den aus den jeweiligen Ver-
öffentlichungen zu entnehmenden Informationen eine Kategorisierung hinsichtlich folgender Kriterien
vorgenommen:
• Auf Basis welcher Infrastruktur, welchen Programmmierparadigmas oder welchen Frameworks er-
folgte die Parallelisierung?
• Unterstützt der Ansatz die neben Duplikaterkennung innerhalb einer einzelnen (möglicherweise inte-
grierten) Datenquelle auch direkt die Duplikaterkennung zwischen zwei Datenquellen? Dies bedingt,
dass keine Ähnlichkeitsberechnung zwischen Datensätzen derselben Datenquelle erfolgt.
• Unterstützt der Ansatz die parallele Auswertung des Kartesischen Produktes? Werden Blocking-
Verfahren, wie Standard Blocking oder Sorted Neighborhood, unterstützt, um die Menge der Kan-
didatenpaare einzuschränken?
• Wird im Falle variierender Blockgrößen eine gleichmäßige Aufteilung der durchzuführenden Paarver-
gleiche auf die zur Verfügung stehenden Rechenressourcen zugesichert? Hierbei wird verlangt, dass
die Algorithmen zur Lastbalancierung für beliebige nutzerdefinierte Entity Resolution-Workflows an-
wendbar sind und nicht die Anpassung der Blocking-Kriterien verfolgen.
• Garantiert der Ansatz, dass (z. B. bei Mehrfachzuweisung von Datensätzen zu Blöcken) keine redun-
danten Paarvergleiche durchgeführt werden?
• Unterstützt der Ansatz die Generierung von Modellen zur automatischen Klassifikation der Kandida-
tenpaare mittels maschineller Lernverfahren?
• Ist die Möglichkeit zur Parallelisierung der Berechnung der transitiven Hülle des ermittelten Match-
Ergebnisses gegeben?
• Erlaubt eine graphische Benutzeroberfläche die komfortable Definition und Ausführung von Entity
Resolution-Workflows?
Das in dieser Arbeit vorgestellte Entity Resolution-Framework ist der einzige bekannte Ansatz, der al-
le Kriterien vollständig erfüllt. Insbesondere die Techniken zur Lastbalancierung und zur Vermeidung
redundanter Paarvergleiche sind (weitesgehend) Alleinstellungsmerkmale, die jedoch Grundvorausset-
zung sind, um eine effiziente Parallelverarbeitung in verteilten Umgebungen und eine Skalierbarkeit
für große Datenmengen zu ermöglichen. Im Gegensatz zu den im Abschnitt 2.3.3 vorgestellten allge-
meinen Ansätzen zur Lastbalancierung beliebiger MapReduce-Programme wird sich der Umstand zu
Nutze gemacht, dass die Ähnlichkeitsberechnung eines Datensatzpaares unabhängig von anderen Da-
tensätzen erfolgen kann. Dies erlaubt eine beliebig feingranulare Aufteilung der Datensatzpaare eines
Blockes (einer Schlüsselgruppe) auf Prozessoren (Reduce-Tasks), solange gewährleistet ist, dass jedes
nach dem Blocking-Schritt verbleibende Kandidatenpaar irgendwo verglichen wird. Dadurch ist die un-
terste Schranke der Gesamtausführungszeit zur Bearbeitung des Entity Resolution-Workflows in einem
beliebig großen MapReduce-Cluster nicht durch die Zeit, die zur Bearbeitung des größten Blocks be-
nötigt wird, beschränkt. Eine weiteres Alleinstellungsmerkmal ist die Integration des Infrastructure as
a Service-Dienstes Amazon EC2, die die vollautomatische Akquirierung und Freigabe benötigter Re-
chenressourcen sowie die automatische Einrichtung und Parametrisierung eines MapReduce-Clusters
auf den gemieteten Instanzen erlaubt.
Da mit einer steigenden Anzahl verwendeter Attributwerte und Ähnlichkeitsmaße eine manuelle Festle-
gung einer qualitativ hochwertigen Strategie zur Aggregation der berechneten Ähnlichkeitswerte kaum
mehr handhabbar ist, unterstützt Dedoop sowohl das maschinelle Lernen als auch die parallele Anwen-
dung von Modellen zur qualitativ hochwertigen Klassifikation. Ein typischer Nachverarbeitungsschritt
von Entity Resolution-Workflows ist die Berechnung der transitiven Hülle der ermittelten Duplikate zur
Erkennung weiterer Duplikate, die (z. B. aufgrund des Blocking-Schrittes) nicht als Match klassifiziert
wurden. Dazu wird ein Match-Ergebnis als ungerichteter Graph interpretiert und die Menge aller maxi-
malen Subgraphen gesucht, in denen jedes Knotenpaar durch einen Pfad verbunden ist. Da für Graphen
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mit Hunderttausenden oder gar Millionen von Kanten eine sequentielle Berechnung nicht handhabbar










Dieses Kapitel stellt nach einer kurzen Vorbetrachtung im Abschnitt 4.1 die Lastbalancierungsalgorith-
men BlockSplit (Abschnitt 4.2) und PairRange (Abschnitt 4.3) für die effiziente Parallelisierung von
Entity Resolution-Workflows vor. Beide Ansätze realisieren das Standard Blocking-Verfahren zur Redu-
zierung des Suchraums auf Grundlage des MapReduce-Programmiermodells. Dabei wird die Strategie
verfolgt, die Datenverteilung zunächst in einem Vorverarbeitungsschritt zu analysieren, um anschlies-
send eine gleichmäßige Zuweisung von Datensatzpaaren zu Reduce-Tasks realisieren zu können. Die
Notwendigkeit von Verfahren zur Lastbalancierung und die Effizienz der vorgeschlagenen Algorithmen
wird im Abschnitt 4.4 anhand eines Realweltdatensatzes in einer echten Cloud-Umgebung bestehend
aus bis zu 100 Knoten demonstriert. Abschnitt 4.5 betrachtet die Anpassung beider Verfahren für die
Duplikaterkennung in zwei Datenquellen.
4.1 Überblick
Standard Blocking bezeichnet die Gruppierung von Datensätzen, die eine gewisse Mindestähnlichkeit
aufweisen, anhand sogenannter Blockschlüssel. Anschliessend wird eine Reduzierung des Suchraums
vorgenommen, indem die Ähnlichkeitsberechnung auf Datensätze derselben Gruppe (Block) beschränkt
wird. Ziel dieses Verfahrens ist es, Vergleiche von unähnlichen Datensätzen, die höchstwahrscheinlich
keine Duplikate sind, zu vermeiden und dadurch den Prozess der Ähnlichkeitsberechnung zu beschleu-
nigen. Das MapReduce-Programmiermodell ist intuitiv gut geeignet, um diesen Blocking-Schritt und
v. a. die nachfolgende Ähnlichkeitsberechnung zu parallelisieren. Map-Tasks können die verteilt gespei-
cherten Daten parallel einlesen und auf Basis berechneter Blockschlüssel zu den Reduce-Tasks um-
verteilen. Dabei werden alle Datensätze eines Blocks demselben Reduce-Tasks zugewiesen, sodass die
verschiedenen Blöcke parallel durch verschiedene Reduce-Tasks bearbeitet werden können. Dieses Prin-
zip lässt sich problemlos auf Blocking-Verfahren, wie z. B. Q-gram Indexing oder Suffix Array Indexing,
übertragen, die sich vom Standard Blocking lediglich in der Art und Weise der Schlüsselgenerierung
unterscheiden. Im weiteren Verlauf dieses Kapitels wird der naive Basisansatz als Basic-Strategie be-
zeichnet. Zu Illustrationszwecken wird im Folgenden ein fortlaufendes Beispiel mit 14 Datensätzen und
vier Blockschlüsseln verwendet, das in Abbildung 4.1 dargestellt ist.
Wie in Abbildung 4.2 dargestellt, ist die Basic-Strategie hochgradig anfällig gegenüber Datenungleich-
verteilungen. Da die Anzahl der Paarvergleiche innerhalb eines Blocks quadratisch mit dessen Grö-
ße wächst, sind stark variierende Ausführungszeiten bei der Bearbeitung der einzelnen Reduce-Tasks
zu beobachten. Dies führt in der Praxis dazu, dass die Bearbeitung einiger weniger Reduce-Tasks die
Gesamtausführungszeit des MapReduce-Jobs dominiert und im Falle gemieteter Infrastruktur keine
Kosteneffizienz gewährleistet werden kann, da instanziierte, aber nicht ausgelastete Knoten trotzdem
Kosten verursachen. Bei der Bearbeitung großer Blöcke kann es zudem zu Speicherengpässen kom-
men, da der bearbeitende Reduce-Tasks alle Werte (Datensätze) eines reduce-Aufrufs im Hauptspeicher
halten muss oder auf Externspeicher zurückgreifen muss (vgl. [234] bzw. Abschnitt 2.3.2). Im Beispiel
von Abbildung 4.2 muss der erste Reduce-Task 16 von insgesamt 20 Paarvergleichen durchführen, was
80% der kompletten Workload entspricht. Im günstigsten Fall hätte die verwendete Hashfunktion alle
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Partition Π1 Π2 
Entity A B C D E F G H I K L M N O 
Blocking Key 1 1 3 3 3 4 4 1 1 2 2 4 4 4 
Partition Π0 Π1 
Entity A B C D E F G H I K L M N O 
Blocking Key w w x x x z z w w y y z z z 
Abbildung 4.1: Beispiel-Datenquelle bestehend aus 14 Datensätzen A−O, aufgeteilt in zwei Eingabe-
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C-D, C-E,  
D-E 
Abbildung 4.2: Vereinfachter Datenfluss der Basic-Strategie für die Beispiel-Datenquelle aus Abbil-
dung 4.1 für und r = 3.
Datensätze mit dem Blockschlüssel w zum zweiten Reduce-Task (reduce1) zugewiesen, was zu einer
gleichmäßigeren Auslastung der drei Reduce-Tasks (10, 7 und 3) führt. Allerdings bestünde noch im-
mer das grundsätzliche Problem, dass die zur Bearbeitung des größten Blocks benötigte Zeit eine unte-
re Schranke für die (trotz eines beliebig hohen Parallelitätsgrades) erreichbare Gesamtausführungszeit
darstellt. Ein Domänenexperte könnte prinzipiell durch Verfeinerung des Blocking-Kriteriums die Block-
schlüsselgenerierung anpassen, um eine Generierung von Blöcken vergleichbarer Größe zu erzwingen.
Dieser Ansatz wurde u. a. in [25] und [163] verfolgt, hat jedoch den Nachteil, dass Duplikate ver-
schiedenen Blöcken zugewiesen werden können, was den Recall verringert. Darüber hinaus erfordert
ein solches Vorgehen ebenfalls eine Vorab-Datenanalyse, um die Kenntnisse über die Blockgrößenver-
teilung zu erlangen. In diesem und nächsten Kapitel steht deswegen die effiziente Umsetzung einer
gegebenen Blocking-Konfiguration im Mittelpunkt. Im Folgenden soll zunächst die Lastbalancierung
für die Duplikaterkennung innerhalb einer Datenquelle R betrachtet werden. Des Weiteren wird an-
genommen, dass jedem Datensatz ein gültiger Blockschlüssel zugewiesen wird. Eine die Behandlung
fehlender Attributwerte umfassende Verallgemeinerung analog zu [126] ist vergleichsweise einfach.
Neben der Ähnlichkeitsberechnung aller Datensätze eines Blocks müssen die Datensätze R; ⊆ R ohne
Blockschlüssel mit allen Datensätzen aus R verglichen werden. Dies ist gleichbedeutend mit der Aus-
wertung des Kartesischen Produktes R × R;, was ein Spezialfall des Entity Resolution zwischen zwei
Datenquellen ist. Die Erweiterung der Lastbalancierung für das Matching zweier Datenquellen wird im
Abschnitt 4.5 thematisiert.
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Abbildung 4.3: Allgemeines Lastbalancierungsschema für die Parallelisierung von Entity Resolution-
Workflows mit MapReduce.
4.1.1 Allgemeines Lastbalancierungsschema
Die Realisierung beider in diesem Kapitel vorgestellten Lastbalancierungsstrategien basiert, wie in Ab-
bildung 4.3 dargestellt, auf der sequentiellen Ausführung zweier MapReduce-Jobs mit einer identi-
schen Partitionierung der Eingabedaten und derselben Anzahl an Map-Tasks. Der zuerst ausgeführte
Datenanalyse-Job berechnet eine sogenannte Block Distribution Matrix (BDM), welche die Anzahl der
Datensätze pro Block und Eingabepartition enthält und damit die zugrunde liegende Datenverteilung
vollständig abbildet. Darüber hinaus ermöglichen die darin enthaltenen Informationen eine einfache
Nummerierung der Blöcke, der Datensätze eines Blocks und sogar der zu vergleichenden Datensatzpaa-
re über alle Tasks hinweg. Die BDM wird mithilfe des Distributed Caches allen Tasks des nachfolgenden
MapReduce-Jobs als zusätzliche Eingabe verfügbar gemacht und von diesen während der Verarbeitung
ausgewertet, um eine gleichmäßige Zuweisung von Paarvergleichen zu Reduce-Tasks zu garantieren.
Prinzipiell stimmt die reguläre Eingabe des zweiten MapReduce-Jobs mit der des Analyse-Jobs überein.
Um ein erneutes Parsen der Eingabedaten und eine redundante Berechnung der Blockschlüssel zu ver-
meiden, schreiben die Map-Tasks des Analyse-Jobs die Eingabedatensätze (mitsamt der berechneten
Blockschlüssel) als zusätzliche Ausgabe in binärer Form in das verteilte Dateisystem. Dabei wird eine
Projektion der Eingabedatensätze vorgenommen – es werden lediglich die zur Ähnlichkeitsberechnung
benötigten Attribute ausgeschrieben. Diese zusätzliche Ausgabe des Analyse-Jobs dient als Eingabe des
zweiten MapReduce-Jobs.
Die Lastbalancierung wird im Wesentlichen in der Map-Phase des Matching-Jobs realisiert. Ohne
Eingriffe in den Quellcode des MapReduce-Frameworks beschränken sich Möglichkeiten zur Reali-
sierung von Lastbalancierungsverfahren auf eine geeignete Konstruktion der map-Ausgabe-Schlüssel
und -Werte sowie auf Definition nutzerdefinierter Funktionen zur Steuerung der Datenpartitionierung,
-sortierung und -gruppierung. Aus diesem Grund generieren (im Gegensatz zur Basic-Strategie) beide
Lastbalancierungsalgorithmen sorgfältig konstruierte, aus mehreren Komponenten zusammengesetzte
Schlüssel, die im Zusammenspiel mit entsprechenden Partitionierungs- und Gruppierungsfunktionen
(vgl. Abschnitt 2.3.2) eine gleichmäßige Lastverteilung realisieren. Der zusammengesetzte Schlüssel
eines map-Ausgabe-Schlüssel-Wert-Paares kombiniert dabei Informationen über den Ziel-Reduce-Task
eines Datensatzes, den Block, dem der Datensatz zugewiesen wurde, und den Datensatz selber. Dahinter
verbirgt sich die Idee, dass die Partitionierungsfunktion lediglich einen bestimmten Teil der Schlüssel
für das Routing zu den Reduce-Tasks berücksichtigt, wohingegen zur Gruppierung und Sortierung von
Schlüssel-Wert-Paaren jeweils weitere Bestandteile des Schlüssels herangezogen werden. Des Weite-
ren kann die map-Funktion für einen einzelnen Datensatz mehrere Schlüssel-Wert-Paare generieren,
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Reduce: Count per Block + Partition 











[x, 0, 3] 
[z, 0, 2] 













w Φ0 2 2 4 6 
y Φ1 0 2 2 1 
x Φ2 3 0 3 3 







w Φ0 2 2 
y Φ1 0 2 
x Φ2 3 0 
z Φ3 2 3 
Abbildung 4.4: Datenfluss der Berechnung der Block Distribution Matrix für die Beispiel-Datenquelle
aus Abbildung 4.1.
sofern dieser zu Lastbalancierungszwecken an mehrere Reduce-Tasks umverteilt werden muss. Da die
Ähnlichkeitsberechnung in der Reduce-Phase unseren Experimenten zufolge über 95% der Gesamt-
ausführungszeit eines Entity Resolution-Workflows ausmacht, betrachten beide Lastbalancierungsstra-
tegien ausschließlich die Behandlung des Data Skews. Andere Optimierungstechniken für MapReduce-
Programme wie, z. B. die Berücksichtigung von Datenlokalität [115], wurden nicht betrachtet, da kein
nennenswerter Einfluss auf die Gesamtausführungszeit zu erwarten ist.
4.1.2 Berechnung der BDM
Sei b die Anzahl der Blöcke und m die Anzahl der Eingabepartitionen. Die BDM ist eine b×m-Matrix, die
die Anzahl an Datensätzen pro Block und Eingabepartition enthält. Zur Berechnung der BDM lesen m
Map-Tasks die partitionierten Eingabedaten parallel ein und bestimmen den (oder die) Blockschlüssel
eines jeden Datensatzes. Die map-Funktion gibt für jeden Datensatz ein Schlüssel-Wert-Paar mit einem
zusammengesetzten Schlüssel (blocking_keypartition_index) und dem Wert 1 aus. Die map-Ausgabe-
Paare werden durch Anwendung einer Partitionierungsfunktion part, die lediglich die Blockschlüssel-
Komponente der zusammengesetzten Schlüssel berücksichtigt, zu den Reduce-Tasks umverteilt, sodass
alle Datensätze eines Blocks vom selben Reduce-Task verarbeitet werden. Die Reduce-Tasks sortieren
und gruppieren die eingehenden Schlüssel-Wert-Paare anhand des vollständigen Schlüssels und sum-
mieren in jedem Aufruf der reduce-Funktion die Anzahl der Blockschlüssel (Datensätze eines Blocks)
pro Eingabepartition. Die reduce-Funktion gibt dementsprechend Tripel der Form [blocking_key, par-
tition_index, num_entities] aus. Abbildung 4.4 zeigt den Datenfluss der BDM-Berechnung für das
Beispiel aus Abbildung 4.1. Beispielsweise gibt die map-Funktion für den Datensatz M ein Paar mit
dem Schlüssel (z.1) aus, da M der Blockschlüssel z zugewiesen wurde und sich M in der zweiten Ein-
gabepartition (partition_index=1) befindet. Dieses Paar wird dem zweiten Reduce-Task (task_index=1)
zugewiesen, der drei Paare (z.1, 1) gruppiert und der reduce-Funktion übergibt. Diese gibt [z, 1, 3] aus,
da sich insgesamt drei Datensätze mit dem Blockschlüssel z in der zweiten Eingabepartition befinden.
Die logisch konkatenierte Ausgabe der einzelnen Reduce-Tasks lässt sich als BDM interpretieren (siehe
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1 map_configure(m, r, partitionIndex)
2 // Store partitionIndex
3 map(kin=unused, vin=entity)
4 blockingKey = computeKey(entity);
5 additionalOutput (k=blockingKey, v=entity) ; // write to DFS
6 output (ktmp =blockingKey.partitionIndex, vtmp=1); ; // regular map output
7 // part: repartition map output by blockingKey
8 // cmp: sort by blockingKey.partitionIndex
9 // group: group by blockingKey.partitionIndex
10 reduce(ktmp=blockingKey.partitionIndex, list(vtmp)=list(1)))
11 sum← 0;
12 foreach number in list(vtmp) do
13 sum← sum+number;
14 output (kout=unused, vout=blockingKey +”,”+partitionIndex +”,”+sum);
Abbildung 4.4, rechts unten). Eine beliebige Zeile der r = 2 Ausgabedateien entspricht einer Zelle der
BDM-Matrix mit einem Wert größer 0. Adjazente Zeilen mit dem gleichen Blockschlüssel (z. B. [w, 0, 2]
und [w, 1, 2]) formen eine Zeile der BDM. Gibt es für einen Blockschlüssel in der Eingabedatenquelle
nur einen einzigen Datensatz, so kann auf das Ausschreiben der entsprechenden BDM-Zelle verzichtet
werden, da der Datensatz mit keinem anderen Datensatz bezüglich dieses Blockschlüssels abgeglichen
werden muss. Dies dient zur Verringerung des Speicherbedarfs und zur Beschleunigung der Analyse
der BDM im folgenden MapReduce-Job. Zusätzlich wird eine virtuelle Nummerierung der Blöcke ent-
sprechend der Zeilennummern in der BDM vorgenommen, beispielsweise erhält Block w den Index
0. Im Beispiel variiert die Größe der Blöcke zwischen zwei und fünf Datensätzen für die Blöcke Φ1
(Blockschlüssel y) bzw. Φ3 (Blockschlüssel z). Dementsprechend variiert die Anzahl der Paarvergleiche
zwischen 1 und 10; auf den größten Block Φ3 entfallen 50% aller Paarvergleiche, obwohl er lediglich
35% aller Eingabedatensätze umfasst.
Algorithmus 4.1 zeigt den Pseudocode der BDM-Berechnung. Die Funktion map_configure wird vom
Hadoop-Framework automatisch nach der Initialisierung eines Map-Tasks (aber vor dem ersten Aufruf
der map-Funktion) aufgerufen. Innerhalb der map-Funktion wird auf eine Funktion additionalOutput
zurückgegriffen, die jeden Datensatz mitsamt seines Blockschlüssel in binärer Form in das verteilte
Dateisystem schreibt. Die resultierenden m zusätzlichen Ausgabedateien bilden die Eingabe des dar-
auffolgenden Matching-Jobs (vgl. Abbildung 4.3, Partitionen Π′i). Dabei wird sichergestellt, dass der
zweite MapReduce-Job mit derselben Anzahl von Map-Tasks ausführt wird. Ein Map-Task des Matching-
Jobs bearbeitet dabei eine zusätzliche Ausgabedatei des vorigen Jobs (vollständig) und extrahiert die
ursprüngliche Partitionsnummer aus dem Dateinamen. Da Hadoop die Zuweisung von Map-Tasks zu
Tasktrackern unter Berücksichtigung von Datenlokalitätsaspekten vornimmt, kann das Einlesen der Ein-
gabedaten des Matching-Jobs weitestgehend lokal erfolgen. Ein Schlüssel x .y bezeichnet einen aus den
Komponenten x und y zusammengesetzten Schlüssel. Der Vergleich von Schlüsseln erfolgt komponen-
tenweise. Die Kommentare geben an, welche Komponenten der Schlüssel zur Umverteilung, Sortierung
und Gruppierung von Schlüssel-Wert-Paaren verwendet werden.
4.2 BlockSplit: Blockorientierte Lastbalancierung
Die Grundidee der blockorientierten Lastbalancierungsstrategie BlockSplit ist die Aufteilung der Paar-
vergleiche “großer” Blöcke auf mehrere Reduce-Tasks. Dazu generiert BlockSplit für jeden Block einen
oder mehrere sogenannter Match-Tasks entsprechend des folgenden Schemas:
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• BlockSplit verarbeitet “kleine” Blöcke innerhalb es einzelnen Match-Tasks, analog zur Basic-Strategie.
• Die Datensätze großer Blöcke werden anhand der Eingabepartition in m Subblöcke aufgeteilt. Die
resultierenden Subblöcke werden anschließend durch zwei verschiedene Typen von Match-Task ver-
arbeitet. Jeder der m Subblöcke wird (wie auch jeder nicht aufgeteilte “kleine” Block) durch einen
einzelnen Match-Task bearbeitet der die Ähnlichkeit aller Datensätze des Blocks innerhalb einer Ein-
gabepartition berechnet. Zusätzlich wird für jedes Paar von Subblöcken ein Match-Task generiert, der
das Kartesische Produkt der enthaltenen Datensätze auswertet. Auf diese Art und Weise werden alle
Paarvergleiche des Ausgangsblocks auf mehrere Match-Tasks aufgeteilt, die ihrerseits verschiedenen
Reduce-Tasks zur Bearbeitung zugewiesen werden können.
• BlockSplit ermittelt für jeden so generierten Match-Task die Anzahl der enthaltenen Paarvergleiche.
Anschließend werden die Match-Task anhand ihrer Workload sortiert und in absteigender Reihenfol-
ge mittels einer Greedy-Heuristik auf die r Reduce-Tasks aufgeteilt. Neben der Aufteilung der Last
großer Blöcke auf mehrere Reduce-Tasks bewirkt diese Vorgehensweise, dass die größten Match-Tasks
zuerst bearbeitet werden, was die Wahrscheinlichkeit verringert, dass ihre Bearbeitung das Ende der
Ausführung des MapReduce-Jobs signifikant verzögert.
Die Umsetzung obiger Idee basiert auf der Auswertung der BDM und der Konstruktion zusammenge-
setzter map-Ausgabe-Schlüssel. Die map-Funktion gibt Schlüssel-Wert-Paare der Form (reduce_index
block_indexsplit, entity) aus. Der reduce_index ist ein Wert zwischen 0 und r−1, der von der Partitio-
nierungsfunktion verwendet wird um die gewünschte Zuweisung der Datensätze zu Reduce-Tasks zu
realisieren. Die Sortierung und Gruppierung der Schlüssel-Wert-Paare erfolgt anhand des vollständigen
Schlüssels. Dies stellt sicher, dass die reduce-Funktion nur für Datensätze desselben Blocks aufgerufen
wird. Der Wert der split-Komponente kennzeichnet einen konkreten Match-Task, der in einem Aufruf
der reduce-Funktion bearbeitet werden soll. Gleichzeitig signalisiert er, ob in diesem Match-Task Da-
tensätze eines Subblocks untereinander oder Datensätze zweier Subblöcke miteinander zu vergleichen
sind. Im Folgenden wird die Match-Task- und Schlüssel-Generierung im Detail beschrieben.
4.2.1 Match-Task-Generierung
Während der Initialisierung wertet jeder der m Map-Tasks die BDM aus und bestimmt mithilfe der
darin codierten Informationen die Anzahl resultierender Paarvergleiche pro Block. Die Gesamtanzahl
der Paarvergleiche aller b Blöcke Φk beträgt P =
1
2 ·Σb−1k=0|Φk| · (|Φk| − 1). Anschließend wird für jeden
Block Φk geprüft, ob die Anzahl der Paarvergleiche des Blocks über der durchschnittlichen Workload
eines Reduce-Tasks liegt, also ob gilt: 12 · |Φk| · (|Φk| −1)> P/r. Ist dies nicht der Fall, so wird der Block
innerhalb eines einzelnen Match-Tasks k.∗ bearbeitet. Dies wird durch map-Ausgabe-Schlüssel mit den
block_index k und der split-Komponente ∗ ausgedrückt. Anderenfalls handelt es sich um einen “großen”
Block, dessen Bearbeitung durch einen einzelnen Reduce-Task eine ungleichmäßige Auslastung des
MapReduce-Clusters zur Folge hätte. Deswegen wird der Block entsprechend der Eingabepartitionen in
m Subblöcke unterteilt und folgende 12 ·m · (m− 1) + m Match-Tasks gebildet1:
• m Match-Tasks, gekennzeichnet durch die Schlüssel-Komponenten k.i, zur Ähnlichkeitsberechnung
der Datensätze des i-ten Subblocks (i ∈ [0, m− 1])
• 12 ·m · (m−1) Match-Tasks, gekennzeichnet durch die Schlüssel-Komponenten k.i× j (i, j ∈ [0, m−1]
und i < j), zur Auswertung des Kartesischen Produktes der Subblöcke i und j.
1 Da die BDM die Anzahl an Datensätzen pro (Block, Partition)-Paar enthält, lässt sich leicht ermitteln, welche der m Eingabe-
partitionen tatsächlich Datensätze des Blocks Φk enthält, sodass der Block möglicherweise in weniger als m Subblöcke unterteilt
wird und dementsprechend eine geringere Anzahl an Match-Tasks resultiert. Zugunsten der Lesbarkeit wird angenommen, dass
jede der m Eingabepartitionen mindestens einen Datensatz des Blocks Φk enthält.
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Die Verwendung der bestehenden Datenpartitionierung zur Aufteilung großer Blöcke ist durch die An-
nahme motiviert, dass m (entspricht defaultmäßig der Anzahl der zu bearbeitenden HDFS-Blöcke) mit
zunehmender Größe der Eingabedatenmengen wächst, was in einer größeren Anzahl an Match-Tasks
resultiert und ein höheres Lastbalancierungspotential verspricht. Bei einer konstanten Datenmenge re-
duziert sich zudem mit wachsendem m der Hauptspeicherbedarf der Reduce-Tasks, da sich dadurch die
Anzahl an Match-Tasks erhöht und gleichzeitig die Anzahl der Datensätze pro Match-Task abnimmt.
Nach der beschriebenen Generierung der Match-Tasks werden diese absteigend nach ihrer Anzahl an
Paarvergleichen sortiert. Anschließend werden die Match-Tasks in Sortierreihenfolge zu dem Reduce-
Task zugewiesen, der aktuell die geringste Gesamtanzahl zugewiesener Paarvergleiche hat. Im Folgen-
den wird der Ziel-Reduce-Task eines Match-Tasks k.x mit R(k.x) bezeichnet.
4.2.2 Schlüsselgenerierung und Datenumverteilung
Nach der Match-Task-Generierung wendet der i-te Map-Task (0 ≤ i < m) die map-Funktion auf jeden
Eingabedatensatz e seiner Eingabepartition an. Gehört der Datensatz zu einem Block Φk, der nicht in
Subblöcke aufgeteilt werden muss, gibt die map-Funktion ein (R(k.*)k*, e)-Paar aus. Anderenfalls
wird für diesen Datensatz zunächst ein (R(k.i)ki, e)-Paar ausgegeben. Dies entspricht der Zuwei-
sung des Datensatzes zum Match-Task k.i, der die Ähnlichkeit aller Datensätze des Blocks Φk in der
i-ten Eingabepartition berechnet. Zusätzlich gibt die map-Funktion für jedes der m− 1 Paare (i, j) mit
j ∈ [0, m−1] und j 6= i ein Schlüssel-Wert-Paar (R(k.a×b)ka×b, e) aus, wobei gilt: a = min(i, j) und
b = max(i, j). Jedes dieser m − 1 Paare bewirkt die Zuweisung des Datensatzes des Blocks zu einem
Match-Task, der alle Datensätze des Blocks Φk der i-ten Eingabepartition mit Datensätzen einer ande-
ren Eingabepartition vergleicht. Ein einzelner Datensatz eines “großen” Blocks wird also zum Zwecke
der Lastbalancierung m-mal repliziert und durch eine geeignete Schlüsselkonstruktion m Match-Tasks
zugewiesen. Dadurch erhöht sich zwar das zwischen der Map- und Reduce-Phase umverteilte Datenvo-
lumen, allerdings wird dadurch eine Aufteilung der resultierenden Workload auf mehrere Reduce-Tasks
ermöglicht. Ein Wert eines ausgegebenen Schlüssel-Wert-Paares besteht aus einer geeigneten Repräsen-
tation eines Datensatzes; hierbei muss sichergestellt sein, dass ein eindeutiger Kennzeichner sowie alle
zur Ähnlichkeitsberechnung benötigten Attribute in der Repräsentation enthalten sind.
Der Block Φ3 (Blockschlüssel z) der Datenquelle aus Abbildung 4.1 resultiert in 10> 20/3 Paarverglei-
chen und wird deswegen in zwei Subblöcke Φ3.0 und Φ3.1 aufgeteilt. Aus der BDM (siehe Abbildung 4.4)
ist ersichtlich, dass sich zwei bzw. drei Datensätze in den Subblöcken Φ3.0 und Φ3.1 befinden. Entspre-
chend des beschriebenen Schemas werden daraus die drei Match-Tasks 3.0 (1 Paar), 3.0×1 (6 Paare)
und 3.1 (3 Paare) generiert. Die verbleibenden Blöcke Φ0 (Blockschlüssel w), Φ1 (Blockschlüssel y) und
Φ2 (Blockschlüssel x) werden nicht aufgeteilt und jeweils durch einen einzelnen Match-Task 0.∗ (6 Paa-
re), 1.∗ (1 Paar) und 2.∗ (3 Paare) bearbeitet. Nach der Sortierung ergibt sich folgende Reihenfolge der
Match-Tasks: 0.∗, 3.0×1, 2.∗, 3.1, 1.∗ und 3.0. Die Match-Tasks werden mittels einer Greedy-Heuristik
anschließend in Sortierreihenfolge zu den r = 3 Reduce-Tasks zugewiesen, sodass sich die in Abbil-
dung 4.5 gezeigte Aufteilung ergibt. Die Replikation der fünf Datensätze des Blocks Φ3 führt dazu, dass
für die 14 Eingabedatensätze insgesamt 19 Map-Ausgabe-Paare erzeugt und gleichmäßig zu den drei
Reduce-Tasks (7, 7 bzw. 6 Paare) umverteilt werden.
Algorithmus 4.2 zeigt den Pseudocode der BlockSplit-Strategie. In der Funktion map_configure, die
vom Hadoop-Framework automatisch zum Initialisierungszeitpunkt eines jeden Map-Tasks ausgeführt
wird, erfolgt ein Einlesen der BDM. Nach der Generierung der Match-Tasks kann die im Hauptspei-
cher gepufferte BDM verworfen werden. Zudem können vom Map-Task 0 ≤ i < m alle Match-Tasks
k.∗ und k.a×b aus dem Hauptspeicher entfernt werden, wenn Πi keine Datensätze des Blocks Φk ent-
hält oder wenn a 6= i ∧ b 6= i. Im Gegensatz zur bisherigen vereinfachten Darstellung verwendet die
Implementierung fünfstellige Schlüssel der Form (reduce_indexblock_indexpartition_ipartition_j
cur_partition). Die split-Komponente wird zur vereinfachten Analyse in der Reduce-Phase durch zwei
Integer-Werte repräsentiert. Für jeden Datensatz wird zudem die Herkunftspartition als fünfte Kom-
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Abbildung 4.5: Vereinfachter Datenfluss der BlockSplit-Strategie für das Beispiel aus Abbildung 4.1 mit
r = 3 Reduce-Tasks.
ponente an den map-Ausgabe-Schlüssel angehängt. Die Sortierung der Schlüssel-Wert-Paare erfolgt
komponentenweise anhand des vollständigen Schlüssels, zur Gruppierung werden hingegen nur die
ersten vier Komponenten herangezogen. Dies bewirkt, dass die Datensätze eines Match-Tasks k.i× j der
reduce-Funktion in, nach Herkunftspartition, sortierter Reihenfolge zur Verfügung gestellt werden.
Da die Information, zu welcher der beiden Partitionen ein Datensatz gehört, in der fünften Komponen-
te des Schlüssel codiert ist, diese jedoch durch die Gruppierung anhand der ersten vier Komponenten
“verloren geht”, wird zusätzlich der Wert eines Schlüssel-Wert-Paares (also der Datensatz selber) um
die aktuelle Eingabepartition i angereichert. Diese Modifikationen erlauben eine effizienter Verarbei-
tung der Datensätze eines Match-Tasks in der reduce-Funktion und verringern den Speicherbedarf der
Reduce-Tasks.
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Algorithmus 4.2: Implementierung der BlockSplit-Strategie
1 map_configure(m, r, partitionIndex)
2 compsPerReduceTask← [];
3 for i← 0 to r-1 do
4 compsPerReduceTask[i]← 0;
5 matchTasks← empty map;
6 compsPerReduceTask← BDM.pairs()/r;
7 // Read BDM from reduce output of Algorithm 4.1
8 BDM← readBDM();
9 // Match task creation
10 for k← 0 to BDM.numBlocks()-1 do
11 comps← 12 ·BDM.size(k) · (BDM.size(k)− 1);
12 if 0< comps ≤ compsPerReduceTask then
13 matchTasks.put((k, 0, 0), comps);
14 else if comps > 0 then
15 for i← 0 to m-1 do
16 |Φik | ← BDM.size(k, i);
17 for j← 0 to i do
18 |Φ jk | ← BDM.size(k, j);
19 if |Φik | · |Φ jk |> 0 then
20 if i = j then
21 matchTasks.put((k, i, i),
22
1
2 · |Φik | · (|Φik | − 1));
23 else
24 matchTasks.put((k, j, i),
|Φ jk | · |Φik |);
25 // Reduce task assignment
26 matchTasks.orderByValueDescending();
27 foreach ((k,i,j), comps) ∈matchTasks) do
28 reduceTask← getNextReduceTask();
29 matchTasks.put((k, i, j), reduceTask);
30 addCompsToReduceTask(reduceTask, comps);
31 // Process additional map output of Algorithm 4.1
32 map(kin=blockingKey, vin=entity)
33 k← BDM.blockIndex(blockingKey);
34 comps← 12 ·BDM.size(k) · (BDM.size(k)− 1);
35 if comps ≤ compsPerReduceTask then
36 if comps>0 then




41 for i← 0 to m-1 do
42 min←min{partitionIndex, i};
43 max←max{partitionIndex, i};
44 reduceTask←matchTasks.get(k, min, max);
45 if reduceTask 6= null then
46 output(ktmp=reduceTask.k.max.min.partitionIndex,
47 vtmp=(entitiy, partitionIndex));
48 // part: repartition map output by reduceTask
49 // cmp: sort by entire map output key
50 // group: group by blockIndex.i.j (k.i.j)
51 reduce(ktmp=reduceTask.k.i.j,
52 list(vtmp)=list((entity, partitionIndex)))
53 bu f ← {};
54 if i = j then
55 foreach (e2, partitionIndex) ∈ list(vtmp) do
56 foreach e1 ∈ buf do
57 match(e1, e2) ; // Comparison + output
58 bu f ← bu f ∪ {e2};
59 else
60 pair← list(vtmp).firstElement();
61 bu f ← bu f ∪ {pair. f irst()};
62 firstPartitionIndex← pair.second();
63 foreach (e2, partitionIndex) ∈ list(vtmp) do
64 if partitionIndex= f irstPar t i t ionIndex then
65 bu f ← bu f ∪ {e2};
66 else
67 foreach e1 ∈ buf do





73 for i← 1 to r-1 do





79 compsPerReduceTask[reduceTask]← comparisons +
80 compsPerReduceTask[reduceTask];
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Abbildung 4.6: Globales Nummerierungsschema für das Beispiel aus Abbildung 4.1. Die drei grau schat-
tierten Intervalle (Bereiche) illustrieren die Aufteilung der Paarvergleiche auf die r = 3 Reduce-Tasks.
4.3 PairRange: Paarorientierte Lastbalancierung
Die im vorigen Abschnitt vorgestellte BlockSplit-Strategie teilt große Blöcke anhand der m Eingabepar-
titionen in Subblöcke, die einzeln oder paarweise durch Match-Tasks verarbeitet werden. Dieser Ansatz
kann bei variierenden Subblockgrößen noch immer zu unbalancierten Match- und Reduce-Tasks füh-
ren. In diesem Abschnitt wird die PairRange-Strategie vorgestellt, die diesen Schwachpunkt beseitigt
und eine nahezu perfekt gleichmäßige Aufteilung aller Paarvergleiche auf die Reduce-Tasks garantiert.
Die PairRange-Strategie basiert auf den folgenden beiden Ideen:
• PairRange implementiert auf Grundlage der BDM eine virtuelle Nummerierung aller Datensätze und
deren Vergleiche (Paare). Dieses Nummerierungsschema wird verwendet, um Datensätze zu einem
oder mehreren Reduce-Tasks umzuverteilen und festzulegen, welche Paare von jedem Reduce-Task
bearbeitet werden.
• Um eine gleichmäßige Auslastung der Reduce-Tasks zu gewährleisten, teilt die PairRange-Strategie
die Menge aller zu vergleichenden Datensatzpaare unter Verwendung des Nummerierungsschemas
in r gleich große Bereiche (Intervalle) auf und weist den k-ten Bereich ℜk dem k-ten Reduce-Task
zur Bearbeitung zu.
4.3.1 Schema zur virtuellen Nummerierung von Datensätze und Paaren
Jeder Map-Task verarbeitet zeilenweise die Datensätze seiner Eingabepartition. Eine Nummerierung
der Datensätze pro Block und Partition ist somit einfach möglich. Ein Map-Task 0< i < m ist prinzipiell
jedoch nicht in der Lage, den globalen Index eines Datensatzes innerhalb seines Blocks zu bestimmen,
da er kein Wissen über die Anzahl an Datensätzen des Blocks in Eingabepartitionen Π j ( j < i) hat und
es keine Kommunikation zwischen den Map-Tasks gibt. Erst die BDM erlaubt die lokale Berechnung
des globalen blockspezifischen Indexes eines Datensatzes durch einen Map-Task. Sei Πi die i-te Einga-
bepartition (0 ≤ i < m) und Φk der durch die k-ten Zeile der BDM beschriebene Block (k ≥ 0). Zur
Bestimmung des globalen blockspezifischen Indexes eines Datensatzes des Blocks Φk in der Partition
Πi muss lediglich der durch Zählen ermittelte partitionsspezifische Index zur Gesamtanzahl der Da-
tensätze des Blocks Φk in den Partitionen Π0 bis Πi−1 addiert werden. Der Datensatz M des Beispiels
aus Abbildung 4.1 ist der erste Datensatz des Blocks Φ3 der Partition Π1. Der BDM ist zu entnehmen,
dass in den “Vorgänger-Partitionen” (hier nur Π0) zwei weitere Datensätze aus Φ3 enthalten sind (siehe
Abbildung 4.4). Somit ist M der dritte Datensatz des Blocks Φ3 und erhält den blockspezifischen Daten-
satzindex 2. Abbildung 4.6 illustriert die resultierende Nummerierung (weiße Ziffern) der Datensätze
des fortlaufenden Beispiels.
Die blockspezifische Nummerierung aller Datensätze erlaubt eine Nummerierung aller Paarvergleiche.
Dabei wird ein Paar (x , y) mit Datensatzindexen x und y nur nummeriert, wenn x < y . Paare (x , x)
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werden also nicht berücksichtigt, ebenso wenig wie Paare (y, x), wenn bereits (x , y) nummeriert wur-
de. Dies dient der Vermeidung unnötiger Berechnungen. Die Nummerierung der Paare wird spalten-
weise, fortlaufend über alle Blöcke vorgenommen. Der Paarindex pi(x , y) zweier Datensätze mit den
Datensatzindexen x und y (x < y) im Block Φi ist definiert als:
pi(x , y) = c(x , y, |Φi |) + o(i) (4.1)
c(x , y, N) =
x
2




·Σi−1k=0 (|Φk| · (|Φk| − 1)) (4.3)
Hierbei bezeichnet c(x , y, N) den Index der Zelle (x , y) in einer N ×N -Matrix und o(i) die Anzahl der
Paare in allen “Vorgänger-Blocks” Φ0 bis Φi−1. Des Weiteren bezeichnet |Φi | die Anzahl der Datensätze
des Blocks Φi . Abbildung 4.6 zeigt die Paarnummerierung für das fortlaufende Beispiel. Der Paarindex
des Paares pi(x , y) entspricht dem Wert der durch die Spalte x und die Zeile y gegebenen Zelle des
Blocks Φi – z. B. hat das Paar (2, 3) des Blocks Φ0 den Paarindex 5.
Die PairRange-Strategie teilt die Menge aller Paare in r nahezu gleich große Bereiche (Pair Ranges)
und weist den k-ten Bereich dem k-ten Reduce-Task zur Bearbeitung zu. Bei einer Gesamtanzahl von
P Paaren, r Bereichen und r Reduce Tasks fällt ein Paar mit dem Paarindex 0 ≤ p < P in den Bereich
ℜk, wenn gilt:
p ∈ ℜk ⇔ k = br · pP c (4.4)
Die ersten r − 1 Reduce-Tasks bearbeiten demzufolge genau d Pr e Paare. Der letzte Reduce-Task ist für
die Bearbeitung der verbleibenden P − (r − 1) · d Pr e zuständig. Im Beispiel von Abbildung 4.6 ergibt
sich für r = 3 eine Aufteilung von 20 Paaren in die drei Bereiche ℜ0 = [0, 6], ℜ1 = [7, 13] undℜ2 = [14,19], die durch unterschiedliche Graustufen gekennzeichnet sind. Da die Anzahl der Reduce-
Tasks die Anzahl der Bereiche vorgibt, kann der Parameter r verwendet werden, um die Anzahl an
Datensätzen pro Bereich bzw. Reduce-Task und damit den Hauptspeicherbedarf der Reduce-Tasks zu
kontrollieren.
4.3.2 Bestimmung der relevanten Bereiche eines Datensatzes
Während der Initialisierung liest jeder Map-Task 0 ≤ i < m die BDM ein, berechnet die Gesamtanzahl
aller Paarvergleiche P und bestimmt die Intervallgrenzen der r Bereiche. Des Weiteren wird für jeden
Block, von dem Datensätze in der Partition Πi enthalten sind, ein Zähler initialisiert und dessen Wert
auf die Anzahl der Datensätze des Blocks in Partitionen Π j ( j < i) gesetzt. Nach der Initialisierung
wird die map-Funktion auf jeden Datensatz e angewendet. Sei Φk der durch den Blockschlüssel des
Datensatzes e definierte Block. Zunächst wird mithilfe des Zählers für Φk der globale Index x des Da-
tensatzes innerhalb von Φk bestimmt. Anschließend wird dieser Zähler inkrementiert und die Menge
aller Bereiche berechnet, die mindestens ein Paar umfassen in dem e enthalten ist.
Zur Bestimmung dieser Bereiche ist es nicht erforderlich, alle Paare, an denen e beteiligt ist, auszuwerten
– in vielen Fällen ist es ausreichend, nur zwei Paare zu betrachten. Sei N die Anzahl der Datensätze in
Φk. Der Datensatz e ist an den Paaren (0, x), . . . , (x − 1, x), (x , x + 1), . . . , (x , N − 1) beteiligt. Das
Nummerierungsschema erlaubt eine schnelle Identifizierung des kleinsten und größten Indexes dieser
Paare. Dazu berechnet die map-Funktion pmin = pk(0, max{x , 1}) und pmax = pk(min{x , N−2}, N−1)
mithilfe der Formeln 4.1–4.3. Der Datensatz M des fortlaufenden Beispiels hat beispielsweise den Index
2 innerhalb des Blocks Φ3 der Größe 5 – die entsprechenden Paarindexe sind pmin = p3(0,2) = 11 und
pmax = p3(2, 4) = 18.
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rmin = r (pi (0, max (x, 1)), N) 
rmax = r (pi (min (x, N-2), N-1), N) 
IF (rmin == rmax) RETURN {rmin } 
IF (rmin+1 == rmax) RETURN {rmin , rmax } 
 
result = {rmin}  {r(pi(1, x, N)), ..., r(pi(x-1,x,N))} 
rcorner = r(pi(x, x+1, N)) 
result = result  {rcorner , rcorner+1, ... , rmax } 
RETURN result 









(0, max{x, 1})  min 
(min{x, N-2}, N-1)  max 
IF (min == max) RETURN {min} 
IF (min+1 == max) RETURN {min , max} 
 
result = {min}  {(1, x), ..., (x-1,x)} 
(min{x, N-2}, min{x+1, N-1})  corner 
result = result  {corner ,corner+1,...,max} 
RETURN result 
Abbildung 4.7: Schema zur Bestimmung der Bereiche, die Paare umfassen, an denen ein Datensatz mit
dem blockspezifischen Index x partizipiert.
Anschließend lassen sich mithilfe der Formel 4.4 die Bereiche ℜmin 3 pmin und ℜmax 3 pmax der bei-
den Paare bestimmen. Im Falle von ℜmin = ℜmax fallen alle Paare, an denen e beteiligt ist, in genau
einen Bereich (ℜmin). Wenn min + 1 = max gilt, also wenn ℜmax der direkte Nachfolger von ℜmin
ist, partizipiert e an genau diesen beiden Bereichen, d. h. die Menge der für e relevanten Bereiche ist
{ℜmin,ℜmax}. Dies trifft für den Datensatz M zu, der in den ℜ2 und ℜ3 fällt. Die Menge der Paare
großer Blöcke erstrecken sich i. Allg. über mehr als zwei Bereiche (min+1< max). In diesem Fall kön-
nen zwischen ℜmin und ℜmax Bereiche liegen, in denen sich kein Paar befindet, an dem e partizipiert.
Wie in Abbildung 4.7 illustriert, berechnet die map-Funktion in diesem Fall zunächst den Bereich eines
jeden Paares (0, max{x , 1}), . . . , (x − 1, x) der Zeile x der N × N -Matrix. Die Spalte x dieser Matrix
umfasst die Paarindexe pcorner = pk(min{x , N − 2}, min{x + 1, N − 1}), . . . , pmax . Da e in allen Paaren
des Intervalls [pcorner , pmax] enthalten ist und die entsprechenden Bereiche fortlaufende Indexe haben,
ist es ausreichend ℜcorner ∈ pcorder zu bestimmen und alle Bereiche zwischen ℜcorner und ℜmax zur
Menge relevanter Bereiche hinzuzufügen.
4.3.3 Schlüsselkonstruktion und Reduce-Phase
Für jeden auf diese Weise ermittelten relevanten Bereich des Datensatzes e gibt die map-Funktion ein
Schlüssel-Wert-Paar (range_indexblock_indexentity_index, e) aus. Die Partitionierung der Daten er-
folgt auf Basis des Bereichsindexes, was alle Datensätze des Bereichesℜk zum k-ten Reduce-Task umver-
teilt. Wie auch bei der BlockSplit-Strategie werden Datensätze repliziert und durch geeignete Schlüssel-
konstruktion mehreren Reduce-Tasks zugewiesen, um eine balancierte Reduce-Phase gewährleisten zu
können. Die Sortierung der Schlüssel-Wert-Paare erfolgt komponentenweise anhand des vollständigen
Schlüssels, zur Gruppierung werden nur die ersten beiden Komponenten des dreistelligen Schlüssels
herangezogen. Ein Reduce-Task erhält nicht notwendigerweise alle Datensätze eines Blocks, sondern
nur diejenigen, die an einem Paar des abgedeckten Bereiches partizipieren. Die reduce-Funktion wird
also für eine Teilmenge der Datensätze eines Blockes aufgerufen. Sie überprüft für jedes Paar (x , y)
mit Datensatzindexen x < y , ob es innerhalb des durch den Reduce-Task abzudeckenden Bereiches
liegt. Ist dies der Fall, so wird die Ähnlichkeitsberechnung und Klassifikation des Paares vorgenommen.
Da der blockspezifische Index eines jeden Datensatzes in der Schlüsselkomponente codiert ist, diese
Information jedoch durch die Gruppierung nach den ersten beiden Komponenten verloren geht, wird
der Wert (also der Datensatz selber) eines jeden Schlüssel-Wert-Paares um diesen Index angereichert.
Dies ist notwendig, um die Paarindexe in der reduce-Funktion berechnen zu können.
Abbildung 4.8 illustriert die PairRange für das fortlaufende Beispiel aus Abbildung 4.1. Der Da-
tensatz M des Blocks Φ3 hat den blockspezifischen Datensatzindex 2 und ist an den vier Paaren
(F, M), (G, M), (M , N), (M , O) mit den Paarindexen 11, 14, 17, und 18 beteiligt (siehe Nummerie-
rungsschema in Abbildung 4.6). Die Menge aller 20 Paare ist in die drei Bereiche [0,6], [7,13] und
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Abbildung 4.8: Vereinfachter Datenfluss der PairRange-Strategie für das Beispiel aus Abbildung 4.1 und
r = 3 Reduce-Tasks.
[14,19] aufgeteilt. Datensatz M muss zum zweiten Reduce-Task range_index=1 zur Evaluierung des
Paars mit dem Index 11 und zum dritten Reduce-Task range_index=2 zur Evaluierung der übrigen drei
Paare zugewiesen werden. Die map-Funktion gibt dementsprechend die beiden Schlüssel-Wert-Paare
(1.3.2, M2) und (2.3.2, M2) aus. Neben M werden auch alle weiteren Datensätze des Blocks Φ3 zum
zweiten Reduce-Task umverteilt (F , G, N und O). Aufgrund des ihm zugewiesenen Bereiches [7,13]
bearbeitet der zweite Reduce-Tasks lediglich die Paare 7 bis 9 (des Blocks Φ2) und 10 bis 13 (des Blocks
Φ3). Die verbleibenden Paare des Blocks Φ3 werden vom dritten Reduce-Task bearbeitet, der bis auf F
alle Datensätze von Φ3 als Eingabe erhält. Der Datensatz F wird nicht benötigt, da er an keinem der
Paare mit einem Index zwischen 14 und 19 partizipiert.
Algorithmus 4.3 zeigt den Pseudocode der PairRange-Strategie. In den Funktionen map_configure und
reduce_configure, die vom Hadoop-Framework automatisch zum Initialisierungszeitpunkt eines jeden
Map- bzw. Reduce-Tasks ausgeführt werden, erfolgt ein Einlesen der BDM. Im Gegensatz zur BlockSplit-
Strategie ist eine temporäre Speicherung der kompletten BDM im Hauptspeicher nicht erforderlich. Es
ist ausreichend, für jeden in der betreffenden Eingabepartition auftretenden Blockschlüssel die Anzahl
an Datensätzen mit demselben Blockschlüssel in “Vorgänger-Partitionen” zu speichern (Algorithmus 4.3
Zeile 6–10).
In der Praxis hat es sich zudem bewährt, eine Bestimmung des Indexes eines jeden Paares in der Reduce-
Phase zu vermeiden. Der Zweck dieser Indexberechnung ist die Prüfung, ob sich ein Paar innerhalb des
zu bearbeitenden Bereiches befindet (Algorithmus 4.3 Zeile 42–51). Dies lässt sich auch durch zwei
technische Änderungen des beschriebenen Verfahrens realisieren, die gleichzeitig ein Einlesen der BDM
in der Reduce-Phase überflüssig machen. Ein ausgewählter Map-Task (z. B. derjenige, der die Eingabe-
partition Π0 bearbeitet) sendet ein spezielles Schlüssel-Wert-Paar (i.-1.0, bP/rc) an jeden Reduce-Task
0 ≤ i < r, bevor er mit der Anwendung der map-Funktion auf die Datensätze der Eingabepartition
beginnt. Durch die Sortierung und Gruppierung der Schlüssel-Wert-Paare ist sichergestellt, dass dieses
Schlüssel-Wert-Paar die Eingabe des ersten Aufrufs der reduce-Funktion eines jeden Reduce-Tasks ist.
Somit kennt jeder Reduce-Task die (maximale) Anzahl der über alle reduce-Aufrufe hinweg durchzu-
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Algorithmus 4.3: Implementierung der PairRange-Strategie
1 map_configure(m, r, partitionIndex)
2 // Read BDM from reduce output of Algorithm 4.1
3 BDM← readBDM();
4 compsPerReduceTask← dBDM.pairs()/re;
5 // Index of next entity for each block
6 entityIndex← [];
7 for i← 0 to BDM.numBlocks()-1 do
8 entityIndex[i]← 0;
9 for j← 0 to partitionIndex-1 do
10 entityIndex[i]← entityIndex[i]+ BDM.size(i, j)






17 ℜmin ← rangeIndex(0, max{x, 1}, N, i);
18 ℜmax ← rangeIndex(min{x, N-2}), N-1, N, i);
19 ranges← {ℜmin} ∪ {ℜmax };
20 if ranges.size>2 then
21 for k← 1 to x-1 do
22 ranges← ranges ∪{k};
23 ℜcorner ← rangeIndex(min{x, N-2}, min{x+1, N-1}, N, i);
24 for k←ℜcorner to ℜmax -1 do
25 ranges← ranges ∪ {k};
26 foreach r ∈ ranges do





32 // part: repartition map output by range index (r)
33 // cmp: sort by blockIndex.entityIndex (i.x)
34 // group: group by blockIndex (i)
35 reduce(ktmp=r.i.x, list(vtmp)=list((entity, x)))
36 N← BDM.size(i);
37 buf← [];
38 foreach (e, x) ∈ list(vtmp) do
39 buf.append((e, x));
40 for j← 0 to buf.size()-2 do
41 for k← 1 to buf.size()-1 do
42 range← rangeIndex (
43 buf[j].second(), buf[k].second(), N, i
44 );
45 if range=r then
46 // Comparison + output
47 match(buf[j].first(), buf[k].first());




52 rangeIndex(col, row, blockSize, blockIndex)
53 cellIndex← 0.5 · col · (2·blockSize-col-3)+row-1;




58 for k← 0 to blockIndex-1 do
59 sum← BDM.size(k)·(BDM.size(k)-1) + sum;
60 return 0.5 · sum;
führenden Paarvergleiche. Wird nun bei jedem Paarvergleich ein Zähler inkrementiert, lässt sich leicht
feststellen, ob das Ende des zu bearbeitenden Bereiches erreicht ist und die Ähnlichkeitsberechnung
weiterer Paare vom nachfolgenden Reduce-Task durchzuführen ist (entspricht Algorithmus 4.3 Zei-
le 48–49). Um die Ähnlichkeitsberechnung von Datensatzpaaren zu verhindern, die in den Bereich des
vorigen Reduce-Tasks fallen (entspricht Algorithmus 4.3 Zeile 50–51), muss bekannt sein, wie viele Paa-
re am Beginn eines Bereiches zu “überspringen” sind. Dies lässt sich auf eine ähnliche Art und Weise
realisieren.
4.4 Evaluation
In diesem Abschnitt werden die vorgestellten Lastbalancierungsstrategien hinsichtlich ihrer Robustheit
gegenüber verschiedenen Graden der Datenungleichverteilung (Abschnitt 4.4.1), ihrer Eignung, Be-
rechnungen auf mehrere Reduce-Tasks zu verteilen (Abschnitt 4.4.2), und hinsichtlich der Fähigkeit,
mit einer wachsenden Anzahl von Knoten des MapReduce-Clusters zu skalieren (Abschnitt 4.4.3), unter-
sucht. Dabei wird in jedem Experiment ein sinnvoller Wertebereich einer dieser drei Faktoren evaluiert
und die übrigen beiden Faktoren konstant gehalten.
Die Experimente wurden in einer Amazon EC2-Umgebung mit bis zu 100 virtuellen Maschinen des Typs
c1.medium2 durchgeführt. Auf jedem Knoten wurde Hadoop 0.20.2 installiert und analog zur Evaluation
in [234] konfiguriert. Die Master-Prozesse (Namenode und Jobtracker) wurden auf einen dedizierten
2 https://aws.amazon.com/ec2/purchasing-options/reserved-instances
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Dataset #Entities #Blocks #Pairs Largest Block 
#Entities #Pairs 
DS1 1.1105 1,483 3108 18% 71% 
DS2 13.9105 14,659 6.7109 4% 26% 
Algorithm Dataset Execution Time 
in mins 
BlockSplit 
     DS1 10.30 
     DS1 (sorted) 18.30 
PairRange 
     DS1 10.38 
     DS1 (sorted) 11.78 
Abbildung 4.9: Zur Evaluation verwendete Datenquellen.
Knoten ausgelagert. Da jede c1.medium-Instanz über zwei virtuelle Prozessorkerne verfügt, wurde die
Anzahl der gleichzeitig ausführbaren Map- bzw. Reduce-Tasks eines jeden Knotens auf 2 gesetzt. Zur
Evaluierung wurden zwei verschiedene Datenquellen verwendet (siehe Abbildung 4.9). Die erste Da-
tenquelle DS1 enthält ungefähr 114.000 Produktdatensätze. Die zweite Datenquelle DS2 (entspricht
der in [234] verwendeten CiteseerX-Datenquelle) ist um eine Größenordnung größer und enthält ca.
1,4 Millionen Publikationsdatensätze. Um unterschiedliche Grade an Datenungleichverteilungen zu er-
zeugen, wurde im ersten Experiment eine künstliche Blockschlüsselgenerierung vorgenommen. In den
beiden übrigen Experimenten fungierte der Präfix der Länge 3 des Produkt- bzw. Publikationstitels als
Blockschlüssel eines jeden Datensatzes. Die resultierende Anzahl an Blöcken sowie die relative Größe
des jeweils größten Blocks sind in Abbildung 4.9 aufgeschlüsselt. Für die Ähnlichkeitsberechnung der
Datensätze wurde die Levenshtein-Distanz der Produkt- bzw. Publikationstitel bestimmt. Die Klassifi-
kation in Match und Non-Match erfolgte anhand eines Ähnlichkeitsschwellertes von t = 0, 8.
4.4.1 Grad der Datenungleichverteilung
Im Rahmen dieses Experimentes wird die Robustheit der Lastbalancierungsstrategien gegenüber ver-
schiedenen Graden der Datenungleichverteilung untersucht und mit der Basic-Strategie verglichen. Zu
diesem Zweck wird die Blockschlüsselverteilung künstlich angepasst, um für die Datenquelle DS1 Blö-
cke zu erzeugen, deren Größenverteilung einer Exponentialverteilung entspricht: Bei einer festen An-
zahl von b = 100 Blöcken ist die Anzahl der Datensätze des k-ten Blocks proportional zu e−s·k. Dabei ist
s ∈ [0,1] ein Parameter, um den Grad der Datenungleichverteilung zu justieren. Bei s = 0 enthalten alle
b = 100 Blöcke dieselbe Anzahl an Datensätzen, wohingegen bei s = 1 63% aller Datensätze dem ersten
Block zugewiesen werden. Abbildung 4.10(a) illustriert die Blockgrößenverteilung für die ersten 10 von
100 Blöcken. Für die untersuchten Verteilungen ergeben sich Unterschiede in der Anzahl durchzufüh-
render Paarvergleiche. Beispielsweise resultiert eine gleichmäßige Aufteilung von 50 Datensätzen auf
zwei Blöcke in 2·25·24/2 = 600 Paaren, wohingegen eine 45-zu-5-Aufteilung 45·44/2+5·4/2 = 1.000
Paare definiert. Aus diesem Grund wird in diesem Experiment die durchschnittliche Ausführungszeit
pro Datensatzpaar betrachtet.
Abbildung 4.10(b) vergleicht die durchschnittliche Ausführungszeit pro 104 Paaren derBasic,BlockSplit-
und PairRange-Strategien für sechs verschiedene Blockgrößenverteilungen (s ∈ {0, 0.1, 0.2, 0.3, 0.5,
1}). Die Evaluierung erfolgte in einem MapReduce-Cluster bestehend aus n = 10 Knoten. Zur Aus-
führung des Matching-Jobs wurden m = 20 Map- und r = 100 Reduce-Tasks verwendet, sodass je-
der Reduce-Task genau einen Block bearbeitet. Im Falle einer gleichmäßigen Blockgrößenverteilung
(s = 0) ist die Basic-Strategie etwas schneller als beide Lastbalancierungsstrategien, da die Berech-
nung der BDM und der Overhead zur Lastbalancierung in der map-Phase entfällt und keine Replikation
von Datensätzen erfolgt. Dieser zusätzliche Aufwand der Lastbalancierungsstrategien wird jedoch mit
einem zunehmenden Grad an Datenungleichverteilung (also mit wachsendem s) vernachlässigbar, da
die Zeit zur Berechnung der BDM konstant bleibt, aber die Gesamtanzahl der Paarvergleiche sowie der
Anteil der Paare, die auf den größten Block entfallen, steigt. Bereits für eine moderate Datenungleich-
verteilung von s = 0.1 schneiden beide Lastbalancierungsstrategien um den Faktor 2 besser ab. Die
Ergebnisse zeigen, dass die Basic-Strategie nicht robust gegenüber Datenungleichverteilung ist. Da die
Anzahl der Paare des größten Blocks mit einer wachsenden Datenungleichverteilung zunimmt, dieser
jedoch alleinig von einem Reduce-Task bearbeitet wird, ist die Basic-Strategie nicht in der Lage, die
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(a) Blockgrößenverteilung (b) Laufzeitvergleich
Abbildung 4.10: Aus der künstlichen Blockschlüsselgenerierung resultierende Blockgrößenverteilung
für die Datenquelle DS1; gezeigt sind die Größen der ersten 10 von insgesamt 100 Blöcken (links).
Laufzeiten für verschiedene Grade an Datenungleichverteilung unter Verwendung von n = 10 Knoten
und r = 100 Reduce-Tasks (rechts).
Workload dieses Blocks auf mehrere Prozessoren zu verteilen. Für s = 1 benötigt die Basic-Strategie
225 ms pro 104 Paarvergleiche. Die ist im Vergleich zur BlockSplit und PairRange-Strategie um den Fak-
tor 12 langsamer. Im Gegensatz dazu konnte sowohl die BlockSplit- als auch die PairRange-Strategie für
alle untersuchten Blockgrößenverteilungen eine nahezu konstante durchschnittliche Ausführungszeit
pro 104 Paare beobachtet werden. Aufgrund der gleichmäßigeren Aufteilung der Paarvergleiche auf die
100 Reduce-Tasks schneidet die PairRange-Strategie im Vergleich zur BlockSplit-Strategie etwas besser
ab.
4.4.2 Anzahl der Reduce-Tasks
Das zweite Experiment untersucht den Einfluss der Anzahl ausgeführter Reduce-Tasks r in einem
MapReduce-Cluster bestehend aus n = 10 Knoten. Dabei wird die Anzahl der Map-Tasks konstant auf
m = 20 belassen und die Anzahl der Reduce-Tasks zwischen r = 20 und r = 160 variiert. Die Konfi-
guration der Map-Tasks sowie die untere Schranke der untersuchten Reduce-Task-Konfiguration ergibt
sich auch der Tatsache, dass jeder der 10 MapReduce-Knoten mit je zwei virtuellen Prozessorkernen so
konfiguriert ist, dass gleichzeitig zwei Map- und Reduce-Tasks ausgeführt werden können. Mit m< 20
oder r < 20 würden somit nicht alle Ressourcen des Clusters genutzt werden. Da die Ausführungs-
zeit der Map-Phase im Vergleich zur der Reduce-Phase nahezu vernachlässigbar ist und die Map-Phase
kaum anfällig gegenüber Datenungleichverteilungen ist, wurde lediglich die Anzahl der Reduce-Tasks
variiert, da diese ein verbessertes Lastbalancierungspotential verspricht. Abbildung 4.11(a) zeigt die
resultierenden Ausführungszeiten der Basic-, BlockSplit- und PairRange-Strategien für die Datenquel-
le DS1. Die abgetragenen Ausführungszeiten der BlockSplit- und PairRange-Strategien beinhalten den
Overhead zur Berechnung der BDM in Höhe von ca. 35s.
Erneut ist zu beobachten, dass beide Lastbalancierungsstrategien wesentlich besser abschneiden als die
Basic-Strategie, beispielsweise konnte die Ausführungszeit für r = 160 um den Faktor 6 verbessert wer-
den. Die Basic-Strategie profitiert offenbar nicht von einer hohen Anzahl ausgeführter Reduce-Tasks,
da sie nicht in der Lage ist, die Workload großer Blöcke auf mehrere Reduce-Tasks zu verteilen. In-
folgedessen stellt die Zeit, die für die Bearbeitung des größten Blocks (auf den mehr als 70% aller
Paarvergleiche entfallen, siehe Abbildung 4.9) benötigt wird, eine untere Schranke der Gesamtausfüh-
rungszeit dar. Da die Zuweisung der Blöcke zu den Reduce-Tasks (unabhängig von der Blockgröße)
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(a) Laufzeitvergleich für verschiedene Werte von r (b) Anzahl generierter map-Ausgabe-Paare
Abbildung 4.11: Laufzeitvergleich aller Strategien für die Datenquelle DS1 in einem MapReduce-Cluster
bestehend aus n = 10 Knoten und einer variierenden Anzahl an Reduce-Tasks (links). Anzahl der von
der map-Funktion ausgegebenen Schlüssel-Wert-Paare für den Datensatz DS1 (rechts).
lediglich auf Basis einer Hashfunktion h(ke y) mod r erfolgt, kann es in Abhängigkeit von r sogar dazu
kommen, dass mehrere große Blöcke einem Reduce-Task zugewiesen werden. Die ist beispielsweise für
r ∈ {20, 50,100} der Fall. Im Gegensatz zur Basic-Strategie profitiert sowohl die BlockSplit- als auch
die PairRange-Strategie deutlich von einer Erhöhung der Anzahl ausgeführter Reduce-Tasks. Aufgrund
der nahezu perfekt gleichmäßigen Aufteilung aller Paarvergleiche schneidet die PairRange-Strategie für
die maximale Anzahl von r = 160 Reduce-Tasks im Vergleich zur BlockSplit-Strategie um 7% besser ab.
Für kleinere Werte von r kann PairRange jedoch langsamer als die BlockSplit-Strategie sein, da die Dau-
er der Ähnlichkeitsberechnung eines Datensatzpaares nicht konstant ist, sondern von den Längen der
verglichenen Attributwerte abhängt. Der Einfluss dieser Computational Skew-Effekte nimmt jedoch mit
zunehmenden r ab, da die Anzahl der Datensätze und Paarvergleiche pro Reduce-Task sinkt.
Abbildung 4.11(b) illustriert die Anzahl der in der Map-Phase generierten Schlüssel-Wert-Paare in Ab-
hängigkeit von der Anzahl der Reduce-Tasks. Für die Basic-Strategie stimmt die Anzahl der von der
map-Funktion ausgegebenen Paare mit der Anzahl der Eingabedatensätze überein, da, unabhängig von
r, jeder Datensatz genau einem Reduce-Task zugewiesen wird und somit keine Replikation von Da-
tensätzen erfolgt. Die BlockSplit-Strategie generiert für r = 20 die meisten map-Ausgabe-Paare aller
untersuchten Strategien. Im weiteren Verlauf zeigt sie ein Verhalten ähnlich einer Treppenfunktion.
Dies wird dadurch verursacht, dass die Anzahl der Reduce-Tasks bestimmt, ab welchem Größenschwell-
wert eine Aufteilung von Blöcken in Subblöcke erfolgt, aber nicht wie dies geschieht; die Generierung
der Match-Tasks ist alleinig abhängig von der initialen Partitionierung der Eingabedaten. Eine Erhö-
hung von r führt dazu, dass mehr Blöcke in Subblöcke aufgeteilt werden, was eine Replikation von
Datensätzen erfordert, da ein Datensatz an mehreren Paaren partizipiert, die i. Allg. von verschiedenen
Match-Tasks bearbeitet werden. Für r ≥ 60 erhöht sich die Anzahl der von der map-Funktion ausgege-
benen Schlüssel-Wert-Paare nur noch in begrenztem Umfang, da die Blöcke, auf die die Mehrheit der
Paarvergleiche entfällt, bereits für kleinere Werte von r in Subblöcke aufgeteilt wurden. Im Gegensatz
dazu ist der Lastbalancierungsansatz der PairRange-Strategie unabhängig von der Größe einzelner Blö-
cke. Entscheidend ist lediglich die fixe Anzahl der Paarvergleiche P sowie die Anzahl der Reduce-Tasks
(=Anzahl der Bereiche). Da jedem Reduce-Task die gleiche Anzahl an Paarvergleichen zugewiesen wird
und deren Aufteilung (unabhängig von Blockgrenzen) lediglich anhand der Paarindexe vorgenommen
wird, führt eine Erhöhung von r zwangsläufig dazu, dass immer weniger Blöcke vollständig von ei-
nem Reduce-Task bearbeitet werden. Aus diesem Grund wächst die Anzahl der map-Ausgabe-Paare
nahezu linear mit der Anzahl der Reduce-Tasks. Demzufolge werden durch die PairRange-Strategie für
r = 160 bei weitem die meisten Schlüssel-Wert-Paare von der map-Funktion ausgegeben. Der damit
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Dataset #Entities #Blocks #Pairs Largest Block 
#Entities #Pairs 
DS1 1.1105 1,483 3108 18% 71% 
DS2 13.9105 14,659 6.7109 4% 26% 
Algorithm Dataset Execution Time 
in mins 
BlockSplit 
     DS1 10.30 
     DS1 (sorted) 18.30 
PairRange 
     DS1 10.38 
     DS1 (sorted) 11.78 
Abbildung 4.12: Laufzeitvergleich der BlockSplit- und PairRange-Strategie für die nach Blockschlüssel
sortierte/unsortierte Datenquelle DS1 unter Verwendung von n = 10 Knoten und r = 100.
einhergehende Overhead zur Sortierung und Umverteilung schlägt sich interessanterweise nicht in der
resultierenden Ausführungszeit nieder (vgl. Abbildung 4.11(a)), da die Ähnlichkeitsberechnung in der
Reduce-Phase die Gesamtausführungszeit dominiert und die PairRange-Strategie eine gleichmäßigere
Auslastung der Reduce-Tasks gewährleistet. Inwieweit dieses Verhalten auch für größere Datenquellen
und größere MapReduce-Cluster zutrifft, wird im folgenden Experiment untersucht.
Das Experiment aus Abschnitt 4.4.1 zeigte, dass beide Lastbalancierungsstrategien nicht anfällig ge-
genüber Datenungleichverteilung sind. Es sei jedoch angemerkt, dass die Wirksamkeit der BlockSplit-
Strategie von der gegebenen Partitionierung der Eingabedaten abhängt. Um diesen Effekt zu untersu-
chen, wurden die Datensätze der Datenquelle DS1 aufsteigend nach dem Produkttitel sortiert. Abbil-
dung 4.12 zeigt die Ausführungszeiten der BlockSplit- und PairRange-Strategie für die unsortierte bzw.
sortierte Datenquelle DS1. Die Laufzeitmessung erfolgte erneut in einem Cluster bestehend aus n = 10
Knoten mit m = 20 Map- und r = 100 Reduce-Tasks. Da sich der Blockschlüssel eines Datensatzes aus
den ersten drei Zeichen des Produkttitels zusammensetzt, führt eine Sortierung der Datenquelle dazu,
dass Datensätze großer Blöcke ungleichmäßig über die m Eingabepartitionen verteilt sind. Dies verhin-
dert das Splitten großer Blöcke anhand der Eingabepartitionen sowie die Aufteilung ihrer Workload auf
mehrere Match-Tasks. Das Experiment bestätigt dies. Im Falle nach Blockschlüssel sortierter Datensätze
wurde eine Erhöhung der Ausführungszeit der BlockSplit-Strategie um ca. 80% beobachtet.
4.4.3 Skalierbarkeit
Die Gewährleistung der Skalierbarkeit von MapReduce-Algorithmen ist auch aus monetären Gesichts-
punkten entscheidend. Anbieter von Infrastructure as a Service-Diensten berechnen die zu entrich-
tenden Nutzungsgebühren üblicherweise auf Basis (angebrochener) Maschinenstunden, egal ob diese
ausgelastet sind oder nicht. Zur Evaluierung der Skalierbarkeit der Basic-, BlockSplit- und PairRange-
Strategien wird die Größe des MapReduce-Clusters zwischen n = 1 und n = 100 Knoten variiert. Dabei
wird entsprechend der Beobachtungen aus Abschnitt 4.4.2 die Anzahl der Map-Tasks auf m = 2 · n und
die Anzahl der Reduce-Tasks auf r = 10 · n gesetzt – für jeden hinzukommenden Knoten (mit zwei vir-
tuellen Kernen) wird also m um 2 und r um 5 · 2 erhöht. Die Abbildungen 4.13(a) und 4.13(b) zeigen
die Ausführungszeiten der einzelnen Strategien für die Datensätze DS1 bzw. DS2.
Wie erwartet, skaliert das Basic-Verfahren aufgrund der Tatsache, dass alle Datensätze eines Blocks
durch einen Reduce-Task verglichen werden, nicht für mehr als zwei Knoten. Die Gesamtausführungs-
zeit wird durch den Reduce-Task dominiert, der den größten Block bearbeitet und damit 70% aller
Paarvergleiche durchführt (DS1). Ein Hinzunahme weiterer Knoten reduziert lediglich die zusätzliche
Workload des Reduce-Tasks, der den größten Block bearbeitet, verringert die Gesamtausführungszeit
jedoch nur geringfügig. Auf die Evaluation der Basic-Strategie für die um eine Größenordnung grö-
ßere Datenquelle DS2 wurde angesichts dieses Resultats aus Kostengründen verzichtet. Im Gegensatz
dazu wird deutlich, dass sowohl BlockSplit als auch PairRange in der Lage sind, die zu verrichtende Ar-
beit gleichmäßig über die zu Verfügung stehenden Reduce-Tasks und Knoten zu verteilen. Sie skalieren
nahezu linear bis zu n = 10 Knoten für die kleinere Datenquelle DS1 und bis zu n = 40 Knoten für
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(a) DS1 (b) DS2.
Abbildung 4.13: Ausführungszeiten und Speedup-Werte der einzelnen Strategien.
die größere Datenquelle DS2. Für große n weisen beide Lastbalancierungsverfahren bessere Speedup-
Werte für DS2 als für DS1 auf. Dies ist durch die höhere Gesamtlast begründet, die für eine effiziente
Ausnutzung der verfügbaren Prozessoren entscheidend ist. Für DS1 hingegen ist die Bearbeitungszeit
eines einzelnen Reduce-Tasks so gering, dass aufgrund des Task Scheduling Overheads eine Verdopp-
lung der Clustergröße von 10 Knoten (100 Reduce-Tasks) auf 20 Knoten (200 Reduce-Tasks) die Aus-
führungszeit lediglich um den Faktor 1.5 reduziert. Aufgrund der vergleichsweise geringen Anzahl an
Paarvergleichen pro Reduce-Task und der deutlich höheren Anzahl an map-Ausgabe-Paaren (vgl. Abbil-
dung 4.11(b)) schneidet für DS1 und n = 100 die BlockSplit-Strategie (Speedup 28) besser ab als die
PairRange-Strategie (Speedup 26.7). Da bei der Bearbeitung von DS2 die durchschnittliche Anzahl von
Vergleichen pro Reduce-Task 2.000 mal höher als bei der Bearbeitung von DS1 ist (vgl. Abbildung 4.9),
wird dieser Mehraufwand der PairRange-Strategie durch die optimal balancierte Reduce-Task-Workload
aufgewogen. Allgemein gilt, dass die BlockSplit-Strategie für kleine, teilbare3 Datenquellen bevorzugt
werden kann, solange die enthaltenen Datensätze nicht nach dem zur Blockschlüsselgenerierung ver-
wendetem Attribut sortiert sind. In den übrigen Fällen ist die PairRange-Strategie zu bevorzugen.
Abschließend wurde das Verhältnis der Ausführungszeit zur Bearbeitung der Map-Phase (inkl. Sor-
tierung in der Map-Phase, Datenumverteilung und Sortierung der eingehenden Datensätze durch die
Reduce-Tasks) und zur Ähnlichkeitsberechnung in der Reduce-Phase gemessen. Für PairRange und
n=10 Knoten beträgt das Verhältnis ungefähr 1:66 für DS1 und 1:1.200 für DS2. Die Ausführungszeit
wird also in beiden Fällen deutlich durch die Reduce-Phase dominiert. Bei einem höheren Parallelitäts-
grad (n = 100) ändert sich das Verhältnis auf 1:4 (DS1) bzw. 1:50 (DS2). Für BlockSplit konnte ein
ähnliches Verhalten beobachtet werden. Offenbar profitiert die rechenintensive Reduce-Phase deutlich
mehr von einem höheren Parallelitätsgrad als die I/O-lastige Map-Phase. Tatsächlich erhöht sich ab
einer gewissen Knotenanzahl sogar die Ausführungszeit der Map-Phase. Dies liegt daran, dass die Da-
ten in Blöcken fester Größe im verteilten Dateisystem (repliziert) gespeichert sind und die Anzahl der
Blöcke ausschließlich von der Größe der Datenquelle und der HDFS-Blockgröße, nicht jedoch von der
Clustergröße n, abhängt. Zum Cluster neu hinzugefügte Knoten speichern i. Allg. keine Blöcke beste-
hender Daten. Map-Tasks dieser Knoten müssen somit die ihnen zugewiesene Eingabedatenpartition
von Datanodes anderer Knoten über das Netzwerk lesen, was zu einer Erhöhung der Gesamtausfüh-
rungszeit führen kann.
3 In Abhängigkeit vom verwendeten Komprimierungsalgorithmus ist es möglich, dass eine komprimierte Datenquelle nicht
durch mehrere Map-Tasks bearbeitet werden kann (vgl. [242]).
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Abschnitt 4.5 – Erweiterung der Lastbalancierungsalgorithmen für das Matchen zweier
Eingabedatenquellen
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(a) Beispieldaten (links) und BDM (rechts).
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teilung.
Abbildung 4.14: Entity Resolution für zwei Datenquellen R und S.
4.5 Erweiterung der Lastbalancierungsalgorithmen für das
Matchen zweier Eingabedatenquellen
Dieser Abschnitt beschreibt die Anpassung der in den vergangenen Abschnitten vorgestellten Lastba-
lancierungsstrategien zur Duplikaterkennung in zwei Datenquellen R und S. Erneut wird im Folgenden
angenommen, dass jeder Datensatz einen gültigen Blockschlüssel hat. Zur Behandlung ungültiger oder
fehlender Blockschlüssel (vgl. Behandlung des misc-Blocks in [126]) kann, wie folgt, vorgegangen wer-
den:
matchB(R, S) =matchB(R \ R;, S \ S;) ∪ match⊥(R, S;) ∪ match⊥(R;, S \ S;) (4.5)
Dabei beinhalten R; ⊆ R und S; ⊆ S alle Datensätze ohne gültigen Blockschlüssel. Die Berechnung al-
ler Duplikate (a, b) ⊆ R× S mithilfe einer Blockschlüsselgenerierungsfunktion B wird mit matchB(R, S)
bezeichnet. Das Ergebnis dieses Schrittes kann durch die Vereinigung der Ergebnisse dreier Teilschritte
ermittelt werden. Zunächst wird die Duplikaterkennung für alle Datensätze mit gültigem Blockschlüssel
durchgeführt (R\R; und S\S;). Das Ergebnis dieses Schrittes wird anschließend um die Ergebnisse der
Evaluation des Kartesischen Produktes zwischen R und S; sowie zwischen R; und S\S; angereichert. Die
letzteren beiden Teilschritte können beispielsweise durch Verwendung eines konstanten Blockschlüssel
⊥ realisiert werden. Eine Betrachtung effizienterer Methoden zur Auswertung des Kartesischen Pro-
duktes zweier Datenquellen erfolgt im Kapitel 7.
Zu vereinfachten Darstellung wird im Folgenden weiterhin angenommen, dass jede map-Eingabe-
partition ausschließlich Datensätze einer Datenquelle enthält4. Zu Illustration der Algorithmen werden
die Datensätze A− N mit den Blockschlüsseln w − z aus Abbildung 4.14(a) verwendet. Jeder Daten-
satz gehört zu einer der beiden Datenquellen R und S. Die Anzahl der Partitionen (HDFS-Blöcke) der
betrachteten Datenquelle kann sich unterschieden – R erstreckt sich lediglich über eine Partition Π0,
wohingegen S auf die beiden Partitionen Π1 und Π2 verteilt ist. Der Datenanalyse-Job zur Berechnung
der BDM ist weitesgehend identisch zum Ein-Quellen-Fall (vgl. Abschnitt 4.1.2). Der einzige Unter-
schied ist, dass die map-Funktion den map-Ausgabe-Schlüssel (blocking_key partition_indexsource),
um eine dritte Komponente erweitert, sodass in der Reduce-Phase eine separate Bestimmung der Anzahl
der Datensätze des Blocks Φi für die Datenquellen R und S erfolgen kann (Φi,R,Φi,S). Die Sortierung
der map-Ausgabe-Paare erfolgt alleinig auf Basis der Blockschlüsselkomponente. Zur Sortierung und
Gruppierung wird der vollständige Schlüssel verwendet. Die BDM hat im Wesentlichen dieselbe Struk-
tur wie im Ein-Quellen-Fall – der einzige Unterschied besteht in der logischen Aufteilung eines (Block,
Partition)-Paares in zwei Teilmengen, die jeweils die entsprechenden Datensätze aus R bzw. S enthalten
(siehe Abbildung 4.14(a)).
4 Dies kann problemlos mithilfe des MultipleInputs-Funktionalität des Hadoop-Frameworks sichergestellt werden
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E-H, E-K 
Abbildung 4.15: Datenfluss des BlockSplit-Algorithmus für die Datenquellen R und S aus Abbil-
dung 4.14(a).
4.5.1 Blockorientierte Lastbalancierung
Zur Unterstützung des Zwei-Quellen-Falls muss der beschriebene BlockSplit-Algorithmus nur leicht
angepasst werden. Der Hauptunterschied besteht in der Erweiterung der map-Ausgabe-Schlüssel
(und -Werte) um eine Komponente zur Unterscheidung aus welcher Datenquelle die einzelnen
Datensätze stammen. Die map-Funktion gibt somit Schlüssel-Wert-Paare mit Schlüsseln der Form
(reduce_indexblock_indexsplitsource) und Werten der Form (entitysource) aus. Wie auch im Ein-
Quellen-Fall werden große Blöcke Φk in Subblöcke aufgeteilt. Für einen Match-Task k.i × j werden
dabei allerdings nur Datensätze aus Φk,R der Partition Πi sowie Datensätze aus Φk,S der Partition Π j
betrachtet.
Abbildung 4.15 zeigt den Datenfluss der BlockSplit-Strategie für die Beispieldaten aus Abbildung
4.14(a). Der BDM ist zu entnehmen, dass insgesamt P = 12 Paarvergleiche durchzuführen sind. Dem-
nach muss der größte BlockΦ3 behandelt werden, da seine Workload von sechs Paaren die durchschnitt-
liche Workload eines Reduce-Tasks in Höhe von P/r = 4 Paare übersteigt. Dies Aufteilung der Paarver-
gleiche des Blocks resultiert in zwei Match-Tasks 3.0×1 und 3.0×2. Nach der Sortierung der Match-Tasks
ergibt sich folgende Reihenfolge und Reduce-Task-Zuordnung: 0.* (4 Paare, reduce0), 3.0×1 (4 Paare,
reduce1), 2.* (2 Paare, reduce2), 3.0×2 (2 Paare, reduce2). Die Partitionierung der Schlüssel-Wert-Paare
erfolgt auf Basis der ersten Komponente des Schlüssels, die Sortierung erfolgt anhand des vollständi-
gen Schlüssels. Zur Gruppierung werden die ersten drei Komponenten der Schlüssel herangezogen – die
reduce-Funktion wird für jeden Match-Task k.i× j aufgerufen . Die Sortierung ermöglicht eine Verar-
beitung von nach Datenquelle sortierten Datensätzen: zunächst werden alle Datensätze aus R gepuffert,
anschließend wird jeder weitere Datensatz (aus S) mit allen gepufferten Datensätzen verglichen.
4.5.2 Paarorientierte Lastbalancierung
Der PairRange-Algorithmus für zwei Eingabedatenquellen basiert auf den gleichen Ideen wie die Varian-
te für eine einzelne Datenquelle. Die Nummerierung der Datensätze erfolgt pro Block und Datenquelle.
Ebenso werden die Paare (a, b) eines Blockes Φi nummeriert, wobei gilt: a ∈ Φi,R und b ∈ Φi,S . Das
Nummerierungsschema ordnet die Datensätze von R als Spalten und die Datensätze aus S als Zeilen
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Abbildung 4.16: Datenfluss des PairRange-Algorithmus für die Datenquellen R und S aus Abbil-
dung 4.14(a).
der |Φi,R| × |Φi,S |-Matrix an. Für zwei Datensätze eR ∈ Φi,R und eS ∈ Φi,S mit den block-und quellenspe-
zifischen Datensatzindexen x und y ist der globale Paar-Index, wie folgt, definiert:
pi(x , y) = c(x , y, |Φi,S |) + o(i) (4.6)
c(x , y, N) = x · N + y (4.7)
o(i) = Σi−1k=0(|Φk,R| · |Φk,S |)− 1 (4.8)
Abbildung 4.14(b) zeigt die resultierende Paarnummerierung für die Beispieldatenquellen aus Abbil-
dung 4.14(a). Mit r = 3 werden die 12 Paarvergleiche auf drei, jeweils vier Paare umfassende, Bereiche
aufgeteilt. BlockΦ1 muss nicht berücksichtigt werden, da kein Datensatz aus R den Blockschlüssel y hat.
Die map-Funktion bestimmt für jeden Datensatz, in welche Bereiche dieser fällt. Für einen Datensatz
eR ∈ Φi,R mit Index x müssen dabei die Bereiche der Paare pi(x , 0) bis pi(x , |Φi,S |) betrachtet werden.
Für einen Datensatz eS ∈ Φi,S mit Index y sind die Bereiche der Paare pi(0, y) bis pi(|Φi,R|, y) relevant.
Für jeden der auf die Weise bestimmten Bereiche gibt die map-Funktion ein Schlüssel-Wert-Paar mit dem
Schlüssel (range_indexblock_indexsourceentity_index) und dem Wert (entitysourceentity_index)
aus. Im Vergleich zur Variante für eine Datenquelle wird der Wert neben dem Index des Datensatzes auch
mit einem Flag für die Datenquelle (R bzw. S) annotiert. Die Partitionierung der map-Ausgabe-Paare
erfolgt anhand des Bereichsindexes. Die Sortierung der Datensätze erfolgt anhand des vollständigen
Schlüssels. Die reduce-Funktion wird für jeden Block aufgerufen (Gruppierung anhand der ersten bei-
den Komponenten). Erneut ermöglicht die Sortierung der Schlüssel-Wert-Paare eine Verarbeitung der
nach Datenquelle sortierten Datensätze.
Abbildung 4.16 illustriert den Ansatz für die Datenquellen aus Abbildung 4.14(a). Der Datensatz C ∈ R
hat beispielsweise den Index 0 innerhalb des Blocks Φ3,R. Er partizipiert an Paaren, die in die Bereicheℜ1 und ℜ2 fallen. Demzufolge gibt die map-Funktion zwei Schlüssel-Wert-Paare mit den Schlüsseln
(1.3.R.0) und (2.3.R.0) aus, um C zum zweiten und zum dritten Reduce-Task zu senden.
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Kapitel 4 – Standard Blocking
4.6 Zusammenfassung
In diesem Kapitel wurden mit BlockSplit und PairRange zwei Algorithmen zur effizienten MapReduce-
Parallelisierung Blocking-basierter Entity Resolution-Workflows vorgestellt. Durch die Aufteilung der
Paarvergleiche großer Blöcke auf mehrere Reduce Tasks garantieren beide Verfahren eine gleichmäßige
Auslastung der eingesetzten Ressourcen. Die Evaluierung in einer Cloud-Umgebung zeigte, dass beide
Strategien robust gegenüber tatsächlich vorliegender Datenungleichverteilung sind und zudem mit der
Anzahl der Clusterknoten skalieren. Der BlockSplit-Algorithmus ist im Vergleich zum PairRange-Ansatz
konzeptionell einfacher und verursacht einen geringeres zwischen der Map- und Reduce-Phase umver-
teiltes Datenvolumen. PairRange ist hingegen völlig unabhängig von der gegebenen Partitionierung der
Eingabedaten, hat einen geringeren Speicherbedarf und weist für große Datenquellen aufgrund der






Dieses Kapitel widmet sich der Verwendung des MapReduce-Programmiermodells zur Parallelisierung
des populären Sorted Neighborhood-Verfahrens. Nach einer kurzen Einführung erfolgt eine Analyse
der wesentlichen Probleme, die bei der Umsetzung des Sorted Neighborhood-Blockings entstehen (Ab-
schnitt 5.1). Anschließend werden im Abschnitt 5.2 zwei MapReduce-Algorithmen (JobSN und RepSN)
vorgestellt, die das Sorted Neighborhood-Verfahren korrekt implementieren. Abschnitt 5.3 beschreibt,
wie die RepSN-Strategie angepasst werden kann, um eine simultane Mehrfachausführung des Basisver-
fahrens unter Verwendung verschiedener, von verschiedenen Attributen abgeleiteter, Sortierschlüssel zu
unterstützen (vgl. Abschnitt 2.2.2). Abschnitt 5.4 widmet sich der automatischen Datenpartitionierung
und -umverteilung zur Sicherstellung einer gleichmäßigen Auslastung der verwendeten Clusterknoten.
Eine umfangreiche Evaluierung der vorgestellten Algorithmen erfolgt im Abschnitt 5.5.
5.1 Einführung
Das bereits im Abschnitt 2.2.2 beschriebene Sorted Neighborhood-Verfahren ist ein Blocking-Verfahren,
das Datensätze anhand ihrer Blockschlüssel sortiert, um ähnliche Datensätze nah beieinander anzu-
ordnen. Anschließend wird ein Fenster einer festen Größe w schrittweise über die n sortierten Da-
tensätze geschoben und eine Ähnlichkeitsberechnung der Datensätze innerhalb des Fensters vorge-
nommen (siehe Abbildung 2.2). Das Sorted Neighborhood-Verfahren reduziert die Komplexität der
Duplikaterkennung von O(n2) für die Evaluierung des Kartesischen Produktes von n Datensätzen auf
O(n)+O(n·log n)+O(n·w) für die Blockschlüsselgenerierung, Sortierung und Ähnlichkeitsberechnung.
Die Gesamtzahl der Paarvergleiche (n− w/2) · (w− 1) ist im Gegensatz zum Standard Blocking unab-
hängig von der zugrunde liegenden Blockschlüsselverteilung, sondern alleinig von der Anzahl der Da-
tensätze n sowie der Fenstergröße w abhängig. Die Wahl der Fenstergröße w erlaubt es somit, zwischen
der Anzahl der durchgeführten Paarvergleiche (die wiederum die Laufzeit bestimmt) und der resultie-
renden Qualität abzuwägen. Des Weiteren ist das Sorted Neighborhood-Verfahren im Gegensatz zum
Standard Blocking weniger anfällig gegenüber einer suboptimalen Wahl des Blockschlüssels, da auch
Datensätze mit unterschiedlichen (aber ähnlichen) Blockschlüsseln verglichen werden. Die mehrfache
Ausführung des Basisverfahrens unter Verwendung unterschiedlicher Blockschlüssel (im Folgenden be-
zeichnet als Multi-pass Sorted Neighborhood) verringert den Einfluss “schlechter” Blockschlüssel (z. B.
aufgrund unsauberer Daten) und ermöglicht i. Allg. die Verwendung kleinerer Fenstergrößen. Die li-
neare Komplexität der Ähnlichkeitsberechnung resultiert zudem im Vergleich zum Standard Blocking
in einer geringeren Anfälligkeit für Lastbalancierungsprobleme.
Der wesentliche Unterschied des Sorted Neighborhood-Blockings im Vergleich zu anderen Blocking-
Verfahren ist die Tatsache, dass die Ähnlichkeitsberechnung nicht ausschließlich auf Datensätze be-
schränkt ist, die denselben Blockschlüssel besitzen. Im Beispiel von Abbildung 2.2 haben die Datensätze
d und b verschiedene Blockschlüssel (1 und 2). Da ihre Distanz in der nach Blockschlüssel sortierten Da-
tensatzliste kleiner w ist, werden sie trotzdem (in der zweiten Fensterposition) miteinander verglichen.
Diese Eigenschaft steht prinzipiell im Widerspruch mit dem MapReduce-Konzept, das eine unabhängi-
ge Bearbeitung der Eingabepartitionen durch mehrere Map-Tasks und eine unabhängige Bearbeitung
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Abschnitt 5.1 – Einführung
(nach Blockschlüssel) gruppierter Datensätze durch mehrere Reduce-Tasks vorsieht. Das Kernproblem
ist also die Frage, wie eine Gruppierung von Datensätzen realisiert werden kann, deren Distanz kleiner
als w ist. Unter der Annahme, dass die Position eines Datensatzes in der sortierten Liste bekannt ist,
wäre eine Realisierung ähnlich der im Abschnitt 5.1 vorgestellten Basic-Strategie grundsätzlich mög-
lich. Hierzu könnte beispielsweise die Fensterpostion als Kriterium zur Umverteilung und Gruppierung
der Datensätze verwendet werden. Neben der Tatsache, dass die Daten weder sortiert vorliegen noch
die Position in der sortierten Datensatzliste bekannt ist, hat ein solches Vorgehen den Nachteil, dass
aufgrund der hochgradig überlappenden Blöcke (z. B. {a, d, b} und {d, b, e} in Abbildung 2.2) nahe-
zu jeder Datensatz in w verschiedene Blöcke fällt und somit w-mal von der map-Funktion ausgegeben
werden müsste.
Um eine effiziente MapReduce-basierte Parallelisierung des Sorted Neighborhood-Verfahrens zu ge-
währleisten, muss die Basic-Strategie angepasst werden. In der map-Funktion erfolgt nach wie vor die
Bestimmung des Blockschlüssels eines jeden Datensatzes. Anschließend werden die Datensätze zu den
Reduce-Tasks umverteilt – für das Beispiel aus Abbildung 2.2 wäre es bei der Verwendung von zwei
Reduce-Tasks denkbar, alle Datensätze mit einem Blockschlüssel ≤ 2 dem ersten Reduce-Task und alle
übrigen Datensätze dem zweiten Reduce-Task zuzuweisen. Die Reduce-Tasks sortieren die eingehenden
Datensätze nach dem Blockschlüssel und implementieren anschließend den Sliding Window-Ansatz. Da-
zu muss ein Reduce-Task entweder alle Datensätze in eine einzige Gruppe gruppieren (sodass in der
reduce-Funktion über alle Datensätze iteriert werden kann) oder eine Liste der letzten w − 1 verar-
beiteten Datensätze im Hauptspeicher verwalten, auf die, über mehrere Aufrufe der reduce-Funktion
hinweg, zugegriffen werden kann. In Dedoop wurde die zweite Variante verwendet. Eine MapReduce-
Umsetzung dieser Idee muss im Wesentlichen die nachfolgend beschriebenen Probleme lösen:
Sorted Reduce Partitions: Der Sorted Neighborhood-Ansatz verlangt eine Sortierung der Datensätze
anhand ihrer Blockschlüssel. Um eine Implementierung des Sliding Window-Ansatzes durch die
Reduce-Tasks zu ermöglichen, muss bei der Umverteilung der map-Ausgabedaten sicherstellt sein,
dass kein Datensatz, der dem Reduce-Task Ri zugewiesen wird, einen größeren Blockschlüssel als
irgendein Datensatz des Reduce-Tasks Ri+1 hat. Die im folgenden Abschnitt vorgestellten Ansätze
zur Umsetzung des Sorted Neighborhood-Verfahrens lösen dieses Problem durch die Verwendung
einer Bereichspartitionierung und der Konstruktion zusammengesetzter map-Ausgabeschlüssel.
Boundary Entities: Die Idee des fortlaufenden Verschiebens des Fensters bedingt, dass nicht aus-
schließlich Daten eines Reduce-Tasks miteinander verglichen werden, sondern erfordert den Ver-
gleich von Datensätzen über Reduce-Task-Grenzen hinweg. Im Detail müssen die letzten v < w
Datensätze des Reduce-Tasks Ri mit den w−v ersten Datensätzen des nachfolgenden Reduce-Tasks
Ri+1 verglichen werden. Diese Datensätze werden im weiteren Verlauf des Kapitels als Boundary
Entities bezeichnet. Zur vereinfachten Darstellung wird angenommen, dass jedem Reduce-Task
mindestens w Datensätze zugewiesen werden. Unter dieser Annahme ist es ausreichend, lediglich
Datensätze aufeinanderfolgender Reduce-Tasks miteinander zu vergleichen1. Im folgenden Ab-
schnitt werden zwei Ansätze namens JobSN und RepSN vorgestellt, welche mehrere MapReduce-
Jobs ausführen bzw. Datensätze replizieren, um eine korrekte Verarbeitung der Boundary Entities
zu gewährleisten (Abschnitt 5.2.1 und 5.2.2).
Multi-pass Sorted Neighborhood: Das Basis-Sorted Neighborhood-Verfahren kann mehrfach für ver-
schiedene Blockschlüssel ausgeführt werden. Ein solcher Multi-pass Ansatz verspricht sowohl eine
verbesserte Match-Qualität als auch eine höhere Effizienz des Blocking-Verfahrens [105]. Im Ab-
schnitt 5.3 wird deswegen eine effiziente Implementierung des Multi-pass Sorted Neighborhood-
Blockings vorgestellt, die das mehrfache Lesen der Eingabedatenmenge vermeidet. Stattdes-
sen werden sämtliche Blockschlüssel in einer Map-Phase berechnet und die Paarvergleiche aller
Durchgänge in einer Reduce-Phase durchgeführt.
1 Die in Dedoop verwendete Implementierung ist in der Lage, Boundary Entities über mehrere Reduce-Tasks hinweg zu ver-
gleichen, was bei großen Fenstergrößen und einem hohen Parallelitätsgrad notwendig sein kann.
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Map Step: Key =  
Partition.BlockKey 
Reduce Step: Sliding  
Window (+ Matching) 
Abbildung 5.1: Verwendung einer Bereichspartitionierungsfunktion zur Sicherstellung der Reduce-Task-
übergreifende Sortierung der Datensätze aus Abbildung 2.2. Die map-Ausgabe-Schlüssel sind aus einem
Partitionspräfix und dem eigentlichen Blockschlüssel zusammengesetzt. Die Partitionierung anhand des
Partitionspräfixes und die komponentenweise Sortierung der zusammengesetzten Schlüssel sichert die
gewünschte Sortierreihenfolge der Datensätze. Wenn beide Reduce-Tasks ein Fenster der Größe w = 3
über ihre Eingabedaten schieben, werden lediglich 12 von 15 Vergleichen durchgeführt (vgl. Abbil-
dung 2.2). Die Datensatzpaare ( f , c), (h, c) und (h, g) können nicht verarbeitet werden, da die Kompo-
nenten eines Paares jeweils zu verschiedenen Reduce-Tasks umverteilt wurden.
Lastbalancierung: Da die Zuweisung von map-Ausgabe-Schlüssel-Wert-Paaren anhand der Block-
schlüssel der Datensätze erfolgt, führt eine ungleichmäßige Häufigkeitsverteilung der auftre-
tenden Blockschlüssel (trotz der nicht-quadratischen Komplexität des Sorted Neighborhood-
Verfahrens) ebenfalls zu Lastbalancierungsproblemen. Im Abschnitt 5.4 wird deshalb eine Er-
weiterung der Implementierung des Multi-pass Sorted Neighborhood-Blockings vorgestellt, die
eine gleichmäßige Aufteilung aller Paarvergleiche auf die Reduce-Tasks garantiert.
5.2 Umsetzung des Sorted Neighborhood-Verfahrens
Die globale Reduce-Task-übergreifende Sortierung der Datensätze wird im Wesentlichen durch die Ver-
wendung einer geeigneten Partitionierungsfunktion part erreicht. Dabei weist part: k → [1, r] jeden
Datensatz anhand seines Blockschlüssels k zu einem der r Reduce-Tasks zu. Die Verwendung einer mo-
noton wachsenden Partitionierungsfunktion (k1 ≥ k2 ⇒part(k1) ≥part(k2) ) stellt dabei sicher, dass
kein Datensatz, der dem Reduce-Task i zugewiesen wird, einen größeren Blockschlüssel als irgend-
ein Datensatz des Reduce-Tasks i + 1 hat. Da der Wertebereich möglicher Blockschlüssel i. d. R. vorab
bekannt ist, kann eine einfache Bereichspartitionierungsfunktion verwendet werden, um dies sicherzu-
stellen. Zunächst wird davon ausgegangen, dass diese Funktion nutzerdefiniert ist, die automatische
Bestimmung der optimalen Partitionierungsfunktion wird im Abschnitt 5.4 betrachtet.
Abbildung 5.1 illustriert die Verwendung einer Bereichspartitionierungsfunktion für das Beispiel aus
Abbildung 2.2 mit m = 3 Map- und r = 2 Reduce-Tasks. In diesem Beispiel ist part, wie folgt, definiert:
part(k) = 1 wenn k ≤ 2, sonst part(k) = 2. Die map-Funktion generiert zunächst den Blockschlüssel k
eines jeden Datensatzes und konstruiert einen aus zwei Komponenten zusammengesetzten Schlüssel
(part(k)k). Im Beispiel der Abbildung 5.1 hat der Datensatz c den Blockschlüssel 3. Da part(3) = 2
ist, gibt die map-Funktion ein Schlüssel-Wert-Paar (2.3, c) aus, das zum zweiten Reduce-Task gesen-
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Abbildung 5.2: JobSN: Erweiterung der Strategie aus Abbildung 5.1 um einen zusätzlichen MapReduce-
Job zum Vergleich korrespondierender Boundary Entities (w = 3). Die linke Box entspricht der Reduce-
Phase des ersten MapReduce-Jobs. Die ausgegebenen Boundary Entities bilden die Eingabe des zweiten
MapReduce-Jobs.
det wird. Jeder Reduce-Task sortiert die eingehenden Schlüssel-Wert-Paare komponentenweise anhand
des vollständigen Schlüssels. Da alle Schlüssel denselben Partitionspräfix aufweisen, werden alle Da-
tensätze entsprechend der Sortierreihenfolge ihrer Blockschlüssel sortiert. Anschließend kann jeder
Reduce-Task das Fenster über die sortierten Datensätze seiner Eingabedatenmenge schieben und den
Vergleich der Datensätze innerhalb des Fensters vornehmen. Die alleinige Verwendung einer Bereichs-
partitionierungsfunktion ist nicht ausreichend, um das Sorted Neighborhood-Verfahren korrekt zu im-
plementieren, da Datensätze mit einer Distanz < w, die verschiedenen Reduce-Tasks zugeordnet sind,
nicht miteinander verglichen werden. Im Beispiel von Abbildung 5.1 betrifft dies die Paare ( f , c), (h, c)
und (h, g). Allgemein werden bei einer Fenstergröße von w und r Reduce-Tasks (r − 1) · w · (w− 1)/2
Paare nicht verarbeitet. Aus diesem Grund werden nachfolgend zwei Ansätze namens JobSN und RepSN
vorgestellt, die bisher skizzierte Idee um die Fähigkeit zur korrekten Behandlung der Boundary Entities
erweitert.
5.2.1 JobSN: Ausführung eines zusätzlichen MapReduce-Jobs
Die JobSN-Strategie verwendet ebenfalls eine Bereichspartitionierungsfunktion, um die globale Sor-
tierung der Datensätze sicherzustellen. Zusätzlich wird dieser Basis-Ansatz um einen zweiten Schritt
erweitert. In einem nachgelagerten MapReduce-Job werden die Vergleiche der Boundary Entities mit
einer Distanz < w durchgeführt. Dabei wird die Sortierung der Datensätze ausgenutzt; jeder Reduce-
Task des ersten MapReduce-Jobs bestimmt die ersten und letzten w− 1 Datensätze seiner Eingabeda-
tenmenge. Die letzten w− 1 Datensätze des Reduce-Tasks i sind mit den ersten w− 1 Datensätzen des
Reduce-Tasks i+1 in Beziehung zu setzen. Um dies zu erreichen, schreibt jeder Reduce-Tasks des ersten
MapReduce-Jobs diese 2 · (w−1) Boundary Entities in eine zusätzliche (von der regulären Ausgabe ge-
trennte) Datei in das verteilte Dateisystem2. Der erste Reduce-Tasks schreibt dabei lediglich die letzten
w− 1, der letzte Reduce-Task lediglich die ersten w− 1 Datensätze aus.
Abbildung 5.2 illustriert den JobSN-Ansatz für das gleiche Beispiel wie in Abbildung 5.1 (w = 3).
Die Map-Phase des ersten MapReduce-Jobs ist identisch zu Abbildung 5.1 und aus Platzgründen weg-
gelassen. In der Reduce-Phase erfolgt neben der Ähnlichkeitsberechnung eine zusätzliche Ausgabe der
2 Dies kann beispielsweise durch Verwendung von Hadoops MultipleOutputs-Bibliothek implementiert werden.
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Boundary Entities. Damit im zweiten MapReduce-Job korrespondierende Boundary Entities zusammen-
geführt und verglichen werden können, werden die Schlüssel der zusätzlich ausgegebenen Schlüssel-
Wert-Paare um eine weitere Komponente angereichert, welche die Reduce-Task-Grenze identifiziert.
Die letzten w− 1 Datensätze des Reduce-Tasks i < r gehören zur Grenze zwischen den Reduce-Tasks
i und i + 1. Gleiches gilt für die ersten w − 1 Datensätze des Reduce-Tasks i + 1. In der Folge wird
der Reduce-Eingabe-Schlüssel dieser Datensätze um den Präfix i erweitert und ein Schlüssel-Wert-Paar
(boundarypart(k)k, entitiy) für jede Boundary Entity ausgegeben. Im Beispiel präfigiert der erste
Reduce-Task die Schlüssel der letzten Datensätze f , h mit der Komponente 1 und schreibt die Schlüssel-
Wert-Paare (1.1.2, f ) und (1.1.2, h) in eine gesonderte Datei. Der zweite Reduce-Task führt denselben
Schritt für die ersten beiden Datensätze c, g seiner Eingabepartition durch und gibt die Paare (1.2.3, c)
und (1.2.3, g) aus. Der dreistellige Schlüssel kodiert somit die Datenabstammung der Datensätze – Da-
tensatz g hat den Blockschlüssel 3, wurde dem zweiten Reduce-Task zugewiesen und ist eine Boundary
Entity der Grenze zwischen dem ersten und dem zweiten Reduce-Task.
Die Map-Tasks des zusätzlichen MapReduce-Jobs lesen die vom vorigen Job ausgegebenen zusätzli-
chen Schlüssel-Wert-Paare (Boundary Entities) und geben diese unverändert aus. Die Partitionierung
und Umverteilung der Schlüssel-Wert-Paare erfolgt anhand der ersten Komponente. Die Schlüssel-Wert-
Paare werden komponentenweise anhand des vollständigen Schlüssels sortiert. Auf diese Weise kann in
der reduce-Funktion das Fenster über alle korrespondierenden Boundary Entities geschoben werden.
Dabei werden ausschließlich Datensätze miteinander verglichen, die von verschiedenen Reduce-Tasks
des ersten MapReduce-Jobs ausgegeben wurden, beispielsweise wird das Paar ( f , h) nicht erneut bear-
beitet, da dies bereits im ersten Job erfolgte.
Algorithmus 5.1 zeigt den Pseudo-Code3 der JobSN-Strategie. Die Funktionen map_configure, redu-
ce_configure, map_close und reduce_close werden vom Hadoop-Framework automatisch nach der In-
itialisierung bzw. vor Beendigung eines Map- bzw. Reduce-Tasks aufgerufen. Ein programmatischer
Aufruf ist ebenso möglich (Zeile 24 und 71). Reduce-Tasks können Daten im Hauptspeicher puffern
und über verschiedene reduce-Aufrufe hinweg darauf zugreifen. Die Partition zu der ein Datensatz
mit dem Blockschlüssel k (im i-ten Durchgang) zugeordnet wird, wird durch eine getPartition(i, k, r)
bestimmt. Diese kann entweder nutzerdefiniert oder automatisch bestimmt sein (siehe Abschnitt 5.4).
Die Funktion additionalOut(ke y, value) schreibt ein Schlüssel-Wert-Paar in binärer Form in eine ge-
sonderte (Reduce-Task-spezifische) Datei in das verteilte Dateisystem. Diese zusätzliche Ausgabe bildet
die Eingabe des zweiten MapReduce-Jobs. Die Verarbeitungsreihenfolge von Schlüssel-Wert-Paaren, die
denselben Schlüssel aufweisen, in der reduce-Funktion ist undefiniert. Um zu gewährleisten, dass die
Reihenfolge der in der Reduce-Phase des zweiten MapReduce-Jobs verarbeiteten Boundary Entities der
Verarbeitungsreihenfolge des ersten MapReduce-Jobs entspricht, wird der Schlüssel einer jeden ausge-
gebenen Boundary Entity um einen Index erweitert, der den Suffix des zusammengesetzten Schlüssels
bildet (Zeile 45 und 50). Ansonsten wäre es im Beispiel von Abbildung 5.2 möglich, dass in der Reduce-
Phase des zweiten MapReduce-Jobs der Datensatz h vor dem Datensatz f oder der Datensatz g vor dem
Datensatz c bearbeitet wird.
5.2.2 RepSN: Replikation von Datensätzen
Die RepSN-Strategie implementiert das Sorted Neighborhood mittels eines einzigen MapReduce-Jobs.
Das Verfahren zielt darauf ab, der Datenpartition jedes Reduce-Tasks i > 1 die letzten w−1 Datensätze
des Reduce-Tasks i − 1 voranzustellen. Sofern dies gelingt, kann ein korrekter Vergleich der Boundary
Entities gewährleistet werden. Da die w − 1 Boundary Entities auch in der Partition i enthalten sein
müssen, das MapReduce-Paradigma jedoch keinen Datenaustausch zwischen Reduce-Tasks vorsieht,
müssen (potentielle) Boundary Entities bereits in der Map-Phase repliziert und durch eine geeignete
Schlüsselkonstruktion an mehrere Reduce-Tasks gesendet werden.
3Der Algorithmus unterstützt das Multi-pass Sorted Neighborhood, das für p = 1 dem beschriebenen Verfahren entspricht.
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Algorithmus 5.1: Implementierung der JobSN-Strategie (Multi-pass)





6 for pass← 1 to p do
7 blockKey← generateBlockingKeyForPass(pass, entity);










18 // part: repartition by partition component
19 // cmp: sort by entire map output key
20 // group: group by by entire map output key
21 reduce(keytmp=pass.partition.blockKey, list(valuetmp)=list(entity))
22 if pass 6=lastPass then




27 foreach entity ∈ list(valuetmp) do
28 if partition>1 and top.size()<windowSize-1 then
29 top.addLast((partition, blockKey, entity));
30 if partition<reduceTasks then
31 if bottom.size() = windowSize-1 then
32 bottom.removeFirst();
33 bottom.addLast((partition, blockKey, entity));
34 foreach e ∈ queue do
35 // Comparison + output
36 match(e, entity);
37 queue.addLast(entity);
38 if queue.size() = windowSize then
39 queue.removeFirst();
40 reduce_close()
41 i← 0; j← 0;
42 foreach (par t i t ion, blockKe y, enti t y) ∈ top do




47 foreach (par t i t ion, blockKe y, enti t y) ∈ bottom do




52 top← []; bottom← [];
53 // –- Phase 2 –-











65 // hash(pass, partition) mod reduceTasks
66 // cmp: Sort by entire key
67 // group: Group by pass.boundary.partition
68 reduce(keytmp=pass.boundary.partition.blockKey.entityIndex,
69 list(valuetmp)=list(entity))





75 foreach entity ∈ list(valuetmp) do
76 queue.addLast((partition, entity));
77 reduce_close()
78 // Match entites in queue with a distance of at
79 // most windowSize-1 from different partitions
Die RepSN-Strategie erweitert den Ansatz aus Abbildung 5.1. Durch die Anwendung einer Bereichs-
partitionierungsfunktion auf den Blockschlüssel eines jeden Datensatzes bestimmt die map-Funktion
zunächst den Reduce Task, zudem der Datensatz gesendet werden soll. Für diesen Datensatz wird ein
Schlüssel-Wert-Paar mit dem zusammengesetzten Schlüssel (part(k)part(k)k) ausgegeben. Die im
Vergleich zum in Abbildung 5.1 skizzierten Ansatz neu hinzugekommene erste Schlüsselkomponen-
te wird als Boundary-Präfix bezeichnet. Für regulär ausgegebene Schlüssel-Wert-Paare entspricht der
Boundary-Präfix dem Partitionspräfix. Während der Anwendung der map-Funktion auf die Datensät-
ze seiner Eingabepartition vermerkt jeder Map-Task für jeden Ziel-Reduce-Task 1 ≤ i < r die w − 1
verarbeiteten Datensätze mit dem größten Blockschlüssel k. Nach der vollständigen Bearbeitung sei-
ner Eingabepartition repliziert jeder Map-Task die w− 1 Datensätze jeder Reduce-Partition 1 ≤ i < r,
die den größten Blockschlüssel aufweisen, zum Nachfolger-Reduce-Task i + 1. Dazu wird für jeden
replizierten Datensatz ein Schlüssel-Wert-Paar mit einem Schlüssel der Form (part(k)+1part(k)k)
ausgegeben. Die Umverteilung der ausgegebenen Schlüssel-Wert-Paare erfolgt anhand des Boundary-
Präfixes, also der ersten Komponente der dreistelligen Schlüssel. Die Sortierung der eingehenden Daten-
sätze erfolgt komponentenweise anhand des vollständigen Schlüssels. Durch die Struktur der Schlüs-
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Abbildung 5.3: Ausführung der RepSN-Strategie für das Beispiel aus Abbildung 5.1 (w = 3). Potentielle
Boundary Entities (gekennzeichnet durch einen gestrichelter Rahmen) werden durch die map-Funktion
repliziert und zwei adjazenten Reduce-Tasks zugewiesen.
sel (die zweite Schlüsselkomponente ist kleiner als bei den regulären Datensätzen) ist sichergestellt,
dass die zum Reduce-Task i > 1 replizierten Datensätze vor den regulären Datensätzen in der Reduce-
Eingabepartition erscheinen. In der Folge kann der Reduce-Task das Fenster über die Boundary Entities
und die regulären Datensätze schieben und alle Datensätze mit einer Distanz kleiner w vergleichen.
Algorithmus 5.2 zeigt den Pseudo-Code4 der RepSN-Strategie.
Abbildung 5.3 illustriert die RepSN-Strategie für das Beispiel aus Abbildung 5.1 für w = 3 und r = 2.
Jeder der m = 3 Map-Tasks bestimmt die w− 1 = 2 Datensätze des Ziel-Reduce-Tasks 1 mit dem größ-
ten Blockschlüssel. Die Ausgabe der map-Funktion ist zweigeteilt. Der erste Teil entspricht dem Beispiel
aus Abbildung 5.1. Der einzige (technische) Unterschied ist die Duplizierung des Partitionspräfixes. Der
zweite Teil (gekennzeichnet durch einen gestrichelten Rahmen) besteht aus den Datensätzen, die zum
zweiten Reduce-Task repliziert werden müssen. Dies soll am Beispiel des zweiten Map-Tasks verdeut-
licht werden. Die Datensätze d, e und f mit den Blockschlüsseln 1, 2 und 2 werden alle dem ersten
Reduce-Task zugewiesen (part(k) = 1, wenn k ≤ 2, sonst part(k) = 2). Da e und f die beiden Datensät-
ze mit dem größten Blockschlüssel sind, werden sie repliziert und zusätzlich zum zweiten Reduce-Task
gesendet. Da keine Boundary Entities zum ersten Reduce-Task repliziert werden, stimmt dessen Eingabe
und Arbeitsweise mit der des ersten Reduce-Tasks aus Abbildung 5.1 überein. Der zweite Reduce-Task
hat im Vergleich zum Beispiel aus Abbildung 5.1 eine größere Eingabepartition zu bearbeiten. Er kann
jedoch alle bis auf die w− 1 = 2 letzten replizierten Datensätze ( f und h) verwerfen.
Der RepSN-Ansatz ermöglicht im Gegensatz zur JobSN-Strategie die Umsetzung des Sorted Neighbor-
hood-Verfahrens in einem einzigen MapReduce-Job. Der Einsparung des zusätzlichen MapReduce-Jobs
steht eine Replikation und Mehrfachausgabe von Datensätzen in der Map-Phase gegenüber. Da keine
Kommunikation zwischen verschiedenen Map-Tasks erfolgt, ist eine globale Bestimmung der w−1 zum
Reduce-Task i > 1 zu replizierenden Datensätze mit dem größten Blockschlüssel nicht möglich, stattdes-
sen bestimmt jeder Map-Task die potentiell relevanten w−1 letzten Datensätze seiner Eingabepartition.
Unabhängig von der Gesamtanzahl der Datensätze werden insgesamt m · (r − 1) · (w− 1) Datensätze
repliziert. Ein Vergleich des Overheads zur Datenreplikation des RepSN-Verfahrens mit dem Overhead
der Ausführung eines zusätzlichen MapReduce-Jobs der JobSN-Strategie erfolgt in Abschnitt 5.5.
4Der Algorithmus unterstützt das Multi-pass Sorted Neighborhood, dass für p = 1 dem beschriebenen Verfahren entspricht.
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5 // list of the entities with the w-1 highest
6 // blocking keys for each pass and reduce task<r
7 for i← 1 to p do
8 for j← 1 to reduceTasks-1 do
9 rep ij ← [];
10 map(keyin=unused, valuein=entity)
11 for i← 1 to p do
12 blockKey← generateBlockingKeyForPass(i, entity);
13 j← getPartition(i, blockKey, reduceTasks);
14 if j < reduceTasks then
15 if rep ij .size()<windowSize-1 then
16 rep ij .add((blockKey, entity));
17 // Sort by blocking key
18 rep ij .sort();
19 else if blockKey > rep ij .getFirst().getBlockKey() then
20 rep ij .removeFirst();
21 rep ij .add((blockKey, entity));
22 // Sort by blocking key
23 rep ij .sort();




28 for i← 1 to p do
29 for j← 1 to reduceTasks-1 do
30 foreach (blockKey, entity) ∈ rep ij do
31 // Replicate boundary entities









41 // = boundary
42 // cmp: Sort by entire key
43 // group: Group by entire key
44 reduce(keytmp=pass.boundary.partition.blockKey,
45 list(valuetmp)=list(entity))
46 if i 6= lastPass then
47 lastPass← i;
48 queue← [];
49 foreach entity ∈ list(valuetmp) do
50 if boundary = partition then
51 // regular entity
52 foreach e ∈ queue do
53 // Comparison + output
54 match(e, entity);
55 queue.addLast(entity);
56 if queue.size() = windowSize then
57 queue.removeFirst();
5.3 Multi-pass Sorted Neighborhood
Die Verwendung eines einzelnen Blockschlüssels pro Datensatz kann unter Umständen nicht ausrei-
chend sein, um alle Datensätze die ohne den Blocking-Schritt als Duplikat erkannt worden wären,
zu identifizieren. Des Weiteren kann es erforderlich sein, relativ große Fenstergrößen zu verwenden.
Bei der einmaligen Anwendung des Basisverfahrens mit einem Blockschlüssel pro Datensatz sollte die
Fenstergröße mindestens dem größten Abstand zweier Datensätze mit demselben Blockschlüssel ent-
sprechen. Eine große Fenstergröße zieht jedoch eine höhere Anzahl an Paarvergleichen nach sich und
führt zu einer Erhöhung der Ausführungszeit. Die mehrfache Anwendung des Basisverfahrens unter Ver-
wendung mehrerer, von verschiedenen Attributen abgeleiteten, Blockschlüssel erlaubt die Verwendung
kleinerer Fenstergrößen und verspricht somit eine deutliche Verbesserung der Laufzeit und der Qua-
lität des Match-Ergebnisses [105]. Eine naive Umsetzung dieses Multi-Pass-Ansatzes wäre die p-fache
Ausführung des JobSN- oder RepSN-Verfahrens unter Verwendung p verschiedener Blockschlüssel pro
Datensatz. Dieser Ansatz verursacht jedoch einen unnötigen Overhead für die p-fache Ausführung eines
MapReduce-Jobs und das p-faches Lesen der Eingabedaten vom verteilten Dateisystem.
Im Folgenden wird eine Erweiterung der RepSN-Strategie (namens MultiRepSN) beschrieben, die
das Multi-pass Sorted Neighborhood mittels eines einzigen MapReduce-Jobs realisiert (vgl. Algorith-
mus 5.2). Die Anpassung der JobSN-Strategie verläuft weitestgehend ähnlich (vgl. Algorithmus 5.1),
auf eine nähere Beschreibung wird an dieser Stelle verzichtet. Die wesentliche Änderung der Idee
des MultiRepSN-Verfahrens gegenüber der RepSN-Strategie ist das Anfügen eines Durchgangspräfi-
xes zu jedem map-Ausgabe Schlüssel: Für jeden Eingabedatensatz und jeden Durchgang i ∈ [1, p]
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Abbildung 5.4: Erweiterung der RepSN-Strategie zur Unterstützung des Multi-pass Sorted Neighbor-
hoods. Der erste Durchgang (w1 = 3) entspricht dem Beispiel aus Abbildung 5.3. Im zweiten Durchgang
wird eine Fenstergröße von w2 = 2 verwendet.
gibt die map-Funktion ein Schlüssel-Wert-Paar mit einem zusammengesetzten Schlüssel der Form
(iparti(k)parti(k)k) aus, wobei k den Blockschlüssel des i-ten Durchgangs bezeichnet. Für jeden
Durchgang i kommt dabei eine eigene Partitionierungsfunktion parti zum Einsatz, um auf Basis des
Wertebereichs der in diesem Durchgang verwendeten Blockschlüsselgenerierungsfunktion eine mög-
lichst gleichmäßige Aufteilung der Datensätze auf die Reduce-Tasks gewährleisten zu können. Analog
zum Basis-RepSN bestimmt jeder Map-Task die potentiellen Boundary Entities für jeden Durchgang und
gibt nach der Bearbeitung aller Datensätze seiner Eingabepartition entsprechende Schlüssel-Wert-Paare
mit Schlüsseln der Form (iparti(k)+1parti(k)k) aus. Die ausgegebenen Schlüssel-Wert Paare werden
auf Basis der Boundary-Komponente (2. Komponente des vierstelligen Schlüssels) zu den Reduce-Tasks
umverteilt. Die Sortierung und Gruppierung der Datensätze erfolgt komponentenweise anhand des
vollständigen Schlüssels. Da die Nummer des Durchgangs die erste Schlüsselkomponente ist, werden
die Datensätze (inkl. Boundary Entities) zunächst nach Durchgang und pro Durchgang nach Block-
schlüssel sortiert. Somit kann jeder Reduce-Task das Fenster über seine Eingabedaten schieben und alle
Datensätze mit derselben Durchgangsnummer miteinander vergleichen.
Abbildung 5.4 erweitert das Beispiel aus Abbildung 5.3 um einen zweiten Durchgang (p = 2, w1 =
3, w2 = 2). Die Blockschlüsselgenerierungsfunktion, die map-Ausgabe, die Partitionierungsfunktion
und die Fenstergröße des ersten Durchgangs entsprechen Abbildung 5.3. Die im zweiten Durchgang
verwendete Blockschlüsselgenerierungsfunktion weist den Datensätzen a und d den Blockschlüssel 9
zu, die übrigen Datensätze erhalten den Blockschlüssel 8. Die Partitionierungsfunktion part2 weist die
Datensätze den r = 2 Reduce-Tasks, wie folgt, zu: par t2(k) = 1, wenn k = 8 und par t2(k) = 2 sonst.
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Die für den zweiten Durchgang ausgegebenen Paare haben einen Durchgangspräfix von 2 und führen
zu (neuen) Paarvergleichen, die die Erkennung weiterer Korrespondenzen ermöglichen.
5.4 Automatische Bereichspartitionierung
Im Gegensatz zum Standard Blocking ist das Sorted Neighborhood-Verfahren weniger anfällig für Last-
balancierungsprobleme. Dies ist dadurch bedingt, dass sich die zu vergleichenden Datensätze aus-
schließlich aus der Sortierreihenfolge der Blockschlüssel und der verwendeten Fenstergröße ergeben.
Die Anzahl der Paarvergleiche hängt lediglich von der Anzahl der Datensätze und der Fenstergröße ab,
ist jedoch völlig unabhängig von der konkreten Häufigkeitsverteilung der Blockschlüssel. Somit ist es
ausgeschlossen, dass die Bearbeitung der Datensätze eines sehr häufig auftretenden Blockschlüssels die
Ausführungszeit der Entity Resolution-Workflows dominiert. Die im bisherigen Verlauf dieses Kapitels
vorgestellten Ansätze zur MapReduce-Umsetzung des Sorted Neighborhood-Verfahrens verwenden ei-
ne Bereichspartitionierungsfunktion, um jeden Datensatz anhand seines Blockschlüssels zu einem der r
Reduce-Tasks umzuverteilen und dabei eine Reduce-Task-übergreifende Sortierreihenfolge zu gewähr-
leisten. Da die Partitionierungsfunktion deterministisch ist, werden infolgedessen alle Datensätze (bis
auf die replizierten Boundary Entities) mit demselben Blockschlüssel demselben Reduce-Task zugewie-
sen. Da von Realwelt-Daten abgeleitete Blockschlüssel ungleich verteilt sind, verursacht dies eine vari-
ierende Anzahl von zu verarbeitenden Datensätzen und damit eine unterschiedliche Anzahl von Paar-
vergleichen pro Reduce-Task. Aufgrund der nicht-quadratischen Komplexität des Sorted Neighborhood-
Verfahrens sind die Auswirkungen dieser ungleichmäßigen Lastverteilung zwar weniger drastisch als
beim Standard-Blocking, trotzdem verspricht eine gleichmäßige Aufteilung der n Datensätze auf die
r Reduce-Tasks eine deutliche Verbesserung der Laufzeit- und Skalierbarkeitseigenschaften. Darüber
hinaus ist es selbst unter der Annahme, dass alle Blockschlüssel ungefähr gleich oft vorkommen, sehr
schwierig eine gute Bereichspartitionierungsfunktion zu definieren, die die Datensätze gleichmäßig auf
die Reduce-Tasks aufteilt. Dies gilt insbesondere für eine große Anzahl an Reduce Tasks (hoher Paral-
lelitätsgrad). Durch die Mehrfachausführung des Sorted Neighborhood-Verfahrens (p > 1) wird der
manuelle Aufwand zusätzlich erhöht, da in den verschiedenen Durchläufen unterschiedliche Block-
schlüsselgenerierungsfunktionen mit unterschiedlichen Wertebereichen und Blockschlüsselverteilun-
gen zum Einsatz kommen. Eine manuelle Bestimmung “guter” Partitionierungsfunktionen erfordert
eine Vorabanalyse der Daten und geht mit einem hohen Konfigurationsaufwand einher. Das Beispiel
aus Abbildung 5.4 illustriert bereits die Notwendigkeit einer automatischen gleichmäßigen Partitionie-
rung der Datensätze. Obwohl beide Partitionierungsfunktionen gut gewählt sind, variiert die Anzahl
der Paarvergleiche beider Reduce-Tasks zwischen 15 und 8 Paaren.
Im verbleibenden Teil dieses Abschnitts wird eine Erweiterung des MultiRepSN-Ansatzes zur automa-
tischen Bereichspartitionierung vorgestellt. Dazu wird, wie bei der Lastbalancierung für das Standard
Blocking, in einem Vorverarbeitungsschritt ein zusätzlicher MapReduce-Job zur Datenanalyse ausge-
führt. Das Ergebnis dieses Vorverarbeitungsschrittes ist eine sogenannte Key Partitioning Matrix (KPM),
die im Wesentlichen der BDM des Standard Blockings entspricht und die Anzahl der Datensätze pro
Durchgang, Blockschlüssel und Eingabepartition enthält. Die KPM wird von den Map-Tasks des eigent-
lichen MR-Jobs zum Initialisierungszeitpunkt eingelesen, um eine gleichmäßige Zuweisung der n Da-
tensätze zu den r Reduce-Task zu gewährleisten. Der präsentierte Ansatz kann ebenfalls (unverändert)
für die JobSN-Strategie angewandt werden.
5.4.1 Berechnung der KPM
Die KPM enthält für jeden Durchgang i ∈ [1, p] und jeden Blockschlüssel k die Anzahl der Datensätze
pro Eingabepartition j ∈ [1, m]. Die MapReduce-Berechnung der KPM ähnelt der Berechnung der BDM
(vgl. Abschnitt 4.1.2). Algorithmus 5.3 zeigt den Pseudo-Code der KPM-Berechnung. Bei der Anwen-
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Abbildung 5.5: Datenfluss der Berechnung der Key Partitioning Matrix für das Beispiel aus Abbil-
dung 5.4.
dung der map-Funktion auf einen Datensatz der j-ten Eingabepartition werden zunächst die p Block-
schlüssel des Datensatzes bestimmt. Anschließend wird für Durchgang i ein Schlüssel-Wert Paar der
Form (ikij, 1) ausgegeben, wobei ki den Blockschlüssel des Durchgangs i bezeichnet. Die Partitionie-
rung der Schlüssel-Wert-Paare erfolgt auf Basis der ersten beiden Komponenten der zusammengesetzten
Schlüssel. Zur Sortierung und Gruppierung wird der vollständige Schlüssel herangezogen. Die Reduce-
Tasks summieren die Anzahl der Datensätze pro map-Ausgabe-Schlüssel und geben die KPM zeilenweise
aus. Analog zur Berechnung der BDM schreibt jeder Map-Task die Datensätze seiner Eingabepartition
mitsamt der berechneten Blockschlüssel in eine zusätzliche Datei in das verteilte Dateisystem. Diese
zusätzliche Ausgabe dient als Eingabe des darauffolgenden MapReduce-Jobs, der mit derselben Anzahl
an Map-Tasks ausgeführt wird und dieselbe Partitionierung der Eingabedaten vorfindet.
Abbildung 5.5 illustriert die Berechnung der BDM für das Beispiel aus Abbildung 5.4 mit p = 2 Durch-
gängen. Für die Datensätze c, g und i wird im ersten Durchgang der Blockschlüssel 3 ermittelt. Da
sich c in der ersten Eingabepartition befindet und sich die Datensätze g und i in der dritten Eingabe-
partition befinden, enthält die BDM die Zellen 1, 0 und 2, um die Aufteilung der Datensätze mit dem
Blockschlüssel k1 = 3 über die m = 3 Eingabepartitionen auszudrücken. Zu Darstellungszwecken sind
die Zeilen der KPM in sortierter Reihenfolge angeordnet, die konkrete Reihenfolge ist jedoch irrelevant.
5.4.2 Lastbalancierung
Die Lastbalancierung basiert auf einer virtuellen Nummerierung aller in der Reduce-Phase zu verarbei-
tenden Schlüssel-Wert-Paare. Die der Nummerierung zugrunde liegende Reihenfolge ergibt sich aus der
Sortierung der Schlüssel-Wert-Paare (in dieser Reihenfolge) anhand des Durchgangs, des Blockschlüs-
sels, der map-Eingabepartition und der Position des entsprechenden Datensatzes innerhalb der Einga-
bepartition. Mithilfe der KPM kann jeder Map-Task aus der Kombination aus dem Durchgang i ∈ [1, p],
dem Blockschlüssel ki , der Eingabepartition j ∈ [1, m] und dem Index x eindeutig die globale Positi-
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6 for i← 1 to p do
7 blockKey← generateBlockingKeyForPass(i, entity);




12 // hash(pass, blockingKey) % reduceTasks
13 // cmp: Sort by entire key
14 // grpup: Group by entire key
15 reduce(keytmp=pass.blockKey.partition, list(valuetmp)=list(number)))
16 sum← 0;
17 foreach number in list(valuetmp) do
18 sum← sum + number;
19 out← pass + ”\t” + blockKey + ”\t” + partition + ”\t” + sum;
20 output (keyout=unused, valueout=out);
on pos ∈ [1, p · n] eines auszugebenden Schlüssel-Wert-Paares in der für den Sliding Window-Ansatz
benötigten Sortierreihenfolge bestimmen. Dabei bezeichnet x den x-ten Datensatz innerhalb der Ein-
gabepartition j mit dem Blockschlüssel ki .
Jeder Map-Task liest zum Initialisierungszeitpunkt die KPM (reguläre Ausgabe des vorigen MapReduce-
Jobs) ein und bestimmt die Gesamtanzahl durchzuführender Paarvergleiche P = Σpi=1(n− wi2 ) · (wi −1)
sowie die durchschnittliche Anzahl an Paaren pro Reduce-Task P; = Pr . Anschließend teilt jeder Map-
Task die Liste der sortierten Schlüssel-Wert-Paare in r Intervalle, sodass sich beim Schieben des Fensters
über die Datensätze der Intervalle eine (nahezu) gleiche Anzahl an Paarvergleichen ergibt5. Zu diesem
Zweck ermittelt jeder Map-Task für jeden Reduce-Task j ∈ [1, r] den kleinsten Index pos j ∈ [1, p · n]
eines Schlüssel-Wert-Paars, sodass die Anzahl der vom Reduce-Task j durchzuführenden Paarvergleiche
größer oder gleich P; ist.
Nach der Initialisierung wenden die Map-Tasks die map-Funktion auf jeden Datensatz (zusätzliche Aus-
gabe des vorigen MapReduce-Jobs) an. Für jeden Datensatz e werden wie, im vorigen Abschnitt 5.3
beschrieben, p Schlüssel-Wert-Paare ausgegeben. Zur Bestimmung des Ziel-Reduce-Tasks parti(k) eines
jeden Schlüssel-Wert-Paares wird zunächst mithilfe des in der KPM kodierten Wissens dessen Position
pos in der Sortierreihenfolge bestimmt. Anschließend wird der Ziel-Reduce-Task j durch Vergleich der
Position des Schlüssel-Wert-Paares mit den während der Initialisierung bestimmten Intervallgrenzen er-
mittelt: par t(pos) = j⇔ pos j−1 < pos ≤ pos j wobei gilt pos0 = 0. Mithilfe der Intervallgrenzen kann
ebenfalls ermittelt werden, ob das Schlüssel-Wert-Paar zum nachfolgenden Reduce-Task ( j + 1) < r
repliziert werden muss. Dies ist der Fall, wenn gilt: pos j − (w − 1) < pos ≤ pos j . Im Gegensatz zur
manuellen Festlegung einer Bereichspartitionierungsfunktion kann somit die unnötige Replikation po-
tentieller Boundary Entities (z. B. die Datensätze a, b und e des zweiten Reduce-Tasks in Abbildung 5.3)
vermieden werden.
Abbildung 5.6 illustriert die automatische Bereichspartitionierung für das Beispiel aus Abbildung 5.5.
Aus den p = 2 Durchgängen und den Fenstergrößen w1 = 3 und w2 = 2 ergeben sich für die b = 9 Da-
tensätze insgesamt P = (9− 32 )·(3−1)+(9− 22 )·(2−1) = 23 Paarvergleiche. Bei gleichmäßiger Auslastung
der Reduce-Tasks beträgt für r = 2 die durchschnittliche Anzahl an Paaren pro Reduce-Task P; = 11.5.
5Dabei ist zu berücksichtigen, dass durch die unterschiedlichen Fenstergrößen wi die Anzahl der Paarvergleiche der einzelnen
Durchgänge variieren kann.
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Abbildung 5.6: Anpassung des Beispiels aus Abbildung 5.4. Durch den Ansatz zur automatischen
Bereichspartitionierung kann eine gleichmäßige Auslastung der Reduce-Tasks sichergestellt werden
(p = 2, w1 = 3, w2 = 2).
Da im ersten Durchgang ein größeres Fenster als im zweiten Durchgang verwendet wird, verarbeiten
beide Reduce-Tasks Schlüssel-Wert-Paare des ersten Durchgangs, wohingegen Schlüssel-Wert-Paare des
zweiten Durchgangs ausschließlich durch den zweiten Reduce-Task bearbeitet werden. Für den ersten
Durchgang ist g der letzte Datensatz, der vom ersten Reduce-Task zu bearbeiten ist. Dies ergibt sich aus
der Tatsache, dass sich aus den Vorgängern von g (die Datensätze a, d, b, e, f , h, c) lediglich 11 < P;
Paarvergleiche ergeben, wohingegen g der erste Datensatz ist, ab dem die optimale Anzahl an Paar-
vergleichen pro Reduce-Task erreicht ist (13 ≥ P;). Die verbleibenden Schlüssel-Wert-Paare des ersten
sowie des zweiten Durchgangs werden zum zweiten Reduce-Task gesendet. Um die Auswertung aller
Paare des ersten Durchgangs, an denen der Datensatz i beteiligt ist, abzudecken, werden die Bounda-
ry Entities c und g des ersten Durchgangs ebenfalls zum zweiten Reduce-Task umverteilt. Insgesamt
konnte im Vergleich zur in Abbildung 5.4 verwendeten manuellen Bereichspartitionierung eine gleich-
mäßigere Auslastung der Reduce-Tasks von 13 zu 10 Paaren (gegenüber 15 zu 8) erreicht werden. Die
kleine Differenz zur optimalen Lastverteilung von 12 zu 11 ergibt sich aus der Tatsache, dass der letz-
te Datensatz die Anzahl der vom ersten Reduce-Task durchzuführenden Paarvergleiche von 11 auf 13
erhöht, da er in w1 − 1 = 2 Paaren partizipiert. Der Ansatz garantiert, dass die Anzahl der Paare, die
einem Reduce-Task zugewiesen wird, zwischen P; − (max(wi) − 1) und P; + (max(wi) − 1) liegt und
sich somit die Last zweier beliebiger Reduce-Tasks um maximal 2 · (max(wi)− 1) Paare unterscheidet.
Algorithmus 5.4 zeigt den Pseudo-Code des vorgestellten Ansatzes. Dieser Algorithmus ersetzt die ma-
nuelle Bereichspartitionierung der (Multi-pass) JobSN bzw. RepSN-Strategie (Algorithmus 5.1, Zeile 8
bzw. Algorithmus 5.2, Zeile 13) durch eine automatische Bereichspartitionierung. Während der Initiali-
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Algorithmus 5.4: Automatische Bereichspartitionierung
1 configure(jobConf, mapTasks, reduceTasks, p, partition)
2 KPM← readKPM(jobConf);
3 // Count number of entities
4 n← 0;
5 foreach blockKey ∈ KPM.getPass(1) do
6 for i← 1 to mapTasks do
7 n← n +
8 KPM.getPass(1).getKey(blockKey).getPart(i);
9 // Global index of next entity of pass i and
10 // block j for this map task. This map contains
11 // at most one entry per (pass, blockKe y) pair.
12 entityIndexes← empty map;
13 for i← 1 to p do
14 entityIndex← 1;
15 foreach blockKey ∈ KPM.getPass(i).getKeysSorted() do
16 for j← 1 to mapTasks do
17 if j = partition then
18 entityIndexes.put((i, blockKey),
19 (i-1)·n + entityIndex);
20 entityIndex← entityIndex +
21 KPM.getPass(i).getBlock(blockKey).getPart(j);
22 P← Σpi=1(n− wi2 ) · (wi − 1); // Number of pairs
23 P; ← dP/reduceTaskse; // Avg. pairs per reduce task
24 splitPoints← computeSplitPoints(p, P, P;);




29 for i← 1 to p do
30 entitiesLeft← n;
31 while entitiesLeft > 0 do
32 entitiesThatFit← min{ pairsLeftwi +
wi
2 , entitiesLeft};
33 offset← offset + entitiesThatFit;
34 splitPoints.addLast(offset);
35 entitiesLeft← entitiesLeft - entitiesThatFit;
36 pairsThatFit← (entitiesThatFit− wi2 ) · (wi − 1);
37 pairsLeft← pairsLeft - pairsThatFit;
38 if pairsLeft ≤ 0 then
39 pairsLeft← P;;
40 return splitPoints;
41 getPartition(pass, blockKey, reduceTasks)
42 entityIndex← entityIndexes.get((pass, blockKey));
43 // adjust entity index for next call
44 entityIndexes.get((pass, blockKey)).put(entityIndex + 1);
45 for i← 1 to splitPoints.size() do
46 if entityIndex ≤ splitPoints.get(i) then
47 return i;
sierung der Map-Tasks des JobSN bzw. RepSN-Algorithmus wird in map_configure zusätzlich die Metho-
de configure des Algorithmus 5.4 aufgerufen. Darin erfolgt in den Zeilen 22 bis 39 die Berechnung der
Intervallgrenzen pos j . Für die Bestimmung der globalen Position pos ∈ [1, p · n] eines jeden Schlüssel-
Wert-Paares sind die Zeilen 12 bis 21 sowie Zeile 44 relevant.
5.5 Evaluation
In diesem Abschnitt wird eine experimentelle Evaluierung der vorgestellten Methoden vorgenommen.
Dazu wird die JobSN- hinsichtlich Laufzeit und Skalierbarkeit mit der RepSN-Strategie verglichen und
das Skalierbarkeitsverhalten für verschiedene Fenstergrößen untersucht (Abschnitt 5.5.1). Die Eva-
luierung des Ansatzes zur automatischen Bereichspartitionierung erfolgt im Abschnitt 5.5.2. Im Ab-
schnitt 5.5.3 wird die vorgeschlagene Implementierung des Multi-pass Sorted Neighborhood mit der
p-fachen Ausführung des Basisverfahrens verglichen. Anschließend wird im Abschnitt 5.5.4 anhand
eines beispielhaften Match-Problems gezeigt, dass ein Multi-pass-Ansatz im Vergleich zum klassischen
Verfahren zu einer Verbesserung der Qualität des Match-Ergebnisses und der Laufzeit führen kann.
Die Experimente wurden in einem lokalen Cluster bestehend aus vier homogenen Knoten mit je einer
Intel(R) Core(TM)2 Duo E6750 2x2.66 GHz CPU, 4GB Hauptspeicher, einem 64-bit Debian Linux OS
und einer Java 1.6 64-bit Server JVM durchgeführt. Die Demonstration der Skalierbarkeit bei Verwen-
dung einer automatischen Bereichspartitionierung (Abschnitt 5.5.2) kam zudem ein Hadoop-Cluster
in einer Amazon EC2-Umgebung mit 100 virtuellen Maschinen des Typs c1.medium zum Einsatz. Auf
jedem Knoten wurde Hadoop 0.20.2 installiert und analog zur Evaluation in [234] konfiguriert. Die
beiden Master-Prozesse (Namenode und Jobtracker) wurden auf einen dedizierten Knoten ausgela-
gert. Da jeder Clusterknoten über zwei (virtuelle) Prozessorkerne verfügt, wurde die Anzahl der Map-
und Reduce-Tasks, die ein Knoten maximal gleichzeitig ausführen kann, auf 2 gesetzt.
Zur Evaluation wurde erneut der Datensatz DS2 aus Abbildung 4.9 mit ca. 1,4 Millionen Publikati-
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(a) Vergleich der JobSN- und RepSN-Strategie. (b) Laufzeit des RepSN-Verfahrens in Abhängigkeit der ver-
wendeten Fenstergröße.
Abbildung 5.7: Vergleich der JobSN- und RepSN-Strategie für p = 1 und w = 1.000 unter Verwen-
dung einer manuellen Bereichspartitionierung (links). Laufzeit und Speedup des RepSN-Verfahrens für
verschiedene Fenstergrößen unter Verwendung von rˆ = 1 bzw. rˆ = 8 Reduce-Prozessen (rechts).
onsdatensätzen herangezogen. Zur Ähnlichkeitsbestimmung der zu vergleichenden Publikationsdaten-
sätze wurde die Trigrammähnlichkeit des Abstracts und der Levenshtein-Ähnlichkeit berechnet. Paare
mit einer durchschnittlichen Ähnlichkeit von mindestens t = 0,7 wurden als Duplikate betrachtet. Der
Default-Blockschlüssel eines jeden Datensatzes für das Single-pass Sorted Neighborhood ergibt sich aus
den ersten beiden Kleinbuchstaben des Publikationstitels.
5.5.1 Vergeich der JobSN- und RepSN-Strategie
In diesem Abschnitt wird zunächst ein Vergleich der beiden Implementierungen des Basisverfahren vor-
genommen. Für eine zwischen einem und vier Knoten variierende Clustergröße und eine Fenstergröße
von w = 1.000 werden dazu die benötigten Laufzeiten sowie die (relativen) Speedup-Werte beider An-
sätze verglichen. Um eine Vergleichbarkeit für eine verschiedene Anzahl an Map- und Reduce-Tasks ge-
währleisten zu können, wird für jede Clusterergröße dieselbe manuelle Bereichspartitionierungsfunkti-
on6 verwendet, die die Menge aller Datensätze anhand ihrer Blockschlüssel in 10 möglichst gleich große
Partitionen aufteilt. Aufgrund der Tatsache, dass alle Datensätze desselben Blockschlüssels demselben
Reduce-Task zugewiesen werden, variiert, trotz der sorgfältigen Konstruktion der Blockschlüsselgene-
rierungsfunktion, die Anzahl der Datensätze pro Partition. Da der Titel vieler Publikation mit “A ” oder
“The ” beginnt, sind für den konkreten Entity Resolution-Workflow die erste Partition (Blockschlüssel
< “a!”) sowie die neunte Partition (“t” ≤ Blockschlüssel < “ti”) merklich größer als die übrigen Parti-
tionen. Unabhängig von der Clustergröße werden stets 10 Reduce-Tasks verwendet, die von maximal
rˆ = 8 Reduce-Prozessen auf vier Knoten bearbeitet werden. Dabei entspricht rˆ der maximalen Anzahl
an Reduce-Tasks, die gleichzeitig im Cluster ausführt werden können (vgl. Abschnitt 2.3.2).
Abbildung 4.13(a) zeigt die resultierenden Ausführungszeiten und Speedup-Werte beider Implemen-
tierungen. Die Konfiguration mit mˆ = rˆ = 1 entspricht der sequentiellen Ausführung des MapReduce-
Programms durch einen Reduce-Prozess auf einem Knoten. Das Experiment mit der Konfiguration
mˆ = rˆ = 2 wurde ebenfalls auf einem Knoten durchgeführt, allerdings wurden hier zwei Reduce-
Prozesse verwendet, sodass beide Prozessorkerne genutzt werden konnten. Für die betrachteten Clus-
6 Die nach Blockschlüssel sortierten Datensätze werden unter Verwendung der Intervallgrenzen a!, b, d, f , k, p, s, t und t i in
10 Partitionen aufgeteilt. Ein Datensatz mit einem Blockschlüssel, der lexikographisch kleiner als a! ist (z. B. “a ”), wird demnach
zum ersten Reduce-Task gesendet.
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tergrößen von bis zu vier Knoten und acht Prozessorkernen skalieren beide Verfahren nahezu linear,
beispielsweise konnte die Ausführungszeit des RepSN-Verfahrens von 8, 3h auf ungefähr 1,2h reduziert
werden. Die Laufzeit beider Verfahren variiert nur unmerklich. Unterschiede konnten nur für einen
kleinen Parallelitätsgrad beobachtet werden, so benötigte das JobSN-Verfahren bei der sequentiellen
Bearbeitung der Entity Resolution-Workflows fünf Minuten weniger als das RepSN-Verfahren. Für alle
anderen Konfigurationen terminierte das RepSN-Verfahren etwas vor dem JobSN-Verfahren. Dies resul-
tiert v. a. aus der Einsparung des zusätzlichen MapReduce-Jobs zur Evaluierung der Boundary Entities.
Die nicht perfekt linearen Speedup-Werte von ungefähr 7 für acht Prozessorkerne lassen sich auf die
Tatsache zurückführen, dass 10 Partitionen (Reduce-Tasks) variierender Größe (Last) von acht Reduce-
Prozessen verarbeitet werden müssen, was keine optimale Auslastung der verwendeten Ressourcen
erlaubt. Aufgrund des weitesgehend ähnlichen Laufzeitvehaltens beider Strategien wird in den folgen-
den Experimenten lediglich die RepSN-Strategie betrachtet.
In einem zweiten Schritt wurde das Skalierbarkeitsverhalten der (Single-pass) RepSN-Strategie in Ab-
hängigkeit der verwendeten Fenstergröße betrachtet. Dazu wurden die Laufzeiten für zwischen w = 10
und w = 1.000 variierende Fenstergrößen unter Verwendung von rˆ = 1 (sequentiell) bzw. rˆ = 8
Reduce-Prozessen (vier Knoten) untersucht. Hierbei kam erneut die manuell definierte Funktion zur
Partitionierung der Datensätze zum Einsatz. Abbildung 5.7(b) zeigt, dass in beiden Fällen die Ausfüh-
rungszeiten linear mit der Fenstergröße (und damit der Anzahl der zu vergleichenden Paare) steigen.
Der Speedup der parallelen Ausführung auf vier Knoten und acht Prozessorkernen verbessert sich von
4 für die kleinste betrachtete Fenstergröße w = 10 auf den Wert 7 für Fenster mit einer Größe w≥ 400.
Diese Verbesserung ergibt sich aus dem günstigeren Verhältnis zwischen dem (nicht parallelisierbaren)
MapReduce-Overhead und der Zeit, die für die paarweise Ähnlichkeitsberechnung benötigt wird.
5.5.2 Lastbalancierung durch automatische Bereichspartitionierung
In diesem Experiment wird der Einfluss der Datenungleichverteilung auf die Ausführungszeit unter-
sucht. Dazu wird für verschiedene Grade an Datenungleichverteilung die Laufzeit der RepSN-Strategie
mit und ohne Lastbalancierung ermittelt. Durch Manipulation der Blockschlüssel wird dabei der Grad
der Datenungleichverteilung systematisch variiert, um (ähnlich zu Abschnitt 4.4.1) Blockgrößenvertei-
lungen zu erzeugen, die einer Exponentialverteilung folgen. Bei einer festen Anzahl von b = 8 Blöcken
ist die Anzahl der Datensätze des k-ten Blocks proportional zu e−s·k. Dabei ist s ≥ 0 ein Parameter, um
den Grad der Datenungleichverteilung zu justieren. Zur Quantifizierung der Ungleichverteilung der
Blockschlüssel wird der Gini-Koeffizient g = 2·
∑b
i=1 i·Ki
b·∑bi=1 Ki − b+1b verwendet. Dabei bezeichnet Ki die Anzahl
der Datensätze des i-ten Blocks, wobei i ∈ [1, b] und Ki ≤ Ki+1. Ein Gini-Koeffizient von g = 0 drückt
perfekte Gleichverteilung aus (s = 0), ein Wert von g = 1 drückt eine maximale Ungleichverteilung
aus (s → ∞). Das Experiment wurde in einem 4-Knoten Cluster (mit acht Map- und acht Reduce-
Prozessen) mit einer Fenstergröße von w = 100 durchgeführt. Für die Konfigurationen mit manueller
Bereichspartitionierung wurde eine simple Partitionierungsfunktion gewählt, die den i-ten von b = 8
Blöcken dem i-ten von r = 8 Reduce Tasks zuweist.
Abbildung 5.8(a) zeigt die resultierenden Ausführungszeiten. Erwartungsgemäß ist die manuelle Be-
reichspartitionierung anfällig für ungleichmäßig verteilte Blockschlüssel. Große Unterschiede in der
Häuigkeitsverteilung der Blockschlüssel implizieren eine ungleichmäßige Auslastung der Reduce Tasks
und erhöhen die Gesamtausführungszeit des MapReduce-Programms, die durch die Rechenzeit des zu-
letzt endenden Reduce-Tasks bestimmt wird. Im Gegensatz dazu ist bei Verwendung der automatischen
Bereichspartitionierung eine gleichmäßige Auslastung der Reduce-Tasks garantiert. Da die Anzahl der
Paarvergleiche nicht durch die Datenverteilung beeinflusst wird, konnte daher für alle untersuchten
Grade an Datenungleichverteilung eine nahezu konstante Ausführungszeit beobachtet werden. Der zu-
sätzliche Aufwand der KPM-Berechnung beträgt etwa 2,5 Minuten. Aus diesem Grund ist bei gleich-
verteilten Daten die manuelle Festlegung einer Partitionierungsfunktion effizienter als der vorgestellte
106
Kapitel 5 – Sorted Neighborhood
(a) Laufzeitvergleich bei manueller und automatischer Be-
reichspartitionierung (p = 1)
(b) Skalierbarkeitsverhalten bei automatischer Bereichsparti-
tionierung (p = 1)
Abbildung 5.8: Laufzeiten für verschiedene Grade an Datenungleichverteilung unter Verwendung von
n = 4 Knoten, r = 8 Reduce-Tasks und einer Fenstergröße von w = 100 (links). Laufzeit und Speedup-
Werte des RepSN-Verfahrens bei automatischer Bereichspartitionierung und einer Fenstergröße von w =
5.000 (rechts).
Ansatz zur Lastbalancierung. Abbildung 5.8(a) zeigt, dass eine automatische Bereichspartitionierung
für das untersuchte Beispiel ab einem Gini-Koeffizienten von g > 0.257 zu favorisieren ist. Bei der
Verarbeitung von Realweltdaten mit nicht künstlichen generierten Blockschlüsseln ist aufgrund der
Spracheigenschaften von einer deutlichen Datenungleichverteilung auszugehen. Vor diesem Hinter-
grund und angesichts der Tatsache, dass dem vergleichsweise geringen Aufwand zur Vorabdatenanalyse
der Daten ein großes Potential zur Verbesserung der Laufzeit gegenübersteht, ist eine automatische, da-
tengetriebene Bestimmung der Partitionierungsfunktion stets einer aufwändigen manuellen Festlegung
vorzuziehen.
Zur Demonstration der Skalierbarkeit der RepSN-Strategie mit automatischer Bereichspartitionierung
wurde die Fenstergröße auf w = 5.000 erhöht (6, 91 · 109 Kandidatenpaare) und die Laufzeit für eine
zwischen 1 und 100 variierende Anzahl an Clusterknoten untersucht. Für dieses Experiment bildeten
die ersten drei Buchstaben einer Publikation den Blockschlüssel, zur Quantifizierung der Ähnlichkeit
wurde die Trigrammähnlichkeit der Publikationstitel bestimmt. Abbildung 5.8(b) zeigt die gemessenen
Ausführungszeiten und Speedup-Werte. Die Ergebnisse zeigen, dass die zeitintensiven Paarvergleiche
gleichmäßig auf die einzelnen Reduce-Tasks und Knoten verteilt werden kann. Die Gesamtausführungs-
zeit konnte von 25h bei Verwendung eines einzigen Knotens auf 20 Minuten bei der Verwendung von
100 Knoten reduziert werden. Die entspricht einem Speedup von≈74. Bis ca. 40 Knoten konnte ein na-
hezu lineares Speedup-Verhalten beobachtet werden. Für einen noch höheren Parallelitätsgrad (größere
Knotenanzahl) wächst der Speedup nicht mehr linear, dies ist durch ein verringertes Lastbalancierungs-
potential für viele “kleine” Tasks zurückzuführen. Zudem führt die große Fenstergröße in Verbindung
mit einer hohen Knotenanzahl (und damit einer hohen Anzahl von Reduce-Tasks) dazu, dass sehr viele
Boundary Entities eines Reduce-Tasks i zum nachfolgenden Reduce-Task i + 1 und sogar zu weiteren
Reduce-Tasks j > i + 1 repliziert werden müssen.
7 Zum Vergleich: Die sorgfältig konstruierte Partitionierungsfunktion des Experimentes aus Abschnitt 5.5.1 hat einen Gini-
Koeffizienten von g = 0.13. Eine einfache Aufteilung der sortierten Blockschlüssel in r = 8 Intervalle mit den Intervallgrenzen
c, f , i, l, o, r und u resultiert in einem Gini-Koeffizienten von g = 0.32.
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Abbildung 5.9: Vergleich der p-fachen Ausführung des Single-passRepSN-Verfahrens mit der einmaligen
Ausführung des MultiRepSN-Verfahrens (wi = 100, automatische Bereichspartitionierung).
5.5.3 Multi-pass Sorted Neighborhood
Im Rahmen dieses Experiments wird die im Abschnitt 5.9 beschriebene Multi-pass-Implementierung
mit der mehrfachen Ausführung des RepSN-Basisverfahrens verglichen. Dazu wird die Laufzeit bei-
der Implementierungen für p = 1, . . . , 4 und wi = 100 in einem Cluster bestehend aus n = 4 Kno-
ten gemessen. Um den Einfluss von Datenungleichverteilung zu eliminieren, wird für beide Verfahren
die im Abschnitt 5.5.2 beschriebene automatische Bereichspartitionierung eingesetzt. Zusätzlich zum
Default-Blockschlüssel für den ersten Durchgang wurden drei weitere Blockschlüsselgenerierungsfunk-
tionen eingesetzt: Nachname des Erstautors (zweiter Durchgang), Verkettung des ersten Buchstabens
der Nachnamen aller Autoren (dritter Durchgang) sowie die Verkettung des ersten Buchstabens des
Publikationstitels und des Nachnamens des Erstautors (vierter Durchgang).
Abbildung 5.9 zeigt die gemessenen Ausführungszeiten. Da eine Verdopplung von p zu einer Verdopp-
lung der Anzahl der Paarvergleiche P führt, kann in beiden Fällen ein zur Anzahl der Durchgänge
proportionales Wachstum der Ausführungszeit beobachtet werden. Durch die automatische Bereichs-
partitionierung ist zudem in beiden Fällen sichergestellt, dass alle Reduce-Tasks gleich ausgelastet sind.
Die größere Ausführungszeit der mehrfachen Ausführung des Basisverfahrens (p× RepSN) ergibt sich
dadurch, dass die gleiche Datenmenge p-mal aus dem verteilten Dateisystem eingelesen und geparst
werden muss. Dem steht ein vergleichsweise geringer Overhead (vier- statt dreistellige map-Ausgabe-
Schlüssel) der MultiRepSN-Strategie gegenüber. Für p > 1 schneidet die Multi-pass Implementierung
deutlich besser ab. Diese Laufzeiteinsparung ist umso größer, je mehr Blockschlüsselgenerierungsfunk-
tionen verwendet werden. Für das untersuchte Beispiel konnte eine Einsparung von 17% (p = 2), 23%
(p = 3) bzw. 28% (p = 4) erreicht werden.
5.5.4 Datenqualität vs. Ausführungszeit
In diesem Abschnitt wird demonstriert, dass ein Multi-pass-Ansatz sowohl zur Verbesserung der Match-
Qualität beitragen als auch zur einer Laufzeitverringerung führen kann. Da für die bisher betrachtete
Datenquelle kein perfektes Match-Ergebnisses existiert, musste auf eine andere Datenquelle zurück-
gegriffen werden, um die Match-Qualität verschiedener Konfigurationen evaluieren zu können. Die
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Kapitel 5 – Sorted Neighborhood
Single-pass Multi-pass (p=2) 
Window size w=1,000 w1=w2=500 w1=w2=200 w1=w2=100 
#Comparisons 7.5106 7.7106 3.1106 1.6106 
Reduction Ratio 76.5% 75.7% 90.3% 95.1% 
Execution time 
[in s] 
110 109 81 69 
Pairs TC Pairs TC Pairs TC Pairs TC 
Precision 91.7% 90.7% 88.8% 82.9% 88.1% 82.7% 87.1% 81.8% 
Recall 62.0% 71.0% 75.5% 88.5% 68.7% 85.9% 58.5% 77.2% 
F-Measure 74.0% 79.6% 81.6% 85.6% 77.2% 84.3% 70.0% 79.5% 
Abbildung 5.10: Vergleich der Match-Qualität und der Ausführungszeiten einer Single-pass- und dreier
Multi-pass Konfigurationen mit verschiedenen Fenstergrößen. Pairs gibt die von der jeweiligen Konfi-
guration erzielte Match-Qualität alleinig auf Basis der als Match klassifizierten Paare an. TC gibt die
Qualität nach Berechnung der transitiven Hülle an.
Datenquelle wurde aus der in [140] verwendeten Menge von Publikationsdatensätzen8 abgeleitet, für
die ein perfektes Match-Ergebnis vorliegt. Die resultierende Eingabedatenmenge besteht aus 5.343 Pu-
blikationsdatensätzen der Datenquelle Scholar für die jeweils eine korrespondierende Publikation in
der duplikatfreien Datenquelle DBLP enthalten ist. Zunächst wurde das Single-pass RepSN-Verfahren
mit einer Fenstergröße von w = 1.000 durchgeführt und die Ergebnisse mit denen dreier verschiede-
ner Multi-pass Konfigurationen (p = 2) mit den Fenstergrößen w1 = w2 = 500, w1 = w2 = 200 und
w1 = w2 = 100 verglichen. Im ersten Durchgang diente der erste Buchstabe des Namens des Erstautors
als Blockschlüssel, im zweiten Durchgang wurde der erste Buchstabe des Publikationstitels verwen-
det. Datensätze mit einer Trigrammähnlichkeit des Titels von mindestens 0,75 wurden als Duplikate
klassifiziert. Die Evaluierung erfolgte in einem Cluster bestehend aus vier Knoten (mˆ = rˆ = 8) unter
Verwendung der automatischen Bereichspartitionierung.
Der obere Bereich der Abbildung 5.10 zeigt die beobachteten Ausführungszeiten sowie die Anzahl der
durchgeführten Paarvergleiche. Die Reduction Ratio gibt den Anteil der eingesparten Vergleiche zu der
Anzahl aller Paare (31, 7·106) an. Der untere Teil der Abbildung 5.10 listet die Qualität (Precision, Recall
und F-Measure) des Match-Ergebnisses für alle vier Konfigurationen an. Zusätzlich wird die Qualität
nach Berechnung der transitiven Hülle der Match-Ergebnisse angegeben.
Die Single-pass-Konfiguration (w = 1.000) und die Multi-pass-Konfiguration mit w = 500 resultieren
in einer vergleichbaren Anzahl an Paarvergleichen und demzufolge einer ähnlichen Laufzeit. In beiden
Fällen führt die Berechnung der transitiven Hülle zur Entdeckung weiterer Duplikate und damit zu einer
Verbesserung des Recalls. Der Multi-pass-Ansatz erreicht trotz der kleineren Fenstergöße einen deut-
lich höheren Recall und ein höheres F-Measure, da durch die Verwendung mehrerer Blockschlüssel auch
Datensätze miteinander verglichen werden, die zuvor nicht innerhalb eines Fensters lagen. Eine wei-
tere Verkleinerung der Fenstergröße auf w = 200 führt im Vergleich zur Single-pass Konfiguration mit
w = 1.000 zu einer um ca. 25% verringerten Ausführungszeit. Auch für w = 200 resultiert die Berech-
nung der transitiven Hülle in einer deutlichen Verbesserung des F-Measures. Selbst mit der kleinsten
verwendeten Fenstergröße von w = 100 lässt sich nach Anwendung der transitiven Hülle ein ähnli-
ches F-Measure wie bei der Single-pass Konfiguration mit w = 1.000 erzielen. Dem steht gleichzeitig
eine Verringerung der Ausführungszeit um 40% gegenüber. Die Ergebnisse zeigen, dass mittels eines
Multi-pass Sorted Neighborhood-Ansatzes im Vergleich zum klassischen Sorted Neighborhood selbst
für deutlich kleinere Fenstergrößen eine bessere Match-Qualität erzielt werden kann.
8 http://dbs.uni-leipzig.de/file/DBLP-Scholar.zip
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Abschnitt 5.6 – Zusammenfassung
5.6 Zusammenfassung
In diesem Kapitel wurde untersucht, wie sich das Sorted Neighborhood-Verfahren mit MapReduce um-
setzen lässt, um die Ähnlichkeitsberechnung der Kandidatenpaare über mehrere Prozessoren und Rech-
ner parallelisieren zu können. Zu diesem Zweck wurden zwei MapReduce-Implementierungen namens
JobSN und RepSN vorgestellt und deren Effizienz und Skalierbarkeit anhand einer Realweltdatenquel-
le in einem lokalen Cluster sowie einem Cluster in einer Cloud-Umgebung evaluiert. Um eine Ska-
lierbarkeit der Verfahren gewährleisten zu können, wurde zusätzlich ein Ansatz zur datengetriebe-
nen Bereichspartitionierung vorgestellt, der eine gleichmäßige Auslastung der verwendeten Ressour-
cen gewährleistet. Der Lastbalancierungsansatz erweitert die beiden Basis-Algorithmen und unterstützt
gleichzeitig Multi-pass-Strategien mit unterschiedlichen Fenstergrößen pro Durchgang. Dies ermöglicht
die Kapselung mehrerer Durchgänge des Basisverfahrens in einem MapReduce-Job und vermeidet so-




Distanzberechnung in affinen Räumen
Dieses Kapitel widmet sich der MapReduce-Parallelisierung des kürzlich veröffentlichten HR3-Verfah-
rens [181] zur Bestimmung aller Paare von Punkten eines affinen Raumes, deren Minkowski-Distanz
kleiner als ein vorgegebener Schwellwert ist. Dazu wird eine Diskretisierung des affinen Raumes vorge-
nommen und entsprechend der vorgegebenen Granularität der Diskretisierung eine effektive Einschrän-
kung der Kandidatenmenge vorgenommen. Das HR3-Verfahren wird im Abschnitt 6.1 näher erläutert.
Im darauffolgenden Abschnitt 6.2 wird zunächst eine direkte MapReduce-Umsetzung des Ausgangsver-
fahrens beschrieben. Aufbauend darauf wird eine Erweiterung vorgestellt, die auch im Falle ungleich-
mäßig im Raum verteilter Punkte, eine gleichmäßige Aufteilung der finalen Abstandsberechnungen auf
die Cluster-Ressourcen gewährleistet und unnötige Replikation von Daten vermeidet. Eine Evaluation
beider Verfahren erfolgt im Abschnitt 6.3.
6.1 Einführung
Der HR3-Algorithmus [181] erlaubt die effiziente Bestimmung aller Paare von Punkten eines affi-
nen Raumes deren Abstand einen vorgegebenen Schwellwert θ ∈ R+ nicht überschreitet. Als Ab-
stand zweier Punkte x , y ∈ Rn wird die Minkowski-Distanz der Ordnung p ≥ 1 betrachtet, die als
δ(x , y) = p
Æ
Σni=1|x i − yi |p definiert ist. Für p = 1 bzw. p = 2 entspricht δ der Manhattan-Distanz bzw.
Euklidischen Distanz. Techniken zur Beantwortung solcher Fragestellungen können beispielsweise bei
der Umkreissuche zum Einsatz kommen. Darüber hinaus kann mithilfe von Abständen ein Blocking rea-
lisiert werden. Weisen die Datensätze einer Datenquelle u. a. n ≥ 1 numerische Attributen desselben
Wertebereiches auf, so kann jeder Datensatz in einen n-dimensionalen Raum abgebildet werden. Die
Menge aller Datensatzpaare, deren Abstand unterhalb einen vorgegebenen Schwellwerts liegt, bildet
die Kandidatenmenge, die zur weiteren Ähnlichkeitsberechnung herangezogen wird. Denkbare Ein-
satzszenarien sind die Gruppierung von Produkt- oder Personendatensätzen, deren Verkaufspreise bzw.
Altersangaben um einen maximalen Betrag divergieren oder die Gruppierung von Orten anhand ihrer
geographischen Koordinaten bei der Integration von Ortsdatensätzen aus heterogenen Quellen.
Die Grundidee des HR3-Algorithmus ist es, den Raum in Hypercubes1 derselben Kantenlänge ∆= θ/α
aufzuteilen. Die Granularität α ∈ N\{0} muss in Abhängigkeit der Dimensionalität n dabei so gewählt
werden, dass n(α−1)p > αp gilt. Für jeden nichtleeren Hypercube wird anschließend vermerkt, welche
Punkte in ihm enthalten sind. Dazu wird jeder Datensatz x = (x1, . . . , xn) der Datenquelle R zu den dis-
kreten Koordinaten (bx1/∆c, . . . , bxn/∆c) abgebildet. Die Menge aller möglichen Punkte mit denselben
diskreten Koordinaten formt einen Hypercube (im Folgenden bezeichnet als Cube). Der Cube, welcher
den Punkt x enthält, wird mit C(x) bezeichnet. Des Weiteren wird der Vektor (bx1/∆c, . . . , bxn/∆c) ∈ Nn
als Koordinaten von C(x) bezeichnet. Abbildung 6.1 illustriert die Diskretisierung anhand 11 verschie-
dener Ortsdatensätze. Der Punkt B mit den Koordinaten (12,3436; 51,3339) wird für θ = 0,02 und
α= 4 auf die diskreten Koordinaten (2468,10226) abgebildet.
Um die Menge der Punkte einzuschränken, mit denen ein Punkt x verglichen werden muss, werden
1 engl. Hypercube = Hyperwürfel
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Point Place Longitude Latitude C(Point) 
A Auensee 12.3194 51.3688 (2463,10273) 
B Palmgarten 12.3436 51.3339 (2468,10226) 
C Red Bull Arena 12.3482 51.3457 (2469,10269) 
D Baumwollspinnerei 12.3201 51.3277 (2464,10265) 
E Zeitgeschichtliches 
Forum Leipzig 
12.3758 51.3397 (2475,10267) 
F St. Nicholas Church 12.3786 51.3395 (2475,10267) 
G University of Leipzig 12.3790 51.3390 (2475,10267) 
H City-Hochhaus Leipzig 12.3794 51.3375 (2475,10267) 
I Monument  to the 
Battle of the Nations 
12.4130 51.3122 (2482,10262) 
J Südfriedhof 12.4125 51.3091 (2482,10261) 
K Agra Park  12.3913 51.2841 (2478,10256) 
Π0 
Π1 
= { C‘ | index(C(B), C‘) ≤ 𝛼𝑝} 
Abbildung 6.1: Anwendung des HR3-Algorithmus für eine Datenquelle bestehend aus 11 Orten in Leip-
zig. Zur Bestimmung aller Punkte, deren Euklidische Distanz maximal θ = 0.02 beträgt, wird zunächst
eine virtuelle Aufteilung des Raumes in eine Menge von Hypercubes (hier Quadrate) mit einer Kanten-
länge von∆= θ/4 vorgenommen. Ein Hypercube wird durch seine Koordinaten (c1, ..., cn) identifiziert.
Die grau schattierten Zellen kennzeichnen {C ′ | index(C(B), C ′)≤ αp}, also die Menge aller Cubes, die
potentiell Punkte enthalten, die mit dem Punkt B verglichen werden müssen.
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Kapitel 6 – Distanzberechnung in affinen Räumen
Algorithmus 6.1: Der HR3-Algorithmus
Input : Dataset R, order p of Minkowski distance δ, distance threshold θ , space tiling granularity factor α, dimensionality n of the affine space
Output : M = {(x , y) ∈ R× R | δ(x , y)≤ θ}
1 cubeMap← empty map;
2 M ← {};
3 ∆← θ/α;
4 foreach r ∈ R do
5 // Build Map<Cube,Set<Point>>
6 cubeMap(br1/∆c, ..., brn/∆c)←
7 cubeMap(br1/∆c, ..., brn/∆c)∪ {r};
8 foreach (c1, . . . , cn) ∈ cubeMap.ke ySet() do
9 foreach (c′1, . . . , c′n) ∈ getRelatedCubes((c1, . . . , cn)) do
10 cmp← compareCubes((c1, . . . , cn), (c′1, . . . , c′n));
11 if cmp < 0 then
12 foreach x ∈ cubeMap.get((c1, . . . , cn)) do
13 foreach y ∈ cubeMap.get((c′1, . . . , c′n)) do
14 if computeDistance(x, y) ≤ θ then
15 M ← M ∪ {(x , y)};
16 else if cmp = 0 then
17 bu f ← {};
18 foreach y ∈ cubeMap.get((c1, . . . , cn)) do
19 foreach x ∈ bu f do
20 if computeDistance(x, y) ≤ θ then
21 M ← M ∪ {(x , y)};
22 bu f ← bu f ∪ {y};
23 return M ;
24 getRelatedCubes(C)
25 RC ← {C ′ | index(C , C ′)≤ αp} with
26 index(C , C ′) =
0, if ∃i : |ci − c
′
i | ≤ 1 with i ∈ {1, ..., n},
n∑
i=1
(|ci − c′i | − 1)p else. ;
27 return RC;
28 compareCubes(C, C’)
29 for i← 1 to n do
30 if ci 6= c′i then





Σni=1|x i − yi |p;
mittels der Funktion in Formel 6.1 alle Cubes C ′ bestimmt, für die gilt: index(C(x), C ′)≤ αp.
index(C , C ′) =
0, wenn ∃i : |ci − c
′
i | ≤ 1 mit i ∈ {1, ..., n},
n∑
i=1
(|ci − c′i | − 1)p sonst. (6.1)
Anschließend müssen alle Punkte y 6= x eines jeden Cubes C ′ mit x verglichen werden. In [181] wurde
gezeigt, dass auf diese Weise alle Punkte y mit δ(x , y) ≤ θ gefunden werden und durch Erhöhung
der Granularität α jede mögliche Reduction Ratio erreicht werden kann. Im Beispiel von Abbildung 6.1
kennzeichnet der grau schattierte Bereich alle Cubes, deren Punkte (hier C , D) mit B verglichen wer-
den müssten, da Ihre Distanz zu B kleiner oder gleich θ sein kann. Insgesamt kann für das Beispiel
eine Reduction Ratio von ca. 82% erreicht werden, da nur 10 statt 55 Distanzberechnungen durchge-
führt werden müssen. Algorithmus 6.1 zeigt den Pseudocode des HR3-Algorithmus für eine einzelne
Datenquelle. Eine Anpassung für zwei Datenquellen ist leicht möglich, wird im weiteren Verlauf dieses
Kapitels jedoch nicht betrachtet.
6.2 MapReduce-Umsetzung des HR3-Algorithmus
Für große Datenquellen kann sowohl die wiederholte Berechnung der Funktion getRelatedCubes (Algo-
rithmus 6.1 Zeile 24–27) als auch die große Anzahl an Distanzberechnungen (Algorithmus 6.1 Zeile 33–
34) zu hohen Laufzeiten führen und eine Parallelverarbeitung erfordern. Im Falle, dass der Punktab-
stand lediglich als Kriterium zum Clustern der Datensätze verwendet wird, erhöht sich die Ausfüh-
rungszeit zusätzlich um die Zeit, die für die eigentliche Ähnlichkeitsberechnung benötigt wird. In die-
sem Abschnitt wird zunächst eine MapReduce-Basisimplementierung des HR3-Algorithmus vorgestellt.
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Abschnitt 6.2 – MapReduce-Umsetzung des HR3-Algorithmus
Algorithmus 6.2: MapReduce-Implementierung des HR3-Algorithmus
1 map(kin=unused, vin = x)
2 ∆← θ/α;
3 C(x)← (bx1/∆c, ..., bxn/∆c);
4 RC ← getRelatedCubes(C(x));
5 cid1 ← getCubeId(C(x));
6 foreach C ′ ∈ RC do
7 cid2 ← getCubeId(C ′);
8 if cid1 ≤ cid2 then
9 output(cid1.cid2.0, (x, 0));
10 else
11 output(cid2.cid1.1, (x, 1));
12 getCubeId((c1, . . . , cn))
13 str← empty string;
14 for i← 1 to n do
15 if i > 0 then
16 str← str.append(“_”);
17 str← str.append(ci);
18 // part = hash(cid1,cid2) mod r
19 // sort component-wise by entire key
20 // group by cid1, cid2
21 reduce(ktmp=cid1, cid2. f lag,
vtmp=list< (x , f lag)>)
22 bu f ← {};
23 if cid1 = cid2 then
24 foreach (x , f lag) ∈ vtmp do
25 foreach y ∈ bu f do
26 compare(x, y);
27 bu f ← bu f ∪ {x};
28 else
29 foreach (x , f lag) ∈ vtmp do
30 if flag=0 then
31 bu f ← bu f ∪ {x};
32 else
33 foreach y ∈ bu f do
34 compare(x, y);
Anschließend wird eine Erweiterung des Verfahrens beschrieben, das Lastbalancierung garantiert und
unnötige Datenreplikation vermeidet.
6.2.1 Basisimplementierung
HR3 kann mittels eines einzigen MapReduce-Jobs implementiert werden. Die Grundidee ist, den Ab-
stand zwischen Punkte zweier verwandter Cubes in einem Aufruf der reduce-Funktion zu berechnen.
Zwei Cubes C , C ′ werden als verwandt bezeichnet, wenn index(C , C ′) ≤ αp gilt. Dazu bestimmt die
map-Funktion für jeden Punkt x die Koordinaten des umgebenden Cubes C(x) sowie die Menge der
verwandten Cubes RC , die Punkte innerhalb der Maximaldistanz enthalten könnten (Algorithmus 6.2
Zeile 3–4). Für jeden Cube C ′ ∈ RC gibt die map-Funktion ein Schlüssel-Wert-Paar mit dem zusammen-
gesetzten Schlüssel (cid1cid2flag) und dem Wert (x, flag) aus (Algorithmus 6.2 Zeile 6–11). Die ersten
beiden (textuellen) Schlüsselkomponenten cid1 = min{C(x).id, C ′.id} und cid2 = max{C(x).id, C ′.id}
identifizieren die beiden betroffen Cubes C und C ′ anhand ihrer Koordinaten. Das flag kennzeichnet,
ob x zum ersten (flag = 0) oder zum zweiten Cube gehört (flag = 1).
Die Umverteilung der Schlüssel-Wert-Paare zu den Reduce-Tasks erfolgt durch Anwendung einer Hash-
funktion auf die ersten beiden Schlüsselkomponenten cid1 und cid2. Dies weist alle Punkte aus C(x)∪C ′
demselben Reduce-Task zu. Die Sortierung der Schlüssel-Wert-Paare erfolgt komponentenweise an-
hand des vollständigen Schlüssels. Jeder Reduce-Task ruft die reduce-Funktion für alle eingehenden
Schlüssel-Wert-Paare auf, deren erste beiden Schlüsselkomponenten übereinstimmen. In der reduce-
Funktion erfolgt die Distanzberechnung der übergebenen Punkte. Durch die Sortierung der Schlüssel-
Wert-Paare ist sichergestellt, dass alle Punkte des ersten Cubes vor den Punkten des zweiten Cubes
von der reduce-Funktion verarbeitet werden. Dies ermöglicht einen effizienten Vergleich von Punkten
verschiedener Cubes, da nur die Punkte des ersten Cubes im Hauptspeicher gepuffert werden müssen.
Der beschriebene Ansatz hat zwei fundamentale Schwächen. Da jeder Map-Task nur die Daten seiner
Eingabepartition bearbeitet, hat er keine Kenntnis über die globale Datenverteilung. Dementsprechend
wird jeder Punkt |RC | mal repliziert, unabhängig davon, ob in jedem der verwandten Cubes ein Punkt
enthalten ist oder nicht. Darüber hinaus ist der Ansatz, ähnlich wie die naive Umsetzung des Standard
Blockings, anfällig gegenüber ungleich verteilten Punkten. Durch die inhärente quadratische Komple-
xität der paarweisen Distanzberechnung können moderate Schwankungen in der Anzahl der Punkte
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C0 (2463,10273) 1 0 
C1 (2468,10226) 1 0 
C2 (2469,10269) 1 0 
C3 (2464,10265) 1 0 
C4 (2475,10267) 2 2 
C5 (2482,10262) 0 1 
C6 (2482,10261) 0 1 














M0 C4 - C4 {E, F, G, H} 6 0 
M1 C1 - C2 {B} - {C} 1 1 
M2 C1 - C3 {B} - {D} 1 1 













 M0 C4,0 - C4,1 {E, F} - {G, H} 4 0 
M1 C1 - C2 {B} - {C} 1 1 
M2 C1 - C3 {B} - {D} 1 1 
M3 C4,0 - C4,0 {E, F} 1 1 
M4 C4,1 - C4,1 {G, H} 1 1 
M5 C5 - C6 {I} - {J} 1 0 









C0 (2463,10273) 1 0 
C1 (2468,10226) 1 0 
C2 (2469,10269) 1 0 
C3 (2464,10265) 1 0 
C4 (2475,10267) 2 2 
C5 (2482,10262) 0 1 
C6 (2482,10261) 0 1 














M0 C4 - C4 {E, F, G, H} 6 0 
M1 C1 - C2 {B} - {C} 1 1 
M2 C1 - C3 {B} - {D} 1 1 













 M0 C4,0 - C4,1 {E, F} - {G, H} 4 0 
M1 C1 - C2 {B} - {C} 1 1 
M2 C1 - C3 {B} - {D} 1 1 
M3 C4,0 - C4,0 {E, F} 1 1 
M4 C4,1 - C4,1 {G, H} 1 1 
M5 C5 - C6 {I} - {J} 1 0 
Split M0 
(b) Match-Task-Generierung
Abbildung 6.2: Cube Population Matrix für die Beispieldatenquelle aus Abbildung 6.1 unter Verwen-
dung von m = 2 Map-Tasks (links). Match-Task-Generierung und Zuweisung zu r = 2 Reduce-Tasks
mit/ohne Splitten von “großen” Match-Tasks (rechts).
der einzelnen Cubes zu stark variierenden Ausführungszeiten der bearbeitenden Reduce-Tasks führen.
In Abhängigkeit von der Problemgröße, der Granularität der Aufteilung des Raumes und der Datenver-
teilung kann die Skalierbarkeit des beschriebenen Ansatzes auf einige wenige Knoten beschränkt sein.
Aus diesem Grund wird im folgenden Abschnitt eine Erweiterung der Basisimplementierung vorgestellt,
welche die angesprochenen Probleme behebt.
In [215] wurde kürzlich ein MapReduce-Algorithmus vorgestellt, der eine ähnliche Strategie verfolgt,
um die Menge aller Punkte zu bestimmen, deren Abstand einen vorgegebenen Schwellwert nicht über-
schreitet. Der Ansatz nimmt eine (grobgranularere) Aufteilung des Raumes in Hypercubes der Kanten-
länge θ vor und weist ein benachbartes Cube-Paar einem Reduce-Task zu, der die Distanzberechnung
der enthaltenen Punkte vornimmt. Zusätzlich werden Filtertechniken eingesetzt, um die Anzahl der
Distanzberechnungen von Punkten benachbarter Cubes, deren Abstand größer als der vorgegebene
Schwellwert ist, zu reduzieren. Eine balancierte Aufteilung der Distanzberechnungen auf die zur Ver-
fügung stehenden Reduce-Tasks wurde von den Autoren nicht betrachtet.
6.2.2 Lastbalancierung
Der im Folgenden vorgestellte Ansatz ist eine Variation des BlockSplit-Algorithmus zur effizienten Um-
setzung des Standard Blockings (siehe Abschnitt 4.2). Erneut wird vorab ein Analyse-Job ausgeführt,
der die Eingabedaten parallel scannt und die Anzahl der Punkte aller Cubes bestimmt. Ein zweiter
anschließend ausgeführter MapReduce-Job nutzt diese Statistiken, um die Zuweisung von Punkten zu
Reduce-Tasks so anzupassen, dass alle gesuchten Punktpaare ermittelt werden und eine gleichmäßige
Auslastung der Reduce-Tasks gewährleistet ist.
Data Analysis Job: Der erste MapReduce-Job ermittelt in der Map-Phase für jeden Punkt die Koordi-
naten des umgebenden Cubes und summiert in der Reduce-Phase die Anzahl der Punkte pro Cube und
Eingabepartition. Zu diesem Zweck gibt jeder Map-Task 0≤ i < m ein Schlüssel-Wert-Paar (cidi, 1) für
jeden Punkt seiner Eingabepartition aus. Die Zuweisung der map-Ausgabe-Paare zu den Reduce-Tasks
erfolgt auf Basis der ersten Schlüsselkomponente, zur Sortierung und Gruppierung wird der komplette
Schlüssel verwendet. Die Ausgabe des Analyse-Jobs ist eine Cube Population Matrix (CPM) der Dimen-
sion c × m, die die Anzahl der Punkte von c Cubes über m Eingabepartitionen spezifiziert. Für das
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Beispiel aus Abbildung 6.1 und m = 2 Map-Tasks, die auf den Eingabepartitionen Π0 und Π1 arbeiten,
würde die in Abbildung 6.2(a) gezeigte CPM berechnet werden.
Distance Computation Job: Der zweite MapReduce-Job verwendet dieselbe Anzahl an Map-Tasks und
dieselbe Partitionierung der Eingabedaten. Zum Initialisierungszeitpunkt liest jeder Map-Task die im vo-
rigen Analyse-Job berechnete CPM ein. Ähnlich zum Algorithmus 6.2 werden in der reduce-Funktion
Paare verwandter Cubes verarbeitet. Zu diesem Zweck wird im Basisalgorithmus jeder Punkt von der
map-Funktion |RC |-mal ausgegeben. Im Falle des Beispiels aus Abbildung 6.2(a) würden dementspre-
chend für den Punkt B 77-Schlüssel-Wert-Paare ausgegeben werden, was der Anzahl der grau schraf-
fierten Cubes entspricht. Mithilfe der CPM kann hingegen sehr schnell festgestellt werden, dass nur
drei der 77 Cubes besetzt sind. Dementsprechend kann die ausgegebene Datenmenge signifikant ver-
ringert werden. Insgesamt sind für den Datensatz B des Cubes C(B) = C1 nur die Paare (C1C20,
B0) sowie (C1C30, B0) auszugeben, um in der Reduce-Phase den Abstand zwischen B und C
bzw. B und D berechnen zu können. Da B der einzige Punkt des Cubes C1 ist, kann auf die Ausgabe
des Paars (C1C1.0, B0) verzichtet werden. Des Weiteren können im Vergleich zur Basisimplementie-
rung die länglichen Koordinaten der Cubes durch ganzzahlige Werte (Zeilennummern der CPM) ersetzt
werden, was das umzuverteilende Datenvolumen sowie den Aufwand zur Sortierung und Gruppierung
deutlich reduziert.
Vor Anwendung der map-Funktion auf den ersten Punkt der Eingabepartition erstellt jeder Map-Task
eine Liste von Match-Tasks. Ein Match-Task ist ein Tripel (Ci , C j , w), wobei Ci , C j zwei verwandte Cu-
bes sind und w = |Ci | · |C j | (für i 6= j) bzw. w = |Ci | · (|Ci | − 1)/2 (für i = j) die korrespondieren-
de Workload, also die Anzahl der durchzuführenden Distanzberechnungen, der beiden Cubes ist. Die
Gesamtworkload W entspricht der Summe der Workloads aller Match-Tasks. Um die Aufteilung der
Match-Tasks auf die r Reduce-Tasks festzulegen, sortiert jeder Map-Task die Liste der Match-Tasks zu-
nächst in absteigender Reihenfolge nach der Workload. Anschließend werden die Match-Tasks in dieser
Reihenfolge den Reduce-Tasks nach einer Greedy-Heuristik zugeteilt. Dazu wird der aktuell betrachte-
te Match-Task dem Reduce-Task zugewiesen, der momentan die geringste Gesamtlast zu verrichten
hat. Die für das Beispiel aus Abbildung 6.1 resultierenden Match-Tasks sind im oberen Teil der Ab-
bildung 6.2(b) gezeigt (r = 2). Offenbar führt diese Strategie noch immer zu einer ungleichmäßigen
Auslastung der beiden Reduce-Tasks (sechs zu drei Distanzberechnungen), da der Großteil der Gesamt-
workload vom Match-Task C4 − C4 verursacht wird. Um dem zu begegnen, werden für jeden “großen”
Match-Task M = (Ci , C j , w) mit w > W/r beide Cubes entsprechend der Partitionierung der Eingabe-
daten in m Subcubes unterteilt. Infolgedessen wird (vor der Sortierung und Reduce-Task-Zuweisung)
jeder große Match-Task M in eine Menge kleinerer Match-Tasks zerlegt, die jeweils ein Paar von Sub-
cubes verarbeiten. Der untere Teil der Abbildung 6.2(b) zeigt die Aufteilung des großen Match-Tasks
(C4, C4, 6). Da dessen Workload w = 6 die durchschnittliche Workload eine Reduce-Tasks in Höhe von
9/2 = 4, 5 überschreitet, wird C4 in zwei Subcubes C4,0 (enthält E, F) und C4,1 (enthält G, H) aufgeteilt.
Daraus ergeben sich die drei Subtasks (C4,0, C4,0, 1), (C4,1, C4,1, 1) und (C4,0, C4,1, 4), auf die sich alle Di-
stanzberechnungen des originalen Match-Tasks aufteilen. Dies bewirkt für das Beispiel eine balancierte
Workload beider Reduce-Tasks (fünf zu vier Distanzberechnungen).
Nach der initialen Match-Task-Generierung, erstellt jeder Map-Task i einen Index, der jeden Cube auf die
Menge der entsprechenden Match-Tasks abbildet. Dabei müssen lediglich Cubes berücksichtigt werden,
von denen Punkte in der i-ten Eingabepartition enthalten sind. Für jeden Punkt x bestimmt die map-
Funktion den umgebenen Cube C j := C(x) und schlägt im Index nach, an welchen Match-Tasks C j bzw.
der Subcube C j,i beteiligt ist. Für jeden dieser Match-Tasks, gibt die map-Funktion ein Schlüssel-Wert-
Paar (red_taskmatch_taskflag, xflag) aus. Erneut kennzeichnet das flag, zu welchem der beiden an
einem Match-Task beteiligten (Sub)Cubes der Punkt x gehört. Zum Routing der Schlüssel-Wert-Paare
zu den Reduce-Tasks wird die erste Komponente des zusammengesetzten Schlüssels verwendet. Die
Sortierung erfolgt komponentenweise anhand des vollständigen Schlüssels, die Gruppierung erfolgt
auf Basis der ersten beiden Schlüsselkomponenten, sodass die reduce-Funktion für alle Punkte, deren
Distanz im Rahmen eines Match-Tasks berechnet werden soll, aufgerufen wird. Abbildung 6.3 illustriert
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Abbildung 6.3: Datenfluss der MapReduce-Umsetzung des HR3-Algorithmus für das Beispiel aus Abbil-
dung 6.1 mit Lastbalancierung entsprechend des Schemas aus Abbildung 6.2(b).
Dataset Source Size Features 
DS1 DBPedia 475,000 latitude, longitude 
DS2 Linked Geo Data 500,000 latitude, longitude 
DS3 Linked Geo Data 6,000,000 latitude, longitude 
Abbildung 6.4: Zur Evaluation verwendete Datenquellen.
den Datenfluss der vorgestellten Implementierung für das fortlaufende Beispiel aus Abbildung 6.1.
6.3 Evaluation
In diesem Abschnitt erfolgt eine Evaluation der beiden vorgestellten MapReduce-Implementierungen
des HR3-Algorithmus. Dazu werden in einem ersten Experiment die Laufzeiten beider vorgestellten
Implementierungen für zwei Datensätze ähnlicher Größe aber unterschiedlicher Datenverteilung ver-
glichen. In einem zweiten Experiment wird die Größe des Datensatzes systematisch von 0,5 · 106 bis
6 · 106 erhöht, um die Ausführungszeiten der Basisimplementierung und der Erweiterung mit Lastba-
lancierung in Abhängigkeit der Datenmenge untersuchen zu können. In allen Experimenten wurde die
Euklidische Distanz zwischen den Punkten der Eingabedatenmenge berechnet. Abbildung 6.4 zeigt die
verwendeten Datenquellen. Alle Datenquellen enthalten Ortsdatensätze (z. B. Einrichtungen, Gebäu-
de, Parks und Orte), die durch den jeweiligen Ortsnamen und dessen Geokoordinaten gegeben sind.
In [183] wurden noch weitere Datenquellen mit anderen numerischen Eigenschaften, wie z. B. Hö-
heninformationen, verwendet. Zusätzlich wurde die MapReduce-Implementierung mit einer hybriden
GPU/CPU-Implementierung sowie einer nebenläufigen Implementierung auf einem einzelnen Knoten
unter Verwendung mehrerer Prozessorkerne verglichen. Dabei kamen jedoch verschiedene Rechner,
Berechnungsstrategien und Programmiersprachen zum Einsatz, was einen objektiven Vergleich verhin-
dert. Aus diesem Grund wird hier lediglich auf die MapReduce-Implementierung eingegangen.
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(a) DS1 (b) DS2
Abbildung 6.5: Datenverteilung der Datenquellen DS1 und DS2.
6.3.1 Laufzeitverhalten in Abhängigkeit der Datenverteilung
Zunächst wird die Laufzeit beider Implementierungen für die Datenquellen DS1 und DS2 und verschie-
dene Distanzschwellwerte θ ∈ {0,1; 0,2;0,5; 1} und eine konstante Granularität α = 4 untersucht.
Beide Datenquellen enthalten 500.000 Datensätze. Abbildung 6.5 zeigt, dass sich bei DS2 die gleiche
Anzahl an Punkten auf eine sehr viel kleinere Fläche verteilt. Diese höhere Punktdichte resultiert in
einer sehr viel größeren Anzahl an Punkten pro Cube, was mit deutlich größeren Laufzeiten einher-
geht. Aufgrund des höheren Optimierungspotentials ist also zu erwarten, dass die Implementierung
mit Lastbalancierung für die Datenquelle DS2 zu deutlich besseren Ergebnissen führt. Die Experimente
wurden erneut in einer Amazon-EC2 Umgebung mit 10 virtuellen Maschinen des Typs c1.medium mit
je zwei virtuellen Kernen durchgeführt. Jeder Knoten wurde dahingehend konfiguriert, zwei Map- und
Reduce-Tasks parallel ausführen zu können.
Abbildung 6.6 zeigt die resultierenden Laufzeiten. Mit steigendem Distanzschwellwert θ wächst die
Anzahl der durchzuführenden Distanzberechnungen sowie das zwischen Map- und Reduce-Phase um-
zuverteilende Datenvolumen. Bedingt durch die im Vergleich zu DS2 geringe Punktdichte und damit
deutlich kleinere Anzahl an Distanzberechnungen ist für die Datenquelle DS1 dabei nur ein leichter
Anstieg der Ausführungszeit beider Verfahren zu beobachten. So verdoppelt sich bei der Erhöhung der
Maximaldistanz von θ = 0,1 auf θ = 0,2 zwar die Anzahl der Paarvergleiche, jedoch wächst die Ausfüh-
rungszeit des Basisverfahrens (HR3 Basic) bzw. Lastbalancierungsverfahrens (HR3 LB) lediglich um 4%
bzw. 9%. Eine Verzehnfachung der Maximaldistanz auf θ = 1 erhöht die Anzahl der Distanzberechnun-
gen um den Faktor 17, die Ausführungszeiten wachsen jedoch lediglich um 72% bzw. 52%. Offenbar
dominiert für DS1 die Zeit, die zum Einlesen, Umverteilen und zum Sortieren der Daten benötigt wird,
die Gesamtausführungszeit. Aufgrund dieser Tatsache sowie den geringen absoluten Laufzeiten des Ba-
sisverfahrens in Höhe von maximal drei Minuten für θ = 1 schneidet die Lastbalancierungsvariante für
alle Distanzschwellwerte schlechter ab als das Basisverfahren.
Für die Datenquelle DS2 ist ein anderes Verhalten zu beobachten. Schon für θ = 0,1 sind über 1,4
Millionen Distanzberechnungen durchzuführen, dies entspricht der 65-fachen Anzahl an Distanzbe-
rechnungen, die bei der Bearbeitung von DS1 mit θ = 1 durchzuführen sind. Die Ausführungszeit
beider Implementierungen beträgt im Vergleich zu DS1 jedoch jeweils nur etwa das Zweifache. Dies
unterstreicht, dass die Gesamtausführungszeit bei der Bearbeitung von DS1 nicht durch die Distanzbe-
rechnungen dominiert wird. Für DS2 und θ = 0,1 schneidet die Basisimplementierung noch etwa 7%
besser ab als die Erweiterung mit Lastbalancierung. Mit steigendem Distanzschwellwert θ wächst die
Anzahl der Distanzberechnungen so stark, dass durch die Lastbalancierung eine deutliche Beschleuni-
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(a) DS1 (b) DS2
Abbildung 6.6: Laufzeitvergleich für die Datenquellen DS1 und DS2 für verschiedene Distanzschwell-
werte θ und einer Granularität von α= 4.
gung gegenüber der Basisimplementierung zu beobachten ist. Mit Lastbalancierung konnte eine Ver-
besserung der Laufzeit um 27%, 55% und 62% für θ = 0,2, θ = 0,5 und θ = 1 erreicht werden.
Erwartungsgemäß zahlt sich der Mehraufwand (Datenanalyse, Generierung von Match-Tasks, erhöhtes
Datenvolumen) der Lastbalancierungsvariante für ungleichmäßig verteilte Daten ab einer hinreichend
großen Anzahl an Distanzberechnungen aus, da dieser durch eine gleichmäßigere Aufteilung der Di-
stanzberechnungen zu Reduce-Tasks amortisiert werden kann.
6.3.2 Laufzeitverhalten in Abhängigkeit der Datenmenge
In einem zweiten Experiment wurde das Laufzeitverhalten beider Implementierungen für eine wach-
sende Datenmenge untersucht. Dazu wurden Teilmengen der Datenquelle DS3 mit 0,5 · 106 bis 6 · 106
Datensätzen gebildet und die Menge aller Punktepaare bestimmt, deren Maximalabstand θ = 0,5 be-
trägt. Erneut wurde eine Granularität von α = 4 gewählt. Aufgrund des Hauptspeicherbedarfs bei der
Generierung von Match-Task, des Speicherbedarfs zur Materialisierung der map-Ausgabe und der zu
erwartenden langen Laufzeiten wurde für alle Konfigurationen eine fixe Cloud-Umgebung mit 20 In-
stanzen des Typs c1.xlarge mit acht virtuellen Prozessorkernen und 7 GB Hauptspeicher verwendet.
Abbildung 6.7 vergleicht die Laufzeiten des Basisverfahrens (HR3 Basic) und der Erweiterung mit Last-
balancierung (HR3 LB). Die Lastbalancierungsvariante schneidet für alle untersuchten Konfigurationen
besser als das Basisverfahren ab. Zudem ist deutlich zu erkennen, das mit steigender Datenmenge und
damit einer steigenden Anzahl von Distanzberechnungen die Differenz der Laufzeiten beider Implemen-
tierungen wächst. Konnte für 0,5 ·106 Datensätze lediglich eine Verbesserung von 3% erreicht werden,
so beträgt für 6 · 106 Datensätze die Laufzeit der Lastbalancierungsvariante lediglich ein Viertel der
Laufzeit des Basisverfahrens. Die Ergebnisse untermauern eindrucksvoll die Notwendigkeit des Einsat-
zes von Techniken zur Lastbalancierung bei der MapReduce-Parallelisierung von Distanzberechnungen
zwischen Punkten großer Datenquellen. Es ist zu erwarten, dass sich der Performanzvorteil der Lastba-
lancierungsvariante mit steigender Dimensionalität der Daten oder einer geringeren Granularität der
Raumaufteilung weiter verstärkt.
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Abbildung 6.7: Laufzeitvergleich in Abhängigkeit der Datenmenge (θ = 0,5,α= 4).
6.4 Zusammenfassung
In diesem Kapitel wurde die Parallelisierung des HR3-Verfahrens zur Bestimmung von Punkten eines
mehrdimensionalen affinen Raumes, deren Minkowski-Distanz kleiner als ein vorgegebener Schwell-
wert ist, untersucht. Nach einer Vorstellung der Arbeitsweise des HR3-Algorithmus wurde eine ein-
fache MapReduce-Implementierung vorgestellt, die das Verfahren in einem einzigen MapReduce-Job
umsetzt. Darauf aufbauend wurde eine Erweiterung vorgestellt, die eine gleichmäßige Aufteilung der
Distanzberechnungen auf die genutzten Rechenressourcen gewährleistet. Dabei wurde eine Variation
des im Abschnitt 4.2 vorgestellten BlockSplit-Algorithmus verwendet, die, basierend auf einer Vorabda-
tenanalyse, sogenannte Match-Tasks generiert und diese den zur Verfügung stehenden Reduce-Tasks so
zuweist, dass deren gleichmäßige Auslastung gewährleistet ist. Die Evaluation der Verfahren in einer
Cloud-Umgebung zeigte, dass beim Einsatz von Techniken zur Lastbalancierung für große Datenquellen








Integration maschineller Lernverfahren und
Auswertung des Kartesischen Produktes
Nachdem in den vergangen Kapiteln Methoden zur effizienten und skalierbaren Umsetzung ty-
pischer Blocking-Verfahren betrachtet wurden, befasst sich dieses Kapitel mit der Fragestellung,
wie eine Auswertung des Kartesischen Produktes zweier Datenquellen mithilfe des MapReduce-
Programmiermodells über mehrere Prozessoren und Rechner verteilt werden kann. Parallel dazu wird
gezeigt, wie die Integration maschineller Lernverfahren zur automatischen Klassifikation in den von
Dedoop unterstützten MapReduce-Workflow erfolgt.
7.1 Maschinelle Lernverfahren
Um qualitativ hochwertige Ergebnisse erzielen zu können, ist bei bei der Duplikaterkennung in Re-
alweltdatenquellen erforderlich, bei der Ähnlichkeitsberechnung mehrere Attribute und Ähnlichkeits-
metriken zu betrachten. Je mehr Attribute und/oder Ähnlichkeitsmetriken verwendet werden, umso
schwieriger ist es, eine sinnvolle Strategie festzulegen, wie diese Ähnlichkeitswerte in eine Gesamt-
ähnlichkeit kombinieren werden und daraus eine Klassifikationsentscheidung für ein Kandidatenpaar
abgeleitet werden kann. Aus diesem Grund verwenden aktuelle Entity Resolution-Frameworks Techni-
ken des maschinellen Lernens. Die grundlegende Idee ist, das Entity Resolution-Problem als ein Klassi-
fikationsproblem zu betrachten bei dem jedes Kandidatenpaar anhand der zuvor ermittelten Ähnlich-
keitswerte als Match oder Non-Match klassifiziert werden muss. Zu diesem Zweck wird zunächst ein
Klassifikationsmodell gelernt, dass die Matches der vorgegebenen manuell annotierten Trainingsdaten
bestmöglich von den Non-Matches trennt.
Abbildung 7.1 illustriert die Verwendung maschineller Lernverfahren für einen Entity Resolution-
Workflow mit zwei Eingabedatenquellen R und S. Für die Trainingsphase werden Trainingsbeispiele
(a, b) ∈ R× S als Eingabe benötigt, die mit der Information annotiert sein müssen, ob es sich um Du-
plikat handelt oder nicht. Aufgrund der interaktiven Einbindung des Nutzers eignet sich dieser Schritt
nicht für eine Parallelisierung. Die manuelle Annotation von Trainingsbeispielen ist sehr zeitaufwändig
und erfolgt in der Regel in einem Vorverarbeitungsschritt. Zunächst wird Ähnlichkeitsberechnung für
die Trainingsdaten durchgeführt. Für jedes annotierte Trainingsbeispiel werden dabei, entsprechend der
Workflow-Definition, k Ähnlichkeitsmetriken berechnet. Anhand der resultierenden Ähnlichkeitswerte
und der Vorgabe, ob es sich bei diesem Datensatzpaar um einen Match handelt oder nicht, wird ein
Klassifikationsmodell (z. B. Entscheidungsbaum, Support Vector Machine) generiert. Das gelernte Klas-
sifikationsmodell wird anschließend auf alle Paare des Kartesischen Produktes R× S angewendet, um
eine Klassifikationsentscheidung zu treffen. Wie in der Trainingsphase werden dazu dieselben k Ähn-
lichkeitsmetriken auf denselben Attributen berechnet. Die beschriebene Technik lässt sich problemlos
auf Entity Resolution-Workflows mit Blocking-Schritt anwenden, dabei wird die Anwendung des Klas-
sifikationsmodells jedoch auf eine Teilmenge von R × S beschränkt. Da beim Einsatz eines Blocking-
Verfahren meist auch tatsächliche Matches aus der Menge der Kandidatenpaare entfernt werden, steht
in diesem Kapitel die parallele Auswertung des Kartesischen Produktes im Vordergrund.
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Similarity 
computation 
sim1 … simk match 
0.8 … 0.7 true 
0.4 … 0.6 false 












R S match A1 … Au A1 … Av 
… … … … … … true 
… … … … … … false 
idR idS sim1 … simk match 
... ... 0.5 … 0.6 ? 
... ... 0.8 … 0.9 ? 
Training Data  RS 
Phase 1: Training 
Phase 2: Application 
Abbildung 7.1: Schematischer Überblick eines Entity Resolution-Workflows mit maschinellem Lernver-
fahren zur automatischen Klassifikation der Kandidatenpaare.
Der hohen Effektivität lernbasierter Ansätze steht i. d. R. eine geringe Effizienz gegenüber. Eine Eva-
luation verschiedener Entity Resolution-Frameworks zeigte, dass die Laufzeiten lernbasierter Ansätze
i. Allg. deutlich höher als die nicht lernbasierter Ansätze sind [140]. Nahezu alle untersuchten Verfah-
ren waren nicht in der Lage, das Kartesische Produkt des größten untersuchten Problems (ca. 168 Mio
Paarvergleiche) in einer annehmbaren Zeit auszuwerten und mussten nach einer Laufzeit von mehreren
Tagen abgebrochen werden [140]. Wie später gezeigt wird, ist die Ursache dafür die extrem zeitauf-
wändige Berechnung aller k Ähnlichkeitswerte aller Datensatzpaare. Der Aufwand zum Training und
zur Anwendung des Klassifikationsmodells ist demgegenüber nahezu vernachlässigbar. Im Gegensatz
dazu, kann die Ähnlichkeitsberechnung bei schwellwert- oder regelbasierter Klassifikation oftmals be-
reits nach der Berechnung von k′ < k Ähnlichkeitswerten abgebrochen werden, z. B. wenn klar ist, dass
der Mindestähnlichkeitsschwellwert nicht mehr erreicht werden kann. Da die Schnittstellen populärer
Data Mining-Bibliotheken, wie Weka [99] oder RapidMiner [170], die vollständige Berechnung aller
Ähnlichkeitswerte erfordern, können solche Optimierungen bei der Verwendung lernbasierter Klassifi-
kationsverfahren i. d. R. nicht vorgenommen werden. Um trotzdem akzeptable Antwortzeiten erreichen
zu können, ist eine Verteilung der Paarvergleiche und Klassifikationsentscheidungen auf mehrere Pro-
zessoren und Rechner erforderlich.
Algorithmus 7.1 beschreibt Dedoops Classifier Training Job zum Lernen des Klassifikationsmodells (vgl.
Abschnitt 3.3). Die Trainingsbeispiele haben die Form (id1, id2, match). Dabei ist id1 ein eindeutiger
Identifikator eines Datensatzes der Datenquelle R, wohingegen id2 einen Datensatz der Quelle S be-
schreibt. Jeder Map-Task liest diese Trainingsbeispiele während der Initialisierung ein und puffert diese
im Hauptspeicher. Während der Map-Phase werden die durch id1 bzw. id2 beschriebenen Datensät-
ze um die Attribute angereichert, die für die Berechnung der k Ähnlichkeitswerte benötigt werden.
Dazu wird die map-Funktion auf jeden Datensatz von R ∪ S angewendet und geprüft, ob der Daten-
satz Bestandteil eines Trainingsbeispiels ist. Ist dies der Fall, so wird für jedes Trainingsbeispiel ein
Schlüssel-Wert-Paar (id1id2match, entity) ausgegeben. Da zur Berechnung des Klassifikationsmodells
alle Trainingsdaten als Eingabe benötigt werden, wird nur ein einziger Reduce-Task verwendet. Die
reduce-Funktion wird für jedes Trainingsbeispiel aufgerufen. Innerhalb von reduce wird der Ähn-
lichkeitsvektor eines jeden Trainingsbeispiels berechnet und zu einer Datenstruktur im Hauptspeicher
124
Kapitel 7 – Integration maschineller Lernverfahren und Auswertung des Kartesischen Produktes
Algorithmus 7.1: Training des Klassifikationsmodells
1 map_configure(JobConf jobConf)
2 labeledExamples← empty map;
3 // Format: id1, id2, match
4 foreach line ∈ getTrainingDataPath(jobConf) do
5 labeledPair← parseLine(line);
6 id1 ← labeledPair.getFirstId();
7 id2 ← labeledPair.getSecondId();
8 match← labeledPair.getMatch();













22 id1 ← entity.getId();
23 if labeledExamples.containsKey(id1) then
24 foreach (id2, match) ∈ labeledExamples.get(id1) do








33 // part: single reduce task only
34 // cmp: sort by entire key
35 // group: group by entire key
36 reduce(ktmp=id1.id2.match, list(vtmp)=list(entity))
37 e1 ← list(entity).first();
38 e2 ← list(entity).second();




43 // Write model to DFS
hinzugefügt. Nach der Bearbeitung aller Eingabe-Daten, erfolgt die Berechnung des Klassifikationsmo-
dells auf Basis der im Hauptspeicher gepufferten Ähnlichkeitsvektoren. Das Modell wird abschließend
serialisiert, im verteilten Dateisystem gespeichert und mittels Hadoops Distributed Cache-Mechanismus
in das lokale Arbeitsverzeichnis der Reduce-Tasks des Blocking-based Matching Jobs (vgl. Abschnitt 3.3)
kopiert.
7.2 Parallele Auswertung des Kartesischen Produktes
Da die Anzahl der Trainingspaare i. Allg. sehr viel kleiner als die Menge der Paarvergleiche ist, ist die
Anwendungsphase im Vergleich zur Lernphase sehr viel zeitaufwändiger. In den durchgeführten Expe-
rimenten betrug der Anteil des MapReduce-Jobs zum Lernen des Klassifikationsmodells weniger als 5%
der Gesamtausführungszeit. Des Weiteren wird die Ausführungszeit der Anwendungsphase (Blocking-
based Matching-Job) durch die Ähnlichkeitsberechnung dominiert, die Zeit zur Anwendung des Klassi-
fikationsmodells ist nahezu vernachlässigbar (siehe Abschnitt 7.3.1). Der verbleibende Teil dieses Ab-
schnitts widmet sich daher der Fragestellung, wie die paarweise Ähnlichkeitsberechnung aller Paare des
Kartesischen Produktes R×S mittels MapReduce parallelisiert werden kann. Dafür werden zwei Ansätze
vorgestellt, die die Menge aller Paare auf mehrere Tasks aufteilen und eine parallele Ähnlichkeitsberech-
nung und Klassifikation ermöglichen. Die MapSide-Strategie nutzt die bestehende Datenpartitionierung
und realisiert die Ähnlichkeitsberechnung und Klassifikation vollständig während der Map-Phase. Die
ReduceSplit-Strategie verteilt die auszuwertenden Paare gleichmäßig auf alle Reduce-Tasks und führt
die Ähnlichkeitsberechnung und Klassifikation in der Reduce-Phase durch.
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Abbildung 7.2: Ausführung der MapSide-Strategie für ein Beispiel mit m = 3 Map-Tasks. Die kleinere
Datenquelle R = {a, b} ist zusätzliche Eingabe eines jeden Map-Tasks.
7.2.1 MapSide: Replikation und Pufferung einer Datenquelle
Die MapSide-Strategie basiert auf der Idee des Broadcast Joins [32]. Die Grundidee ist es, die kleinere
Relation (hier R) zur allen Map-Tasks zu broadcasten1. Dazu liest jeder Map-Task zum Initialisierungs-
zeitpunkt die kleinere Datenquelle als zusätzliche Eingabe aus dem verteilten Dateisystem und puffert
sie vollständig im Hauptspeicher. Die reguläre Eingabe des MapReduce-Jobs besteht ausschließlich aus
der größeren Datenquelle (hier S). Innerhalb der map-Funktion wird ein Datensatz aus S mit allen
(im Hauptspeicher gepufferten) Datensätzen aus R verglichen. Die MapSide-Strategie benötigt keine
Reduce-Phase, die Anzahl der Reduce-Tasks wird statisch auf 0 gesetzt. In diesem Fall schreibt Hadoop
die im lokalen Dateisystem der Tasktracker abgelegten map-Ausgabe-Schlüssel-Wert-Paare (die nun das
finale Ergebnis des MapReduce-Jobs darstellen) automatisch in das verteilte Dateisystem und bricht die
Ausführung des MapReduce-Jobs nach der Map-Phase ab. Dadurch kann der Overhead zur Datenumver-
teilung, Sortierung und Gruppierung sowie der Overhead zum Starten und Beenden der Reduce-Tasks
eingespart werden. Kann die kleinere Datenquelle R nicht von allen Map-Tasks vollständig im Haupt-
speicher gepuffert werden, so muss R in x Blöcke unterteilt und das beschriebene Basisverfahren x-mal
wiederholt werden.
Abbildung 7.7(a) illustriert die MapSide-Strategie für ein Beispiel mit einer kleinen Datenquelle R (zwei
Datensätze) und eine größere Datenquelle S (sechs Datensätze). Die Datensätze a, b ∈ R werden von al-
len Map-Tasks während ihrer Initialisierung eingelesen und im Hauptspeicher gepuffert. Anschließend
wird jeder Datensatz aus S (bestehend aus den Partitionen {c, d}, {e, f } und {g, h}) mit allen gepuffer-
ten Datensätzen aus R verglichen. Da jeder Map-Task einen HDFS-Block bearbeitet und die Größe aller
Blöcke (mit Ausnahme des letzten Blocks) übereinstimmt, entstehen keine Lastbalancierungsprobleme.
Im Beispiel führt jeder der m = 3 Map-Tasks 4 von insgesamt 12 Vergleichen durch.
7.2.2 ReduceSplit: Partitionierung und Replikation beider Datenquellen
Die ReduceSplit-Strategie verlangt nicht, dass eine Datenquelle vollständig im Hauptspeicher gepuffert
werden kann und ist deshalb für beliebig große Datenquellen einsetzbar. Die Ähnlichkeitsberechnung
und Klassifikation erfolgt im Gegensatz zur MapSide-Strategie in der Reduce-Phase. Ziel ist dabei eine
1 engl. to broadcast sth. = etwas übertragen, verbreiten, senden
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6 if entity ∈ R then
7 i← counter mod x;
8 for j← 0 to y-1 do
9 output (ktmp=i.j.R, vtmp=(entity, R));
10 else
11 j← counter mod y;
12 for i← 0 to x-1 do
13 output (ktmp=i.j.S, vtmp=(entity, S));
14 counter← counter + 1;
15 // part(key) = i + j · x mod r
16 // cmp: sort by entire key
17 // group: group by i.j
18 reduce(ktmp=i.j.source, list(vtmp)=list(entity, source))
19 bu f ← {};
20 foreach (e2, source) ∈ list(vtmp) do
21 if e2 ∈ R then
22 bu f ← bu f ∪ {e2};
23 else
24 foreach e1 ∈ buf do
25 match(e1, e2);
gleichmäßige Aufteilung aller Paare auf die r Reduce-Tasks. Der ReduceSplit-Ansatz verfolgt die Strate-
gie, beide Datenquellen in disjunkte Blöcke aufzuteilen – die Datenquelle R bzw. S wird dazu in x bzw. y
Blöcke partitioniert. Anschließend werden alle x Blöcke von R mit allen y Blöcken von S abgeglichen.
Das Gesamtproblem wird somit in x · y kleinere Teilprobleme zerlegt, die unabhängig voneinander
parallel durch mehrere Reduce-Tasks bearbeitet werden können.
Jeder Datensatz aus R muss mit allen Datensätzen von insgesamt y Blöcken der Datenquelle S vergli-
chen werden. Umgekehrt muss jeder Datensatz aus S mit allen Datensätzen von insgesamt x Blöcken der
Datenquelle R verglichen werden. Dementsprechend werden während der Map-Phase y Schlüssel-Wert-
Paare für jeden Datensatz der Datenquelle R und x Schlüssel-Wert-Paare für jeden Datensatz aus S aus-
gegeben. Die Schlüssel haben jeweils die Form (ijsource), die Werte haben die Form (entitysource).
Dabei bezeichnet i ∈ [0, x −1] einen Blockindex der Datenquelle R, j ∈ [0, y−1] einen Blockindex der
Datenquelle S und source die Datenquelle des aktuell betrachteten Datensatzes. Bei der Anwendung der
map-Funktion auf einen Datensatz der Datenquelle R wird zunächst bestimmt, in welchem Block sich der
Datensatz befindet. Dazu wird zufällig ein Blockindex i ∈ [0, x−1] des Datensatzes bestimmt. Alterna-
tiv kann der Map-Task einen Zähler führen, der bei jedem Aufruf der map-Funktion inkrementiert wird
und den Blockindex mittels Zähler mod x bestimmen. Anschließend werden y Schlüssel-Wert-Paare
(ijR, entityR) mit j ∈ [0, y − 1] ausgegeben. Analog dazu wird für jeden Datensatz der Quelle S
zunächst der Blockindex j bestimmt. Anschließend werden x Schlüssel-Wert-Paare (ijS, entityS)
mit i ∈ [0, x − 1] ausgegeben.
Algorithmus 7.2 zeigt den Pseudocode der ReduceSplit-Strategie. Da die Anzahl der Blockpaare übli-
cherweise größer als die Anzahl der Reduce Tasks ist, kommt eine Partitionierungsfunktion part(i, j) =
(i+ j · x) mod r zum Einsatz, um die x · y Blockpaare gleichmäßig auf die r Reduce-Tasks aufzuteilen.
Dabei werden alle Blockpaare nummeriert (i+ j · x) und mithilfe der Modulo-Funktion fortlaufend den
Reduce-Tasks zugewiesen. Alle Datensätze werden anhand des vollständigen Schlüssels sortiert. Zur
Gruppierung werden lediglich die ersten beiden Komponenten der zusammengesetzten Schlüssel her-
angezogen, sodass die reduce-Funktion für alle Datensätze eines Blockpaars aufgerufen wird. Durch
die dritte Schlüsselkomponente und die Sortierung der Datensätze ist zusätzlich sichergestellt, dass
während der Verarbeitung der Datensätze eines Blockpaars alle Datensätze von R vor den Datensätzen
aus S verarbeitet werden. Dies erlaubt es, alle |R|/x Datensätze der Datenquelle R im Hauptspeicher
zu puffern und anschließend jeden Datensatz aus S mit allen gepufferten Datensätzen abzugleichen.
Abbildung 7.3 illustriert die Ausführung der ReduceSplit-Strategie für dieselben Datenquellen, die be-
reits in Abbildung 7.7(a) verwendet wurden. Die Datenquelle R ist in x = 2 und die Datenquelle S in
y = 3 Blöcke aufgeteilt. Die Vorgehensweise soll anhand des Datensatzes a ∈ R verdeutlicht werden.
Dieser wird dem ersten Block mit dem Index i = 0 zugewiesen und y = 3 mal mit den Schlüsseln
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Group By: IndexR.IndexS 
Abbildung 7.3: Ausführung der ReduceSplit-Strategie für die Beispieldatenquellen aus Abbildung 7.7(a)
mit m = 3 Map- und r = 3 Reduce-Tasks. Die Datenquelle R ist in die x = 2 Blöcke {a} und {b}
aufgeteilt, die Datenquelle S ist in die y = 3 Blöcke {c, f }, {d, g} und {e, h} aufgeteilt.
(0.0.R), (0.1.R), (0.2.R) ausgegeben. Durch die Partitionierungsfunktion wird a zu allen r = 3 Reduce-
Tasks gesendet und mit den Datensätzen der y = 3 Blöcke {c, f }, {d, g} und {e, h} der Datenquelle S
verglichen.
Der wesentliche Vorteil der ReduceSplit-Strategie gegenüber dem MapSide-Ansatz ist, dass keine der
Datenquellen vollständig im Hauptspeicher gepuffert werden muss. Ein Reduce-Task muss lediglich
|R|/x Datensätze puffern. Diesem Vorteil stehen die Kosten einer höheren Datenreplikation gegenüber.
Während der Map-Phase werden insgesamt |R|· y+|S|·x Schlüssel-Wert-Paare ausgegeben. Die MapSide-
Strategie erfordert lediglich die Replikation der kleineren Datenquelle, dort werden nur |R| ·m Daten-
sätze repliziert. Dementsprechend sollte bei der Verwendung der ReduceSplit-Strategie die Anzahl x
einerseits möglichst klein gewählt werden, um unnötige Datenreplikation zu vermeiden, anderseits je-
doch so groß gewählt sein, dass jeder Reduce-Task |R|/x Datensätze puffern kann. Des Weiteren sollte
y ebenfalls möglichst klein gewählt werden, wobei x · y ein ganzzahliges Vielfaches von r sein sollte,
um eine gleichmäßige Aufteilung aller Blockpaare auf die Reduce-Tasks gewährleisten zu können.
7.2.3 Self-Join: Auswertung aller Paare einer Datenquelle
Bisher wurde die Auswertung des Kartesischen Produktes zweier Datenquellen R und S betrachtet. Soll
zur Duplikaterkennung die Ähnlichkeit aller Datensätze einer einzigen Datenquelle berechnet werden,
ist eine Anpassung der vorgestellten Strategien erforderlich, um keine Paare mehrfach auszuwerten
und keinen Datensatz mit sich selbst zu vergleichen (siehe Ausführungsschema in Abbildung 7.4).
MapSide: Nach wie vor liest jeder Map-Task die Datenquelle R ein und puffert sie im Hauptspeicher.
Die eigentliche Eingabe des MapReduce-Jobs besteht ebenfalls aus R – jeder Map-Task wendet die map-
Funktion auf jeden Datensatz einer Eingabepartition (HDFS-Block) von R an. In der map-Funktion wird
der aktuell betrachtete Datensatz e mit allen gepufferten Datensätzen e′ verglichen, deren Identifikator
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e|R|−1 × × × ×
e|R| × × × × ×

Abbildung 7.4: Schema der Ähnlichkeitsberechnung aller Paare einer Datenquelle R. Jedes “×” kenn-
zeichnet einen durchzuführenden Paarvergleich. Insgesamt sind (|R| · (|R| − 1))/2 Paare auszuwerten.
lexikographisch kleiner als der Identifikator von e ist. Zur effizienten Bearbeitung ist es daher hilfreich,
die gepufferten Datensätze nach dem Identifikator sortiert zu speichern.
ReduceSplit: Die Datenquelle R wird wiederum in x disjunkte Blöcke zerlegt. Für jeden Datensatz wird
dazu in der map-Funktion ein Blockindex i ∈ [0, x−1] bestimmt. Anschließend wird ein Schlüssel-Wert-
Paar (ii⊥, entity) ausgegeben. Dies führt zur einer Gruppierung aller Datensätze eines Blocks in der
Reduce-Phase. In der reduce-Funktion können die einzelnen Datensätze mittels der von Hadoop ange-
botenen Iterator-Schnittstelle schrittweise gelesen und im Hauptspeicher gepuffert werden. Nachdem
ein Datensatz gelesen wurde und bevor er zu der Datenstruktur im Hauptspeicher hinzugefügt wird,
muss er mit allen gepufferten Datensätzen verglichen werden. Auf diese Weise ist sichergestellt, dass
alle Datensätze eines Blocks miteinander verglichen werden und unnötige Vergleiche vermieden wer-
den. Neben dem erwähnten Schlüssel-Wert-Paar werden des Weiteren x − 1 Schlüssel-Wert-Paare der
Form (min{i,j}max{i,j}i, entityi) ausgegeben, wobei gilt: j ∈ {0, . . . , x − 1} \ {i}. Dies erlaubt die
Berechnung des Kartesischen Produktes der Blöcke i und j in der Reduce-Phase.
7.3 Evaluation
In diesem Abschnitt werden die vorgestellten Methoden zur automatischen Klassifikation mittels ma-
schineller Lernverfahren sowie zur Auswertung des Kartesischen Produktes evaluiert. In einem ersten
Experiment (Abschnitt 7.3.1) wird die Anzahl der berechneten Ähnlichkeitsmetriken variiert und de-
ren Einfluss auf die resultierende Match-Qualität untersucht. Des Weiteren wird der Anteil der Ähn-
lichkeitsberechnung an der Gesamtausführungszeit des MapReduce-Jobs ermittelt. Im Abschnitt 7.3.2
erfolgt ein Vergleich der Ausführungszeiten des MapSide- und der ReduceSplit-Strategie für einen fi-
xen Entity Resolution-Workflow. Abschließend wird im Abschnitt 7.3.3 die Skalierbarkeit der MapSide-
Strategie untersucht.
Die Experimente wurden vollständig in einer Amazon EC2-Umgebung mit bis zu 50 virtuellen Maschi-
nen des Typs c1.medium durchgeführt. Jede dieser VMs stellt 1.7GB und zwei virtuelle Prozessorkerne
bereit. Jeder Knoten wurde so konfiguriert, dass maximal zwei Map- bzw. Reduce-Tasks gleichzeitig
ausführen zu können. Die Master-Prozesse zur Verwaltung des verteilten Dateisystems und zur Orche-
strierung der MapReduce-Jobs wurden auf eine weitere VM ausgelagert. Im Rahmen der Experimente
wurde das Kartesische Produkt zweier bibliographischer Datenquellen DBLP (ca. 2.600 Datensätze)
und Scholar (ca. 64.000 Datensätze) berechnet, für die ein perfektes Match-Ergebnis verfügbar ist [140].
Die Auswertung des Kartesischen Produktes beider Datenquellen resultiert in 168,1 Millionen Paaren,
auf die das Klassifikationsmodell anzuwenden ist. Zum Lernen des Klassifikationsmodells wurde ein
Entscheidungsbaum2 sowie eine Support Vector Machine3 der Weka 3.6.4-Bibliothek verwendet.
2 weka.classifiers.trees.LMT (Default-Konfiguration)
3 weka.classifiers.functions.LibSVM (Optionen -K 0 -C 10)
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Abschnitt 7.3 – Evaluation
Decision Tree SVM 
Time in 
mins 
Time breakdown Time in 
mins 
Time breakdown 
Sim Apply MR Sim Apply MR 
Matcher 
 
 11.6 88.4% 3.4% 8.2% 11.6 88.9% 2.7% 8.4% 
 -  19.0 92.7% 2.3% 5.0% 19.1 93.0% 1.8% 5.2% 
 -  25.1 94.1% 1.8% 4.1% 24.4 94.5% 1.5% 4.0% 
 -  42.4 96.5% 1.1% 2.4% 42.9 96.8% 0.9% 2.4% 
 -  46.4 96.8% 1.1% 2.1% 46.2 97.0% 0.9% 2.1% 
 -  51.3 97.1% 1.0% 1.9% 51.7 97.2% 0.8% 2.0% 
Decision Tree SVM 
Matcher 
 
 75.4% 75.4% 
 -  82.1% 82.6% 
 -  82.0% 82.4% 
 -  85.9% 85.2% 
 -  87.1% 85.2% 
 -  86.2% 85.8% 
 - TFIDF (title) 
 - Trigram(title) 
 - Jaccard(title)  
 - TFIDF(authors) 
 - Trigram(authors) 
 - Jaccard(authors) 
Abbildung 7.5: Ausführungszeit der MapSide-Strategie (n = 10 Knoten, m = 100 Map-Tasks) und Auf-
schlüsselung in drei Kategorien. Die Anzahl der berechneten Ähnlichkeitswerte variiert zwischen 1 und
6 (siehe auch Abbildung 7.6).
7.3.1 Analyse der Ausführungszeit und der Match-Qualität
Im ersten Experiment wird für eine variierende Anzahl berechneter Ähnlichkeitsmetriken die Ausfüh-
rungszeit des MapSide-Verfahrens sowie die resultierende Match-Qualität evaluiert. Dazu wurden drei
Ähnlichkeitsmetriken (TFIDF-Ähnlichkeit, Trigram-Ähnlichkeit, Jaccard-Ähnlichkeit) auf zwei verschie-
dene Attribute (Publikationstitel und Autoren) angewendet. Zur automatischen Klassifikation kamen
zwei verschiedene Verfahren des maschinellen Lernens (Entscheidungsbaum und SVM) zum Einsatz.
Die Experimente wurden in einem Cluster bestehend aus n = 10 Knoten durchgeführt. Zur Berechnung
wurden m = 100 Map-Tasks gebildet, um Computational Skew-Effekte abzuschwächen.
Abbildung 7.5 schlüsselt die Ausführungszeit für jede der sechs betrachteten Kombinationen in die
drei Kategorien Ähnlichkeitsberechnung, Anwendung des Klassifikationsmodells und verbleibender
MapReduce-Overhead auf. Die Ergebnisse zeigen, dass die Ausführungszeit sowohl für den Entschei-
dungsbaum als auch für die SVM eindeutig durch die Ähnlichkeitsberechnung dominiert wird. In Ab-
hängigkeit der Anzahl k berechneter Ähnlichkeitswerte nimmt die Ähnlichkeitsberechnung zwischen
88% (k = 1) und 97% (k = 6) der Gesamtausführungszeit des MapReduce-Jobs ein. Für das untersuch-
te Beispiel ist die Anwendung des durch die SVM gelernten Klassifikationsmodells geringfügig schneller
als die Auswertung eines gelernten Entscheidungsbaums. Um die inverse Dokumenthäufigkeit eines To-
kens bestimmen zu können, muss zur Berechnung des ersten und des vierten Ähnlichkeitswerts (siehe
Abbildung 7.6) auf einen materialisierten IDF-Index4 zugegriffen werden. Die Berechnung des vier-
ten Ähnlichkeitswerts (zusätzlich zu den ersten drei) führt deswegen zu einem deutlichen Anstieg der
Ausführungszeit. Die Werte des Autor-Attributs sind i. Allg. deutlich kürzer als die Publikationstitel, zu-
sätzlich ist für viele Datensätze der Scholar-Datenquelle keine Autor-Information vorhanden. Aus diesen
Gründen führt die Hinzunahme des fünften und sechsten Ähnlichkeitswerts im Vergleich zum zweiten
und dritten Ähnlichkeitswert nur zu einer leichten Erhöhung der Ausführungszeit.
Neben der Laufzeit wurde ebenso die Match-Qualität der einzelnen Konfigurationen untersucht (siehe
Abbildung 7.6). Da die Match-Qualität massiv von der Qualität der Trainingsdaten abhängt, wurde die
in [140] vorgeschlagene Ration-Strategie zur Selektion der Trainingsdaten verwendet. Dazu wurden für
jede Konfiguration (k Ähnlichkeitswerte und Entscheidungsbaum/SVM) 500 Paare mit einem Minde-
stähnlichkeitsschwellwert (TFIDF-Ähnlichkeit) von 0, 4 selektiert, wobei mindestens 40% Matches und
Non-Matches darstellten. Diese Vorgehensweise wurde 10-mal wiederholt, Abbildung 7.6 weist die ge-
mittelten Werte aus. Die Ergebnisse zeigen, dass i. Allg. die Verwendung mehrerer Ähnlichkeitsmetriken
und deren Anwendung auf verschiedene Attribute zu einer höheren Match-Qualität führt. So konnte
durch Hinzunahme des Autor-Attributs (vierter Ähnlichkeitswert) eine Erhöhung des F-Measures um
4 Der IDF-Index wurde in einem Vorverarbeitungsschritt durch einen separaten MapReduce-Job erzeugt. Die dafür benötigte
Ausführungszeit ist nicht in den ausgewiesenen Ausführungszeiten enthalten. Der Index liegt im MapFileOutputFormat vor und
wird jedem Knoten mittels Hadoops Distributed Cache-Mechanismus zugänglich gemacht.
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Decision Tree SVM 
Time in 
mins 
Time breakdown Time in 
mins 
Time breakdown 
Sim Apply MR Sim Apply MR 
Matcher 
 
 11.6 88.4% 3.4% 8.2% 11.6 88.9% 2.7% 8.4% 
 -  19.0 92.7% 2.3% 5.0% 19.1 93.0% 1.8% 5.2% 
 -  25.1 94.1% 1.8% 4.1% 24.4 94.5% 1.5% 4.0% 
 -  42.4 96.5% 1.1% 2.4% 42.9 96.8% 0.9% 2.4% 
 -  46.4 96.8% 1.1% 2.1% 46.2 97.0% 0.9% 2.1% 
 -  51.3 97.1% 1.0% 1.9% 51.7 97.2% 0.8% 2.0% 
Decision Tree SVM 
Matcher 
 
 75.4% 75.4% 
 -  82.1% 82.6% 
 -  82.0% 82.4% 
 -  85.9% 85.2% 
 -  87.1% 85.2% 
 -  86.2% 85.8% 
 - TFIDF (title) 
 - Trigram(title) 
 - Jaccard(title)  
 - TFIDF(authors) 
 - Trigram(authors) 
 - Jaccard(authors) 
Abbildung 7.6: Vergleich der durchschnittlichen Match-Qualität (F-Measure) für zwei Verfahren des
maschinellen Lernens und eine variierende Anzahl berechneter Ähnlichkeitswerte.
3-4% erreicht werden. Andererseits kann eine zu hohe Zahl berechneter Ähnlichkeitsmaße aufgrund
von Überanpassung zu einer Verringerung der Match-Qualität führen. Dies kann am Beispiel des sechs-
ten Ähnlichkeitswertes, der als Eingabe für die Erzeugung des Entscheidungsbaums dient, beobachtet
werden. Trotzdem kann i. Allg. festgestellt werden, dass sich die Verwendung mehrerer Ähnlichkeits-
metriken und die Betrachtung verschiedener Attribute positiv auf die erzielte Match-Qualität auswirkt.
Da die Anzahl der berechneten Ähnlichkeitswerte die Gesamtausführungszeit dominiert, unterstreicht
dies die Bedeutung einer effizienten Parallelisierung der Ähnlichkeitsberechnung. Für das untersuchte
Beispiel konnte mit dem Entscheidungsbaum ein um etwa 2% besseres F-Measure erreicht werden. An-
dererseits scheint die SVM weniger sensitiv gegenüber der Wahl der Ähnlichkeitsmetriken und Attribute
zu sein. Für die SVM wurden für die gleichen Datenquellen bereits etwas bessere Ergebnisse berichtet
[140]. Es ist zu erwarten, dass durch Tuning der internen SVM-Parameter eine weitere Qualitätsver-
besserung erreicht werden kann.
7.3.2 Vergleich der MapSide- und ReduceSplit-Strategie
Im zweiten Experiment wird die Laufzeit der MapSide- und ReduceSplit-Strategie in einer fixen Cloud-
Umgebung bestehend aus n = 10 Knoten verglichen. Als Eingabe für die Klassifikation durch einen
analog zum vorigen Abschnitt gelernten Entscheidungsbaum dienen alle sechs Ähnlichkeitswerte (siehe
Abbildung 7.6).
Abbildung 7.7(a) zeigt die Ausführungszeiten der MapSide-Strategie für eine variierende Anzahl m =
k · 20 an Map-Tasks mit 1 ≤ k ≤ 5. In dem verwendeten MapReduce-Cluster, bestehend aus 10 Kno-
ten können, maximal 20 Map-Tasks parallel bearbeitet werden. Durch eine Erhöhung der Anzahl der
Map-Tasks steigt zwar der MapReduce-Overhead zur Verwaltung der einzelnen Tasks, jedoch können
Computational Skew-Effekte reduziert werden. Diese werden durch die Ähnlichkeitsberechnung von
Attributwerten unterschiedlicher Länge sowie durch heterogene Hardware in Cloud-Infrastrukturen
verursacht. Aufgrund des hohen Anteils der Ähnlichkeitsberechnung an der Gesamtausführungszeit
können Zeitunterschiede bei der Bearbeitung von Datenmengen derselben Größe einen wesentlichen
Einfluss auf die Gesamtausführungszeit haben. So konnte die Gesamtausführungszeit bei der Verwen-
dung von m = 100 statt m = 20 Map-Tasks um ca. 20% reduziert werden.
Zur Evaluation der ReduceSplit-Strategie wurde hingegen eine fixe Anzahl an m = 20 Map- und r = 20
Reduce-Tasks verwendet, da x · y Blockpaare definiert werden, die nach dem Round Robin-Prinzip
durch 20 Reduce-Tasks bearbeitet werden. Durch Wahl von x und y können problemlos mehr als 20
Blockpaare gebildet werden, was der Abschwächung der Computational Skew-Effekte durch die Ver-
wendung einer höheren Anzahl an Map-Tasks bei der MapSide-Strategie gleichkommt. Im Experiment
wurden x und y zwischen 1 und 20 variiert. Abbildung 7.7(b) zeigt die Ausführungszeiten aller evalu-
ierten Kombinationen. Zusammenfassend konnte für den betrachteten Fall Folgendes festgestellt wer-
den. Für x · y < r ist die Ausführungszeit deutlich höher als für die übrigen Kombinationen, da nicht alle
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Scholar | y 
1 5 10 15 20 
DBLP | x 
1 871.4 167.8 91.9 70.5 54.0 
5 186.5 75.8 59.9 53.7 49.0 
10 101.4 64.0 55.6 57.5 54.3 
15 71.9 54.4 54.6 56.7 53.5 
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1 5 10 15 20 
DBLP | x 
1 871.4 167.8 91.9 70.5 54.0 
5 186.5 75.8 59.9 53.7 49.0 
10 101.4 .0 5 .6 57.5 54.3 
15 71.9 54.4 54.6 56.7 53.5 










Abbildung 7.7: Ausführungszeiten des MapSide-Verfahrens für eine variierende Anzahl m an Map-Tasks
(links). Ausführungszeiten (in Minuten) der ReduceSplit-Strategie für verschiedene Kombinationen von
x und y . Dabei gibt x bzw. y an, in wie viele Blöcke die Datenquelle DBLP bzw. Scholar aufgeteilt wird
(rechts).
Cluster-Ressourcen genutzt werden. Des Weiteren zeigen die Ergebnisse, dass die Anzahl der Blöcke der
kleineren Datenquelle kleiner als die Anzahl der Blöcke der größeren Datenquelle sein sollte (x < y).
So schneidet die Konfiguration (x = 5, y = 20) besser ab als die Konfiguration (x = 20, y = 5), da im
letzteren Fall die größere Datenquelle Scholar 20-mal repliziert werden muss. Die dritte Beobachtung
ist, dass eine Erhöhung von y bei konstanten x i. Allg. zu einer Reduzierung der Ausführungszeit führt,
da Computational Skew-Effekte abgeschwächt werden. Die einzige beobachtete Ausnahme ist der Über-
gang von (x = 10, y = 10) zu (x = 10, y = 15). Ursache dafür ist, dass im ersten Fall 10 · 10 = 100
Blockpaare erzeugt werden, die gleichmäßig auf die r = 20 Reduce-Tasks aufgeteilt werden können. Im
zweiten Fall werden hingegen 150 Blockpaare generiert, bei deren Bearbeitung durch 20 Reduce-Tasks
gegen Ende der Berechnung nur noch 10 von 20 Reduce-Tasks ein Blockpaar zu bearbeiten haben. Dar-
aus kann die letzte Beobachtung abgeleitet werden, dass x · y stets ein ganzzahliges Vielfaches von r sein
sollte. Zusätzlich zu den ausgewiesenen Ausführungszeiten wurden Konfigurationen mit x , y ∈ [1, 100]
evaluiert. Für größere Werte von x und y konnten trotz des höheren MapReduce-Overheads und der
erhöhten Datenreplikation relativ konstante Ausführungszeiten, ähnlich zu den besten Ergebnissen,
beobachtet werden. Dies zeigt, dass eine balancierte Zuweisung von Paaren zu Reduce-Tasks und eine
Behandlung von Computational Skew-Effekten wichtiger sind als eine Minimierung des umverteilten
Datenvolumens.
Mit der besten Konfiguration (x = 5, y = 20) konnte eine im Vergleich zur MapSide-Strategie gering-
fügig bessere Ausführungszeit erreicht werden. Eine optimale Wahl von x und y ist schwierig, da sie
vom Parallelitätsgrad (Anzahl der Reduce-Tasks) und den Charakteristika der Datensätze abhängig ist.
Sofern die kleinere Datenquelle von jedem Map-Task im Hauptspeicher gepuffert werden kann, ist die
MapSide-Strategie der ReduceSplit-Strategie vorzuziehen.
7.3.3 Skalierbarkeit
Im letzten Experiment wurde das Skalierbarkeitsverhalten der Bearbeitung eines lernbasierten Enti-
ty Resolution-Workflows untersucht. Da eine systematische Evaluierung der ReduceSplit-Strategie auf-
grund der Abhängigkeit von x und y zum verwendeten Parallelitätsgrad schwierig ist, wurden lediglich
die Laufzeiten der MapSide-Strategie für eine zwischen n = 1 und n = 50 variierende Knotenanzahl
betrachtet. Die Anzahl der Map-Tasks wurde dabei auf m = 10 · n gesetzt, um den Einfluss von Com-
putational Skew-Effekten abzuschwächen. Erneut wurde ein Entscheidungsbaum verwendet, um alle
Paare anhand der k = 6 berechneten Ähnlichkeitswerte zu klassifizieren.
Abbildung 7.8 zeigt die resultierenden Ausführungszeiten und Speedup-Werte. Bis zu n = 10 Knoten
konnte ein nahezu linearer Speedup beobachtet werden. Für mehr als 10 Knoten wächst der Speedup
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Abbildung 7.8: Ausführungszeiten und Speedup-Werte der MapSide-Strategie bei Berechnung aller k =
6 Ähnlichkeitswerte und einer Knotenanzahl von n = 1 bis n = 50 Knoten.
nicht mehr linear, da durch die damit einhergehende höhere Anzahl von Map-Tasks die pro Task zu
verrichtende Arbeit sinkt. Gleichzeitig steigt der relative Anteil des MapReduce-Overheads zum Star-
ten und Beenden von Tasks. Beispielsweise beträgt die durchschnittliche Zeit zur Bearbeitung eines
Blockpaares unter Verwendung von n = 10 Knoten ungefähr 10 Minuten, für n = 50 Knoten werden
durchschnittlich nur noch zwei Minuten benötigt. Der absolute Overhead eines einzelnen Tasks ist je-
doch in beiden Fällen konstant. Trotzdem konnte ein Speedup von 39 für 50 Knoten erreicht werden.
Mit einer wachsenden Problemgröße sind bessere Speedup-Werte zu erwarten.
7.4 Zusammenfassung
In diesem Kapitel wurde gezeigt, wie Entity Resolution-Workflows mit maschinellen Lernverfahren zur
automatischen Klassifikation mit MapReduce umgesetzt werden können. Die Evaluierung verdeutlich-
te, dass es notwendig ist, mehrere Ähnlichkeitsmetriken und Attribute zu verwenden, um eine hohe
Match-Qualität erzielen zu können. Da die Ähnlichkeitsberechnung i. Allg. und die Anzahl der für al-
le Paare zu berechneten Ähnlichkeitswerte im Speziellen die Gesamtausführungszeit dominieren, ist
eine Parallelisierung der Paarvergleiche erforderlich. Zu diesem Zweck wurden zwei Ansätze für die
Parallelisierung der Ähnlichkeitsberechnung und Klassifikation aller Paare des Kartesischen Produktes
zweier Datenquellen vorgestellt. Beide Strategien sind in der Lage, die zu verrichtende Arbeit gleich-







Um ein qualitativ hochwertiges Match-Ergebnis auch für “schmutzige”, aus verschiedenen Quellen semi-
automatisch extrahierte Webdaten gewährleisten zu können, ist es erforderlich, Datensätze mehreren
überlappenden Clustern (Blöcken) zuzuweisen. Dies führt dazu, dass die Ähnlichkeit zweier Datensät-
ze unnötigerweise mehrfach berechnet wird, sofern diese mehr als ein Cluster teilen. Dieses Kapitel
untersucht die Fragestellung, wie der bisher betrachtete MapReduce-Workflow (vgl. Abbildung 3.4)
angepasst werden muss, um diese unnötigen Vergleiche zu vermeiden. Dazu wird nach einer Einfüh-
rung in die betrachtete Problematik (Abschnitt 8.1) eine einfach zu integrierende Strategie vorgestellt,
die diese redundanten Paarvergleiche eliminiert (Abschnitt 8.2). Anschließend wird im Kapitel 8.3 der
Einfluss der Vermeidung redundanter Ähnlichkeitsberechnungen auf die in den Kapiteln 4 und 5 vorge-
stellten Algorithmen zur Lastbalancierung diskutiert. Im Zuge dessen werden zwei weitere Strategien
zur Vermeidung redundanter Paarvergleiche vorgestellt, welche die Nachteile des ersten Verfahrens be-
heben. Die Evaluation im Abschnitt 8.4 demonstriert die Wirksamkeit der Vermeidungsstrategien und
vergleicht die vorgestellten Ansätze miteinander.
8.1 Einführung
Die Problematik der redundanten Paarvergleiche ist nicht spezifisch für Entity Resolution, sondern tritt
in ähnlicher Form bei weiteren daten- und/oder rechenintensiven Problemstellungen, wie z. B. beim
Clustering semantisch ähnlicher Dokumente [165] oder bei der effizienten Berechnung von Simila-
rity Joins in Datenbanken [250], auf. Charakteristisch für diese Anwendungen ist, dass eine kom-
plexe paarweise Ähnlichkeitsberechnung (PSC1) erfolgt, die aufgrund der inhärenten quadratischen
Komplexität für große Datenmengen sowohl eine Reduzierung des Suchraums als auch eine Paral-
lelisierung erfordert. Für solche Problemstellungen bietet sich eine MapReduce-Parallelisierung an,
was sich durch eine Vielzahl von auf MapReduce basierenden PSC-Implementierungen widerspiegelt
[74, 78, 173, 213, 234]. Ein typischer Ansatz zur Einschränkung der Kandidatenmenge ist es, die Ähn-
lichkeitsberechnung von Datensätzen mit mutmaßlich geringer Ähnlichkeit zu vermeiden. Dies wird
analog zur Idee der Blocking-Verfahren dadurch erreicht, dass Datensätze in Cluster gruppiert werden
und die Ähnlichkeitsberechnung auf Datensätze desselben Clusters beschränkt wird. Zu diesem Zweck
verfolgen die erwähnten Implementierungen die Strategie, für jedes Objekt (Dokument, Zeichenkette,
Datensatz) eine Signatur (Term, Token, Blockschlüssel) zu generieren. Eine Signatur identifiziert dabei
ein Cluster, das alle Objekte beinhaltet, die diese Signatur aufweisen. Zur Umsetzung dieser Idee, wird
in der Map-Phase ein (signature, object)-Paar für jedes Objekt generiert. Das MapReduce-Framework
gruppiert alle Objekte anhand deren Signatur und berechnet die Ähnlichkeit aller Objekte eines Clusters
in der Reduce-Phase.
1 aus dem Englischen – Pair-wise Similarity Computation
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A {1, 4} 
B {1, 4} 
C {1, 5} 
D {1, 5} 
E {2, 5} 
F {2, 4} 
G {2, 5} 
H {3, 4} 





























































































Abbildung 8.1: PSC unter Verwendung eines 2-pass Blocking von neun Objekten (A-I) in drei (schwarz
umrandete) bzw. zwei (grau schattierte) Cluster. Die verwendete Signaturfunktion ist in der Tabelle
aufgeschlüsselt. Der Datenfluss der MapReduce-Berechnung auf der rechten Seite zeigt, dass vier (un-
terstrichene) Paare von insgesamt 26 Paaren mehrfach ausgewertet werden.
Die Erzeugung “guter” Signaturen ist eine schwierige Aufgabe, da stets zwischen Effizienz und resul-
tierender Qualität abgewogen werden muss. Einerseits sollten die Cluster möglichst klein sein, um die
Menge der Paarvergleiche zu reduzieren und die Effizienz zu erhöhen. Andererseits führt die Verwen-
dung kleiner Clustergrößen dazu, dass fälschlicherweise auch Paare von ähnlichen Objekten eliminiert
werden. Dies gilt insbesondere für semi-automatisch extrahierte Webdaten, die i. Allg. sehr “schmut-
zig” sind, also fehlerhafte, widersprüchliche oder fehlende Informationen enthalten. Um dem zu begeg-
nen, setzen PSC-Algorithmen (z. B. Entity Resolution [138], Document Clustering [165] , Sequenzali-
gnment [213]) mehrere Signaturen pro Objekt ein. Sei O eine Menge von Objekten und S eine Menge
möglicher Signaturen. Eine Signaturfunktionσ : O→P (S) weist jedem Objekt o ∈ O eine (nicht-leere)
Menge von Signaturen s ⊆ S zu. Anschließend wird die Ähnlichkeit aller Objektpaare (o1, o2) ∈ O ×O
mit o1 6= o2 ∧σ(o1)∩σ(o2) 6= ; berechnet. Speziell für Entity Resolution ist es empfehlenswert, die Si-
gnaturen von verschiedenen Attributen der Datensätze abzuleiten. Dies soll garantieren, dass ähnliche
Objekte auch im Falle von Datenqualitätsproblemen zusammen gruppiert werden und eine hohe Pairs
Completeness erreicht wird.
Abbildung 8.1 zeigt ein Beispiel mit neun Objekten (A-I) und fünf verschiedenen Signaturen (1 bis
5). Die in der Tabelle gezeigte Signaturfunktion könnte das Ergebnis eines 2-pass Blockings sein. Der
erste Durchgang erzeugt drei Cluster mit den Signaturen 1, 2 und 3, im zweiten Durchgang werden
zwei weitere Cluster mit den Signaturen 4 und 5 generiert. Im Beispiel erzeugt die Signaturfunktion
pro Objekt dieselbe Anzahl an Signaturen, dies ist jedoch nicht zwingend notwendig. Die map-Funktion
wird für jedes Objekt aufgerufen und gibt für jede Signatur des Objektes ein (signature, object)-Paar aus.
Beispielsweise werden für das Objekt A mit σ(A) = {1,4} die Paare (1, A) und (4, A) ausgegeben. Zur
Umverteilung der map-Ausgabe-Paare zu den Reduce-Tasks wird hier eine einfache Modulo-Funktion
verwendet, die die Schlüsselgruppen 1, 3 und 5 dem ersten und die übrigen Schlüsselgruppen dem
zweiten Reduce-Task zuweist. Die reduce-Funktion wird für jede Signatur aufgerufen, in reduce er-
folgt die Ähnlichkeitsberechnung der assoziierten Objekte. So werden z. B. alle sechs Paare A-B, A-C ,
. . ., C-D von Objekten mit der Signatur 1 vom ersten Reduce-Task bearbeitet.
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Sobald zwei Objekte mehr als eine gemeinsames Cluster aufweisen, werden sie mehrfach, bezüglich ver-
schiedener Signaturen, verglichen. Dies erhöht unnötigerweise die Laufzeiteffizienz und führt i. Allg.
dazu, dass im finalen Match-Ergebnis Duplikate enthalten sind, die in einem aufwändigen Nachverar-
beitungsschritt entfernt werden müssen (siehe z. B. [163]). Im Beispiel von Abbildung 8.1 werden die
vier unterstrichenen Paare A-B, C-D, E-G, und H-I zweimal verglichen, da sie jeweils zwei gemein-
same Signaturen aufweisen. Das Vermeiden dieser redundanten Paarvergleiche in einer MapReduce-
Umgebung ist schwierig, da Cluster i. Allg. von verschiedenen Reduce-Tasks bearbeitet werden, die je-
weils nur die ihnen zugewiesenen Eingabedaten “sehen” und deswegen keine Kenntnis darüber haben,
ob möglicherweise ein anderer Reduce-Task das gleiche Objektpaar bearbeitet. In den folgenden bei-
den Abschnitten werden Modifikationen des MapReduce-Ausführungsschemas vorgestellt, die es den
Reduce-Tasks erlauben, die Existenz redundanter (von anderen Reduce-Tasks/Knoten bearbeiteter) Paa-
re zu erschließen und somit die unnötigen Kosten wiederholter Paarvergleiche einzusparen.
8.2 Redundanzfreie Ähnlichkeitsberechnung
In der Literatur fand die Problematik der redundanten Paarvergleiche bisher kaum Beachtung. Die erste
bekannte Arbeit untersuchte die Problematik in einer nicht-verteilten Umgebung [193]. Die Autoren
schlugen vor, ein Objektpaar für eine bestimmte Signatur nur dann zu vergleichen, wenn diese mit der
kleinsten gemeinsamen Signatur beider Objekte übereinstimmt (Least Common Signature-Bedingung).
Dies stellt sicher, dass jedes Objektpaar mit überlappenden Signaturmengen genau einmal verglichen
wird. Zu diesem Zweck wurden die Ausgangscluster in eine Menge kleinerer semantisch äquivalen-
ter Cluster überführt, wobei im Prinzip jedes nicht-redundante Paar ein eigenes Cluster bildet. Diese
Herangehensweise führt jedoch zu einer sehr großen Anzahl an Blöcken, was mit einer quadratischen
Speicherkomplexität einhergeht. Um dieses Problem zu beheben, schlugen die Autoren einen komple-
xen Algorithmus zur Reorganisation und zum Verschmelzen von Clustern vor. In einer MapReduce-
Umgebung müsste diese Vorverarbeitung mit mehreren MapReduce-Jobs umgesetzt werden, da die
Daten über mehrere Knoten verteilt und in einem verteilten Dateisystem abgelegt sind. Um dies zu ver-
meiden, wurde in Dedoop die Strategie verfolgt, jedem Datensatz zusätzliche Metadaten hinzuzufügen
und in der Reduce-Phase zur Laufzeit mithilfe dieser Metadaten zu überprüfen, ob die Least Common
Signature-Bedingung erfüllt ist.
Die dabei verfolgte Strategie kann, wie folgt, verallgemeinert werden. Redundanzfreie PSC verlangt,
dass jedes Objektpaar genau einmal verglichen wird, auch wenn es mehr als eine gemeinsame Signatur
hat. Die wesentliche Problematik bei MapReduce-basierter PSC ist, dass ein Reduce-Task keine Kenntnis
darüber hat, ob ein anderer Reduce-Task das gleiche Objektpaar bearbeitet. Zur Lösung dieses Problems
muss ein beliebiger Reduce-Task für ein beliebiges Objektpaar (o1, o2) deterministisch eine Signatur l ∈
σ(o1)∩σ(o2) auswählen, für die beide Objekte zu vergleichen sind. Entsprechend der Least Common
Signature-Bedingung würde dies die kleinste Signatur l = min(σ(o1)∩σ(o2)) der Schnittmenge beider
Signaturmengen sein. In der Folge würde das Paar (o1, o2) nur von dem Reduce-Task bearbeitet werden,
der die Schlüsselgruppe l bearbeitet, alle anderen Reduce-Tasks würden den Vergleich überspringen2.
Dieser einfache aber effektive Ansatz stellt sicher, dass alle relevanten Objektpaare ausgewertet und
keine redundanten Paarvergleiche durchgeführt werden.
Bei der Bearbeitung eines Clusters mit der Signatur k in der reduce-Funktion ist es also ausreichend,
für jedes Objektpaar (o1, o2) zu überprüfen, ob es eine kleinere gemeinsame Signatur k′ < k gibt. Ist
dies der Fall, so kann das Paar (o1, o2) übersprungen werden, ansonsten ist k die kleinste gemeinsame
Signatur beider Objekte und der aktuelle Reduce-Task ist “zuständig” die Ähnlichkeit von o1 und o2 zu
bestimmen. Um dies zu realisieren, bietet sich folgende Anpassung des Basisverfahrens an:
2 Für die Ähnlichkeitsberechnung mit anderen Objekten müssen o1 und o2 trotzdem für jede Signatur l
′ ∈ σ(o1)∩σ(o2) mit
l ′ 6= l von der map-Funktion ausgegeben werden.
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1 A ,  
4 A , {1} 
1 B ,  
4 B , {1} 
1 C ,  
5 C , {1} 
1 D ,  
5 D , {1} 
2 E ,  
5 E , {2} 
Key Value 
2 F ,  
4 F , {2} 
2 G ,  
5 G , {2} 
3 H ,  
4 H , {3} 
3 I ,  
4 I , {3} 
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F-H, F-I,  
Key Value 
1 A ,  
1 B ,  
1 C ,  
1 D ,  
3 H ,  
3 I ,  
5 C , {1} 
5 D , {1} 
5 E , {2} 
5 G , {2} 
Key Value 
2 E ,  
2 F ,  
2 G ,  
4 A , {1} 
4 B , {1} 
4 F , {2} 
4 H , {3} 







C-D:  {1}{1} 





A-B:  {1} {1} 
H- I:  {3] {3] 
Abbildung 8.2: Redundanzfreie PSC für das Beispiel aus Abbildung 8.1. In der Reduce-Phase sind so-
wohl die durchgeführten Ähnlichkeitsberechnungen als auch die eliminierten Paare gezeigt.
map: Für jedes Objekt o bestimmt die map-Funktion dessen Signaturmenge σ(o) = {s1, s2, ..., sn}. Die
map-Funktion gibt nicht nur n Schlüssel-Wert-Paare (si , o) aus, sondern annotiert o für jedes 1≤
i ≤ n mit dessen Signaturen, die kleiner als si sind. Dementsprechend gibt map für jedes 1≤ i ≤ n
ein Schlüssel-Wert-Paar (si , [o,σsi (o)]) mit σsi (o) = {s ∈ σ(o) | s < si} aus.
reduce: Beim Aufruf der reduce-Funktion für die Signatur k wird für jedes Wert-Paar ([o1,σk(o1)],
[o2,σk(o2)]) überprüft, ob die Signaturmengen disjunkt sind, also ob σk(o1) ∩σk(o2) = ; gilt.
Sind σk(o1) und σk(o2) disjunkt, so ist k die kleinste Signatur und o1, o2 werden verglichen.
Ansonsten erfolgt keine Ähnlichkeitsberechnung des Objektpaars, da es eine kleinere gemeinsame
Signatur k′ < k beider Objekte gibt.
Abbildung 8.2 zeigt den MapReduce-Datenfluss dieses Verfahrens für das Beispiel aus Abbildung 8.1.
Die Arbeitsweise soll am Beispiel des Objektes A mit den Signaturen σ(A) = {1, 4} erläutert werden.
Zunächst gibt die map-Funktion ein Schlüssel-Wert-Paar (1, [A,;]) aus, da A keine kleinere Signatur als
1 hat. Zusätzlich wird ein Paar (4, [A, {1}]) ausgegeben, da σ4(A) = {1}. Das erste Schlüssel-Wert-Paar
(1, [A,;]) wird dem ersten Reduce-Task zugewiesen, der A mit den Objekten B, C , D, die ebenfalls die
Signatur 1 haben, vergleicht. Eine kleinere gemeinsame Signatur kann nicht existieren, da 1 die kleinste
Signatur des Objekts A ist. Das zweite Schlüssel-Wert-Paar (4, [A, {1}]) wird zum zweiten Reduce-Task
umverteilt. Dort muss überprüft werden, ob A mit den Objekten B, F, H, I verglichen werden muss, die
auch die Signatur 4 aufweisen. Letztlich wird A mit F, H und I verglichen, da 4 für diese drei Paare die
jeweils kleinste gemeinsame Signatur ist (σ4(A) = {1}, aber σ4(F) = {2}, σ4(H) = {3}, σ4(I) = {3}).
Die Ähnlichkeitsberechnung A− B wird übersprungen, da beide Datensätze eine kleinere gemeinsame
Signatur (σ4(A)∩σ4(B) = {1} 6= ;) haben. Insgesamt werden vier von 26 Paaren eingespart, was einer
Einsparung von ≈ 15% entspricht.
Algorithmus 8.1 zeigt den Pseudo-Code der MapReduce-Implementierung des Least Common Signature-
Verfahrens (LCS). Die Implementierung verwendet sortierte Signaturlisten anstatt (unsortierter) Signa-
turmengen (Zeile 3–7). Diese Vorgehensweise hat zwei Vorteile. Zum Einen entspricht σsi (o) einfach
dem Präfix der Signaturliste σ(o) bis zur aktuellen Signatur si . Des Weiteren ermöglicht dieser Ansatz
die Verwendung eines schritthaltenden linearen Durchlaufs zweier sortierter Listen zur effiziente Über-
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Algorithmus 8.1: MapReduce-Umsetzung des Least Common Signature-Verfahrens zur
Vermeidung redundanter Ähnlichkeitsberechnungen
1 map(kin=unused, vin=o)
2 S← σ(o).dist inct();
3 S.sor t();
4 SS← [] // smaller signature list
5 foreach si ∈ S do
6 output(ktmp = si , vtmp= (o, SS));
7 SS.append(si);
8 reduce(ktmp=s, list(vtmp)=list(object, SS))
9 bu f ← {};
10 foreach (o1, SS1) ∈ list(object, SS) do
11 foreach (o2, SS2) ∈ buf do
12 if ¬doOverlap (SS1, SS2) then
13 compare(o1, o2);
14 bu f ← bu f ∪ {(o1, SS1)};
15 doOverlap(SS1, SS2)
16 i← 0; j← 0;
17 l1 ← SS1.leng th();
18 l2 ← SS2.leng th();
19 while (i < l1)∧ ( j < l2) do
20 s1 ← SS1.get(i);
21 s2 ← SS2.get( j);
22 cmp← s1.compareTo(s2);
23 if cmp = 0 then
24 return true;





prüfung der Least Common Signature-Bedingung (Zeile 12). Eine mögliche Alternative zum Einsatz
sortierter Signaturlisten ist die Neuberechnung der Signaturen aus den Attributwerten der Datensätze
in der Reduce-Phase. Dies verspricht zwar eine Verringerung des zwischen der Map- und Reduce-Phase
umzuverteilenden Datenvolumens, hat jedoch mehrere entscheidende Nachteile. Zunächst erfordert
ein solches Vorgehen, dass die ursprünglichen Attributwerte “erhalten” werden. Der Dedoop-Prototyp
führt jedoch eine Projektion in der Map-Phase durch, sodass jeder Datensatz ausschließlich durch sei-
nen Identifikator, die zur Ähnlichkeitsberechnung benötigten (normalisierten) Attributwerte und die
nutzerdefinierten Attributwerte, die im finalen Match-Ergebnis enthalten sein sollen, verbleiben. Eine
Neuberechnung der Signaturen in der Reduce-Phase würde somit das Datenvolumen möglicherwei-
se sogar erhöhen. Ein zweiter Nachteil ist die Tatsache, dass die Neuberechnung in der Reduce-Phase
für jedes von der map-Funktion ausgegebene Schlüssel-Wert-Paar erfolgen muss. Da ein Objekt mehr-
fach von der map-Funktion ausgegeben wird (möglicherweise auch zu Lastbalancierungszwecken), ist
die Anzahl der Signaturberechnungen dieser Variante insgesamt deutlich höher. Der größte Nachteil
ist jedoch, dass die Überprüfung, ob zwei Signaturlisten überlappen, wesentlich teurer ist, da keine
Sortierung ausgenutzt werden kann.
Das vorgestellte Verfahren Least Common Signature-Verfahren zur Vermeidung redundanter Paarver-
gleiche bei der Verwendung mehrerer Signaturen pro Datensatz lässt sich relativ leicht in den allge-
meinen MapReduce-Workflow aus Abbildung 3.4 integrieren. Dazu muss der Blocking-based Matching
Job nur minimal angepasst werden. Bei der Ausgabe eines Schlüssel-Wert-Paares in der Map-Phase
wird jeder Datensatz um die Menge seiner Signaturen, die kleiner als die aktuelle Signatur sind, an-
gereichert. Der Aufbau der Schlüssel sowie deren Partitionierung, Sortierung und Gruppierung bleiben
unverändert. In der Reduce-Phase werden die zusätzlichen Metadaten herangezogen, um redundante
Paarvergleiche zu eliminieren. Diese Eigenschaften ermöglichen eine einfache Integration in bestehen-
de PSC-Anwendungen. So konnte die Optimierungstechnik mit nur wenigen Änderungen am Quellcode
in die Arbeit [234] zur Berechnung von Similarity Joins eingebracht werden. Die Autoren veröffent-
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8.3 Redundanzfreiheit und Lastbalancierung
Die Parallelisierung von Entity Resolution-Workflows mit MapReduce ist aufgrund der inhärenten qua-
dratischen Komplexität der paarweisen Ähnlichkeitsberechnung hochgradig anfällig gegenüber ei-
ner ungleichmäßigen Blockschlüsselverteilung. Vor diesem Hintergrund wurden in den Kapiteln 4
und 5 Lastbalancierungstechniken diskutiert, deren Einsatz essenziell für skalierbare MapReduce-
Parallelisierung Blocking-basierter Entity Resolution-Workflows ist.
8.3.1 Überblick
Eine Kombination der Lastbalancierungstechniken für das Standard Blocking mit dem LCS-Ansatz ist
ohne weitere Anpassung möglich. Die Ersetzung jeder Signatur durch den korrespondierenden nume-
rischen Blockindex führt zudem zu einer beschleunigten Überprüfung der Least Common Signature-
Bedingung, da die Gleichheit von Integer-Werten wesentlich effizienter feststellbar ist als die Gleichheit
von Zeichenketten. Für das Sorted Neighborhood-Verfahren ist eine kleine Modifikation des Algorith-
mus 8.1 notwendig, da Kandidatenpaare nicht auf Basis eines gemeinsamen Blockschlüssels sondern in
Abhängigkeit der Entfernung zueinander (in der Sortierreihenfolge der Blockschlüssel) gebildet wer-
den. Für die Anwendung der LCS-Strategie auf das Multi-pass Sorted Neighborhood-Verfahren muss
jeder Datensatz in der Map-Phase nicht mit seinen (kleineren) Blockschlüsseln, sondern mit seinen
Positionen in der sortierten Datensatzliste aller vorhergehenden Durchgänge angereichert werden. In
der reduce-Funktion müssen die zwei Listen (derselben Länge) eines Datensatzpaares dahingehend
geprüft werden, ob ein Index existiert, an dem die die absolute Differenz der Positionsnummern kleiner
als die Fenstergröße w ist. Ist dies der Fall, so ist die Least Common Signature-Bedingung nicht erfüllt,
da die Ähnlichkeit beider Datensätze bereits in einem vorigen Durchgang berechnet wurde.
Leider werden durch den LCS-Ansatz die den Lastbalancierungsalgorithmen zugrunde liegenden An-
nahmen invalidiert. Nunmehr ist es nicht mehr möglich, die Gesamtzahl tatsächlich durchzuführen-
der Paarvergleiche aus der Anzahl der Datensätze pro Block abzuleiten. Bei der Lastbalancierung wird
i. Allg. eine größere Anzahl an Paarvergleichen angenommen als tatsächlich durchzuführen ist. Am Bei-
spiel des BlockSplit-Algorithmus führt dies dazu, dass Blöcke unnötigerweise gesplittet werden. Ebenso
wenig kann die genaue Workload eines Match-Tasks anhand der Anzahl der Datensätze eines Blocks in
den entsprechenden Eingabepartitionen berechnet werden, was eine fehlerhafte Zuweisung von Match-
Tasks zu Reduce-Tasks nach dem Greedy-Prinzip bewirkt. Diese Falschannahmen sind dadurch bedingt,
dass ein beliebiges Datensatzpaar n gemeinsame Signaturen (= n Paarvergleiche) haben kann, aber
nur bezüglich einer Signatur miteinander verglichen wird. Allgemein ist es wahrscheinlicher, dass ein
Datensatzpaar für eine “große” Signatur (entsprechend der lexikographischen Sortierreihenfolge) als
redundant eingestuft wird als es für eine “kleine” Signatur der Fall ist. Die Vermeidung redundanter
Paarvergleiche nach dem Least Common Signature-Prinzip führt also zu einem gewissen Grad selber zu
einer ungleichmäßigen Aufteilung von Datensatzpaaren auf die zur Verfügung stehenden Reduce-Tasks
und damit zu einer ungleichmäßigen Auslastung der Rechenressourcen. Um dieses Problem zu behe-
ben, bestehen grundsätzlich zwei verschiedene Möglichkeiten, die am Beispiel des BlockSplit-Verfahrens
erläutert werden. Eine Möglichkeit ist es, die Falschannahmen zu korrigieren indem im Analyse-Job
nicht die Datenverteilung, sondern, unter Berücksichtigung der eliminierten Paare, die tatsächliche
Workload aller Match-Tasks ermittelt wird (Exact-Strategie). Ein leichtgewichtigerer Ansatz ist es, die
redundanten Paarvergleiche gleichmäßig über alle Signaturen zu verteilen. Dieser Ansatz wird durch
die Heuristic-Strategie verfolgt, deren Grundidee es ist, ein Datensatzpaar nicht für deren kleinste ge-
meinsame, sondern für irgendeine deterministisch bestimmbare gemeinsame Signatur durchzuführen.
Dabei wird die Lastbalancierung unverändert auf Basis inkorrekter Annahmen vorgenommen, aber ver-
sucht die Fehler gleichmäßig über alle Blöcke “zu verteilen”.
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Abbildung 8.3: Erweiterte BDM für die Lastbalancierung mit dem BlockSplit-Verfahren in Kombination
mit der Eliminierung redundater Paarvergleiche nach dem LCS-Prinzip. Statt der Anzahl von Daten-
sätzen pro Block und Eingabepartition enthält die BDM die tatsächliche Anzahl an durchzuführenden
Paarvergleichen pro Block und Match-Task.
8.3.2 Exakte Lastbalancierung durch Erweiterung des Analyse-Jobs
Die Exact-Strategie kombiniert den LCS-Ansatz zur Eliminierung redundanter Paarvergleiche und
das BlockSplit-Lastbalancierungsverfahren. Dabei liegt der Fokus auf einer korrekten Bestimmung der
Workload aller Blöcke und Match-Tasks. Dazu ist es notwendig, die im Abschnitt 4.1.2 vorgestellte
Berechnungsvorschrift sowie den Aufbau der BDM anzupassen. Im Folgenden wird dies nur für den
Ein-Quellen-Fall diskutiert, das Grundprinzip ist jedoch auch für die Duplikaterkennung in zwei Daten-
quellen anwendbar.
Abbildung 8.3 zeigt den Aufbau der BDM für das initiale Beispiel aus Abbildung 8.1. Sei b die Anzahl
der Blöcke (Signaturen) und m die Anzahl der Eingabepartitionen. Die BDM entspricht einer b × m ·
(m− 1)-Matrix, die die Anzahl der tatsächlich durchzuführenden Paarvergleiche pro Block und Match-
Task enthält. Bei der Berechnung der BDM wird also für jeden Block zunächst davon ausgegangen,
dass es sich um einen großen Block handelt, dessen Paarvergleiche auf mehrere Match-Tasks aufgeteilt
werden müssen. Die fett markierten Zellen kennzeichnen die vier eliminierten Paarvergleiche A-B, C-D,
E-G und H-I . Die in der BDM kodierten Informationen erlauben es, während der Lastbalancierung in
der Map-Phase des Blocking-based Matching Jobs die Gesamtzahl der tatsächlich durchzuführenden
Ähnlichkeitsberechnungen zu ermitteln (P = 22). Basierend auf diesem Wert kann in der Folge für
jeden Block Φk entschieden werden, ob es sich um einen “großen” Block handelt oder nicht. Sollte
ersteres der Fall sein, so kann die korrekte Workload eines jeden zu bildenden Match-Tasks direkt aus
der BDM entnommen werden. Sollte sich herausstellen, dass Φk nicht gesplittet werden muss, so ergibt
sich die Workload des subsummierenden Match-Tasks k.∗ aus der Summe der Paarvergleiche seiner
m · (m − 1) Subtasks. Dies entspricht der letzten Spalte der BDM in Abbildung 8.3, die hier nur zu
Illustrationszwecken gezeigt ist und nicht materialisiert wird. Insgesamt wird durch die Modifikation
der BDM eine korrekte Zuweisung von Match-Tasks zu den Reduce-Tasks nach dem Greedy-Prinzip
ermöglicht.
Ein wesentlicher Nachteil dieser Vorgehensweise ist die im Vergleich zur bisherigen BDM-Berechnung
(siehe Algorithmus 4.1) gestiegene Komplexität des Analyse-Jobs. Algorithmus 8.2 zeigt den Pseudo-
Code der angepassten BDM-Berechnung. Die Map-Phase bleibt dabei weitesgehend unverändert, die
einzige Anpassung besteht darin, dass der Wert eines jeden ausgegebenen Schlüssel-Wert-Paars nicht
aus der Zahl 1, sondern aus einer sortierten Liste aller Blockschlüssel des Datensatzes, die kleiner als
der aktuell betrachtete Blockschlüssel sind, besteht. Die Reduce-Phase des Analyse-Jobs hat jedoch eine
quadratische Komplexität, da für jedes Kandidatenpaar die Least Common Signature-Bedingung über-
prüft werden muss4, um für jeden Match-Task die korrekte Anzahl an Paarvergleichen ermitteln zu
können. Dabei ist zu beachten, dass diese Überprüfung ausschließlich zur Gewährleistung der Korrekt-
4 In der Reduce-Phase des Analyse-Jobs findet keine Ähnlichkeitsberechnung statt.
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Algorithmus 8.2: BDM-Berechnung mit Berücksichtigung eliminierter Paarvergleiche
1 map_configure(m, r, partitionIndex)
2 // Store partitionIndex
3 map(kin=unused, vin=o)
4 S← σ(o).dist inct();
5 S.sor t();
6 SS← [] // smaller signature list
7 additionalOutput (k=blockingKey, v=(o, S))
8 foreach si ∈ S do
9 // regular map output






16 // part: repartition map output by si
17 // cmp: sort by si.partitionIndex
18 // group: group by si.partitionIndex
19 reduce(ktmp=si .partitionIndex, list(vtmp)=list(SS))
20 if lastSignature6=null ∧ lastSignature6= si then
21 writeBDMLine();
22 foreach SS ∈ list(vtmp) do
23 inputPartitions[partitionIndex ].append(SS);




28 for i← 0 to m-1 do
29 // smaller signature lists of objects having





35 for i← 0 to m-1 do
36 for j← i to m-1 do
37 w← 0;
38 if i=j then
39 for k← 0 to inputPartitions[i].size()-2 do




44 w← w+ 1;
45 else
46 foreach SS1 ∈ inputPartitions[i] do
47 foreach SS2 ∈ inputPartitions[j] do
48 if ¬doOverlap(SS1, SS2) then
49 w← w+ 1;
50 str← str + “,” + w;
51 output (kout=unused, vout=str);
52 reset();
heit der Lastbalancierung dient. In der Reduce-Phase des darauffolgenden Blocking-based Matching
Jobs muss vor jeder Ähnlichkeitsberechnung erneut überprüft werden, ob der Vergleich übersprungen
werden kann.
Die Exact-Strategie passt also das BlockSplit-Verfahren dahingehend an, dass eine gleichmäßige Auf-
teilung von Ähnlichkeitsberechnungen auf die Reduce-Tasks auch bei der Eliminierung redundanter
Paarvergleiche nach dem LCS-Ansatz garantiert wird. Dem steht jedoch eine längere Rechenzeit des
Analyse-Jobs sowie ein höherer Hauptspeicherbedarf während der Lastbalancierung in der Map-Phase
des Blocking-based Matching Jobs gegenüber. Die Evaluation im Abschnitt 8.4 wird an einem konkre-
ten Beispiel untersuchen, ob die gestiegene Komplexität durch eine gleichmäßige Auslastung der zur
Verfügung stehenden Ressourcen amortisiert werden kann.
8.3.3 Heuristische Verteilung der redundanten Paarvergleiche
Die Heuristic-Strategie verfolgt im Gegensatz zur Exact-Strategie nicht das Ziel, die bei der Lastbalan-
cierung getroffenen Falschannahmen zu korrigieren, sondern versucht, die durch das Least Common
Signature-Prinzip verursachte ungleichmäßige Auslastung der Reduce-Tasks zu vermeiden, indem die
Ähnlichkeit eines Datensatzpaars nicht für deren kleinste gemeinsame, sondern für irgendeine gemein-
same Signatur berechnet wird. Dadurch soll erreicht werden, dass die eliminierten Paarvergleiche sowie
deren Effekte auf die Lastbalancierung gleichmäßig über alle Blöcke verteilt werden.
Um zu entscheiden, ob ein Reduce-Task für den Vergleich eines Objektpaars (o1, o2) zuständig ist, muss
deterministisch eine eine Signatur l ∈ σ(o1) ∩σ(o2) bestimmt werden, für die beide Objekte zu ver-
gleichen sind. Die Heuristic-Strategie verwendet zur Bestimmung dieser Signatur l eine kommutative
zweistellige Funktion, die jedes Objektpaar eindeutig auf eine Signatur der Schnittmenge abbildet. Ei-
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ne einfache Umsetzung der obigen Idee ist die Wahl einer Signatur si ∈ {s1, . . . , sn} = σ(o1) ∩ σ(o2)
mit i = p · (h(o1.id) + h(o2.id)) mod |σ(o1)∩σ(o2)|, wobei h eine Hashfunktion und p eine Primzahl
bezeichnet.
Die Heuristic-Strategie ist im Vergleich zur Exact-Strategie ein sehr leichtgewichtigerer Ansatz. Bis auf
die Tatsache, dass in der Map-Phase für jede Signatur eines Datensatz ein separates Schlüssel-Wert-
Paar ausgegeben wird, bleibt der MapReduce-Job zur Analyse der Datenverteilung gegenüber Algo-
rithmus 4.1 unverändert. In der Map-Phase des Blocking-based Matching Jobs muss der Wert eines
ausgegebenen Schlüssel-Wert-Paars im Vergleich zur LCS- und Exact-Strategie mit der Menge aller Si-
gnaturen des Objektes annotiert werden. In der Reduce-Phase ist vor der Ähnlichkeitsberechnung eines
Paars (o1, o2) zu prüfen, ob die auf die oben beschriebene Weise bestimmte Signatur l mit der ak-
tuellen, im reduce-Eingabe-Schlüssel kodierten, Signatur übereinstimmt. Ist dies nicht der Fall, so
kann der Vergleich des Objektpaars übersprungen werden, da die Ähnlichkeitsberechnung für das Paar
bezüglich einer anderen Signatur zu erfolgen hat. Aufgrund der längeren Signaturlisten muss beim
Heuristic-Verfahren im Vergleich zur Exact-Strategie ein geringfügig größeres Datenvolumen zwischen
der Map- und Reduce-Phase umverteilt werden. Des Weiteren ist die Überprüfung, ob ein Paarvergleich
übersprungen werden kann, etwas aufwändiger. Dem steht jedoch eine wesentlich einfachere Berech-
nung des Analyse-Jobs gegenüber. Ein weiterer wesentlicher Vorteil der Heuristic- gegenüber der Exact-
Strategie ist die Möglichkeit, sie auch in Kombination mit dem PairRange-Lastbalancierungsalgorithmus
einzusetzen.
8.4 Evaluation
Die vorgestellten Verfahren wurden in drei Experimenten evaluiert. Das erste Experiment demonstriert
die Wichtigkeit der Verwendung mehrerer Signaturen bzw. Blockschlüssel pro Datensatz für das Erzie-
len einer guten Match-Qualität. Zudem wird die Laufzeit des herkömmlichen MapReduce-Workflows
mit der MapReduce-Implementierung des LCS-Ansatzes verglichen. Anschließend wird untersucht, wie
sich die Laufzeiten mit und ohne Eliminierung der redundanten Ähnlichkeitsberechnungen für einen
systematisch variierten Grad an Redundanz verhalten. Im dritten Experiment wird untersucht, inwie-
weit die Auswirkungen, die die LCS-Strategie auf die Lastbalancierung hat, bei Verwendung der Exact-
bzw. Heuristic-Strategie vermieden werden können. Zur Evaluation wurde die bereits im Abschnitt 4.4
verwendete Datenquelle DS1 herangezogen, die ca. 114.000 Produktdatensätze umfasst. Für alle Kon-
figurationen wurde das im Abschnitt 4.2 vorgestellte BlockSplit-Verfahren zur Lastbalancierung ein-
gesetzt. Alle Experimente wurden in einer fixen EC2-Umgebung bestehend aus 20 virtuellen Maschi-
nen des Typs c1.medium sowie einer dedizierten Master-Instanz des Typs m1.small (Namenode und
Tasktracker-Prozess) durchgeführt. Erneut wurde Hadoop 0.20.2 auf jeder virtuellen Maschine einge-
richtet, die Map- und Reduce-Task-Kapazität der 20 Slave-Knoten wurde jeweils auf 2 gesetzt. In allen
Experimenten wurde der Blocking-based Matching-Job mit r = 5 · 20 · 2 Reduce-Tasks ausgeführt.
8.4.1 Anzahl der Signaturen pro Datensatz
Um die Qualität verschiedener Blocking-Strategien vergleichen zu können, ist ein Referenzergebnis
notwendig. In Ermangelung eines perfekten Match-Ergebnisses wurde ein sogenannter Silver Standard
generiert, indem die Trigrammähnlichkeit der Produkttitel aller Paare der Eingabedatenquelle DS1 be-
rechnet wurde und alle Paare mit einer Ähnlichkeit ≥ 0,75 als Duplikate betrachtet wurden. Anschlie-
ßend wurden vier verschiedene Blocking-Strategien unter Verwendung von einem bis vier Blockschlüs-
seln pro Datensatz evaluiert. Abbildung 8.4 zeigt für jede der vier Blocking-Strategien, welcher Anteil
der Matches des Silver Standards trotz des Blockings im jeweiligen Match-Ergebnis enthalten ist (unter
Verwendung derselben Vorschrift zur Ähnlichkeitsberechnung und Klassifikation). Die alleinige Verwen-
dung des Preis-Attributs zum Clustering der Datensätze resultiert lediglich in einer Pairs Completeness
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Abbildung 8.4: Pairs Completeness und Anteil der redundanten Vergleiche für verschiedene Blocking-
Strategien unter Verwendung von einem bis vier Blockschlüsseln pro Datensatz (links). Vorschrift zur
Ableitung der Blockschlüssel aus den Attributen der Datensätze (rechts).
Abbildung 8.5: Ausführungszeit und Anzahl durchgeführter Ähnlichkeitsberechnungen für alle
Blocking-Strategien mit und ohne Vermeidung redundanter Paarvergleiche.
von 75%, ein Viertel aller Matches konnte also nicht gefunden werden, da die jeweiligen Datensätze
nicht in einem gemeinsamen Cluster liegen. Durch Hinzunahme weiterer (von anderen Attributen ab-
geleiteter) Blockschlüssel kann die Match-Qualität deutlich erhöht werden, bei Verwendung aller vier
Blockschlüssel wird eine nahezu perfekte Pairs Completeness erreicht.
Gleichzeitig führt die Verwendung mehrerer Blockschlüssel pro Datensatz zu einem beträchtlichen An-
teil redundanter Ähnlichkeitsberechnungen von bis zu 28%. Abbildung 8.5 vergleicht die gemessenen
Ausführungszeiten mit und ohne Eliminierung der redundanten Paarvergleiche nach dem LCS-Prinzip.
Die LCS-Strategie schneidet für alle drei Konfigurationen mit mehr als einem Blockschlüssel besser ab,
als die naive Variante ohne Berücksichtigung der redundanten Paarvergleiche. Insgesamt konnte beob-
achtet werden, dass die Einsparung der Laufzeit der LCS-Implementierung proportional zum Grad der
Redundanz ist, so konnte eine Laufzeiteinsparung von 8% für zwei Blockschlüssel und sogar von 30%
für vier Blockschlüssel pro Datensatz erzielt werden.
8.4.2 Grad der Redundanz
Im zweiten Experiment wird die Robustheit der LCS-Strategie für einen systematisch variierten Grad
an Redundanz untersucht. Der Grad der Redundanz wird durch Verwendung einer fixen Anzahl an
Clustern, deren Größe schrittweise erhöht wird, kontrolliert. Bei einer Gesamtanzahl von n Datensätzen
wird initial eine Aufteilung der Datenquelle in c gleich große Cluster der Größe a = n/c vorgenommen.
Dazu wird der Datensatz 0 ≤ j < n dem Cluster b j/cc zugewiesen, sodass Cluster 0 ≤ i < c alle
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Abbildung 8.6: Ausführungszeiten und Anzahl durchgeführter Ähnlichkeitsberechnungen für verschie-
dene Grade an Redundanz.
Datensätze des Intervalls [i · a, (i + 1) · a − 1] enthält. In der Folge bleiben die Anzahl der Cluster
c sowie deren untere Intervallgrenzen konstant. Anschließend wird jedes Cluster vergrößert, indem
die obere Intervallgrenze nach rechts verschoben wird, sodass jedes Cluster a ≤ s < n/2 Datensätze
umfasst. Dementsprechend enthält das Cluster 0 ≤ i < c alle Datensätze des Intervalls [i · a, (i · a +
s−1) mod n]. Bei dieser Vorgehensweise bestimmt die Clustergröße s die Überlappung der Cluster und
damit den Grad der redundanten Paarvergleiche. Die Anzahl redundanter Ähnlichkeitsberechnungen
beträgt insgesamt c · s(s−1)2 − c · a · ( a−12 + s− a).
Abbildung 8.6 vergleicht die Laufzeiten der LCS-Strategie und der naiven Ähnlichkeitsberechnung aller
resultierenden Paare. Dazu wurde eine Teilmenge von n = 100.000 Datensätzen der Datenquelle DS1
in c = 100 Cluster aufgeteilt. Anschließend wurde die initiale Clustergröße von a = 1.000 schrittweise
bis zu einer Clustergröße von s = 10.000 Datensätzen erhöht. Dies resultiert in einer Paarüberlappung
zwischen 25% für s = 2.000 und 81% für s = 10.000. Während die Ausführungszeit der naiven Stra-
tegie proportional zur Anzahl der Kandidatenpaare c · s(s−1)2 steigt, profitiert die LCS-Implementierung
stark von der Vermeidung redundanter Paarvergleiche und terminiert deutlich schneller als die naive
Strategie. So konnte für die größte Clustergröße von s = 10.000 eine Reduktion der Ausführungszeit
um den Faktor 4 erreicht werden. Trotzdem wird für alle Konfigurationen dieselbe Pairs Complete-
ness erreicht. In Abbildung 8.6 ist zu erkennen, dass die Ausführungszeit der LCS-Implementierung
etwas stärker als die Anzahl tatsächlich durchzuführender Ähnlichkeitsberechnungen steigt. Dies wird
dadurch verursacht, dass trotzdem für jedes Kandidatenpaar überprüft werden muss, ob die Ähnlich-
keitsberechnung übersprungen werden kann. Zudem steigt mit dem Grad der Redundanz die Anzahl
der Signaturen eines Datensatzes, was die durchschnittliche Zeit zur Überprüfung der Signaturlisten in
der Reduce-Phase erhöht. Die Ergebnisse zeigen jedoch, dass der Overhead zur Erkennung redundanter
Paarvergleiche im Vergleich zu den erzielbaren Laufzeiteinsparungen sehr klein ist.
8.4.3 Einfluss auf Lastbalancierung
Im dritten Experiment wird die LCS-Implementierung mit der Exact- und Heuristic-Strategie für ver-
schiedene Grade an Redundanz verglichen. Zu diesem Zweck wird dieselbe Konfiguration (n = 100.000
Datensätze, c = 100 Cluster, Clustergröße s ∈ [1.000, 10.000]) wie im vorigen Experimente verwendet.
Alle drei Ansätze garantieren, dass die Ähnlichkeit eines jeden Kandidatenpaars genau einmal berech-
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Abbildung 8.7: Vergleich der vorgestellten Strategien zur Eliminierung redundanter Paarvergleiche für
verschiedene Grade an Redundanz (siehe Konfiguration aus Abschnitt 8.4.2).
net wird, und liefern das gleiche Ergebnis. Die Exact- und Heuristic-Strategien versuchen jedoch zu
gewährleisten, dass die Lastbalancierung nicht durch die Eliminierung redundanter Paarvergleiche in
negativer Weise beeinträchtigt wird.
Abbildung 8.7 zeigt die Laufzeiten der drei Verfahren zur Eliminierung redundanter Paarvergleiche. Die
Anzahl der eliminierten Paare steigt aufgrund der fixen linken Intervallgrenzen mit der Clustergröße
s. Für geringe Grade an Redundanz sind kaum Unterschiede der drei Implementierungen zu beob-
achten. Zwar basiert die Lastbalancierung bei der LCS-Strategie auf falschen Annahmen, jedoch hat
die verhältnismässig geringe Anzahl eliminierter Paarvergleiche nur unwesentliche Auswirkungen auf
die Workload der Reduce-Tasks. Mit steigender Clustergröße ist jedoch zu beobachten, dass die LCS-
Strategie den anderen Strategien unterlegen ist. Mit einem zunehmenden Überlappungsgrad steigt die
Anzahl der eliminierten Paarvergleiche und damit die Auswirkungen der Falschannahmen auf die Last-
balancierung. Insbesondere die Exact-Strategie schneidet für s ≥ 4.000 im Vergleich zur LCS-Strategie
jeweils um ca. 10% besser ab. Der zusätzliche Aufwand zur Überprüfung eines jeden Kandidatenpaares
im Analyse-Job konnte durch eine gleichmäßigere Aufteilung aller durchzuführenden Paarvergleiche
auf die r = 200 Reduce-Tasks amortisiert werden. Für die Heuristic-Strategie gilt dies nur bedingt,
im Schnitt konnte lediglich eine Verbesserung von ca. 3% erreicht werden. Offenbar kann der zusätz-
liche Overhead zur Bestimmung der Schnittmenge der Signaturlisten eines Kandidatenpaares in der
Reduce-Phase nur in begrenztem Maße durch eine gleichmäßige Aufteilung der eliminierten Paare auf
alle Blöcke aufgewogen werden. Die Ergebnisse demonstrieren erneut, dass eine möglichst perfekte
Lastbalancierung entscheidend für die effiziente Ausführung von MapReduce-Programmen ist.
8.5 Zusammenfassung
Effiziente PSC erfordert eine Einschränkung der Kandidatenmenge sowie eine Parallelisierung der teu-
ren Ähnlichkeitsberechnungen. Um eine Robustheit gegenüber fehlenden, fehlerhaften und inkonsis-
tenten Attributwerten gewährleisten zu können, ist es notwendig jeden Datensatz mehreren Clustern
zuzuweisen. Ein Nebeneffekt dieser Vorgehensweise ist die unnötige mehrfache Ähnlichkeitsberech-
nung derselben Datensatzpaare. Am Beispiel der MapReduce-basierten Entity Resolution wurde zu-
nächst ein einfacher Ansatz vorgeschlagen, der redundante Paarvergleiche vermeidet. Die Evaluation
zeigte, dass die LCS-Strategie einer naiven Auswertung aller Kandidatenpaare für alle Redundanzgrade
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deutlich überlegen ist. Abschließend wurden die Auswirkungen der Eliminierung von Paarvergleichen
auf die Lastbalancierung untersucht. Im Rahmen eines Experimentes konnte gezeigt werden, dass die
durch die Eliminierung redundanter Ähnlichkeitsberechnungen verursachten Falschannahmen für ein
hohes Maß an Überlappung nicht vernachlässigbar sind. So konnte bei Verwendung der Exact-Strategie,
trotz des erheblichen Mehraufwandes während der Datenanalyse, eine Verbesserung um ca. 10% ge-






Ein typischer Nachbearbeitungsschritt des Entity Resolution-Prozesses ist die Berechnung der transi-
tiven Hülle des Match-Ergebnisses. Dies erlaubt z. B. die Verwendung kleinerer Fenstergrößen beim
Einsatz des Sorted Neighborhood-Verfahrens. Ein thematisch verwandtes Problem ist die Berechnung
zusammenhängender Komponenten eines Graphen. In diesem Kapitel wird untersucht, wie Berechnun-
gen dieser Art effizient mit MapReduce parallelisiert werden können. Die Betrachtung erfolgt losge-
löst vom Entity Resolution-Problem, die vorgeschlagenen Algorithmen und Strategien sind jedoch pro-
blemlos auf das Entity Resolution-Problem übertragbar und wurden dementsprechend in das Dedoop-
Framework integriert (vgl. Abschnitt 3.3). Nach einer Einführung und einer Betrachtung der verwand-
ten Arbeiten im Abschnitt 9.1 wird zu diesem Zweck ein kürzlich veröffentlichter Algorithmus namens
CC-MR untersucht (Abschnitt 9.2). Basierend auf dieser Analyse werden im Abschnitt 9.3 verschiede-
ne Erweiterungen des CC-MR-Algorithmus vorgestellt. Die Evaluation im Abschnitt 9.4 zeigt, dass mit
den vorgenommenen Optimierungen eine deutliche Beschleunigung des ursprünglichen Algorithmus
erreicht werden kann.
9.1 Einführung und verwandte Arbeiten
Eine Vielzahl von Big Data-Anwendungen erfordert die effizienter Verarbeitung großer Graphstruktu-
ren, z. B. zur Verwaltung sozialer Netze. Auch Anwendungen im Unternehmenskontext müssen eine
Vielzahl miteinander verbundener Entitäten, wie Kunden, Produkte, Angestellte und assoziierte Ge-
schäftsprozesse, wie Angebote und Rechnungen verarbeiten, die zu Analysezwecken als Graph reprä-
sentiert werden können [195]. Die Erkennung zusammenhängender Graphkomponenten ist ein fun-
damentaler Schritt zur Erkennung von Mustern und zum Clustering von Entitäten, die miteinander in
Beziehung stehen. Eine zusammenhängende Graphkomponente eines ungerichteten Graphen ist ein
maximaler Subgraph, in dem alle Knoten durch einen Pfad miteinander verbunden sind. Abbildung 9.1
zeigt einen Graphen, bestehend aus zwei zusammenhängenden Komponenten.
9.1.1 Zielstellung
Eine effiziente Verarbeitung von Graphen mit Millionen von Knoten und Kanten verlangt eine Parallel-
verarbeitung. Das MapReduce-Framework wurde bereits frühzeitig zur Parallelisierung von Berech-
nungen auf in Rechnerclustern verteilt gespeicherten Graphen eingesetzt [54, 59, 155]. Die Berech-
nung zusammenhängender Graphkomponenten ist ein inhärent iterativer Prozess. Eine MapReduce-
Implementierung resultiert in der wiederholten Ausführung eines MapReduce-Jobs, wobei die Ausgabe
einer Iteration die Eingabe der nächsten Iteration bildet. Für eine effiziente Berechnung ist es dement-
sprechend von entscheidender Bedeutung, das Datenvolumen der Zwischenergebnisse sowie die An-
zahl der Iterationen zu minimieren, da jede Iteration mit einem signifikanten Overhead I/O- und Task
149











Abbildung 9.1: Beispiel eines Graphen bestehend aus zwei zusammenhängenden Komponenten.
Scheduling-Overhead einhergeht. Obwohl zuletzt eine Vielzahl frei verfügbarer Frameworks, wie z. B.
Apache Giraph, GraphX1, GraphLab PowerGraph2), entwickelt wurden, die direkt auf die Parallelisie-
rung von Graphalgorithmen zugeschnitten sind, erfordert die große Popularität und Verbreitung des
Hadoop-Frameworks das Finden effizienter MapReduce-Implementierungen. In diesem Kapitel wird
ein aktueller MapReduce-Algorithmus zur Berechnung von zusammenhängenden Graphkomponenten
namens CC-MR analysiert und durch verschiedene Optimierungen deutlich verbessert.
Die Berechnung der transitiven Hülle einer binären Relation, repräsentiert durch einen Graphen, ist ein
thematisch verwandtes Problem. Im Zusammenhang mit Entity Resolution kommt die Berechnung der
transitiven Hülle der berechneten Matches zum Einsatz, um weitere, indirekt verbundene, Matches zu
finden. Aufgrund des enormen Datenvolumens der Zwischenergebnisse, die zwischen den Iterationen
materialisiert werden müssen, sollte bei der MapReduce-Berechnung der transitiven Hülle unbedingt
von einer expliziten Bestimmung aller (indirekt) miteinander verbundenen Paare abgesehen werden.
So entspricht die transitive Hülle der linken, neun Datensätze umfassenden, Komponente aus Abbil-
dung 9.1, einer Menge von 36 Paaren (A, B), (A, C), . . . , (H, I). Effizienter ist hingegen die Bestimmung
des Clusters {A, B, C , D, E, F, G, H, I}, aus dem im Nachgang bei Bedarf alle Paare abgeleitet werden kön-
nen. Die Bestimmung dieses Cluster ist äquivalent zur Bestimmung einer zusammenhängenden Graph-
komponente mit einer minimalen Anzahl an Kanten. Dazu wird ein Knoten (hier A) als Repräsentant
ausgewählt und mit jedem anderen Knoten der Komponente verbunden, alle übrigen Kanten werden
verworfen. Die linke Komponente des Beispiels aus Abbildung 9.1 wird dementsprechend durch die
acht Paare (A, B), (A, C), . . . , (A, I) ausgedrückt. Die in diesem Kapitel betrachteten Algorithmen haben
das Ziel, einen gegebenen ungerichteten Eingabegraphen in eine Menge solcher sternförmiger Kompo-
nenten mit minimaler Kantenanzahl zu transformieren.
9.1.2 Verwandte Arbeiten
Da die in diesem Kapitel betrachtete Problematik weitesgehend losgelöst von den in den vorigen
Kapiteln betrachteten Themen ist und die erarbeiteten Lösungsstrategien nicht spezifisch für das
Entity Resolution-Problem sind, wurde auf eine Diskussion der relevanten Literatur im Kapitel 2 verzich-
tet. Im Folgenden wird daher zunächst ein Überblick über die relevanten Forschungsarbeiten gegeben.
Parallele Berechnung der transitiven Hülle: Einer der ersten Algorithmen zur parallelen Berech-
nung der transitiven Hülle einer binären Relation R(a, b) wurde 1988 im Kontext paralleler Daten-
banksysteme vorgeschlagen [231]. Der TCPO-Algorithmus basiert auf einer verteilten Berechnung von
Verbund- und Vereinigungsoperationen. Die Anwendung einer Hashfunktion h auf das Attribut b er-
zeugt n Partitionen R1, . . . , Rn die auf n Knoten (Prozessoren) verteilt werden. Anschließend wird die-
selbe Hashfunktion auf das Attribut a der Ausgangsrelation R angewendet. Die resultierenden Partitio-
nen D11 , ..., D
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Relation D2i = pia,b(Ri\b=a D1i ) und fügt sie zum Teilergebnis Ti = D1i ∪ D2i hinzu. Die Paare der neu
berechneten Relation D2i werden im nächsten Schritt durch Anwendung von h auf das Attribut a neu
über die n Knoten verteilt, sodass jeder Knoten i die Relationen D3i = pia,b(Ri\b=a D2i ) und Ti = Ti ∪D3i





i = ; gilt. Das finale Ergebnis ist durch die Vereinigung der Teilergebnisse Ti
gegeben.
In [44] wurde eine Verbesserung des TCPO-Algorithmus vorgeschlagen. Dabei wird eine Double
Hashing-Technik verwendet, um das in jeder Iteration umzuverteilende Datenvolumen zu begrenzen.
Beide Ansätze sind parallele Implementierungen eines sequentiellen iterativen Algorithmus, der in [16]
vorgeschlagen wurde und nach d Iterationen terminiert, wobei d die Tiefe des Graphen bezeichnet. Der
Smart-Algorithmus [116] verbessert dieses Verfahren, indem die Anzahl der benötigten Iterationen auf
log d + 1 beschränkt wird. Eine mögliche MapReduce-Implementierung des Smart-Algorithmus wurde
in [4] diskutiert, der Ansatz wurde jedoch nicht evaluiert. Die vorgeschlagene Umsetzung übersetzt
jede Iteration des Smart-Algorithmus in mehrere MapReduce-Jobs, die sequentiell ausgeführt werden
müssen. Da MapReduce eine Materialisierung der (Zwischen-) Ergebnisse eines jeden MapReduce-Jobs
erfordert, ist der Ansatz für große Graphen nicht praktikabel.
Bestimmung zusammenhängender Graphkomponenten: Die Bestimmung zusammenhängender
Graphkomponenten ist ein gut erforschtes Problem. Traditionelle Ansätze traversieren dazu den Gra-
phen mittels Breiten- oder Tiefensuche und weisen eine lineare Laufzeitkomplexität auf [225]. Zur
effizienten Bearbeitung großer Graphen wurden später parallele Algorithmen mit logarithmischer Lauf-
zeitkomplexität entwickelt [15, 113, 218]. Eine vergleichende Evaluation dieser Algorithmen erfolgte
in [92]. Diese Ansätze basieren auf dem Parallel Random Access Machine-Modell und sind deswegen
nicht für das MapReduce-Programmiermodell, das von einer Shared Nothing-Architektur ausgeht, ge-
eignet. Die Autoren von [37] schlugen einen Algorithmus zur Berechnung in Shared Memory-Clustern
vor, in denen Knoten über entfernte Hauptspeicherzugriffe miteinander kommunizieren können. Da
das MapReduce-Framework für die vollständig unabhängige Bearbeitung disjunkter Datenpartitionen
vorsieht, ist dieser Ansatz ebenfalls nicht anwendbar.
Ein erster MapReduce-Algorithmus zur Berechnung zusammenhängender Graphkomponenten wurde
in [54] vorgeschlagen. Der wesentliche Nachteil dieses Ansatzes ist, dass pro Iteration drei MapReduce-
Jobs sequentiell auszuführen sind. Zudem existieren weitere Ansätze, die darauf abzielen, die Anzahl
der benötigten MapReduce-Jobs zu minimieren [124, 147]. Diese Verfahren sind jedoch dem CC-MR-
Algorithmus, der in [214] vorgeschlagen wurde, deutlich unterlegen. Für einen Graphen der Tiefe d
benötigt der CC-MR-Algorithmus im schlimmsten Fall d Iterationen, in der Praxis zeigt sich nach Aussa-
ge der Autoren jedoch ein logarithmisches Laufzeitverhalten. Der CC-MR-Algorithmus wird im folgen-
den Abschnitt im Detail vorgestellt. Ein unabhängig entwickelter, sehr ähnlicher Ansatz wurde nahezu
gleichzeitig in [208] veröffentlicht. Die Autoren schlugen vier verschiedene Algorithmen vor, wobei der
mit dem besten Laufzeitverhalten im Wesentlichen dem CC-MR-Algorithmus entspricht.
Neuere Frameworks zur verteilten Graphverarbeitung, wie Google Pregel [159], basieren auf dem Bulk
Synchronous Parallel-Paradigma (BSP), welches die verteilte Berechnung in eine Sequenz sogenannter
Supersteps aufteilt. Jeder Superstep besteht aus einer Phase der parallelen Berechnung, die von ei-
ner Phase des Datenaustauschs und einer Synchronisationsbarriere gefolgt wird. BSP-Algorithmen sind
i. Allg., aufgrund des deutlich kleineren Overheads pro Iteration, besser für die Berechnung iterativer
Graphalgorithmen geeignet als das MapReduce-Programmiermodell. In [208] wurde jedoch gezeigt,
dass MapReduce-Algorithmen in stark ausgelasteten Clustern vergleichbaren BSP-Algorithmen überle-
gen sein können.
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9.2 Der CCMR-Algorithmus
Die Eingabe des CC-MR-Algorithmus [214] besteht aus einem Graphen (V, E) mit einer Knotenmenge V
und einer Menge E ⊆ V ×V . Das Ziel des CC-MR-Algorithmus ist die Transformation des Ausgangsgra-
phen in eine Menge sternförmiger Subgraphen. Unter Ausnutzung einer totalen Ordnung der Knoten
(z. B. die lexikographische Sortierung der Knotenlabel) wird zu diesem Zweck in einem iterativen Pro-
zess jeder Knoten mit seinem kleinsten Nachbarn verbunden. Während der Berechnung der CCs wird
dazu für jeden Knoten v und seine (aktuellen) Nachbarknoten ad j(v) geprüft, ob v der kleinste dieser
Knoten ist. Ist dies der Fall (Local Max-Zustand), werden alle u ∈ ad j(v) dem Knoten v zugewiesen.
Dies entspricht dem Einfügen einer Kante zwischen v und jedem u ∈ ad j(v) und dem Verwerfen aller
Kanten zwischen zwei Knoten ui , u j ∈ ad j(v). Ein Subgraph im Local Max-Zustand bildet bereits eine
zusammenhängende Komponente, jedoch können weitere Knoten existieren, die zu dieser Komponente
gehören, aber noch entdeckt werden müssen. Ist v hingegen nicht kleiner als alle seiner Nachbarkno-
ten, liegt der sogenannte Merge-Zustand vor. Sei u ∈ ad j(v) mit u < v der kleinste Nachbarknoten
von v. Im Merge-Zustand werden v und ad j(v)\{u} dem Knoten u zugewiesen. Dies entspricht dem
Verschmelzen der Subgraphen mit den Zentren v und u zu einem neuen sternförmigen Subgraphen
mit dem Zentrum u. Diese Schritte werden iterativ solange angewendet bis keine Subgraphen mehr
verschmolzen werden.
Im Folgenden wird die MapReduce-Implementierung dieser Idee erläutert. Des Weiteren wird der vom
CC-MR-Algorithmus verwendete Lastbalancierungsansatz für die effiziente Handhabung ungleichmä-
ßig großer Komponenten diskutiert. Abbildung 9.2 illustriert die Berechnung der zusammenhängenden
Graphkomponenten für den Beispielgraphen aus Abbildung 9.1. Insgesamt sind drei Iterationen not-
wendig, um die beiden im unteren rechten Teil der Abbildung 9.2 gezeigten Komponenten mit den
Zentren A und J zu berechnen.
9.2.1 MapReduce-Implementierung
Eine Kante v−u wird durch ein Schlüssel-Wert-Paar (v, u) repräsentiert. Um für jeden Knoten v zu ent-
scheiden, ob er sich im Local Max-Zustand oder im Merge-Zustand befindet, wird v und jeder u ∈ ad j(v)
zum selben Reduce-Task umverteilt. Zusätzlich wird gewährleistet, dass auf alle u ∈ ad j(v) in sortierter
Reihenfolge zugegriffen werden kann. Dies erlaubt es dem Reduce-Task, allein durch den Vergleich von
v und dem ersten u ∈ ad j(v) zu entscheiden, welcher der beiden Fälle vorliegt. Wie in Abbildung 9.2
dargestellt ist, gibt die map-Funktion dazu für jede Kante (v, u) des Eingabegraphen die Schlüssel-Wert-
Paare (vu, u) und (uv, v) aus. Die Zuweisung der map-Ausgabepaare zu den Reduce-Tasks erfolgt
durch Anwendung einer Partitionierungsfunktion, die lediglich die erste Schlüsselkomponente der zu-
sammengesetzten Schlüssel verwendet. Die bewirkt, dass alle Knoten, die mit v verbunden sind, zum
selben Reduce-Task umverteilt werden. Analog dazu werden alle Knoten, die mit u verbunden sind,
demselben Reduce-Task zugewiesen. Die Reduce-Tasks sortieren die Schlüssel-Wert-Paare ihrer Einga-
bepartitionen komponentenweise anhand der zusammengesetzten Schlüssel. Anschließend erfolgt eine
Gruppierung benachbarter Schlüssel-Wert-Paare, deren erste Schlüsselkomponente übereinstimmt. Ei-
ne Gruppe v : [val1, . . . , valn] besteht dabei aus dem Schlüssel für den Knoten v (der Wert der zweiten
Schlüsselkomponente ist, aufgrund der Gruppierung nach der ersten Komponente, undefiniert) und
einer sortierten Wertliste val1, . . . , valn, welche den Nachbarn ad j(v) des Knotens v entspricht. So be-
arbeitet der erste Reduce-Task des ersten MapReduce-Jobs in Abbildung 9.2 die Gruppe A : [B, C , D].
Anschließend wird für jede Gruppe die reduce-Funktion aufgerufen.
Algorithmus 9.1 zeigt den Pseudo-Code der reduce-Funktion. Diese vergleicht jeden durch den
reduce-Eingabe-Schlüssel gegebenen Knoten v mit seinem kleinsten Nachbarn f irst ∈ ad j(v). Falls
v < f irst gilt (Local Max-Zustand), ist v bereits der kleinste Knoten der (Sub-) Komponente. In diesem
Fall wird ein Schlüssel-Wert-Paar (v, u) für jeden Knoten u ∈ ad j(v) ausgegeben (Zeile 15 bis 17 und 23
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Abbildung 9.2: Der obere Teil der Abbildung illustriert den Datenfluss des CC-MR-Algorithmus für
den Graphen aus Abbildung 9.1. Ein rotes L kennzeichnet einen Local Max-Zustand, relevante Merge-
Zustände sind durch ein rotes M gekennzeichnet. Neu entdeckte Kanten sind fett gedruckt dargestellt.
Der Algorithmus terminiert nach drei Iterationen, da keine neuen Rückwärtskanten (kursiv gedruckt)
generiert wurden. Die Map-Phase jeder Iteration i > 1 gibt die Ausgabe der vorigen Iteration i unverän-
dert aus und ist hier aus Platzgründen weggelassen. Der untere Teil der Abbildung zeigt den nach jeder
Iteration resultierenden Graphen. Rote Knoten kennzeichnen die kleinsten Knoten der Komponenten.
Korrekt zugewiesene Knoten sind grün markiert, blaue Knoten müssen noch einem anderen Knoten
zugewiesen werden.
bis 24). So befinden sich z. B. die (Sub-) Komponenten A : [B, C , D] und J : [K , L] der ersten Iteration
in Abbildung 9.2 im Local Max-Zustand, was durch ein rotes L gekennzeichnet ist.
Im Merge-Zustand, also wenn v > f irst gilt, werden alle u ∈ ad j(v) \ { f irst} dem Knoten f irst zuge-
wiesen. Dazu gibt die reduce-Funktion ein Schlüssel-Wert-Paar (first, u) für jeden dieser Knoten u aus
(siehe Algorithmus 9.1 Zeile 26). Zusätzlich gibt die reduce-Funktion für jeden Knoten u das invertier-
te Paar (u, first) aus (siehe Zeile 27). Sollte v kleiner als der größte Knoten der Menge ad j( f irst) sein,
wird abschließend ein Schlüssel-Wert-Paar (v, first) ausgegeben (Zeile 32). Die letzten beiden Typen
von Ausgabepaaren repräsentieren sogenannte Rückwärtskanten, die temporär zum Graphen hinzu-
gefügt werden. Sie dienen als Brücken, um f irst in späteren Iterationen mit weiteren Nachbarn von
{v} ∪ ad j(v) \ { f irst} verbinden zu können, die möglicherweise noch kleiner als f irst sind.
Die Merge-Zustände in Abbildung 9.2, in denen eine Verschmelzung zweier Subgraphen stattfindet (die
Liste der reduce-Eingabe-Werte umfasst mehr als ein Element), sind mit einem roten M markiert. Bei-
spielsweise werden für die Gruppe F : [D, G] in der ersten Iteration eine neue (Vorwärts-) Kante (D, G)
sowie zwei Rückwärtskanten (G, D) und (F, D) ausgegeben. Die Gruppe D : [A, E, F, H, I] befindet sich
ebenfalls im Merge-Zustand, u. a. wird dabei die Rückwärtskante (D, A) ausgegeben. In der zweiten Ite-
ration erweitert der erste Reduce-Task die Komponente des Knotens A um die in der vorigen Iteration
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Algorithmus 9.1: Implementierung des CC-MR-Algorithmus
1 map_configure(jobConf)
2 iteration← getIteration(jobConf);
3 map(Vertex v, Vertex u)
4 output(v.u, u);
5 if iteration==1 then
6 // Output reversed edge
7 // in first iteration
8 output(u.v, v);
9 // part: repartition map first key component
10 // cmp: sort by entire key
11 // group: group first key component
12 reduce(Vertex source, Iterator<Vertex> values)
13 locMaxState← false;
14 first← values.next();
15 if source.id < f irst.id then
16 locMaxState← true;
17 output(source.first, first); // Forward edge
18 last← first;
19 while values.hasNext() do
20 cur← values.next();
21 if cur.id = last.id then
22 continue ; // Remove duplicates
23 if locMaxState then
24 output(source.cur, cur); // Forward edge
25 else
26 output(first.cur, cur); // Forward edge
27 output(cur.first, first); // Backward edge
28 // Increment counter to signalize
29 // that a new iteration is required
30 lastId← cur.id;
31 if ¬locMaxState ∧ (source.id < lastId) then
32 output(source.first, first); // Backward edge
entdeckten Nachbarknoten E, F, H und I . Der zweite Reduce-Task verbindet bei der Verarbeitung der
Gruppe D : [A, G] die Knoten A und G. Ebenso wird die Kante (A, D) bei der Verarbeitung der Gruppe
F : [A, D] generiert. Es ist zu erkennen, dass Kanten mehrfach entdeckt werden können, so wird z. B.
die Kante (A, D) von beiden Reduce-Tasks der zweiten Iteration erzeugt. Diese Duplikate werden ent-
sprechend der Zeile 22 des Algorithmus 9.1 in der nächsten Iteration entfernt. Für (A, D) erfolgt dies
durch den ersten Reduce-Task der dritten Iteration.
Die Ausgabe der i-ten Iteration bildet die Eingabe der Iteration i + 1. Die Map-Phase der folgenden
Iterationen gibt für jede Eingabekante (v, u) ein Schlüssel-Wert-Paar (v.u, u) aus. Im Gegensatz zur
ersten Iteration werden keine invertierten Kanten erzeugt. Der Algorithmus terminiert, wenn während
einer Iteration keine Rückwärtskanten ausgegeben wurden. Dies kann durch ein sogenanntes Driver-
Programm, das wiederholt den gleichen MapReduce-Job ausführt, mithilfe eines Zählers festgestellt
werden. Zu diesem Zweck kann auf die Counters-Bibliothek3 des Hadoop-Frameworks zurückgegriffen
werden: Jeder Tasktracker erhöht bei Ausgabe einer Rückwärtskante einen bestimmten Zähler, der Job-
tracker aggregiert diese Werte automatisch gegen Ende der Ausführung eines MapReduce-Jobs. Da die
Iteration i > 1 ausschließlich vom Ergebnis der vorhergehenden Iteration i−1 abhängt, kann vor dem
Start der Iteration i das HDFS-Eingabeverzeichnis der i−1-ten Iteration durch das Ausgabeverzeichnis
der Iteration i − 1 ersetzt werden. Dies erlaubt einen Neustart des MapReduce-Jobs mit den gleichen
Parametern und minimiert das im HDFS abgelegte Datenvolumen.
9.2.2 Lastbalancierung
Im bisher beschriebenen Verfahren werden alle Knoten einer Komponente durch einen einzigen Reduce-
Task bearbeitet. Dies bewirkt eine Eingrenzung der Skalierbarkeit und Laufzeiteffizienz, wenn der
Graph aus vielen kleineren, aber einer großen Komponente besteht, die die Mehrzahl der Knoten des
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Abbildung 9.3: Lastbalancierungsmechanismus des CC-MR-Algorithmus.
Die Erkennung großer Komponenten erfolgt in der Reduce-Phase durch Zählen der Knoten einer Grup-
pe im Local Max-Zustand. Für Gruppen, deren Größe einen bestimmten Schwellwert überschreitet, wird
der kleinste Knoten source vom bearbeitenden Reduce-Task in einer separaten Ausgabedatei vermerkt,
die von den Map-Tasks der folgenden Iterationen ausgewertet wird. Diese separaten Ausgabedateien
(möglicherweise eine pro Iteration und Reduce-Task) sind jedoch nicht Bestandteil der regulären Ein-
gabe der folgenden Iterationen. Vor Beginn der nächsten Iteration kopiert das externe Driver-Programm
die separaten Ausgabedateien mittels des DistributedCache-Mechanismus in das lokale Dateisystem aller
Tasktracker.
Während der folgenden Iteration liest jeder Map-Task diese Informationen zur Initialisierungszeit ein.
Dies bewirkt, dass jeder Map-Task das Zentrum (den kleinsten Knoten) einer jeden großen Komponente
“kennt”. Bei Anwendung der map-Funktion auf eine Vorwärtskante (v, u) mit v < u wird überprüft, ob v
das Zentrum einer großen Komponente ist. Ist dies der Fall, so wird eine abweichende Umverteilung des
map-Ausgabe-Paars (vu, u) vorgenommen. Im Gegensatz zur Bearbeitung einer “normalen” Kante er-
folgt die Zuweisung des Paars zu einem Reduce-Task durch Anwendung einer Partitionierungsfunktion
auf die zweite (statt auf die erste) Komponente des zusammengesetzten Schlüssels. Dies bewirkt eine
gleichmäßige Aufteilung aller u ∈ ad j(v) auf die Reduce-Tasks. Aus diesem Grund sollten Komponen-
ten, die einmal als groß markiert wurden, in diesem Zustand verbleiben. Da jeder Reduce-Task in der
Folge nur noch einen Teil der Komponente bearbeitet, könnte sonst fälschlicherweise eine Klassifikati-
on in “nicht-groß” erfolgen. Rückwärtskanten (v, u) mit v > u, bei denen v das Zentrum einer großen
Komponente ist, werden an alle Reduce-Tasks gesendet. Dies ist notwendig, um sicherzustellen, dass
alle w ∈ ad j(v), die über alle Reduce-Tasks verteilt sind, mit u verbunden werden können. Abgesehen
von diesen Modifikationen bleibt der Algorithmus 9.1 unverändert.
Die Arbeitsweise des Lastbalancierungsansatzes ist in Abbildung 9.3 dargestellt. Im diesem fiktiven
Beispiel wird die Komponente B : [C , D, E, F, G, H] als Kandidat für die Lastbalancierung identifiziert. In
der darauffolgenden Map-Phase werden alle Nachbarn von B anhand ihres Labels gleichmäßig über alle
(hier zwei) Reduce-Tasks aufgeteilt. Die Rückwärtskante (B, A) wird zu allen Reduce-Tasks gesendet,
sodass in der darauffolgenden Iteration alle Nachbarn von B mit dem Knoten A verbunden werden
können.
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9.3 Optimierung des CCMR-Algorithmus
Trotz seiner Effizienz im Vergleich zu bestehenden MapReduce-Implementierungen hat der CC-MR-
Algorithmus erhebliches Verbesserungspotential. Im Folgenden werden drei Erweiterungen vorgeschla-
gen und evaluiert, die die Anzahl der Iterationen und das Datenvolumen der Zwischenergebnisse re-
duzieren. Zunächst wird die Wahl des Zentrums einer zusammenhängenden Graphkomponente vorge-
schlagen, die sich an der Anzahl der Knotennachbarn anstatt den Knotenlabels orientiert. Des Weiteren
wird der CC-MR-Algorithmus dahingehend erweitert, dass bereits in der Map-Phase eine Verknüpfung
zusammenhängender Knoten einer Eingabepartition erfolgt, um die verbleibende Arbeit für die Reduce-
Tasks und die darauffolgenden Iterationen zu verringern. Die dritte Optimierung besteht in der Identi-
fikation stabiler Komponenten, wie z. B. J , [K , L], die in späteren Iterationen nicht weiterwachsen. Eine
Separation von der regulären Ausgabe einer Iteration vermeidet eine unnötige Weiterverarbeitung sta-
biler Komponenten in den Folgeiterationen. Die vorgeschlagenen Änderungen haben keinen Einfluss
auf die Komplexitätseigenschaften des CC-MR-Algorithmus – nach wie vor ist von einem logarithmi-
schen Verhalten bezüglich der Tiefe des Eingabegraphen auszugehen.
9.3.1 Wahl der Komponentenzentren
Der CC-MR-Algorithmus weist alle (indirekt) miteinander verbundenen Knoten einer zusammenhän-
genden Graphkomponente dem Knoten der Komponente zu, der das lexikographisch kleinste Label4
aufweist. Dies ist ein naheliegender und einfach zu implementierender Ansatz, der in Kombination mit
den konstruierten zweistelligen map-Ausgabe-Schlüsseln die automatisch vom Hadoop-Framework vor-
genommene Sortierung der reduce-Eingabedaten ausnutzt. Die Wahl des Knotens mit dem kleinsten
Label als Zentrum einer Komponente berücksichtigt jedoch nicht die Struktur des Graphen, was mög-
licherweise zu einer unnötig hohen Anzahl benötigter Iterationen führen kann. So müssen z. B. für die
linke Komponente aus Abbildung 9.1 die fünf Knoten E, F, G, H, I dem Knoten A zugewiesen werden
(B, C , D sind bereits Nachbarn von A). Würde stattdessen der Knoten D als Zentrum der Komponente
deklariert werden, so müssten lediglich die drei Knoten B, C , G umgehängt werden. Im schlimmsten
Fall befindet sich der Knoten mit dem kleinsten Label am Anfang einer langen Kette von Knoten. In
diesem Falle wäre ein Knoten in der Mitte der Kette ein geeigneterer Kandidat für das Zentrum einer
Komponente.
Die CC-MR-VD-Strategie verfolgt eine ähnliche Idee. Statt dem Knoten mit dem kleinsten Label wird
derjenige Knoten zum Zentrum bestimmt, der die höchste Anzahl an Nachbarknoten (Knotengrad)
im Eingabegraphen hat. Obwohl dies keine optimale Lösung garantiert, verspricht dieser Ansatz ei-
ne Verringerung der Gesamtanzahl an Knotenneuzuordnungen und damit der Anzahl an Kanten, die
pro Iteration ausgegeben werden. Zudem ist es möglich, dass die Anzahl der benötigten Iterationen
reduziert werden kann. Ist der Grad eines jeden Knotens bekannt, so kann eine weitere Optimierung
gegenüber dem CC-MR-Algorithmus vorgenommen werden. Die Ausgabe von Rückwärtskanten (v, u)
mit v > u in der Reduce-Phase kann eingespart werden, sofern v den Knotengrad 1 hat. Diese Redukti-
on des ausgegebenen (und in späteren Iterationen zu verarbeitenden) Datenvolumens ist möglich, da
v keine weiteren Nachbarn hat, die in der Folgeiteration mit u verbunden werden müssen.
Zur Bestimmung der Knotengrade benötigt die CC-MR-VD-Strategie einen zusätzlichen leichtgewich-
tigen MapReduce-Job. Die Ausgabe dieses Jobs besteht aus nach Knotenlabel indexierten Dateien,
die unter Verwendung von Hadoops MapFileOutputFormat5 erzeugt werden und ein externspeicher-
basiertes Nachschlagen des Knotengrades für ein gegebenes Knotenlabel ermöglichen. Das Ergebnis
dieses Vorverarbeitungsschritts kann je nach Datenvolumen entweder mittels des Distributed Cache-
Mechanismus zu allen Knoten kopiert oder von diesen, bei Bedarf, aus dem HDFS eingelesen werden.
4 Bei der Berechnung der transitiven Hülle eines Match-Ergebnisses entspricht das Knotenlabel dem Datensatzidentifikator.
5 http://hadoop.apache.org/docs/current/api/org/apache/hadoop/mapred/MapFileOutputFormat.html
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Abbildung 9.4: Aus dem initialen Knotengrad resultierende Knotenordnung und Ausgabe jeder Itera-
tionen bei Verwendung der CC-MR-VD-Strategie (oberer Teil). Vergleich der CC-MR- und CC-MR-VD-
Strategie bezüglich der Anzahl ausgegebener Kanten (unterer Teil).
In der Map-Phase der ersten Iteration werden diese Informationen verwendet, um jeden Knoten mit
seinem Knotengrad anzureichern. Im weiteren Verlauf werden Knoten nicht mehr alleinig anhand der
Knotenlabel, sondern zuerst nach dem Knotengrad (in absteigender Sortierreihenfolge) und anschlie-
ßend nach Knotenlabel (in aufsteigender Sortierreihenfolge) sortiert. Abbildung 9.4 zeigt den nach
jeder Iteration resultierenden Graphen bei Anwendung der CC-MR-VD-Strategie auf den Beispielgra-
phen aus Abbildung 9.1. Entsprechend der modifizierten Knotensortierung wird Knoten D als Zentrum
der linken Komponente gewählt. Dadurch kann eine Iteration eingespart und die Anzahl der insgesamt
ausgegebenen Kanten beinahe halbiert werden.
Diesen Vorteilen stehen jedoch einige Nachteile gegenüber. Neben dem zusätzlichen Aufwand zur Be-
rechnung der Knotengrade erhöht sich die Größe der einzelnen Datensätze, da ein Datensatz neben
dem Label auch durch seinen Knotengrad beschrieben wird. Zusätzlich geht der externspeicherbasierte
wahlfreie Punktzugriff auf den Knotengradindex in der Map-Phase der ersten Iterationen mit einem
zusätzlichen Overhead einher, der proportional zur Größe des Eingabegraphen ist. Die Evaluation im
Abschnitt 9.4 wird zeigen, dass diese Nachteile für große Graphen nicht durch die erzielten Einsparun-
gen amortisiert werden können.
9.3.2 Lokale Berechnung von Teilkomponenten in der Map-Phase
Die Verarbeitung der Eingabedaten in der Map-Phase des CC-MR-Algorithmus ist zustandslos. Ein Map-
Task wendet die map-Funktion auf jede Kante seiner Eingabepartition an und gibt diese (abgesehen von
der Erzeugung des zusammengesetzten Schlüssels) unverändert aus. Das Ergebnis eines Aufrufs der
map-Funktion ist dabei unabhängig von anderen Daten der Eingabepartition. Die CC-MR-Mem-Strategie
verfolgt hingegen den Ansatz, eine fixe Anzahl aufeinanderfolgender Eingabekanten im Hauptspeicher
zu puffern und diese bereits in der Map-Phase zu Teilkomponenten zu verbinden. Bei der Bestimmung
dieser Teilkomponenten werden zusammenhängende Knoten nach derselben Strategie, wie zuvor, ei-
nem ausgewählten Zentrumsknoten der Komponente zugewiesen. Nach der Ausgabe dieser Teilkompo-
nenten wird der Puffer geleert, um die nächste Partition der Eingabekanten puffern und verbinden zu
können. Überlappende Teilkomponenten, die in verschiedenen Runden oder von verschiedenen Reduce-
Tasks berechnet wurden, werden, wie zuvor, in der Reduce-Phase verschmolzen.
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Abbildung 9.5: Lokale Berechnung von Teilkomponenten in der Map-Phase.
Der effizienten Berechnung von Teilkomponenten in der Map-Phase kommt bei Anwendung der
CC-MR-Mem-Strategie eine entscheidende Bedeutung bei. Zu diesem Zweck bietet sich die Repräsenta-
tion von Komponenten als Menge zusammenhängender Knoten an, für die der kleinste Knoten vermerkt
wird (MinSet). Wie in Abbildung 9.5 gezeigt, wird mittels einer Hashtabelle jeder Knoten auf die Kom-
ponente abgebildet, zu der er gehört. Eine Komponente und ihr kleinster Knoten werden aktualisiert,
wenn ein neuer Knoten hinzugefügt wird oder eine Verschmelzung mit einer anderen Komponente
erfolgt. Im Beispiel von Abbildung 9.5 formen die ersten beiden Kanten die zwei Mengen {A, B} und
{D, E}. Die dritte Kante (A, C) führt zu einer Erweiterung der ersten Menge um den Knoten C . Die
vierte Eingabekante (A, D) vereinigt beide Mengen zur Teilkomponente {A, B, C , D, E} mit dem kleins-
ten Knoten min{A, D} = A. Diese Verschmelzung ist so implementiert, dass alle Knoten der Menge mit
der geringeren Kardinalität zur Menge mit der größeren Kardinalität hinzugefügt werden. Zusätzlich
müssen deren Einträge in der Hashtabelle auf die größere Menge aktualisiert werden. Nachdem die
vorgegebene Maximalanzahl von Eingabekanten auf die Weise verarbeitet wurde, werden die generier-
ten Komponenten verwendet, um map-Ausgabe-Paare entsprechend des Schemas im rechten Teil der
Abbildung 9.5 zu erzeugen.
Algorithmus 9.2 zeigt den Pseudo-Code der map-Funktion der CC-MR-Mem-Strategie. Eingabekanten
werden, wie beschrieben, zur components-Hashtabelle hinzugefügt. Wenn deren Größe einen Schwell-
wert übersteigt oder sich keine weiteren Eingabedaten in der Eingabepartition des Map-Tasks befinden,
werden die Teilkomponenten, wie folgt, ausgegeben. Für jeden Knoten v 6= c.min einer Teilkomponen-
te c werden die Vorwärtskante (min.v, v) sowie die Rückwärtskante (v.min, min) ausgegeben. Die Par-
titionierung, Sortierung und Gruppierung bleiben gegenüber dem CC-MR-Algorithmus unverändert.
Dies gilt ebenso für die reduce-Funktion, die einzige Ausnahme ist, dass in Zeile 27 und 32 des Al-
gorithmus 9.1 keine Rückwärtskanten ausgegeben werden, da dies bereits in der Map-Phase erfolgt.
Genau wie beim CC-MR-Algorithmus erfolgt eine Aufteilung von Vorwärtskanten großer Komponen-
ten auf alle Reduce-Tasks sowie ein Broadcasting von Rückwärtskanten großer Komponenten zur allen
Reduce-Tasks, um eine balancierte Reduce-Phase gewährleisten zu können.
Die CC-MR-Mem-Strategie findet bereits Teilkomponenten in der Map-Phase, sodass die verbleibende
Arbeit für die Reduce-Phase reduziert wird. Zudem wird i. Allg. eine Reduktion der Anzahl benötigter
Iterationen sowie des Datenvolumens der Zwischenergebnisse, die zwischen den Iterationen im ver-
teilten Dateisystem materialisiert werden, erreicht. Dem steht ein erhöhter Speicherbedarf sowie eine
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Algorithmus 9.2: CC-MR-Mem (Map-Phase)
1 map_configure(JobConf job)
2 max← job.getBufferSize();
3 components← new HashMap<Vertex,MinSet>(max);
4 map(Vertex v, Vertex u)
5 if components.size() ≥max then
6 generateOutput();
7 comp1 ← components.get(v);
8 comp2 ← components.get(u);
9 if (comp1 6=null) ∧ (comp2 6=null) then
10 if comp1 6=comp2 then // Merge
11 if comp1.size() ≥ comp2.size() then
12 comp1.addAll(comp2);




17 foreach Vertex w ∈ comp1 do
18 components.put(w, comp2);
19 else if comp1 6=null then // Add Vertex
20 comp1.add(u);
21 components.put(u, comp1);
22 else if comp2 6=null then // Add Vertex
23 comp2.add(v);
24 components.put(v, comp2);
25 else // New component






32 foreach component ∈ components.values() do
33 if ¬component.isMarkedAsProcessed() then
34 component.markAsProcessed();
35 min← component.min;
36 foreach Vertex v ∈ component do
37 if v 6=min then
38 output(min.v, v); // Forward edge
39 output(v.min, min); // Backward edge
40 components.clear();
gestiegene Komplexität der Map-Phase gegenüber. Die Größe des Eingabepuffers ist dabei ein Kon-
figurationsparameter, der es erlaubt, zwischen zusätzlichem Overhead und möglichen Einsparungen
abzuwägen. Eine Kombination des CC-MR-Mem-Ansatzes mit dem CC-MR-VD-Ansatz ist problemlos
möglich.
9.3.3 Erkennung und Separation stabiler Komponenten
Große Graphen können aus vielen Komponenten mit stark unterschiedlicher Größe (Knotenanzahl) be-
stehen. Üblicherweise werden kleine und mittelgroße Komponenten nach deutlich weniger Iterationen
vollständig entdeckt als große Komponenten. Wenn eine Komponente während einer Iteration weder
von einer anderen Komponente “verschluckt” wird, noch wächst, wird sie auch in allen Folgeiteratio-
nen unverändert bleiben und kann deshalb als stabil betrachtet werden. So wird z. B. die Komponente
J : [K , L] in Abbildung 9.2 bereits während der ersten Iteration erkannt. Da in der zweiten Iteration we-
der weitere Knoten hinzukommen, noch eine Zuweisung der Knoten J , K , L zu einem Zentrumsknoten
erfolgt, bleibt die Komponente bis zur Terminierung des Algorithmus unverändert. Das Ziel der dritten
Optimierung des CC-MR-Algorithmus ist es, solche stabilen Komponenten effizient zu erkennen und von
der regulären Ausgabe, die Eingabe der Folgeiteration ist, zu trennen. Zu diesem Zweck werden stabile
Komponenten in separate Ausgabedateien geschrieben, die nicht von den Map-Tasks der Folgeiteratio-
nen gelesen werden. Dies vermeidet den unnötigen Aufwand, diese Knoten in den Folgeiterationen aus
dem verteilten Dateisystem zu lesen, umzuverteilen und am Ende jeder Iteration unverändert wieder
auszuschreiben.
Die Optimierung wird zunächst für den CC-MR-Algorithmus bzw. für die CC-MR-VD-Strategie be-
schrieben. Abbildung 9.6 illustriert den Ansatz für das fortlaufende Beispiel. Eine Komponente mit
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Key Values State 
Outputted 
Forward Edges 
A [B, C, D] LocMax A-B, A-C, A-D 
D [A, E, F, H, I] Merge A-Ee, A-F, A-H, A-I 
J [K, L] LocMax J-K, J-L 
… … Merge 
A has grown 
Iteration 1 
Key Values State 
Outputted 
Forward Edges 
A [B, C, D, Ee, 
 F, H, I] 
LocMax A-B, A-C, A-D, A-E, 
A-F, A-H, A-I 
D [A, G] Merge A-Ge 
F [A, D] Merge A-D 
J [K,L] LocMax J-K, J-Ls 
… … Merge 
Iteration 2 
Expanded edge found  A not yet stable 
A has grown 
Do not mark A as grown twice 
No expanded edge found  J is stable 
Key Values State 
Outputted 
Forward Edges 
A [B, C, D, E, 
 F, Ge, H, I] 
LocMax A-B, A-C, A-D, A-E, 
A-F, A-G, A-H, A-I 
J [Ls, K] LocMax J-L, J-K 
… … Merge 
First edge is stable edge  Separate J 
Iteration 3 
Expanded edge found  A not yet stable 
Abbildung 9.6: Erkennung und Separation stabiler Komponenten in der Reduce-Phase des CC-MR-
Algorithmus (vgl. Abbildung 9.2).
dem (kleinsten) Zentrumsknoten v wächst, wenn es mindestens einen Merge-Zustand u : [v, w, . . .]
mit v < u gibt. In diesem Fall gibt die reduce-Funktion neue Vorwärtskanten (v, w), . . . sowie ent-
sprechende Rückwärtskanten (w, v), . . . aus. Aufgrund der Rückwärtskanten kann die Komponente mit
dem Zentrum v in der Folgeiteration weiterwachsen. Um dem Reduce-Task, der diese Komponente in
der Folgeiteration bearbeitet, darüber zu informieren, dass diese noch nicht stabil ist, wird die erste
Vorwärtskante (v, w) mit einem speziellen Expanded-Flag erweitert, was durch ein Schlüssel-Wert-Paar
(v, we) ausgedrückt wird. In Abbildung 9.6 wird dementsprechend die erste Vorwärtskante (A, E) des
Merge-Zustands D : [A, E, F, H, I] zur Kante (A, Ee) erweitert. Sollte ein Reduce-Task mehrere Kompo-
nenten im Merge-Zustand mit demselben kleinsten Knoten v bearbeiten, so wird das Expanded-Flag
nur einmal gesetzt, um den weiteren Aufwand bei der Verarbeitung gewachsener Komponenten (ins-
besondere im Zusammenhang mit der Lastbalancierung) zu begrenzen. So wird z. B. nur die erste Vor-
wärtskante (A, Ge) der beiden Merge-Zustände D : [A, G] und F : [A, D], die in der zweiten Iteration
der Abbildung 9.6 vom selben Reduce-Task bearbeitet werden (vgl. Abbildung 9.2), mit einem Flag
versehen.
In der reduce-Funktion jeder Iteration i > 1 wird jede Komponente mit dem Zentrum v im Local Max-
Zustand geprüft, ein Knoten we der Komponente mit dem Expanded-Flag versehen ist, was bedeutet,
dass die Komponente in der letzten Iteration um mindestens einen Knoten gewachsen ist. Wenn kein
solcher Knoten we gefunden wird, so kann die Komponente als stabil betrachtet werden. In der zweiten
Iteration der Abbildung 9.6 wird beispielsweise der markierte Knoten Ee gefunden, sodass die Kom-
ponente mit dem Zentrum A nicht von der regulären Ausgabe separiert werden kann. Die Frage, ob
eine Komponente stabil ist oder nicht, kann erst beantwortet werden, nachdem die letzte Eingabekante
von der reduce-Funktion bearbeitet wurde. Da Komponenten sehr groß sein können, ist es i. Allg. nicht
möglich, dass der bearbeitende Reduce-Task alle reduce-Eingabekanten im Hauptspeicher puffert. Aus
diesem Grund gibt jeder Reduce-Task bei der iterativen Verarbeitung der Werteliste kontinuierlich jede
Ausgabekante aus. Lediglich die letzte Kante (v, zs) wird mit einem sogenannten Stable-Flag versehen,
sofern die Komponente mit dem Zentrum v in der vergangenen Iteration nicht gewachsen ist.
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Eine stabile Komponente wird in der Folgeiteration von der regulären Ausgabe getrennt. Zu diesem
Zweck gibt ein Map-Task, der eine Kante (v, zs) liest, ein (v.⊥, zs)-Schlüssel-Wert-Paar6 statt des übli-
chen (v.z, zs) Paars aus. Dies bewirkt, dass zs der erste Knoten in der Liste der reduce-Eingabewerte
des Schlüssels v ist, sodass bereits bei der Verarbeitung des ersten Knotens bekannt ist, dass die Kom-
ponente stabil ist und alle Kanten problemlos in eine separate Reduce-Task-spezifische Ausgabedatei
in das verteilte Dateisystem geschrieben werden können. In Abbildung 9.6 gibt es für die Komponente
J : [K , L] in der zweiten Iteration keine Knoten mit einem Expanded-Flag. Dementsprechend wird die
Komponente als stabil markiert, indem die letzte ausgegebene Kante (J , Ls) mit einem Stable-Flag an-
notiert wird. In der dritten Iteration (was auch die letzte Iteration für das kleine fortlaufende Beispiel
ist) wird die Komponente mit dem Zentrum J schließlich von der regulären Ausgabe separiert. Das fi-
nale Ergebnis der Berechnung besteht aus den regulären Ausgabedateien der letzten Iteration und den
zusätzlichen Ausgabedateien aller Iterationen (potentiell eine Datei pro Reduce-Task für jede Iteration
i > 2). Es sei angemerkt, dass der beschriebene Ansatz nahezu keinen zusätzlichen Overhead in Bezug
auf das Datenvolumen oder den benötigten Hauptspeicher verursacht.
Für große Komponenten, deren Knoten zu Lastbalancierungszwecken von mehreren Reduce-Tasks be-
arbeitet werden, müssen Kanten, die ein Expanded- oder Stable-Flag aufweisen zu allen Reduce-Tasks
gesendet werden. Um Duplikate im finalen Ergebnis zu vermeiden, werden diese Kanten jedoch nur
von genau einem Reduce-Task (z. B. dem Reduce-Task mit dem Index 0) ausgegeben.
Die beschriebene Optimierung kann ebenfalls mit der CC-MR-Mem-Strategie kombiniert werden. Wenn
eine Komponente als stabil markiert ist, kann dabei auf die Ausgabe von Rückwärtskanten in der Zei-
le 39 des Algorithmus 9.2 verzichtet werden. Ein wesentlicher Unterschied im Vergleich zum CC-MR-
Algorithmus ist, dass Komponenten auch in der Map-Phase wachsen können7, sodass auch in der Map-
Phase Kanten (v.w, we_map) mit Expanded-Flag generiert werden müssen. In der reduce-Funktion wird
eine Komponente im Local Max-Zustand dementsprechend als stabil betrachtet, wenn sich weder ein
Knoten we, noch ein we_map in der Liste der reduce-Eingabe-Werte befindet. Im Gegensatz zu den Kan-
ten (v, we), die in der Reduce-Phase der vorigen Iteration generiert wurden, müssen Kanten (v, we_map),
die in der Map-Phase der aktuellen Iteration erzeugt wurden, in der Reduce-Phase ausgegeben werden,
um die Information, dass die Komponente mit dem Zentrum v gewachsen ist, in die nächste Iteration
transportieren zu können.
9.4 Evaluation
In diesem Abschnitt wird das Laufzeit- und Skalierbarkeitsverhalten der drei Erweiterungen mit dem
CC-MR-Algorithmus verglichen. Zur Evaluation werden hinreichend große und frei verfügbare Stan-
dardgraphen aus der Stanford Large Network Dataset Collection8 verwendet, die häufig zur Evaluierung
von Graph-Algorithmen herangezogen werden (siehe Abbildung 9.7). Google Web ist dabei die kleinste
Datenquelle und enthält Links zwischen Webseiten. Die Datenquelle Patent citations ist ca. vier-mal
größer und beinhaltet Zitierungen zwischen gewährten Patenten. Der Live Journal-Graph repräsen-
tiert Freundschaftsbeziehungen zwischen Nutzern einer Online Community. Im Vergleich zum Patent
citations-Graph hat er eine kleinere Knoten- aber ungefähr vier-mal größere Kantenanzahl.
Im ersten Experiment werden zunächst nur die CC-MR-VD- und CC-MR-Mem-Erweiterungen ohne Be-
handlung stabiler Komponenten betrachtet. Die Experimente wurden in einem Amazon EC2-Cluster
bestehend aus 20 Instanzen des Typs c1.medium mit je zwei virtuellen Prozessorkernen sowie einer de-
dizierten Master-Instanz des Typs m1.small durchgeführt. Auf jedem Knoten wurde Hadoop 0.20.2 mit
6 Je nachdem durch welchen Datentyp ein Knoten repräsentiert wird, kann ⊥ als leere Zeichenkette oder Integer.MIN_VALUE
gesetzt werden.




Abschnitt 9.4 – Evaluation
Dataset Nodes Input edges #CCs 
Google Web 875,713 5,105,039 2,746 
Patent citations 3,774,768 16,518,948 3,627 
Live Journal 4,847,571 68.993.773 1,876 
Memetracker 185,050,250 453,192,771 47,021,622 
Abbildung 9.7: Charakteristika der zur Evaluation verwendeten Eingabegraphen.
einer Map- und Reduce-Task-Kapazität von zwei eingerichtet. Die Gesamtanzahl von Reduce-Task pro
Iteration wurde dementsprechend auf 40 gesetzt. In einem zweiten Experiment wurde der Effekt der
Separation stabiler Komponenten untersucht. Zu diesem Zweck wurde ein vierter Graph aus der Me-
metracker 9-Datenquelle erzeugt, die Webdokumente, die bestimmte Phrasen oder Aussagen enthalten,
mitsamt ihrer Linkstruktur umfasst. Im Gegensatz zu den anderen drei Graphen handelt es sich beim
Memetracker-Graphen nicht um einen dichten Graphen, er besteht vielmehr aus vielen kleinen Kompo-
nenten und isolierten Knoten. Wegen der großen Größe des Graphen wurde das Cluster für das zweite
Experiment auf 40 Knoten des Typs m1.xlarge mit einer Map- und Reduce-Task-Kapazität von zwei er-
höht. Die Gesamtanzahl der Reduce-Tasks wurde folglich auf 80 erhöht. Im dritten Experiment wurde
die Skalierbarkeit des CC-MR- und des CC-MR-Mem-Algorithmus verglichen. Zu diesem Zweck wurde
erneut der Memetracker-Graph verwendet und die Clustergröße schrittweise von n = 1 auf n = 100
Knoten des Typs m1.xlarge erhöht. Für n Knoten wurde die Anzahl der Reduce-Tasks auf 2 · n gesetzt.
Alle Experimente wurden mit dem im Abschnitt 9.2.2 vorgestellten Lastbalancierungsverfahren durch-
geführt. Wie in [214] wurde dabei eine Komponente als groß betrachtet, wenn ihre Größe 1% der
Anzahl der in der vorigen Iteration ausgegebenen Vorwärtskanten überschreitet. Beim Einsatz der
CC-MR-Mem-Strategie wurde die maximale Anzahl an Kanten, die ein Map-Task im Hauptspeicher
puffert, auf 20.000 gesetzt.
9.4.1 Vergleich mit dem CCMR-Basisalgorithmus
Zunächst werden die drei Algorithmen CC-MR, CC-MR-VD (Berücksichtigung der Knotengrade) und
CC-MR-Mem (lokale Berechnung von Teilkomponenten in der Map-Phase) für die ersten drei Daten-
quellen evaluiert. Dabei werden folgende vier Kriterien berücksichtigt: Anzahl benötigter Iterationen,
Ausführungszeit, Anzahl in der Reduce-Phase ausgegebener Kanten (über alle Iterationen hinweg) so-
wie das korrespondierende Datenvolumen. Die Ergebnisse sind in Abbildung 9.8 dargestellt.
Die Ergebnisse zeigen, dass die CC-MR-Mem-Strategie für alle untersuchten Fälle besser als der CC-MR-
Algorithmus abschneidet. Mit zunehmender Problemgröße wächst der erzielte Geschwindigkeitsvorteil
bis zum Faktor 3,2 für den Live Journal-Graphen. Zusätzlich konnte das in das verteilte Dateisystem
ausgeschriebene Datenvolumen bis zu einem Faktor von 8.8 für den Live Journal-Graphen verringert
werden. Die CC-MR-Mem-Strategie profitiert offenbar von der hohen Dichte der Eingabegraphen und ist
in der Lage, überlappende Teilkomponenten frühzeitig in der Map-Phase zu verbinden, die sonst erst in
der Reduce-Phase späterer Iterationen verbunden worden wären. Dies bewirkt, dass weniger Vorwärts-
und Rückwärtskanten generiert werden, was wiederum die Wahrscheinlichkeit einer früheren Terminie-
rung des Algorithmus erhöht. Für jedes betrachtete Problem benötigt die CC-MR-Mem-Strategie zwei
Iteration weniger als das CC-MR-Verfahren.
Für alle Graphen führt die CC-MR-VD-Strategie die Berücksichtigung der Knotengrade zu einer deut-
lichen Reduktion der Anzahl ausgegebener Kanten. Die Anzahl der Verschmelzungen von Teilkompo-
nenten im Merge-Zustand konnte vermindert werden, was für die Datenquellen Google Web und Patent
Citations zu kürzeren Ausführungszeiten im Vergleich zum CC-MR-Algorithmus führte. Das insgesamt
9 http://snap.stanford.edu/data/memetracker9.html
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(a) Gesamtausführungszeit aller Verfahren für die drei betrachteten Daten-
quellen.



















Google Web 8 ≈41⋅106 0.64 4.6 7 ≈27⋅106 0.78 4.2 6 ≈9⋅106 0.12 4.0 
Patent Citations 8 ≈648⋅106 11.25 12.1 8 ≈311⋅106 8.98 8.3 6 ≈112⋅106 1.87 4.9 
Live Journal 6 ≈640.106 9.97 13.8 6 ≈441⋅106 12.33 14.1 4 ≈87⋅106 1.13 4.3 
(b) Zusammenfassung der Ergebnisse unter Berücksichtigung verschiedener Kriterien.
Abbildung 9.8: Vergleich der CC-MR-, CC-MR-VD- und CC-MR-Mem Algorithmen für die Datenquellen
Google Web, Patent Citations und Live Journal. Die für den CC-MR-VD-Algorithmus angegebene An-
zahl benötigter Iterationen, die Ausführungszeit und das ausgegebene Datenvolumen beinhalten den
Overhead des zusätzlichen MapReduce-Jobs zur Berechnung der Knotengrade.
ausgegebene Datenvolumen ist jedoch i. Allg. höher als beim CC-MR-Algorithmus, da alle Knoten, die in
den Eingabegraphen durch einen Integer-Wert dargestellt sind, um einen weiteren ganzzahligen Wert
zur Speicherung des Knotengrades angereichert werden müssen. Für andere denkbare Knotenrepräsen-
tationen (z. B. Zeichenketten für URLs von Webseiten) kann dieses Verhältnis jedoch abweichend sein.
Bei der Verarbeitung des größten Eingabegraphen Live Journal konnte der Overhead des zusätzlichen
MapReduce-Jobs und der Annotation aller Knoten mit ihrem Knotengrad in der Map-Phase der ersten
Iteration nicht durch die erzielten Einsparungen amortisiert werden. Das Ergebnis verdeutlicht, dass der
externspeicherbasierte wahlfreie Zugriff auf den Knotengradindex der Schwachpunkt des CC-MR-VD-
Verfahrens ist, sodass in der momentanen Form von dessen Einsatz für große Graphen abgeraten werden
muss.
9.4.2 Berücksichtigung stabiler Komponenten
Im zweiten Experiment wird der Effekt der frühzeitigen Separation stabiler Komponenten, die in den
Folgeiterationen unverändert bleiben, betrachtet. Im Rahmen des Experimentes wurde sowohl der
CC-MR-Algorithmus als auch die CC-MR-Mem-Strategie mit und ohne Berücksichtigung stabiler Kom-
ponenten für den Memetracker-Graphen ausgeführt. Ohne die Berücksichtigung stabiler Komponenten
konnte für die CC-MR-Mem-Strategie bereits eine um den Faktor 2,6 schnellere Ausführungszeit gegen-
über dem Basisverfahren beobachtet werden (siehe Abbildung 9.9).
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CC-MR CC-MR-Mem 
regular stable regular stable 
Iterations 11 11 9 8 
Overall Edges ≈4.71⋅109 ≈4.15⋅109 ≈1.87 ⋅109 ≈1.30 ⋅109 
HDFS out (GB) 552.4 467.3 212.0 133.7 
Time (min) 74.7 71.6 28.8 21.6 
Abbildung 9.9: Vergleich des CC-MR- und des CC-MR-Mem-Algorithmus für die Memetracker-
Datenquelle mit und ohne Separation stabiler Komponenten.
Durch die frühzeitige Trennung stabiler Komponenten konnte für den CC-MR-Algorithmus lediglich
eine Verbesserung um 4% erzielt werden. Offenbar haben, aufgrund des gleichbleibenden MapReduce-
Overheads zur Job- und Task-Verwaltung, die über 11 Iterationen hinweg eingesparten 85 GB Daten-
volumen nur einen geringen Einfluss auf die Gesamtausführungszeit. Im Gegensatz dazu profitiert die
CC-MR-Mem-Strategie deutlich von der Separation stabiler Komponenten – die Ausführungszeit konnte
um etwa 25% verringert werden. Verglichen mit dem CC-MR-Basis-Algorithmus konnte die Gesamtaus-
führungszeit um den Faktor 3,5 von 74,7 auf 21,6 Minuten reduziert werden. Eine interessante Beob-
achtung in diesem Zusammenhang ist die Verringerung der Anzahl der für die CC-MR-Mem-Strategie
benötigten Iterationen. Aufgrund der Trennung der stabilen Komponenten von des regulären Ausgabe
sind in der Eingabemenge eines Map-Tasks keine stabilen Komponenten mehr enthalten. Dies erhöht
die Wahrscheinlichkeit, dass zwei Komponenten innerhalb einer Eingabepartition, die sonst durch eine
stabile Komponente getrennt wären, bereits in der Map-Phase verschmolzen werden, was normalerwei-
se erst in der Reduce-Phase erfolgen würde. Im Vergleich zur CC-MR-Mem-Strategie ohne Betrachtung
stabiler Komponenten konnte das insgesamt ausgeschriebene Datenvolumen um 37% reduziert wer-
den was zusammen mit der eingesparten Iteration zu einer Verbesserung der Ausführungszeit um 25%
führte.
9.4.3 Skalierbarkeit
Das dritte Experiment untersucht das Skalierbarkeitsverhalten desCC-MR-Algorithmus und derCC-MR-Mem-
Erweiterung. Zu diesem Zweck werden erneut die zusammenhängenden Komponenten des größten
betrachteten Memetracker-Graphen berechnet und die Clustergröße zwischen n = 1 und n = 100 Kno-
ten variiert. Zur besseren Vergleichbarkeit wurde auf die Behandlung stabiler Komponenten verzichtet.
Abbildung 9.10 illustriert die gemessenen Ausführungszeiten und Speedup-Werte.
Die Ausführung des CC-MR-Algorithmus auf einem einzigen Knoten schlug fehl, da während einer
Iteration die Größe des Eingabegraphen, die Ausgabe der vorigen Iteration, die Ausgabe der Map-
Phase der aktuellen Iteration (inkl. für Lastbalancierungszwecke replizierter Rückwärtskanten) und
die Reduce-Ausgabe der aktuellen Iteration die verfügbare Plattenkapazität des Knotens überstieg. Aus
diesem Grund wurde die Ausführungszeit des CC-MR-Algorithmus für n = 1 in Abbildung 9.10 als
das Doppelte der für n = 2 benötigten Ausführungszeit angenommen. Im Gegensatz dazu war die
CC-MR-Mem-Strategie, aufgrund des deutlich kleineren ausgegebenen Datenvolumens, in der Lage,
alle zusammenhängenden Komponenten auf einem Knoten zu berechnen. Dabei war die Berechnung
sogar schneller als die Ausführung des CC-MR-Algorithmus auf n = 2 Knoten.
Insgesamt zeigte sich die CC-MR-Mem-Strategie dem CC-MR-Algorithmus für alle untersuchten Clus-
tergrößen überlegen. Die superlinearen Speedup-Werte in Abbildung 9.10 sind durch die Ausführungs-
zeiten für n = 1 (2) mit nur zwei (vier) parallel ablaufenden Map- und Reduce-Tasks bedingt. In diesen
Fällen unterliegen beide Ansätze massiven Lastbalancierungsproblemen, die zunächst erkannt werden
müssen, bevor der Lastbalancierungsmechanismus in den Folgeiterationen greift. Für größere Clus-
terkonfigurationen werden diese Effekte abgemildert, sodass eine gleichmäßigere Auslastung der ver-
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Abbildung 9.10: Ausführungszeiten und Speedup-Werte der CC-MR- und CC-MR-Mem-Algorithmen für
den Memetracker Graphen (ohne Berücksichtigung stabiler Komponenten).
fügbaren Knoten erreicht werden kann. Bis zu n = 60 Knoten schneidet die CC-MR-Mem-Strategie
um den Faktor 2 bis 4 besser als der CC-MR-Algorithmus ab. So sind zur Lösung des Problems in
ca. 100 Minuten mit der CC-MR-Mem-Strategie lediglich zehn Knoten notwendig, wohingegen für den
CC-MR-Algorithmus 30 Knoten eingesetzt werden müssen. Die Resultate zeigen, dass die CC-MR-Mem-
Strategie ihre Effektivität, trotz des sinkenden Optimierungspotentials der lokalen Berechnung von
Teilkomponenten, in der Map-Phase auch für eine wachsende Anzahl an Map-Tasks beibehält. Dies ist
darin begründet, dass die Berechnung von Teilkomponenten innerhalb von Gruppen einer festen Größe
(20.000 Kanten) und nicht innerhalb vollständiger map-Eingabepartitionen erfolgt. Trotz alledem sinkt
der relative Vorteil der CC-MR-Mem-Strategie gegenüber dem CC-MR-Algorithmus für eine steigende
Knotenanzahl. So entsprach die Verbesserung für n = 60 Knoten einem Faktor von 2, wohingegen für
n = 100 “nur” noch eine Verbesserung um den Faktor 1,7 (14,9 zu 25,2 Minuten) beobachtet werden
konnte.
9.5 Zusammenfassung
Die iterative Bestimmung zusammenhängender Komponenten großer Graphen erfordert eine Paralleli-
sierung der Berechnung. In diesem Kapitel wurden drei Erweiterungen eines entsprechenden kürzlich
veröffentlichten MapReduce-Algorithmus vorgestellt und evaluiert, die darauf abzielen, das Datenvo-
lumen der Zwischenergebnisse und die Anzahl der benötigten Iterationen zu verringern. Die besten
Resultate konnten dabei durch die CC-MR-Mem-Strategie erzielt werden, die eine Verbindung von Teil-
komponenten sowohl in der Map- als auch in der Reduce-Phase jeder Iteration vorsieht. Die Evaluation
zeigte, dass die CC-MR-Mem-Strategie dem CC-MR-Basis-Algorithmus, insbesondere für große Gra-
phen, überlegen ist. Des Weiteren wurde vorgeschlagen, stabile Komponenten frühzeitig von der re-
gulären Ausgabe zu separieren, um eine unnötige Verarbeitung in den Folgeiterationen zu vermeiden.
Diese Erweiterung verursacht nahezu keine zusätzlichen Kosten, kann aber in Kombination mit der










10.1 Anwendungsfall: Vergleichende Evaluation verschie-
dener Entity Resolution-Strategien
In diesem Abschnitt erfolgt eine zusammenfassende Demonstration der Vielseitigkeit und Effizienz des
Dedoop-Frameworks. Dazu wird eine vergleichende Evaluation verschiedener Blocking- und Klassifika-
tionsstrategien für ein bibliographisches Entity Resolution-Problem vorgenommen. Nach der Dedoop-
gestützten Einrichtung eines MapReduce-Clusters mit 20 Knoten in der Cloud-Umgebung Amazon EC2
wurden alle zu vergleichenden Entity Resolution-Workflows mittels Dedoops graphischer Benutzero-
berfläche konfiguriert und anschließend ohne weitere Nutzerinteraktion automatisiert nacheinander
ausgeführt.
Für dieses Experiment wurde erneut die bibliographische Datenquelle Scholar aus [140] verwendet,
welche 64.263 Datensätze enthält, die aus Anfrageergebnissen an die Google Scholar-Suchmaschine
für wissenschaftliche Publikationen extrahiert wurden. Aufgrund der Heterogenität der in der wissen-
schaftlichen Literatur verwendeten Zitierungsformate und der automatischen Extraktion bibliographi-
scher Informationen aus gecrawlten PDF-Dateien durch den Google Scholar-Dienst sind die Datensätze
generell sehr unsauber. Zur Bestimmung der Match-Qualität wurde ein Gold Standard aus dem manu-
ell konstruierten, perfekten Match-Ergebnis aus [140] abgeleitet, der auf der Zuordnung von Google
Scholar-Publikationen zu Publikationen der sauberen Datenquelle DBLP basiert. Da nicht alle Publika-
tionsdatensätze der Scholar-Datenquelle einen korrespondierenden Datensatz in der Datenquelle DBLP
haben (DBLP enthält lediglich Publikationen aus dem Bereich der Informatik), wurden berechnete Mat-
ches (a, b), von denen weder a noch b von DBLP abgedeckt wird, bei der Beurteilung der Match-Qualität
ignoriert. Im Gegensatz zum Experiment im Abschnitt 5.5.4 besteht die Eingabe der Entity Resolution-
Workflows jedoch aus allen 64.263 Datensätzen der Scholar-Datenquelle.
Insgesamt wurden fünf verschiedene Blocking-Strategien (Kartesisches Produkt sowie Standard Block-
ing und Sorted Neighborhood mit je einem bzw. zwei Blockschlüsseln pro Datensatz) mit den vier in Ab-
bildung 10.1 dargestellten Klassifikationsstrategien kombiniert, sodass insgesamt 20 Entity Resolution-
Workflows evaluiert wurden. Als Eingabe für den Klassifikationsschritt dienten jeweils die Dice-
Koeffizienten der aus dem Publikationstitel bzw. dem Autor-Attribut gebildeten Trigram-Mengen. In
einem Vorverarbeitungsschritt wurde vorab eine Konvertierung der Attributwerte in die Kleinschreib-
weise sowie eine Entfernung von Sonderzeichen und aufeinanderfolgenden Whitespaces vorgenom-
men. Die betrachteten Klassifikationsstrategien umfassen zwei manuell spezifizierte regelbasierte Stra-
tegien, die Mindestähnlichkeitsschwellwerte für den Publikationstitel (rule1) bzw. das Titel- und Autor-
Attribut (rule2) zweier Datensätze definieren. Des Weiteren wurden mit einer Support Vector Machine-
Implementierung sowie einem Entscheidungsbaumverfahren der WEKA-Bibliothek zwei lernbasierte
Ansätze verwendet, um eine Klassifikation der Kandidatenpaare auf Basis der errechneten Ähnlich-
keitswerte vorzunehmen. Für die Generierung des Klassifikationsmodells wurden bei den lernbasierten
Ansätzen jeweils 500 manuell gelabelte Trainingsdaten bereitgestellt, die zufällig ausgewählt wurden,
wobei Matches und Non-Matches zu je mindestens 40% vertreten sind (vgl. Ratio-Strategie [141]). Da
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Resolution-Strategien
Standard Blocking Sorted Neighborhood 









Rule1 Rule2 SVM DT Rule1 Rule2 SVM DT Rule1 Rule2 SVM DT Rule1 Rule2 SVM DT Rule1 Rule2 SVM DT 
Comparisons 3,7  106 23,2  106 63.7  106 63.9  106 2.06  109 
Time [in min] 1.73 1.77 2.21 2.14 1.97 2.03 2.57 2.58 2.48 2.48 3.34 2.73 2.68 2.67 3.35 2.74 24.00 25.08 44.61 35.94 
Recall 25.5% 45.2% 48.6% 55.2% 45.7% 57.2% 73.0% 79.6% 28.2% 50.4% 52.7% 59.3% 44.8% 62.1% 72.4% 78.9% 52.2% 69.6% 93.5% 92.6% 
Precision 96.1% 88.4% 70.4% 70.4% 86.8% 89.4% 73.3% 74.5% 95.6% 87.5% 85.8% 75.3% 87.0% 88.5% 74.1% 74.4% 84.7% 87.0% 66.0% 71.2% 
F-Measure 40.3% 59.8% 57.5% 61.9% 59.9% 69.7% 73.2% 77.0% 43.6% 64.0% 65.3% 66.4% 59.1% 73.0% 72.2% 76.5% 64.6% 77.4% 77.4% 80.5% 
Match 
Classification 
Input Similarity Features Match Criterion 
Rule1 3-gram(title) sim ≥ 0.8 
Rule2 3-gram(title), 3-gram(authors) sim(title)≥ 0.6 and sim(author)≥ 0.4 
SVM 3-gram(title), 3-gram(authors) SVM (WEKA LibSVM, -K 0 -C 10) 
DT 3-gram(title), 3-gram(authors) Decision Tree (WEKA LMT, default config) 
Abbildung 10.1: Evaluierte Klassifikationsstrategien.
Standard Blocking Sorted Neighborhood 









Rule1 Rule2 SVM DT Rule1 Rule2 SVM DT Rule1 Rule2 SVM DT Rule1 Rule2 SVM DT Rule1 Rule2 SVM DT 
Comparisons 3,7  106 23,2  106 63.7  106 63.9  106 2.06  109 
Time [in min] 1.73 1.77 2.21 2.14 1.97 2.03 2.57 2.58 2.48 2.48 3.34 2.73 2.68 2.67 3.35 2.74 24.00 25.08 44.61 35.94 
Recall 25.5% 45.2% 48.6% 55.2% 45.7% 57.2% 73.0% 79.6% 28.2% 50.4% 52.7% 59.3% 44.8% 62.1% 72.4% 78.9% 52.2% 69.6% 93.5% 92.6% 
Precision 96.1% 88.4% 70.4% 70.4% 86.8% 89.4% 73.3% 74.5% 95.6% 87.5% 85.8% 75.3% 87.0% 88.5% 74.1% 74.4% 84.7% 87.0% 66.0% 71.2% 
F-Measure 40.3% 59.8% 57.5% 61.9% 59.9% 69.7% 73.2% 77.0% 43.6% 64.0% 65.3% 66.4% 59.1% 73.0% 72.2% 76.5% 64.6% 77.4% 77.4% 80.5% 
Abbildung 10.2: Ausführungszeiten und Match-Qualität verschiedener Entity Resolution-Strategien für
die Deduplizierung der Scholar-Datenquelle.
die Ergebnisse der lernbasierten Ansätze zufallsbehaftet sind, wurden die präsentierten Ergebnisse über
10 Durchgänge mit verschiedenen Trainingsdaten gemittelt.
Abbildung 10.2 zeigt die ermittelten Recall-, Precision- und F-Measure-Werte für die 20 untersuchten
Entity Resolution-Strategien. Zusätzlich ist jeweils die Gesamtzahl der durchgeführten Paarvergleiche
sowie die benötigte Ausführungszeit angegeben. Naturgemäß konnte die beste Match-Qualität ohne
Blocking-Schritt, also bei Evaluierung des Kartesischen Produktes von mehr als zwei Milliarden Kan-
didatenpaaren, erreicht werden. Das beste erreichte F-Measure beträgt nur ca. 80%, was die Schwie-
rigkeit des betrachteten Entity Resolution-Problems unterstreicht (bibliographische Entity Resolution-
Probleme mit mindestens einer sauberen Datenquelle, wie z. B. DBLP, können typischerweise mit F-Mea-
sure-Werten von 90-95% gelöst werden [140]). Beim Einsatz von Blocking-Verfahren konnte mit dem
Entscheidungsbaumverfahren die beste Match-Qualität erreicht werden, gefolgt von der SVM und der
Verwendung der Regel rule2. Die Regel rule1, die alle Publikationen mit einer Titelähnlichkeit von min-
destens 80% als Match klassifiziert, stellt sich als zu einfach und restriktiv heraus, da lediglich ein Recall
von 52% erreicht wird. Dies bedeutet im Umkehrschluss, dass ungefähr die Hälfte aller Matches eine
Titelähnlichkeit von kleiner als 80% aufweist, was erneut die schlechte Datenqualität unterstreicht.
Die zur Auswertung des Kartesischen Produkts benötigte Ausführungszeit variiert zwischen 25 Minu-
ten für die regelbasierten und 36-45 Minuten für die lernbasierten Klassifikationsstrategien. Durch den
Blocking-Schritt kann die Zahl der Kandidatenpaare um einen Faktor von 100− 300 und die Ausfüh-
rungszeit auf 1,7−3,3 Minuten reduziert werden. Diese Ausführungszeiten beinhalten die Ausführung
des MapReduce-Jobs zum Lernen des Klassifikationsmodells (sofern notwendig) und des Analyse-Jobs
zur Ermittlung der Datenverteilung. Als Blockschlüssel dienten die ersten drei Buchstaben des Autor-
Attributes bzw. des Publikationstitels. Beim Sorted Neighborhood-Blocking mit einem bzw. zwei Durch-
gängen wurde eine Fenstergröße von w = 1000 (1-pass) bzw. w1 = w2 = 500 (2-pass) verwendet, was
in einer nahezu gleichen Anzahl von Paarvergleichen resultiert. Im Gegensatz dazu ist die Anzahl der
Paarvergleiche beim Standard Blocking mit zwei Blockschlüsseln pro Datensatz sehr viel größer als bei
der Verwendung von einem Blockschlüssel pro Datensatz. Trotzdem unterscheiden sich die benötigten
Ausführungszeiten nur geringfügig, da die 20 Knoten insgesamt nur leicht ausgelastet sind.
Die mit den verschiedenen Klassifikationsstrategien erreichte Match-Qualität verhält sich beim Einsatz
von Blocking-Techniken ähnlich wie bei der Auswertung des Kartesischen Produktes – erneut konnten
mit dem Entscheidungsbaumverfahren die besten Ergebnisse erreicht werden. Die 1-pass Blocking-
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Abbildung 10.3: Vergleich der besten, mit unterschiedlichen Blocking-Verfahren erzielten, F-Measure-
Werte bei Verwendung einer regelbasierten Klassifikation (rule2) und des Entscheidungsbaums (DT).
Strategie mit allein vom Autor-Attribut abgeleiteten Blockschlüsseln zeigte sich als zu restriktiv und
führte zu einem geringen Recall und einem F-Measure-Wert von 66% und weniger. Mit Hinzunah-
me des Publikationstitel-Attributs konnte sowohl für das Standard Blocking als auch für das Sorted
Neighborhood-Verfahren die Match-Qualität deutlich auf bis zu 77% F-Measure verbessert werden.
Abbildung 10.3 fasst die besten, mit regelbasierter (rule2) bzw. lernbasierter Klassifikation (Entschei-
dungsbaum) erreichten, F-Measure-Werte zusammen. Es ist zu erkennen, dass der lernbasierte Ansatz
dem regelbasierten Ansatz für alle untersuchten Blocking-Konfigurationen überlegen ist. Das Sorted
Neighborhood-Verfahren schneidet in drei von vier Fällen etwas besser ab als das Standard Blocking.
Allgemein konnten beim Blocking mit mehreren, von unterschiedlichen Attributen abgeleiteten, Block-
schlüsseln pro Datensatz deutlich bessere Ergebnisse als beim 1-pass Blocking erreicht werden. Zusätz-
lich sind die erreichten Ergebnisse mit den Ergebnissen des Kartesischen Produkts vergleichbar, dessen
Auswertung jedoch für größere Entity Resolution-Probleme nicht praktikabel ist.
Das Experiment erlaubt sicherlich kein Ziehen genereller Schlüsse über die relative Güte verschiede-
ner Entity Resolution-Ansätze, da nur ein einzelnes Entity Resolution-Problem betrachtet wurde und
keine breite systematische Evaluation gesetzter Parameter (z. B. weitere Klassifikationsregeln, vari-
ierende Fenstergrößen, andere Blockschlüssel, verschiedene Größen der Trainingsdatenmenge usw.)
oder alternativer Techniken stattfand. Trotzdem unterstreicht es den praktischen Nutzen des Dedoop-
Frameworks für die umfangreiche Evaluierung mehrerer Entity Resolution-Strategien, da die Konfi-
guration der Workflows sehr komfortabel über eine graphische Benutzeroberfläche erfolgt und durch
deren automatische Parallelisierung eine deutliche Reduzierung der Antwortzeiten erreicht wird.
10.2 Zusammenfassung
Die vorliegende Arbeit untersuchte das Problem der effizienten MapReduce-Parallelisierung laufzeitin-
tensiver Entity Resolution-Workflows.
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10.2.1 Teil I – Einführung
Im ersten Teil der Arbeit wurde ein Überlick über die Forschungsarbeiten zu den Themen Entity Resolu-
tion und MapReduce gegeben sowie eine Übersicht bestehender Ansätze zur Parallelisierung von Entity
Resolution-Workflows präsentiert. Im Anschluss an diese Literaturstudie erfolgte die überblicksartige
Vorstellung des MapReduce-basierten Entity Resolution-Frameworks Dedoop, welches eine High-Level-
Spezifikation komplexer Entity Resolution-Workflows ermöglicht, die automatisch in eine Menge von
MapReduce-Jobs transformiert werden und in einem MapReduce-Cluster ausgeführt werden können.
Des Weiteren wurden die grundsätzlichen bei der MapReduce-Parallelisierung bestehenden Probleme
erläutert, deren Lösung Gegenstand des weiteren Verlaufs der Dissertation ist.
10.2.2 Teil II – Paralleles Blocking und Lastbalancierung
Der zweite Teil der Arbeit beschäftigte sich mit der Fragestellung, wie eine effiziente Umsetzung
Blocking-basierte Entity Resolution-Workflows auf Grundlage des MapReduce-Programmiermodells er-
reicht werden kann. Dazu wurde mit dem Standard Blocking und dem Sorted Neighborhood-Verfahren
eine repräsentative Auswahl existierender Blocking-Verfahren betrachtet. Zunächst wurden grundle-
gende MapReduce-Basis-Implementierungen beider Blocking-Verfahren erläutert, die eine korrekte Um-
verteilung der verteilt vorliegenden Eingabedatensätze sicherstellen, sodass eine parallele Ähnlich-
keitsberechnung aller durch den Blocking-Schritt definierten Kandidatenpaare erfolgen kann. Für das
Sorted Neighborhood-Verfahren wurde zudem eine Erweiterung vorgestellt, die eine Kapselung mehre-
rer Durchgänge des Basis-Verfahrens (Multi-pass Sorted Neighborhood) in einen einzelnen MapReduce-
Job ermöglicht.
Des Weiteren wurde gezeigt, dass Techniken zur Lastbalancierung für eine effiziente Umsetzung
Blocking-basierter MapReduce-Workflows unverzichtbar sind. Um Skalierbarkeit auch für große En-
tity Resolution-Probleme gewährleisten zu können, ist es notwendig, alle zur Verfügung stehenden
Ressourcen gleichmäßig auszulasten, um zu vermeiden, dass bei variierenden Blockgrößen einige we-
nige Prozessoren einen Großteil der Rechenlast tragen, während die Mehrzahl der Rechenressourcen
nur wenig ausgelastet ist. Zu diesem Zweck wurden verschiedene Lastbalancierungsverfahren für beide
Blocking-Verfahren vorgestellt, die auf Basis einer leichtgewichtigen Vorab-Datenanalyse die Zuweisung
der Kandidatenpaare zu den einzelnen Reduce-Tasks modifizieren und eine gleichmäßige Aufteilung der
gesamten Workload gewährleisten. Die umfangreiche Evaluierung zeigte, dass die vorgestellten Ansätze
robust gegenüber Datenungleichverteilung sind und mit der Anzahl der Clusterknoten skalieren.
Neben der Betrachtung klassischer Blocking-basierter Entity Resolution-Workflows wurde ebenfalls die
verwandte Fragestellung untersucht, wie die Berechnung von Punkten eines Raumes, deren Abstand
kleiner als ein vorgegebener Schwellwert ist, mit MapReduce parallelisiert werden kann. Dazu wurde
zunächst ein kürzlich veröffentlichter sequentieller Algorithmus mit MapReduce implementiert. Auch
hierbei zeigte sich, dass durch den Einsatz ähnlicher Lastbalancierungstechniken eine deutliche Be-
schleunigung erzielt werden kann.
10.2.3 Teil III – Weitere Teilprobleme
Der dritte Teil der Arbeit widmete sich der Umsetzung und Optimierung weiterer Teilschritte des allge-
meinen Entity Resolution-Workflows. Zunächst wurde gezeigt, wie maschinelle Lernverfahren, die die
berechneten Ähnlichkeitswerte eines jeden Kandidatenpaares zu einer qualitativ hochwertigen Match-
Entscheidung kombinieren, in den von Dedoop unterstützten Entity Resolution-Workflow integriert
werden können. Dabei wurde auf die populäre Standardbibliothek WEKA zurückgegriffen, die eine
Vielzahl komplexer Klassifikatoren kapselt, die ohne Einschränkung über Dedoops Benutzeroberfläche
parametrisiert und zur Klassifikation eingesetzt werden können. Zusätzlich wurde in diesem Zusam-
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menhang gezeigt, wie die Ähnlichkeitsberechnung und Klassifikation auch ohne einen Blocking-Schritt
parallelisiert werden kann. Die vorgestellten Strategien zur Evaluierung aller Paare des Kartesischen
Produktes sind in der Lage, die zu verrichtende Arbeit gleichmäßig auf die zu Verfügung stehenden
Cluster-Ressourcen aufzuteilen und skalieren mit der Anzahl der Knoten.
Im Anschluss daran wurde ein Verfahren zur Vermeidung redundanter Paarvergleiche bei der Verwen-
dung mehrerer Blockschlüssel pro Datensatz präsentiert. Dies ist ein lohnenswertes Optimierungsziel,
da bei überlappenden Blöcken Datensätze unnötigerweise mehrfach bezüglich unterschiedlicher Block-
schlüssel (i. Allg. sogar von verschiedenen Knoten) verglichen werden. Der vorgestellte Basisansatz er-
möglicht jedem Reduce-Task ohne jegliche Kommunikation für ein Datensatzpaar zu entscheiden, ob
es für den aktuell bearbeiteten Blockschlüssel zu vergleichen ist oder nicht. Die Evaluation für einen
systematisch variierten Überlappungsgrad zeigte, dass dieser Ansatz einer naiven Auswertung aller
Kandidatenpaare deutlich überlegen ist. In der Folge wurde erläutert, dass es beim Einsatz dieses Ver-
fahrens nicht mehr möglich ist, die Gesamtzahl tatsächlich durchzuführender Paarvergleiche aus den
während der Datenanalyse gesammelten Statistiken abzuleiten. Vor diesem Hintergrund wurden Er-
weiterungen vorgeschlagen und evaluiert, die dem Problem entgegenwirken und mit denen für das
betrachtete Problem eine weitere Laufzeitverbesserung von bis zu 10% erzielt werden konnte.
Der letzte Beitrag der Arbeit besteht aus der effizienten iterativen Berechnung der transitiven Hülle
eines Match-Ergebnisses. Dazu erfolgte zunächst eine detaillierte Vorstellung eines kürzlich veröffent-
lichten Algorithmus zur MapReduce-basierten Berechnung zusammenhängender Graphkomponenten.
Nach einer Diskussion möglicher Optimierungen wurden verschiedene Weiterentwicklungen vorge-
stellt, die Teilkomponenten sowohl in der Map- als auch in der Reduce-Phase jeder Iteration verbinden
und die wiederholte Verarbeitung stabiler Komponenten vermeiden. Eine Evaluierung dieser Erweite-
rungen zeigte eine signifikante Verringerung des über alle Iterationen hinweg ausgegebenen Datenvo-
lumens sowie der Anzahl benötigter Iterationen und führte zur einer Beschleunigung um den Faktor
2− 4 gegenüber dem Basisverfahren.
10.3 Ausblick
Die in dieser Arbeit vorgestellten Methoden und Algorithmen wurden im Dedoop-Prototypen zusam-
mengeführt, welcher der Community zum Download zur Verfügung steht1 und als Ausgangspunkt für
weitere Forschungsarbeiten dienen kann. Dieser Abschnitt beschreibt drei mögliche Forschungsrichtun-
gen genauer.
Erweiterung des Dedoop-Frameworks: Trotz des erheblichen Funktionsumfangs des Dedoop-Proto-
typens ist die Umsetzung und Einbindung weiterer Entity Resolution-Techniken sinnvoll. Die Kon-
zeption und Evaluierung von Strategien zur automatischen Erkennung von Fälschungen und
Plagiaten in Online-Shops und auf Auktionsplattformen ist ein interessantes zukünftiges For-
schungsthema [202]. Um solche Studien für große Mengen an Webdaten durchführen zu kön-
nen, erscheint die Integration bestehender MapReduce-Implementierungen iterativer Clustering-
Verfahren aus der Apache Mahout-Bibliothek2 in den Dedoop-Prototypen hilfreich. Ein weitere
sinnvolle Erweiterung des Dedoop-Frameworks ist die Unterstützung des Nutzers bei der Aus-
wahl guter Trainingsdaten. Dabei ist v. a. die Integration von Active Learning-Techniken vielver-
sprechend, die ein initiales Klassifikationsmodell in einem iterativen Prozess schrittweise mittels
Nutzerfeedback verfeinern und den manuellen Aufwand im Vergleich zu traditionellen maschi-
nellen Lernverfahren deutlich verringern. Hierfür könnte auf die vorhandene graphische Benut-
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Privacy-preserving Entity Resolution: Traditionell wird bei der Bearbeitung von Entity Resolution-
Problemen angenommen, dass alle Daten unverschlüsselt und nicht anonymisiert vorliegen.
Wenn personenbezogene Daten (z. B. Patientendaten) aus verschiedenen Quellsystemen einer
dritten Partei (z. B. Universitäten und anderen Forschungseinrichtungen) für die systemati-
sche Analyse zur Verfügung gestellt werden, ist u. a. aus gesetzlichen Datenschutzrichtlinien ei-
ne vorherige Anonymisierung und Verschlüsselung dieser Personendaten erforderlich. Privacy-
preserving Entity Resolution bezeichnet die Duplikaterkennung in einer Kollektion von Daten-
sätzen, deren Attributwerte so verschlüsselt (z. B. Tokenisierung, Mehrfach-Hashing und Abbil-
dung auf Bitvektoren) wurden, dass eine Wiederherstellung der Originaldaten unmöglich ist.
Zur Duplikaterkennung kann somit nicht auf traditionelle Entity Resolution-Techniken, wie Field
Matching, zurückgegriffen werden. Stattdessen ist die Quantifizierung der Ähnlichkeit von Da-
tensätzen allein auf Basis der verschlüsselten Daten (z. B. Bitvektoren) erforderlich. Hierfür exis-
tieren bereits erste Ansätze, die aufgrund der quadratischen Komplexität der paarweisen Ähnlich-
keitsberechnung noch nicht für große Entity Resolution-Probleme anwendbar sind. Ein Überblick
über die bisherigen Arbeiten findet sich in [51, 232]. In ersten Vorarbeiten wurde bereits begon-
nen, Dedoop um neue Techniken zu erweitern, die eine automatische, skalierbare und qualitativ-
hochwertige Duplikaterkennung in verschlüsselten Datenquellen ermöglichen sollen.
Einsatz von GPUs: Zusätzlich zur Parallelisierung mit MapReduce bietet sich die Nutzung von Graphi-
cal Processing Units (GPUs) auf den einzelnen Clusterknoten an, um die rechenintensiven Ähn-
lichkeitsberechnungen zu beschleunigen. Frei verfügbare Frameworks, wie OpenCL oder CUDA,
ermöglichen den Einsatz von massiv-parallelen Graphikprozessoren für Berechnungen in ver-
schiedenen Anwendungsgebieten. Cloud-Dienstleister, wie Amazon EC2, haben auf den steigen-
den Bedarf reagiert und bieten die Nutzung virtueller Maschinen mit exklusivem Zugriff auf leis-
tungsfähige GPUs an. Um neben der gleichmäßigen Nutzung der Clusterknoten auch eine opti-
male Ausnutzung der Ressourcen eines jeden Knotens zu gewährleisten, ist die die Kombination
einer MapReduce-basierten Parallelisierung von Entity Resolution-Workflows mit der Beschleu-
nigung von Ähnlichkeitsberechnungen durch GPUs sinnvoll. Dabei würde MapReduce die Rolle
einer Koordinations- und Persistenzschicht einnehmen. Beim Einsatz von GPUs kann (u. a. auf ei-
gene) Vorarbeiten zurückgegriffen werden [83, 101]. Nach ersten Experimenten ist insbesondere
im Bereich der Privacy-preserving Entity Resolution der Einsatz von GPUs vielversprechend, da
sich die uniforme Repräsentation von Datensätzen (z. B. durch Bitvektoren gleicher Länge) gut
auf die von GPUs unterstützen Datenstrukturen abbilden lässt und die Ähnlichkeitsberechnung
auf einfache Bitoperationen zurückgeführt werden kann.
Kombination verschiedener paralleler Programmierparadigma: Der kombinierte Einsatz verschie-
dener Programmierparadigma und Systeme zur Bearbeitung ist als sehr vielversprechend anzu-
sehen. So eignet sich die Verwendung des MapReduce-Programmiermodells sehr gut für Batch-
artige Aufgaben, wohingegen Systeme, die auf dem Bulk Synchronous Parallel-Paradigma ba-
sieren, für iterative Algorithmen (z. B. Clustering, Transitive Hülle) zu bevorzugen sind. Auch
hierfür existieren bereits erste Ansätze [160]. Mit der Öffnung des Hadoop-Frameworks für
weitere Programmiermodelle im Rahmen der YARN-Abstraktionsschicht scheinen mittlerwei-
le die notwendigen technischen Voraussetzungen gegeben, um verschiedene Teilprobleme des
Entity Resolution-Prozesses durch unterschiedliche Programmiermodelle innerhalb eines Clusters
bearbeiten zu können. Gleichzeitig bieten alternative Systeme zur parallelen Datenverarbeitung
HDFS-Schnittstellen für die Weiterverarbeitung von MapReduce-Ausgabedaten an.
Mit dieser Arbeit wurden wichtige Beiträge im Bereich der Parallelisierung von Entity Resolution-
Workflows geleistet. Die Diskussion möglicher, zukünftiger Forschungsarbeiten zeigt, dass in den unter-
suchten Bereichen noch Potential zur Erweiterung und Verbesserung besteht. Dass unter Mitwirkung
großer Unternehmen mit Data Tamer [223] und WOO [21] bereits Plattformen entstanden sind, die eine
(MapReduce-) Parallelisierung des vollständigen Datenintegrationsworkflows verfolgen, unterstreicht
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