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Abstract
Designing bounded-memory algorithms is becoming increasingly important nowadays.
Previous works studying bounded-memory algorithms focused on proving impossibility re-
sults, while the design of bounded-memory algorithms was left relatively unexplored. To
remedy this situation, in this work we design a general bounded-memory learning algorithm,
when the underlying distribution is known. The core idea of the algorithm is not to save the
exact example received, but only a few important bits that give sufficient information. This
algorithm applies to any hypothesis class that has an “anti-mixing” property. This paper
complements previous works on unlearnability with bounded memory and provides a step
towards a full characterization of bounded-memory learning.
1 Introduction
The design of learning algorithms that require a limited amount of memory is more crucial than
ever as we are amidst the big data era. An enormous amount of new data is created worldwide
every second [27], while learning is often performed on low memory devices (e.g., mobile devices).
To bridge this gap, low memory algorithms are desired. Moreover, bounded-memory learning
has connections to other fields as artificial and biological neural networks can be viewed as
bounded-memory algorithms (see [17]).
Prior to this paper there were many works that provided lower bounds for bounded-memory
learning [25, 26, 19, 12, 16, 15, 20, 9, 1]. Specifically, [15] defined a “mixing” property for classes
which is a combinatorial condition that if satisfied the class cannot be learned with bounded-
memory. There are also a few upper bounds, but for specific classes (e.g., [22]).
In this paper we define a combinatorial property, separability, which is basically “anti-mixing”.
We prove that if a class is separable, then it can be properly1 learned under a known distribution
with a bounded-memory algorithm. This property use the same terms as mixing (more details
appear in Section 2), thus, it is an important step towards bounded-memory characterization.
We also provide a general bounded memory algorithm, and prove that this algorithm function
1A proper learner for a class H always returns hypothesis h ∈ H in the class.
1
correctly for any separable class. Interestingly, we show that this algorithm can be implemented
also in the statistical query model of [10], and hence is robust to noise. Finally, we exemplify the
algorithm on several natural classes and show an implementation that is both time and memory
efficient.
1.1 The General Algorithm: a few Examples
To show the generality of the algorithm proposed in this paper we show how to apply it to
several natural classes. These classes have varied structures: different dimension and different
VC-dimension values. Nevertheless, we prove that all these classes satisfy one unified general
condition, separability. We also present efficient implementations of the algorithm both in time
and space for these classes.
Decision Lists. A decision list is a function defined over n Boolean inputs of the following
form:
if ℓ1 then b1 else if ℓ2 then . . . if ℓk then bk else bk+1,
where ℓ1, . . . , ℓk are literals over the n Boolean variables and b1, . . . , bk+1 are bits in {0, 1}. This
class was introduced by [21] and it has interesting relationships with important classes such as
threshold functions, 2-monotonic functions, read-once functions, and more [6]. There are several
works on learning decision lists [18, 4, 11], however those works learn this class under several
assumptions. Ignoring those assumptions leaves their algorithm with a non-polynomial number
of examples, which is a minimal requirement for any learning algorithm.
Equal-Piece Classifiers. The domain is a discretization of the segment [0, 1]. Each hypoth-
esis corresponds to a few disjoint segments of size p and an example gets the value 1 if it is inside
one of the segments and 0 otherwise. This class is an exemplar class for weak-learnability [24].
Discrete Threshold Functions. As a sanity check, we also apply the algorithm to the
discrete threshold functions, where the domain is the discretization of the segment [0, 1] and
each hypothesis corresponds to a number θ ∈ [0, 1]. An example is labeled by 1 if it is smaller
than θ and 0 otherwise. There is a simple learning algorithm for this class: save in memory the
largest example with label 1. We show that indeed this class can be learned using our general
algorithm. This class is similar to equal-piece classifier with p = 1.
1.2 Intuition for the General Algorithm
The general bounded-memory algorithm saves in memory a subset of hypotheses T ⊆ H that
contains the correct hypothesis f , with high probability. At each iteration, it draws a few
examples and then removes hypotheses from T . Crucially, if H is separable, the algorithm
removes a large fraction of hypotheses from T , and this is why it stops after a small number of
iterations. Importantly, the removal is done while saving only a few bits of memory. This is done
using ideas from graph theory, inspired by [15], as explained next.
A hypothesis class H = {h : X → {0, 1}} over domain X can be represented as a bipartite
graph in the following way. The vertices are the examples X and the hypotheses H, and the
edges connect every example x ∈ X to a hypothesis h ∈ H if and only if h(x) = 1. The density
d(S, T ) between two subset of vertices S and T is the fraction of edges between them.
The key idea of the general learning algorithm is to estimate the density d(S, f), where
f is the correct hypothesis and S ⊆ X is a set of examples with heavy weight according to
the known distribution. This density can be estimated with a few bits since it can be written
as an expectation over examples in S, and most of the received examples are from S as it is
heavy-weight. Using this estimation, the algorithm rules out from T any hypothesis h ∈ T with
2
d(S, h) 6≈ d(S, f). The separability property ensures that at each step the algorithm rules out
many hypotheses.
1.3 Informal Summary of our Results
The results are informally summarized below.
1. We introduce the combinatorial condition of separability for hypothesis classes, which is
closely related to anti-mixing (the connection between the two definitions is discussed in
Section 2).
2. We present a general memory-bounded proper learning algorithm in the case where the
examples are sampled from a known distribution. We prove the correctness of this algorithm
in the case where the classes satisfy the separability condition.
3. We prove that the general algorithm is also a statistical query algorithm.
4. We exemplify our algorithm on several natural algorithms: decision lists, equal-piece clas-
sifiers, and discrete threshold functions.
1.4 Paper Outline
Related work is discussed in Section 2. In Section 3 we present the general bounded-memory
algorithm and prove that it is also a statistical query algorithm. In Section 4 we formally present
the notion of separability. In Section 5 we show that this algorithm can be used to properly learn
the three classes presented above with bounded memory. In this section we also present the time
and memory efficient algorithm for the class of decision lists.
2 Related Work
The fundamental theorem of statistical learning gives an exact combinatorial characterization
of learning classification problems [24]. The theorem also provides an inefficient learning rule,
empirical risk minimization, that can be used to learn any learnable class. This paper is a step
towards a “fundamental theorem of bounded-memory learning” as it (i) gives a combinatorial
condition, separability, for bounded-memory learnability that is similar to the mixing condition
for unlearnability with bounded-memory (ii) suggests a general algorithm for bounded-memory
learning any separable class.
Many works [25, 26, 19, 12, 16, 15, 20, 9, 1] have discussed the limitations of bounded-memory
learning. The work [15] defined a “mixing” property for classes, that if satisfied the class cannot
be learned with bounded-memory. Colloquially, mixing states that for any subset of hypotheses
T and for any subset of examples S, the number of edges between S and T , E(S, T ), is as
expected (about p|S||T |, where p is the density of the graph). On the other hand, anti-mixing
states that for any T , there is S such that E(S, T ) is far from what we expect. For comparison,
the negation of mixing means that there is T and there is S such that E(S, T ) is far from what we
except. Thus, the negation of mixing and anti-mixing are very similar definitions but not exactly
the same. It is an important open problem to provide a full characterization of bounded-memory
learning.
The statistical query (SQ) model was introduced by [10] to provide a general framework for
learning in the presence of classification noise. We prove that our algorithm works in the sta-
tistical query model of Kearns and is thus robust to classification noise. A characterization of
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learnability with statistical queries was first given by [2] where the SQ-dimension was introduced.
This is an exact measure for weak learnability since sq-dim(H) = d if and only if the class H
can be learned (weakly) with poly(d) statistical queries. Given the connections between statisti-
cal queries and bounded-memory algorithms [26, 7] one might hope that sq-dim fully captures
bounded memory too. This, however, is not known to be true. This is why other approaches to
bounded-memory characterization are needed. This paper provides such a promising approach
as it uses the same terms as mixing and has a striking similarity to non-mixing.
On the surface it seems that memory-bounded learning algorithms can be obtained from
algorithms that compress the labeled examples to fit in a small space (Occam’s Razor paradigm
by [3], sample compression learning algorithms [13, 8]). However, this is not the case, since
compression algorithms work in an offline model in which all the labeled examples are stored,
but their storage does not count towards the memory usage of the learning algorithm. In the
bounded-memory model, on the other hand, the examples are received in an online fashion and
storing them counts against the memory bound of the algorithm.
3 A General Bounded Memory Algorithm
Let H be hypothesis class over a domain set X . A learning algorithm receives, in an on-line
fashion, a series of labeled examples (x, f(x)), where f is the true hypothesis. The goal of the
algorithm is to return a hypothesis h ∈ H that is close to f. Any bounded-memory algorithm can
be described using a branching program (see Figure 1a), which is a layered graph. Each layer
corresponds to a time step, i.e., number of examples received so far. Each layer contains all the
possible memory states. If the algorithm uses b bits, then there are 2b memory states. One can
learn any class H over domain X with O(log |H|) examples and O(log |X | log |H|) memory bits.
Thus, a learning algorithm that uses much less memory bits, o(log |X | · log |H|) bits, is called a
bounded-memory algorithm.
One of the main contribution of this work is designing a general learning algorithm that
uses a bounded amount of bits. This algorithm saves in memory a subset of hypotheses T that,
with high probability, contains the correct hypothesis f . At the beginning of the algorithm, T
contains all the hypotheses in H. At each step the algorithm reduces a large fraction of T while
only using a few bits. The algorithm acts differently depending on whether T contains a large
subset of hypotheses that are close to each other or not. We call the former case tightness, as
formalized next.
Two hypotheses h1, h2 ∈ H are ǫ-close if Prx∼D(h1(x) 6= h2(x)) ≤ ǫ, where D is the
known distribution over the examples2. An ǫ-ball with center h ∈ H is the set Bh(ǫ) =
{h′ ∈ H |h′ and h are ǫ-close}. A subset T ⊆ H is (α, ǫ)-tight if there is a hypothesis h with
|T ∩Bh(ǫ)| ≥ α|T |. Note that α and ǫ are related as large ǫ implies that α is also large. At each
step, the algorithm distinguishes between the cases that T is tight and T is not tight and handle
each case separately.
T is (α, ǫ)-tight : in this case there is a hypothesis h with |T ∩Bh(ǫ)| ≥ α|T |. The algorithm
tests if h is ǫ-close to the correct hypothesis f . This is done using a few random examples, as
described in Algorithm 1. If h is ǫ-close, then the algorithm halts. Otherwise, the algorithm can
safely delete Bh(ǫ) from T , i.e., in this case the algorithm can reduce many, α|T |, hypotheses
from T .
T is not (α, ǫ)-tight : for this case we use ideas from graph theory. A hypothesis class H
over domain X can be represented as a bipartite-graph in the following way. The vertices are
the hypotheses H and the examples X , and the edges connect every hypothesis h ∈ H to an
2For ease of presentation, in the rest of the paper we focus on the case that D = U is the uniform distribution.
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example x ∈ X if and only if h(x) = 1. We call the appropriate bipartite graph the hypotheses
graph of H. For any graph (A,B,E), the density between sets of vertices S ⊆ A and T ⊆ B is
d(S, T ) = e(S,T )|S||T | , where e(S, T ) is the number of edges with a vertex in S and a vertex in T . In
case that T contains only one vertex T = {v}, we simply write d(S, v).
For any heavy-weight S (i.e., |S| ≥ α|X | under the uniform distribution) the density d(S, f)
between S and the correct hypothesis f can be easily estimated without saving many bits in
memory (see Algorithm 2). Hence, the algorithm can rule out from T any hypotheses h ∈ T with
d(S, h) 6≈ d(S, f). In cases where there are two large disjoint subsets T0, T1 ⊆ T , |T0|, |T1| ≥ α|T |
with
max
h0∈T0
d(S, h0) + Ω(α) ≤ min
h1∈T1
d(S, h1), (1)
either T0 or T1 can be ruled out from T. So the algorithm is able to delete α|T | hypotheses from
|T | while only using a small number of memory bits. For classes that satisfy the separability
property, as will be formalized in the next section, Equation (1) holds. In Section 5 we also show
examples of classes (e.g., decision lists) that satisfy the separability property.
The algorithm uses an oracle 3 that provides the following functionality for any subset of
hypotheses T ⊆ H:
• If T is (α, ǫ)-tight, the oracle provides a proof for this by returning h ∈ H with |T ∩Bh(ǫ)| ≥
α|T |.
• If T is not (α, ǫ)-tight, the oracle returns S ⊆ X , T1, T0 ⊆ T, d0, d1 ∈ R with |S| ≥ α|X |,
|T0|, |T1| ≥ poly(α) · |T | and d1 − d0 ≥ Ω(α) · |S| such that h ∈ T0 implies e(h, S) ≤ d0 and
h ∈ T1 implies e(h, S) ≥ d1.
In Section 5 we show how to efficiently, both in time and in memory, implement this oracle
for specific classes. The algorithm also uses the following subroutines: (i) Is-close(h, ǫ, k) —
tests whether h is ǫ-close to the correct hypothesis with error exponentially small in k. See
Algorithm 1. (ii) Estimate(S, τ, k) — estimates d(S, f) up to an additive error of τ with error
exponentially small in k. See Algorithm 2. The correctness of the subroutines is stated and
proved in the Appendix.
1: Inputs: h ∈ H, ǫ > 0
2: Parameter: integer k
3: Returns:
True if h is ǫ-close to f
False if h is not 3ǫ-close to f
4: j = 0
5: for i := 1 to k do
6: get labeled example (x, y)
7: if h(x) 6= y then
8: j+ = 1
9: end if
10: end for
11: return j/k ≤ 2ǫ
Algorithm 1: Is-close(h, ǫ, k)
1: Inputs: S ⊆ X ,τ > 0
2: Parameter: integer k
3: Output: d(S, f)± τ
4: for i := 1 to 2k/τ do
5: get labeled example (x, y)
6: if x ∈ S then
7: counterS := counterS + 1
8: if y = 1 then
9: counter1 := counter1 + 1
10: end if
11: end if
12: end for
13: return counter1/counterS
Algorithm 2: Estimate(S, τ, k)
The general bounded-memory algorithm is described in Algorithm 3 and a graphical repre-
sentation of it as a branching program appears in Figure 1b. The algorithm proceeds as follows.
3There is such an oracle for any separable class, see Section 4. For the entire algorithm to be bounded memory,
it is assumed that the oracle is also bounded memory, which is true for all the classes presented in this paper.
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At each step we maintain a set T ⊆ H of candidates to be the correct hypothesis. In Line 3 we
initialize T to be H, the entire hypothesis class. In Line 5 the algorithm calls the oracle and if
T is (α, ǫ)-tight, in Line 6 it tests whether the hypothesis h returned by the oracle is ǫ-close to
the correct hypothesis. If h is close enough to the correct hypothesis, the algorithm halts and
returns h, otherwise the algorithm can safely remove all the hypotheses that are ǫ-close to h, as
done in Line 9. If T is not (α, ǫ)-tight, then in Line 12 the algorithm calls the oracle to find
S, T1, T0, d0, d1. In Line 13 the algorithm estimates d(S, f), where f is the correct hypothesis,
and tests whether it is closer to d0 or d1. Then, it is able to delete T0 or T1 according to the
value of r in Lines 15, 17.
1: Input: class H
2: Parameter: integer k
3: T := H
4: loop
5: if oracle returns T is (α, ǫ)-tight with proof h (i.e., |T ∩Bh(ǫ)| ≥ α|T |) then
6: if Is-close(h, ǫ, k) then
7: return h
8: else
9: T := T \Bh(ǫ)
10: end if
11: else
12: oracle finds S, T1, T0, d0, d1 as stated earlier
13: r := Estimate(S, (d1 − d0)/2, k)
14: if r|S| > d1+d0
2
then
15: T := T \ T0
16: else
17: T := T \ T1
18: end if
19: end if
20: end loop
Algorithm 3: General Bounded Memory Algorithm
In the next section we introduce the separability property, which uses similar terms as in
mixing. For classes that satisfy this property the oracle can be implemented and therefore
the algorithm functions correctly. We prove that several natural classes satisfy this property, for
example, the class of decision lists. Thus, it can be learned with bounded memory. An interesting
feature of the general bounded-memory algorithm is that it is also a statistical query algorithm,
as we describe next, and thus robust to random noise.
Statistical Queries
The statistical queries (SQ) framework was introduced by Kearns (see [10]) as a way of designing
learning algorithms that are robust to random classification noise. A statistical query algorithm
access the labeled examples only through 1) queries of the form ψ : X × {0, 1} → {0, 1} and
2) answers E(x,y)[ψ(x, y)] with an additive error τ . Algorithm 3 access the labeled examples only
in the subroutines Is-close and Estimate in Lines 6 and 13. We prove in the Appendix that
indeed these subroutines can be easily implemented in the statistical queries framework. In fact,
each subroutine can be implemented using just one statistical query. Thus, the general bounded
memory algorithm (Algorithm 3) is robust to noise.
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t = 0 t = 1 t = end
(a) A bounded-memory algorithm
t = 0 t = 1 t = end
(b) The general bounded-memory algorithm
Figure 1: (a) Graphical representation of a bounded memory learning algorithm as a branching
program (b) Graphical representation of the general bounded memory algorithm. Cyan: memory
states that can be reached. From each memory state, there are exactly two other different memory
states that can be reached
4 Separable Classes
In this section we formally define the separability property as a combinatorial condition of a
bipartite graph. This property is closely related to the mixing property defined in [15]. Recall
that hypothesis class can be viewed as a bipartite graph using the hypotheses graph. We first
define closeness and tight in the language of graph theory.
In what follow we fix a bipartite graph (A,B,E). Two vertices h1, h2 ∈ A are ǫ-close if
|N(h1)△N(h2)| ≤ ǫ|B|, where N(h) denotes the set of neighbors of vertex h and △ denotes the
symmetric difference. Similar to the previous section we define the ǫ-ball with center h ∈ A
as the set Bh(ǫ) = {h′ ∈ A |h′ and h are ǫ-close}. A subset T ⊆ A is (α, ǫ)-tight if there is a
hypothesis h with |T ∩Bh(ǫ)| ≥ α|T |.
In the previous section we used Equation (1), which is a local requirement on each hypothesis.
We relax this requirement and instead require a weaker global requirement, as stated in the
following definition.
Definition 1 ((α, ǫ)-separability). We say that a bipartite graph (A,B,E) is (α, ǫ)-separable if
for any T ⊆ A that is not (α, ǫ)-tight there are subsets S ⊆ B and T0, T1 ⊆ T with T0 ∩ T1 = ∅,
|S| ≥ α|B|, |T0| ≥ α|T |, |T1| ≥ α|T | such that |d(S, T0)− d(S, T1)| ≥ α.
A hypothesis class is (α, ǫ)-separable if its hypotheses graph is (α, ǫ)-separable. Perhaps
surprisingly, the global requirement of separability implies the local requirement, as stated in the
following claim (see the Appendix for the proof).
Claim 2. Let (A,B,E) be a bipartite graph. For any T ⊆ A that is α-separable there are S ⊆ B
with |S| ≥ α|B|, T0, T1 ⊆ T with |T0|, |T1| ≥
1
2α
2|T | and d0, d1 ∈ R with d1 − d0 ≥ α4 |S| such
that h ∈ T0 implies e(h, S) ≤ d0 and h ∈ T1 implies e(h, S) ≥ d1.
The next theorem proves the correctness of Algorithm 3 (the proof appears in the Appendix).
For brevity we define (m, b, δ, ǫ)-bounded memory learning algorithm as an algorithm that uses at
most m labeled examples sampled from the uniform distribution, b bits of memory, and returns
7
T2
Figure 2: The solid line represents the interval [0, 1] and the dots represent the hypotheses in
T . The subset T0 ⊆ T (T1 ⊆ T ) represents the α|T | largest (smallest) hypotheses in T . All the
other hypotheses in T are denoted by T2. If T2 is contained in an interval of length smaller than
α, then T is (α, α)-tight. Otherwise, d(S, T1)− d(S, T0) ≥ α for S = X .
a hypothesis that is ǫ-close to the correct hypothesis with probability at least 1− δ. We omit the
O symbol for simplicity.
Theorem 3. For any hypothesis class H that is (α, ǫ)-separable, Algorithm 3 is a
(
log |H| ·
log log |H|+ log 1/α
α5
, log |H| ·
1
α2
, 0.1, ǫ
)
−
bounded memory algorithm for H.
If α−2 is smaller than log |X | we get that Algorithm 3 is indeed a bounded-memory algorithm.
On the other hand, the number of samples is increased by a small factor of (log log |H|+log 1/α)/α5
compared to the log |H| examples needed in case VCdim(H) ≈ log |H|. One might wonder how
the number of samples does not depend on ǫ. Taking a closer look, we observe that this is not
the case as generally ǫ is lower bounded by a function of α. Take for example T that contains
hypotheses that disagree on exactly α2 of the examples. If ǫ < α2, then T is not (α, ǫ)-tight thus
the class is not (α, ǫ)-separable.
5 Separable Classes: Examples
In this section we present a few natural classes and prove they are separable. This implies, using
Theorem 3, that they are properly learnable with bounded memory.
5.1 Threshold Functions
The class of threshold functions in [0, 1] is {hb : [0, 1]→ {0, 1} : b ∈ [0, 1]} and hb(x) = 1⇔ x ≤ b.
The class of discrete thresholds HTH;n is defined similarly but over the discrete domain X of
size n with X =
{
1
n ,
2
n , . . . ,
n
n = 1
}
and b ∈
{
1
2n ,
3
2n , . . . ,
2n+1
2n
}
. This class is known to be easily
learnable in the realizable case by simply taking the largest example with label 1. This simple
algorithm uses O(log n) bits and O(1/ǫ) examples for accuracy ǫ and constant confidence. We
use this class to demonstrate how to a) prove that a class is separable b) implement the oracles
required by the general bounded-memory algorithm, see Section 3. c) use a few simple tricks
that enables designing a faster implementation of the general algorithm.
One can prove that the class HTH;n is (α, α)-separable, for any 0 < α < 1/3. The proof
appears in the Appendix and the main ideas are presented in Figure 2. There are a few tricks
we can use to design a more efficient implementation of the general algorithm. During the run
of the algorithm the only possible T ’s are intervals. This means that only two values are needed
in order to describe T. If the length of T = [a1, a2] is at most ǫ (i.e. |a2 − a1| ≤ ǫ) then we are
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done, as T ⊆ Bh(a1+a2)/2(ǫ). At each step of the algorithm, we define S to be a large interval
in the middle of T, namely S =
[
a1 +
a2−a1
3 , a2 −
a2−a1
3
]
. Note that |S| ≥ ǫ3 |X |. We define
T0 = {hb ∈ T : b < a1+
a2−a1
3 } and T1 = {hb ∈ T : b > a2−
a2−a1
3 }. Note that since d(S, T0) = 0
and d(S, T1) = 1 only one sample from S suffices to decide whether to delete T0 or T1 in the
PAC framework (the realizable case). The algorithm uses O(log n) bits (to save a1 and a2) and
O(1ǫ log
1
ǫ ) examples. The algorithm runs in time O(log n+
1
ǫ log
1
ǫ ).
5.2 Equal-Piece Classifiers
Each hypothesis in the class equal-piece classifiers h ∈ HEP ;p corresponds to a (disjoint) union of
intervals each of length exactly p < 1, that is,
⋃
[ahi , a
h
i +p] and h(x) = 1 if and only if x is inside
one of these intervals. More formally, the examples are the numbers X =
{
1
n ,
2
n , . . . ,
n
n = 1
}
and the hypotheses h ∈ HEP ;p correspond to the parameters a
h
1 , a
h
2 , . . . , a
h
k with a
h
1 + p <
ah2 , . . . , a
h
k−1+p < a
h
k , a
h
k+p < 1 and they define the intervals [a
h
1 , a
h
1+p], [a
h
2 , a
h
2+p], . . . , [a
h
k , a
h
k+
p]. An example x ∈ X has h(x) = 1 if and only if there is 1 ≤ i ≤ k such that x ∈ [ahi , a
h
i + p].
Note that the classHEP ;p is quite complex since it is easy to verify that it has a VC-dimension
of at least 1/p (partition [0, 1] into p consecutive equal parts and take one point from each part
— this set is shattered by HEP ;p). The next theorem shows the class is separable and thus, by
Theorem 3, Algorithm 3 can be applied to equal-piece classifiers. Time-efficient implementation
can be found in the Appendix.
Theorem 4. For any α, ǫ ∈ (0, 1) with ǫ < 24/p and 2|X | < α <
p2ǫ
24 the class HEP ;p is (α, ǫ)-
separable.
5.3 Decision Lists
A decision list is a function defined over n Boolean inputs of the following form:
if ℓ1 then b1 else if ℓ2 then . . . if ℓk then bk else bk+1,
where ℓ1, . . . , ℓk are literals over the n Boolean variables and b1, . . . , bk+1 are bits in {0, 1}. We
say that the i-th level in the last expression is the part “if ℓi then bi” and the literal ℓi leads to
the bit bi. Given some assignment to the n Boolean variables we say that the literal ℓi is true if
it is true under this assignment. Note that there is no need to use the same variable twice in a
decision list. In particular, we can assume without loss of generality that k = n. Denote the set
of all decision lists over n Boolean inputs by HDL;n. Note that
|HDL;n| ≤ n! · 4
n ⇒ log |HDL;n| ≤ n logn+ 2n
(the first inequality is true since at each level we need to choose a variable that was not used
before, to decide whether it will appear with a negation or not and if true, whether it will lead
to 0 or 1).
Theorem 5. For any ǫ ∈ (2−n, 1) the class HDL;n is
(
min
{
1
200n4 , ǫ
}
, ǫ
)
-separable.
In the appendix we show an efficient implementation both in time and in space of the
main algorithm to the case of decision lists. Rivest [21] described a learning algorithm for
this class. However, the suggested algorithm saves all the given examples, and thus does not
qualify as a bounded-memory algorithm. Rivest’s algorithm uses O(n2 logn · 1/ǫ) memory bits
and O(n log n · 1/ǫ) examples to learn with constant confidence parameter and accuracy param-
eter ǫ. Our algorithm is able to learn this class with only O(n log 1ǫ ) bits of memory, which is
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a quadratic improvement in n as well as an improvement in 1/ǫ. Our algorithm introduces an
increase in the number of examples to O (n logn · 1/ǫ2 log 1/ǫ), but the increase only depends on
1/ǫ. In the Appendix you can find an efficient implementation, both in space and in time, of the
general algorithm for the the class HDL;n.
Several works described algorithms for learning decision lists [18, 4, 11], however those works
learn this class under several assumptions. Ignoring those assumptions leaves their algorithmwith
a non-polynomial number of examples, which is a minimal requirement for any learning algorithm.
In a different work [14] limit themselves to the uniformly distributed examples scenario, as our
general algorithm does. They design a weak learner and use the MadaBoost algorithm [5] which
is a boosting-by-filtering algorithm [23]. As a consequence of using the MadaBoost algorithm
they use assumptions stated in [5]. Further, they improper learn the class while our general
algorithm provides a proper bounded-memory learning algorithm.
6 Discussion and Open Questions
In this paper we introduced the concept of separability, which is similar to non-mixing, suggested
a general bounded memory algorithm, proved its correctness for classes that are separable, and
proved it is also an sq-algorithm. We also derived time-efficient bounded memory algorithms for
three natural classes: threshold functions, equal-piece classifiers, and decision lists.
Several questions remain open. One question is to prove that other classes are separable and
thus can be learned with the general bounded memory algorithm. A second open problem is
to extend our work to the case of an unknown distribution over the examples. Another open
problem is to close the gap between separability and non-mixing.
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A Outline
This appendix contains several technical claims: the classes presented in the main text are sep-
arable (Section B), time-efficient implementation of the general algorithm to these classes (Sec-
tion C), correctness proof of the general algorithm for classes that satisfy separability (Section D),
and a proof that the general algorithm is also a statistical query algorithm (Section E).
B Separability
In this section we formally prove that all classes introduced in the main text are in fact separable.
B.1 The class of threshold functions is separable
Theorem 6. For any 0 < α < 1/3, the class HTH;n is (α, α)-separable.
Proof. Fix α ∈ (0, 1) and T ⊆ HTH;n which is not (α, α)-tight. We want to find S ⊆ X with
|S| ≥ α|X | and T0, T1 ⊆ T with |T0|, |T1| ≥ α|T | such that
|d(T1, S)− d(T0, S)| ≥ α (2)
Take S = X , which immediately implies that |S| ≥ α|X |. Denote by t0 ∈ [0, 1] the minimal value
such that for α|T | of the hypotheses hb ∈ T it holds that b ≤ t0 and by t1 ∈ [0, 1] the maximal
value such that for α|T | of the hypotheses hb ∈ T it holds that b ≥ t1. Take T0 = {hb ∈ T : b ≤ t0}
and T1 = {hb ∈ T : b ≥ t1}, which immediately implies that |T0|, |T1| ≥ α|T |. Notice that for any
hb in the class it holds that d(hb, S) = b. To prove (2), note that
|d(T1, S)− d(T0, S)| ≥ t1 − t0.
Assume by contradiction that t1 − t0 < α. Then, since for each hb ∈ T \ (T0 ∪ T1) it holds that
b ∈ (t0, t1) we get that
T \ (T0 ∪ T1) ⊆ B (t1+t0)
2
(α
2
)
Since α ≤ 1/3 we get that 1− 2α ≥ α, thus |T \ (T0 ∪ T1)| ≥ α|T | which is a contradiction to
the assumption that T is not (α, α)-tight.
B.2 The class HDL;n is separable
Theorem 7. For any ǫ ∈ (2−n, 1) the class HDL;n is
(
min
{
1
200n4 , ǫ
}
, ǫ
)
-separable.
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Proof. Fix ǫ ∈ (0, 1) and T ⊆ HDL;n that is not (min{
1
200n4 , ǫ}, ǫ)-tight. To prove that HDL;n is(
min{ 1200n4 , ǫ}, ǫ
)
-separable we will show that T is not min{ 1200n4 , ǫ}-tight. To show that we will
find two literals ℓ0, ℓ1 and T0, T1 ⊆ T with |T0|, |T1| ≥
1
200n4 |T | that have the following properties
(⋆):
1. For all hypotheses in T0:
• ℓ0 leads to 0
• ℓ0 appears at level i0 ≤ log
1
ǫ + 1
• ℓ0 is in a lower level than ℓ1
2. Similarly for all hypotheses in T1:
• ℓ1 leads to 1
• ℓ1 appear at level i1 ≤ log
1
ǫ + 1
• ℓ1 is in a lower level than ℓ0
3. There is a level j ≤ min{i0, i1} and a bit b ∈ {0, 1} such that all hypotheses in T0 ∪ T1
(a) are identical up to level j
(b) leads to the same value b in levels j + 1 to max{i0, i1} − 1
Note that for any decision list permuting consecutive literals that all lead to the same bit creates
an equivalent decision list; thus, when we write “identical decision lists”, we mean identical up to
this kind of permutation.
The correctness of the last three properties (⋆) will finish the proof since we can take S to
consist of all the assignments where the literals ℓ0 and ℓ1 are true. In this case it holds that |S| ≥
|X |/4, the disjoint subsets T0, T1 are large (i.e., |T0|, |T1| ≥
1
200n4 ). To bound |d(T1, S)−d(T0, S)|
from below, we partition S into two parts: S1 all assignments such that at least one of the literals
ℓ1, . . . , ℓj are true (recall that level j is defined in Item 3), and S2 = S \ S1. Assume without
loss of generality that bit b defined in Item 3b is equal to 0. Note that
|d(T1, S)− d(T0, S)| =
∣∣∣∣∣
∑
a∈S
e(T1, a)
|T1||S|
−
e(T0, a)
|T0||S|
∣∣∣∣∣
=
∣∣∣∣∣
∑
a∈S1
e(T1, a)
|T1||S|
−
e(T0, a)
|T0||S|
+
∑
a∈S2
e(T1, a)
|T1||S|
−
e(T0, a)
|T0||S|
∣∣∣∣∣
=
∣∣∣∣∣
∑
a∈S2
e(T1, a)
|T1||S|
−
e(T0, a)
|T0||S|
∣∣∣∣∣
=
∑
a∈S2
e(T1, a)
|T1||S|
≥ 2−max{i0,i1}+1 ≥ ǫ,
where the third equality follows from Item 3a, the fourth equality follows from Item 3b, and
the first inequality follows from Item 2 since for each assignment that is false in all literals that
appear before level i1 we have that e(T1, a) = |T1| and these assignments constitute a fraction
2−(i1−1) out of the assignments in S. The last inequality follows from Items 1,2.
To prove that there are literals ℓ0, ℓ1 and subsets T0, T1 as desired in (⋆), we will prove by
induction on level i that if there are not literals ℓ0, ℓ1 up to level i, then there is a subset T i ⊆ T
with |T i| ≥ (1− 14n2 )
i|T |, a bit b ∈ {0, 1} and j ≤ i such that for all hypotheses in T i (⋆⋆)
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• are identical up to level j
• all literals in levels j + 1 to i lead to the same value b
Proving (⋆⋆) will finish the proof because if we do not find ℓ0, ℓ1 up to level i ≤ log 1ǫ ≤ n
then we have that
|T i| ≥
(
1−
1
4n2
)i
|T |
≥
(
1−
1
4n2
)n
|T |
≥
(
1−
1
4n
)
|T |, (⋆ ⋆ ⋆)
where in the second inequality we used the fact that i ≤ n and in the third inequality we used
the fact that for any natural number n, the inequality (1 − x)n ≥ 1 − nx is true. Thus, we
have at least
(
1− 14n
)
|T | hypotheses in T i ⊆ T that are ǫ-close as we explain next, which is a
contradiction to the assumption that T is not tight.
Take the decision list h which is exactly the same as all hypotheses in T i up to level j and
it returns b afterwards. We will prove that all the hypotheses in T i are ǫ-close to h. Take any
hypothesis h′ ∈ T i. All examples that cause one of the literals up until level i to be true have
the same label as h. Thus, these hypotheses agree on 12 +
1
4 + . . .+
1
2i = 1−
1
2i ≥ 1− ǫ fraction
of the examples.
We will prove that (⋆⋆) is true by induction at level i. The basis i = 0 is vacuously true. If
we do not find ℓ0, ℓ1 at level i + 1 and the induction hypothesis holds for any j ≤ i then first
recall that i ≤ log 1ǫ .
To continue, there are a few cases depending on the number of literals in level i+1 that lead
to b¯, where b¯ denotes the opposite value of the bit b (i.e., 0¯ = 1, 1¯ = 0).
Case 1: If for at least (1− 18n2 )|T
i| of the hypotheses in T i the literal in level i+ 1 leads to
b (i.e., the same bit b as in level i) then define T i+1 as T i minus all the (1− 18n2 )|T
i| hypotheses
that the literal in level i + 1 does not lead to the bit b. The induction claim will follow since
1− 18n2 ≥ 1−
1
4n2 .
Case 2: If there are at least 18n2 |T
i| hypotheses in T i such that the literal in level i+1 leads
to b¯. Since there are 2n literals, there is a literal ℓ that is at level i+1 in at least 116n3 |T
i| of the
hypotheses in T i and lead to b¯. Denote this set of hypotheses by W.
Call a literal useful if in at least 116n3 |T
i| of the hypotheses in T i it appears in levels j +1 to
i+ 1 and it leads to b. Note that there must be at least i− j useful literals (using Claim 8 with
p = |T i|,m = i − j, and the fact that |T
i|
2n ≥
|T i|
16n3 ). Again there are a few cases depending on
whether there are i− j useful literals or more.
Case 2.1: If there are exactly i − j useful literals we will define T i+1 by removing all
hypotheses in T i that are one of the following types
• contains a literal that is not useful at some level from j up to i.
• contains a literal that leads to b at level i+ 1.
To prove the induction claim we need to prove that T i+1 is large. If there are 116n3 |T
i| hypotheses
that the literal in level i+1 leads to b, then we would have that there are more than i− j useful
literals (see Claim 8). Thus,
|T i+1| ≥
(
1−
1
16n3
· 2n−
1
16n3
· 2n
)
|T i| ≥
(
1−
1
4n2
)
|T i|.
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Note that the hypotheses in T i+1 all contain the same i− j useful literals in levels j to i. Hence
all of the hypotheses are identical (up to permutation) from levels j to i. From the induction
hypothesis we get that all the hypotheses are identical up to level i. Note also that for all
hypotheses in T i+1, the literal in level i + 1 leads to the same value b¯. Hence, we proved the
induction hypothesis.
Case 2.2: If there are more than i − j useful literals then there must be a useful literal ℓ′
that appear in at most (1− 13n )|W | of the hypotheses in W at a level smaller than i (see Claim 9
with W of size p = |W | and m = i − j). In this case we will show how to choose ℓ0, ℓ1, T0, T1
that will fulfill (⋆). Pick ℓb¯ = ℓ, ℓb = ℓ′ and Tb the
1
16n3 |T
i| hypotheses that make the literal ℓ
useful and Tb¯ the hypotheses where ℓ
′ does not appear before ℓ. Notice that
|Tb¯| ≥
1
3n
|W | =
1
48n4
|T i| ≥
1
48n4
(
1−
1
4n
)
|T | ≥
1
200n4
|T |,
where the second inequality follows from (⋆ ⋆ ⋆).
If ℓ, ℓ′ do not share the same variable (i.e. ℓ¯ 6= ℓ′) then properties (⋆) are fulfilled. Otherwise,
properties 1, 2 in (⋆) do not hold as ℓ = xr, ℓ
′ = x¯r, for some variable xr, do not appear in the
same decision list and hence do not appear one before another. If there are more than i − j
useful literals in levels j + 1 to i then we can continue as before with ℓ′ not equal to xr. If
there are exactly i− j useful literals in levels j + 1 to i, then, as in Case 2.1, we can prove that
that there is a large subset of T ′ ⊆ T i that are similar up to level i. Divide T ′ into two subset
T ′0, T
′
1 depending on the literal on level i + 1 (xr or x¯r). Take S such that ℓ
′ is True and all
the literals in T ′ are False. In this case d(S, T ′0) = 0 (without loss of generality we can assume
that b = 0). If |d(S, T ′0) − d(S, T
′
1)| is not large enough (i.e., at least ǫ), then d(S, T
′
1) ≤ ǫ. By
Markov’s inequality, for at least half of the hypotheses h ∈ T ′1 it holds that d(S, h) ≤ 2ǫ. Take
h′ to be equal to the hypotheses in T ′1 up until level i + 1 and then returns 0. Note that that,
by the choice of S, that at least half of T ′1 are in Bh′(ǫ) (each assignment not in S evaluates to
the same value in T ′1 and S contains at most half of the all possible assignments). This in turn
implies that T is (min{ 1200n4 , ǫ}, ǫ)-tight, which is a contradiction.
Note that to implement the oracle needed for the general bounded-memory algorithm requires
O(n · log 1ǫ ) bits.
Claim 8. For any matrix A of size m × p where each cell in A is an integer in [n] and each
integer in [n] does not appear in A more than p, then there must be at least m integers in [n] that
appear at least p2n times in A.
Proof. Assume by contradiction that there are at most m− 1 integers in [n] that appear at least
p
2n times in A. By the assumption in the claim, each of these integers can appear at most p times
in A. All of the other n − (m − 1) integers appear at most p2n times in A. Thus, we have that
all the numbers occupy at most
(m− 1)p+ (n− (m− 1))
p
2n
=
(
m− 1 +
n−m+ 1
2n
)
p < mp,
which is a contradiction to the assumption that only integers in [n] appear in the mp cells of
A.
Claim 9. For any matrix A of size m × p where each cell in A is in an integer in [n], m ≤ n
then the number of integers in [n] that appear in at least (1− 13n )p times in A is at most m.
Proof. Assume by contradiction that there are at least m+ 1 integers in [n] where each appear
at least (1− 13n )p times in A. Then these integers cover at least (m+ 1)(1−
1
3n )p > mp cells in
A which is a contradiction to the size of A.
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B.3 Equal-piece classifiers is separable
Theorem 10. For any α, ǫ ∈ (0, 1) with ǫ < 24/p and 2|X | < α <
p2ǫ
24 the class HEP ;p is (α, ǫ)-
separable.
Proof. Fix 2|X | < α <
p2ǫ
24 and T ⊆ HEP ;p that is not (α, ǫ)-tight.
We will show that there is a set S ⊆ X with |S| ≥ α|X | and T1, T2 ⊆ H with |T1|, |T2| ≥ α|T |
such that d(S, T1) = 1 and d(S, T2) = 0; thus, in particular |d(S, T1)−d(S, T2)| = 1 > α which will
prove the claim. We will in fact prove that there is an open interval I ⊆ [0, 1] of length α′ := 2α
such that the sets T1 = {h ∈ T |∃k, I ⊆ [ahk , a
h
k + p]} and T2 = {h ∈ T |∀k, I ∩ [a
h
k , a
h
k + p] = ∅}
satisfying |T1|, |T2| ≥ 2α|T |. We call such a I separating. This will prove that HEP ;p is (α, ǫ)-
separable since for S = I ∩ X we have that |S| ≥ α|X | (from the assumption in the claim
regarding the upper bound on X ), d(S, T1) = 1, and d(S, T2) = 0. For ease of notation we replace
α′ = 2α by α from now on.
Next, we will prove something even stronger by showing that there is a sequence 0 = u0 ≤
u1 ≤ · · · and a sequence of sets T = T 0 ⊇ T 1 ⊇ · · · such that for all i ≥ 0 if there is no separating
I in the “window”
Wi := [ui, ui + p− iα]
and there is no separating I in the previous windows either, then the following four properties
are satisfied:
1. |T i| ≥ (1− 2iα)|T |
2. ui ≥ ip− α
∑i
j=1 j
3. every h1, h2 ∈ T i is similar up to the current window:
|{x ∈ X ∩ [0, ui]|h1(x) 6= h2(x)}| ≤ α
i+2∑
j=1
j|X |
4. no hypothesis h ∈ T i has an endpoint in the current window: for all h ∈ T i and k it holds
that
ahk + p /∈ [ui, ui + p− iα].
Assume by contradiction that there is no separating I. Hence, we deduce that the four properties
hold for all windowsW1,W2, . . . By Property 2, for ℓ ≤ ⌈
2
p⌉ <
3
p , it holds that uℓ ≥ 1. Fix h ∈ T
ℓ.
By Property 1 we know that
|T ℓ| ≥ |T |
(
1−
6α
p
)
(since α < p/18) > |T | ·
2
3
> α|T |
Take any h′ ∈ T ℓ. Since X ⊆ [0, 1], Property 3 implies that h′ ∈ Bh(ǫ) (since
12α
p2 < ǫ), which is
a contradiction to T not being tight.
To complete the proof we prove by induction on i that if there are no separating I in the
windows up to Wi then there are T
i, ui that have the previous four properties.
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Induction basis: Since T 0 = T and u0 = 0, Properties 1 and 2 hold. Since 0 6∈ X , Property 3
holds. There is no endpoint in the interval W0 = [0, p] (since the length of each interval in any
hypothesis in HEP ;p is p) and since 0 6∈ X we can assume that for each h and k it holds that
ahk > 0 thus proving Property 4 holds.
Induction step: By the induction hypothesis there is no separating I in the full range of Wi.
To use it we intuitively move a small sliding-window I of length α in the current window Wi.
For each such I we can calculate the number of hypotheses in T i that contain I,
cI1 = |{h ∈ T
i|∃k, I ⊆ [ahk , a
h
k + p]}|
and the number of hypotheses in T i that do not intersect I,
cI0 = |{h ∈ T
i|∀k, I ∩ [ahk , a
h
k + p] = ∅}|.
Note that I is separating if and only if cI0 ≥ α|T | and c
I
1 ≥ α|T |. Thus, our assumption is that for
every I ⊆Wi either cI0 < α|T | or c
I
1 < α|T |. Observe that by Property 4 there are no endpoints
of T i in Wi, which immediately implies that c
I
1 can only increase as we slide I within Wi. We
next consider two cases depending on whether there is I ⊆ Wi with cI1 ≥ α|T | or not. In each
case we need to define ui+1, T
i+1 and prove that the four properties hold for i + 1 which will
complete the proof.
• Case 1: there is no I ⊆Wi with cI1 ≥ α|T |, i.e., c
I
1 is always smaller than α|T | as we slide
I. Define
T i+1 = {h ∈ T i|∀I ⊆Wi ∀k, I * [a
h
k , a
h
k + p]} and ui+1 = ui + |Wi|
Property 1 holds since by definition of T i+1 and by Property 1 of the induction hypothesis
|T i+1| > |T i| − α|T | ≥ (1− 2αi)|T | − α|T | ≥ (1− 2(i+ 1)α)|T |.
From the definition of ui+1 and the induction hypothesis
ui+1 = ui + p− iα
≥ ip− α
i∑
j=1
j + p− iα
≥ (i+ 1)p− α
i+1∑
j=1
j
Property 2 holds. Before we prove that Properties 3 and 4 hold we prove the following
auxiliary claim.
Claim 11. For each h ∈ T i+1 and x ∈ X ∩ [ui, ui+1 − α] it holds that h(x) = 0.
Proof. Assume by contradiction that there is h ∈ T i+1 and x ∈ X ∩ [ui, ui+1 − α] with
h(x) = 1. This means that there is k with x ∈ [ahk , a
h
k + p], which implies that a
h
k ≤
ui+1 − α and ahk + p ≥ ui. From Property 4 there is no end point in the current window
[ui, ui+1]; hence a
h
k + p > ui+1, which is a contradiction to the definition of T
i+1 with
I = (ui+1 − α, ui+1) ⊆ [ahk , a
h
k + p].
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To prove that Property 3 holds for Wi+1: we get that for each h1, h2 ∈ T i+1, by Claim 11
and the induction hypothesis we have that
|{x ∈ X ∩ [0, ui+1]|h1(x) 6= h2(x)}| = |{x ∈ X ∩ [0, ui]|h1(x) 6= h2(x)}|
+ |{x ∈ X ∩ (ui, ui+1 − α]|h1(x) 6= h2(x)}|
+ |{x ∈ X ∩ (ui+1 − α, ui+1]|h1(x) 6= h2(x)}|
≤ α
i+2∑
j=1
j|X |+ α ≤ α
i+3∑
j=1
j|X |
To prove that Property 4 holds for Wi+1: if there is an endpoint in Wi+1 then, since the
length of Wi+1 is smaller than p − α, its start point is before ui+1 − α. This contradicts
Claim 11.
• Case 2: there is I ⊆Wi with cI1 ≥ α|T |. Since c
I
1 increases as we slide I, we focus on the
first sliding-window I = (i1, i2) ⊆ Wi such that cI1 ≥ α|T |. Since there is no separating I
in Wi we get that c
I
0 < α|T |. There are again two cases depending on whether I is at the
beginning of Wi or not.
• Case 2.1: if i1 = ui, we define
T i+1 = {h ∈ T i|∃k, I ∩ [ahk , a
h
k + p] 6= ∅} and ui+1 = ui + p+ α.
To prove that Property 1 holds for Wi+1: follows from the induction hypothesis and the
fact that T i+1 = T i \ cI0 and |c
I
0| < α|T |.
To prove that Property 2 holds for Wi+1: follows from the induction hypothesis and the
definition of ui+1.
Before we prove that Properties 3 and 4 hold we need the following auxiliary claim.
Claim 12. For each h ∈ T i+1 and x ∈ X ∩ [ui + α, ui + p− iα] it holds that h(x) = 1.
Proof. For each h ∈ T i+1 there is k such that (ui, ui+α)∩[ahk, a
h
k+p] 6= ∅. Hence a
h
k ≤ ui+α
and ahk+p ≥ ui. Since there is no end point in the current window a
h
k+p /∈ [ui, ui+ |Wi|] we
have that ahk+p > ui+|Wi| = ui+p−iα. To sum up, we have [ui+α, ui+p−iα] ⊆ [a
h
k , a
h
k+p],
which proves the claim.
To prove that Property 3 holds for Wi+1: note that |{x ∈ X ∩ [0, ui+1]|h1(x) 6= h2(x)}| is
equal to
|{x ∈ X ∩ [0, ui]|h1(x) 6= h2(x)}| + |{x ∈ X ∩ (ui, ui + α)|h1(x) 6= h2(x)}|
+ |{x ∈ X ∩ [ui + α, ui + p− iα]|h1(x) 6= h2(x)}|
+ |{x ∈ X ∩ (ui + p− iα, ui + p+ α]|h1(x) 6= h2(x)}|
≤ α
i+2∑
j=1
j,
where the inequality follows from the induction hypothesis and Claim 12.
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To prove Property 4 holds for Wi+1: if there is an h ∈ T i+1 with an end-point in
[ui+1, ui+1 + |Wi+1|] = [ui+1, ui+1 + p− (i + 1)α]
then its start-point is in
[ui+1 − p, ui+1 − (i+ 1)α] = [ui + α, ui + p− iα] ⊆ [ui, ui + |Wi|],
which is a contradiction to Claim 12 and Property 4 for Wi.
• Case 2.2: If i1 > ui, we define
T i+1 = {h ∈ T i|∃k.ahk ∈ I} and ui+1 = i2 + p.
To prove that Property 1 holds for Wi+1: Since I is the first sliding window with c
I
1 ≥ α|T |
there are at most α|T | of the hypotheses in T i that start before I. Since cI0 < α|T | there
are at most α|T | of the hypotheses in T i that start after I. In other words there are at
least 1 − 2α hypotheses that intersect I; i.e., |T i+1| ≥ |T i| − 2α|T |. By Property 1 for Wi
we have |T i+1| ≥ (1− 2(i+ 1)α)|T |.
To prove that Property 2 holds for Wi+1: simply note that i2 ≥ ui.
Before we prove that Properties 3, 4 hold we need the following auxiliary claims.
Claim 13. For each h ∈ T i+1 and x ∈ X ∩ [i2, i1 + p] it holds that h(x) = 1.
Proof. Since for each h ∈ T i+1 it holds that that there is k such that ahk ∈ I then it holds
that i1 ≤ ahk ≤ i2. Hence, [i2, i1 + p] ⊆ [a
h
k , a
h
k + p].
Claim 14. For each h ∈ T i+1 and x ∈ X ∩ (ui, i1) it holds that h(x) = 0.
Proof. From Property 4 for Wi we know that there is no end point in the current window
[ui, ui + p− iα] and specifically in (ui, i2) ⊆ [ui, ui + p− iα] (because I = (i1, i2) ⊆ Wi =
[ui, ui+ p− iα]). Since for each h ∈ T i+1 it holds that there is k such that ahk ∈ I = (i1, i2)
then the claim follows.
To prove that Property 3 holds for Wi+1: take h1, h2 ∈ T i+1 and note that
|{x ∈ X ∩ [0, ui+1]|h1(x) 6= h2(x)}| = |{x ∈ X ∩ [0, ui]|h1(x) 6= h2(x)}|
+ |{x ∈ X ∩ (ui, i1)|h1(x) 6= h2(x)}|
+ |{x ∈ X ∩ [ii, i2)|h1(x) 6= h2(x)}|
+ |{x ∈ X ∩ [i2, i1 + p)|h1(x) 6= h2(x)}|
+ |{x ∈ X ∩ [i1 + p, ui+1]|h1(x) 6= h2(x)}|
By the induction assumption the first term is at most
∑i+2
j=1 j|X |, from Claims 13,14 the
second and fourth term are equal to 0, the third and the fifth terms are at most 2α|X | each
because the lengths of [i1, i2] and [i1 + p, i2 + p] are of size α. This means that we have
proven that Property 3 holds for window Wi+1.
To prove Property 4 holds for Wi+1: note that if there is a hypothesis h ∈ T i+1 with an
end point in the window Wi+1 = [ui+1, ui+1+ p− (i+1)α], its corresponding start point is
in [ui+1−p, ui+1− (i+1)α] = [i2, (i1+α)− (i+1)α+p] = [i2, i1+p− iα]. By construction
of T i+1 there is no h ∈ T i+1 with a start point in the interval [i2, i1 + p].
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C Time-efficient implementations
In this section we apply the general algorithm to a few natural classes. We do so by proving
that these classes are separable. We then show a time-efficient implementations for these classes.
Interestingly, the memory size used in these implementations are smaller compared to the bounds
promised by Theorem 18. There are a few reasons for that (which we encountered in the threshold
functions example). First, in Theorem 18 we used worst-case analysis and assumed that the
algorithm must reach |T | = 1. Sometimes we can stop much earlier if we know that T ⊆ Bh(ǫ)
for some h. Second, the oracle can use the fact that not all subsets of H will be reached as T
during the run of the algorithm. Third, in case that each T contains large subsets T0, T1 ⊆ T with
d(S, T0) = 0 and d(S, T1) = 1, an improved implementation of subroutine Estimate (described
in the main text), exists as only one example in S is sufficient in the PAC framework (i.e., the
realizable case).
C.1 Time-efficient implementation to decision lists
Next we discuss how to apply our general algorithm to the class of decision lists. The algorithm
goes over ⌈log 1ǫ ⌉ levels from top to bottom. At each level i, as in the proof of Theorem 8, the
set of possible hypotheses are of the form
• all hypotheses are identical up to level j, for some j
• all literals in levels j + 1 to i− 1 lead to the same value b
When the algorithm reaches step i, all the literals in level i can lead to {0, 1}, see Line 3. Then
it goes over all literals ℓ, ℓ′ that lead to a different bit in Line 4. These two literals define two
large subsets of T
T0 = {h ∈ T.ℓ at level i leads to 0}, T1 = {h ∈ T.ℓ
′ at level i leads to 1}.
We remove one of these subsets using Algorithm 5 (the constant in the algorithms were chosen
arbitrarily).
Next we test whether we can increase j, i.e., whether we know the hypotheses up to level
i− 1. This can happen if there are exactly i− j − 1 literals possible in levels j up to i− 1. While
|Lj | > i − j − 1, we test in Algorithm 4, Line 9 whether we can eliminate a literal by finding
another literal at level i that leads to b¯ and apply Algorithm 5. If there are exactly i − j − 1
literals at Lj , . . . , Li−1 we can deduce that all hypotheses we consider are similar up until level
i − 1. In this case we can increase j (Line 11) and we know which constraints to add to C to
ensure that assignments reaches level i (Line 12). Now the only case we need to consider is that
some literal ℓ at step i leads to 0 and its negation ℓ¯ leads to 1. Unfortunately, we can not set
both of them to True and use Algorithm 5. Following the proof of Theorem 8 we define h′ to be
equal to all the rest of the hypotheses in T up until level j, at level i literal ℓ¯ leads to 1, and in
the rest of the levels the remaining literals leads to 0. From the proof we know that if h′ is not
ǫ-close to the correct hypotheses then we can delete one of the following hypotheses sets
T0 = {h ∈ T.ℓ at level i leads to 0}, T1 = {h ∈ T.ℓ¯ at level i leads to 1}.
C.2 Time-efficient implementation to equal-piece classifiers
We now consider a time-efficient implementation to equal-piece classifiers defined in the main
text. In the proof of Theorem 7 we moved a sliding-window I of length α. For a time-efficient
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1: j := 0, C := Empty
2: for i := 1 to ⌈log 1ǫ ⌉ do
3: Li := ∪{xr, x¯r}r × {0, 1}
4: while there are (ℓ, 0), (ℓ′, 1) ∈ Li, ℓ′ 6= ℓ¯ do
5: delete-hypotheses(ℓ, 0, Li, ℓ
′, 1, Li, C)
6: end while
7: while i > j + 1 and ∃(ℓ, b¯) ∈ Li do
8: if |Lj | > i− j − 1 then
9: delete-hypotheses(ℓ, b¯, Li, ℓ
′, b, {Lj . . . , Li−1}, C)
10: else
11: j := i− 1
12: C := C ∪ (xj = b) ∪ . . . ∪ (xi−1 = b)
13: end if
14: end while
15: if (ℓ, 0) ∈ Li then
16: b := 0
17: else
18: b := 1
19: end if
20: if (ℓ, 0), (ℓ¯, 1) ∈ Li then
21: h′ := as descried in the text
22: if Is-close(h′, ǫ, 10−4ǫ−2) returns True then
23: return h′
24: end if
25: S = X|ℓ=True,C
26: if Estimate(S, ǫ, 10−4ǫ−2) < ǫ then
27: delete (ℓ′, 1) from {Li}i
28: else
29: delete (ℓ, 0) from {Li′}i′
30: end if
31: end if
32: end for
Algorithm 4: efficient-DL(n, ǫ)
1: Input: set of hypotheses with literal ℓ leads to bit b in levels {Li}i and a set of
hypotheses with literal ℓ′ leads to bit b′ in levels {Li′}i′ .
2: C - set of constraints all input hypotheses fulfill
3: Returns: delete from one of hypotheses sets
4: S = X|ℓ=True,ℓ′=True,C
5: if Estimate(S, ǫ, 10−4ǫ−2) < ǫ then
6: delete (ℓ′, 1) from {Li}i
7: else
8: delete (ℓ, 0) from {Li′}i′
9: end if
Algorithm 5: delete-hypotheses(ℓ, b, {Li}i, ℓ′, b′, {Li′}i′ , C)
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implementation we cannot move a sliding-window in a continuous manner, thus we suggest to
move a smaller sliding-window of length α/2 in a discrete way with jumps of size α/2. We define
at each step
T0 = {h.∀k, S ∩ [a
h
k , a
h
k + p]} = ∅ T1 = {h.∃k, S ⊆ [a
h
k , a
h
k + p]}
In Line 1 we initialize our h to be one that always return 0. Thus h is empty. At each step we
define S to be our current sliding-window in Line 3. In Line 6 we use a faster implementation of
Algorithm Estimate in the main text, since in our case d(S, T0) = 0 and d(S, T1) = 1 and thus a
single sample from S suffices. If the label is equal to 1 then we know that we need to add a new
value to h in Line 8 and we know that we can even increase jump by p.
1: j := 0, h := Empty
2: for jump := 0, α2 , α, . . . , 1 do
3: S = [jump, jump+ α/2]
4: repeat
5: get labeled example (x, y)
6: until x ∈ S
7: if y = 1 then
8: add jump to h
9: jump := jump+ p
10: end if
11: end for
12: return h
Algorithm 6: efficient-EP(n, ǫ)
C.3 Time-efficient implementation of general bounded-memory algo-
rithm to HTH;n
See Algorithm 7.
1: a1 = 0, a2 = 1
2: while a2 − a1 > ǫ do
3: S =
[
a1 +
a2−a1
3 , a2 −
a2−a1
3
]
4: repeat
5: get labeled example (x, y)
6: until x ∈ S
7: if y = 0 then
8: a2 = a2 −
a2−a1
3
9: else
10: a1 = a1 +
a2−a1
3
11: end if
12: end while
13: return h(a1+a2)/2
Algorithm 7: Efficient Implementation of General Algorithm to HTH;n
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D Correctness proof for the general bounded-memory algo-
rithm
We start with some technical claims.
Claim 15. Let (A,B,E) be a bipartite graph. For any T ⊆ A that is α-separable there are
S ⊆ B with |S| ≥ α|B|, T0, T1 ⊆ T with |T0|, |T1| ≥
1
2α
2|T | and d0, d1 ∈ R with d1 − d0 ≥ α4 |S|
such that h ∈ T0 implies e(h, S) ≤ d0 and h ∈ T1 implies e(h, S) ≥ d1.
Proof. By the separable property we know that there are S, T ′0, T
′
1 as in Definition 2 in the
main text. Sort all t ∈ T by e(S, t) in an ascending order. Define T1 ⊆ T as the α|T |-largest
members in T and T0 ⊆ T as the α|T | smallest members in T . Note that |d(S, T ′1)− d(S, T
′
0)| ≤
|d(S, T1) − d(S, T0)|. Assume by way of contradiction that the (α2/2)|T |-largest member in T ,
denote it by t1, and the (α
2/2)|T |-smallest member in T , denote it by t0, are too close; i.e.,
e(S, t1)− e(S, t0) < α/2|S|. Let us calculate
|d(T1, S)− d(T0, S)| =
e(S, T1)
|S||T1|
−
e(S, T0)
|S||T0|
≤
α2|T |
2
·
|S|
|S||T1|
+
(
|T1| −
|T |α2
2
)
e(S, t1)
|S||T1|
−
(
α2|T |
2
·
0
|S||T0|
+
(
|T0| −
|T |α2
2
)
·
e(S, t0)
|S||T0|
)
(recall: |T1| = |T0| = α|T |) ≤
α
2
+
(
1−
α
2
) e(S, t1)
|S|
−
(
1−
α
2
)
·
e(S, t0)
|S|
<
α
2
+
α
2
= α.
Which is a contradiction to the separable property.
Claim 16. There is an algorithm such that for any hypothesis h, for any ǫ ∈ (0, 1) and for any
integer k it uses k labeled examples, O(log k) memory bits, and
• if h is ǫ-close to the correct hypothesis, then with probability at least 1−2e−2kǫ
2
the algorithm
returns True.
• if h is not 3ǫ-close to the correct hypothesis, then with probability at least 1 − 2e−2kǫ
2
the
algorithm returns False.
Proof. We will show that Algorithm Is-close, main text, has the desired properties. Denote by Xi
the random variable that is 1 if the labeled example (x, y) used in the i-th step of the algorithm
has h(x) 6= y, otherwise Xi = 0. Denote X¯ =
1
k
∑
Xi. Let us consider the two cases presented in
the claim
• if h is ǫ-close to the correct hypothesis, then
E[X¯ ] ≤ ǫ.
From Hoeffding’s inequality we know that
Pr[X¯ − E[X¯ ] ≥ ǫ] ≤ 2e−2kǫ
2
.
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And the last two inequalities imply that
Pr[X¯ ≥ 2α] ≤ 2e−2kǫ
2
.
Note that line 11 in the algorithm tests whether X¯ ≤ 2ǫ or not. This means that with
probability at least 1− 2e−2kǫ
2
the algorithm returns True.
• if h is not 3ǫ-close to the correct hypothesis, then
E[X¯ ] > 3ǫ.
From Hoeffding’s inequality we know that
Pr[E[X¯]− X¯ ≥ ǫ] ≤ 2e−2kǫ
2
.
And the last two inequalities imply that
Pr[2ǫ > X¯] ≤ 2e−2kǫ
2
.
This means that with probability at least 1− 2e−2kǫ
2
the algorithm returns False.
Claim 17. Denote by f the correct hypothesis. There is an algorithm such that for any set of
examples S ⊆ X with |S| ≥ α|X | for any τ ∈ (0, 1) and for any integer k the algorithm uses
2k
α labeled examples, O(log k + log
1/α) memory bits, and returns Y¯ with |Y¯ − d(f, S)]| < τ, with
probability at least 1− 2(e−kα + e−2kτ
2
).
Proof. We will show that Algorithm Estimate, main text, has the desired properties. Letm = 2kα .
Denote by Xi the random variable that is 1 if the labeled example (x, y) used in the i-th step of
the algorithm has x ∈ S, otherwise Xi = 0. Denote X¯ =
1
m
∑
Xi. Note that E[X¯ ] =
|S|
|X | ≥ α.
From Hoeffding’s inequality we know that
Pr[|X¯ − E[X¯]| ≥ α/2] ≤ 2e−2
2k
α ·
α2
4 .
In particular,
Pr[X¯ ≤ α/2] ≤ 2e−kα.
This implies that with probability at least 1 − 2e−kα there are at least k examples (x, y) with
x ∈ S. Let us now focus on these k examples. Among them, denote by Yi the random variable
that is 1 if the i-th labeled example has y = 1, otherwise Yi = 0. Denote Y¯ =
1
k
∑
Yi. Note that
E[Y¯ ] = d(f, S). From Hoeffding’s inequality we know that
Pr[|Y¯ − E[Y¯ ]| ≥ τ ] ≤ 2e−2kτ
2
,
i.e., with probability at least 1 − 2e−2kτ
2
the algorithm returns an answer Y¯ in line 13 of the
algorithm with |Y¯ − d(f, S)]| < τ.
Theorem 18. For any hypothesis class H that is (α, ǫ)-separable there is a
(
log |H| ·
log log |H|+ log 1/α
α5
, log |H| ·
1
α2
, 0.1, ǫ
)
− bounded memory algorithm for H.
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Proof. Description of the algorithm: At each iteration there will be a candidate set of hypotheses
T ⊆ H that contains the correct hypothesis with high probability. If T is not α-separable then
there is a center h such that |T ∩ Bh(ǫ)| ≥ α|T |. If Algorithm Is-close, main text, returns True
then h must be 3α-close and we are done. Otherwise, the correct hypothesis is not in T ∩Bh(ǫ)
and we can move on to the next iteration while removing a large fraction of the hypotheses from
T.
If T is α-separable then using Claim 4 in main text we know that we can remove either T0
or T1. We then move to the next iteration.
Number of iterations: At each iteration we remove at least a fraction of α2/2 of the hypotheses
in T . Thus, the number of iterations the algorithm makes is at most
s := log 1
1−α2/2
|H| ≤
log |H|
α2/2
,
where the inequality follows from the known fact 1− 1/x ≤ lnx.
Number of examples: At each iteration, the algorithm receives at most 2kα examples. Thus,
the total number of examples used is at most
2k
α
· s.
Number of memory bits: the memory is composed of two types; one that describes the set
of hypotheses T that is currently being examined and O
(
log kα
)
bits for all the counters used in
the subroutines. We can describe T by the sets that are removed at each iteration, thus we need
s bits. Hence, the total number of memory bits is at most
(
s+ log kα
)
.
Fixing k: We want the error of the probability to be some constant. For that we take
k = O
(
1
α2 (log log |H|+ log
1/α)
)
. To summarize, the algorithm is
(
log |H| ·
log log |H|+ log 1/α
α5
, log |H| ·
1
α2
, 0.1, ǫ
)
− bounded memory algorithm for H.
E The general bounded memory algorithm as a statistical
query algorithm
The following claims prove that the bounded-memory algorithm can be formalized as a statistical
query algorithm.
Claim 19. There is an implementation of subroutine Is-close that uses one statistical query.
Proof. To test if hypothesis h is ǫ-close to the correct hypothesis define the query ψh(x, y) =
1⇔ h(x) = y. We know that
E(x,y)[ψh(x, y)] =
1
|X |
∑
x∈X
Ih(x)=f(x),
where IP is the indicator function that is 1 if and only if P = True.
Claim 20. There is an implementation of subroutine Estimate that uses one statistical query.
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Proof. Note that
d(S, f) =
1
|S|
∑
x∈S
If(x)=1.
Define the query ψS(x, y) = 1⇔ x ∈ S and y = 1. We know that E(x,y)[ψS(x, y)] is equal to
1
|X |
∑
x
Ix∈S and f(x)=1 =
1
|X |
∑
x∈S
If(x)=1.
Thus, (
E(x,y)[ψS(x, y)]± τ
)
·
|X |
|S|
= d(S, f)± τ
|X |
|S|
,
which means that we are able to estimate d(S, f) up to error τ |X ||S| using one statistical query.
Corollary 21. Subroutine Is − close(h, ǫ) can be simulated in the presence of η-noise with
probability at least 1 − δ using O(ǫ−2(1 − 2η)−2 ln(1δ )) samples. Subroutine Estimate(S, τ) can
be simulated using O(τ−2(|S|/|X|)−2(1− 2η)−2 ln(1δ )) samples.
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