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ABSTRACT. This paper studies a class of models in which agents' expectations inu-
ence the actual dynamics while the expectations themselves are the outcome of some
recursive processes with bounded memory. Under the assumptions of heterogeneous
expectations (or beliefs) and that the agents update their expectations by recursive L-
and general aL-processes, the dynamics of the resulting expectations and recursive
schemes are analyzed. It is shown that the dynamics of the system, including sta-
bility, instability and bifurcation, are affected differently by the recursive processes.
The cobweb model with a simple heterogeneous expectation scheme is employed as
an example to illustrate the stability results, the various types of bifurcations and the
routes to complicated price dynamics. In particular, the double edged effect of het-
erogeneity on the dynamics of the model is demonstrated.
Keywords: Heterogeneous beliefs, recursive L-process, general aL-process, sta-
bility, instability, bifurcation, cobweb model.
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1. INTRODUCTION
Many dynamic economic models form an expectations feedback system. Expecta-
tions affect actual outcomes, actual outcomes affect expectations through learning, and
so on. Properties of various learning processes under homogeneous expectations have
been studied extensively (see, for example, Balasko and Royer (1996), Bray (1983),
Evans and Honkapohja (1999), Evans and Ramey (1992), Lucas (1978) and Marcet
and Sargent (1989)). In his survey paper, Grandmont (1998) considers stability and
convergence to self-fullling expectations in large socioeconomic systems and sug-
gests a kind of general `Uncertainty Principle'  Learning is bound to generate local
instability of self-fullling expectations, if the inuence of expectations on the dynam-
ics is signicant. When learning processes are involved, as pointed out by Balasko and
Royer (1996), `the properties of the (Walrasian) equilibrium with respect to the conver-
gence of least squares learning processes and, more generally, of recursive processes
have hardly been studied'.
Research into the dynamics of nancial asset prices resulting from the interaction of
heterogeneous agents having different expectations about the future evolution of prices
has ourished in recent years, e.g. Brock and Hommes (1997a), (1997b), (1998),
Bullard (1994), Bullard and Duffy (1999), Chiarella and He (2001b), Day and Huang
(1990), Franke and Nesemann (1999), Franke and Sethi (1998), Hommes (1998), Levy
and Levy (1996) and Lux (1995), (1997), (1998). As indicated by Levy and Levy
(1996), `heterogeneous expectations appear to play a crucial role in risky asset price
determination. When homogeneous expectations are assumed, unacceptable market
inefciencies are observed. The introduction of even a small degree of diversity of
expectations changes the dynamics dramatically, and the result is a much more realistic
market'.
These observations lead to the following questions: What are the effects of hetero-
geneous expectations on the dynamics of the state variables of economic systems? Are
the homogeneous expectations models approximately correct? When heterogeneousDYNAMICS OF HETEROGENEOUS EXPECTATIONS 3
expectationsareinvolved, dolearning processesaffectthedynamicsof economicmod-
els differently? These questions have been tackled recently from different points of
viewfor variouseconomicmodels(e.g. BalaskoandRoyer(1996), Grandmont(1998),
Brock and Hommes (1997a), (1997b), (1998), Chiarella and He (2001b), Franke and
Nesemann (1999), Franke and Sethi (1998), Hommes (1998), Levy and Levy (1996))
but, at this stage, no satisfactory general theory has emerged.
This paper is largely motivated by the above observations and questions, but con-
centrates on the question as to how the recursive L and the general aL learning process
(dened in the following section) affect the dynamics, in particular the stability and
bifurcation, of (Walrasian) equilibria of economic models with heterogeneous beliefs.
In this paper, the term learning is being used in a very particular, and perhaps restricted
sense. It refers to a situation in which agents adopt a rule to come up with an expec-
tation of next period's price. A broader use of the term learning would envisage a
situation in which agents are able to switch strategies in light of prediction errors, for
example as in Brock and Hommes (1997b). This paper considers a deterministic (non-
linear) framework and focuses on an extremely simple case, in which the state of the
system is completely described at every date by a single real number xt. Depending
upon the context, the state variable x may stand for a price, a rate of ination, a real
rate of interest etc. Traders plan one period ahead. To abstract from all forms of un-
certainty, the traders' expectations or forecasts follow nite general aL- or recursive
L-processes.
Under the homogeneous expectation assumption, Chiarella and He (2001a) provide
an explicit study of how the local stability of the xed equilibrium and types of bifur-
cation (to complicated dynamics) are affected by recursive L- and aL-process. In par-
ticular, their study shows that, when agents follow homogeneous recursive L-process,
the stability and bifurcation of the xed equilibrium can be completely characterized
by the parameters of the system and the lag length L of the learning process. The
xed equilibrium becomes unstable through either a saddle-node or a Neimark-Hopf
(or secondary Hopf) bifurcation, leading to complicated dynamics. However, when4 CARL CHIARELLA AND XUE-ZHONG HE
agents follow a homogeneous aL-process, the dynamics of the system depends on
both lag length L and weight vector a and more complicated dynamics can arise.
This paper generalizes the recent study on the dynamics of homogeneous expecta-
tions in Chiarella and He (2001a) and concentrates on how the dynamics, including
the stability and bifurcation of the system, is affected by the introduction of hetero-
geneous recursive L- and general aL-processes. In particular the paper shows how
the dynamics of such processes are affected by agents' extrapolation rates, lag lengths
used to form expectations and the way in which past information is weighted. The
paper is structured as follows. The heterogeneous process is introduced in Section 2.
The dynamics (including stability and bifurcation) of the heterogeneous recursive L-
and the general aL-processes is then discussed in Sections 3 and 4. In Section 5, the
theoretical results of the earlier sections are used to undertake an extensive bifurca-
tion analysis of version of the nonlinear adaptive beliefs cobweb model established by
Brock and Hommes (1997b) under heterogeneous expectations. Section 6 concludes.
The appendix contains the technical details of the various propositions and bifurcation
analyses given in the paper.
2. HETEROGENEOUS BELIEFS AND LEARNING
To introduce the model with heterogeneous beliefs, it is assumed that there are m
different types of traders, indexed by j = 1;:::;m, and the j-th type of trader's forecast
at date t about the future state is denoted by t 1xe
j;t+1 (j = 1;2; ;m). Assuming xt





m;t+1) = 0: (2.1)
Each type of trader's learning process is summarized by a continuously differentiable
expectation function (formed from the past Lj state variables xt k for k = 1; ;Lj)
t 1x
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m) = 0, wherey
j =  j(x;x;
 ;x) for j = 1;2; ;m. Then x is a xed (Walrasian) equilibrium of (2.1). It is
also assumed that T is continuously differentiable near the xed equilibrium x. Near
















and assume B;Cj 6= 0(j = 1; ;m).
For j = 1; ;m, consider Lj real numbers ajk  0
1 satisfying
PLj
k=1 ajk = 1.
The general heterogeneous recursive aL- and the recursive L-processes are dened as
follows.
Denition 2.1. The general heterogeneous recursive (nite) aL-process is dened
by (2.1), (2.2) and the expectation function
 j(x1; ;xLj) = gj(aj1x1 +  + ajLjxLj); 0  ajk  1;
Lj X
k=1
ajk = 1 (2.3)
where gj (j = 1; ;m) are some (locally near x) continuously differentiable func-
tions. The heterogeneous recursive L-process is simply the aL-process with weights
satisfying ajk = 1=Lj for j = 1; ;m and k = 1; ;Lj.
The linearized equation (near x) of the general heterogeneous recursive (nite) aL-









) = 0; (2.4)
1Here aj are treated as the weights (or probabilities) of the past states and therefore are assumed to be
nonnegative.6 CARL CHIARELLA AND XUE-ZHONG HE
where gjo = g0
j(x)
2. Replacing xt   x by xt, then the stability of the steady-state x







ajkxt k = 0; j = Cjgjo=B: (2.5)
We stress that each j may be independently positive or negative (or zero) depending
on the signs of B;Cj and gjo. Let L = max1jmfLjg and dene ajk = 0 for j =








xt k = 0: (2.6)
Therefore the local stability of the general heterogeneous recursive (nite) aL-process










L k = 0: (2.7)
Following Grandmont (1998), the coefcients of equation (2.6) can be interpreted in
the following way. Suppose the expectation coefcients in aggregate C 
Pm
j=1 Cj 6=
0. Let j = Cj=C be the relative local contribution of the jth expectation and g 
Pm
j=1 jgj be the weighted average expectation. In models of asset prices, the coef-
cients gjo may characterize the extrapolation rate and j may relate to the fraction





j=1 jgjoajk is the derivative of the average expectation g evaluated at x,
weighted by the weights of all aL-processes associated with state variable xt j. In
particular, if all the traders follow a homogeneous belief, then gj = g, ajk = aj for
j = 1; ;m and hence
Pm







L j = 0;  = Cgo=B (2.8)
2The slope of the expectation function gj evaluated at x can be used to characterize the extrapolation
rate of the j-th type of trader. Broadly speaking its sign indicates whether trader j is a trend chaser
(g0
j > 0) or contrarian (g0
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that Chiarella and He (2001a) found to be the characteristic polynomial for the homo-
geneous aL process. Therefore, the discussion in this paper is a natural generalization
of that in Chiarella and He (2001a).
The analysis in section 3 considers rst the case of the heterogeneous recursive L-
process and then section 4 moves to the case of the general heterogeneous aL-process.
3. HETEROGENEOUS RECURSIVE L-PROCESSES
As a special case of the general heterogeneous aL-process, the heterogeneous recur-
sive L-process is dened by taking ajk = 1=Lj for j = 1; ;m and k = 1; ;Lj.
The following lemma will be used in our discussion.




L 2 +  +  + : (3.1)
Then zeros of QL() lie inside the unit circle if and only if   1
L <  < 1:
In the general situation of the heterogeneous recursive L-process, different types of
agents may use different lag lengths in their recursive L-processes. In this case, to
obtain necessary and sufcient conditions for local asymptotic stability (LAS) seems
an intractable problem. To gain some insights into the dynamics in this situation, some
simple cases are considered in the following analysis.
3.1. The Reduced Recursive Homogeneous Case: Lj = L. Consider rst the case
when agents use the same lag length, that is Lj = L and hence ajk = 1=L for
j = 1; ;m;k = 1;2; ;L, but with a different form of extrapolation function
gj. Then the corresponding characteristic polynomial  () has the form of (3.1) with
 =
Pm
j=1 j=L: Applying Lemma 1 and the bifurcation results of Chiarella and He
(2001a) leads to the following result on the LAS of the heterogeneous recursive L-
process.8 CARL CHIARELLA AND XUE-ZHONG HE
Proposition 3.1. Let Lj = L for j = 1; ;m. Then the (Walrasian) equilibrium x
of the heterogeneous recursive L-process is locally asymptotically stable (LAS) if 3
 1 < o 
m X
j=1
j < L: (3.2)
Furthermore at o =  1 a saddle bifurcation occurs and at o = L a Neimark-Hopf
(or 1 : (L + 1) periodic resonance4) bifurcation occurs for L  1.
Denote by D0
L(o) = fo :  1 < o < Lg the stability region for the parameter
o corresponding to the heterogeneous recursive L-process. Proposition 3.1 indicates
that, when agents follow the heterogeneous recursive L-process using the same lag




L0(o) for L < L0, indicating that increase of the lag length widens
the stability region of the equilibrium.
Using the notations of section 2, condition (3.2) can be rewritten as
 1 < o 
C
B




In the case of homogeneous beliefs, gj = g and hence gjo = go for all j = 1; ;m,
the condition (3.3) becomes the condition for the homogeneous recursive model de-
rived in Chiarella and He (2001a). The parameter o in (3.3) can be viewed as an
aggregate extrapolation rate for the heterogeneous recursive model that brings some
new features. For instance, although each individual's expectation rule may involve
3Condition (3.2) is a necessary and sufcient condition for the linearized system (at the xed point
x) to be LAS. However, for nonlinear system, this condition is not necessary because the xed point
may be LAS also when some of the eigenvalues lie on the unit circle, this may occur in the pitchfork
bifurcation. We are indebted to Laura Gardini for drawing this point to our attention.
4For a map in R2, when all the eigenvalues are on the unit circle, there is no (strong) resonance if
there is an eigenvalue, say  , satisfying  q 6= 1 for q = 1;2;3;4. Otherwise, we say the map has a
1 : q (strong) resonance (q = 1;2;3;4). When the nonresonance condition is satised, for a R2 map
depending on one parameter, as the eigenvalues of the xed equilibrium move off the unit circle, there
appears a closed invariant curve  all the iterates of any point on the curve remain on the curve 
encircling the xed point. Such a bifurcation corresponds to the Poincare-Andronov-Hopf bifurcation,
see also Hale and Kocak (1991) for more discussion. When the nonresonance condition is not satised,
a 1 : q (strong) resonance bifurcation in R2 can generate a two orbits of period q  one orbit is a sink
and the other is a saddle.DYNAMICS OF HETEROGENEOUS EXPECTATIONS 9
signicantly unstable elements (for example, large extrapolation rates gio), these el-
ements may be balanced in the aggregate, e.g.  go may be small, and the actual
dynamics with the heterogeneous recursive learning process may thus be LAS, pro-
vided there is sufcient balance
5 in the heterogeneity. In such cases, learning can
stabilize an otherwise unstable dynamics (e.g. Franke and Sethi (1998)). On the other
hand, only a small group of traders with expectation functions involving signicantly
divergent elements (say, for example, there exists a k : 1  k  m such that (3.3)
holds for  go   gk =
P
j6=k jgjo, but not for  go =
Pm
j=1 jgjo) can in fact desta-
bilize the whole system (e.g. Grandmont (1998)
6) and this corresponds to a popular
view (particularly in asset price models, e.g. Brock and Hommes (1997a), (1997b),
(1998), Hommes (1998)) that heterogeneous beliefs are a source of instability in the
market and may lead to periodic or even chaotic uctuations in prices. The forgoing
discussion demonstrates that in actual fact the effect of heterogeneity on the stability
of economic dynamic models is a double edged one.
3.2. The Case of Two Beliefs. Next consider the case when m = 2 and L1 < L2 for
which one is able to obtain some sufcient conditions for LAS (see Appendix A.2 for
the proof).
Proposition 3.2. Assume m = 2 and 1  L1 < L2. If j = Cjgio=B (j = 1;2) satisfy
L1






    +
L2   L1
L2
j2j < 1; (3.4)
then the (Walrasian) equilibrium x of the heterogeneous recursive L-process is LAS.
From Proposition 3.2, one can easily derive the following sufcient condition which
is independent of Lj (j = 1;2).
Corollary 1. Assume m = 2 and 1  L1 < L2. If j1j+j2j < 1; then the (Walrasian)
equilibrium x of the heterogeneous recursive L-process is LAS.
5The term balance here refers to offsetting values of j's such that  = 1 +  + m remains in the
local stability region D0
L(o) = fo :  1 < o < Lg.
6The results developed in this paper are quite different from the results in Grandmont (1998), which
relate the eigenvalues of the actual system to the perfect foresight eigenvalues.10 CARL CHIARELLA AND XUE-ZHONG HE
When different types of traders use a differing number of the observations (to form
their expectations) in the recursive L-process, one would expect to see an asymmetric
effect with respect to different lag length. In particular, one might expect that, when
one group of traders is willing to use more past observations to learn the equilibrium,
this group would be able to extrapolate
7 over a wider range of rates. However, the
following example indicates that this expectation is not always borne out.
Consider the case of L1;L2 = 1;2 and let D0
ij(~ ) be the stability region of the xed
equilibrium in terms of ~  = (1;2) for (L1;L2) = (i;j). Then, for (L1;L2) = (1;2),
the corresponding characteristic polynomials is  1;2()  2+(1+2=2)+2=2 =
0. Applying Proposition 3.1 and Lemma 2 in Appendix A.3, one can obtain D0
12(~ ) =
f(1;2) : 2 < 2; [1 + 2] < 1 < 1g:
The stability regions D0
22(~ ) = f(1;2) :  1 < 1 + 2 < 2g and D0
12(~ ) are
plotted in the (1;2) plane in Fig.1. One can see that D0
12 is the bounded triangular
region, while D0
11(~ ) = f(1;2) :  1 < 1+2 < 1g and D0
22 are unbounded strips.
 When 1 2 (0;1), increasing L2 = 1 to L2 = 2 extends the stability region for
L1 = L2 = 1 to the triangular region: f(1;2) : 1 < 1;2 < 2;1 + 2 
1g. Therefore, increasing lag length L2 increases the stability range of the
parameter 2 (which allow the type 2 traders to extrapolate over a wide range
of rates).
 When 1 = 2 (0;1), increasing L2 = 1 to L2 = 2 destabilizes an otherwise
stable equilibrium x and leads the unbounded LAS strip region: f(1;2) :
1  0; 1 < 1 + 2 < 1g for L2 = 1 to a bounded triangular region:
f(1;2) : 1 < 0;2 < 2;1 + 2 >  1g. In such a case, increasing the lag
length L2 reduces the stability range of the parameter 2. A similar observation
can be made when comparing the stability regions D0
12(~ ) with D0
22(~ ).
 When both L1 and L2 are the same, the stability regions are the unbounded
strips, while any break of such symmetry (in terms of the lag lengths) leads to
bounded triangular stability regions.
7Recall that agent j's extrapolation rate is captured in the coefcient j introduced at equation (2.5).DYNAMICS OF HETEROGENEOUS EXPECTATIONS 11















FIGURE 1. Local stability regions of the reduced homogeneous re-
cursive processes D0
11(~ ), D0




22(~ )) is the unbounded strip between the
saddle-node boundary 1 + 2 =  1 and the Neimark-Hopf boundary
1 + 2 = 1 (1 + 2 = 2), D0
12(~ )is the hatched triangle.
The stability regions D0
11(~ );D0
22(~ ) and D0
12(~ ) indicated in Fig. 1 show that the
xed equilibrium is LAS in the triangular region ABC. However, when the param-
eter ~  = (1;2) moves out of the triangular region, the xed equilibrium becomes
unstable and can lead to various types of bifurcation.
 Along CA, the two eigenvalues are 1 = 1 and 2 = 2=2 with j2j < 1
and, according to Kuznetsov (1995) (Chapters 4 and 9), a saddle-node bifur-
cation appears. Such a curve (with one of the eigenvalues equal to 1) is called
a saddle-node (or divergent) curve and the corresponding boundary of the sta-
bility region is called a saddle-node boundary.
 Along AB, the two eigenvalues are 1 =  1 and 2 =  2=2 with j2j < 1,
such a bifurcation, according to Kuznetsov (1995), is called a ip (or period
doubling) bifurcation. Such a curve (with one of the eigenvalues is equal to -1)
is called a ip curve and the corresponding boundary of the stability region is
called a ip boundary.
 Along BC, the eigenvalues satisfy j 2 C;jjj = 1 for j = 1;2 and this corre-
sponds to a Neimark-Hopf bifurcation. In fact, along BC, 1;2 = cos(2w) 
isin(2w) for w 2 R. Let  = 2cos(2w), then the character of bifurca-
tion is determined by the value w, which in turn is determined by the value .12 CARL CHIARELLA AND XUE-ZHONG HE
It follows from 12 = 2=2 = 1 and 1 + 2 =  =  (1 + 2=2) that
1 =  (+1) and 2 = 2 for the case of (L1;L2) = (1;2). Also 1 2 [ 3;1]
implies  2 [ 2;2]. This indicates that, along BC, the eigenvalues can have
values of w satisfying  = 2cos(2w) 2 [ 2;2], that is, w can take any real
value. If w is a rational fraction w = p=q, there exists a p : q periodic reso-
nance bifurcation. Table 4 in Appendix A.4 lists a p : q resonance bifurcations
and corresponding values of  = 2cos(2p=q) for q < 12. Checking with
Table 4 and using 1 =  ( + 1), one can nd a p : q resonance bifurcation
with the corresponding value of 1 in Table 1. For example, 1 =  2 corre-
sponds to periodic 6 bifurcation; for 1 =  1, there exist period 4 bifurcations
starting the Feigenbaun period doubling route to chaos; for 1 = 0, there ex-
ist period 3 bifurcations; for 1 = 1, there exist period 2 bifurcations. If w
is irrational, quasi-periodic orbits can be bifurcated. Such a curve (with reso-
nance and quasi-periodic orbits bifurcations) is called a Neimark-Hopf curve
and the corresponding boundary of the stability region is called a Neimark-
Hopf boundary. Therefore, along the Neimark-Hopf boundary, the system can
bifurcate to resonances and quasi-periodic orbits, which in turn lead to dif-
ferent routes to complicated dynamics, see Kuznetsov (1995) (Chapter 9) for
more detailed discussion.
q p 1 q p 1
2 1 1 5 1,4 -1.61803
3 1 0 2, 3 0.61803
4 1 -1 6 1,5 -2
TABLE 1. Some p : q resonance and the corresponding values 1
To see how the bifurcation curves and types of bifurcation are changed for vari-
ous lag lengths, consider two cases: (L1;L2) = (1;3) and (2;3). The local stability
regions D0
13(~ ) and D0
23(~ ) are plotted in Fig.2 with ip, saddle-node and Neimark-
Hopf boundaries as indicated (a detailed discussion of these two cases is contained in













FIGURE 2. Local stability region: (a) D0
13(~ ) with saddle-node
boundary 1 + 2 =  1, ip boundary 1 + 2=3 = 1 and Neimark-
Hopf boundary 2(1 1) = 3; (b) D0
23(~ ) with saddle-node boundary
1 + 2 =  1, ip boundary 2 = 3 and Neimark-Hopf boundaries
(F1) : 1 = 2;2 2 [ 3;3] and (F2) : 2 = 3;1 2 [ 4;2].
In all these cases, along the Neimark-Hopf boundary, the character of the bifurca-
tions is determined by the eigenvalues 1;2 = exp(2wi), which in turn is deter-
mined by the value of . Table 2 summarize the region of  for heterogeneous least
squares process with different lag length. One can see that the lags have different inu-
ence on the region of , and hence on the types of bifurcation along the Neimark-Hopf
boundary.
(L1;L2) Region of  (L1;L2) Region of 
(1, 1) -2 (1, 2) [-2, 2]
(2, 2) -1 (1, 3) [0, 2]
(3, 3) 0 (2, 3) [-1, 2]
TABLE 2. The corresponding region of  = 2cos(2w) for different
lag lengths (L1;L2)
The main results of this section can be summarized as follows:
 For the reduced homogeneous recursive L-process, the stability can be charac-
terized completely by the aggregated extrapolation rate  =
Pm
j=1 j, saddle-
node and 1 : (L + 1) periodic resonance are the only types of bifurcation
generated from the instability of the xed equilibrium.
 For the case of two heterogeneous beliefs with different lag lengths, the sta-
bility regions for ~  = (1;2) are bounded by saddle-node, ip and Neimark-
Hopf boundaries. In particular, along the Neimark-Hopf boundary, various14 CARL CHIARELLA AND XUE-ZHONG HE
types of resonances, quasi-periodic orbits and routes to chaos can be observed
for different lag lengths.
4. THE GENERAL HETEROGENEOUS RECURSIVE aL PROCESS
For general heterogeneous recursive aL processes, the local stability is determined
by the zeros of the characteristic polynomial (2.7). Using Rouche's Theorem (see
Appendix A.1), one can obtain the following sufcient conditions for the LAS of the
equilibrium x (see Appendix A.6 for the proof).
Proposition 4.1. For the general heterogeneous aL-process,
 the (Walrasian) equilibrium x is LAS if (i):
PL
k=1
   
Pm
j=1 jajk
    < 1;
 the equilibrium x is unstable if there exists ko : 1  ko  L such that (ii):    
Pm
j=1 jajko
    > 1 +
PL
k=1;k6=ko
   
Pm
j=1 jajk
   :
Proposition 4.1 is a generalization of the corresponding result for the homogeneous
aL-process in Chiarella and He (2001a). In the following, the stability of hetero-
geneous a2- and a3-processes is characterized rst and a bifurcation analysis on the
heterogeneous a2-process then follows.
4.1. Stability of a2  and a3-Processes. Applying Lemma 2, one obtains the follow-
ing stability result on heterogeneous a2- and a3-processes.




j >  1;c1   c2 < 1;c2 < 1 (4.1)




j >  1;1   c1 + c2   c3 > 0;1   c2 + c3(c1   c3) > 0 (4.2)
and c2 < 3 for L = 3, where ck =
Pm
j=1 jajk for k = 1;2;3.
Obviously, the stability of the xed equilibrium is determined not only by the vari-
ous lag lengths Lj = 1;2;3 for j = 1;2, but also by the weight vector aLj. A simpleDYNAMICS OF HETEROGENEOUS EXPECTATIONS 15
case of an a2 process with m = 2 is considered in the following so that various bifur-
cations generated from the a2 process can be analyzed in detail.
4.2. BifurcationAnalysisoftheHeterogeneousa2-Processwithm = 2. LetD0
jk(~ ;a)
be the stability region in terms of ~  = (1;2) and the general heterogeneous a2-
process with m = 2;L1 = j, L2 = k for j;k = 1;2. To see the dynamics of the a2 pro-
cess, let L1 = L2 = L = 2. Let the corresponding a2 processes be f(aj1;aj2) : ajk 
0;aj1+aj2 = 1g for j = 1;2 and denote v1 = a12 and v2 = a22. Then a11 = 1 v1 and
a21 = 1   v2. Following Proposition 4.2, the stability region D0
22(~ ;a) is dened by
D0
22(~ ;a) = f(1;2) : 1+2 >  1;v11+v22 < 1;[1 2v1]1+[1 2v2]2 < 1g:
As far as the heterogeneity is concerned, three special cases are of interest:
 The traders differ by extrapolation rates 1 6= 2 (but with the same a2-
process). That is, ajk = ak for j;k = 1;2 and hence v1 = v2  v (say)
and v 2 [0;1].
 The traders differ by the a2-process (but with the same extrapolation rate 1 =
2). That is, 1 = 2  o (say).
 The traders differ by both the a2-process and extrapolation rates (1 6= 2).
A detailed bifurcation analysis is given in Appendix A.7. In all these three cases,
along the Neimark-Hopf boundary, the character of bifurcations is dened by the val-
ues of  = 2cos(2w). Table 3 summarize the region of  for heterogeneous a2-
process. One can see that the different weight vectors affect the variety of bifurcations
along the Neimark-Hopf boundary. In particular, when v1 6= v2 and 1 6= 2, then
 2 [ 2;2]. Therefore, compared to the cases of either v1 = v2 or 1 = 2, the
heterogeneous a2 process can generate a wider range of resonance and quasi-periodic
orbit bifurcations than the homogeneous a2 (i.e. either v1 = v2 or 1 = 2) process
does.16 CARL CHIARELLA AND XUE-ZHONG HE
(v1;v2) (1;2) Region of 
v1 = v2 1 6= 2 [-2, 0]
v1 6= v2 1 = 2 [-2, 0]
v1 6= v2 1 6= 2 [-2, 2]
TABLE 3. The corresponding region of  = 2cos(2w) for the hetero-
geneous a2-process
5. DYNAMICS OF COBWEB MODEL WITH HETEROGENEOUS BELIEFS
As an application of the previous analysis, this section considers an extended ver-
sion of Brock and Hommes' cobweb model (1997b) and investigates the effect on its
dynamics of recursive L- and general heterogeneous aL-processes.
Consider Brock and Hommes' cobweb model (1997b) with m groups of agents








where D and S are demand and supply functions,
  !
P t 1 = (pt 1;pt 2;  ;pt L) is
a vector of past prices and nj;t 1 (j = 1; ;m) is the fraction of the jth-group of
agents at the beginning of period t (the subscript t 1 indicating that this fraction was
formed in [t   1;t)). Hj is the expectation of the jth-group of agents on the price in
period t, which can be obtained at information cost Cj( 0; j = 1; ;m)
8. As in
Brock and Hommes (1997b) (see Hommes (1998) also for more details.)
nj;t = exp[ ((pt   Hj(
  !
P t 1))





P t 1))2+Cj)] so that
Pm
j=1 nj;t = 1. The param-
eter  is called the intensity of choice, measuring how fast agents switch expectation
functions.
8In Brock and Hommes' cobweb model (1997b), the information is freely available for the agents using
the naive expectation and it is not free for the agents using more sophisticated predictions, say rational
expectations.DYNAMICS OF HETEROGENEOUS EXPECTATIONS 17
To keep the model simple and to focus on the stability properties affected by hetero-
geneity in expectations, both demand and supply are assumed to be linear, thus
D(pt) = a   bpt; S(Hj(
  !
P t 1)) = dHj(
  !
P t 1) (5.3)
with constants b;d  0. Without loss of generality x a = 0 so that the steady-
state equilibrium price peq = 0 and all `prices' are then (positive or negative) devia-
tions from their steady-state equilibrium price. Assume the expectations functions are
formed according to the general aL-process:
Hj(
  !




with ajk  0;
PLj
k=1 ajk = 1; gj 2 R for j = 1; ;m and k = 1; ;Lj. In
particular, when gj = 0, the j-th group of agents is called fundamentalists who `know'
the equilibrium steady-state price peq = 0 and believe that prices will return to the
steady state. When gj 6= 0, the j-th group of agents is called trend traders (or chartists)
who believe that tomorrow's price will be gj (the extrapolation rate) times the weighted
average of the past Lj prices. In particular, when gj > 0(< 0), the agents are called
trend followers (contrarians).
Equations (5.1)-(5.4) lead to the following adaptive belief system (see e.g. Brock




































As a simple example of the above heterogeneous model (5.5)-(5.6), Hommes (1998)




P t 1) = 0; H2(
  !
P t 1) = gopt 1:
Through this simple example, Hommes illustrates how price expectations affect actual
price behaviour. He nds that belief in a strong positive (negative) auto-correlation in
prices at the rst lag may lead to negative (positive) auto-correlation in actual prices.
Hommes goes on to investigate the consistency of the expectations.
Let L = max1jmfLjg. Then the system (5.5)-(5.6) is an (L + m)-dimensional
(nonlinear) system with equilibrium E = (peq; ; peq;n
eq
1 ;  ;neq





k=1 exp( Ck) (j = 1; ;m). Linearizing the system at
the equilibrium E, it is found that the local stability of the equilibrium E is essentially











ajkxt k = 0; (5.7)
which is the form of (2.6) with j = dgjn
eq
j =b(j = 1; ;m). Therefore the results
of Sections 3 and 4 can be applied.
In the following discussion, consider a model of three groups of agents: contrarians
(g1 < 0), trend followers (g2 > 0) and the fundamentalists (g3 = 0). Several different
aspects of heterogeneous learning, including
 the aggregated expectations effect;
 the lag length effect of the heterogeneous recursive L-process;
 the general aL-process effect,
are discussed. It is found that the stability regions, types of bifurcation and routes
to complicated price uctuation of these different aspects affect the dynamics of the
nonlinear adaptive model in very different ways.
In the following examples, we choose the set of parameters
9
b = 0:5;d = 1:35; = 5;C1 = C2 = 0;C3 = 1:
9Here it is assumed that there is a cost of information for the fundamentalists, but it is cost-free for the
trend traders.DYNAMICS OF HETEROGENEOUS EXPECTATIONS 19













2 = 0:498. Then   = 0:74574.
Example 1  Aggregated Expectations Effect. To see the effect of the aggregated
extrapolation rate on the stability of E, assume both trend traders follow the recursive






3 ) is given by





1 g1 + n
eq
2 g2] < L: (5.8)
For the parameters selected above, condition (5.8) becomes






Let L = 1 and consider three special cases.
(i) In the case of the two groups (trend traders versus fundamentalists) model,
peq = 0 is LAS when the extrapolation rate (g1 or g2) of the trend traders
satises   < g1;g2 <    =2 (which is called stable extrapolation rate for
the convenience of the following discussion). In such a case, the aggregated
extrapolation rate g  g1+g2 of the three groups model satises    =  2 <
g < 2 =  , implying E is LAS. Therefore, adding a third group of trend
traderswithstableextrapolationratetothetwogroupsstablemodelleadspeq =
0 of the corresponding three groups model to be stable.
(ii) Let g1 =  1. Then peq = 0 of the three groups model is LAS for g2 2
(0:2568;1:74). However, either g1 =  1 or g1 2 (0:37287;1:74) is an unstable
extrapolation rate for the two groups model. This indicates that, if the two
unstable extrapolation rates of the two trend traders are balanced such that the
aggregated extrapolation rate g for the three groups model stays in the stability
region, adding the third group to the two group model can stabilize the price
dynamics.
(iii) Consider the two groups model with g1 2 ( 0:37287;0). Then peq = 0 is
LAS for the two groups model. Now add a third group of trend followers
with a signicantly unstable extrapolation rate g2 = 2. Then g stays outside20 CARL CHIARELLA AND XUE-ZHONG HE
the stability region of the three group model and hence peq = 0 is unstable.
This indicates the destabilizing effect of adding the third group when it has a
signicantly unstable (or divergent) extrapolation rate.
Both (ii) and (iii) demonstrate the double edged effect of heterogeneous beliefs.
Example 2  Heterogeneous Recursive L Effect. Assume both trend traders follow
recursive L-processes with lag lengths 1  L1;L2  3. The reduced homogeneous
recursive case is obtained when L1 = L2. To see the variety of bifurcations, consider
the case of (L1;L2) = (1;2). For the discussion of the case (L1;L2) = (2;3), see
Appendix A.9.







3 ) is given by
D
0
12(~ )  f(1;2) :  1 < 1 + 2;1 < 1;2 < 2g; j = dgjn
eq
j =b (j = 1;2)
with saddle-node boundary g1 + g2 =    for g1 2 [ 3 ;  ], ip boundary g1 =  
for g2 2 [ 2 ;2 ] and Neimark-Hopf boundary g2 = 2  for g1 2 [ 3 ;  ]: Let (0.01,
-0.02, 0.49, 0.49, 0.02) be the initial value of (pt;pt 1;n1;t;n2;t;n3;t). For g1 =  2 
and g2 near  , the xed equilibrium E is stable for g2 >   (say, g2 = 0:75) and
unstable for g2 <   (say, g2 = 0:74). In fact, numerical simulations show that, for
g2 2 [0:2;0:74], the xed equilibrium E is unstable and the solutions converge to xed
values, which are different from E, while for g2 = 0:1, the phase plot shows the system
has an attracting closed curve encircling the xed equilibrium E.
 Along the ip boundary, period doubling bifurcations occur. Let g2 =   be
xed and Fig.3(a) shows the phase plot when g1 is near the ip boundary (g1 =
 ). For g1 = 0:74 <  , the solution converges to E, for g1 = 0:8 >  , E
is unstable and the solution converge to a period 2 cycle, while for g1 = 1,
the solution converges to an attractor consisting two separate closed orbits,
symmetric about the original point.
 Along the Neimark-Hopf boundary g2 = 2 , bifurcations for various values
of g1 can be either periodic resonances or quasi-periodic orbits. For example,DYNAMICS OF HETEROGENEOUS EXPECTATIONS 21






























































FIGURE 3. Phase plot near the boundaries of the stability region. (a)
Phase plot of attractors for g2 =   = 0:74574 and g1 near the ip
boundary (g1 =  )  E for g1 = 0:74(<  ), a period 2 cycle for
g1 = 0:8 and two closed orbits for g1 = 1. (b) Phase plot for g1 =  
and g2 = 1:48;1:4845, near the Neimark-Hopf boundary (g2 = 2 )
with 1 : 4 periodic (resonance) bifurcation. (c) Phase plot for g1 =  
and g2 = 1:485;1:5, near the Neimark-Hopf boundary (g2 = 2 ) with
1 : 3 periodic (resonance) bifurcation. (d) Phase plot for g1 = 0:8 and
g2 = 1:483;1:4831, near the Neimark-Hopf boundary (g2 = 2 ) with a
different bifurcation.
g1 =    corresponds to period 4 bifurcation, while g1 = 0 corresponds to
period 3 bifurcation. For g1 =   , Fig.3(b) shows the phase plot for g2 near
the 1:4 periodic resonance bifurcation value g2 = 2 . When g2 = 1:48 < 2 ,
thesolutionconvergestoE periodicallywithperiod4, whilewheng2 = 1:4845
the solution diverges periodically with period 4. For g1 = 0, Fig.3(c) shows
the phase plot for g2 near the 1:3 periodic resonance bifurcation value g2 = 2 .22 CARL CHIARELLA AND XUE-ZHONG HE
For g2 = 1:485, the solution converges to E periodically with period 3, while
for g2 = 1:5, through a 1:3 resonance bifurcation, the solution tends to an
attracting closed curve encircling the xed equilibrium E. Fig.3(d) shows a
different type of bifurcation near the Neimark-Hopf boundary, where g1 = 0:8
is xed. Numerical simulations show that there exists a closed orbit for some
g2 2 (1:483;1:4831) such that the solution converges to the xed equilibrium
E for g2 = 1:483 and diverges from the closed orbit for g2 = 1:4831.
Example 3  Heterogeneous a2-Process Effect. To illustrate the effect of the het-
erogeneous aL process on the dynamics of the cobweb model, assume expectations
of the trend traders follow an a2-process. Then the stability region is dened by
D0
22(~ ;a). Select the parameters as before and consider two different cases.
Case (1). Assume both groups of trend traders follow the arithmetic weights process
with L1 = L2 = 2, i.e., (ai1;ai2) = (2=3;1=3) for j = 1;2. Then the stability








2 [g1 + g2] < 3; that is,  0:7432 =    < g1 + g2 < 3  = 2:2297. Also, the
saddle-node boundary is g1+g2 =    and the Neimark-Hopf boundary is g1+g2 = 3 .
In fact, the only type of bifurcation along the Neimark-Hopf boundary is a period
two bifurcation. For a given g2 = 1, Fig.4 (a) shows the bifurcation diagram for the
parameter g1 2 ( 2;3). It shows that, when g1 crossesthe saddle-node boundary value
g1 =  1:7432, E becomes unstable and solutions converge to a non zero solution.
However, when g1 crosses the Neimark-Hopf boundary value g1 = 1:2297, through a
period 2 bifurcation, the behavior of the solution become complicated. Now, for xed
g1 = 2:0, Fig. 4(b) shows a phase plot of (pt;pt 1) with g2 = 0:5 (so that g1+g2 = 2:5
isoutsideofthelocalstabilityregion), whichindicatestheinstabilityoftheequilibrium
E and the solution tends to form a closed orbit as t increases. Increasing g2 further to
g2 = 1:0 leads the solution to a chaotic price uctuation, as shown in Fig.4 (c) for the
phase plot of (pt;pt 1).
Case (2). Next assume the rst group of trend traders follows the general a2-
process and the second group of trend traders follows the recursive 2-process. ThatDYNAMICS OF HETEROGENEOUS EXPECTATIONS 23











































FIGURE 4. (a) Bifurcation diagram for g2 2 [ 2;3] of the three
groups model with g1 = 1, g3 = 0 and a2 = (2=3;1=3); (b) Phase
plot with (g1;g2;g3) = (2:0;0:5;0); (c) Phase plot with (g1;g2;g3) =
(2:0;1:0;0)
is, a1 = (1   v1;v1) and a2 = (1=2;1=2). Then the stability region of E is bounded
by the saddle-node boundary g1 +g2 =   , the ip boundary (1 2v1)g1 =   and the
Neimark-Hopf boundary v1g1 + g2=2 = 1. Different types of bifurcations can be gen-
erated along those boundaries. For given extrapolation rates (g1;g2), the bifurcation
dynamics of the parameter v1 is shown in Fig. 5. In Fig. 5(a), (g1;g2) = ( 1:5;1),
while in Fig. 5 (b), (g1;g2) = (0:3;1). It is observed that:
 An increase (decrease) of the weight (a11 = v1) to pt 1 (rather than the weight
(a12 = 1   v1) to pt 2) stabilizes the price dynamics. In contrast, a decrease
of the weight to pt 1 leads the equilibrium peq = 0 to be unstable, resulting in
complicated price uctuations;24 CARL CHIARELLA AND XUE-ZHONG HE
 For the two trend traders groups, the stability region, in terms of v1, of the equi-
librium peq = 0, becomes larger when their extrapolation rates are balanced
(g1g2 < 0, as shown in Fig. 5(a)) than when they are unbalanced (g1g2 > 0,
Fig. 5(b)).






















FIGURE 5. Bifurcation diagram of v1 with a1 = (1   v1;v1), a2 =
(1=2;1=2) and (g1;g2) = ( 1:5;1) for (a) and (g1;g2) = (0:3;1) for
(b).
6. CONCLUSION
This paper generalize the study on the dynamics of homogeneous expectations and
learning in Chiarella and He (2001a) to the case of heterogeneous expectations and
learning via recursive L-processes and general aL-processes. It shows how the local
stability of the equilibrium is affected by the recursive L-process and aL-process, the
various types of bifurcation that can arise and, in the case of the cobweb model, routes
to complicated dynamics. Our results show that heterogeneous expectations and learn-
ing can lead to very rich dynamics and our results might be summarized as follows:
 When agents use homogeneous recursive L-processes, the stability region is
completely characterized by the system parameters and L. Along the bound-
aries of the stability region, the only types of bifurcation that can be generated
are either saddle-node or 1 : (L+1) resonance. However, when the agents useDYNAMICS OF HETEROGENEOUS EXPECTATIONS 25
heterogeneousrecursiveL-processes, thestabilityregionisboundedbysaddle-
node, ip and Neimark-Hopf boundaries. Along the ip boundary, the system
has period doubling bifurcations. Along the Neimark-Hopf boundary, the type
of the bifurcation is characterized by the complex eigenvalues exp(2wi),
which in turn is determined by  = 2cos(2w). The region of  depends es-
sentially upon two parameters: the lag lengths used in learning processes and
the aggregated extrapolation rate. In particular, different lag lengths can gener-
ate different types of resonance and quasi-periodic orbits, leading to different
routes to complicated uctuations.
 When agents use general heterogeneous aL-processes, the stability region and
bifurcation dynamics become more complicated. Apart from the two parame-
ters for the heterogeneous recursive process  the lag length used in the learn-
ing process and the aggregated extrapolation rate, the weighting aL-process
also plays an important role. The three examples in Section 5 on the adaptive
cobweb model demonstrate the effect of the lag lengths, aggregated extrapo-
lation rate and weight process on the price dynamics and they show various
stability regions, types of bifurcation and routes to complicated price uctua-
tions.
The expectations functions considered in this paper are some of the simplest learn-
ing processes in which all the weights on the past states are constants. The analysis
has shown how they yield very rich dynamics in terms of the stability, bifurcation and
routes to complicated dynamics. In practice, agents revise their expectations by adapt-
ing the weights in accordance to observations. How the learning affects the dynamics
in this case is a question left for future research.
APPENDIX A
A.1. Rouche's Theorem. (see Elaydi (1996)) If the complex functions f(z) and g(z) are
analytic inside and on a simple closed curve , and if jg(z)j < jf(z)j on , then f(z) and
f(z) + g(z) have the same number of zeros inside .26 CARL CHIARELLA AND XUE-ZHONG HE
A.2. Proof of Proposition 3.2. When m = 2 and 1  L1 < L2, the characteristic polyno-
mial (2.7) has the form








[zL2 1 +  + zL2 L1] +
2
L2
[zL2 L1 1 +  + z + 1]:








   + (L2   L1)
j2j
L2 . Thus, under the condition (3.4), jg(z)j < jf(z)j on jzj = 1.
Note that f(z) has L2 zeros inside jzj = 1. It follows from Rouche's Theorem that both f(z)
and  (z) = f(z) + g(z) have same number of zeros inside jzj = 1, which implies that all the
eigenvalues of  (z) lie inside jzj = 1. Therefore, x is LAS. Q.E.D
A.3. Lemma. The following lemma is a combination of Jury's test (see pp.180-181 in Elaydi
(1996)) and bifurcation analysis in Sonis (2000).
Lemma 2.  All the eigenvalues  of the characteristic polynomial 2 + b1 + b2 = 0
satisfy jj < 1 iff
 1 < b2 < 1; jb1j < 1 + b2: (A.1)
LetD(b1;b2)be theregionin(b1;b2) spacedenedby(A.1). Then, 1;2 2 C satisfying
j1;2j = 1 lie along the boundary b2 = 1, one of the eigenvalues  =  1 lies along
the boundary b1 = 1 + b2, and one of the eigenvalues  = 1 lies along the boundary
b1 =  (1 + b2).
 All the eigenvalues  of the characteristic polynomial 3+c12+c2+c3 = 0 satisfy
jj < 1 iff j > 0 and c2 < 3,10 where
1  1 + c1 + c2 + c3; 2  1   c1 + c2   c3; 3  1   c2 + c1c3   c2
3:
Furthermore, on 1 = 0 at least one of the eigenvalues is equal to 1; On 2 = 0 at
least one of the eigenvalues is equal to -1 and on 3 = 0, the three eigenvalues satisfy
1;2 2 C and 3 2 R with j1;2j = 1 and 3 2 [ 1;1].
10The condition c2 < 3 should be added in the corresponding results in Sonis (2000). We are indebted
to Laura Gardini for drawing this to our attention.DYNAMICS OF HETEROGENEOUS EXPECTATIONS 27
A.4. Table of values for resonance. Table 4 lists p : q resonances and corresponding values
of  = 2cos(2p=q) for q < 12, It can be found in Sonis (2000) and is included here for
convenience.
q p  = 2cos(2p=q) q p  = 2cos(2p=q)
2 1 -2 9 2,7 0.34730
3 1 -1 4,5 -1.87939
4 1 0 10 1,9 1.61803
5 1,4 0.61803 3,7 -0.61803
2, 3 -1.61803 11 1,10 1.68251
6 1,5 1 2,9 0.83083
7 1,6 1.24698 3,8 -0.28363
2,5 -0.44504 4,7 -1.30972
3,4 -1.80194 5,6 -1.91899
8 1,7 1.41421 12 1,11 1.73205
3,5 -1.41421 5,7 -1.73205
9 1,8 1.53209
TABLE 4. p : q resonance and the corresponding values  = 2cos(2p=q)
A.5. Stability and Bifurcation Analysis of Heterogeneous L-Processes with (L1;L2) =
(1;3) and (2;3). The corresponding characteristic polynomials  L1;L2() are
 1;3()  3 + (1 + 2=3)2 + (2=3) + 2=3 = 0;
 2;3()  3 + (1=2 + 2=3)2 + (1=2 + 2=3) + 2=3 = 0:
Applying Proposition 3.1 and Lemma 2 in Appendix A.3, one can obtain the stability region,
respectively
D0
13(~ ) = f(1;2) :  1 < 1 + 2; 1 + 2=3 < 1; 2(1   1) < 3g;
D0
23(~ ) = f(1;2) :  1 < 1 + 2; 2 < 3; (1=2   1)(2=3   1) < 1g:
 In the rst case (L1;L2) = (1;3), the local stability region D0
13(~ ) is plotted in
Fig.2(a) with ip, saddle-node and Neimark-Hopf boundaries as indicated. Along
the Neimark-Hopf boundary, 1;2 = cos(2w)isin(2w), 3 2 [ 1;1] for w 2 R.
Let  = 2cos(2w), then 1 =  , 2 = 3=(1   ) and  2 [0;2]. The types of
resonance bifurcation are different from the case of L1 = 1 and L2 = 2, in which
 2 [ 2;2], indicating a wide range of resonance and quasi-periodic orbits bifurca-
tions.28 CARL CHIARELLA AND XUE-ZHONG HE
 In the case of (L1;L2) = (2;3), the local stability region D0
23(~ ) is plotted in Fig.2(b)
with ip, saddle-node and Neimark-Hopf boundaries as indicated. Different from the
previous cases, the Neimark-Hopf boundary constitutes by (F1) : 1 = 2;2 2
[ 3;3] and (F2) : 2 = 3;1 2 [ 4;2].
 Along (F1), 1;2 = cos(2=3)isin(2=3) and 3 =  2=3 2 [ 1;1], hence
1 : 3 periodic resonance is the only type of bifurcation, there is no quasi-periodic
orbit.
 Along (F2), 1;2 = cos(2w)  isin(2w) and 3 =  1 for w 2 R. 3 =  1
corresponds to a ip (or period doubling) bifurcation, while 1;2 determines the
types of bifurcations.
Note that, along the Neimark-Hopf boundary (F2),  = 2cos(2w) =  1=2 and
hence  2 [ 1;2]. For  2 [ 1;2], irrational w correspond to quasi-periodic orbits,
while rational w corresponds to periodic resonances. Checking with Table 4 for  2
[ 1;2], one can see the existence of various p : q periodic resonances. For example,
1 = 2 corresponds to 1 : 3 periodic resonance and 1 = 0 corresponds to period 4
cycle starting the Feigenbaum period doubling route to chaos. Since each point along
the Neimark-Hopf boundary 2 = 3;1 2 [ 4;2] also corresponds to a ip type
of bifurcation, theoretical analysis of such types of bifurcation can be exceedingly
complicated and is not yet completely understood.
A.6. Proof of Proposition 4.1. Let f1(z) = zL and g1(z) =  (z)   f1(z). Then, under
the condition (i), jg1(z)j < jf1(z)j on jzj = 1 and thus LAS follows from Rouche's Theorem.





zL ko and g(z) =  (z)   f(z). Then,
under the condition (ii), jg(z)j < jf(z)j on jzj = 1. By Rouche's theorem, both f(z) and
f(z) + g(z) have the same number of zeros inside jzj = 1. Note that f(z) has L   ko zeros
inside jzj = 1 and thus there exists at least one eigenvalue z of f(z) + g(z) satisfying jzj  1.
Therefore x is unstable. Q.E.D
A.7. Bifurcation Analysis of the Heterogeneous a2-Process. Case 1: In this case ajk = ak
for j;k = 1;2. Hence v1 = v2  v (say) and v 2 [0;1]. Correspondingly, D0
22(;a) =
f(1;2) :  1 < 1 + 2; v(1 + 2) < 1;[1   2v](1 + 2) < 1g:DYNAMICS OF HETEROGENEOUS EXPECTATIONS 29
Let  = 1+2 and replace  and v2 by 1+2 and v respectively, then D0
22(~ ;a) denes
the same stability region as D2(~ ;a) for the homogeneous recursive 2-process in Chiarella and
He (2001a). In particular, v = 1=2 leads to the stability region of the heterogeneous recursive
2-process while v = 1=3 leads to the largest stability region:  1 < 1 + 2 < 3. Also,
D0
22(~ ;a)  D0
22(~ ) = f~ ; 1 <  < 2g for v = 2 (1=4;1=2) while D0
22(~ )  D0
22(~ ;a)
for v 2 [1=4;1=2]. Along the Neimark-Hopf boundary  = 1=v for v 2 [1=3;1], bifurcation
is characterized by the eigenvalues 1;2 = exp(2wi) with w satisfying   2cos(2w) =
1   1=v 2 [ 2;0]. See Chiarella and He (2001a) for more detailed discussion.
Case 2: Now assume 1 = 2  o (say). Then D0
22(~ ) = fo :  1=2 < o < 1g
and D0
22(~ ;a) = fo : o >  1=2;vo < 1;(1   v) < 1=2g with v = v1 + v2 2 [0;2].
Also, D0
22(~ ;a)  D0
22(~ ) for v = 2 (1=2;1), D0
22(~ )  D0
22(~ ;a) for v 2 [1=2;1], while
v = v1 + v2 = 2=3 leads to the largest stability region:  1=2 < o < 3=211. The character
of bifurcations along the Neimark-Hopf boundary vo = 1 is dened by the value of . Along
the Neimark-Hopf boundary,  = 1   2o and vo = 1. It follows from v 2 [2=3;2] that
 2 [ 2;0].
Case 3: The next example indicates a wide range of stability regions when there is hetero-
geneity in both a2 and (1;2). To illustrate the stability region, for the sake of simplicity,
select v2 = 1=2, that is, the rst expectation follows a general a2-process but the second one
follows the recursive 2-process. Then D0
22(~ ;a) = f(1;2) :  1 < 1 +2;(1 2v1)1 <
1;v11 + 2=2 < 1g. For different values of v1 2 [0;1], the stability region D0
22(~ ;a) is
plotted in Fig.6. One can see that D0
22(~ ;a) is a bounded triangular region, except the case
v1 = 1=2 in which it becomes an unbounded strip D22(~ ) = f(1;2) :  1 < 1 +2 < 2g.
In general, for v1 6= v2, the stability region is bounded by the saddle-node curve 1 +2 =
 1, ip curve (1 2v1)1 +(1 2v2)2 = 1 and the Neimark-Hopf curve v11 +v22 = 1.
In particular, on the Neimark-Hopf boundary, the character of bifurcations is dened by the
eigenvalues 1;2 = cos(2w)  isin(2w) with values of w satisfying   2cos(2w) 2
[ 2;2]12. Also, along the Neimark-Hopf boundary, 1 + 2 = 1   . Hence, for given
11In this case, to obtain the largest stability region through the a2-process, one can select (aj1;aj2)
either, to be (2=3;1=3) for j = 1;2 when 1 and 2 are not necessarily the same or, to satisfy a12 +
a22 = 2=3 when 1 and 2 are the same.












FIGURE 6. Local stability regions of the heterogeneous a2-process D0
22
for (a): 0  v1  1=2; (b): 1=2 < v1  1 with saddle-node boundary
1 + 2 =  1, ip boundary (1   2v1)1 = 1 and Neimark-Hopf boundary
v11 + 2=2 = 1.
 2 [ 2;2], the weights v1;v2 satisfy
v11 + v2(1      1) = 1: (A.2)
For given 1, equation (A.2) denes the weights (v1;v2) which give the same type of bifur-
cation, dened by  (see Appendix A.8). Fig.7(a) illustrates such a situation for xed 1 = 2
and  =  2; 1;0;1;2. On the other hand, if one of the a2-processes is given, equation
(A.2) gives a relation between 1 and the other a2-process, which corresponds to the same
type of bifurcation, dened by . Fig.7(b) illustrates such a situation for xed v2 = 1=2 and
 =  2; 1;0;1;2. After all, for a given , the surface dened by (A.2) in the three di-
mensional space (v1;v2;1) corresponds to the same type of bifurcation. When w = p=q
is rational, the system has a p : q periodic resonance bifurcation, while for irrational w, it
















FIGURE 7. Bifurcation curves for  = 0;1;2 on the (v1;v2) plane (a)
and on the (v1;1) plane (b)DYNAMICS OF HETEROGENEOUS EXPECTATIONS 31
A.8. Bifurcation along the Neimark-Hopf Boundary. On the Neimark-Hopf curve, 1;2 =
cos(2w)  isin(2w) for w 2 R. It follows from 1 + 2 =  c1 =  [(1   v1)1 + (1  
v2)2] and 12 = c2 = v11 + v22 that 1 + 2 = 1   ;v11 + v22 = 1; where





At the same time, solving the intersection of the Neimark-Hopf and ip boundaries leads to
 =  2 and solving the intersection of the Neimark-Hopf and saddle-node boundaries leads to
 = 2. Therefore, along the Neimark-Hopf curve, the eigenvalues 1;2 take values w satisfying
 = 2cos(2w) 2 [ 2;2]. Therefore, if w = p=q, there exist p : q resonance bifurcations. If
w is irrational, quasi-periodic orbits occur. Q.E.D
A.9. Heterogeneous Effect (L1;L2) = (2;3). Based on the analysis in Section 3, the
stability region D0






3 ) is bounded by the saddle-node boundary
g1 + g2 =    for g1 2 [ 4 ;2 ], the ip boundary g2 = 3  for g1 2 [ 4 ;2 ] and the
Neimark-Hopf boundaries g1 = 2  for g2 2 [ 3 ;3 ] and g2 = 3  for g1 2 [ 4 ;2 ]: In
this case, both g1 = 2  and g2 = 3  are the Neimark-Hopf boundary. Along g1 = 2 , the
system has a 1:3 resonance bifurcation. Fig.8(a) shows the phase plot near this Neimark-Hopf
boundary. For xed g2 = 0, the solution converges to E for g1 = 1:4 < 2 , while for
g1 = 1:6;2 > 2 , the solution tends to attracting closed curves encircling the xed equilibrium
E.
Along the Neimark-Hopf boundary g2 = 3 , the system bifurcates all types of resonances
and quasi-periodic orbits. Note that this boundary is also the ip boundary. Figs.8(b)-(d)
show the phase plot of the solution near this ip-Neimark-Hopf boundary with (g1;g2) =
(0;2:21);( 2 ;2:2) and (-1.56, 2.218), respectively. Time series plots show that all the so-
lutions are symmetric about pt = 0. This symmetry reects the character of the ip type of
bifurcation near the boundary.
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