Abstract-In this paper we present a method for combining data from an RGB camera, a long-wave-infrared (LWIR) thermal camera, and a LIDAR to obtain a registered RGB-depththermal (RGBDT) point cloud. Our method assumes that the intrinsic parameters of the cameras are known. For geometric calibration of the thermal camera, we discuss the calibration target used. For cross-calibration, our method requires that the calibration targets are placed in the field-of-view of the cameras and the LIDAR. The edges of the calibration target are detected in the images and the point clouds. The extrinsic paramters (i.e. rotation and translation) between the camera and the LIDAR are determined by finding the transformation that aligns the projected 3D edge points to the edges in the image. We present results of the method on one indoor and one outdoor dataset we collected. We illustrate the convexity of the objective function and discuss the convergence of the algorithm.
I. INTRODUCTION & RELATED WORK
Metric maps constructed with LIDAR have been the primary sensing module in many outdoor robot applications [17] , [6] . Alternatively, vision only systems have resulted in applications such as appearance based navigation [3] . However, metric maps from LIDAR lack texture and vision only systems suffer from illumination changes. With each approach having its own weaknesses, it is evident that multi-modal sensing is essential for robot autonomy under all weather conditions. Merging data from RGB cameras and LIDAR to create RGBD maps is not new. But there has not been much work on fusing thermal data with LIDAR. It presents new applications like navigation and scene understanding in the dark. For instance consider the Thermal-LIDAR data shown in Figure 1 . A standalone RGB camera does not enable the identification of a human being in the dark, but the thermal gradient produced by a thermal camera allows such detection.
To merge data from the LIDAR and the camera, the extrinsic parameters (i.e. rotation and translation parameters) between the LIDAR and the camera should be known. Typically, finding the extrinsics is formulated as an optimization problem that computes the transformation (T) between the camera co-ordinate frame and the LIDAR co-ordinate frame. The first approach to camera-LIDAR calibration uses calibration targets similar to camera calibration. The calibration target is placed in the field-of-view (FOV) of the camera and the LIDAR. The equation of the plane (in the LIDAR co-ordinate frame) containing the planar calibration target is computed by segmenting the LIDAR point cloud [18] . For a 2D LIDAR a line is used instead of a plane [11] . The equation of the plane in the camera co-ordinate frame is computed from the extrinsics between the camera frame and the world frame (which is defined on the calibration target). The required transformation T is obtained by aligning the plane (or the line in [11] ) in the LIDAR frame to the plane in the camera frame. Recently, a similar approach 'single shot calibration' has been presented in [5] . The toolbox that implements 'single shot calibration' also provides an approach to detect checkerboards corners automatically. The toolbox requires that many checkerboards are placed in the scene at once, rather than having to collect multiple scans / images of the checkerboards placed in different orientations. The above approaches rely on the plane equations of the calibration target obtained from the camera calibration to compute the cross-calibration parameters; hence are not suitable for online calibration (i.e. calibration from natural scenes and not using a calibration target).
Another approach is to find the pose of the camera in the LIDAR frame using the perspective-from-n-points (PnP) algorithm as described in [14] . Corresponding points between the camera image and the LIDAR point cloud are selected by the user using an intermediate Bearing Angle Image (derived from the point cloud).
Few other recent approaches to camera-LIDAR calibration assume that the camera is calibrated and the intrinsics of the camera are known. The LIDAR point cloud (with intensity values) is projected to the camera frame using the camera intrinsics resulting in an intensity image. The crosscalibration problem is then formulated as an optimization problem that finds the transformation (T) which aligns the LIDAR intensity image with the camera image. Two different optimization functions found in the literature are (i) Mutual information between the intensity distributions of the two images (ii) Mismatch in the edge alignment of the two images.
Mutual information methods require multiple scans to get a convex optimization function [10] . A related approach using Normalized Mutual Information is presented in [15] . These methods are targetless and are suitable for online calibration. However, the mutual information metric is not very useful when a high resolution image (e.g. 3 MP image) is used with a sparse point cloud containing a few thousand points. The few thousand points, when projected back to the image, contribute only to a fraction of pixels in the intensity image and the other pixels have to be interpolated [9] . So, an averaging of information occurs before the mutual information is maximized. This can result in poor convergence. Many recent papers use a Velodyne LIDAR where the point cloud is dense making this approach useful. However, it becomes impractical while using 2D LIDARs such as the RIEGL Q240i (by the current authors) and Hokuyo.
An edge alignment approach is presented in [8] where the edges in the LIDAR point cloud are projected on to the image. The optimal parameter (T opt ) is determined from an initial estimate (T) by a brute force search in a discrete set of points P 2 [T-, T+ ] that projects the edges in the LIDAR data to the edges in the image. The assumption here is that the edges in the point cloud which arise out of depth discontinuities have corresponding edges in the image. A very good initial estimate of the parameters is required for this solution to work as one can easily get stuck in a local minima with a local brute force search.
A new metric for optimization called Gradient Orientation Measure (GOM) is presented in [16] . The point cloud data is projected on to a unit sphere and the gradient at each point is computed. The error metric is defined as the dot product of the gradients in the projected image and the camera image. The authors present this work as a targetless calibration technique.
Thermal cameras are used in various applications such as surveillance, building inspection, gas detection, human detection etc, but are rarely used in the context of 3D mapping. A survey of the applications of thermal cameras can be found in [4] . 3D Mapping using stereo thermal cameras is described in [12] and monocular SLAM using a thermal camera is presented in [19] . Nuchter et al present their work on integrating thermal camera and a LIDAR in [2] . RGB-depth-thermal (RGBDT) data provides a rich set of applications to autonomous systems such as pedestrian detection, change detection, localization etc. And with the cost of thermal cameras going down in recent years, it presents a new mode of sensing for future robotic systems.
Mutual information is not useful in calibrating a thermal camera with a LIDAR. Thermal cameras measure the emitted radiation in long wave infrared spectrum (7µ -14µ) and a LIDAR intensity image is a measure of the reflected radiation in near infra red (0.7µ -1µ); these can be vastly different. Whereas, in the case of color cameras the measured reflectivity in the visible spectrum (0.4µ -0.7µ) is closer to the near infra red spectrum (0.7µ -1µ) and the reflectivity values are assumed to have a strong correlation, making mutual information metrics useful.
Techniques like GOM are not applicable for the crosscalibration of a thermal camera and a LIDAR unless common edges are induced in the spectrum of the LIDAR and the camera. So a targetless cross-calibration of a thermal camera is highly scene dependent, making online calibration a difficult task.
The goal of this paper is to present a unified approach for cross-calibrating an RGB camera, a thermal camera and a LIDAR. We present a solution that treats this problem as two separate instances of camera-LIDAR calibration. We also discuss convergence when the initial estimate for crosscalibration is not accurate (which is a common assumption in literature). Initially we describe the approach to find the extrinsics between the RGB camera and the LIDAR. Later we extend this approach to find the extrinsics between the thermal camera and the LIDAR. We describe the design of the calibration targets and the required setup. Finally, we discuss the results. We use a 3MP Proscillica GT 1920 color camera, FLIR Tau2 (long-wave-infrared, uncooled core, 640 ⇥ 480 resolution) thermal camera and a RIEGL Q240i LIDAR. The RIEGL Q240i is a 2D scanner giving 10000 points per second. To get 3D point clouds the scanner is rotated using a Robotis DXLPRO motor which gives ⇠1400 encoder readings per degree. We assume that there are no errors in the encoder readings and the scene remains static while one point cloud is obtained. The cameras are rigidly mounted to the frame containing the LIDAR. The system is shown in Figure 2 .
II. METHOD
We integrate the encoder readings from the motor and the 2D scan from the LIDAR to obtain a 3D point cloud. The inputs to the cross-calibration algorithm are the 3D point clouds and the camera images of the calibration target. In this section, we present cross-calibration of an RGB camera and a LIDAR initially. Later we describe the intrinsic calibration of the thermal camera, followed by the cross-calibration of the thermal camera and the LIDAR.
Cross-calibration of the RGB camera and the LIDAR:
We assume that the camera is calibrated already and the intrinsics are known. A checkerboard of size 4 ft⇥ 3ft is used as the calibration target. The checkerboard is placed in different orientations in the common FOV of the LIDAR and the RGB camera. The extrinsics are computed by finding a transformation that aligns the edges of the calibration target in the LIDAR point cloud to the edges of the calibration target in the image. The optimization function is shown below.
Here, the index j refers to the 'image $ point cloud' pair containing the same view of the calibration target. E i j are the edge points of the calibration target in the j th point cloud.
K is the camera matrix containing the intrinsic parameters. I c j is the closest edge point in the j th image, when E i j is projected on to the camera. Fig. 3 . Calibration target used for Thermal and RGB Camera Calibration. The target was produced by cutting squares of black and white melamine in a laser cutter and gluing them alternatively on a board. First, a black rectangular frame is cut and glued to the board -which acts as a border. The squares are then glued inside, starting from one of the corners, ensuring that they are placed tightly without any gaps in between. Because of the color contrast, the same target is used for RGB camera calibration too. Fig. 4 . Image of the calibration target in the thermal camera. The intensity contrast was good enough to detect the checkerboard corners.
1) Detecting edges of the calibration target in the image:
Initially, all edges in the image are computed using a Sobel filter. Then, the user selects the corners of the calibration target in the image. One example of user selection in shown in Figure 5(a) ; the green points are selected by the user. The equation of the lines (shown in red) connecting the corners are then computed. Edge pixels which lie within a 5⇥5 window of any point on these lines are taken as the edge pixels of the calibration target. The user involvement here is very minimal; it is easy, doesn't take time and the approach works very well.
2) Detecting edges of the calibration target in the point cloud: The plane containing the calibration target is segmented from the point cloud and the boundary of this segment is computed. These boundary points form the edge points of the calibration target. The detailed algorithm pipeline is described step-by-step below.
a. A region growing segmentation from an initial seed is used to segment the calibration target. Initially the segment contains only the initial seed. The neighbouring points whose normals satisfy an angle threshold are added to the segment. The neighbours of neighbours are then added recursively until no more points are left to add. The resulting set of points correspond to the segmented calibration target. b. To compute the initial seed for segmentation, we make use of the checkerboard corners in the corresponding RGB image. The point cloud is projected on to the image and the points falling within a 20⇥20 window of any checkerboard corner is considered as a potential point on the calibration target. A plane is fit on these potential points using RANSAC, discarding the outliers. The point in the point cloud that is closest to the centroid of the inliers gives the seed for region growing segmentation. c. A boundary estimation algorithm is used to find the boundary of the segment computed above. To improve the accuracy of the boundary estimation, the segment is smoothed initially using the 'Moving Least Squares' algorithm. We know that the calibration target is a planar object and any point not on the plane is due to sensor noise. We observed that the smoothing reduces sensor noise and improves boundary estimation. d. A few outliers (points in the interior of the segment) still remain after step c. So we compute the concave hull of the points estimated in step c. This removes the all the outliers and we get the boundary points of the calibration target. We used the PCL [13] implementations for boundary estimation, moving least squares, and concave hull.
3) Optimization: The optimization function in Equation 1
is implemented as a distance transform of the edges computed in Section II-A.1. For an edge image, the distance transform of a pixel gives the distance to the closest edge pixel. When the 3D point is projected to a pixel (x,y) in the image, the corresponding distance transform at (x,y) gives the distance to the closest edge pixel in the image. When the distance transform is computed only on the edges of the calibration target, it is precisely the optimization function in Equation 1 . An example distance transform is shown in Figure 5 One can notice that the distance transform looks convex for most part as the distance to an edge pixel grows gradually towards the boundary of the image. This ensures a wider convergence basin and increases the error tolerance of the initial estimate (T).
The distance transform is computed using OpenCV and the Leverberg-Marquardt algorithm (from Ceres solver [1] ) is used for optimization.
Since the jacobian for the optimization function in Equation 1 cannot be computed analytically, we used numerical differentiation to compute the gradients. The central difference method for computing the gradient at a point T is given by
, where is usually chosen to be ⇠1e-6. But the optimization function in Equation 1 is a distance transform and both f (T ) and f (T + ) result in the same pixel x, when =1e-6, producing a zero gradient. This causes the optimization algorithm to terminate early. To overcome this, we fit a continuous surface, parameterized as a second degree polynomial on the distance transform values for a 10⇥10 window centered around the pixel x. With this surface approximation, the central difference method for computing gradients is possible and the optimizer converges. The surface is computed only on pixels onto which the LIDAR points are projected. The surface parameters are stored in a look-up table to avoid re-computation on future iterations of the optimization.
A. Geometric calibration of the Thermal camera
We made a calibration target that appears like a checkerboard pattern in the thermal image. The calibration target was produced using black and white melamine, a resin-infused paper that is laminated to a medium density fiberboard. A border for the target was laser cut from the black melamine, and squares were laser cut from both the black and white melamine to fill the border with a checkerboard pattern of alternating black and white squares. When placed in the sun, the different absorptions of the white and black squares creates the thermal gradient needed for camera calibration.
We observed that placing the target in the sun for 60 minutes gives sufficient thermal gradient to detect corners. The thermal image of the calibration target shown in Figure 4 was obtained when the temperature was ⇠77 F (25 C).
For detecting the corners and finding the intrinsic parameters of the thermal camera, we used the calibration toolbox described in [7] .
B. Cross-Calibration of the Thermal camera and the LIDAR
We adopt the same procedure used for calibrating the RGB camera. We used the target described in the previous section. Again, the user selects the corners of the target from the thermal images and the edges are computed from the given corners. A distance transform of this edge image is computed and the optimization described in Section II-A.3 gives the extrinsics.
III. RESULTS & DISCUSSION
Detecting the edges of the calibration target in each point cloud takes ⇠15 seconds. Computing the distance transform of the edges in the image takes time on the order of milliseconds. The optimization takes 4-5 minutes with initial estimates that are off by around 30 .
The convergence improves as we increase the number of images and scan pairs. Figures 8(a) and 8(b) show the variation of the objective function as we vary one parameter (roll, pitch, yaw, tx, ty, and tz) while keeping others constant. One can notice that the function becomes smooth as the number of scans are increased. The smooth function helps convergence even with bad initial estimates. For instance, the results in Figure 6 (b) and 6(d) were obtained after a calibration which was initialized with an error of 30 in roll and 40 in yaw. Another textured point cloud obtained outdoors in shown in Figure 7 . We also plotted the objective function by varying two parameters and keeping others constant. The surfaces look convex for most part as can be seen from Figures 9(a) through 9(i) .
The error tolerance to the initial estimate depends on the number of 3D points that are projected within the bounds of the distance transform image. We observed convergence when atleast 50% of the points are projected on the distance transform image. This limitation can be overcome by interpolating the distance transform values for points that fall outside the bounds of the image. But, we assume that the initial estimates cannot be that bad. The quality of the calibration is given by the reprojection error -which is the mean of the distance transform values of the projected 3D points. We choose a subset of the image $ pointcloud pairs for calibration and compute the reprojection error on the remaining pairs. The reprojection error for the thermal camera (resolution 640 ⇥ 480) is 0.9 pixels. The reprojection error for the RGB camera (resolution 1936 ⇥ 1456) is 0.23 pixels. The reprojection error for the thermal camera was higher because some 2D edges of the calibration target in the thermal image were indiscernible due to similar thermal intensity of some objects in the background. However, the 3D edge points in the pointcloud were detected and some of the projected 3D edge points contributed a lot to the reprojection error. This problem can be overcome by carefully choosing the calibration site in future trials.
The method presented in this paper can also be used in the context of online calibration. The edges in the entire scene have to be computed instead of the edges of the calibration target. We intend to use the edge detection method described in [8] for detecting edges in the LIDAR point cloud. Using our method directly on natural scenes will depend on the accuracy of the initial guess (as it is for any online calibration method). Nevertheless, this method presents a unified solution for both initial and online calibration. The extrinsics between the thermal camera and the RGB camera can be computed from the thermal-LIDAR extrinsics and the RGB-LIDAR extrinsics. The extrinsics can also be computed by calibrating the thermal-RGB stereo pair (since we are using the same calibration target for both). A comparison of the extrinsics will demonstrate the accuracy of the cross-calibration. We plan to do this in the future.
IV. FUTURE WORK
Our immediate future work is to test this method for online calibration. Later we plan to build real time maps using RGBDT data and look at terrain traversability for field robots and detect landing sites for Unmanned Aerial Vehicles.
V. CONCLUSIONS
We presented an approach to cross-calibrate RGB and thermal cameras with a LIDAR. To the best of the authors' knowledge this is the first work that integrates RGB and thermal cameras with a LIDAR. We presented a method using calibration targets and describe how it can be applied to online calibration in natural scenes. Results for the method are shown on datasets we collected. In the future we are interested in building real time RGBDT maps from the merged data.
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