Abstract-State-of-the-art instance matching approaches do not perform well when used for matching instances across heterogeneous datasets. This shortcoming derives from their core operation depending on direct matching, which involves a direct comparison of instances in the source with instances in the target dataset. Direct matching is not suitable when the overlap between the datasets is small. Aiming at resolving this problem, we propose a new paradigm called class-based matching. Given a class of instances from the source dataset, called the class of interest, and a set of candidate matches retrieved from the target, class-based matching refines the candidates by filtering out those that do not belong to the class of interest. For this refinement, only data in the target is used, i.e., no direct comparison between source and target is involved. Based on extensive experiments using public benchmarks, we show our approach greatly improves the quality of state-of-the-art systems; especially on difficult matching tasks.
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INTRODUCTION
A large number of datasets has been made available on the Web as a result of initiatives such as Linking Open Data. As a general graph-structured data model, RDF 1 is widely used especially for publishing Web datasets. In RDF, an entity, also called an instance, is represented via hsubject; predicate; objecti statements (called triples). Predicates and objects capture attributes and values of an instance, respectively (terms that are used interchangeably here). Table 1 shows examples of RDF triples.
Besides RDF, OWL 2 is another standard language for knowledge representation, widely used for capturing the "same-as" semantics of instances. Using owl:sameas, data providers can make explicit that two distinct URIs actually refer to the same real world entity. The task of establishing these same-as links is known under various names such as entity resolution and instance matching.
Semantic-driven approaches use specific OWL semantics, such as explicit owl:sameas statements, to allow the sameas relations to be inferred via logical reasoning. Complementary to this, data-driven approaches derive same-as relations mainly based on attribute values of instances. While they vary with respect to the selection and weighting of features, existing data-driven approaches are built upon the same paradigm of direct matching (DM), namely, two instances are considered the same when they have many attribute values in common. Hence, they produce only high quality results when there is sufficient overlap between instance representations. Overlap may, however, be small in heterogeneous datasets; especially, because the same instance represented in two distinct datasets may not use the same schema.
For example, in Table 1 , the source instance nyt:5962 and the target instances db:Belmont_France and db: Belmont_California share the same rdfs:label value, i.e., the string 'Belmont' (see Fig. 1 ). However, rdfs:label is the only attribute whose values overlap across both datasets, as the source and target graphs use rather distinct schemas. This overlap alone is not sufficient to determine whether nyt:5962 is the same as db: Belmont_France (or db:Belmont_California). In this scenario of instance matching across heterogeneous datasets, direct matching alone cannot be expected to deliver high quality results.
Contributions. We provide a (1) detailed analysis of many datasets and matching tasks investigated in the OAEI 2010 and 2011 [1] instance matching benchmarks. We show that tasks greatly vary in their complexity. There are difficult tasks with a small overlap between datasets that cannot be effectively solved using state-of-the-art direct matching approaches. Aiming at these tasks, we propose to use direct matching in combination with (2) class-based matching (CBM).
In this paper, we employ the following class notion: a class is set of instances where each instance in this set must share at least one feature in common with any other instance in this set.
Based on this notion, CBM works as follows: given a class of instances from the source dataset (e.g., nyt:2223 and nyt:5962), called the class of interest, and a set of candidate matches retrieved from the target via direct matching (e.g., db:San_Francisco, db:Belmont_France and db: Belmont_California), CBM aims to refine the set of candidates by filtering out those that do not match the class of interest. This matching is however not assume that the class semantics are explicitly given so that a direct matching at the class level is possible between the source (e.g. Nations) and target (e.g. Countries). Instead, CBM is based on this idea: given the instances are known to form a class (they have some features in common), their matches should also form a class in the target dataset (matches should also have some features in common). Thus, correct matches can be found by computing the subset of candidates in which members have the most features in common. Because these candidates correspond to source instances (as computed by the direct matching method), the class they form correspond to the source instance, i.e. the instances found by CBM belong to a class, which matches the class of interest. Note that in this process, the source and target instances are compared only during the candidate selection step. During class-based matching, only data from the target dataset is needed. This is the main difference to direct matching, which compares the source and the target data.
In the example depicted in Fig. 1 , class-based matching would select db:Belmont_California and db:San_ Francisco as correct matches, because this subset of instances are the most similar among the candidates: they have the predicate db:country and value db:Usa in common, as depicted in Fig. 2 .
We (3) evaluated this approach called SERIMI using data from OAEI 2010 and 2011, two reference benchmarks in the field. These extensive experiments show that SERIMI yields superior quality. Class-based matching achieved competitive results when compared to direct matching; most importantly, the improvements are complementary, achieving good performance when direct matching's performance was bad. Thus, using only a simple combination of the two, our approach greatly improve the results of existing systems. Considering all tasks in OAEI 2010, it increases average F1 result of the second best by 0.21 (from 0.76 to 0.97). For 2011 data, SERIMI also greatly improves the results of recently proposed approaches (PARIS [2] and SIFI-Hill [3] ). Compared to the best system participated at OAEI 2011, SERIMI achieved the same performance. However, while that system leverages domain knowledge and assumes manually engineered mappings, our approach is generic, completely automatic and does not use training data.
Outline. This paper is organized as follows: In Section 2, we introduce some definitions. In Section 3, we provide an overview of SERIMI. In Section 4, we discuss CBM and in Section 5 we propose a solution. In Section 6, we present a detailed analysis of matching tasks. Also, we discuss the experiments. In Section 7, we discuss related works. Finally, we conclude in Section 8.
PRELIMINARY DEFINITIONS
In this section, we present some important definitions.
Data. We use an RDF-based graph-structured model to accommodate different kinds of structured data.
Definition 1 (Data Graph).
The data is conceived as a set of graphs G. Let U denote the set of Uniform Resource Identifiers (URIs) and L the set of literals, every G 2 G is a set of triples of the form hs; p; oi, where s 2 U (called subject), p 2 U (predicate) and o 2 U [ L (object). Every (set of) instance is represented as a set of triples.
Definition 2 (Instance Representation). It is defined as:
IRðG; SÞ ¼ fhs; p; oi jhs; p; oi 2 G; s 2 Sg, where G is a graph and S a set of instances in G. It yields a set of triples in which s 2 S appears as the subject. We denote the set of objects associated with an instance s over the predicate p in G as Oðs; p; GÞ, with Oðs; p; GÞ ¼ fojhs; p; oi 2 Gg. The representation of a single instance s is IRðG; fsgÞ.
Features. Now, we define the features of a set of instances X.
Definition 3 (Features)
. Let G be a dataset and X be a set of instances in G. The features of X are:
AðXÞ ¼ fpjðs; p; oÞ 2 IRðG; XÞ^s 2 Xg, DðXÞ ¼ fojðs; p; oÞ 2 IRðG; XÞ^s 2 X^o 2 Lg, OðXÞ the set of URIs, and T ðXÞ is the set of predicate-object pairs in the representation of X.
Considering X ¼{db:Belmont_California}, its features are: AðxÞ ¼{rdfs:label, db:country}, DðxÞ ¼ {'Belmont'}, OðxÞ ¼{db:Usa}, and T ðxÞ ¼{(rdfs: label, 'Belmont'), (db:country, db:Usa)}. Hence, F ðXÞ ¼ {rdfs:label, db:country, 'Belmont', db:Usa (rdfs: label, 'Belmont'), (db:country, db:Usa)}.
Note that AðxÞ captures the predicates, which are schema-level features instances of a class typically have in common. However, we do not only use AðxÞ but the whole union set F ðXÞ, which comprises both schema-and datalevel features. This is due to our special notion of class and the way we compute it: instances belong to a class when they share some features-no matter schema or data-level features.
Class. We define a class as follows:
Definition 4 (Class). Let G be a dataset and X a set of instances in G, X is a class if 8x 2 X : F ðfxgÞ \ F ðX À fxgÞ 6 ¼ ;.
Intuitively, a class is set of instances, where every instance in this set has at least one feature in common with any other instance in this set.
OVERVIEW OF THE APPROACH
In this section, we present an overview of SERIMI, our solution for instance matching.
The process of instance matching performed by SERIMI is illustrated in Fig. 3 . SERIMI focuses on the problem of instance matching across heterogeneous datasets. In particular, the inputs are conceived to be partitioned into two datasets, the source S and target T . For every instance in s 2 S, the goal is to find matching instances t 2 T , i.e. s and t refer to the same real-world object. This matching is performed in two main steps, candidate selection and match refinement.
Candidate Selection. For each s 2 S, we firstly perform a low cost candidate selection step to obtain a candidate set CðsÞ & T . The set of all candidate sets is denoted as CðSÞ ¼ fCðsÞjs 2 Sg, and the union of all candidate instances is denoted as C ¼ ftjs 2 S : t 2 CðsÞg. This step reduces the number of comparisons needed to find matches between the source and target, i.e., from a maximum of jSj Â jT j comparisons to jSj Â jCj.
Existing, so called, blocking techniques [4] , [5] , [6] can be used to quickly select candidates. Typically, a predicate (a combination of predicates) that is useful in distinguishing instances is chosen, and its values are used as blocking keys. In this setting of cross-dataset matching, a predicate in the source is chosen (e.g. rdfs:label) and its values (e.g. 'San Francisco') are used to find target candidate instances that have similar values in their predicates. Using the current example, the candidates matches for S ¼ {nyt:2223, nyt:5962, nyt:5555} would be Cðnyt : 2223Þ ¼ {db: San_Francisco} , Cðnyt : 5962Þ ¼ {db:Belmont_Cali-fornia, db:Belmont_ France} and Cðnyt : 5555Þ ¼ {db:San_Jose_ California, db:San_Jose_Costa_ Rica}, these candidates were selected based on high (lexical) similarity with the value of the rdfs:label predicate of the source instances.
To generate candidates in this work, we use simple boolean matching: we construct boolean queries using tokens extracted from candidate labels. Standard preprocessing is applied to lowercase the tokens and to remove stop words. These queries retrieve candidates, which have values that share at least one token with the values of the corresponding source instance. This method is primarily geared towards quickly finding all matches, i.e. high recall, but may produce many incorrect candidates. Higher precision can be achieved using other techniques known in literature [7] .
Direct Matching. After the candidates have been determined, a more refined matching step is performed to find correct matches, MðsÞ CðsÞ. For this, it is applied state-ofthe-art approaches that perform more complex direct matching. Usually, instead of a simple blocking key, they use a combination of weighted similarity functions defined over several predicate values [2] , [3] . Precisely, in direct matching, two given instances s and t are considered as a match when their similarity, simðs; tÞ, exceeds a threshold d. Typically, simðs; tÞ is captured by an instance matching scheme, which is a weighted combination of similarity functions (Edit Distance, Jaccard, ect.) defined over the predicate values of s and t [2] , [3] simðs; tÞ ¼ X p2P w p Á simðOðs; p; SÞ; Oðt; p; T ÞÞ > d
Limitations. The above scheme assumes that s and t share predicates p based on which they can be directly compared (e.g. rdfs:label, db:incountry). In the heterogeneous setting, S and T may exhibit differences in their schemas. Instead of assuming p, more generally, we can define the instance matching problem in this setting based on the notion of comparable predicates hp s ; p t i. The predicate p s is a predicate in S, whose values can be compared with those of p t , a predicate in T .
For example, the instance nyt:4232 does not share any predicate with the target instances but we can assume that the predicate nyt:prefLabel (p s ) is comparable to the predicate rdfs:label (p t ) because they have a similar range of values. Solutions, which specifically target this setting of cross-datasets matching, employ automatic schema matching or manually find the pairs of comparable predicates [2] , [8] , [9] . Let P st be the set of all comparable predicates. We define the instance matching scheme for this setting as follows:
simðs; tÞ ¼ X hps;p t i2P st w hps;p t i simðOðs; p s ; SÞ; Oðt; p t ; T ÞÞ > d: Since the direct overlap at the level of predicates (or values) between instances may be too small to perform matching in the heterogeneous setting, we propose class-based matching.
SERIMI. Class-based matching can be applied in combination with direct-matching, on top of the candidate selection step; as illustrated in Fig. 3 . Candidate selection yields a set of candidates CðSÞ, which is refined by a module that combines class-based and direct matching to obtain MðSÞ ¼ fMðsÞjs 2 S : MðsÞ CðsÞ 2 CðSÞg.
While this paper focuses on class-based matching, we are also proposing a complete instance matching pipeline called SERIMI. Existing state-of-the-art solutions are adopted for the candidate selection and direct matching components of SERIMI. Candidate sets CðsÞ 2 CðSÞ are determined for each instance s 2 S using a predicate value of s as key. The predicate is selected automatically based on the notion of coverage and discriminative power of predicates, also employed by [9] . Then, for direct matching, we use simple schema matching to compute comparable predicates P st . The matching between a source instance s and a target instance t is then performed using values of predicates in P st . As simðs; tÞ, we use Jaccard similarity. The main difference to existing works lies in the selection of the threshold: for this, we use the same method that we propose for class-based matching.
We observe in the experiments that this simple combination of direct-and class-based matching produces good quality. In SERIMI, direct-and class-based matching components are treated as black boxes that yield two scores considered independent. SERIMI multiplies and normalizes these scores to obtain a value in [0,1].
CLASS-BASED MATCHING
Let S be the instances from the source dataset and M Ã be the ground truth, containing all and only correct matches in the target dataset. The candidate instances C computed via direct matching might be not sound and not complete, i.e. there is a candidate in C that is not in M Ã and there is a an element in M Ã that is not in C, when some s 2 S and corresponding elements t 2 C only have few features that directly match. Class-based matching aims to find those non-sound matches in C (to improve soundness / precision), using only features of the candidate instances t 2 C.
Particularly, CBM is built upon the observation that matching is usually performed for a class of source instances. That is, all s 2 S belong to a specific class. 3 Our idea is that if S is a class, i.e., its instances share some features, then correct matches for s 2 S should also belong to a class, i.e., instances in M Ã should also share some common features. Then, we aim to compute M Ã by finding a subset M C, whose instances are most similar to each other (compared to other candidate subsets). These instances are considered class-based matches because they form a class that matches the class of interest.
Formal Definition
For the sake of presentation, we formalize the basic version of our problem first: assuming individual datasets contain no duplicates, such that for each source instance, the goal is to find exactly one match in the target dataset, i.e. jMj ¼ jSj with jMðsÞj ¼ 1, for all s 2 S. Then, the CBM problem can be formulated as follows:
Definition 5 (Class-based Matching). The solution for the class-based matching problem can be computed as
where M is the set containing all possible candidate subsets M as elements, Simðt; MÞ is a function that returns the similarity between an instance t and the subset of candidates M.
As an approximation for M Ã 2 M, we compute a subset of candidate M containing instances that are similar to itself, i.e. the goal is to maximize Simðt; MÞ for all t 2 M. Compared to all other possible candidate subsets, the solution is the one that is most similar to its instances. Further, in this basic setting, it contains exactly one candidate for every source instance.
As an example, we have as candidate subsets M 1 ¼ {db:Belmont_California, db:San_Francisco and db:San_Jose_California} and M 2 ¼ {db: Belmont_France, db:San_Francisco and db: San_Jose_California} for the data in our scenario. Instances in M 1 are more similar to M 1 than instances in M 2 are similar to M 2 . In other words, the similarity among instances in M 1 is higher than the similarity among instances in M 2 : the candidate db:Belmont_ California shares the predicate db:country and value db:Usa with the instance db:San_Francisco, which in turn, shares the predicate db:locatedIn and value db:California with db:San_Jose_ California. Thus, CBM considers M 1 as a better approximation of M Ã than M 2 . We note that typically, instance matching approaches do not provide a theoretically sound and complete solution. As captured above, CBM is also only an approximate solution in that sense. The quality of this approximation taken by our approach is studied in experiments using real-world matching tasks and datasets.
Computational Complexity. The following theorem captures the complexity of this problem: Theorem 1. CBM is an instance of the maximum edgeweighted clique problem (MEWCP) [11] , therefore CBM is NP-hard.
Proof. Each candidate t 2 C can be mapped to a vertex in an undirected graph G. Two vertices x; y 2 C are connected if and only if x 2 Cðs i Þ and y 2 Cðs j Þ, where s i 6 ¼ s j . The weight of an edge fx; yg is given by simðx; yÞ. Any clique in G contains exactly one candidate for each CðsÞ 2 CðSÞ. Then, a solution to the CBM problem is a clique in G with maximum weight. t u CBM Variations. Apart from the introduced basic setting, two other variants exist: 1-to-many class-based matching and unrestricted class-based matching (UCBM). The former assumes 8s 2 S : jMðsÞj > 0, while the latter, assumes 8s 2 S : jMðsÞj ! 0. 1-to-many CBM considers the cases where there is at least one match for each source instance, while UCBM considers the cases where some candidate set CðsÞ may not contain a match to s 2 S. To capture the UCBM problem, the constrain should be removed and the term
should be added to Eq. (3). Z is simply an auxiliary term introduced to deal with the general case where jMðsÞj ¼ j CðsÞ \ Mj might be zero. It helps to assign a solution set M 2 M a higher score, when the majority of its matches MðsÞ has cardinality higher than zero; hence, it avoids solution sets with many empty matches.
In the next section, we propose an approach to solve CBM and its variants, 1-to-many CBM and UCBM.
CLASS-BASED MATCHING: A SOLUTION
We will first present the main idea and then discuss extensions to this basic solution. 4 
Basic Solution
Here we present our implementation of the presented CBM approach.
Class-based Matching. Given a set of instances S and the candidate sets CðSÞ ¼ fCðs 1 Þ; . . . ; Cðs n Þg, we implement class-based matching by finding the instances t from each candidate set (i.e. t 2 CðsÞ 2 CðSÞ) that are similar to the candidate sets CðSÞ.
Our method starts computing a score of similarity between t 2 CðsÞ and CðSÞ itself, i.e., Simðftg; CðSÞÞ. In this process CðSÞ is considered the class of interest but not the solution set M; differently from the formal problem definition where M is both the class of interest and a solution set. In this approach, we depart from CðSÞ to obtain the solution set M and MðSÞ.
This solution exploits the intuition that given t and any candidate set CðsÞ 2 CðSÞ, if F ðftgÞ does not share any feature with F ðCðsÞÞ, then t is not similar to any instance in this candidate set. If t is not similar to any candidate set CðsÞ 2 CðSÞ, it cannot form a class with any candidate instance; therefore, based on the class-based matching assumption, it cannot be a correct match for s. Contrarily, a candidate t that is more similar to other candidate sets are more likely to be form a class to other candidates, and therefore, can be a correct match. This heuristic is implemented as follows.
The computation of Simðftg; CðSÞÞ obtains a score for each individual instance t 2 C. Then, the solution set M is composed of t 2 MðsÞ CðsÞ, where for all t 2 MðsÞ, Simðftg; CðSÞÞ > d. Below, we define Sim and further we describe how we compute the threshold d 
where t 2 CðsÞ and CðSÞ À ¼ CðSÞ n CðsÞ.
First, note in Eq. (5), t 2 CðsÞ is not compared with CðsÞ but the other candidate sets Cðs 0 Þ. CðsÞ in our implementation is computed via direct matching and thus contains candidates very similar to t. Just like the other candidate sets Cðs 0 Þ, these candidates also help to capture the class of interest. They however, due to their relative high similarity to t, have a too strong impact, compared to Cðs 0 Þ. Excluding it from the class similarity computation helps to avoid this strong bias towards CðsÞ. Secondly, note the individual score SetSimðftg; Cðs 0 ÞÞ is weighted by the cardinality of Cðs 0 Þ such that a Cðs 0 Þ with high cardinality has a smaller impact on the aggregated similarity measure. We do this to leverage the observation that small sets contain few but more representative instances. They are better representations of the class of interest.
We further normalize the result of Eq. (5) by the maximum score among all instances in CðsÞ as Simðt; CðsÞ; CðSÞÞ ¼ Simðt; CðSÞÞ MaxScoreðCðsÞ; CðSÞÞ ;
where
This yields a class-based similarity score that is in ½0; 1. This algorithm takes OðjCðSÞj Â jCjÞ (note jSj ¼ jCðSÞj), in the worse case. Using this function, an instance t is considered as a correct match for s, if Simðt; CðsÞ; CðSÞÞ is higher than a threshold d or when it is the top-1 result. We will refer to these two variants as the Threshold (for 1-to-many CBM and UCBM) and the Top-1 approach (for CBM), respectively.
The Top-1 approach makes sense for those cases where datasets are duplicate-free or one-to-one mapping between a source and a target instance can be guaranteed. In this case, as every instance in every dataset stands for a distinct real-world entity, there exist at most only one correct match in the target for every instance in the source (i.e. likely the top-1). In the other cases where there are one-to-many matches, the Threshold approach is used. Notice that the Threshold is a general approach. As we will show empirically, it yields competitive accuracy to the Top-1 approach.
Class-based matching is illustrated in Fig. 4 4. The proposed solution is a possible implementation to solve the CBM problem used only to show the reader the class-based matching (as an approach for instance matching) is as practical as the traditional direct-matching approaches and it is as effective as established approaches. Efficiency concerns are subject of future research.
Cðs 1 Þ and the one with the highest score Sim is assumed to be the correct match for s 1 Similarity Function. Now, we introduce SetSimðX 1 ; X 2 Þ to compute the similarity between two sets of instances X 1 and X 2 based on their sets of features F ðX 1 Þ and F ðX 2 Þ:
where FSSimðF ðX 1 Þ; F ðX 2 ÞÞ is a function capturing the similarity between F ðX 1 Þ and F ðX 2 Þ. Early work such as Tversky's [12] shows that the similarity of a pair of items depends both on their commonalities and differences. This intuition is exploited by similarity functions used for instance matching, which like Jaccard similarity, gives the same weight to commonalities and differences.
We depart from the equal-weight strategy to give a greater emphasis on commonalities. This is because the goal of class-based matching is to find whether some instances match a class, which by our definition, is the case when they share many features with that class. For deciding whether an instance belongs to a class or not, the common features are thus, by definition, more crucial. Not only that, the special treatment of common features also makes sense when considering that common features are more scarce. That is, the number of features shared by all instances in a class is typically much smaller than features that are not.
We propose the following function for this intuition:
where f 1 and f 2 stand for F ðX 1 Þ and F ðX 2 Þ, respectively. FSSimðf 1 ; f 2 Þ only considers f 1 and f 2 to be similar when there exist some commonalities (i.e. FSSimðf 1 ; f 2 Þ ¼ 0 if
. The first term jf 1 \ f 2 j has a much larger influence, capturing commonalities as the number of overlaps between f 1 and f 2 , which is always larger than 1. The second term ð
Þ, capturing the differences, is always smaller than 1. In fact, given f j and f k that have n and n À 1 features in common with f i , respectively, FSSim always returns a higher score for f j . For example, assuming f 1 ¼ F ðfdb : Belmont CaliforniagÞ, f 2 ¼ F ð{db:Belmont_France}Þ and f 3 ¼ F ðC(nyt:5555)); then, FSSimðf 1 ; f 3 Þ ¼ 3:65, while FSSim ðf 2 ; f 3 Þ ¼ 1:5. The scores reflect the fact that f 1 has four features in common with f 3 , while f 2 has only two.
Notice that FSSim does not capture any class semantics but is a set similarity function tailored towards the commonalities, for supporting the intuition discussed before. However, the class semantics is inferred as a result of applying this similarity computation as performed in our approach: the instances found by CBM form a class that corresponds to the class of interest.
The bias towards commonalities is captured by the following theorem, which does not hold for the Jaccard function (see Appendix A, which can be found on the Computer Society Digital Library at http://doi.ieeecomputersociety. org/10.1109/TKDE.2014.2365779):
Reducing the Number of Comparisons
This Section introduces a data selection method to reduce the space of data to be compared on our solution. The goal is to give one idea the efficiency of the proposed solution; however, we would like to stress that efficiency and optimality are not claims we make about CBM. In order to compute a score for every instance in each candidate set CðsÞ 2 CðSÞ, our class-based matching approach requires a maximum of jCðSÞj Â jCj comparisons. Since jCðSÞj can be large, we propose to reduce the number of comparisons by reducing CðSÞ to a minimal subset CðSÞ Ã such that the feature distribution of CðSÞ Ã differs only within an error margin from the feature distribution of CðSÞ. Then, CðSÞ Ã is used in the line 3 of Algorithm 1 instead of CðSÞ, i.e., CðSÞ À ¼ CðSÞ Ã n CðsÞ. We define the feature set and the distribution over elements in that set as follows:
Definition 6 (Feature Set). The feature set of CðSÞ is F ðC ðSÞÞ ¼ S CðsÞ2CðSÞ F ðCðsÞÞ. Definition 7 (Feature Distribution). A distribution over the feature set X ¼ F ðCðSÞÞ, denoted by PrðXÞ, assigns a probability pðxÞ to every feature x, i.e. the probability of observing a feature x through the repeated sampling of features from X: A brute force algorithm to solve this problem is to enumerate all possible subsets of CðSÞ, i.e., its power set 2 jCðSÞj .
Then, for each set in 2 jCðSÞj , it picks the minimal set CðSÞ Ã that has a distribution equivalent to the one of CðSÞ. In the worse case, this algorithm takes Oð2 jCðSÞj Þ verifications to find CðSÞ Ã , which is prohibitive even for small CðSÞ.
We note the attempt to find an optimal solution to this problem may goes against our goal. We need to find the set CðSÞ Ã CðSÞ at very low cost so that the time spent is smaller than the gain that can be achieved by using CðSÞ Ã instead of CðSÞ. We thus use an efficient greedy algorithm that exploits the following intuition: a sample is more similar to its population when it contains more data from the population. Without enumerating and evaluating each subset, it iteratively extracts and adds a subset 
Selecting the Threshold
As discussed, the Top-1 approach can be used when the datasets are duplicate-free. In all other cases, a threshold selection method should be employed. Then, only instances with similarity score above the computed threshold d are selected as matches. State-of-the-art methods [3] , [13] are supervised, relying on training data to find the best threshold. We propose an unsupervised method, which only uses statistics that can be derived from the computed scores. We cast the problem of threshold selection as the one of finding the statistical outliers among the similarity scores. In particular, we use two bags of scores, one containing only the maximum scores and the other contain all scores.
Definition 8 (Bag of Scores). Given the candidates C and
CðSÞ, the bag of all scores contains a score for every t 2 C, i.e., Scores all = fSimðt; CðSÞÞ jt 2 Cg. The bag of maximum scores contains a score for every CðsÞ 2 CðSÞ, i.e., Scores max ¼ fMaxScoreðCðsÞ; CðSÞÞjCðsÞ 2 CðSÞg.
The maximum scores constitute the starting point for threshold selection. Intuitively speaking, two cases can be distinguished: First, (1) we have maximum scores that all are close to 1, and differences among them are small. (2) In the second case, there are large variations among scores. Some of them are low, approaching 0.
Note the first case corresponds to the setting where correct matches are easy to find, i.e., at least one candidate with score close to 1 could be found for every source instance. In this case, d is simply defined based on the minimum score in Score max . In this way, all candidates with score in Score max are selected. This strategy works for this "easy setting" because due to the use of set-based similarity in class-based matching, score differences among correct matches tend to be small while differences between correct and incorrect ones are much larger. Thus, incorrect matches typically have scores much lower than the minimum score in Score max .
In the second "harder setting", "bad" candidates were detected, i.e., those with low scores in Score max . This indicates that for some source instances, no correct candidates exist or could be found. However, we cannot use the minimum score as before to filter these "bad" candidates. It could be too low, or generally, not precise enough to separate correct from incorrect matches. To find d in this case, we propose to detect outlier scores. For finding outliers more precisely, we use the bag of all scores, Score all , instead of Score max . Intuitively, candidates that have an outlier score share fewer features with the class of interest, thus can be regarded as incorrect.
For implement the ideas above, we propose a method based on the Chauvenet's criterion [14] , a statistical outlier detection technique.
Definition 9 (Chauvenet's Criterion). Given the mean m and the standard deviation s of the scores in Score all , a score x 2 Score all is an outlier if ChauvenetðxÞ < c 1 , where
c 1 is a confidence level 6 and pð mÀx s Þ is the probability 7 of observing a data point x that is mÀx s times standard deviations away from the mean.
5. which, under our assumption of normal distribution, is in ½À1:96; 1:96.
6. Typically, it is set to 0.5 when using Chauvenet's criterion. 7. We assume a normal distribution.
According to the Chauvenet's criterion, there are no outliers when s < c 2 , another confidence level that is typically set close to 0. 8 Our procedure for threshold selection first extracts the maximum score of each candidate set CðsÞ 2 CðSÞ to form Score max . When there are no outliers according to the Chauvenet's criterion, we set the threshold as the minimum score in Score max . Otherwise, we iteratively apply the Chauvenet's criterion over Score all until no further outliers can be detected: in every iteration, if outliers are found and d is the highest score among all outliers, we remove all scores that are smaller than d from Score all ; this pruned bag of scores is then used in the next iteration. The maximum d found in this process is used as the threshold. Alg. 3 describes this algorithm. For example, for the scores in Fig. 4 , the list of maximum scores Score max ¼ {0.98, 0.23, 1.0} has a standard deviation much higher than the confidence level c 2 ; therefore, the algorithm is applicable. Considering all scores Score all ¼ {0.98, 0.5, 0.33, 0.07, 0.23, 0.12, 0.22, 1.0, 0.68, 0.24 }, this algorithm would select as threshold d ¼ 0:68; therefore, all instances with scores smaller than 0.68 would be rejected as a correct match. Notice that 0.68 is much higher than 0.22, the minimal of Score max .
EVALUATION
Our experiments are based on the OAEI 2010 and 2011 instance-matching track. We observed that CBM was useful and complementary to direct matching. For OAEI 2010, this combination increased average F1 result of the second best by 0.21; and, for OAEI 2011 data, SERIMI improves the quality of recently proposed approaches, PARIS [2] and SIFI-Hill [3] , by 0.44 and 0.09, respectively. Compared to the best system participated at OAEI 2011, SERIMI achieved the same performance. However, as opposed to that, SERIMI does not assume domain knowledge and manually engineered mappings.
Evaluation Metrics. We used the standard F1 to measure the result accuracy (also employed by OAEI). F 1 ¼ 2Â
RecallÂPrecision
RecallþPrecision is the harmonic mean between precision (proportion of correct matches among matches found) and recall (proportion of matches found among all actual matches). To compute F1, the provided reference mappings were used as the ground truth.
Data. We used all the OAEI 2010 data employed by participants, which include the life science (LS) collection containing DBPedia, Sider, Drugbank, Dailymed, Tcm and Diseasome and the Person-Restaurant (PR) dataset. From OAEI 2011, the datasets used were New York Times (Nyt), DBPedia, Geonames and Freebase. Given a pair of datasets, the task was to match instances in one dataset to instances in the other. The source class of instances for each dataset was defined by the OAEI. Detailed information can be found in their website.
9 Tables 2 and 3 show some relevant statistics related to the datasets and matching tasks, respectively.
Systems. All computed results were done using an Intel Core 2 Duo, 2.4 GHz, 4 GB RAM, using a FUJITSU MHZ2250BH FFS G1 248 GB hard disk. The SERIMI implementation used in these experiments is available for download 10 at GitHub. It was implemented in Ruby. Except for SIFI and PARIS, we copied all available results as published in the OAEI benchmarks. We used the available authors implementation 11 for PARIS, and the best effort implementation in Java for SIFI-Hill (SIFI).
Task Analysis
The suitability of direct matching and class-based matching for a task is related to the complexity of the matching task itself. So far, there is no method that suits all kinds of matching tasks, because data are imperfect in this heterogeneous setting. As we will show, the widely employed assumption that attributes between datasets largely overlaps is not true for all matching tasks, or for all instances within a matching task. We observed the accuracy of each matching technique largely depends on the distribution of the predicates and values in the source and target dataset. In order to obtain a better understanding of how these distributions affect the accuracy of a matching technique, below we propose the use of coverage (Cov) and discriminative power (Disc) as measures 
where S is the given set of instances in the dataset G. The coverage of a predicate p measures the number of instances in S that p occurs. A predicate p with low coverage indicates that p occurs in a few instances; therefore, when utilizing values of p for finding matches, we may miss some candidates. The discriminative power measures the diversity of predicate values. A predicate p has low discriminative power when many instances have the same values for p; therefore, using values of p for matching, results in larger candidate sets. Consequently, datasets with many predicates that have low coverage and low discriminative power are harder to match.
Using these two measures, we introduce a task complexity measure TC that defines the complexity of matching a set of instances S with T , where T ¼ S c2CðSÞ c. First, we introduce the predicate complexity measure (PCM) that measures the complexity of matching a set of instances X based on coverage and discriminative power of a set of predicates P in G PCMðP; X; GÞ ¼ P a2P Covða; X; GÞ þ Discða; X; GÞ 2jP j :
The size of the candidates sets in CðSÞ is also an indication of complexity because sets with more candidates may have more ambiguous candidates to filter out. Therefore, we define CardðSÞ. Smaller values for CardðSÞ indicate that CðSÞ has bigger candidate sets.
Finally, we introduce TC, defined as
where TC is a value in the interval [0,1], where 0 is less complex and 1 more complex. Table 3 shows the characteristics of each matching task. Fig. 8 shows the tasks ordered by TC. With respect to that, Nyt-Geonames is the most complex task, which on average has around six candidate matches per instance. In this table, some tasks are easier tasks because most of the candidate sets contain only correct matches, or one instance per candidate set (e.g. Sider-Tcm). Fig. 5 shows the coverage and discriminative power of predicates in the target datasets. In all these datasets, there exist at least one predicate with 100 percent coverage (e.g. drugbank:brandName, freebase:name). However, only in some cases, their discriminative power is maximal (e.g. drugbank:brandName). The DBPedia, Geonames and Freebase datasets seem to be the hardest to match, as both coverage and discriminative power of their predicates are the lowest. In these cases, many predicates have to be used, which is only possible when there are many corresponding predicates in the source. Contrarily, the higher the coverage, the easier is the task because more instances can be covered with fewer predicates (the discriminative power of source predicates is, however, irrelevant because only target predicate values are used for finding matches). Fig. 6 shows predicates in the source datasets that are comparable to target predicates, and their coverage. It indicates there are always some comparable predicates that can be used (Table 3 explicitly shows the number of comparable predicates for every task), and that their coverage is always maximal (except for Nyt). In summary, comparable predicates exist for all the given tasks. However, direct matching is harder for some tasks such as Nyt-Geonames and Nyt-DB-Geo as they require using several predicates due to low coverage and discriminative power of target predicates. As the coverage is different for different target instances in those tasks, direct matching may not achieve its full performance due to the lack of comparable predicates at instance level.
SERIMI Configurations
We evaluated five different configurations of SERIMI: (1) We evaluated SERIMI's performance without and with candidate set reduction (algorithm in Section 5.2), referred to as S and S +SR, respectively. (2) We removed different features proposed for CBM, namely predicates (S+SR-P), datatype properties (S+SR-D), object properties (S+SR-O) and tuples (S+SR-T). (3) We evaluated SERIMI's performance with the top-1 approach (S+SR+TOP1) and the threshold approach (S+SR +TH). (4) Further, direct matching is used, which is compared with SERIMI's performance (class-based matching) combined with direct matching (S+SR+DM). (5) Finally, S+SR+DM+J uses Jaccard instead of FSSim (Eq. (9)). Except for S+SR +TOP1 and S+SR+TH, top-1 was used instead of the threshold for matching tasks with one-to-one matching. We measured time efficiency and result accuracy for every configuration, using all mentioned collections in OAEI 2010 and 2011. The results are shown in Tables 4 and Tables 5, respectively . Candidate Set Reduction. We observed that with candidate set reduction, SERIMI is 20 percent faster (average performance of S is 61s vs. 49s for S+SR). The number of candidate sets used in class-based matching could be considerably reduced. Consequently S+SR performed a much smaller number of comparisons. S+SR did not compromise accuracy as average results for S and S+SR were almost the same (F1 of 0.89 vs. 0.9).
Feature Removal. We could see that the performance improvement resulting from using less features (S+SR vs. S +SRÀP, ÀD, ÀO and ÀT) is consistent but small in most cases. Removing predicates (S+SRÀP) has the largest impact, where performance increased by 20 percent. This type of features represented a large part of all features used. Hence, processing was much faster without them. Removing features, however, also had a small but consistently negative impact on the accuracy. S+SR-P had the greatest impact on efficiency as well as accuracy; without predicates, F1 is 0.88 (a 0.02 loss in F1). In general, the results suggest that all proposed features are useful as they contributed to higher accuracy.
Top-1 vs. Threshold. There were no significant differences in time between the top-1 and the threshold approach (S+SR+TOP1 and S+SR+TH performances were similar). This suggests that selecting the threshold using the method in Section 5.3 requires little effort and can be done very efficiently. In terms of accuracy, S+SR+TOP1 had better average performance (86 percent F1) than S+SR+TH (84 percent F1). More specifically, S+SR+TOP1 yielded better results for tasks with one-to-one mappings. However, S+SR+TOP1 exhibited lower performance than S+SR+TH in two cases (50 percent F1 for Person21-Person22 and 56 percent F1 for Sider-Dailymed, compared to 86 and 81 percent, respectively), in which one-to-many mappings were needed. Direct Matching vs. Class-based Matching. The DM (20s) approach was the fastest, followed by S+SR (50s), S+SR +DM (55s) and S (61s). Class-based matching as performed by S was expensive, requiring a much larger number of comparisons than direct matching. Using candidate set reduction (S+SR), performance could be improved; S+SR is only 2.5 times slower than DM. Their combination (S+SR +DM) is slightly slower than S+SR. In return, S+SR+DM achieved the best F1 performance (93 percent). That is, SER-IMI achieved the highest accuracy when direct and classbased matching are combined. S+SR+DM improved upon S +SR because DM could reinforce the similarity between instances when there was a direct overlap between the source and target. In some cases, such as Nyt-DB-Geo, S+SR achieved much higher F1 than DM (81 vs. 69 percent). The combination of the two, S+SR+DM, could leverage evidences used by both approaches to further improve the results (82 percent). While this simple combination led to better results on average, there was one exception where DM yielded better performance (Person11-Person12), and several cases in which S+SR produced better results (Sider-Dailymed, Sider-DB-SideEffect, Sider-DIASEASOME).
Particularly, S and S+SR performed poorly in Person11-Person12 (49 and 47 percent, respectively) because features of the candidate instances are very similar (e.g. they all contain phone, address and are of the type Person). Due to this, CBM produced similar scores for all candidates, which were not sufficiently distinct to separate the correct matches from the incorrect ones. For this task, DM performed better because the overlap between the source and target instances are sufficiently high to identify the correct matches.
Jaccard Similarity vs. Set-based Similarity. Observe also that the use of Jaccard in S+SR+DM+J as set similarity decreased the average F1 from 93 to 87 percent. This confirms our intuition that the commonalities are more relevant than the differences to define similarity in our problem setting. Regarding performance, S+SR+DM+J (53s) was slightly better than S+SR+DM (54s), in average.
Task Complexity. Fig. 7 shows the connection between time performances for S+SR, S+SR+DM and DM and the number of triples in the candidate sets, which captures the amount of data that has to be processed. Clearly, more time was needed when more candidates and data have to be processed. Time performance for all three configurations increased quite linearly with a larger amount of data. To assess the complexity from the viewpoint of accuracy, we used the TC measure discussed before. Fig. 8 shows the connection between F1 performances for S+SR, S+SR+DM and DM and TC. We observed there was a trend between complexity and F1: F1 decreased as complexity increased. Interestingly, we could see many cases, including Person21-Person22 and Nyt-DB-Geo, where S+SR and DM are complementary, i.e. S+SR had a higher performance when DM had a lower performance, and vice-versa. S+SR+DM was most helpful in these cases as it could leverage the complementary nature of these two approaches to improve the results. Concluding, the highest accuracy is achieved by combining class-based matching with direct matching. Time efficiency was present here only to show that CBM is feasible. In the following experiments, we will use S+SR+DM, in combination with the top-1 approach where there is an oneto-one mapping or the threshold approach otherwise.
SERIMI vs. Alternative Approaches
We compared SERIMI with state-of-the-art approaches. We carefully selected in the literature systems that reported the best performance in the benchmark that they participated. Those systems represents a large number of approaches used for instance matching.
We compared SERIMI with RIMOM and ObjectCoref2010 (OC2010) using the data and results of OAEI 2010 [15] . To ensure the validity of this evaluation, we also included recently published results for ObjectCoref [16] , called ObjectCoref2012 (OC2012). Using OAEI 2011 data and published results [1] , we compared SERIMI with AgreementMaker (AM) and Zhishi.links (Zhi). Using the same data, we also compared SERIMI with the latest state-of-the-art approaches for instance matching, which did not participate at OAEI: PARIS [2] and SIFI-Hill [3] .
OAEI 2010. Table 6 shows results for OAEI 2010. Missing values in the table indicates that the results were not published by the authors at OAEI. On average, SERIMI largely outperformed both systems. As shown in Table 6 , SERIMI (93 percent F1) largely outperformed RIMON (72 percent F1) on average. SERIMI achieved considerable performance gain for the life science collection. Here, CBM played an important role because source and target instances often belong to different classes. In Sider-Dailymed for instance, there were instances of the types Drug and Ingredient sharing the same name that were incorrectly identified as candidate matches; these false positives were rejected by SERIMI thanks to CBM.
SERIMI was outperformed by OC2010 and RIMON in the Person collection. One reason is that this data involves artificially generated spelling mistakes. OC2010 and RIMON employed special direct matching strategies to deal with that. More importantly, SERIMI could not yield better results because CBM has limited impact when all candidates belong to the same class and the data schema is welldefined. In this scenario, all instances belong to the class Person and the source and target schema completely overlap. Thus, instances did not greatly vary in terms of class related information. Also compared to OC2012, which only published results for the easiest matching tasks, SERIMI achieved better average performance (97 percent F1).
OAEI 2011 As shown in Table 7 , SERIMI had the same average performance as Zhi. In particular, Zhi performed better in tasks involving the location datasets (DB-Geo and GeoNAMES) because as opposed to SERIMI, it made use of domain knowledge and location-specific similarity 
RELATED WORK
Instance matching across datasets involves similarity functions, thresholds and comparable attributes. They are captured by a matching scheme. While the majority of approaches use a flat representation of instances based on attribute values, other features might be applied. We will discuss existing approaches along these dimensions of features, similarity functions and matching schemes.
Matching features. Instance features are derived from flat attributes, structure information (e.g. relations between RDF resources) [17] , [18] , [19] or semantic information extracted from ontologies. ObjectCoref [8] for instance, exploits the semantics of OWL properties such as owl:InverseFunctionalProperty and owl:FunctionalProperty. Also, the combination of instance-level and schema-level features have been explored by PARIS [2] , which jointly solve the problem of instance and schema matching.
SERIMI targets the heterogeneous scenario, where no structure, semantic or schema information is available in the worst case. It is based on a simple flat representation, where instances are captured as a set of attribute values. This representation is employed for single instances as well as for class of instances, which are needed for CBM.
Similarity functions. The choice of similarity functions depends on the nature of the features. For strings, character-based (e.g. Jaro, Q-grams), token-based (e.g. SoftTF-IDF, Jaccard) and document-based functions (e.g. cosine similarity) were used. In addition to using syntactic information, special similarity functions have also been proposed to exploit different kinds of (lexical) semantic relatedness [20] , [21] .
Also along this dimension, we pursued a simple approach where only tokens are employed. However, for our new problem of CBM, which involves comparing sets of instances, we propose a set-based similarity function that take the token overlaps between sets into account.
Matching schemes. With approaches relying on a flat representation of instances, i.e., attribute values, the employed schemes contain the similarity functions, thresholds and comparable attributes. Comparable attributes are either computed via automatic schema matching or assumed to be manually defined by experts [22] . Then, techniques with different degrees of supervision are employed for learning the scheme. Knofuss+GA [23] is an unsupervised approach that employs a genetic algorithm for learning. SIFI [3] and OPTrees [13] represent supervised approaches that learn the schemes from a given set of examples. Others approaches such as Zhishi.links [22] , RIMON [24] and Song and Heflin [9] assume matching schemes that for the most part, were manually engineered, i.e., the similarity functions and thresholds were defined manually. They focus on the problem of learning the best comparable attributes.
The above solutions focus on direct matching. As oppose to that, class-based matching does not rely on a complex scheme. It uses a special similarity function we specifically design for this matching task. The problem of finding the threshold is cast as the one of detecting outliers, for which we propose an unsupervised solution.
Overall, our solution can be characterized as an unsupervised, simple, yet effective solution, which employs a novel class-oriented similarity function, matching technique and threshold selection method to exploit the space of classrelated features never studied before.
Fast-Join [25] studied the problem of string similarity join that finds similar string pairs between two string sets. Contrarily, we focused on the entire problem of matching two distinct instances of data. An instance should be understood as a structured representation of a real world entity, containing specific semantic attributes that cannot be trivially reduced to a set of tokens. Therefore, representative directmatching approaches for instance matching where particularly selected in our evaluations.
CONCLUSION
In this work, we propose an unsupervised instance matching approach that combines direct-based matching with a novel class-based matching technique to infer Sameas relation over heterogeneous data. We evaluated our method using two public benchmarks: OAEI 2010 and 2011. The results show that we achieved good and competitive quality compared to representative systems focused on instance matching over heterogeneous data.
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