Abstract. In linear regression, an important role is played by the least quantile of squares (LQS) estimate, which involves the minimization of the qth smallest squared residual for a given set of data. This function is nondifferentiable and nonconvex and may have a large number of local minima. This paper is mainly concerned with the efficient calculation of the global solution, and some different approaches are considered.
1. Introduction. The problem of fitting a linear model to data usually involves the solution of an overdetermined system of linear equations which can be expressed as
where x ∈ IR n is the vector of unknown parameters and where the ith row of the matrix A ∈ IR m×n and the ith element of b depend on the ith data point. For any x ∈ IR n , let
Then parameter values are often found by minimizing a norm of r, and the least squares norm is often used. This norm, however, is very sensitive to outliers or wild points in the data, and a more robust estimation may be given by using, for example, the l 1 -norm, or the Huber M-estimator. A useful measure of the robustness of an estimator is given by the so-called breakdown point of the estimator, and the least median of squares estimator is an important tool in this context. A generalization is the least quantile of squares or LQS estimate, which involves the minimization of the qth smallest squared residual, where q ≥ n + 1 (see, for example, [6, 7] ). We will refer to this as the LQS problem, and it is the solution of this problem which is of particular interest here. This paper is not concerned with the statistical properties of this or other estimators: for much statistical background and other references, see Stromberg [8] . The primary objective is to consider methods of solution and to build on recent work in [8] .
The LQS problem is nonconvex, and a solution can be identified as a solution to a particular Chebyshev approximation problem on n + 1 components of r in (1.2). The key is to identify the correct set of n + 1 indices, and one possibility is to select every subset of n + 1 components of r in (1.2) and solve m C n+1 Chebyshev approximation problems defined by these subsets. This approach is suggested in [8] , based on solving the Chebyshev problems through the solution of least squares problems. Here, we investigate whether the method described in [8] can be improved upon by considering alternative ways of solving the Chebyshev problems, and various approaches to this are developed. However, the size of the original problem may be such that this process is not computationally feasible, and in that case it may be necessary to consider the possibility of determining approximate solutions. Candidates for approximate solutions are likely to be found among local solutions, and this leads us to consider how such solutions can be characterized. This is dealt with in the next section.
2. Local solutions. Any method which returns a value of x which is not guaranteed to be a global solution to the LQS problem may be regarded as an approximate method. For example, such a method is given in [6] . However, it seems reasonable that any point reached should be such that there can be no local improvement in the function to be minimized, in other words should be a local solution. Therefore we would like to be able to recognize that such a point is a local solution, or if it is not we would like to be able to make further progress toward a local minimum.
For given x ∈ IR n , let r = r(x), and let the components of r be ordered so that
Define the index set corresponding to indices of components equal in modulus to |r q | by
Thus there are s + t indices in I or |I| = s + t. Let
and let
so that α T i denotes the ith row of A. The following theorem generalizes the usual characterization theorem for Chebyshev approximation problems, which is the special case when q = m. Of course, because the latter problem is convex, there is no distinction there between local and global solutions. Theorem 1. A vector x is a local solution of the LQS problem if and only if for each I t ⊂ I, with |I t | = t, there exists I ′ t ⊂ I t , |I ′ t | ≤ n + 1, and numbers λ i , i ∈ I ′ t , not all zero, such that
Proof. Assume first that x is not a solution, but the above conditions hold. Then for some I t ⊂ I, with |I t | = t, there exists d ∈ IR n and γ > 0 small enough such that
By assumption for this I t , there exists a subset I ′ t and numbers λ i as above. Thus (2.5)
Further from (2.4),
But (2.5) and (2.6) are inconsistent, a contradiction which establishes the sufficiency of the stated conditions. Now assume that x is such that for some I t there is no subset I ′ t with numbers λ i such that the conditions hold. This is equivalent to stating (using Caratheodory's theorem) that
where "conv" denotes the convex hull. It follows from a standard separation result that there exists d ∈ IR n such that
Reversing the argument in the first part of the proof shows that x is not a local solution, and this establishes the necessity of the conditions. Remark. If q = m, then I t = I is uniquely defined, and the usual characterization result for Chebyshev approximation is obtained (for example [9] ). Corollary 1. Let A have rank n. Then for each local minimum value, there exists a local solution which is such that t ≥ n + 1.
Proof. Let x be a local solution with t < n + 1, and let I t ⊂ I, |I t | = t, be arbitrary. Then there exist numbers λ i , i ∈ I t , with λ i θ i ≥ 0, and i∈It λ i α i = 0.
Thus there exists d ∈ IR
n , nonzero, such that
and so for any γ ∈ IR,
It follows that we can move away from x along the line defined by d without changing the value of |r q (x)|, until eventually one of the components r i (x+γd), i = 1, 2, . . . , q−t becomes equal in modulus to |r q (x)|. This must eventually happen because of the rank assumption. At the new local solution, t is increased by at least one, and either t ≥ n + 1 or the argument can be repeated. The result follows. Remark. If rank (A) = p, then the above result will hold with n + 1 replaced by p + 1.
Corollary 2. Let x be a local solution. Then x is a solution to a Chebyshev problem defined on a subset of exactly q indices of r.
Proof. Let x be a local solution. Let I t ⊂ I be any set of t indices. Then, from Theorem 1 (introducing zero coefficients if necessary)
Consider the Chebyshev problem: find x to minimize max |r i |, i ∈ I t ∪ {1, ..., q − t}. Then x satisfies the conditions characterizing a solution of this problem, and the result is proved.
Based on the above results it is easy to devise a descent algorithm for computing local solutions to the LQS problem, using the fact that, in the absence of degeneracy, t will be equal to n + 1 at a solution. Under mild assumptions, at any point x, either the characterization conditions can be shown to be satisfied or a descent direction d can be constructed. The procedure is essentially a standard one which has been used in similar contexts (see, for example, [2] , [10] ). Thus local solutions can readily be obtained under very mild nondegeneracy assumptions.
3.
A method based on least squares. The construction of a global solution is much more difficult and for large m and n may be impossible. In such cases, one possibility to obtain an approximation is simply to compute many local solutions starting from different starting points. If information is available about the position of the solution, then obviously that can be exploited.
In order to guarantee finding the global solution, it is necessary to check all the local solutions, and at least in theory, this can be done in a systematic way: it follows from Corollary 2 that the global solution to the problem can be obtained by finding the Chebyshev solution on every subset of q indices. Because it is also true that any solution on q indices is also a solution on just n + 1 indices (see [3] , [9] ), then it is sufficient to find the Chebyshev solution on every set of n + 1 indices, and this fact is exploited in the method suggested in [8] . The problem is thus a combinatorial problem of identifying a correct set of n + 1 components.
It is again a standard result from Chebyshev approximation theory that the solution to a Chebyshev approximation problem with n + 1 equations and n unknowns of full rank can readily be obtained first by solving the problem in the least squares sense, after which the solution to the Chebyshev problem reduces to that of the solution of a consistent system of equations with the same matrix [3] . The Chebyshev solution is unique if and only if the matrix of the problem satisfies the Haar condition (every n × n submatrix of A is nonsingular), and this is assumed in [8] . The algorithm given there exploits these observations to set up and solve m C n+1 Chebyshev approximation problems via least squares problems and so obtains a solution to the original problem by identifying an index set which gives the smallest qth smallest modulus component of r. The use of the normal equations is suggested for solving the least squares problems. Let the (n + 1) × n submatrix of A formed by selecting a particular set of n + 1 rows be denoted by G, and let the corresponding components of b be denoted by c. We need to solve the Chebyshev problem defined on these data, and the steps are as follows.
Step 1. Let z be the least squares solution of the overdetermined system (3.1) Gx ≈ c, and let r = Gz − c.
Step 2. Let λ = ±r with the sign chosen so that λ T c ≤ 0. Step 3. Set
Step 4. Solve for x the consistent linear system of equations
It is readily seen that a solution to (3.2) is a Chebyshev solution to the system (3.1). The Haar condition assumption means that any of the sets of n equations from (3.2) can be used. Notice that if the value of h generated in Step 3 is larger than the current minimum value of the qth smallest residual, then it is not necessary to carry out Step 4. This follows because by Corollary 2, x satisfying (3.2) cannot be a solution to the LQS problem. Otherwise, in addition to Step 4, it is necessary to calculate r = Ax − b and determine the qth smallest residual.
A method based on Gaussian elimination. The essential role of r in
Step 1 of the method of the previous section is as the λ-vector of the Chebyshev characterization theorem. However, there are other ways to calculate λ which do not require a least squares problem to be solved. We now show how such a vector can be efficiently calculated using Gaussian elimination. The Haar condition is not required, merely that each subset of n + 1 rows of A have full rank. Let G and c be defined as in the previous section. Then the steps are as follows.
Step 1. Solve the linear system
where k ≤ n + 1, and for any k, e k denotes the kth coordinate vector.
Step 2. Choose λ = ±y, with the sign chosen so that λ T c ≤ 0. Step 3. Set
Step 4. Let G k be obtained from G by deleting the kth row, and likewise define θ k and c k . Solve
Provided that G has full rank, then it is readily seen that the vector x generated by the above method minimizes the Chebyshev norm of the vector Gx − c, with the minimum value of the norm being h (see, for example, section 2.4 of [9] ). The choice of k in (4.1) should be as large as possible, to position zeros in the last row of the matrix on the left-hand side which can be exploited in the Gaussian elimination process. If G satisfies the Haar condition, then no component of λ is zero, and so k = n + 1 will do. Otherwise, λ n+1 could of course be zero. This possibility can be dealt with by allowing the choice of k to be made during the computation: in the event that the Gaussian elimination process is going to produce a zero pivot at the jth step, then we can take k = j and so introduce the 1 in the last row as the pivot. The matrix G k will then be nonsingular.
A natural question to ask is the following: is it necessary to completely resolve each problem anew, or is it possible to exploit a solution on one subset of (n + 1) indices to obtain a solution on another? We answer this question in the affirmative by showing how to use linear programming techniques to move from a solution on one subset of (n + 1) equations to a solution on another subset with n equations in common. This can be done in a small number of simplex steps (often just one) by exploiting the way in which the simplex method applies to the dual problem. The Haar condition is not required. We then show how these ideas lead to a more efficient form of the calculation which avoids explicit linear programming paraphernalia and demonstrate that this has the potential to give improvements over the other methods being used.
Use of linear programming.
Consider first the problem of minimizing the Chebyshev norm of r(x) defined by (1.2). This can be stated as minimize h subject to
where e is a vector each component of which is 1. The dual problem is given by
Provided that the matrix A has full rank, then the simplex method may be directly applied to this dual problem. To obtain an initial basic feasible solution, (n + 1) artificial variables are introduced into the problem, made basic, and then systematically removed from the basis to be replaced by variables from u and v. This process can be carried out in an efficient way which exploits the special structure (see, for example, Barrodale and Phillips [1] ). It is convenient here to consider the actual details of the implementation of simplex steps as presented by Hadley [5, Chapter 2] . He deals with the problem by augmenting the equality constraints and updating an augmented basis matrix inverse. Introducing two extra variables, one representing the objective function and one the negative sum of artificial variables introduced into (5.2), then the first phase is the maximization of the second of those variables. Because the computation of an initial basic feasible solution is of lesser importance in the problem considered here, it will be assumed that this has been done, and for the rest of the calculation it is sufficient to consider only the one extra variable z representing the objective function. Thus it is appropriate to consider here the augmented system of equations
Any basis matrix is thus of dimension (n + 2) × (n + 2) and contains the first column (which never leaves) and (n + 1) other columns from the rest of the matrix. From any particular basic feasible solution, the variable to enter the basis is conventionally decided by forming the scalar product of the first row of the inverse basis matrix with those columns of the matrix in (5.3) which are candidates: the most positive value normally determines the column to enter, unless all the values are nonpositive when optimality has been established. After each simplex iteration, the inverse basis matrix is updated.
From the primal dual relationship, it is readily established that if a dual variable is basic, then the corresponding primal constraint in (5.1) holds with equality; thus the n + 1 components of u and v in the basis point to the components of r where equality holds with h in the primal, and also give the sign. On reaching optimality, of course the basic variables point to the components of r where the norm is attained. The solution to the primal problem is easily obtained from the elements of the first row of the inverse basis matrix.
Now if a solution is required on a particular subset of components of r, then it is a simple matter just to exclude the columns which do not correspond to these components from the calculation, in other words prohibit them from entering the dual basis matrix. Suppose that a solution has been obtained in this way on a particular subset of n + 1 components of r, identified by indices
Now suppose that we wish to move to a solution on a new subset of n + 1 indices, obtained by dropping the index j from I and bringing in the index k. Currently (assuming that the present value of z is nonzero), the jth index will be represented in the basis by the presence of either u j or its partner v j . We wish to remove that variable from the basis and replace it by one of u k or v k . To move to a new solution may also require that other u i (or v i ) currently in the basis be replaced by v i (or u i ), representing a change in sign of the corresponding components of r.
These changes may be effected easily and in the context of the simplex calculation based on (5.3) by a two-stage process. We will assume for convenience, but with no loss of generality, that the basic variable to be removed is u j .
Stage 1. Consider the variable u j as the objective function and its minimization subject to the restriction that the columns to enter the basis are those corresponding to the indices of I together with the two columns corresponding to k. This is easily done in the context of the simplex method as outlined above: we identify the row of the inverse basis matrix corresponding to the basic variable u j and use it to determine which variable enters the basis. The variable u j can never be reduced to less than zero, because that would correspond to a violation of the constraints: it can, of course, leave the basis in the usual way.
Stage 2. When u j has been removed from the basis, or has been reduced to zero but still stays basic (when it can be readily swapped out of the basis), we revert to the maximization of the original objective function z, with columns to enter the basis restricted to those corresponding to indexes in I together with k, but obviously excluding j. There are two possibilities.
1. Suppose that at the conclusion of Stage 1 the value of the objective function is nonnegative. Then there is nothing further to be done, because an optimal solution has been obtained to the problem on the new index set. This follows as a direct consequence of the fact that the characterization conditions for the solution are satisfied. 2. Suppose that at the conclusion of Stage 1 the objective function value is negative. Then the sign can be reversed (and an optimal solution obtained) by simply replacing each u j in the basis by its partner v j and vice versa. This makes no difference to the actual values of the basic variables (or indeed the values of the corresponding primal variables), and it remains to update the inverse basis matrix. To see what is actually involved in a Stage 2 step, notice first that the first column of the inverse basis matrix is unchanged (as e 1 ) and the first row is unchanged except that the sign of the last element (the value of the objective function) is reversed. Let B denote the (n + 1) × (n + 1) submatrix of the basis matrix obtained by deleting the first column and first row, and let B ′ denote the corresponding submatrix of the updated basis matrix. Then effectively the change to the negative of B is that the last row of minus 1's is replaced by +1's. Let p ∈ IR n+1 be defined by
Then using the Sherman-Morrison formula it is readily seen that
Since the basic variables sum to 1, it follows that
so that the last column of (B ′ ) −1 is unchanged. In other words we need only update columns 1 to n of B −1 , and only n(n + 1) multiplications are needed. Notice that at most one step is ever required in Stage 2. Finally, the primal solution x can be calculated from x = (B −1 )
Tb
, whereb is the vector formed from the elements of [b T : −b T ] pointed to by the basis. The above strategy will have the desired effect of returning a solution on the new set of indices. There is one modification which seems useful in practice. If a variable v t , say, is due to enter the basis in Stage 1, while the variable u t is already basic, then, while that may be the best entry variable from the point of view of reducing u j , it will also have the effect of making the objective function z zero. Since the purpose of Stage 2 is to maximize z, it may be better to avoid introducing this variable if possible. Therefore, the variable to enter the basis can be chosen as u k or v k in Stage 1 (thus excluding the partners of variables already present in the basis) if this is possible. It may of course not be possible, as z may become negative.
At each step of the process, the current best minimum modulus value of the qth smallest residual is available. Because the optimal solution is one on a particular set of n + 1 indices, this means that if the new objective function value exceeds the current best estimate, there is no need to calculate the qth smallest residual in this case. This can of course be recognized immediately at the conclusion of Stage 1. Note that movement through subsets of the indices by exchanging one at a time can exhaustively cover all possible subsets; this is a consequence of the properties of the Hamiltonian cycle of a graph. Because of rounding errors, it may be necessary to re-invert B periodically. We return to these points later.
6. A modified linear programming (MLP) method. Stage 1 of the method of the previous section allowed the new variable to enter the basis subject to the usual linear programming restriction that feasibility is maintained. Suppose instead that we allow the new variable to enter immediately by swapping for the variable to leave without regard f or f easibility. The new second stage is then to work systematically toward feasibility. It is normally possible to carry out this procedure purely in terms of variable value updates and B −1 updates. Linear programming tests and some of the housekeeping associated with them are not in fact necessary, and thus there are further efficiency gains to be obtained, although not necessarily any reduction in the number of steps.
Suppose that the current vector of basic variable values (excluding z), corresponding to a solution on a given set of n + 1 indices, is w ∈ IR n+1 , and the variable w i is to be removed. Each w i is in fact either u j or its partner v j for some j. Then this variable can immediately be swapped out for one of the two possible incoming variables provided a singular matrix does not result. New variable values are obtained, which of course need not be nonnegative. However, restoring feasibility is a straightforward matter of swapping out each variable with a negative value for its partner. Rank-one updates to B and corresponding updates to B −1 must accompany this process. Finally it may be necessary to do a single complete exchange of all variables for their partners as described in the previous section, if the resulting objective function is negative.
It is convenient to list the steps and display the linear algebraic tasks which would be involved here. Steps 1-3 correspond to the introduction of the new variable (and removal of the unwanted one), Steps 4 and 5 to the restoration of feasibility, and Steps 6 and 7 to the restoration of a nonnegative objective function, and therefore to the new solution. Of course, only Steps 1 and 2 may be necessary.
Suppose that the current B −1 ∈ IR (n+1)×(n+1) is known, so that w = B −1 e n+1 . Let the new column to be introduced into B be y 1 or −y 1 , and let the ith column be the one to be removed.
Step 1 Step 2. Compute new variable values
and set w = w ′ , B = B ′ , and go to Step 6. Otherwise, continue unless Step 3 has already been executed, in which case go to Step 4.
Step 3. Reset d to 2w − d . If d i = 0, exit, otherwise return to Step 2.
Step 4. We have now tried to introduce both possible columns, neither of which results in a feasible solution w ′ . It is therefore necessary to settle for introducing one of them and work to restore feasibility by replacing variables by their partners. Suppose we choose to work with the first calculated vector w ′ (there are other possibilities, for example, the one which has fewest negative values) with d reset if necessary to the corresponding vector. We need therefore to update B −1 by (6.1) and set w = w ′ , B = B ′ .
Step 5. Choose k, w k < 0. Swap columns in B so that w k is replaced by its partner. This means that
where s = 2(w − e k ). The new variable values are
If w ≥ 0, go to Step 6, otherwise repeat Step 5.
Step 6. Now w ≥ 0, so if the objective function value is nonnegative, we are done. Otherwise continue to Step 7.
Step 7. It is necessary to change the sign of the objective function by swapping all basic variables simultaneously for their partners. Notice that the variable values are unchanged. As in the previous section, we obtain
where p = 2B −1 T e. This completes the calculation for the new dual solution. Note that in Step 5 w ′ k is positive and the signs of the other variables are unchanged, so that one fewer negative variable is obtained for each swap. In particular, Step 6 must be reached. The process will only break down if both d i (Steps 1 and 3) are zero, and this is only possible if w i is zero. This means that both the initial direct swaps suggested here result in a singular matrix B, and that the complete linear programming technique (so that other variables could be brought in) would be needed to get around the difficulty.
7. An assessment of the methods. Four possible approaches have been considered in some detail here. Two of them compute each solution as completely independent calculations, and so the amount of computation required can easily be established. To try to quantify things, we now look at approximate flop counts. Following Golub and Van Loan [4] , a flop is defined to be a multiply or an addition, in contrast to previous usage when the cost of an addition was taken to be negligible.
The method of [8] summarized in section 3 based on least squares problems takes approximately (n + 1)n 2 + n 3 /3 flops for the solution z of the normal equations, 2n
2 + 3n to obtain r(z), 4n + 2 for the calculation of h and the right-hand side, and 2n 3 /3 for the solution of the linear system for x, a total of 2n 3 + 3n 2 + 7n + 2 flops. As previously indicated if h is larger than the current smallest value of the qth smallest residual, then there is no need to calculate x or the residual vector. If the residual vector is required, it is a calculation common to all methods and so is not relevant from the point of view of making these comparisons.
An approximate flop count for a step of the method of section 4 in the event that
Step 4 is necessary is 2(n + 1)
3 /3 and 2n 3 /3 for the two Gaussian elimination steps, plus 4n + 2 for the calculation of h and the right-hand side in Step 4, a total of 4n 3 /3+2n 2 +6n+3. Clearly the Gaussian elimination based approach is superior to the least squares approach for reasonably sized problems, with the advantage increasing with n.
A difficulty in making comparisons of these methods with the others is that while the earlier methods have a specific amount of computation involved and so the amount of work can be quantified, the latter do not, since the number of simplex or equivalent steps can vary from solution to solution. The particular order of the sequence of subsets will also be a factor. It is possible to identify flop counts for particular operations, although the method of section 5 is complicated because of the linear programming overheads. This method has been implemented and used for problems with values of m and n up to 28 and 8, respectively. On some test runs, the average number of simplex steps per solution was about 2, with about 10% of solutions requiring Stage 2. However, the overall complexity of the calculation is a major disadvantage. On the other hand, the method of section 6 is relatively straightforward to implement, has a minimum of housekeeping tasks associated with it, is likely to perform at least as well, and therefore we will examine it in detail.
For that method, the minimum work that could be involved per solution is the calculation of one vector d (2n(n + 1) flops), the calculation of new variables (2n + 1 flops), and the update of B −1 (2n 2 + 2n + 1 flops), a total of 4n 2 + 6n + 2 flops. Subsequent steps will require approximately similar amounts. The calculation of x takes n(2n + 1) flops, and therefore a rough estimate is k(4n 2 + 6n + 2) + n(2n + 1) flops, where k is the number of steps or B −1 updates. Clearly, there is a potential major asymptotic gain to be achieved by this process. However, this will depend on the value of k. Also, asymptotic gains have to be balanced against the fact that m and n can never in practice become too large. For large values, the whole solution process becomes untenable, and so any asymptotic gain is irrelevant.
In order to further assess the relative merits of the methods and in particular the potential of the method of section 6, we present some numerical experiments. MATLAB codes were written for the methods of sections 3, 4, and 6 as described there. The sequence of subsets was provided by a separate program which produced an array of m C n+1 − 1 pairs of numbers corresponding to the index to be dropped and the index to be inserted, starting always from {1, 2, . . . , n + 1}. This array was loaded into each program, so that the same sequence (in the same order) was used for each method. For the MLP method, the solution on the initial subset was obtained by the Gaussian elimination method, the corresponding matrix B −1 was obtained by inversion, and then the method was allowed to progress to a conclusion entirely by updating.
The problems solved include the problems used in [8] . The first of these is a relatively small problem with m = 10 and n = 1 involving regression through the origin: the data are given in Table 3 .1 of [8] . Flop counts (from the MATLAB function) are given for the three methods in Table 1 for q = 5. Here (and elsewhere) the total flop counts is given, so that the computations for the qth smallest residual is included when this is required, although obvious extras (like counting operations) were subtracted off the totals. Other values of q give different flop counts, but the same set of problems is being solved, so they only differ from those shown by a constant. For the MLP method the average number of B −1 updates per solution was 1.18. We consider next a larger problem having m = 28, n = 4. This example consists of a set of measurements of water salinity and river discharge taken in North Carolina's Pamlico Sonde. This data set is tabulated in Ruppert and Carroll [7] and is considered in [8] . Here there are 98,280 Chebyshev problems of dimension 28 × 5 to be solved. Table 2 shows some comparisons of flop counts for this problem with q taken to be 16. The average number of B −1 updates per solution is 2.22. All methods returned the minimum qth smallest residual as 0.3146 in modulus, obtained from the Chebyshev solution on indices {2, 3, 12, 14, 17}. The vector of coefficients in all cases was (37.3671, 0.3618, −0.0863, −1.3267)
T . The expected advantage of the Gaussian elimination method over the use of least squares is clearly demonstrated by these figures. The value of the MLP approach is also in evidence. Of course the numbers are influenced by many things. They will depend crucially on the details of the programs but will also be affected by the actual order of the calculations: that will not change the number of problems to be solved but will affect the number of times the residual vector r has to be computed and the components ordered so as to obtain the qth smallest residual. This is required about 50,000 times for the above calculations. There is obviously much more flexibility in the ordering of the sequence of problems to be solved for the methods which solve the problems independently, although this flexibility is not necessarily helpful as there is no obvious way of determining in advance the "best" order. The simplest way of generating the index sets for such problems is given by the following fragment of code. It is interesting that for this particular problem, the Gaussian elimination method with this ordering takes only 30,538,591 flops: the number of times the qth smallest residual has to be computed is about 5000 times fewer than with the ordering used for the numbers in Table 2 . Finally, some results on randomly generated problems are given. For the case m = 20, flop counts are shown in Table 3 for some values of n. Also shown in brackets is the average number of B −1 updates per solution required for the MLP method.
The methods return the same minimum values defined on the same subsets, so rounding errors do not influence the updating method. Potential gains in efficiency in using that method are offset somewhat as n increases by the fact that the average number of updates required increases with n. However, random problems, while easy to generate, do not provide an ideal basis for comparisons. In particular, the lack of any trend in the data will tend to disadvantage the update method, as there is no opportunity for such trends to be exploited. With the other method such trends are irrelevant.
Conclusions.
We have considered various aspects of the LQS problem. Because of the nonconvex nature of the problem, the solution process is not straightforward, and the most useful method to find the global solution appears to involve determining Chebyshev solutions on all sets of n + 1 components. The potentially large number of these, and thus the amount of computation involved, makes it essential that the subproblems be solved as efficiently as possible, and the performance of some methods has been considered, including methods based on updating solutions at each stage rather than computing them ab initio.
Of the methods that do compute solutions to the subproblems ab initio, the Gaussian elimination based method is the most efficient with a difference in flop counts of approximately 2n 3 /3 + n 2 + n − 1 over the use of least squares as in [8] . The advantages of computing solutions independently are that the ordering of those is not important, giving some flexibility, and buildup of rounding error is automatically controlled. Furthermore, it would be straightforward to solve only a subset of all possible problems, if it was felt to be unnecessary (or impossible) to solve them all.
The MLP method provides an alternative approach which appears to be competitive. For the examples tried, no problems were caused by buildup of rounding errors, but of course periodic restarts could easily be incorporated with little extra cost. For the real-life examples, and for the implementations used here, the method actually requires fewer flops than competing methods and on this basis appears to be an attractive alternative. Because real data might be expected to have trends which the method might well exploit, in contrast to randomly generated data, the numerical experiments using data of the latter type are perhaps less informative.
In any event, it is hoped that the methods considered here will be useful additions to the range of tools available for tackling problems which arise in robust modeling of data.
