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Abstract 
The asymptotic formula So "' Sc - I +In 2 is obtained for the information entropy in position space So of one-dimensional 
quantum systems in energy eigenstates, where Sc is the position entropy corresponding to a microcanonical ensemble of 
analogous classical systems having the same energy. This result is analytically and numerically verified for several simple 
systems. 
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1. Introduction 
Bohr's correspondence principle states, roughly 
speaking, that quantum mechanics reduces to classi-
cal mechanics in the large quantum-number limit. In 
the framework of modern quantum mechanics, this 
principle is often illustrated by noting that the local 
average of the quantum probability density of posi-
tion PQ(X) = li/ln(x)j 2 in the energy eigenstate l/Jn 
for a system with an infinite discrete spectrum {En} 
approaches, in the limit of large n, the probability 
density Pc(x) corresponding to a microcanonical 
ensemble of analogous classical systems with energy 
E =En [ 1-5], which is sometimes referred to as the 
configuration correspondence principle [2]. It fol-
lows that the expected value of any observable F ( x) 
in the eigenstate I/Jn approaches the corresponding 
1 E-mail: jsanchez@hermes.ffn.ub.es. 
average for the analogous classical system having the 
same energy, 
(F(x))Q"" (F(x))c. (1) 
However, as explained below, Eq. ( 1) does not hold 
when the function F(x) depends explicitly on the 
probability density P(x). A physically interesting ex-
ample is the Boltzmann-Shannon information entropy 
of position, 
S = - j P(x) lnP(x) dx = (- lnP(x)), (2) 
which measures the uncertainty in the localization of 
the particle in position space. The quantum entropy 
SQ = (-In PQ ( x)) and its counterpart in momen-
tum space have been used during recent years to dis-
cuss a wide range of quantum-mechanical problems, 
such as the mathematical formulation of the position-
momentum uncertainty relation [ 6,7] and spreading 
1
of wave packets [ 8] , the study of single-particle den-
sities of fermionic systems [ 9] , approximate calcula-
tions of energy eigenvalues and eigenstates by means 
of the maximum-entropy principle [ I 0], and time evo-
lution of chemical reactions [I I]. 
The analytical value of SQ is only known in a few 
particular cases, even for simple systems as the har-
monic oscillator and hydrogen atom [ 12], which has 
attracted interest to its approximate calculation, spe-
cially for very excited or Rydberg states (i.e., for large 
n). Such asymptotic formulas for SQ have been ob-
tained in the case when PQ(X) oc p~(x)w(x), where 
Pn ( x) are orthogonal polynomials with respect to the 
weight w( x) on a finite interval [ 13], or Freud or-
thogonal polynomials (w(x) = exp(-lxlm),m > 0) 
on the whole real axis [ 14,15], but no general re-
sult of this kind has been found up to now for arbi-
trary quantum systems. In this Letter we show that, in 
the simplest case of a one-dimensional system whose 
Hamiltonian is of the form 
p2 
H= - + V(x), 
2m 
(3) 
where, at least for large n, there are two (and no more 
than two) classical turning points for E = En (see 
Section 2 for the precise definition of turning points), 
a very simple reasoning based on the WKB approxi-
mation leads to the general asymptotic formula 
SQ ,..., Sc - 1 + In 2 , (4) 
which implies that the difference between SQ and the 
corresponding classical entropy Sc = (- In Pc ( x)) 
does tend to a nonzero constant, at variance with the 
usual statement of the correspondence principle ( 1). 
Eq. ( 4) provides a useful approximation to SQ for 
large n, which can be applied for any Hamiltonian of 
the form (3) without requiring the previous knowl-
edge of the corresponding quantum eigenfunctions. 
The differential entropy S defined by Eq. (2) con-
tains the logarithm of the probability density P(x), 
which has a dimension of inverse length, so that it is 
measured in (say) "log-meters". Although this may 
seem somewhat unusual, it only means that the en-
tropy changes by an additive constant when a change 
of scale is made, i.e. S changes to S- ln a if we replace 
P(x) by aP(ax), a > 0 [ 16]. This transformation 
rule takes a more natural form (the same that obeys, 
e.g., the standard deviation [ 16] ) for the exponential 
of the entropy, a nonnegative quantity which has a di-
mension of length and is a good measure of the width 
of the curve P(x). For example, exp{S) = L when 
P { x) is a uniform distribution extended over an inter-
val of length L, while a simple variational calculation 
shows that exp(S) < L for any nonuniform distribu-
tion vanishing outside that interval, and it tends to zero 
when P(x) tends to a Dirac delta distribution. Thus 
it appears more convenient to consider exp{ S) rather 
than S itself as a measure of uncertainty for continu-
ous distributions. However, such a rescaling procedure 
is purely conventional, so that both exp(S) and S rep-
resent in fact the same notion of uncertainty [ 16] . It 
is also worth noting that differences between any two 
entropies, such as SQ - Sc, are dimensionless quanti-
ties. 
On the other hand, actual physical measurements 
of any continuous observable such as position are al-
ways performed by means of measuring devices that 
have finite resolution. This means that the continuous 
spectrum of the position observable is partitioned into 
a countable set of intervals (or "bins", in the terminol-
ogy of Ref. [ 17]) of length dx > 0 {for the sake of 
simplicity, we assume the resolution of the measuring 
device to be uniform). The probability P/tJ,.x) of find-
ing the outcome of the position measurement to have 
a value in the ith interval, (~x);, is the integral of 
P ( x) dx over this interval, and the entropy s< tJ,.x) asso-
ciated to the discrete probability distribution { P/tJ,.x)} 
is [I 7,18] 
s< IJ,.x) = - :L ( f Pc x) dx) 
I (IJ,.x); 
x In ( J P(x) dx). (5) 
(IJ,.x); 
Unlike the differential entropy S, the finite resolution 
entropy s<tJ,.x) is a dimensionless quantity. It is nonneg-
ative, s<tJ,.x) ? 0, and also satisfies the inequality [ 18) 
s<IJ,.x) ~ S - In (dx), (6) 
which becomes an equality in the limit dx -+ 0. 
Therefore, in this limit, the difference between the fi-
nite resolution entropies of any two probability den-
sities coincides with the difference between the cor-
responding differential entropies, i.e., sit!,.x) - s}/!,.x) = 
2
S2 - S,. In particular, the asymptotic formula ( 4) 
is also valid for the quantum and classical entropies 
s«h), 
(7) 
The derivation of Eq. ( 4) is carried out in Section 2, 
and this result is verified in Section 3 for the partic-
ular cases of the particle in a box (infinite potential 
well), the linear potential, and the harmonic oscilla-
tor. Finally, in Section 4 some concluding remarks are 
given and several open problems are pointed out. 
2. Derivation of the asymptotic formula (4) 
The motion of a classical particle with Hamilto-
nian (3) and (constant) energy Eis periodic between 
the turning points X- and x+ (x_ < x+), where the 
speed u = p/m of the particle reduces to zero, 
V(x_) = V(x+) = E, (8) 
and there exists a nonvanishing force -V' ( x) that 
causes the particle to move towards the right at x = 
x_, and towards the left at x = x+, 
V'(x_) < 0, V'(x+) > 0. (9) 
The probability Pc( x) dx of finding the particle in the 
region between x and x + dx is proportional to the 
amount of time dt the particle spends in that region 
during one traversal of the potential well (from, say, 
x _ to X+), which in turn is inversely proportional to 
the speed u = dx / dt at the point x (or, equivalently, to 
the momentum p =mu) [ 1-5,19]. Using Eq. (3), it 
can be shown [ 5] that the normalized classical prob-
ability density for the position of the particle is given 
by 
Pc(x) = ~/ E -2~(x) ( 10) 
within the classically allowed region x_ ::::;; x ::::;; x+, 
where T is the period of the motion. In terms of the 
reduced de Broglie wavelength, 
/\( x) = -r:-==f'i==== 
J2m[E - V(x)] ' 
(11) 
Eq. ( 10) reads 
2m 
Pc(x) = Tf'i ll(x), (12) 
which shows that the functions Pc(x) and ll(x) are 
proportional to each other. 
On the other hand, in the limit of large quantum 
numbers the quantum probability density Po(x) also 
vanishes outside the classical region ( x _, x+), while 
inside this region the WKB approximation gives [ 1,4] 
(13) 
where N is a normalization constant. For large n, the 
energy levels En are determined by the WKB quanti-
zation rule [ 1,4] , 
i
x, dx' 
I\ ( x') = ( n + ! ) 1T ' ( 14) 
which enables us to write 
</J(x) = (n + !) u(x) - ~1T, (15) 
where u(x) is a monotonically increasing function 
with u(x_) = 0 and u(x+) = 1T. It follows from 
Eq. (15) that the function cos2 </J(x) has n zeros, 
which are located at the points xk satisfying the con-
dition 
k + 3/4 
u(xd=n+l/
2
1T, k=O,I, ... ,n-1. (16) 
Therefore, for large n, cos2 </J(x) is a very rapidly 
oscillating function and can be replaced by the average 
value 
1T 




in the normalization integral for Po ( x). A rigorous 
proof of this statement may be achieved by making 
the change 
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of variable u~x) = 8 and applying, with 
g(fJ) =cos 8, the following theorem (Lemma 2.1 in 
Ref. [ 14]), 
3
7r J g(no+y(O))f(O)dO 
0 
7r 7r ,..., ~ J g(O) dO J f(O) dO, (18) 
0 0 
where g is a continuous function such that g( 8 + 7T) = 
g(O), f E L1([0,7T]), and y is a measurable and 
almost everywhere finite on [ 0, 7T] function. We thus 
find N ,.__, 2, and, accordingly, 
PQ(X) '""2Pc(x) cos2 </J(x). (19) 
The same reasoning enables us to prove Eq. (I) for 
any position-dependent observable F ( x), 
<XJ 
(F(x))Q = J PQ(x)F(x) dx 
-<XJ 
X+ 
'""2 J Pc(x)F(x) cos2 </J(x) dx 
x_ 
x, ,..., J Pc(x)F(x) dx = (F(x))c. 
x_ 
However, this derivation assumes F(x) to be a 
smoothly varying function, whose value can be con-
sidered as a constant during a period of cos2 </J( x). 
Therefore, it cannot be applied when F(x) depends 
explicitly on the quantum probability density PQ(X), 
thus being itself a rapidly oscillating function. In the 
particular case of the Boltzmann-Shannon infonna-
tion entropy, substitution for PQ ( x) from ( 19) into 
(2) gives 
<XJ 
SQ= - j PQ(X) lnPQ(x) dx 
-<XJ 
X+ 
'""-2 ln2 J Pc(x) cos2 </J(x) dx 
X-
X+ 
- 2 j Pc(x) cos2 </J(x) In Pc(x) dx 
X-
X+ 
- 2 j Pc(x) cos2 </J(x) lncos2 </J(x) dx. 
x_ 
For large n, cos2 </J(x) can be replaced again by ~ 
in the first and second integrals, while application of 
(18) with g(O) = cos2 81ncos2 8, (} = u(x), shows 
that cos2 </J(x) In cos2 </J(x) can likewise be replaced 
in the last integral by the corresponding average value, 
7r 
(cos2 x In cos2 x) = ~ j cos2 x In cos2 x dx 
0 
= ~ - ln2, (20) 
which leads to Eq. ( 4). The same method could be 
used to find similar asymptotic relations for the ex-
pected values of other functions F(x) explicitly de-
pending on P(x). 
3. Examples 
It is interesting to note that, for a particle in a box 
(infinite potential well) of length L, we have [ 1,4] 
I 
Pc(x) = L, 
O~x~L, 
so that the corresponding entropies are 
Sc =In L, SQ= ln(2L) - 1 , 
(21) 
(22) 
and the asymptotic relation ( 4) is thus shown to be-
come an exact equality in this case. 
As our second example we consider the linear po-
tential V(x) = Valxl/a, with Va, a> 0, for which the 
quantum probability density is expressed in terms of 
the Airy function [ 4,5], 
PQ(X) =II/In (x) 12 = Nn Ai2 ( a(x - ,Bn)) , 
_ (2mVa) l/J 
a - fila ' ,8 
_ aEn 
n - ' Va 
x;;::: 0. (23) 
It suffices to consider only the odd-parity eigenfunc-
tions, whose corresponding eigenvalues are deter-
mined by the condition 
4
(
2 2) 1/3 
Ai( -En) = 0, En = fi:~ En = af3n. (24) 
The analytical value of the normalization constant Nn 
is then [20] 
a(Joo .2 )-I a Nn = - AI (t) dt = . 2 , 2 2 A11 (-En) (25) 
-€11 
so that we have 
00 
SQ= - J PQ(X) ln PQ(X) dx 
-oo 
00 
--=---- J Ai2(t) lnAi2(t) dt. (26) 
Ai'2(-En) 
On the other hand, the normalized classical probability 
density for E = En is 
1 ( lxl )-l/2 
Pc(x) = 4f3n 1 - f3n , (27) 
and the corresponding classical entropy is given by 
{3., 
Sc=- J Pc(x)lnPc(x)dx=ln( 4:n)-I. 
-{3., 
(28) 
The first ten zeros of the Airy function may be found 
in Ref. [ 21 ] , while for n > 10 we can calculate En by 
means of the asymptotic expansion [ 20,21 ] 
f ( 
37T( 4n - 1) ) 
En""' 8 , 
f(z) = z2! 3 (1 + ;fsz-2 - :ftz-4 + · · ·), (29) 
whose leading term is the WKB approximate value 
given by ( 14) [ 4]. The resulting numerical values of 
the classical and quantum entropies, as well as their 
difference, are displayed for several values of n in Ta-
ble 1. From the last column of this table, we conjecture 
that ( 4) can be improved in this case to 
Table 1 
Numerical values of the classical entropy Sc for a = I. the 
quantum entropy So for a = I, the difference Sc - So. and kn = 
n113(l - ln2 - Sc+ So) for the potential V(x) = Vidxl/a in 
several odd-parity energy eigenstates I/Jn 
II Sc (a= I) s0 (a= I) Sc - s0 kn 
I 1.235636 1.710184 -0.474548 0.781400 
2 1.794 338 2.076628 -0.282290 0.742273 
3 2.094774 2.294433 -0.199659 0.730517 
4 2.301260 2.451056 -0.149796 0.724885 
5 2.458728 2.573862 -0.115134 0.721587 
10 2.937985 2.963090 -0.025105 0.715182 
20 3.408539 3.364019 0.044520 0.712082 
30 3.681649 3.603638 0.078011 0.711066 
40 3.874834 3.775750 0.099083 0.710561 
50 4.024433 3.910375 0.114059 0.710260 
100 4.488203 4.334242 0.153961 0.709660 
200 4.951136 4.765582 0.185 554 0.709362 
300 5.221724 5.020821 0.200903 0.709263 
400 5.413651 5.203053 0.210598 0.709213 
500 5.562496 5.344995 0.217 501 0.709183 
1000 6.024761 5.788 821 0.235940 0.709124 
2000 6.486943 6.236371 0.250572 0.709095 
3000 6.757281 6.499 593 0.257688 0.709085 
4000 6.949082 6.686899 0.262184 0.709080 
5000 7.097 853 6.832467 0.265 386 0.709077 
10000 7.559968 7.286027 0.273941 0.709071 
SQ""' Sc - 1 + ln2 + n~3 + o (n1113 ), 
k::::::: 0.709. (30) 
Finally, for the harmonic oscillator potential V ( x) = 
~mw2x2 , the quantum probability density is [ 1,4,5] 
PQ(X) = 11/Jn(X) 12 = a(2nn!y'1T)- 1 H~(ax)e-a'x', 
(31) 
where Hn ( x) are Hermite polynomials, while, for E = 
En = (n + ~ )fiw, one has the classical probability 
density 
1 
Pc(x) = JA2 2 , 




so that the classical entropy is 




The asymptotic formula for SQ given by ( 4) and ( 33), 
( 7TJ211+1) ( 1Tffn) SQ "" In a - I "" In -a- - I , 
(34) 
coincides with that obtained by means of the theory 
of strong asymptotics of Freud orthogonal polynomi-
als, which include Hermite polynomials as a particular 
case [ 14,15], and also agrees with the exact numeri-
cal values of SQ for n » I [ 12, 15] . An independent 
derivation of Eq. ( 34) on the basis of the asymptotic 
relation between PQ ( x) and Pc ( x) for the harmonic 
oscillator has been given very recently by Majernfk 
and Opatrny [ 22] . 
4. Summary and open problems 
In summary, we have derived the general asymp-
totic formula ( 4) for the quantum entropy of position 
of one-dimensional systems in energy eigenstates in 
terms of the corresponding classical entropy (i.e., the 
entropy corresponding to a microcanonical ensemble 
of analogous classical systems having the same en-
ergy). This result was obtained by means of the WKB 
approximation for systems whose Hamiltonian is of 
the form ( 3) and only have two classical turning points 
for E =En, at least for large n. 
Eq. ( 4) has been checked for three simple sys-
tems, namely the particle in a box (where the asymp-
totic formula becomes an exact identity), the linear 
potential, and the harmonic oscillator. In particular, 
the asymptotic formula for the harmonic oscillator 
( 34) coincides with that obtained by means of the 
theory of strong asymptotics of orthogonal polynomi-
als [ 14,15]. This result strongly suggests the mathe-
matical equivalence of these two seemingly very dif-
ferent approaches, although the problem of finding a 
rigorous proof of this equivalence remains open. On 
the other hand, it is worth noting that, when derived 
from ( 4), asymptotic formulas such as ( 34) are shown 
to be a simple consequence of the correspondence 
principle ( I), with the correction term I - In 2 arising 
due to the explicit dependence of F(x) = - In P(x) 
on the probability density, which provides them with 
a more clear physical interpretation. 
The entropy s< 1hl defined by Eq. (5) illustrates 
the transition between Eqs. ( 1) and ( 4). The average 
distance between two consecutive zeros of cos2 </J(x) 
is approximately equal to ( x+ -x _) / n for large n (see 
Section 2). If this distance is much less than iix, the 
function cos2 ¢( x) oscillates very rapidly over each 
interval (iix) i• so that it can be replaced by the average 
value ! in the calculation of s<!l.x) for the quantum 
probability density given by the WKB approximation 
(Eq. (19)). We thus have 
S
(il.x) S(il.x) A X+ - X-
Q "" C ' u.X >> ' n (35) 
while in the opposite case we can make use ofEq. (7), 
which may be written more precisely as 
A X+ - X_ 
u.X « . (36) 
n 
For a D-dimensional system whose Hamiltonian is 
completely separable in Cartesian coordinates, 
D 
H= LHi(Xj,pi)' (37) 
i=l 
the quantum and classical probability densities for 
position are products of D one-dimensional densi-
ties. Since the entropy S is now defined by the D-
dimensional generalization of Eq. ( 2), in this case 
both SQ and Sc are sums of D one-dimensional en-
tropies. Therefore, if every one-dimensional Hamilto-
nian Hi has the form ( 3), so that Eq. ( 4) is valid for 
each coordinate, in the limit n; » I, i = I, ... , D, we 
have the asymptotic formula 
SQ"" Sc - D (1 - ln2) , (38) 
which becomes an exact equality for the D-
dimensional infinite potential well. However, the more 
involved problem of finding the asymptotic relation 
between quantum and classical entropies of position 
for systems whose Hamiltonian is not of the form 
(37) (or (3) in the one-dimensional case) has not 
yet been solved. 
Another open problem is that of whether a counter-
part of Eq. ( 4) does exist in momentum space. Ow-
ing to the symmetry between position and momentum 
in the harmonic oscillator Hamiltonian, both classi-
cal and quantum momentum entropies coincide, up to 
an additive constant, with the respective position en-
tropies, which implies that then Eq. ( 4) is also valid 
for momentum entropies. Leaving aside this special 
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case, however, no simple asymptotic relation such as 
( i 9) between quantum and ciassicai momentum prob-
ability densities is known, so that the problem of ob-
taining a general asymptotic formula for the quantum 
entropy of momentum in energy eigenstates remains 
open. 
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