This paper presents a renewed overview of photosensor oculography (PSOG), an eye-tracking technique based on the use of simple photosensors (usually infrared) to measure the overall amount of reflected light while the eye rotates. PSOG can provide high spatial and temporal resolution, low tracking latency, and reduced power consumption. The deeper examination of this technique is particularly important, given the current needs for efficient eye-tracking mechanisms by the emerging interaction devices, e.g., augmented and virtual reality headsets. In our investigation, we employ an adjustable simulation framework to examine the eyetracking performance when changing the parameters of different PSOG designs. We focus our examination on eye-tracking accuracy and crosstalk, two crucial characteristics for the seamless interaction via eye-tracking. Our experiments demonstrate the parameter values (or ranges) that lead to different levels of performance for accuracy and crosstalk. We also show that the optimization of accuracy and crosstalk is often driven by competing conditions, and thus, we perform a multi-objective optimization procedure and estimate the respective trade-off parameters. Finally, we present the effects from sensor shifts and evaluate the resulting increase in accuracy error. Our results and analysis can be used to facilitate the selection of parameters in future PSOG systems.
I. INTRODUCTION
T HE recording of human eye movements provides a bidirectional source of information regarding the perception and intention of a person. In the past, eye movements had been examined in relation to the mechanisms that guide visual attention [1] , [2] , and during the exploration of perceptual procedures that support high-level cognitive functions [3] , [4] . Furthermore, the recording of a person's gaze and the related eye movement dynamics have been proposed as alternative means for interfacing with human-computer interaction (HCI) devices [5] , [6] . The integration of eye-tracking functionality in emerging HCI devices (e.g., augmented and virtual reality headsets) seems to be essential for enabling on them eye-movement-based applications like foveated rendering [7] and saccade contingent updating [8] . The current trends of system miniaturization and mobile computing urge for a renewed examination of simple and efficient eye-tracking techniques to enable such applications with low power footprint.
The history of eye-tracking systems dates back to the late 1800s (a thorough review can be found in [9] ). Early eyetracking devices were quite invasive. For example, the device described by psychologists E. B. Delabarre [10] and E. B. Huey [11] was based on an eye-attachment with an embedded lever that could mechanically record eye movements on a rotating smoked drum. Delabarre also described the possibility to attach a mirror (instead of a lever) that will reflect light and then record the reflected light on a photographic plate; however, practical issues prevented him from using this approach.
In 1901, Dodge and Cline [12] described the creation of a noninvasive eye-tracking device based on a camera. The system was based on the observation that when light hits the eye cornea, a distinct reflection image is generated, which can be recorded using a photographic camera and used to monitor eye movements. This operating principle can be considered the predecessor of many of the current video oculography (VOG) techniques. The general approach followed in most modern VOG techniques is based on the use of image-processing algorithms for tracking the relative movement of features like the pupil center and the corneal reflection, and then using them to estimate changes in gaze [13] . The advances in video sensor technology in combination with the relatively good spatial accuracy and precision (see [14] for definitions), and the robustness to small head movements, have led to a widespread adoption of VOG systems. Recently, there has been an increased research interest in exploring low-resolution VOG approaches with reduced power consumption. Examples of such works can be found in [15] and [16] , and also, there have been attempts to push the limits of resolution even at a single-pixel level (e.g., see [17] , [18] ). Such low-resolution approaches, though, can still present some limitations in terms of accuracy and processing speed.
An alternative technique for recording eye movements is based on the measurement of differences in the electric potential between the cornea and the retina [19] when the eye moves. The technique is known as electro-oculography (EOG), and it requires the placement of a few electrodes in the areas around the eye to record the electric signal while the eye rotates. A 2168-2291 © 2018 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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special characteristic of this technique is that it can capture eye movements even with the eyes closed. The main disadvantages of the EOG technique are the reduced accuracy and spatial resolution, the appearance of signal artifacts caused by extraneous bioelectric sources, and the need for frequent measurements of skin impedance. Another technique for measuring eye movements is based on the use of a contact lens with an embedded coil moving in a magnetic field [20] . The major advantage of this technique is the exceptional spatial precision; however, the use of an invasive eye-attachment for an extended period (>30 min) can be discomforting due to the requirement of topical anesthesia for wearing the modified contact lens. Also, the external coils needed to create the magnetic field are bulky, limiting the use of this technique mostly in controlled lab environments.
This work explores the technique of photosensor oculography (PSOG) [21] , [22] . PSOG is based on the use of a few photosensors [usually infrared (IR)] to measure the overall amount of reflected light from selected eye regions. Due to the minimalistic setup and the use of simple sensors, the technique has low processing complexity, supports high sampling rates (temporal resolution), and thus, it can be used to perform eye-tracking with low latency and low power consumption. This contrasts with VOG, where in order to achieve high sampling rates the processing algorithms need to be applied on a large number of images per second, which results in a significant increase of power consumption. PSOG can also provide a very good spatial precision bounded mostly by the relatively low levels of noise in electronics. Compared to EOG and the magnetic scleral coil method, PSOG allows touchless and unobtrusive recording of eye movements. Expectedly, the minimalistic setup of PSOG has also some disadvantages. Although the eye-tracking accuracy can be acceptable when the sensor is tightly affixed to the head, there is a loss of accuracy when even small sensor shifts occur. This might be assumed to be less of a problem for headmounted setups; however, small sensor shifts (slippage) can still occur due to head and body movements, and facial expressions. Furthermore, the capturing of vertical eye movements can be more challenging in photosensor-based techniques, and their crosstalk [22] is often larger than in video-based approaches.
Our motivation for the current study is the following: Given the demands of the emerging human-computer interaction devices for high-speed eye-tracking with reduced power consumption, there is an essential need for a renewed and more systematic investigation of techniques based on minimal setups, such as those used in PSOG. Although there are some older works overviewing PSOG systems [22] , [23] , our current study covers some subsequent advances, and (more importantly) we perform for the first time parametric analysis of different PSOG designs, a term we use to refer to the eye-detection patterns (areas) utilized in different instantiations of the technique. Our analysis focuses on the most challenging aspects of PSOG, i.e., accuracy, crosstalk, and sensor-shift behavior. Our experiments are performed using model-based simulation. The simulation approach was adopted in this work because it facilitates the examination of PSOG designs in common ground and with a controlled variation of their parameters, and it simplifies the precise execution of sensor shifts, allowing for a more systematic overview of their effects on eye-tracking behavior.
The exact contribution of our work can be summarized as follows.
1) We present a survey of the most important PSOG designs and discuss their basic characteristics. 2) We perform parametric analysis of PSOG designs using model-based simulation, and explore the effects of parameter variation on spatial accuracy and crosstalk. 3) We further extend our analysis by examining the degradation of spatial accuracy when sensor shifts occur.
II. REVIEW OF PSOG DESIGNS
In this section, we present a review of the most significant works related to the technology of PSOG. It should be clarified that the term photosensor oculography is used to collectively describe eye-tracking systems based on the principle of using simple (usually IR) light sensors in order to capture the overall amount of reflected light from selected regions on the eye. In some previous works, alternative terms have been used to refer to this principle, e.g., 'photoelectric technique', 'limbus reflection technique', 'infrared oculography (IROG)', and 'infrared reflectance oculography'. The term 'photosensor oculography' is adopted in our study because it describes more generally the common operation principle shared by different instantiations of the technique. In Fig. 1 , we portray the operation principle of PSOG.
The basic principle of PSOG was introduced by Torok et al. [21] in 1951. The proposed system was a simple and easy-to-use clinical device for inspecting nystagmus, a special type of involuntary rhythmic eye movement. The original setup consisted of a focused beam patterned to form a rectangular capturing area (PS 1 , Fig. 2 (a)) of about 1 mm × 10 mm, and positioned to cross the borderline of the sclera (higher reflection) and the iris (lower reflection), also known as the limbus. This setup could capture only horizontal movements in one direction (nasal or temporal), depending on positioning. In a later work, Guillemin and Torok [24] proposed the addition of a smaller rectangle (PS 2 , Fig. 2(b) ) for capturing vertical eye movements by targeting the pupil and iris border. The approximate dimensions of the rectangle were 3.7 mm × 1 mm. To avoid user disruption, the authors proposed [21] , (b) [24] , (c) [28] , (d) [29] , (e) [30] , (f) [31] , and (g) [32] . the use of IR light, an option followed by most of the subsequent PSOG systems. Shortly after the introduction of PSOG by Torok et al. [21] , Richter [25] proposed a design based on the symmetric positioning of sensors on both sides of the iris. When the eye moves horizontally, the output from one sensor increases, while the output from the other decreases, so the horizontal output can be calculated by subtracting the outputs from the sensors. When the eye moves vertically, the outputs from both sensors change similarly. Thus, the vertical output can be calculated by adding the outputs from the sensors. It should be noticed that some years after the initial works of Torok et al. [21] and Richter [25] , PSOG seems to be reintroduced in the works of Smith and Warter [26] and Rassbash [27] .
A design based on the previously described differential operation principle was presented by Stark et al. [28] for capturing horizontal eye movements. This design is depicted in Fig. 2 (c). In this case, the detection areas (PS 1 , PS 2 ) are circular regions with a diameter of about 5.2 mm on both sides of the iris-sclera border. The final output can be calculated by subtracting the outputs from the two sensors. This specific design allowed capturing horizontal eye movements in the range of ±12°. A variation for capturing both horizontal and vertical eye movements was later described by Bahill and Stark [29] , with the approximate detection areas shown in Fig. 2(d) . Horizontal output can be calculated by subtracting the output from the upper sensors (areas PS 1 and PS 2 ), and the vertical output can be calculated by adding the outputs from the lower sensors (areas PS 3 and PS 4 ). Possible occlusion from the lower eyelid can be mitigated by selecting a relatively smaller diameter for the lower detection areas.
To address possible ambient light interferences, Wheeless et al. [30] proposed the use of modulated (chopped) light for the emitters, with the detectors performing the respective demodulation. They designed a system with the detection areas formed by guiding light with bundles of optic fiber. The respective detection areas are shown in Fig. 2 (e), and their approximate dimensions are 1 mm × 3 mm. Horizontal eye movements were captured by subtracting the outputs from sensors targeting the sclera-iris boundary (areas PS 1 and PS 2 ), and vertical movements were captured by subtracting the outputs from sensors targeting the iris-pupil boundary (areas PS 3 and PS 4 ). In this case, differential operation was preferred for vertical output too, in an effort to provide tolerance to pupil variations. The eyemovement ranges that could be captured by this design were ±15°horizontally and ±10°vertically.
Another novel design was proposed by Jones [31] , with two detection areas forming a diagonal pattern, as shown in Fig. 2 (f). The original patterns were formed with broad illumination and lenses to demagnify areas of 1 mm × 7.8 mm on the eye. Capturing of horizontal and vertical eye movements was performed by subtracting and adding the outputs from the same two sensors. This design requires careful positioning of sensors to form symmetrical detection areas, and the angle is a parameter that can be optimized. In the example of Fig. 2 (f), the angles of the areas with respect to horizontal line are 30°, and the size of each area is about 1.8 mm × 5.9 mm. A modification of this design was presented in [33] , proposing detection areas of 2.6 mm × 4.6 mm and other improvements, such as the use of slits to better control the size/alignment of detection areas, and the suggestion of a calibration procedure to address asymmetries and different sensor sensitivities. The eye-movement ranges that could be captured by this design were ±18°horizontal and ±9°vertical, and the crosstalk values were measured to be 0.2% and 3.3%, respectively.
The approach presented by Reulen et al. [32] used more sensors to facilitate capturing of larger eye movement ranges. A sensor array forming a pattern of multiple detection areas (PS 1 -PS 9 ) could be placed horizontally to capture horizontal eye movements by subtracting the aggregated outputs of the external sensors (areas PS 1 , PS 2 and PS 8 , and PS 9 ). The same sensor array could be placed vertically to capture vertical eye movements by subtracting the aggregated outputs of the internal sensors (areas PS 2 and PS 3 , and PS 7 and PS 8 ) in order to avoid eyelid occlusion. (It should be noticed that although in [32] the presented array contains nine sensors, the authors do not clarify the use of the remaining three sensors.) In Fig. 2 (g), we show this design's detection areas with approximate diameters of 4 mm. The eye-movement ranges that could be captured by this design were ±30°horizontal and ±25°vertical, and the crosstalk was measured to be about 10% in each direction. A variation of the sensor array design was presented by Kumar and Krol [34] for the simultaneous capturing of horizontal and vertical eye movements. The setup used ten sensor pairs (emitters and detectors) to capture horizontal movements plus four detectors to capture vertical movements.
Although the basic principles and important designs of PSOG were developed many years ago, there are several recent applications of photosensor-based eye-tracking systems. Such systems have been used in medical research for measuring eye movements and blinks during fMRI experiments [35] , [36] , and more recently for the assessment of mild-traumatic brain injuries [37] . A simple setup of IR photosensors was employed in [38] for measuring the driver's drowsiness. Also, a photosensor-based system was used in [39] to examine vergence-accommodation interactions during binocular eye movements in a normal population. In the field of behavioral studies, a system based on photosensors [40] was used to explore eye movements in dyslexia [41] . There are also works proposing setups with photosensors fitted on eyeglasses for human-computer interaction [42] , and more recently, the microfabrication of transparent optical sensors on eyeglasses was suggested for the detection of line of sight [43] .
III. SIMULATION EXPERIMENTS
The goal of the performed simulation experiments is to systematically examine the effects of design parameters on eyetracking performance, and to investigate the behavior of different designs when sensor shifts occur. The basic steps of the simulation procedure are the following: 1) generation of synthetic eye images via three-dimensional (3-D) model simulation for different eye movements and sensor shifts, 2) processing of generated images to simulate the detection areas of PSOG designs and to calculate their output, and 3) transformation of the output from raw units to degrees of visual angle via calibration.
A. Generation of Synthetic Eye Images
The generation of synthetic eye images is based on the simulation software originally developed in [44] . The software is based on the 3-D graphics suite Blender [16] and a Python interface for simulating eye-tracking setups by programming the provided 3-D models for the eye, camera, and light sources. The setup used in our experiments was chosen to conform to a headmounted setting, with two light sources positioned ±1.4 cm horizontally, 1 cm under, and 3 cm away from the eye pupil center (distances with reference to the left eye in a neutral position), and a camera model placed in a central position (horizontally and vertically) and 5 cm away from the pupil center. The field of view of the camera was set to 45°to fully cover the eye area (see an example frame in Fig. 4 ), and image resolution was set to 240 × 320 pixels. The parameters of the used eye model conformed to anthropometric data, with an eyeball diameter of 24 mm and corneal refractive index of 1.336. Pupil diameter was originally set to 4 mm, but during the experiments, we used the signal captured from real eye movements to realistically simulate pupil dilation in the range of [3.6 mm, 4.6 mm]. For the simulations of our parametric analysis (Section IV-A), the rotation of the eye model was performed using real eye movement signals, utilized as ground truth input. These signals were captured using a video-based EyeLink 1000 eye-tracker [45] (vendor reported accuracy of 0.5°) at a sampling rate of 1000 Hz (left eye only). It should be noticed that the use of ground truth signals from a high-quality video-based eye-tracker not only increases the realism of simulations but also allows for an automatic assessment of the PSOG-reconstructed signals with regard to the used video-based ground truth signals. For capturing the ground truth eye-movement signals, the subject was positioned at a distance of 550 mm from a computer screen (size 297 × 484 mm, resolution 1050 × 1680 pixels), where the visual stimulus was presented (head was restrained using a chinrest with a forehead). The visual stimulus consisted of a white "jumping" point of light making horizontal and then vertical "jumps" on a black background, and changing position every 1 s for a total duration of 36 s. The point positioning changed from ±2.5°to ±10°, with steps of 2.5°. In Fig. 3 , we show the resulting captured ground truth signals used as input in our simulations.
For the simulations of sensor shifts (Section IV-B), we moved the camera model at predefined positions, specifically, shifts were made in the range of [-2 mm, 2 mm] (horizontal and vertical) with steps of 0.5 mm. In this case, we wanted to perform a dense scan of eye positions (to derive the curves of Figs. [11] [12] [13] [14] , and thus we rotated the eye model at predefined ground truth positions in the range of [−10°, 10°] (horizontal and vertical) with steps of 0.5°.
Notice that throughout this paper we use the following sign conventions: Horizontal eye movements are positive when the (left) eye moves toward the nasal area, and negative when it moves away from the nasal area. Vertical eye movements are positive when the eye moves downward, and negative when it moves upward. Horizontal sensor shifts are positive when the sensor moves away from the nasal area, and negative when the sensor moves toward the nasal area. Vertical sensor shifts are positive when the sensor moves upward, and negative when it moves downward.
Finally, we should mention that the selection of the abovedescribed experimental ranges was dictated by the following aspects: For the case of eye movements, the used range ([-10°, 10°]) was chosen to allow comparison of different PSOG designs under a common basis. (Although some designs can achieve larger ranges than others, the selected common range should be suitable for all designs.) For the case of sensor shifts, the used range ([-2 mm, 2 mm]) was chosen by considering the limits for which the output of most PSOG designs started to present excessive nonlinearity or saturation.
B. Simulation of Detection Areas and Output of PSOG Designs
The process described in the previous subsection results in the generation of images that need to be further processed to simulate the detection areas and the outputs of photosensors. To simulate the output from a single photosensor, we perform a window binning (averaging) operation on the pixel intensity values of the image region representing the sensor's detection area. Raw sensors are simulated with circular detection areas by modulating the window with a Gaussian kernel with zero mean and σ = 1/2 window size. This modulation is used to resemble the angular reception loss observed in raw sensors. Sensors with rectangular detection areas (assuming some light masking element) are simulated by directly averaging the pixel intensity values in the window. The followed procedure for simulating the detection area and the output of a single photosensor is graphically presented in Fig. 4 , and the general formula for calculating the output is (for non-Gaussian, it stands: G i,j → 1)
We should mention that the adopted procedure for simulating the output from a photosensor is supported by the following rationale: In theory, a photosensor can be modeled as a controlled current source connected in parallel to an exponential diode [46] . The currents of controlled source I p and exponential diode I d can be modeled as
where R λ is the responsivity at wavelength λ, P is the incident light power, I s is the reverse saturation current, q is the electron charge, V A is the applied bias voltage, k B = 1.38 · 10 −23 J/K is the Boltzmann constant, and T is the absolute temperature. In the photovoltaic mode, the photodiode is zero-biased (V = 0), and since I d → 0 the output from the sensor is analogous to the incident light power P . (R λ can be considered constant for given conditions.) The followed simulation procedure assumes that the incident light power on a sensor after light reflection on the detection area can be resembled by the performed (modulated) window binning operation.
For our experiments, we chose the four most representative PSOG designs from those described in Section II, specifically, designs of Fig. 2(e ), (f), (d), and (g), from now on denoted as designs D 1 , D 2 , D 3 , and D 4 , respectively. Designs of Fig. 2(a) -(c) were not included because the characteristics of these designs can be sufficiently covered by the selected designs with a suitable selection of parameters. Each of the selected designs involves more than one sensor, and so we performed the previously described simulation procedure (detection area and output) for every sensor. The outputs from different sensors were then combined to calculate the final output of the PSOG design. To perform parametric analysis of designs, we systematically changed the values of selected parameters for each design and examined the resulting effects on the output. In Fig. 5 , we show designs D 1 -D 4 along with the respective analyzed parameters, and in Table I we present the parameters, the tested values (ranges), and the combination rules for the final output. (Here, I PSi denotes the output from photosensor detection area PS i .) We should mention that the parameter values (ranges) were selected so that we start from very small detection areas and progressively cover the eye and periocular areas. For design D 1 , the analyzed parameters were the length (L) and width (W) of the rectangular detection areas PS 1 -PS 4 . For design D 2 , we analyzed the length (L) and width (W) of the rectangular detection areas PS 1 -PS 2 , and additionally, the angle (A) formed by the detection areas with the horizontal plane. For design D 3 , we analyzed the diameter (D) of the circularly modulated detection areas PS 1 -PS 4 . Finally, for design D 4 , we analyzed the diameters (D) of detection areas, and also the vertical positioning (P Y ) of horizontal array areas and the horizontal positioning (P X ) of vertical array areas (measured from the pupil center, when the eye is in a primary position).
C. Calibration Procedure
The raw output values calculated using the previously described operations need to be transformed into degrees of visual angle. This transformation can be performed by modeling a suitable calibration (mapping) function. In our experiments, we model separate quadratic calibration functions for each component of eye movement, as shown in (4) and (5) (superscripts H and V represent the horizontal and vertical components, respectively). The utilization of quadratic calibration functions was opted due to the provided combination of model simplicity and sufficient accuracy for the used ranges of eye movement. Although the use of more complex models is possible (e.g., cubic, etc.), the use of such models would imply the need for more calibration points, which is generally undesirable in practical systems.
To calculate the calibration parameters, we need to use at minimum three eye positions per direction (x, y), and for this reason, the simulated eye is rotated at positions -10°, 0°, and 10°h orizontally and vertically, and a least-squares regression fit is performed on the corresponding raw output values f H Cal (x) and f V Cal (y). Then, the estimated calibration parameters can be used routinely to transform any new raw output values. A separate calibration procedure is performed for each PSOG design, and the calibration procedure is repeated every time we modify the design parameters.
IV. RESULTS AND DISCUSSION

A. The Effects of Design Parameters on Eye-Tracking Performance
This section presents the results from our experiments involving the examination of PSOG design parameters and their effects on the performance characteristics of accuracy and crosstalk.
Accuracy is assessed by calculating the mean absolute error between the ground truth signal samples Gt H ,V j and the PSOGsimulated signal samples P s H ,V j , as shown in (6) and (7) . To calculate accuracy, we use only the signal parts corresponding to fixations in order to avoid large outliers resulting from saccade transitions. Accuracy H i denotes horizontal accuracy calculated for the ith fixation from the totally N H fixations in the signal part where horizontal eye movements occur ( Fig. 3 , seconds 1-17). Similarly, Accuracy V i denotes vertical accuracy for the ith fixation from the totally N V fixations in the signal part where vertical eye movements occur ( Fig. 3, seconds 18-34 ). In all cases, j represents samples within each fixation (total number of samples, M, can be different for each fixation).
Crosstalk is assessed by calculating the absolute ratio of the observed movement in one output (horizontal or vertical) when ground truth movements occur in the opposite direction, as shown in (8) and (9) . In this case, Crosstalk H V i denotes the crosstalk appearing in horizontal signal when performing pure vertical movements, and Crosstalk V H i denotes the crosstalk in vertical signal when performing pure horizontal movements.
In Figs. 6-9, we present the results for accuracy and crosstalk when changing the parameters of each design. The shown data are calculated using formulas (6)-(9) and averaging the values from all horizontal or vertical fixations. The diagrams are in most cases in the form of surfaces (except for Fig. 8) , with the brighter tones corresponding to higher values (worse performance) and the darker tones corresponding to lower values (better performance). Additionally, in Tables II and III, we resent the optimum performances that can be achieved by each design (average values across fixations with the standard deviation reported in parentheses), and we also report the respective parameter values that led to these optimum performances.
In Fig. 6 , we show the diagrams of accuracy and crosstalk for design D 1 . For the case of accuracy, we can observe that the overall performance is largely dictated at by the length parameter, whereas the width parameter induces smoother variations within he achieved levels of accuracy. Generally, we can maintain levels of accuracy of under 1°by selecting the length parameter larger than 2.5 mm for the horizontal detection areas (PS 1 /PS 2 ), and larger than 1 mm for vertical detection areas (PS 3 /PS 4 ).
In Table II , we can examine the optimum values that can be achieved for accuracy along with the respective parameters for the detection areas. We can see that the dimensions of detection areas need to be relatively larger for the case of vertical accuracy than for the horizontal. A possible reason for this might be the insertion of eyelids in detection areas and the correlation of their movements with eye movements. For the case of crosstalk, we can observe that the width parameter affects performance to a greater extent. From the diagrams, we can estimate that the horizontal-output crosstalk can be kept at levels lower than 10% by selecting length larger than 2 mm and width larger than 5 mm. For the vertical-output crosstalk, we need the length to be larger than 1.5 mm and smaller than 9.5 mm, whereas for width we should avoid values in the range of [5 mm, 8 mm]. In Table III , we show the optimum values for crosstalk along with the respective parameters. Interestingly, the joint examination of Tables II and III reveals the presence of competing optimization conditions for horizontal accuracy (smaller width, larger length) and horizontal-output crosstalk (larger width, smaller length). Considering that horizontal accuracy and horizontaloutput crosstalk refer to the same sensors (PS 1 /PS 2 ), suitable trade-off values need to be chosen for a joint optimization of both measures. Similarly, respective trade-off parameters need to be chosen for sensors PS 3 /PS 4 related to vertical accuracy and vertical-output crosstalk.
In Fig. 7 , we present the diagrams of accuracy and crosstalk for design D 2 . In addition to the length and width parameters, in this design we also change the angle (A) of detection areas with the horizontal direction. Our experiments showed that the optimum values for accuracy and crosstalk are achieved for different angles, so the length-width diagrams correspond to the respective optimum angle in each case (denoted on the diagram). Since in design D 2 the same detection areas (PS 1 /PS 2 ) are used for both the horizontal output (addition) and the vertical output (subtraction), the joint optimization of performance measures can be even more challenging. The general accuracy levels can be kept under 1°in both directions (horizontal and vertical) by selecting length larger than 2.5 mm and width larger than 1 mm. The optimum accuracy levels are achieved for angles of 15° (horizontal accuracy) and 30°(vertical accuracy), respectively. The values in Table II reveal the presence of competing optimization conditions for horizontal and vertical accuracy. Optimum horizontal accuracy is achieved for a much larger length than width, whereas the requirements are reversed for vertical accuracy. We can observe similar competing optimization conditions for horizontal-output and vertical-output crosstalk. In order to keep general levels of crosstalk close to or under 10% for both outputs (horizontal and vertical) simultaneously, we need to keep the length parameter bounded within the range of about [3 mm, 7 mm] and use a value larger than 6.5 mm for the width parameter.
In Fig. 8 , we show the diagrams of accuracy and crosstalk for design D 3 . In this case, the diagrams are curves instead of surfaces since the only changing parameter is the diameter of the circular detection areas (PS 1 /PS 2 for horizontal output, and PS 3 /PS 4 for vertical output). The general levels of horizontal accuracy can be kept under 1°for diameter larger than 3 mm, whereas relatively good levels of 0.5°seem to be retained as we reach the upper bound of the tested range. Vertical accuracy can be kept under 1°for diameter larger than 2.5 mm, and it starts degrading again to over 1°when the diameter becomes larger than 10.5 mm. We can examine the optimum values for horizontal and vertical accuracy in Table II , with the values being relatively worse than for the previous two designs. By examining the respective diagrams for crosstalk, we can see that horizontal-output crosstalk can be kept at levels lower than 10% for diameter values larger than 5.5 mm. Vertical-output crosstalk appears to be much inferior; specifically, the vertical-output crosstalk does not reach levels under 10%, with the optimum value being 14.5% (for a diameter of 5.5 mm), as shown in Table III . In this case, in order to keep vertical-output crosstalk at levels lower than 20%, the diameter needs to be within the range of [4 mm, 8.5 mm].
In Fig. 9 , we show the results for accuracy and crosstalk for design D 4 . In this case, the tested parameters are diameter and position Y (vertical positioning) of the horizontal detection array, and diameter and position X (horizontal positioning) of the vertical detection array. For the case of horizontal accuracy, we can see that levels of under 1°can be generally achieved for a diameter of more than 1.5 mm and a position Y of -1 mm or larger. Vertical accuracy presents a more symmetric behavior with respect to positioning and retains levels of under 1°even for a relatively small diameter when the position X is within ±1.5 mm. For the case of horizontal-output crosstalk, the diameter needs to be larger than 3 mm and position Y preferably positive (i.e., upward) to lead to a crosstalk lower than 10%. As previously described, the vertical-output crosstalk is more symmetric with regard to positioning, and marginally reaches levels close to 11% for a diameter larger than 11.5 mm and positioning close to the center. The optimum achieved values and the respective parameters for design D 4 can be overviewed in Table III .
To further evaluate the statistical significance of the observed differences, we performed one-way ANOVAs for the four measures across designs. For the case of horizontal and vertical accuracy, the effects were statistically significant, with F (3, 63) = 13.4, p < 0.001, and F (3, 63) = 5.9, p = 0.001, respectively. There was no strong effect observed for the case of horizontaloutput crosstalk, with F (3, 63) = 1.8, p = 0.2, whereas for the case of vertical-output crosstalk, the effect was again significant with F (3, 63) = 26.9, p < 0.001.
Our previous investigation showed that during a practical selection of parameters for a PSOG design, we need to counterbalance the competing optimization conditions for accuracy and crosstalk measures. In such cases, a multi-objective optimization procedure can be followed, which generally can lead to more than one optimum solution (Pareto optimum solution), unless a subjective decision-making process is involved. In order to find a set of trade-off parameters that provide satisfactory performance both for accuracy and crosstalk, we performed a custom multi-objective optimization procedure based on the following steps.
1) We find the minimum values of the measures.
2) We find the parameter sets (values) for which the measures are lower than (minimum + step × minimum). 3) If the sets intersect stop-trade-off parameters found.
Else, increase steps and repeat from step (2) . In our calculations, we used steps of 0.01. What effectively the followed procedure does is that it searches the parameter space by taking into consideration the different rates of increase of the optimized measures. (Since for the same parameter change, the measures' values can change differently.) Designs D 1 , D 3 , and D 4 use different sets of sensors for horizontal and vertical outputs, so the multi-objective optimization is performed separately for measure pairs of Acc. H/Cross. HV and Acc. V/Cross VH. For design D 2 , on the other hand, the optimization needs to be done simultaneously for all measures.
In Table IV , we present the estimated trade-off parameters for each design along with the respective values for accuracy and crosstalk, and in Fig. 10 , we show the corresponding detection areas when using the trade-off parameters. We can observe that the increase in values of accuracy and crosstalk (due to trade-off parameters) stays at relatively reasonable levels. Also, the comparative inspection of the parameter values from Tables II-IV reveals the factors that dictate the selection of tradeoff parameters. For example, for design D 1 and for measure pair Acc. H/Cross. HV, the width trade-off parameter is dictated by Cross. HV (see Table III ), whereas the length trade-off parameter is dictated by Acc. H (see Table II ). For measure pair Acc. V/Cross. VH, the length trade-off parameter is somewhere between the values from Tables II and III, whereas the width trade-off parameter is larger than both values from Tables II and  III . This can be attributed to the fact that the low Acc. V values drive the estimation of trade-off width parameter into the second region (valley) of low Cross. VH values (see Fig. 6 ). Analogous comparative observations can be extracted for the rest of PSOG designs by considering the trade-off parameter values and the respective figures of accuracy and crosstalk.
B. The Effects of Sensor Shifts on Eye-Tracking Performance
When sensor shifts are made with respect to the original calibration position, the areas tracked by the sensors will change. This will have a negative effect on the mapping between eye positions and respective output values from PSOG designs, manifested in the form of increased accuracy error. In this section, we present the results from the simulations involving sensors shifts (described in Section III). We examine the general behavior of PSOG designs, and the accuracy error with increasing the magnitude of sensor shifts. For the sensor-shift analysis, we employed designs D 1 -D 4 by using the multi-objective trade-off parameters for their detection areas. In Figs. 11-14 , we present the behavior of the output from PSOG designs in the form of curve-cluster diagrams, showing the estimated eye positions when sensor shifts occur as a function of ground truth eye positions. Each figure shows four diagrams representing different combinations of eye movements and sensor shifts, specifically horizontal eye movements when horizontal sensor shifts occur (denoted H-H), vertical eye movements when horizontal sensor shifts occur (denoted V-H), horizontal eye movements when vertical sensor shifts occur (denoted H-V), and vertical eye movements when vertical sensor shifts occur (denoted V-V).
In order to summarize the observed behavior in each curvecluster, we additionally employ a measure of the overall distance between the original calibration curve and the curves for different sensor shifts. To this purpose, we calculate the mean absolute error (MAE) between the original curve y S M 0 j (j denotes 
where M is the total number of samples in curves. The calculated MAE-between-curves are shown in Fig. 15 .
In Fig. 11 we present the curve-clusters for design D 1 . We can see that the sensor shifts result in a translation of the curves (reflecting loss of accuracy) and that the effect is more prominent when sensor shifts occur in the same direction as the eye movements (combinations H-H and V-V). For larger sensor shifts, the curves become gradually nonlinear, and for combination V-V, we can see the presence of strong nonlinearity for downward sensor shifts of 2 mm combined to upward eye movements. This can be attributed to the lower detection area (PS 4 ) pointing at the lower eyelid region, which has relatively low mobility and reflects more light for upward eye movements (which is not the case for the upper eyelid). Combinations V-H and H-V are less affected by sensor shifts, and we can observe that the curves for combination V-H largely overlap, which reveals the robustness of the design to horizontal sensor shifts when vertical eye movements occur.
In Fig. 12 , we can observe the curve-clusters for design D 2 . As mentioned previously, combinations H-H and V-V seem to be affected more heavily by sensor shifts, and the loss of accuracy is much larger for combination V-V. It should be emphasized, though, that despite the larger degradation of accuracy for these combinations, the linearity of V-V curves seems to be preserved better than in the previous design, and this could make the modeling of the curve-cluster easier. Such easier modeling can be valuable for applications using sensor shift estimation to correct the eye-tracking output. For combinations V-H and H-V, the accuracy loss seems milder; however, the overall behavior seems to be less robust when compared to the previous design (especially for V-H curves). Another interesting observation is that for combination H-V the sensor shifts result in the rotation of the curves instead of parallel translation, which can be attributed to the movement of the iris/pupil region through the oblique detection areas.
In Fig. 13 , we show the curve-clusters for design D 3 . There is a huge loss in accuracy for both combination H-H and combination V-V; however, the H-H curves present a much smoother and symmetric behavior, in contrast to V-V curves, which present strong nonlinearity (slope reversal) for upward sensor shifts when downward eye movements occur. Combinations V-H and H-V are more robust to sensor shifts; however, some accuracy loss still occurs. Nonlinearity appears in V-H curves for sensor shifts towards the nasal area when large downward eye movements occur, and a possible reason for this phenomenon is that the downward eyelid movement generates larger reflection. This effect is emphasized for sensor shifts toward the nasal area due to the generally larger amount of skin and eyelid reflection at the nasal area compared to the temporal area.
In Fig. 14, we show the curve-clusters for design D 4 . The accuracy loss for combinations H-H and V-V seems to be at similar levels to those of the other designs, with a larger loss observed for combination V-V. A positive characteristic of this design, though, is that for both these combinations the curves are translated homogeneously and the linearity is preserved to a large extent. As we described earlier, such behavior can generally facilitate the modeling and correction of the eye-tracking output during sensor shifts. Furthermore, the specific design appears to have the most tolerant behavior for combinations V-H and H-V, as portrayed by the small dispersion of the curves.
In Fig. 15 , we present the diagrams for the calculated MAEbetween-curves for different designs. For each design, we show the respective results for all combinations of eye movements and sensor shifts (H-H, H-V, V-H, and V-V). For the case of design D 1 , we can observe the steep increase in error for sensor shifts and eye movements in the same direction (H-H and V-V). In this case, the error goes over 3°for sensor shifts of magnitude larger than 1 mm. On the other hand, we can clearly verify the better behavior of combinations V-H and H-V, where the error is limited to under 2°for all the tested ranges of sensor shifts. For the case of design D 2 , the error for combinations H-H and V-V is even higher, and can reach even 6°for combination V-V and sensor shifts of 1 mm. Also, the error for combination V-H can reach levels over 2°, showing the high sensitivity of the vertical output of this design to sensor shifts. For the case of design D 3 , errors for both combinations H-H and V-V become larger than 4°for sensor shifts of magnitude larger than 1 mm. The error for combinations H-V and V-H is much lower but presents an asymmetric behavior with larger effects for nasal and downward sensor shifts. Finally, for the case of design D 4 , the error for combinations H-H and V-V can become larger than 4°-5°for sensor shifts larger than 1 mm, whereas the behavior for combinations H-V and V-H is much better, with the error kept well under 2°for all the tested ranges of sensor shifts.
C. Limitations and Future Extensions
The current study is subject to certain limitations, which would be addressed in a future line of work. A possible direction for the future extension of this work involves the implementation of experiments using data from real eyes from a number of different subjects. These experiments would allow for the examination of possible effects from a variety of eye shapes and iris pigmentations. It can also allow for the exploration of possible practical artifacts arising from blinks, squinting, and occlusion by eyelashes. Another important extension of this work involves the examination of more complex combinations of eye movements and sensor shifts that are not covered by the current experiments, e.g., large oblique eye movements and rotational sensor shifts. Despite the current limitations, our survey sets the foundation for an in-depth analysis of PSOG designs and for the exploration of the interplay among design parameters and eye-tracking performance. The presented data can serve as a basis for the selection of design parameters and for the development of more sophisticated sensor fusion approaches in future attempts aiming to engineer power-efficient and more accurate eye-tracking systems based on simple photosensors.
V. CONCLUSION
In this work, we examined the properties of different PSOG designs using model-based simulation. Our exploration involved the parametric analysis of the detection areas of different designs and the evaluation of the challenging characteristics of accuracy and crosstalk. Our experiments demonstrated the competing conditions that commonly arise in an effort to optimize these two eye-tracking characteristics, revealing that the development of a practical photosensor-based system often needs a balancing act (satisfactory trade-off) during the selection of parameters, each time accounting for the specific needs of the application under consideration. We also presented the effects from sensor shifts on the accuracy of different PSOG designs. Our results showed that all tested designs are affected by sensor shifts, especially for eye movements and sensor shifts in the same direction; however, there are differences in the rate of accuracy loss and the linearity of the output. Such factors need to be co-weighted when trying to improve the sensor-shift robustness using different approaches, e.g., covering larger detection areas, using external sensor shift estimation, etc. We believe that our current findings can trigger the research on PSOG even further, and lead to advances that would allow the deployment of the full potential of this technology.
