A spectral element formulation of the immersed boundary method (IBM) is presented. The spectral element formulation (SE-IBM) is a generalisation of the finite element immersed boundary method (FE-IBM) based on high-order approximations of the fluid variables. Several schemes for tracking the movement of the immersed boundary are considered and a semi-implicit Euler scheme is shown to offer advantages in terms of accuracy and efficiency. High-order spectral element approximations provide improved area conservation properties of the IBM due to the incompressibility constraint being more accurately satisfied. Superior orders of convergence are obtained for SE-IBM compared with FE-IBM in both L 2 and H 1 norms. The area conservation and convergence properties of the scheme are demonstrated on a series of benchmark problems.
Introduction
In a classical formulation of a fluid-structure interaction problem, the fluid and structure are treated separately where the fluid is solved on a time-dependent domain and coupled to the structure equations using appropriately chosen interface conditions. The fluid-structure system of equations is then solved computationally using either a partitioned approach or a monolithic approach. A monolithic approach involves solving a single non-linear system of equations for both the fluid and the structure. A partitioned approach involves two systems of equations which are solved separately and then coupled together by interface conditions. A common approach in the literature is to formulate the fluid equations using the Arbitrary-Lagrangian-Eulerian (ALE) technique (see e.g. [1, 2] ). One of the major drawbacks of the classical approach is the computational time required -remeshing is often needed as the computational domain for the fluid equations is time-dependent. ALE was introduced to overcome the difficulties Navier-Stokes equations
where ρ is the density, η s is the constant fluid viscosity, u is the velocity field, p is the pressure, f is an Eulerian force density, u 0 is the initial velocity field (at time t = t 0 ) and u D is the Dirichlet boundary conditions.
In this article, we assume that inertia is negligible (so-called creeping flow). In such a situation, the Navier-Stokes equations (1) reduce to the steady Stokes equations:
Additionally, in Section 5 we consider the unsteady Stokes equations, which are a linearisation of the Navier-Stokes equations, and are given by:
Finite element immersed boundary method
The need to construct an approximation to the delta function is a disadvantage of the original IB method [3, 8, 11] . Even though the work of Zhang et al. [9] allows for a higher-order approximation, it still requires several additional steps: the construction of the window function, the construction of the correction function and the construction of the domain of influence. Boffi et al. [10] defined the delta function variationally through its action on a test function. This removed the need to construct a suitably regularised approximation to the delta function and naturally allowed for a finite element type approach. This idea was later extended by the same authors to allow for thick immersed materials [12] .
Let Ω r ∈ R m be the reference configuration of both the fluid and the immersed structure, whose domains are denoted by Ω f r ⊆ Ω r and Ω s r ⊆ Ω r respectively, such thatΩ r =Ω f r ∪Ω s r , where Ω f r ∈ R m and Ω s r ∈ R d , d ≤ m. In the usual continuum mechanical way, we define a sequence of configurations of our domain in time with the set Ω := {Ω t : t ∈ (t 0 , T ]} where Ω t denotes the configuration at time t, such thatΩ t =Ω f t ∪Ω s t where Ω f t ⊆ Ω t and Ω s t ⊆ Ω t denote the fluid and structure domains at time t, respectively. Define the pointwise map X : Ω r ×(t 0 , T ] → Ω from the reference configuration to a current configuration. Following Boffi et al. [12] , we let s ∈ Ω r denote the reference (or Lagrangian) variable, which labels a material point in Ω r , and x ∈ Ω t the Eulerian variable. Therefore, for each material point s ∈ Ω r at time t, there exists x = X(s, t) ∈ Ω t . The map X is used to denote the Cartesian position of a structure particle in the Eulerian domain. In this paper the computational domain does not change in time so we write Ω ≡ Ω t , ∀t ∈ (t 0 , T ] even though Ω f t and Ω s t can change with time. The structure is considered to be part of the fluid where additional forces (and/or mass) act. Boffi et al. [12] assumed a Maxwell model for the immersed structure where the fluid component (dashpot) was assumed to be of the same form as the surrounding fluid so that the Cauchy stress tensor can be written as: (4) where σ f = − pI + 2η sγ is the Cauchy stress tensor for a Newtonian fluid andγ = 1 2 (∇u + ∇u T ) is the rate-of-strain tensor. Applying, the principle of virtual work to the momentum equation, using integration by parts and separating the region P t into its fluid and structure parts, Boffi et al. [12] showed that:
where b is the body force, v is the virtual displacement, P t := X(P r , t) is an arbitrary region of our current configuration P t ⊆ Ω t , integrals over P t ∩ Ω s t have been mapped to the reference configuration P r ∩ Ω s r , ∂P t is the boundary of P t , n is the unit outward normal to the boundary of P t , N is the outward normal to the boundary of P r defined by nda = J F −T NdA, where da is an element of area in current configuration and dA is an element of area in reference configuration, and finally, P is the first Piola-Kirchhoff stress tensor defined by P(s, t) = J σ (X(s, t), t)F −T (s, t), where J = det F(s, t) and F(s, t) := ∇ s X(s, t) is the deformation gradient tensor. The sifting property of the delta function is defined by:
Boffi et al. [12] defined the delta function variationally by choosing v(x) to be the virtual displacement used in the principle of virtual work (5) . Circumventing the need to discretise the delta function explicitly means that a regularised approximation is not required. Substituting the above, interchanging the order of integration and employing some simple identities yields the interaction terms:
f (x, t) =  P r (∇ s · P)δ(x − X(s, t)) ds, t(x, t) = −  ∂P r (N T · P)δ(x − X(s, t)) dA.
Since we are neglecting inertia, the full system of equations written in strong form is given by (2) with f replaced by f + t. The FE-IBM has fewer additional components when compared to IFEM [9] ; the IFEM requires the construction of the discrete delta function, the so-called domain of influence, which is the set of fluid nodal points in a certain region around a given structure marker particle, and the location of the structure marker particles within the Eulerian mesh. In contrast to the IFEM [9] , the FE-IBM does not require an approximation to the delta function to be constructed, the domain of influence is simply an element of the Eulerian mesh and so the only additional computational work involves locating the structure marker particles.
Spatial discretisation
In this paper the spectral element method (SEM) [13] has been applied to the fluid variables in the IBM to improve the accuracy of the spreading and interpolation phases. It is well-known that the SEM should perform better than traditional finite elements both in terms of accuracy and efficiency provided the solution is sufficiently regular and the tolerance is sufficiently small.
Weak formulation
The spectral element method is based on solving the governing equations in their equivalent weak form. Let Ω ⊂ R 2 and define the velocity and pressure spaces, respectively, to be
The weak formulation of the problem, in the absence of the immersed boundary, given in (2) is:
where
The function f is assumed, at this point, to be a source term which is treated explicitly. This source term may contain body forces such as gravity and any forces due to an immersed structure via the IBM -the IBM term will be considered in Section 4.3.
Spatial discretisation
In the spatial discretisation of the weak formulation (7) using the spectral element method, it is necessary to choose conforming discrete subspaces V N ⊂ V and Q N ⊂ Q. The domain Ω is divided into K uniform, non-overlapping, quadrilateral spectral elements Ω e , e = 1, . . . , K . Let P N (Ω e ) denote the space of all polynomials on Ω e of degree less than or equal to N and define:
The velocity and pressure approximation spaces are then be defined, respectively, by
These spaces are compatible and hence the discrete problem is well-posed [14, 15] . Although the velocity approximation space does not comprise vector fields that are identically divergence free, the incompressibility constraint is enforced weakly. The discrete weak formulation of (7) is:
where the integrals in the bilinear forms (8) are computed using Gauss-Lobatto-Legendre (GLL) quadrature.
Immersed boundary
Predominantly, throughout the IB literature, the discretisation method of choice was finite differences. In the IFEM of Zhang et al. [9] and the FE-IBM of Boffi et al. [10, 12] , the fluid and the immersed structure are both discretised using finite elements. In this article, the fluid is discretised using spectral elements. However, we use a piecewise linear finite element approximation of an immersed membrane and a linear spectral element approximation of an immersed shell. Linear approximations are chosen to compare our results with those of Boffi et al. [12] .
Analogous to Section 4.1, we require the definition of suitable function spaces for the unknown variables. For the immersed boundary terms, there is only a single unknown: X, which gives the Cartesian position of the immersed structure. The function X is a map from the reference (Lagrangian) configuration of the immersed structure, Ω s r , to its current (Eulerian) configuration, Ω s t ⊆ Ω , at time t; i.e. X : Ω s r → Ω . When a one-dimensional elastic curve immersed in a two-dimensional fluid is considered, a linear finite element discretisation is employed. Following the ideas of Boffi et al. [10, 12] we assume that X is Lipschitz continuous, which is a stronger condition than regular continuity. Therefore, we define the function space to be:
where 
where P 1 (Ω s k ) denotes the set of affine polynomials of degree less than or equal to one on Ω s k , k = 1, . . . , K b . The finite element approximation, X h , of a function X at time t n = n∆t is then given by:
where N j are the usual piecewise linear finite element shape functions. When a 2D elastic structure immersed in a 2D fluid is considered, linear spectral elements are used. Define the function space X as in (11) . Following Section 4.2, it is necessary to choose a conforming discrete subspace
denote the space of all polynomials on Ω s e of degree less than or equal to N b and let P N b (Ω s r ) be defined as in (9) for N = N b . Following Section 4.2, the approximation space for the IB position is defined as:
Each spectral element is mapped to the parent domain D, using a transfinite map [17] . The approximation of the IB position at time t n = n∆t on the element Ω s e is then given by:
where h i (ξ ), i = 0, . . . , N b , are the Lagrange interpolants [18] . Only linear polynomials are considered here so that N b = 1. Higher-order approximations for the position of the immersed boundary will be considered in future.
In the implementation of the SE-IBM, the interpolation phase does not require the evaluation of any integrals since the delta function is treated variationally. Instead, once the location of the immersed boundary position X within the Eulerian mesh is determined, the inverse of a transfinite map [17] is used to determine the coordinates (ξ, η), within the parent domain D, corresponding to the position X. Standard spectral element interpolation of the velocity field yields u(X(s, t), t) which is then used to update the location of the immersed boundary. Note that when we refer to the approximation of the delta function or indeed, the approximation of the sifting property of the delta function, it is the above procedure which is performed and a regularised approximation to the delta function is never constructed.
However, the spreading phase does require the evaluation of integrals, even though the delta function is defined variationally. In the weak form, we have
where P = κF = κ∇ s X. As mentioned above, the position X is linear and therefore, the deformation gradient tensor F is constant. It was shown by Boffi et al. [19] , for the case of a 1D elastic structure immersed in a 2D fluid, that the integration in the IB source term does not require the use of quadrature. However, the integration is not as simple for 2D immersed structures and quadrature rules are generally required. As shown by Boffi et al. [12] , Eq. (16) can be written as
The boundary of each element is split into its four edges and the integral along each edge is computed using 1D Gauss-Lobatto-Legendre (GLL) quadrature on N q GLL points. As N b = 1, we choose N q > N b so that the numerical quadrature along each edge of an element, is computed with higher accuracy. This means we need to determine additional points X q , q = 1, . . . , N q − 1, which are required for the computation of v(X). Fortunately, as the immersed structure is assumed to be linear, determining the additional points X q is straightforward and can be accomplished using a transfinite map [17] where the vertices of an edge are the extreme quadratures points X 0 and X N q .
Temporal discretisation & stability
Throughout the IBM literature it has been documented that the method can be stiff and therefore a small timestep may be required in order to maintain stability of the method [19] [20] [21] [22] [23] [24] [25] . The common approach for the discretisation of the momentum equation (1a) is the so-called Forward Euler/Backward Euler (FE/BE) method. In the FE/BE method, the viscous and pressure terms are dealt with implicitly (i.e. at time level t n+1 ) whilst the source term is treated explicitly (i.e. at time level t n so that f n+1 ≈ f n ). The evolution of the immersed membrane or shell, which is governed by the differential equation:
is usually discretised using the semi-implicit Euler method:
In the FE/BE method, the above evolution equation is decoupled from the momentum equation. It is clear that the method is first order in time. Typically the restriction on time step is caused by a combination of diffusive and fibre effects and is therefore most severe for cases with a large force or small viscosity [22, 23] . Stockie and Wetton [22] showed that in the case of large fibre force or small viscosity the maximum allowable time step can be as small as 10 −5 . In order to increase the maximum allowable time step, the immersed boundary terms need to be treated more implicitly. Indeed, Peskin [11] proposed using an approximate-implicit method for the immersed boundary terms. Tu and Peskin [21] compared this approximate-implicit method against explicit and implicit approaches. It was found that the explicit method, as expected, broke down spectacularly at intermediate time steps but that the approximateimplicit method performed almost as well as the fully implicit method. We note that in the fully implicit method, the source term is dealt with implicitly (i.e. at time level t n+1 ) so that the evolution of the immersed boundary is fully coupled with the momentum equation. Unfortunately, the fully implicit method was deemed impractical due to the large computational times (the full Navier-Stokes equations has to be solved at each time step) and therefore the approximate-implicit method was deemed to be a viable alternative. However, the problem with such an approach is that it not only increases the computational time of the method, effectively destroying any advantage that would be achieved using a larger time step but also makes the method considerably more complicated to programme. Additionally, the larger value of ∆t increased the amount of area/volume loss in the computation [22] . For the FE-IBM, Boffi et al. [19] compared the standard FE/BE method (that is, the source term is calculated explicitly causing the evolution equation to be decoupled from the momentum equation) against an implicit BE/BE method (that is, the fully coupled system where the source term is treated implicitly). They found that the BE/BE method (or fully implicit scheme) was unconditionally stable although completely impractical. Newren et al. [25] also considered a fully implicit formulation and found unconditional stability for the original IBM. For the FE/BE method, Boffi et al. [20] determined a CFL condition for the FE-IBM.
As a high-order spatial approximation of the fluid variables is used, a high-order temporal scheme is desirable. Due to a fully implicit scheme being computationally impractical, we consider the standard FE/BE method (that is, the source term is treated explicitly) whilst treating the immersed boundary evolution equation more implicitly. As far as we are aware, the use of a higher-order method for the evolution of the immersed boundary has not yet been considered in the IB literature. We compared the use of a semi-implicit Euler (SIME) method (18) , an implicit Euler (IME) method: and a third-order backward differentiation formula (BDF3):
to determine the effect on stability and time step size. The implicit IME and BDF3 methods are computed using a predictor-corrector approach by iterating over an internal time-step. Note that a fourth-order Runge-Kutta is used to generate the starting values for the BDF3 method. Explicit methods are not considered since they are known to be unstable [21] .
To assess stability, we use a similar definition for the energy of the system that was used by Newren et al. [25] and Boffi et al. [19] . The only difference being that, in this article, we include coefficients α j and β j , j = n, n + 1, which are scheme dependent. Thus, the energy at time t n = n∆t is defined as:
where the coefficients, α n and β n , are taken to be unity (for each time level n) in all cases except when the third-order backward differentiation formula is used. The procedure proposed by Newren et al. [25] is used to derive the energy estimates. Thus, the dependence of α and β on time level n and n + 1 is a consequence of applying this procedure to the third-order backward differentiation formula. Note that when α j and β j are unity, the definition of energy in the system is identical to that used by Newren et al. [25] and Boffi et al. [19] . Although the expression for the energy (21) is for a particular choice of elastic model, it is a popular choice within the literature [3, 8, 11, 12, 25, 26] . In an unconditionally stable scheme, the energy must satisfy E n+1 (u, X) − E n (u, X) ≤ 0. However, for a conditionally stable scheme, additional energies involving the time step ∆t lead to estimates of the form:
where C is a scheme-dependent constant, and the function F can depend on u and X, at times t j , j = n −2, . . . , n +1.
Note that the function F in (22) is scheme dependent. Also, we note that the important contribution to the estimate is the energy difference E n+1 (u, X) − E n (u, X), as it indicates when the system is becoming unstable. Table 1 provides the values for α n+1 , β n+1 , α n , β n , and C for each scheme. The function F for the semi-implicit Euler (SIME) scheme is given by:
for the implicit Euler (IME) scheme: and finally for the third-order backward differentiation formula (BDF3):
Following Newren et al. [25] , we consider the unsteady Stokes flow of an incompressible fluid (3) so that the weak form of the full discrete equations of motion is given by:
is the L 2 inner product and we use the superscript n to denote the time level with t n = n∆t. Consider a closed circular membrane immersed in a Newtonian fluid. The configuration is shown in Fig. 1 . Let
where Ω f t denotes the fluid domain and Ω s t denotes the immersed elastic membrane at time t. As we are dealing with a membrane, we define Γ t = Ω s t . The Cartesian position of the membrane X is parameterised by arclength s ∈ [0, 2π R] where R = 0.25 is the initial radius of the immersed circular membrane. For the time being we choose ρ = 1, h f = 1/8, N = 8 and vary η s , κ and ∆t. The figures present the behaviour of both the energy difference and the additional energy (last term in (22)). Although the important quantity is the energy difference, as this indicates stability, the additional energy is included for completeness. Fig. 2 provides a comparison between the SIME, IME and BDF3 schemes when η s = 1, κ = 1 and ∆t = 0.1. The IME method diverged at a slightly later time than the SIME method indicating that the use of an implicit immersed boundary evolution does have a (very) slight stabilising effect. However, the energy difference for the BDF3 scheme did not diverge, thus indicating stability. This is an improvement over the SIME and IME methods.
As the IBM is known to be unstable for large κ and small viscosity [21, 22] , we focus here on comparing each scheme at large κ and small viscosity values. For a more complete comparison of each scheme for a variety of values for κ and η s , the reader is referred to Rowlatt [27] . Fig. 3 illustrates a comparison between each temporal scheme when ∆t = 0.001, η s = 1 and κ = 50. Clearly, the energy difference in the SIME method diverged quickly indicating (a) SIME.
(b) IME. (c) BDF3. Fig. 2 . Comparison of the SIME, IME and BDF3 schemes for κ = 1, η s = 1 and ∆t = 0.1.
(a) SIME.
(b) IME. (c) BDF3. instability. Additionally, we found that when κ was increased (but the time step length was chosen so the system remained stable) a large loss in area was seen. This was first reported by Newren et al. [25] who suggested that the area loss was a stabilising effect. The loss in area is a consequence of the large spurious velocities local to the membrane produced by large values of κ. The energy difference for the IME scheme clearly has some noise and we are unsure of its origins. However, it does not have an impact on the scheme and the simulation remained stable for these parameter values. Finally, the energy difference for the BDF3 scheme also did not diverge, thus indicating stability. However, the energy difference is steadily increasing and thus, it is possible that it would eventually diverge. We believe the large initial energy difference for the BDF3 scheme is caused by the need to generate starting values using a high-order one-step method.
Keeping the values of the time step length, mesh width and polynomial degree the same as above, we illustrate a comparison of the three methods for κ = 1 and η s = 0.001. It can clearly be seen from Fig. 4 that both the SIME and IME methods are unstable. However, for the BDF3 scheme, the energy difference remained negative. Normally, this indicates stability but in this case the energy difference is diverging from around zero. As an energy difference of zero would indicate an equilibrium, this is clearly unstable behaviour. Table 2 provides details of the dependence on the discretisation parameters on the stability characteristics of SE-IBM for the three methods. All of the schemes do not perform well for the smallest viscosity and for the largest time steps. However, it is evident that when κ ≤ 1 and η s = 0.001, larger values of ∆t can be used with SIME when N = 2 compared with the other schemes. On the contrary, when κ = 1 and η s = 1, larger time steps can be used with BDF3 when N = 8 compared with the other routines. These findings suggest that using a higher-order method for the evolution of the IB is advantageous when used in combination with a higher-order approximation of the fluid variables. Also we can see from Table 2 that BDF3 performs slightly better than the other routines when κ = 50 and η s = 1. Table 2 indicates that when κ is fixed and η s is increased (and also when η s is fixed and κ is decreased) that stability generally improves. This suggests that the ratio between the viscosity and the IB stiffness is potentially more important than the individual values. Note, however, that the scales for κ and η s are different. It is possible that an implicit treatment of the interpolation phase will allow for larger time steps for larger values of κ and that an implicit (a) SIME.
(b) IME. (c) BDF3. Fig. 4 . Comparison of the SIME, IME and BDF3 schemes for κ = 1, η s = 0.001. Table 2 Illustration of when a simulation for a given set of parameters has completed or stopped for each routine. ⃝ means the SIME routine completed successfully, means the IME routine completed successfully and △ means the BDF3 routine completed successfully, × means none of the routines successfully finished.
treatment of the spreading phase will allow for larger time steps at smaller values of η s . This is not entirely clear from Table 2 and is a subject of future research. Although the use of an implicit method does improve the stiffness of the IBM, enabling larger time step lengths to be used, the improvement is not substantial. Similarly, although the use of a higher-order implicit method allowed larger time step lengths at higher values of polynomial degree, the improvement was not substantial. Consequently, only the semi-implicit discretisation (18) of the immersed boundary evolution equation is used in Sections 6 and 7.
Area conservation
The immersed boundary method is known to suffer from volume or area loss problems [12, 25, 26, 28, 29] . Peskin [3, 8, 11] noted that if a compatibility condition between the Eulerian and Lagrangian mesh widths is not satisfied then significant numerical diffusion takes place across the interface between the fluid and the structure. The compatibility condition is given by: h s ≤ h f , where h s is the Lagrangian mesh width and h f the Eulerian mesh width. Boffi et al. [19] found that the optimal compatibility condition for FE-IBM was h s ≤ h f /2. However, even if this condition is satisfied, volume/area loss can still be seen. The explanation given in the literature is that this is due primarily to the velocity field not being identically divergence-free and thus the incompressibility condition not is not satisfied accurately.
For the standard approach used in IB computations, the movement of the IB is decoupled from the solution of the momentum equation and incompressibility constraint. Thus, the velocity field should be discretely divergence-free if the incompressibility constraint is solved implicitly. However, the interpolated velocity, u(X(s, t), t), is unlikely to be exactly discretely divergence-free due to the immersed boundary being unfitted. Additionally, the velocity field is most likely non-zero local to the interface due to the non-zero force which is spread to the surrounding fluid. Indeed, in the simple example considered below -and by many in the literature [12, 21, 25] -the action of the forcing term is to pull the elastic curve inwards. Therefore, without an additional constraint on the interface velocity, the immersed boundary is free to move inwards. Peskin [28] considered a modified delta function, and difference operators to improve the volume/area conservation but at an additional computational cost to the spreading and interpolation phases. Owens et al. [30] showed that increasing the number of points inside the support of the delta function, gave improved volume/area conservation. The Immersed Structural Potential Method [31] reduces the amount of area loss by reducing the number of times the spreading and interpolation operations are computed. Whilst this does improve area conservation, whether or not the area conservation is better than the FE-IBM is still an open question. The FE-IBM by-passes the need for an approximation to the delta function, thus reducing the amount of area loss due to error in the spreading and interpolation phases.
In this section, we investigate the volume/area loss of the SE-IBM considered in this article. We consider the standard model problem in which a circular static membrane is immersed in a Newtonian fluid. The problem is formulated as in Section 5 (see Fig. 1 ). In this geometry, the Cartesian position of the membrane, X is parameterised by arclength, s ∈ [0, 2π R] where R = 0.25 is the initial radius of the immersed circular membrane. We use the forward Euler/backward Euler (FE/BE) discretisation of the momentum equation, which is standard in the immersed boundary literature, and use the SIME scheme (18) to move the position of the immersed membrane. The density of fluid and the structure is taken to be the same, ρ = 1, the viscosity of the fluid and structure η s = 1 and the IB stiffness is taken to be κ = 1. As we are studying the effect of the spatial discretisation on the area conservation, we have taken the timestep to be sufficiently small so as to reduce the temporal error, ∆t = 10 −4 . We performed 1000 time steps and the analytical value of the area contained inside the membrane is given by 0.19635 (to 5 decimal places).
In the spatial discretisation of the immersed boundary position X, the domain for the arclength parameter is divided
There are two ways in which we can define the number of Lagrangian segments, K b . The natural way of defining K b is to define the constant fluid mesh width h f = 1/K f where K f is the number of fluid elements in the x or y direction. (As we are dealing with a uniform discretisation of Ω , the number of elements is the same in both the x and y directions). The value of K b is then determined using:
The above condition, shows that the number of points on the immersed boundary is defined as a function of mesh
As we are using a spectral approximation, we can also increase the polynomial degree. Therefore, the number of immersed boundary points must be chosen to be a function of N ,
The largest distance between Gauss-Lobatto-Legendre points is approximately 1/N . Therefore, given that there are K f elements in the x and y directions, we assume that h f = 1/N K f is the fluid mesh width (this is equivalent to assuming we have N K f uniformly spaced elements in the x or y direction), i.e.
As the Gauss-Lobatto-Legendre points are not uniformly spaced, we could have chosen
which is larger than the value given above. The value given in (28) may not be the optimal choice but it is sufficient to illustrate that the value of K b must be dependent on N when using spectral elements. As K b is required to be an integer, we take the nearest even number which satisfies either (27) or (28) . The absolute error in the area and order of convergence with respect to mesh width (h-type convergence) at the end of the simulation, when N = 2 is fixed, are given in Table 3 when
The analytical area of the membrane is 0.19635. Approximately first-order convergence of the area with respect to mesh width is obtained for both K b (h f ) and K b (N ). Although this is reasonable, we expect to achieve better order of convergence when we increase the polynomial degree. Table 4 details the absolute error in the area and order of convergence when h f = 1/2 for increasing N ( p-type convergence) for both
the method fails to converge with respect to N . However, approximately second order convergence is obtained when K b = K b (N ) which is an improvement on the Table 3 Error and order of convergence of the area with respect to h f for both K b (h f ) and K b (N ) for fixed N = 2. Table 4 Error and order of convergence with respect to N for both mesh width (h-type) convergence presented in Table 3 . This means that the error in the area decreases with O(1/N 2 ). In fact, second order convergence is the best we have obtained in our simulations. Fig. 5 shows a comparison of area loss depending on the choice
where we fix h f = 1/8 so that we have an 8 × 8 grid of elements. In Fig. 5(a) , it can be seen that for K b = K b (h f ), increasing the resolution of the Eulerian grid actually increases the area loss inside the circular membrane since the resolution of the Lagrangian grid has not been correspondingly improved -this is the reason for the erroneous order of convergence presented in Table 4 . Fig. 5(b) confirms that better area conservation is obtained as we increase N provided K b = K b (N ) and illustrates the good order of convergence obtained in Table 4 . Note that the area contained inside the polygon, which approximates the immersed boundary or membrane, is dependent on the value of K b . The value of K b is smaller when
and this is the reason for the large initial error of the area in Fig. 5(a) . Note that in this figure, N f = N denotes the polynomial degree used in the approximation of the fluid variables. Table 5 Value of the area at the end of the simulation for different parameter regimes.
Parameters
Final area (0.19635) Computational time
0.19627 87 h Fig. 6 illustrates the excellent area conservation that is achieved when high-order polynomials are used to approximate the fluid variables, even on very coarse meshes. The question is: Why do we see better order of convergence with respect to polynomial degree than with mesh width?
It was shown by Noutcheuwa and Owens [30] that the area loss can be improved by increasing the number of points inside the support of the delta function. In the FE-IBM, and therefore SE-IBM, there is no need to approximate the delta function. However, the spreading and interpolation phases require the discretisation of the sifting property of the delta function (see (6) , for example). Hence, in the SE-IBM, the support of the sifting property of the delta function is just an element of the Eulerian fluid mesh which contains the immersed structure marker particles. Therefore, increasing the value of N increases the number of points inside an element of the mesh and hence, the support of the sifting property of the delta function. So not only do we achieve better area conservation due to the improved resolution of the interface (K b is dependent on N ) but also due to the increased number of points inside the support of the sifting property of the delta function, thus improving the accuracy of the spreading and interpolation phases. Table 5 Table 5 , it is clear that the best area conservation properties are obtained for h f = 1/2 with N = 32 followed by h f = 1/8 with N = 8 and h f = 1/64 with N = 2. However, the improvement in the area loss is not significant. It is clear from Table 5 , that the computational time required when h f = 1/64 and N = 2 is significantly more than when h f = 1/8 and N = 8. So not only does h f = 1/8 with N = 8 give better area conservation than when h f = 1/64 with N = 2 but it also takes a fraction of the computational time. However, the largest computational time occurred when h f = 1/2 and N = 32. Therefore, although a very coarse mesh with a very high-order polynomial gives good area conservation, it is computationally very expensive. This suggests that using a relatively fine mesh with a medium polynomial degree is the best option.
As the divergence-free constraint plays an important role in the area conservation, Table 6 details the L 2 norm of the divergence of the velocity and the order of convergence with respect to both mesh width (h-type) and polynomial degree ( p-type). The order of convergence with respect to mesh width (h-type) is approximately 0.5, whereas it is approximately 1 with respect to N ( p-type) when h f = 1/2. The same p-type convergence behaviour was found when h f = 1/8. At the beginning of this section, we mentioned that the immersed boundary force acts to pull the immersed boundary inwards and, because there is no additional constraint on the velocity on the interface, the Table 6 Comparison of the orders of convergence for ∥∇ · u N ∥ L 2 (Ω ) with respect to h f (with fixed N = 2) and N (with fixed h f = 1/2). immersed boundary moves freely with the non-zero local velocity. We investigate what happens to the velocity field when the polynomial degree is increased and compare this with the usual finite element approach of decreasing the mesh width. Fig. 7 illustrates the velocity field for N = 2 and h f = 1/16, 1/32 and 1/64 when K b = K b (N ). Fig. 7 shows that as the mesh width decreases, the velocity field becomes more local. This is physically realistic as, analytically, there should not be any spurious velocities except in the region where the structure resides. We notice that the general pattern does not change. In other words, the velocity is not necessarily becoming more resolved it is merely becoming more local or more refined. . Clearly as the value of N is increased, the velocity field is not becoming more local, instead its magnitude is decreasing and a distinct pattern begins to emerge. This is the difference between refinement and resolution. As N is increased, the velocity field is becoming more resolved whilst when the mesh width is decreased the velocity field becomes more refined. Fig. 9 illustrates the velocity field for h f = 1/8 with N = 4, 8 and K b = K b (N ). Once again as N is increased, a distinct pattern is formed in the velocity field. Comparing Figs. 7(c), 8(b) and 9(b) shows three distinct patterns for the velocity field. In order to compare these patterns more closely we zoom in to the region contained in the black square in those three plots (see Fig. 10 ).
The velocity vector is far more localised for the smaller mesh width. In Fig. 10 (a) the velocity can be seen to be pushing through the immersed boundary towards the centre of the circle. Whilst there is no leakage here (the velocity field acts to push the immersed boundary towards the centre of the circle) the majority of the motion along the direction of the axes is directed towards the centre. There are small recirculatory regions on the diagonal. In Fig. 10(b) and (c) the velocity vectors inside the immersed boundary in the zoomed plots have larger magnitudes. However, this is positive in this context. We notice, that although there is still motion towards the centre of the circle, there are also velocity vectors pushing outwards from the centre of the circle. From the plots, it appears that these velocity vectors are of equal magnitude to the ones pushing inwards. This is a consequence of the incompressibility constraint being better satisfied when a high-order polynomial is used to represent the velocity field.
Physically, the immersed membrane has a tendency to push inwards. However, the immersed membrane cannot collapse towards the centre because the fluid inside the membrane is incompressible and thus a pressure is generated inside the membrane. Therefore, as the IBM is an unfitted method, numerically we require something pushing outwards from the centre to prevent the collapse of the immersed membrane. This is precisely what happens when SE-IBM is used. Whilst it is physically realistic to have a local force (because the force distribution for the membrane should only be non-zero in the region where the immersed membrane resides), the incompressibility constraint is not as accurately enforced. This is another argument in favour of the spectral/hp method [18] . Peskin [28] suggested modifying the stencil used in the finite difference computations, as well as the discrete delta function, in order to improve the area (2D)/volume (3D) loss problems. Whilst this succeeded, the method increased the amount of computational time spent in the spreading and interpolation phases. The results given above were all obtained using the SIME scheme (18) to move the membrane. We also considered a Velocity Correction Scheme (VCS) which preserves the area inside the membrane up to the order of O((∆t) 2 ). The derivation of the VCS is given in Appendix A. We found that the h-type (mesh width) convergence of the area contained in the membrane had an order of approximately 2 for both
. This is an improvement on the order that was inferred from Table 3 . The p-type (polynomial degree) convergence when h f = 1/2 also had an order of 2. The VCS only corrects the velocity for the movement of the IB and therefore, the actual velocity field is unchanged and because the derivation of the VCS is based on the SIME scheme, the velocity field plots do not change. Finally, we note that in the immersed boundary method, the location of the interface is automatically tracked by:
which enforces the no-slip condition at every point X by assuming the interface moves with the local fluid velocity. Clearly, if u = 0 on the approximated immersed boundary, then there will be no movement. However, this can only be accomplished if the no-slip boundary condition, u| Γ = 0, is enforced strongly. Due to the immersed boundary being unfitted, this is a non-trivial task. Lew and Guscaglia [32] introduced a discontinuous Galerkin approach which allowed boundary conditions, on an unfitted interface, to be enforced strongly with the aim of alleviating problems with volume/area conservation. Also, the enforcement of Dirichlet boundary conditions on the interface is problem dependent.
Benchmark problems for a Newtonian fluid
In this section we consider the p-type convergence (polynomial degree) using the same benchmark problems that were considered by Boffi et al. [12] : the static closed membrane introduced in Section 5, an oscillating closed membrane, a static closed shell and an oscillating closed shell.
Static closed membrane
This example was considered earlier in Sections 5 and 6 and an example of the geometry is given in Fig. 1 . The immersed membrane, which is parameterised by arc-length s ∈ [0, 2π R], has the initial configuration:
The velocity is chosen to satisfy homogeneous Dirichlet boundary conditions, u D = 0 on ∂Ω , with zero initial conditions u(x, 0) = u 0 = 0. Fortunately, due to the simplicity of the example, an analytical solution exists [12] :
where c = (0.5, 0.5) is the centre of the circle. Boffi et al. [12] considered a hyperelastic fibre satisfying a neoHookean model. Therefore, the expression for the Piola-Kirchhoff stress tensor, P s , was found from the strain energy density function for the fibre so that
where F is the deformation gradient tensor. Thus, the duality pairing ⟨f , v⟩ is given by
Incidentally, the same expression can be obtained by considering the variational formulation of the original immersed boundary method, i.e.
F(s, t) = κ ∂ 2 X ∂s 2 (34) followed by integration by parts in the weak formulation. Interestingly, this implies that the representation of the Lagrangian force density is the same whether we consider a Hookean spring law (as is done with the original IBM [3] ) or a neo-Hookean hyperelastic material (as in [12] ). The parameters used in this example are as follows: η s = 1, R = 0.25, κ = 1, ∆t = 0.005 and the simulation was run for 600 time steps (until T = 3). Note that we consider K b = K b (N ) as defined in (28) . The analytical solution quoted above, is a solution of the Stokes problem. Table 7 details the error after a single timestep and orders of convergence for the velocity and pressure solutions. We can infer that for a mesh width h f = 1/8, the order of convergence for the velocity with respect to the L 2 and H 1 norms is approximately 2 and 1, respectively. The orders of convergence for the velocity are 0.5 higher than those Table 7 Orders of convergence, after a single timestep, with respect to N when h f = 1/8 for an immersed membrane. Table 8 Orders of convergence, after a single timestep, with respect to N when h f = 1/2 for an immersed membrane. found by Boffi et al. [12] , who found orders of 1.5 and 0.5 for the L 2 and H 1 norms, respectively. However, due to the irregularity of the pressure solution, we do not expect SE-IBM to perform any better than the FE-IBM. Indeed, we find that the order of convergence for the pressure is approximately 0.5 which is the same as inferred by Boffi et al. [12] . The orders of convergence for the velocity shown in Table 7 are as expected, according to the theory. Boffi et al. [12] attributed their sub-optimal order of convergence of the velocity on the lack of regularity of the pressure. However, when we consider p-type convergence, it appears that the regularity of the pressure solution does not affect the order of convergence for velocity. To explore this further, we considered the same example on a coarser mesh. Table 8 shows the order of convergence of the velocity and pressure solutions when h f = 1/2 for different values of N . It is clear that we can infer an order of 2 and 1 for the L 2 and H 1 norms of the velocity, respectively. We can also infer an order of approximately 0.5 for the L 2 norm of the pressure. Therefore, we can conclude that the lack of regularity of the pressure solution does not affect the convergence rate for the velocity when a high-order approximation is used.
According to Maday, Patera and Rønquist [14] (their Theorem 3.8) and Bernardi and Maday [33, p. 152] (their Theorem 7.7), for u ∈ H m (Ω ) 2 and p ∈ H m−1 (Ω ), m ≥ 1, the approximation error is given by:
Note that the integration error of the source term has been omitted since for the case of an immersed boundary, the integration present in the source term (or spreading phase) is calculated analytically. From these results we can see that the order of convergence for the velocity if m = 2 is 2 and 1 for the L 2 and H 1 norms, respectively, and 0.5 for the L 2 norm of the pressure. This is in agreement with the results presented in the tables above. However, as mentioned by Boffi et al. [12] , p ̸ ∈ H 1 (Ω ). Therefore, according to the estimates given above, we would expect the order of the velocity and pressure convergence to be impaired due to the irregularity of the pressure solution. However, the condition on the regularity of the pressure given in the above error estimates is not satisfied, therefore we cannot assume that the error estimates are of the form given above. Thus, it is possible that the error of the velocity is not dependent on the regularity of the pressure. For example, we wish to find: (u N , p N ) ∈ V N × Q N , where V N and Q N are as defined in (9), such that
The velocity solution u N of the above system must belong to the space:
Therefore, following Bernardi and Maday [34] , u N is a solution of the problem:
It is clear from the above, that the error of the velocity solution is only dependent on the error of the source term (or spreading phase). Technically, the pressure belongs in a broken Sobolev space and as far as we are aware, error estimates for the spectral approximation of pressure from such a space do not currently exist. The question then is: Why do we obtain second and first order convergence rates for the L 2 and H 1 norms of the velocity when p ̸ ∈ H 1 (Ω )? Potentially, there are two main causes of the impaired order of convergence found by Boffi et al. [12] : Errors in the spreading and interpolation phase due to low order interpolation and the linear approximation of the curved immersed boundary. However, the convergence studies of SE-IBM carried out here are not affected by those errors. The spreading and interpolation phases are dominated by interpolation errors, therefore using higher order polynomials will reduce the interpolation error. As we saw in Section 6, improving the accuracy of the spreading and interpolation phases improves the area conservation. Additionally, we are not considering mesh width (h-type) convergence, therefore the linear approximation of the curved immersed boundary does not affect the rate of convergence with respect to polynomial degree ( p-type). Li et al. [35] showed that for problems with a curved interface, obtaining optimal rates of convergence with respect to mesh width (h-type) can only be achieved if a higher order approximation of the interface is considered. Fig. 11 compares the computed pressure solution for h f = 1/8 and N = 16 against the analytical solution. It is clear that we have obtained good agreement with the analytical solution. Gibbs phenomenon can be seen local to the immersed membrane due to the IBM being an unfitted method, i.e. the immersed membrane is allowed to move freely over the underlying fluid mesh. Comparing Fig. 11 with those in the work of Boffi et al. [12] (their Fig. 2) shows that there is good agreement.
Oscillating closed membrane
In this section, we apply the SE-IBM to an oscillating immersed membrane. Fig. 12 illustrates the movement of the immersed boundary for h f = 1/8 when N = 2 and N = 8 and also the pressure solution after a single timestep. A substantial loss in area when N = 2 is observed as expected for such a coarse approximation. As the analytical solution for such an example is not known, we compare our results to those of Boffi et al. [12] . The computed pressure solution in Fig. 12(c) , gives very good agreement with the computed solution of Boffi et al. [12] (their Fig. 3(b) ). We note that there are still small oscillations close to the membrane. Although the analytical solution is not known, we expect the pressure to be discontinuous across the membrane. Therefore, these oscillations are most likely caused by Gibbs phenomenon.
Static closed shell
The FE-IBM, and therefore the SE-IBM, has the ability to deal with thick immersed structures such as a twodimensional structure immersed in a two-dimensional fluid. The simplest immersed thick structures we can consider, are generalisations of the two examples considered in Sections 7.1 and 7.2 where the membrane is thickened to a width w. This example was considered by Boffi et al. [12] . Following their example, we define the reference configuration of the immersed structure as
We denote a material point in the reference configuration as s = (s, r ) where s ∈ [0, 2π R] is the arc-length parameter and r ∈ [0, w] is the radial parameter. We define the Piola-Kirchhoff stress tensor by
where X = (X, Y ). It is evident from the above definition that we are assuming that the deformation of the structure occurs only in the tangential direction. In other words, we are assuming that the deformation is fibre-like and therefore, 
Note that is not the same initial configuration that was given by Boffi et al. [12] . Their initial condition implied a radial vector r of length R(1 + w), whereas the analytical solution they give implied a radial vector of length R + w. We have modified the initial condition so that it matches the analytical solution. The analytical solution given by Boffi et al. [12] is
where r = |x − c|, c = (0.5, 0.5) is the centre of the shell and the constant p 0 is chosen so that the zero mean pressure condition is satisfied. Therefore, p 0 is given by We note that the analytical solution for the pressure is continuous everywhere and linear in the region where the immersed structure resides. The parameters chosen for this example are the same as given in [12] and are as follows: η s = 1, R = 0.25, κ = 1, w = 0.0625, ∆t = 0.005 and the simulation was run for 600 time steps. Just as was done previously for the case of an immersed membrane, we must choose the number of structure elements so that h s ≤ h f /2. In this article, we assume that the total number of elements is given by
is calculated using the relation in (28) and K r b is calculated using:
where h f = 1/N K f . These values of K s b and K r b ensure that the decomposition of Ω s r is composed of approximately uniform quadrilateral elements. Again, the analytical solution given in (42) is the analytical solution for Stokes flow. Table 9 details the error and orders of convergence for the velocity and pressure solutions after a single timestep for a mesh width of h f = 1/8. We can infer that the order of convergence for the velocity with respect to the L 2 and H 1 norms is approximately 3 and 2, respectively. These orders of convergence are higher than those found by Boffi et al. [12] who inferred an order of 2.5 in the L 2 norm and 1.5 in the H 1 norm for the velocity. The pressure solution can be seen to have an order of approximately 2 which again is higher than the order of 1.5 inferred by Boffi et al. [12] .
To ensure that we are in fact obtaining higher orders of convergence than were seen by Boffi et al. [12] we consider the order of convergence for a mesh width of h f = 1/2. Table 10 details the error and orders of convergence for the velocity and pressure solutions after a single timestep. We can infer from Table 10 that we have an order of approximately 3 and 2 in the L 2 and H 1 norm of the velocity error and an order of approximately 1.5 in the L 2 norm Table 9 Order of convergence with respect to N f when h f = 1/8 for a shell immersed in a Stokesian fluid. Table 10 Order of convergence with respect to N f when h f = 1/2 for a shell immersed in a Stokesian fluid. of the pressure error. The velocity order is higher than the order found by Boffi et al. [12] but the order of pressure given here is the same as that inferred by Boffi et al.
, we can assume that p exists in an interpolation space, somewhere between H 1 and H 2 . Boffi et al. [12] stated that p ∈ H 3/2−ε (Ω ), ε > 0, and they attributed their sub-optimal orders of convergence to the pressure being from this interpolation space. Unfortunately, as far as we are aware, error estimates for the spectral approximation of a function from an interpolation space such as H 3/2−ε do not exist. Thus, we can infer that the reason for the superior rates of convergence given above are the same as discussed in Section 7.1. For the original immersed boundary method, it has been shown in the literature [36, 37] that second order convergence of the velocity with respect to mesh width (h-type) is obtained for sufficiently smooth problems. In this section, we have illustrated that higher rates of convergence can be obtained when using SE-IBM. Again, we emphasise that the majority of the error in the IBM originates in the spreading and interpolation phases; specifically, for the original IBM the largest error can be found in the approximation of the delta function. Given that the delta function is not a function, it makes more sense to approximate it distributionally (i.e. approximate its action on another function). This is the procedure employed in the IFEM [9] and the FE-IBM [10] . In the FE-IBM, and hence the SE-IBM, the action of the delta function is included through its sifting property. Polynomial interpolation is then used to construct the spreading and interpolation phases, as shown in Section 3. Therefore, as mentioned earlier, the main source of error comes from interpolation error, which is only dependent on the regularity of the function being interpolated. Thus, a function u ∈ H 2 should yield second order convergence, whilst a function u ∈ H 3 should yield third order convergence (assuming no impairment occurs from elsewhere). Fig. 13 (a) and (b) present the computed and analytical pressure solutions. It is clear that there is good agreement between the two solutions and with the results of Boffi et al. [12] (their Fig. 4(f) ). We note that the solution of Boffi et al. had larger oscillations local to the shell compared to our solution.
Fig. 14 presents the velocity vector at the end of the simulation when N = 8, 16 for h f = 1/2. Just as was seen with the immersed membrane, the pattern of the velocity field around the shell is becoming more pronounced and by the time N = 16 it has a clear shape. Clearly, when N f = 8 ( Fig. 14(a) ) there is separation in the immersed structure marker particles. This is clearer to see in the zoomed plots in Fig. 14(b) . This is due to the nature of the local velocity field around each marker particle since each particle is allowed to move independently of its neighbours. However, when N = 16 ( Fig. 14(c) ) there is very little separation and the position of the immersed boundary marker particles are more or less uniformly arranged. This illustrates a potential weakness in the IBM, but this weakness is unlikely to occur on finer meshes or for higher values of polynomial degree. Fig. 15 illustrates the velocity field when N = 8 and h f = 1/8. The plot of the immersed boundary in Fig. 15 is after 200 time steps rather than 600 because the solution had reached a steady state in the velocity field and so the simulation terminated early. Just as with Fig. 14(c) we notice that the immersed boundary has remained intact and there is no separation of the layers of the immersed structure. 
Oscillating closed shell
In this section we apply the SE-IBM to an oscillating immersed closed shell. and N = 8. The simulation was terminated at T = 3. It is clear from the motion of the shell that there is no separation between the layers of marker particles. This could be due to the number of marker particles that make up the shell or the more accurate velocity field as a result of the higher order approximation. However, it seems from Fig. 16(b) that the shell is thinner at the top and bottom than it is at the sides. This again is most likely caused by the local fluid velocity and it may be that increasing the order beyond N = 8 will produce a more uniform shell.
Conclusions and future work
In this article, the spectral element method was applied to the immersed boundary method giving rise to the spectral element immersed boundary method (SE-IBM). The aim of using a high-order approximation was to improve the accuracy of the spreading and interpolation phases, which is the main source of error in area conservation for the IBM. When a closed, circular, elastic boundary is immersed in a fluid, the use of a higher-order spectral discretisation was shown (in Section 6) to improve the accuracy of the spreading and interpolation phases and hence improved the area conservation properties of the method. Additionally, it was illustrated in Section 7, that the improved accuracy of the spreading and interpolation phases yielded superior convergence properties for the velocity field. In Section 6 (Table 5) , we showed that SE-IBM could achieve better area conservation than FE-IBM in a fraction of the computational time. However, we also established that although a coarse mesh width h f = 1/2 and a high polynomial degree N = 32 yielded very good area conservation, it was inefficient in terms of computational time. Therefore, we suggested that a medium mesh width, e.g. h f = 1/8, with a medium polynomial degree, e.g. N = 8, is the best option as it gives a balance between good area conservation (and therefore accurate spreading and interpolation phases) and computational efficiency.
The implication of using higher-order polynomial approximations on the velocity field local to the immersed boundary was also investigated. When low order polynomials and fine mesh widths are used the velocity field is local to the membrane (or boundary) and primarily directed inwards towards the centre of the immersed circular membrane. However, when a high-order polynomial is used, the velocity field not only directs inwards but also outwards from the centre of the immersed circular membrane. We believe this is the reason for the better area conservation obtained using higher-order methods. The fluid contained inside the membrane is incompressible, and therefore the membrane should not be able to collapse inwards. As the IBM is an unfitted method, the satisfaction of boundary conditions on the interface between the fluid and the structure cannot be enforced strongly. Therefore, we require something inside the membrane to resist the collapse (and hence reduce the area loss) of the membrane. This is precisely the behaviour observed in the velocity field. We concluded that the use of high-order polynomials is an important asset in immersed boundary computations. Analytically, the force due to the presence of an immersed boundary should only be non-zero in the region where the immersed boundary resides. Therefore, the spectral/hp method of Karniadakis and Sherwin [18] as an appropriate scheme for immersed boundary computations.
The IBM is known to suffer from temporal stiffness problems at high values of the IB stiffness and low values of the fluid viscosity. Higher-order temporal discretisations of the immersed boundary evolution equation (17) were investigated. It was shown that using an implicit discretisation of the immersed boundary evolution equation allowed larger time steps to be used. However, the improvement was not substantial. Additionally, using a high-order implicit discretisation allowed larger time steps at larger values of the polynomial degree. However, once again, the improvement was not substantial. Therefore, the standard semi-implicit Euler discretisation (18) was deemed to be sufficient for all the example problems considered in this article. The examples considered here are standard within the immersed boundary literature and were considered by Boffi et al. [12] for the FE-IBM, namely a closed static membrane and shell and an oscillating closed membrane and shell. Excellent agreement was obtained with FE-IBM predictions. Furthermore, SE-IBM was shown to possess superior convergence properties for the velocity field with respect to both the L 2 and H 1 norms.
The main advantages of SE-IBM over FE-IBM are the improved accuracy of the spreading and interpolation phases -which yields better area conservation and superior convergence properties -as well as the improved computational efficiency as indicated in Table 5 . However, SE-IBM has the same drawback as the FE-IBM and other immersed boundary methods; namely the assumption of constant viscosity throughout the entire computational domain. Overcoming this drawback is a future topic of research.
In future work, we will perform an extensive comparison between all of the different immersed boundary methods available as well as a classical approach. Additionally, we will investigate the order of convergence of velocity and pressure with respect to mesh width for higher-order polynomials to determine whether the sub-optimal rates of convergence reported by Boffi et al. [12] are caused by inaccuracy in the spreading or interpolation phases. We intend to apply a high-order approximation to the immersed boundary position to determine whether the linear approximation of the interface impairs the convergence of the method. Although all of the examples considered in this article are academic, the immersed boundary method is not limited to such problems. The IBM has been applied to various real-world problems such as flows with suspended particles [7] and the modelling of the cochlea [5] . Therefore, in the future, we wish to apply the SE-IBM to more practical problems such as blood flow through the smaller blood vessels. In such an example, the blood becomes viscoelastic and in a future article we will apply the SE-IBM to this problem. ), the velocity and normal vectors in (A.5), are evaluated at times t n+1 and t n , respectively, i.e. 
