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ABSTRACT  
Robot navigation already has many relatively efficient solutions: reactive control, simultaneous localization and 
mapping (SLAM), Rapidly-Exploring Random Trees (RRTs), etc. But many primates possess an additional inherent 
spatial reasoning capability: mental rotation.  Our research addresses the question of what role, if any, mental rotations 
can play in enhancing existing robot navigational capabilities. To answer this question we explore the use of optical flow 
as a basis for extracting abstract representations of the world, comparing these representations with a goal state of similar 
format and then iteratively providing a control signal to a robot to allow it to move in a direction consistent with 
achieving that goal state. We study a range of transformation methods to implement the mental rotation component of 
the architecture, including correlation and matching based on cognitive studies. We also include a discussion of how 
mental rotations may play a key role in understanding spatial advice giving, particularly from other members of the 
species, whether in map-based format, gestures, or other means of communication. Results to date are presented on our 
robotic platform.   
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1. INTRODUCTION  
 
In many respects, robot navigation is a solved problem. There already exist a large number of techniques for moving a 
mobile robot from one location to another: simultaneous localization and mapping (SLAM)1; reactive behavior-based 
control2; Rapidly Exploring Random Trees (RRTs)3 to name but a few. Some of these methods are biologically 
plausible, others less so or not at all. 
A question our research group has been pondering is the fact that many primates possess the ability to perform mental 
rotations (spatial transformations from one frame of reference to another of abstract representations of objects or space) 
and wondering what possible role this cognitive asset can play in getting from one point to another. Mental rotations 
refer to the ability to manipulate 2D and 3D cognitive object representations.  
Specifically our research addresses the question of how mental rotations can enhance and supplement existing robot 
navigational capabilities. To answer this question we explore the use of optical flow as a basis for extracting abstract 
representations of the world, comparing these representations with a goal state of similar format and then iteratively 
providing a control signal to a robot to allow it to move in a direction consistent with achieving that goal state. This 
paper reports on our insights and progress to date while we study a range of transformation methods that can implement 
the mental rotation component of the architecture, some based on cognitive studies. Results to date are presented on our 











2. MENTAL ROTATIONS 
 
2.1 Biological Considerations 
We have previously reported on the significance of mental rotations in biology4,5. We summarize these findings in this 
section. The cognitive ability of mental rotation has been observed in numerous animals (mostly primates): humans6,7, 
rhesus monkeys8, baboons9,10, and sea lions11,12 serve as exemplars.  There exists another related transformational 
process in nature referred to as rotational invariance, which is more common in non-primate species such as pigeons13 
and is believed responsible in part for their homing ability.  Mental rotation and rotational invariance differ in terms of 
their timing constants in their performance, among other factors. There also exists significant controversy regarding the 
underlying representations used in the mental rotation process: they have been posited to be either visual analogues7 or 
propositional models14, with little resolution on the matter to date. 
While we are not particularly interested in reproducing the specific methods by which primates conduct mental rotations 
for use in robots, we believe based on the principle of biological economy15 that this cognitive system serves a useful 
purpose to the animal. We further posit the research hypothesis that mental rotations may play a yet to be verified role in 
navigation, particularly with respect to the communication of information from one conspecific to another. This may 
occur through non-verbal graphical communication such as maps16,17, non-verbal communication such as gestures, and 
perhaps even direct verbal communication.   
2.2 Architectural Considerations 
Towards gaining an understanding of this role of mental rotations for robotics applications, we are creating a test harness 
to explore a range of representation and correlation methods derived from depth maps of the environment in which the 
agent (in our case a robot) is immersed. Starting from an initial depth map representation of a goal state, iterative 
snapshots are acquired from the current position which the robot compares to the goal state, determining the movement 
required to reduce the difference between the states, and then moving in that direction, repeating that process until the 
goal state is achieved. This process is depicted in Figure 1. The test harness, currently using both Kinect depth data and 













                                                          Figure 2: Multiple Representational Pathways to Motor Control 
 
Overall there exists a superficial resemblance to some aspects of research in visual homing18, but a key differentiating 
factor is that this process is conducted on an abstract representation derived from the image, not within the image itself. 
The next section describes in more detail the process by which optical flow can serve the navigational needs of our 
mental rotation framework through the generation of a depth map of the environment. 
 
3. OPTICAL FLOW FOR DEPTH MAP GENERATION 
 
Optical flow is a measure of the movement of a 3D point in image space. This arises as a result of relative motion 
between the camera and the scene that it is imaging. Here, we consider the case when the camera is moving and the 
objects in the scene are stationary. As a result, the optical flow is dependent on camera egomotion and scene structure 
alone. 
If we are given the optical flow and the camera egomotion, we can compute the depth of the scene. This is because 
camera egomotion, optical flow and scene depth are tightly coupled together in the following per-pixel differential 
constraint developed by Longuet et. al19 
 𝒖 = !
!
𝐴𝒗 + 𝐵𝝎 (1) 
where, 𝒗 = 𝑣! 𝑣! 𝑣! 𝑻 is the translational velocity, 𝝎 = 𝜔! 𝜔! 𝜔! 𝑻 is the rotational velocity of the camera, 𝑑 
is the depth at pixel 𝑖 and 𝒖 is the optical flow at pixel 𝑖. The optical flow can be seen as a sum of two components, a 
depth-dependent translational component, !
!
𝐴𝒗 and a rotational component,   𝐵𝝎 .  
In this section we demonstrate a method that will enable us to decompose the optical flow into components that relate to 
camera egomotion. We achieve this by using a basis flow model developed by Roberts et. al20. We first obtain the 
camera motion using an image gradient-based approach. We then linearly combine the rotational bases by weighting 
them according to the estimated rotations and subtract the net rotational flow from the total dense flow to obtain the 
optical flow corresponding to translation. We further show that this can be achieved within a Graphics Processing Unit 





3.1 Estimation of camera motion 
We estimate the camera motion by using a purely image gradient based method by exploiting the idea of basis flows20. 
The basis flows are a learned linear mapping from the camera motion to the optical flow that reduces Eq. (1) to the 
following simple form:  
      𝑢 = 𝑊 𝒗𝝎                                                                                     (2)  
where 𝑊 is the learned basis flow20. The advantage of the basis flow model is that it removes the dependency on the per-
pixel depth term, d. However the trade-off of using this method is that, while rotational basis flows are scene 
independent, the translational basis flows depend on the large-scale scene structure and have to be re-learned for a new 
scene. The method described in Roberts et al.20 provides the means to compute motion using the basis flow model. 
However while this paper talks about a sparse approach, we use a fully dense approach to estimate motion. This is 
advantageous because it makes the estimate of motion more accurate and also scalable to GPU architectures that enable 
us to do the motion estimation at high frame rates (120Hz) in real time. However, the details of the motion estimation 
itself are beyond the scope of this paper, but can be found here22. In this paper, we are interested in using this estimate to 
obtain the translational flow for performing the task of mental rotations. 
3.2 Estimation of Translational Flow 
The translational flow is the optical flow that is obtained if the camera were under pure translation. However, if the 
camera is undergoing complex motions, the optical flow is a combination of multiple components each of which 
corresponds to a specific motion component. We are interested in obtaining the optical flow corresponding to translation 
by decomposing the total optical flow. 
We define the problem with the following example. Consider the case when a new object is introduced into a scene 
where the basis flows have already been learned. Our goal is to obtain an abstract spatial representation either in the 
form of a depth map or any other representation that captures the spatial details of the object. From Eq. (1), we know that 
the optical flow corresponding to translation carries all the information on the scene depth. Hence, we are interested in 
obtaining the translational flow on this object as a result of a complex camera motion. 
In order to get the translational flow, we cannot directly use Eq. (2). This is because the translational basis flows carry no 
information on the new object, since the basis flows are learned without the objects in the environment. However, we 
exploit the fact that rotational bases are scene independent to obtain the net rotational flow by linearly combining the 
rotational bases after weighting them by the estimated rotational velocity. 
We first obtain the total flow using a TV-L1 dense flow model23. This has the advantage that it is scalable to parallel 
architectures and can be computed quickly using commodity graphics processing hardware. We then subtract the net 
rotational flow from the total flow to obtain the flow corresponding to pure translation. Figure 3 shows the pipeline for 
obtaining the translational flow. We can see from the net estimated rotational flow that it has no information on the 
structure of the scene. Once the rotational flow is subtracted from the total flow, the structure become more evident in 
the obtained translational flow. We can further use the translational flow to get refined depth maps within the GPU by 
exploiting the linear constraint that exists between inverse depth, d and the translational flow. 
4. COMPUTING MENTAL ROTATION 
To compute mental rotations in the context of our system, we need to determine the rotational and translational offset of 
a target scene between a view from the robot’s current position and a similar view from its goal location. In a high-level 
sense, this requires us to recognize the scene in both images, determine which parts of the scene are equivalent between 
images, and then compute the transformations that could be applied to the current image to align it with the goal image 
spatially (Fig. 4).  
Rather than attempting to encode every possible element of the scene, we are currently using an abstract representation 
that is composed of lines found along the outlines of the objects visible in the scene. In previously reported research4, we 
have used occupancy grids24 derived from depth information as the underlying representation for rotation and 
correlation, but this required the projection of the depth imagery into the ground plane, which is not cognitively 
plausible. Working with lines within the image, as posited in some cognitive approaches to mental rotation25, is more 







Figure 3. (a) Input image stream. (b) Computed total, TV-L1 flow. (c) Computed translational flow. (d) Estimated egomotion of 
camera (axes showing the components). (e) Computed rotational flow, obtained by a weighted linear combination of the rotational 
bases. (f) The rotational basis flows corresponding to pitch [yellow] and yaw [blue]. (g) Optical flow color wheel showing conversion 
from color space to vector space.  
 
.  
Figure 4.  Abstract view of primate inspired mental rotations. Note the vectorial representations common to optic flow, mental 





Once the scene has been parsed into such an abstract representation and the equivalent components have been 
determined between current and goal imagery, recovering the rotational and translational transformations necessary to 
align the images simply entails finding the average spatial and rotational offset across lines between images. However, 
finding a useful set of lines and mapping them requires more complex methods. 
To detect the image lines, we use the Fast Line Finder (FLF) algorithm26. This algorithm calculates the image gradient 
for each pixel, groups pixels with gradient direction aligned within a given threshold, and then fits a line to each of these 
‘line support regions’. We have previously used FLF for other navigational purposes in our research27,28. Since the 
algorithm can be tuned to favor lines aligned to orientations specified in the parameters, it is particularly useful in 
applications where some structure of the target is known. However, in applications where the algorithm is not biased 
towards certain orientations, this can lead to noise, where lines seen in the image that are not meaningful to the scene are 
included in the list of returned lines. We are investigating two methods for processing the lines returned from the FLF 
algorithm, depending on whether they are a close approximation of the scene, or contain false detections and missing 
lines. For the sake of simplicity, in this discussion we assume an ideal line representation of the scene from the goal 
image, only worrying about the quality of lines gathered from the current image (Figure 5). As this goal state may be 
provided from a non-visual source, such as a graphical map, this is still consistent with the hypothesis of advice giving 
stated earlier in Section 2. 
 
Figure 5. Possible line representations of the scene with (left) ideal detection and (right) noisy detection. 
The first method investigated was developed by the Qualitative Reasoning Group at Northwestern University as the 
mental rotational component of a system for solving geometric analogy problems25. In the context of their original 
application, Lovett et al. performed their analysis in three major steps: parsing two input images into their basic lines, 
finding the correspondence of lines between images, and determining the rotation of one image to match it to the other. 
Because Lovett et al. deal with simple line drawings for input, and thus can easily parse their images into individual 
lines, we will assume that the lines we detect in the previous step represent a good depiction of the scene as viewed from 
the robot’s current location. In this case, we need a method to map lines from the current image to the lines in the goal 
image.  
In their system, Lovett at al. used a software tool developed in their laboratory called the structure-mapping engine 
(SME) to achieve this mapping29. The SME takes as input descriptions of both a base system and a target system, 
described in terms of entities, attributes and inter-entity relationships contained within the system. For example, a 
description of the solar system in this manner would include planets, relative sizes, orbits, etc. Given two inputs of this 
type, the SME calculates all possible mappings of entities from the base system to the target system and scores these 
mappings based on the similarity of attributes and relationships between entities. For instance, the representation of the 
solar system could be compared to a representation of an atom, with electrons mapped to planets and the nucleus 
mapped to the sun. The SME returns the mapping with the best score across all such mapped pairs. 
Since the SME was developed to be a high-level system to handle all kinds of input, it is possible to prepare the 
information contained in a line drawing such that it fits the structure necessary for use in the SME. In the case of mental 
rotations, Lovett et al. treated their lines as the entities, with inter-line relationships as the attributes for each entity (such 
as ‘leftOf’, ‘adjacentTo’ etc.). When given such a description of both the base image and the target image, the SME 
returned an optimal mapping of lines between images. While this methodology works well in their application, the same 





structure onto the line relationships. Thus, in our own case, we use a mapping method based on the functioning of the 
SME, but tailored to our specific problem. 
In the case where our abstract representation of the current lines is imperfect, we have developed a method based on 
target tracking to determine an optimal mapping onto the goal image. Each line in the goal image is treated as a target, 
while each detected line in the current image is treated as a measured approximation of the target line’s position at the 
current time. Specifically, our method is based on Probabilistic Multi-Hypothesis Tracking (PMHT)30. This method was 
developed for target tracking in cases where many false detections occur due to noise in the data collection process. 
While most other tracking methods aim to choose one measurement from the noisy data set as the true position of the 
target, the PMHT method instead assigns a certain probability to each measurement that it truly represents the target’s 
location. In our case, this can be thought of in terms of the probability that the lines observed in the current image 
correspond to a given target line from the goal image. We can represent this as 
 ),|( GZJP  (3) 
where Z is the set of measured lines from the current image, G is the set of target lines in the goal image, and  J is a set 
of probabilities that each measured line zi ∈Z maps to a target line gj ∈G. Thus the subset of lines zgj ∈Z that should be 
associated with a particular line gj ∈G will have the highest probabilities in J of being mapped to gj. We can make a 
good guess of the true position of the desired line from the goal image based on these approximations by using the 
Expectation Maximization (EM) algorithm. In this case, the contributions of the different candidate lines are treated as a 
distribution similar to a mixture of Gaussians, from which the EM algorithm finds an optimal solution. Since the EM 
algorithm iteratively improves its predictions over time, the longer the robot runs, the better its predictions of the goal 
lines current position will become. Thus we expect we can determine a valid mapping of lines between the current and 
goal images. The results of this approach are in progress. 
 
5. OCCUPANCY GRID RESULTS 
In this section we review some other preliminary results, using the test harness based on the occupancy grid approach 
mentioned earlier5 with a Kinect sensor providing the necessary depth information.  Figure 6 illustrates the various 
elements in use in the algorithm. Figure 7 left provides a snapshot of the start position while Figure 7 right shows the end 
state for the robot.  Note the similarity between the goal and end states in Figure 7 right when compared to Figure 7 left 
indicating the validity of the approach for this example of translational motion. A narrated video of this experiment is 
available at: http://www.cc.gatech.edu/ai/robot-lab/brc/movies/brc_video.mp4 
 
6. SUMMARY 
The role of mental rotations in primate navigation is not well understood and even less so in robot navigation. While a 
few previous studies have considered applied computational models31,32 for describing mental rotation, our approach to 
this problem appears unique.  The motivation is different than the norm as well, as we are not as concerned with optimal 
routes but rather understanding why this capability exists in primates and whether it can serve a similar, hopefully 
useful, role in robot navigation. We hypothesize that this role may be involved with receiving advice from other sources 
when navigation is stymied by traditional methods and the need to consult a conspecific or map arises. 
 
To date we have explored methods involving occupancy grids and line-based representations with sensor depth map 
sources including visual optic flow and a Kinect sensor. The research continues and future results will test our 
hypotheses further. 
ACKNOWLEDGMENTS 
This research is supported by the Office of Naval Research under grant #00014-11-1-0593. The authors would like to 






Figure 6: Experimental text components. (Top left) Pioneer robot used for experiment. (Top right) depth map generated from optical 
flow. (Middle left) last image of optical flow sequence. (Middle center) Kinect depth. (Middle right) depth of image row in middle of 
scene.  (Bottom left) occupancy grid generated from depth. (Bottom center) experimental layout. (Bottom right) binarized occupancy 
grip for correlation matching. 
  
Figure 7: (Left) The start of an experimental run. 6 meters separate the start and goal state. (Right) End state of experimental run. Note 
the similarity between the goal and current representations when compared to the Left figure. 
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