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. Taxonomy based on application design.
Quality of Service (QoS). Different applications have their different QoS requirements.
There are five main types of QoS parameters for sustainable computing as identified from the literature [20, 33, 39, 58, 59, 77] , such as execution cost, time, energy consumption, security, and throughput. Execution cost is total money that can be spent in 1 hour to execute the application successfully. Execution time is the amount of time required to execute an application successfully. Energy is the amount of electricity expended by a resource to complete the execution of an application. Security is an ability of the computing system to protect the system from malicious attacks. Throughput is the ratio of total number of tasks of an application to the amount of time required to execute the tasks. Other QoS requirements of cloud service can be reliability, availability, scalability, and latency.
Application Models.
The complexity of applications is increasing day by day and the cloud platform can be used to handle user applications. Different types of application models are being developed for a wide range of domains to satisfy the different types of customers for sustainable computing [25, 42-44, 81, 125] . There are seven types of application models as identified from the literature [47, 48] : (1) thread-based, (2) task-based, (3) Map-Reduce model, (4) bag-of-tasks or parameter sweep tasks, (5) stream processing, (6) message passing, and (7) graph processing. In the thread-based model, one process is divided into multiple threads, which execute concurrently and share resources such as memory, network, and processor to complete execution. In the task-based model, a large task is divided into small tasks that are executed in parallel on different non-sharable cloud resources. Map-reduce tasks split the input dataset into independent chunks and in a parallel execution, which is used to execute the mapped tasks. Further, the outputs of the maps are sorted and used as an input to the reduce tasks. Bag-of-tasks or parameter sweep tasks refers to the jobs that are parallel, among which there are no dependencies and are identical in their nature and differ only by the specific parameters used to execute them: for example, video coding and encoding. Stream processing is the processing of small-sized data (in kilobytes) generated continuously by thousands of data sources (geospatial services, social networks, mobile or web applications, online gaming, and video streaming), which typically send data records simultaneously. An example of a stream processing model can be a video processing application. The Message Passing interface provides a communication functionality between a set of processes, which are mapped to nodes or servers in a language-independent way and encouraged development of portable and scalable large-scale parallel applications. Graph processing involves the process of analyzing, storing, and processing graphs to produce effective outputs.
Workload Types.
For workload management in sustainable cloud computing, there are mainly two types of IT workloads that are considered for sustainable computing: batch style and critical interactive [32, 33] . Batch-style workloads are submitted to a job queue and will be executed when resources become available. Multiple batch jobs are often submitted without any deadline 104:6 S. S. Gill and R. Buyya constraint together and are executed with maximum resource use. The workloads that need immediate response but whose execution should be completed before their deadline are called critical interactive workloads.
Architecture.
The architecture is an important component of sustainable cloud computing. There are basically two types of architectures: centralized and decentralized [46, 55, 58, 137] . In centralized architectures, there is a central controller that manages all the tasks that need to be executed and executes those tasks using scheduled resources. The central controller is responsible for the execution of all tasks. In decentralized architectures, resources are allocated independently to execute the tasks without any mutual coordination. Every resource is responsible for its own task execution.
The performance of QoS parameters of different cloud applications is measured using different metrics as discussed in Section 3.2.
Sustainability Metrics
As use of cloud infrastructure is growing exponentially, it is important to monitor and measure the performance of CDCs regularly. We have identified different types of metrics from the literature [9, 14, 15, 16, 22, 23, 28, 30, 32, 34, 36, 51, 52, 60, 67, 83, 84, 85, 86, 96, 125] and present a taxonomy of metrics for different categories for sustainable cloud computing based on the core operations of CDCs. Figure 2 shows the taxonomy of metrics for application design, capacity planning, energy management, virtualization, thermal-aware scheduling, cooling management, renewable energy, and waste heat utilization. The detailed description of metrics for sustainable cloud computing can be found in [36] . Table 9 (in Appendix C.2) presents the year-wise use of sustainability metrics in different categories of sustainable cloud computing to measure the performance of numerous infrastructure components of CDCs. Table 10 (in Appendix C.2) presents the brief definition of sustainability metrics. Effective capacity planning in the cloud era demands some resource flexibility due to changing application requirements and hosting infrastructure, which is discussed in Section 3.3.
Capacity Planning
Cloud service providers must initiate effective and organized capacity planning to enable sustainable computing. Capacity planning can be done for power infrastructure, IT devices, and cooling. The capacity of a CDC can be planned effectively by considering the devices of end users, for example, encoding techniques for a video on-demand application [109] .
An SLA should be there for important parameters such as backup and recovery, storage, and availability to improve user satisfaction, which attracts more customers in future. There is a need to consider important utilization parameters per application to maximize the use of resources through virtualization by finding the applications, which can be merged. Merging applications improves resource utilization and reduces capacity cost, which makes cloud infrastructure more sustainable. For efficient capacity planning, cloud workloads should be analyzed before execution to finish their execution for deadline-oriented workloads [11, 108] . To manage power infrastructure effectively, virtual machine (VM) migration should be provided for migration of workloads or machines to successfully complete the execution of workloads with minimum use of resources, which improves the energy efficiency of CDCs. Effective capacity planning can truly enable a sustainable cloud environment. The evolution of capacity planning techniques (see Figure 22 ) and their comparison along with open research challenges [149, 114, 113, 112, 109, 111, 110] can be found in Table 11 of Appendix C.3.
Capacity
Planning-Based Taxonomy. Capacity planning is done based on component, IT workload, model, autoscaling, and utility function, as shown in Figure 3 . Each of these taxonomy elements are discussed below along with relevant examples. The comparison of existing techniques (discussed in Appendix C.3) based on our capacity planning taxonomy is given in Table 12 of Appendix C.3.
Component.
Capacity planning is required for every component of a CDC, such as IT devices, cooling, and power infrastructures [109, 110, 115] . IT devices are an important component, which are required to execute the operations of CDCs. Due to consumption of huge amount of energy, an efficient planning of cooling is required to maintain the temperature of CDCs. The planning of the power infrastructure is the most important element of a CDC to run it every time, that is, 24 × 7.
IT Workload.
There are mainly two types of IT workloads, which are considered for capacity planning: batch style and critical interactive, as described in Section 3.1.1.3.
Application Models.
There are two types of design models for effective capacity planning: SLA based and configuration based [111, 114] . In the SLA-based model, capacity of CDCs is planned based on the QoS requirements of the workloads without SLA violations. The configuration-based model focuses on the configuration of the CDC, such as processor, memory, network devices, cooling, and storage, which are required to execute the workloads effectively.
Autoscaling.
The capacity of a CDC is also planned for autoscaling, which may be proactive or reactive [109, 113, 116] . Reactive autoscaling works based on feedback methods and manages the requirements based on their current state to maintain its performance. Proactive autoscaling manages the capacity requirements based on the prediction and assessment of performance in terms of QoS values. Based on previous data, predictions have been identified and required action is planned to optimize CDC performance.
Utility Functions.
Latency and cost-based utility functions are defined to measure the aspects of capacity planning [113, 114] . Cost is defined as the amount of money that can be spent to design a CDC with required configuration. Latency is the amount of execution delay with a particular configuration of CDC.
To manage power infrastructure for capacity planning, energy management of resources is required for execution of workloads, which improves the energy efficiency of CDCs.
Energy Management
Energy management in sustainable computing is an important issue for cloud service providers. Ficco and Rak [5] reported that more than 2.4% of electricity is consumed by CDCs, with a large economic impact of $30 billion globally. The energy requirement to manage the CDCs is also rising in proportion to the operational cost. IBM spends 45% of total expenses on CDC electricity bills and the consumption of electricity will be increased to 101.5 billion kWh by 2022 [10] . Sustainable cloud services are attracting more cloud customers and making it more profitable [62, 60, 64, 65] . Improving energy use reduces electricity bills and operational costs to enable sustainable cloud computing. The essential requirements of sustainable CDCs are optimal software system design, optimized air ventilation, and installing temperature monitoring tools for adequate resource utilization, which improves energy efficiency [67, 74, 120] . There are mainly three levels where energy consumption can be optimized: software level (efficient use of registers, buffers, etc.), hardware level (transistors, voltage supply, logical gates, and clock frequency) and intermediate level (energy-aware resource provisioning techniques) [80] . The evolution of energy management techniques (see Figure 23 ) and their comparison along with open research challenges [3, 25, 60, 61, 62, 66, 75, 76, 41, 60, 67, 125, 83, 74, 80] are presented in Table 13 of Appendix C.4.
Energy Management-Based Taxonomy.
Energy management has two important components (static and dynamic), as shown in Figure 4 . These taxonomy elements are discussed below, accompanied by relevant examples. The comparison of existing techniques (discussed in Appendix C.4) based on our energy management taxonomy is given in Table 14 of Appendix C.4.
Static Energy Management.
Static energy management is a more engineering-oriented approach, in which circuitry systems are considered more by offline energy management [60] . During design time, the entire optimization happens at system level and deals with factorization, path balancing, transistor sizing, instruction sets, redesigning of architectures, circuit manipulation, and processing centers [67] .
Low-power use components are employed in this management approach to reduce energy consumption as much as possible. Static energy management performs at two levels: system level and CPU level. Existing studies [125, 83] found that the CPU offers a big scope of optimization of energy consumption because computing components of the CPU consumes 35% to 40% of energy [3, 68, 69, 71] . The optimization of energy at CPU level can be performed at the instruction set level or register level. Researchers designed different instruction set architectures to improve resource utilization, such as reduced bit-width architecture at the instruction set level [70] . On the other hand, the activities of the register transfer level are optimal for decreasing energy consumption. Figure  24 of Appendix C.4. shows the energy cost and carbon dioxide emission for static and dynamic energy management techniques [122, 144, 145] .
Other components of the system besides the CPU that consume large amounts of energy are software systems, network facility, and memory components [143] . Researchers proposed different management techniques to optimize the power consumption of these components based on the setup techniques used in system design [73] . At design time, it is very difficult to select the right components to design a cloud system with maximum synchronization among the components [61, 62, 66] . Other important challenges during system design can be: (i) type of application and software, (ii) selection of operating system, and (iii) placement of servers to reduce delay. Gordan and Fast Array of Wimpy Nodes (FAWN) [3] architecture has been designed to improve the performance of cloud systems by balancing the input-output activities and computation processes by coupling datacenter powering systems and local flash storage with low-power CPUs. Energy consumption can be reduced by proper distribution of resources geographically and the selection of suitable network topologies and components with maximum compatibility [72] .
Dynamic Energy Management.
Software-based policies are used in dynamic energy management to improve energy utilization. There is a different dynamic power range for every component. During low-activity modes, a CPU consumes 30% of the peak value of its energy consumption and can be scaled up and down up to 70% [80] . The dynamic range of energy consumption for disk drives is 50%, 25% for memory, and 15% for network devices such as routers and switches [83] . To improve energy utilization, the number of components can be scaled up or down based on the range of dynamic power. Dynamic energy management is divided into three categories based on the reduction of the dynamic power range: (i) configurable components, (ii) resource consolidation, and (iii) resource management.
Configurable components include the CPU, which supports low-activity modes at the component level. Dynamic energy management can be used to control the CPU. The CPU is the main source of energy consumption. Thus, existing research work mainly focused on optimization of energy consumption by the CPU or processor and memory. There is a relationship between power supply, voltage, and operational frequency [66, 62] :
. Based on the different values of voltage and operational frequency, a CPU can run in different activity modes or C-modes in advance processor architectures. As supply voltage increases, the energy consumption increases quadratically in Complementary Metal Oxide Semiconductor (CMOS) circuits [3] . The values of linear relations can be exploited by changing operation frequency (DFS), voltage (DVS) or both simultaneously (DVFS) [60] . DVFS for energy management is described in Appendix C.4.1 and C-states or C-modes for energy management is described in Appendix C.4.2.
There are a number of methods proposed to control energy consumption by scaling down the high voltage supply, but the best way is to exploit the stall time. A high amount of clock speed is wasted while waiting for the data because of the speed gap between processor and main memory. Energy may be saved by reducing the processor frequency through manipulation of supply voltage. For different devices, semiconductor chip vendors optimizing energy consumption use different frequency scaling policies. Eight different kinds of operational frequencies are available in Intel's Woodcrest Xeon Processor [3] . Two CPU throttling technologies developed by AMD are PowerNow and CoolnQuiet [3, 125] . Another, the SpeedStep CPU throttling technology, has been developed by Intel to control energy consumption [62] . The cooling can be internal (fans) or external (as discussed in Section 3.7) for a CDC.
The management of storage devices such as disk drives is handled by scalable storage systems to reduce energy consumption because disk drives consume significant amounts of energy. The storage of data can be managed using either replication or caching. Mechanical operations of storage components consume one-third of the total electricity provided to CDCs, and disks also consume one-tenth during standby mode. The need for storage components is increasing by 60% annually [66, 67] ; thus, research on energy consumption control is imperative. Disk drives use only 25% of their storage space, which remains underutilized in large CDCs [3, 71] . Power use can be minimized by reducing underutilization by switching off unnecessary disks. Many mechanisms have been proposed to improve the energy efficiency of disk drives [2] . In large-scale CDCs, the memory component may be considered to decrease power use, but it is the least addressed component by researchers. Memory consumes 23% of energy to run a specific workload [83, 125] . The dynamic range for memories is 50%, as discussed above; thus, there is a chance to improve energy consumption in this component [61, 62] . DVFS is also applicable to memory components by reducing frequency and voltage. Storage arrays are the most important components of DRAMs in which power consumption can be reduced. It is challenging to develop energy-aware memory components in cloud computing to reduce power consumption without degradation of performance. Also, it is difficult to manufacture energy-efficient memory devices with lower cost. Existing memory management infrastructures can minimize energy consumption up to 70% [6] .
Resource consolidation is a technique for effective use of resources (processor, memory, or network devices) to minimize the number of resources and locations of servers that a cloud company requires to serve user requests [71] . A resource scheduler allocates resources to execute workloads dynamically to avoid over utilization and under-utilization of resources. Resource management is an significant challenge because of the following factors: (i) heterogenous resources, (ii) varying costs, (iii) applications with varying requirements (compute, data, network, memory), and (iv) user QoS requirements. Effective resource management includes resource allocation, resource scheduling, and resource monitoring to achieve effective utilization of resources [32] . Many issues need to be addressed to achieve this, including the following [32, 71] :
(a) How to allocate the resources in an energy-efficient manner for the execution of workloads (b) When to migrate workloads from one machine to another to save energy consumption (c) Which devices need to be switched off to save energy consumption without degradation of performance Based on existing research, the techniques above addressed issues to improve energy utilization. These techniques are classified into the following categories: (a) Proactive, (b) Reactive, and (c) Proactive and Reactive. Proactive management manages the resources based on the prediction of future performance of the system instead of its current state. The resources are selected based on the previous executions of the system in terms of reliability, energy consumption, throughput, and the like. The predictions are required to be based on previous data and appropriate actions are formulated to optimize energy consumption during resource execution. Reactive management works based on feedback methods and manages the resources based on their current state to optimize energy. There is a need of continuous monitoring of resource allocation to find whether the energy is consumed less than its threshold value or not (threshold value can be based on energy as well as resource utilization). If power usage is higher than threshold value, then corrective action will be taken to optimize the energy consumption. The accuracy of the monitoring module improves the productivity of reactive management. In the case of underutilization of resources, energy consumption can be reduced through VM consolidation or migration as discussed in Section 3.5. Increase in energy consumption also requires effective cooling management because temperature increases due to large amounts of heat. Reactive and proactive management manages the resources with minimum value of power usage and maximum value of resource utilization to handle every situation by (i) monitoring the resource execution continuously and (ii) performing the actions based on predicted failures. In real time, it is challenging to accurately forecast the behavior of a system in proactive management. In reactive management, there is a larger overhead, which causes unnecessary delay as well as energy inefficiency [60] .
A virtualization technology reduces the number of physical machines or resources and executes the workloads using virtual resources, which leads to a reduction in energy consumption.
Virtualization
Virtualization technology is an important part of sustainable CDCs to support energy-efficient VM migration, VM elasticity, VM load balancing, VM consolidation, VM fault tolerance, and VM scheduling [88] . Operational costs can be reduced by using VM scheduling to manage cloud resources using efficient dynamic provisioning of resources [102] . During the execution of workloads, VM load balancing is required to balance the load effectively owing to decentralized CDCs and renewable energy resources. Owing to the lack of on-site renewable energy, VM techniques migrate the workloads to the other machines distributed geographically. VM technologies also offer migration of workloads from renewable energy-based CDCs to the CDCs using the waste heat at another site [105] . To balance the workload demand and renewable energy, VM-based workload migration and VM consolidation techniques provide virtual resources using few physical servers. VM fault tolerance creates and maintains the identical secondary VM for the replacement of the primary VM in a failover situation without affecting the availability of cloud service. VM elasticity maintains the performance of the computing system by providing the dynamic adaptation of computing resources or capacity to fulfill the changing requirements of workloads. Waste heat use and renewable energy resource alternatives are harnessed by VM migration techniques to enable sustainable cloud computing [82, 104] . It is a great challenge for VM migration techniques to improve energy savings and network delays while migrating workloads between resources distributed geographically. The evolution of virtualization technologies (see Figure 25 ) and their comparison along with open research challenges [40, 63, 159, 160, 162, 157, 158, 161, 163, 88, 101, 99, 102, 105, 106, 156, 37] can be found in Table 15 of Appendix C.5.
Virtualization-Based Taxonomy.
Based on the literature, virtualization consists of the following components: VM migration, VM elasticity, VM load balancing, VM consolidation, VM fault tolerance, and VM scheduling, as shown in Figure 5 . Each of these taxonomy components are discussed below along with their subcomponents and relevant examples. The comparison of existing techniques (discussed in Appendix C.5) based on our virtualization taxonomy is given in Table 16 of Appendix C.5 (VM migration, VM elasticity and VM load balancing) and Table 17 of Appendix C.5 (VM consolidation, VM fault tolerance and VM scheduling).
VM Migration-Based
Taxonomy. VM migration is a process of relocation of a running VM from one physical machine to another without affecting the execution of user application. Based on the literature [101, 102, 106, 164] , VM migration consists of the following components: (i) technique, (ii) VM technology, (iii) optimization criteria, (iv) network technology, and (v) storage migration, as shown in Figure 6 .
Technique.
VMs can be migrated from one place to another for better utilization of resources, reducing the under utilization and over utilization of resources [99] . Three types of techniques have been proposed for VM migration: (1) Pre-copy, (2) Post-copy, and (3) Pre-copy and Post-copy. There are two different phases of pre-copy technique: warm-up and stop and copy. In the warm-up phase, the hypervisor copies the state from the source server to the destination server, which contains the information about the memory state and the CPU state. The stop and copy phase copies the pending files (if any file is modified during the warm-up phase) from the source to destination servers and starts the execution at the destination server [88] . In post-copy, it stops the VM at the source server, transfers all the details, such as CPU state and memory state, to the destination server, and starts execution. Some VM migration mechanisms use both pre-copy and post-copy together to transfer states from one server to another.
VM technology.
There are three different types of technology that are available in the literature for VM migration: KVM, Xen, and VMware. KVM is a kernel-based VM, which permits many operating systems (OSs) to share a single resource or hardware. Xen works based on a microkernel design to share the same resources to run multiple OSs. VMware can be used for application consolidation to provide services through virtualization [101] .
Optimization criteria.
It has been determined that optimization criteria for virtualization technology can be compressed or go through write throttling. ESXi is an independent hypervisor, which offers memory compression cache to increase the performance of VMs and further increases the capacity of the CDC [105] . Write throttling is used to perform write and incoming copy operations, which limit the transfer of data [106] .
Network technology.
There are two different types of network technologies used for VM migration: WAN and LAN. Wide Area Network (WAN) is used to migrate a VM geographically using a wireless connection, while a Local Area Network (LAN) is used to migrate a VM from one server to another within a limited area.
Storage migration.
In this technique, storage from one running server to another can be migrated without affecting the workload execution of VMs. Storage migration can also be used to upgrade storage resources or transfer service [101, 32] . The distributed file systems can be used to provide shared storage space.
The main issues with VM migration in geographically distributed datacenters are discussed in Appendix C.5.1. Container as a Service (CaaS) for virtualization is discussed in Appendix C.5.2.
VM Elasticity-Based
Taxonomy. VM elasticity enables the automatic provisioning and de-provisioning of computing resources to fulfill the changing demand of workloads at runtime. Based on the literature [40, 37, 163, 164] , VM elasticity consists of the following components: (i) scope, (ii) policy, (iii) objective, and (iv) mechanism, as shown in Figure 7 .
Scope.
It defines the location, where the elasticity actions are managed, which can be application (SaaS) or platform level (PaaS) and infrastructure level (IaaS) [62] . At IaaS level, the elasticity controller monitors the application execution and performs different decisions based on resource (hardware) scalability. At SaaS or PaaS level, the elasticity controller is implanted in the application or within the execution platform, which performs the dynamic scalability of cloud resources.
Policy.
There are two types of policies for the execution of elasticity actions: autonomic and non-autonomic [66] . In autonomic policy, the cloud system or application controls the elasticity actions and performs actions based on the SLA constraints. In manual policy, the user monitors the virtual environment and performs the elasticity actions accordingly.
3.5.1.2.3
Objective. VM elasticity techniques have three main objectives: (1) improve performance, (2) increase infrastructure capacity, and (3) reduce energy [67] . The main objective of VM elasticity techniques is to improve performance, such as optimal searching of VM and reducing the task rejection rate and makespan. The second objective is to reduce energy consumption of CDCs during execution of workloads. The third objective is to improve the infrastructure capacity by adding different resources at runtime to execute workloads within their specified budget and deadline.
Mechanism.
There are two different mechanisms for VM elasticity as identified from the literature [83] : migration and replication. Migration refers to moving the VM from one physical machine to another for effective use of application load using deconsolidation and consolidation of resources. Replication refers to elimination and removal of instances (application modules, containers, VMs) from the virtual environment.
VM Load
Balancing-Based Taxonomy. VM load balancing refers to the optimization of use of VMs to reduce resource wastage due to underloading and overloading of resources. It helps to achieve QoS and maximize resource use to improve performance of cloud service. Based on the literature [88, 101, 162] , VM load balancing consists of the following components: (i) resourceaware, and (ii) performance-aware, as shown in Figure 8 .
Resource-aware.
CDCs require different types of resources (memory, processor, cooling, storage, networking etc.) to execute user workloads [74] . Resource-aware load balancing algorithms execute workloads, also monitoring and analyzing the different performance parameters related to resources such as energy consumption, degree of resource capacity imbalance, and resource use to perform load balancing. There are three different types of resource-aware load-balancing algorithms: bin-packing, agent-based, and dynamic cluster-based. In bin-packing, different bins are used to pack objects of different capacities. Bin packing uses a minimum number of bins to provide the same capacity in a balanced way. In agent-based, a software agent is used to monitor the performance of different components, such as network devices, storage devices, and processors, and balances the load effectively. In dynamic cluster-based, resources are categorized automatically based on requirements and availability of resources. Further, categorized resources are allocated for execution of workloads with maximum resource utilization and minimum energy consumption.
Performance-aware.
In performance-aware load-balancing algorithms, different performance parameters are analyzed to make decisions for effective load balancing of VMs [80] . There are two different types of performance-aware load-balancing algorithms: adaptive and QoSbased. In adaptive, performance is maintained using a dynamic computing environment for execution of workloads with changing behavior. In QoS-based, resources are provisioned and scheduled for workload execution by fulfilling the QoS requirements of applications such as energy efficiency, makespan, execution cost, and response time.
VM Consolidation-Based
Taxonomy. VM consolidation refers to the effective use of VMs to improve resource utilization and reduce energy consumption [49] . Based on the literature [99, 102, 159, 160] , VM consolidation consists of the following components: (i) resource assignment policy, (ii) architecture, (iii) co-location criteria, and (iv) migration triggering points, as shown in Figure 9 .
Resource assignment policy.
This policy defines the mechanism to select resources for VMs within a CDC [125] and can be static or dynamic. In the dynamic approach, VMs are reconfigured using dynamic attributes proactively based on the demand of workloads. In the static approach, maximum resources are preassigned to a VM for workload execution. single failure point in decentralized architectures, while centralized architectures are prone to a single failure point.
Co-location criteria.
There are two main types of co-location criteria in VM consolidation techniques, which is considered based on resource availability and power [71] . VMs can be co-located from one CDC to another (i) if less resources are available in the current CDC or (ii) if there is unavailability of adequate power to run the CDC.
Migration triggering point.
VMs can be migrated from one CDC to another for consolidation. The target CDC is identified using two different approaches [67] : historic data and heuristic based. In the historic data-based approach, the VM can be migrated to the most efficient CDC based on the historic data of previous performances. In the heuristic-based approach, the most efficient CDC can be identified based on performance parameters such as resource utilization, energy consumption, and response time.
VM Fault
Tolerance-Based Taxonomy. VM fault tolerance supports the primary VM by maintaining the identical secondary VM to provide continuous availability of cloud service in case of VM failure. Based on the literature [105, 106, 157, 161] , VM fault tolerance consists of the following components: (i) redundancy, (ii) failure semantics, (iii) recovery, and (iv) failure masking, as shown in Figure 10. 3.5.1.5.1 Redundancy. In the case of resource failure, redundancy provides redundant components to maintain the performance of the computing system, which can be software or hardware [125] . For hardware components, the physical redundancy technique adds redundant hardware components to tolerate failures, which support the computing system to continue its service in an efficient manner. For software components, two different types of processes are created: active (primary) and passive (backup). The backup process is identical to the primary process; the backup process will be active during the failure of the primary process to maintain the performance of the system.
Failure semantics.
This refers to the selection of failure tolerance method based on the two types of failure modes [83, 100] : arbitrary errors and crash failure errors. An arbitrary error occurs when a communication service loses or delay messages or messages may be corrupted. A crash failure error occurs when a system suddenly stops processing of instructions. To deal with both type of failures, a computing system needs a duplicate processor.
3.5. 1.5.3 Recovery. This mechanism replaces the erroneous state with a stable state using different recovery mechanisms [103, 122] : Forward Error Recovery (FER) and Backward Error Recovery (BER, or rollback). The FER mechanism tries to correct the errors to move the system into a new correct state and this mechanism is effective when there is a need of continue service. BER or rollback recovery is a widely used fault tolerance mechanism, which consists of two different methods: checkpoint and restart recovery. The restart recovery mechanism performs the process of rebooting to recover or restore the system to its correct state. To incorporate fault tolerance into the system, a snapshot of the application's state is saved so that the system can reboot from that point in case of a system crash; this process is called checkpointing. Checkpoints can be performed at three different levels: application, user, and system. At the application level, a checkpointing code is inserted automatically into the application code if failure has occurred. The checkpointing code can be written using single-thread or multi-thread programming. At the user level, an application program is linked to the library; Condo [20] and Esky [66] are library implementations. Further, the user can use patch to perform user-level checkpointing. At the system level, the process of checkpointing can be performed at the OS kernel level and hardware level. The digital hardware is used in hardware level checkpointing to modify a group of commodity hardware. OS kernel level checkpointing installs the available package for a particular OS.
Failure masking.
The failure masking technique ensures the availability of cloud service during node failure without the user observing any interruption [144, 145] . There are two types of masking techniques: flat and hierarchical group masking. In flat group masking, individual workers are appearing as a single worker and hidden from the clients, and a new worker will be selected using a voting process [14] in the case of failure. In hierarchical group masking, a central coordinator controls the activities of different workers; the coordinator selects the new worker in the case of failure.
VM Scheduling-Based Taxonomy.
The VM scheduling algorithm schedules the virtual resources (local or remote) effectively for workload execution. Based on the literature [60, 61, 40, 107, 157, 158] , VM scheduling consists of the following components: (i) application type, (ii) operating environment, and (iii) objective function, as shown in Figure 11 .
Application type.
Cloud application consists of two different tasks, which need computing resources for their execution [95] : workload and workflow. A workload is the execution of a set of instances to achieve desired output and it can be either homogeneous (same QoS requirements) or heterogenous (different QoS requirements). Workflow is a combination of interrelated tasks, which distribute on different resources to achieve a single objective.
Operational environment.
There are two types of operational environments: dynamic and distributed, or an environment can be both [143] . In a dynamic environment, VMs are scheduled for workload execution to reduce resource waste and energy consumption. In a distributed environment, optimized VMs are scheduled from different CDCs, which are distributed geographically to improve resource utilization for workload execution. 
Objective function.
The literature has reported that there are two types of objective functions for VM scheduling: (1) to reduce energy cost and (2) to reduce power consumption. The energy cost is a combination of monetary and non-monetary costs associated with energy use for scheduling VMs [3] . The power consumption is the amount of electricity expended by a resource to complete the execution of an application [62] .
For effective management of virtualized CDCs, thermal-aware scheduling is required to execute workloads on energy-efficient computing resources, which further reduce the heat recirculation and therefore the load on the cooling systems.
Thermal-Aware Scheduling
CDCs consist of a chassis and racks to place the servers to process the IT workloads. To maintain the temperature of datacenters, cooling mechanisms are used to reduce heat [86] . Thus, there is a need for effective management of temperature to run the CDC efficiently. Servers produce heat during execution of IT workload; thus, cooling management is required to keep room temperature stable [92] . The processor is an important component of a server and consumes the most electricity. Sometimes the heat generation of processors is higher than the threshold because servers are organized in a compact manner [93] . Both cooling and computing mechanisms consume a huge amount of electricity. It would be better to reduce the energy consumption instead of improving the cooling mechanism [90] . To solve the heating problem of CDCs, thermal-aware scheduling is designed to minimize cooling setpoint temperature, hotspots, and thermal gradients. Thermalaware scheduling is better than heat modeling [142] . Thermal-aware scheduling based on heat modeling performs computational scheduling of workload. Thermal-aware monitoring and profiling module monitors and assess the distribution of heat in CDCs while profiling maintains the details of computational workload, microprocessors, and heat emission of servers. With the use of renewable energy, the load of cooling can be decreased to enable sustainable CDCs. The evolution of thermal-aware scheduling techniques (see Figure 26) Table 18 of Appendix C.6.
Thermal-Aware Scheduling-Based Taxonomy.
The components of thermal-aware scheduling are (i) architecture, (ii) heat modeling, (iii) a thermometer, (iv) scheduling, (v) monitoring and awareness, and (vi) a simulator, as shown in Figure 12 . Each of these taxonomy elements are discussed below, along with relevant examples. The comparison of existing techniques (discussed in Appendix C.6) based on our thermal-aware scheduling taxonomy is given in Table 19 of Appendix C.6.
3.6.1.1 Architecture. Thermal-aware scheduling techniques have been designed based on two different architectures: single core and multi-core [86, 92, 93] . Thermal-aware scheduling techniques execute workloads based on their priorities at different processor speeds for single-core architecture, and for execution of a high-priority workload, the current workload can be preempted. Generally, high-priority workloads are running at high speed and the temperature of the processor can reach its threshold value. To optimize the temperature of the processor, low-priority workloads are running at a lower speed to cool down the processor. To improve the execution of thermal-aware scheduling, a multi-core processor is used, in which a task is divided into a number of threads and independent threads are running on different cores based on their priorities. Multi-core processors are designed with thermal-aware aspects such as intelligent fan control, clock gating, and frequency scaling. These aspects are working in coordination to control the temperature within its operating limits. If one core is getting hot, then a thread can be transferred to another cooler core to maintain the temperature.
Heat-modeling.
It is an effective mechanism in thermal-aware scheduling to develop a relationship between eventual heat dissipation and energy consumed by computing devices. The scope of heat models is defined based on evaluation of environmental variables such as temperature, air pressure, and power. The selection of heat model also affects energy efficiency. The types of heat models used in the literature are (i) the thermodynamics model, (ii) RC model, (iii) thermal network, and (iv) heat recirculation. The thermodynamics model is used to explore the heat exchange mechanisms in CDCs. The value of heat is quantified using the law of energy conservation [89, 90] . The thermodynamic process produces the details of heat emissions and energy consumption and passes cold air to remove heat from the datacenter. Researchers are still working on this process for further optimization. The RC model is basically a resistor-capacitor (RC) circuit that forges a relationship between electrical phenomena of the RC circuit and heat transfer. Temperature difference between two surfaces and energy consumption is used to determine the value of R and C for conductance and convention. The value of RC is not changed after manufacturing the processor package. The RC model is used to determine the value of various thermal parameters. The thermal network is based on both the RC model and thermodynamics model. In a thermal network, every node of a CDC belongs to one of the networks, which can be an IT network or cooling network. A server executes a workload by consuming energy and producing heat and the server is part of both the cooling and IT networks. The thermal network is efficient for heat modeling of heterogenous equipment of a datacenter. Heat recirculation deals with mixing hot air (coming from server outlets) and cold air (coming from the cooling manager). The temperature of cold air is changing with time after entering into CDCs. To maintain the temperature of a CDC, it is a great challenge to provide the uniform cold air temperature every time. The resource utilization of servers that participates in heat recirculation will be reduced and performance of CDCs is also affected in terms of QoS.
3.6.1.3
Thermometer. This is a device that is used to measure the temperature of CDCs. Two types of thermometers have been identified from the literature [14, 86, 92] : digital and analog. The digital or infrared thermometer is an electronic device that uses a digital sensor to provide a digital display. Most digital thermometers are resistive thermal devices that uses a function of electrical resistance to measure temperature variations. The analog thermometer contains alcohol, which falls or rises as it contracts or expands with temperature variations. Temperature value is displaying in degrees Celsius or Fahrenheit, which is marked on a glass capillary tube.
Scheduling.
The energy consumed by CDCs is used for execution of workloads, but it is dissipated as heat. Lower energy is used to remove heat while workloads are scheduling using thermal-aware aspects. Thermal profiles of thermal-aware schedulers are used to determine the resource with minimum dissipation of heat in CDCs. The aim of thermal-aware scheduling is to reduce dissipation of heat from active servers and minimize the active servers by turning off idle servers. Three types of thermal-aware scheduling used in the literature [85, 86, 89, 92] are (i) QoS, (ii) optimized, and (iii) reactive and proactive. QoS-based thermal-aware scheduling schedules the energy-efficient resources to improve the performance of the CDC. The scheduler controls the temperature and reduces the load of overcooling using dynamic thermal management techniques. Further, a challenge of maintaining the SLA based on these QoS parameters is introduced and requires the trade-off between cost saving and compensation or penalty in the case of SLA violations. Optimized thermal-aware scheduling schedules workloads using the concept of autonomic computing. These techniques are basically a combination of heat-recirculation and thermal-aware techniques. The main aim of server-based scheduling techniques is to reduce the peak inlet temperature, which is increased by heat recirculation. Heat recirculation can be minimized by placing lesser workloads on servers that are nearer to the floor. Processor-based scheduling techniques execute the workloads by sustaining the steady core temperature, called throttling. Earlier, workloads are executed using zig-zag schemes till a temperature threshold is achieved. Reactive management works based on feedback methods and manages the temperature based on their current state to maintain its temperature. Continuous monitoring of thermal-aware scheduling is needed to determine whether the temperature is lower than its threshold value or not. If the temperature is higher than a threshold value, then corrective actions will be taken to make it stable. The proactive approach manages the resources based on the prediction and assessment of temperature and thermal profiling. Based on previous data, predictions have been identified and required action is planned to reduce temperature during scheduling.
Monitoring and Awareness.
Thermal monitoring and awareness is used to perform thermal-aware scheduling decisions. The thermal profile is created based on resultant heat dissipation and power consumption for thermal awareness, which is used to rank the servers for future scheduling decisions. There are three different methods of thermal monitoring and awareness, as identified from the literature [14, 32, 85, 86] : (i) manual profiling and monitoring, (ii) thermal gadgets, and (iii) thermal data filtering and predictions. In manual profiling and monitoring, heat generation and recirculation and power consumption of individual servers are noted manually to create a thermal profile. If there are no real data available, then simulation tools can be used for manual profiling. Some thermal-aware scheduling techniques [89, 92, 93, 97] estimate the thermal index to evaluate the efficiency of different CDCs and perform their ranking. Thermal gadgets such as thermal cameras and sensors are used to generate accurate and timely thermal information automatically. Multiple sensors can be used per unit area and both onboard and external thermal sensors can be used to collect thermal information. In thermal data filtering and predictions, a rise in temperature and resulting heat can be predicted for proactive thermal-aware scheduling, which helps to make effective decisions to minimize thermal gradient and peak outlet temperature. The advance prediction of temperature and heat can help to maintain the QoS during workload execution.
Simulator.
The results of thermal simulators can be used to create thermal profiles. There are three different simulators identified from the literature [14, 86, 92, 14, 32, 85, 86] : (i) CFD, (ii) HotSpot, and (iii) FloVent. The Computational Fluid Dynamics (CFD) simulator is used to analyze and optimize airflow and heat transfer for CDCs to create the thermal profile, which further helps to create a thermal map. HotSpot is a temperature modeling tool [14] , which uses thermal resistances to design the architecture of CDCs based on power density and hence cooling costs, which are rising exponentially. The FloVent simulator [14] is used to predict contamination distribution, heat transfer, and 3D airflow for different types of CDCs, which mainly focuses on air conditioning and ventilating systems. Effective cooling mechanisms are needed to maintain the temperature of CDCs to enable sustainable cloud computing.
Cooling Management
The increasing demand for computation, networking, and storage expands the complexity, size, and energy density of CDCs exponentially, which consumes a large amount of energy and produces a huge amount of heat [14] . To make CDCs more energy efficient and sustainable, we need an effective cooling management system, which can maintain the temperature of CDCs [21] . Heat dissipation is a critical factor to be considered for cooling management of CDCs, which affects the reliability and availability of the cloud service. In cloud datacenter CDCs, high heat density causes high temperature, which needs to be controlled for smooth functioning of CDCs [86] . Effective cooling management can attain complete environmental control, including pollution concentration, humidity, and air temperature [92] . Thus, it is necessary to discuss the existing and emerging technologies for datacenter cooling systems to determine the effective approach to maintaining CDCs working in a safe and reliable manner. The evolution of cooling management techniques (see Figure 27 ) and their comparison along with open research challenges [150] [151] [152] [153] [154] [155] are provided in Table 20 of Appendix C.7.
Cooling Management-Based Taxonomy.
Based on the literature [150] [151] [152] [153] [154] [155] , cooling management consists of the following components: (i) cooling management techniques and (ii) the cooling plant as shown in Figure 13 . Each of these taxonomy elements are discussed below along with relevant examples. The comparison of existing techniques (discussed in Appendix C.7) based on our cooling management taxonomy is given in Table 21 of Appendix C.7.
Cooling Plant.
The cooling plant is a system that provides cooling to space where the CDC is placed and consists of the following components: (i) medium, (ii) mechanical equipment, (iii) a heat rejection system, (iv) location, (v) type, and (vi) temperature. The cooling system uses two different types of mediums to produce cooling: water and air. The water-based cooling system uses a water pumping mechanism to generate cooling, while the air-based cooling system uses an air compressor mechanism to produce cooling. Mechanical equipment is used to maintain the humidity, air distribution, and temperature in the CDC. Two different types of mechanical equipment are used in cooling systems: Computer Room Air Conditioning (CRAC) and chiller. The Heat Rejection System (HRS) performs the process of heat removal via two methods: dry cooler and cooling tower. Different types of temperature range are established for different locations in cooling systems [14, 86, 92, 150, 155] ; location can be (1) chiller, (2) rack, and (3) Computer Room Air Handler (CRAH). There are two types of temperature classification for three different locations with different temperature ranges: (1) supply temperature and (2) return temperature. The different types of cooling plants are (1) Direct Expansion (DE) air-cooled systems, (2) DE glycol-cooled systems, and (3) chilled water systems [152, 154] . The DE air-cooled system contains CRAC and an air-cooled condenser as a HRS. In DE glycol-cooled systems, a glycol mixture is used as heat transfer fluid from the CRAC to the dry cooler. In the chilled water system, a chiller provides cold water to the CRAH.
Cooling Management Techniques.
The literature [14, 86, 92, 150, 155] identified three different types of cooling management techniques: (i) outside air cooling, (ii) chilled water cooling, and (iii) free cooling. In outside air cooling, the cooler is used to bring the fresh air from outside and cooled and pushed it through the CRAC, which is better than an air recirculation mechanism. In the chilled water cooling system, electricity is used to freeze water at night and circulate this water throughout the CRAC unit during the day. In free cooling, air is passed into a chamber, which performs cooling through water evaporation [14] .
There is a need to maximize the use of renewable energy for cooling, which further reduces carbon footprints and environmental problems.
Renewable Energy
Sustainable computing needs energy-efficient workload execution by using renewable energy resources to reduce carbon emissions [117] . Fossil fuels such as oil, gas, and coal generate brown energy, which produces carbon-dioxide emissions in large quantities. Green energy resources such as sun, wind, and water generate energy with nearly zero carbon-dioxide emissions [121] . One type of green energy is hydroelectricity, which is produced using hydraulic power. Wind and solar energy can be purchased from off-site companies or can be generated using on-site equipment [118] . In the next decade, the cost/watt will be reduced by half for renewable energy due to following: (i) government organizations provide monetary incentives for the incorporation of resources of renewable energy, (ii) the storage capacity of rechargeable batteries will be increased, and (iii) advancement in technology to improve capacity of materials such as photovoltaic arrays [124] . Workload migration and energy-aware load-balancing techniques addressed the issue of unpredictability in the supply of renewable energy. To achieve 100% availability of cloud services, adopting hybrid designs of energy generation is recommended, which use energy from renewable resources and grid resources [117] . Mostly, sites of commercial CDCs are located away from abundant renewable energy resources. Consequently, portable CDCs are placed nearer to renewable energy sources to make them cost-effective. Dynamic load-balancing technique and renewable energy-based workload migration are discussed in Appendix C.8. The evolution of techniques for renewable energy (see Figure 28 ) and their comparison along with open research challenges [117-119, 121, 124, 126, 148] can be found in Table 22 of Appendix C.8.
Renewable Energy-Based Taxonomy.
Based on the literature [8] , renewable energy consists of the following components: (i) workload scheduling, (ii) focus, (iii) source of energy, (iv) location-aware and (v) storage devices, as shown in Figure 14 . These taxonomy elements are discussed below along with relevant examples. The comparison of existing techniques (discussed in Appendix C.8) based on our renewable energy taxonomy is given in Table 23 of Appendix C.8.
Workload Scheduling.
The scheduling of workloads in renewable energy-aware techniques has been done in two ways: (i) dynamic load balancing and (ii) power preserving. Dynamic load balancing is the most well-known approach to make a balance between renewable energy 104:22 S. S. Gill and R. Buyya and grid energy. These techniques supply renewable energy to execute workloads efficiently and predict the amount of energy that can be produced to run a CDC and the amount of energy that is needed to execute the workloads using that energy at the demand side.
There is a great need for renewable energy for deadline-oriented workloads [121, 124] . On the other side, workloads are scheduled using server power-preserving techniques. These techniques use power transition and voltage scaling to run a suitable workload using available renewable energy to balance demand-supply. Further, DVFS-based power-preserving techniques are also designed to control the energy based on operational frequency along with voltage scaling. In these approaches [117, 118, 119, 123] , the workload (web application) requests are distributed to the specific datacenter by matching the workload demand with the available renewable energy across geo-dispersed CDCs by using a load-balancing algorithm. This approach follows two levels of load balancing: (i) at the local level, redirecting the request within web servers in a datacenter, known as local load balancing; and (ii) at the global level, redirecting the requests among local load balancers related with a CDC, known as global load balancing. Each datacenter has an autoscaler in addition to a local load balancer that adds/removes web servers dynamically in response to the request [124] . The incoming request is distributed among a geo-dispersed CDC based on the place that has a higher availability of renewable energy so that maximum renewable energy is used for making the datacenter sustainable. In the case of not having enough renewable energy, the request is redirected to the location having cheap brown electricity. The global load balancer, uses a "weighted round robin" load-balancing algorithm to redirect the requests.
Focus.
There are three main objectives of renewable energy-aware techniques, to (i) meet deadline, (ii) reduce energy consumption, and (iii) improve renewable energy utilization [121, 126, 139] . The SLA is an important component and workload should be executed without violation of the SLA. Cloud providers are mainly focused on the deadline of the workload during execution. Other renewable energy-aware techniques focus on minimizing power usage of CDCs to execute workloads. Further, renewable energy can be used effectively while placing the CDC nearer to the source of renewable energy to save more energy and used to process more work.
Source of energy.
There are four different kinds of energy sources as identified from the literature [118, 117] : (i) solar, (ii) wind, (iii) water, and (iv) hydrogen fuel cells. The renewable energy can be generated using sunlight or it can be generated using wind to run a generator to produce electricity. Some techniques use the combination of both solar and wind. Other sources of renewable energy can be water as well as hydrogen fuel cells [117, 126] .
3.8.1.4 Location-aware. In renewable energy generation, energy can be stored using three different localities [121, 124, 127] : (i) on-site, (ii) off-site, and (iii) co-location. In an on-site locality, use of renewable energy is done at the same place where energy is produced. Off-site, the place of renewable energy use is different than the place generating energy, which means that energy can be transported to an off-shore site. On the other hand, CDCs are co-located from different places to sites where the chances of renewable energy use exist.
Storage devices.
There are two main storage devices used by renewable energy-aware techniques to store energy [118, 119, 128] : battery and net-metering. Lithium ion batteries are using to store energy effectively. Net-metering is another device that can be used to store generated energy for the future. Waste heat can be another source of renewable energy, which can be used in an efficient manner that generates electricity or can be used for heating houses and greatly reduce electricity costs and carbon emissions.
Waste Heat Utilization
Reuse of waste heat is becoming a solution for fulfilling energy demand in energy conservation systems because fossil fuel deposits are quickly dwindling. Cooling management is necessary to maintain the temperature of CDCs in operational range due to generation of large amounts of heat during energy consumption. The cooling mechanism of CDCs consumes large amounts of electricity: 40% to 50% [3, 71] . Power densities of servers are increased by using stacked and multicore server designs, which further increases cooling costs. The energy efficiency of CDCs may be improved by reducing the energy used in cooling. There is a need to change the location of CDCs to reduce cooling costs, which can be done through placing the CDCs in an area that has free cooling resources. Due to consumption of large amounts of energy, CDCs are acting as a heat generator [129, 130] . The vapor-absorption-based cooling systems of CDCs can use waste heat, then remove the heat while evaporating. Vapor-absorption-based free cooling mechanisms can make the value of PUE ideal by neutralizing cooling expenses. Low-temperature areas can use the heat generated by CDCs for heating facilities. The literature reports [3, 131] that there are two main solutions to control the temperature of CDCs: (1) relocation of CDCs to nearby waste heat utilization recovery places, and (2) vapor-absorption-based cooling systems. The two waste heat utilization techniques-Air Recirculation and Power Plant Co-location-are discussed in Appendix C.9. The evolution of waste heat utilization techniques (see Figure 29) and their comparison along with open research challenges [130] [131] [132] [133] [134] 147] can be found in Table 24 of Appendix C.9.
Waste Heat Utilization-Based Taxonomy.
Based on the literature, waste heat utilization consists of the following components: (i) focus of study, (ii) location-aware, (iii) heat transfer method, and (iv) cooling method, as shown in Figure 15 . These taxonomy elements are discussed below along with relevant examples. The comparison of existing techniques (discussed in Appendix C.9) based on our waste heat utilization taxonomy is given in Table 25 of Appendix C.9.
3.9.1.1 Focus of study. Existing waste heat utilization techniques focus on two different ways to utilize heat: (i) vapor-absorption-based cooling systems and (ii) give heat to co-located datacenter buildings [130, 131] . The first way is utilizing heat for on-site cooling using vapor absorption, in which heat is generated during the execution of workloads. The second way is to distribute the heat generated from CDCs to the heating model using different modes of transfer. Heat modeling is an effective mechanism in thermal-aware scheduling to develop a relationship between eventual heat dissipation and energy consumed by computing devices.
3.9.1.2 Location-aware. In waste heat utilization, heat can be recovered using three different localities: (i) on-site, (ii) off-site, and (iii) co-location, as described in Section 3.8.1.4.
Heat transfer method.
There are two different methods available for transferring heat: (i) water to water and (ii) air to air [133] . The water-to-water heat transfer method is based on a refrigerator mechanism, in which heat is transferred from the source side to the load side using conditioned fluid (hot or cold). Boiler or cooler can be used at both sides of the exchanger based on the purpose of the transfer. The air-to-air heat transfer method is based on vapor compression refrigeration, which uses reverse-cycle air conditioners to transfer heat from one place to another.
Cooling method.
As identified from the literature, there are three types of cooling methods used in existing waste heat utilization techniques: (i) using air, (ii) using water, and (iii) using air and water [132, 134] . An evaporative cooler is a device that uses evaporation of water to cool air and it is based on vapor-compression refrigeration cycles. On the other hand, the cooling effect is produced by consumption of water through evaporation. Both water-and air-based cooling mechanisms are used by WHU techniques.
OUTCOMES
The outcomes of this systematic review are discussed in Appendix D.
OPEN CHALLENGES AND FUTURE DIRECTIONS: A SUMMARY
We surveyed 142 research papers in this systematic review and presented them in a categorized manner. The focus of our systematic review is broader than the existing surveys, as discussed in Table 1 of Appendix A. This survey used methodical survey technique to conduct a systematic review and comprises the most recent research related to sustainable cloud computing. In addition to the nine categories of sustainable cloud computing, we covered the other research issues related to the sustainability of emerging technologies, such as Internet of Things and smart cities. A systematic methodology has been used to develop an evolution of categories of sustainable cloud computing that identifies optimization parameters, metrics, open issues, and Focus of Study (FoS). We explored and compared the existing techniques based on the proposed taxonomy. We documented the research issues addressed and open challenges that are still unresolved in sustainable cloud computing and discussed in Appendix E.
Open Challenges
The identified various open challenges of sustainable cloud computing are discussed in Appendix E.1.
Implications for Research and Practice
The implications for research and practice are discussed in Appendix E.2.
Integrated: Sustainability vs. Reliability
The trade-off between sustainability and reliability is discussed in Appendix E.3.
Emerging Trends and Their Impact
The emerging trends and their impact are discussed in Appendix E.4.
SUSTAINABLE CLOUD COMPUTING ARCHITECTURE: A CONCEPTUAL MODEL
The conceptual model for sustainable cloud computing is discussed in Appendix F.
SUMMARY AND CONCLUSIONS
The use of large numbers of CDCs results in a huge amount of energy consumption and produces significant amounts of large carbon footprints, which has become the greatest challenge of the 21st century. On the other hand, the use of a combination of grids and renewable energy to run CDCs in smart cities can save energy to a large extent. Consequently, there is a need to manage both energy and QoS together to enable sustainable and energy-efficient cloud services. Existing energy-aware resource management techniques and policies mainly focus on VM consolidation to reduce energy consumption of servers only. However, other resources, such as networks, storage, memory, and cooling, consume a huge amount of energy. Efficient scheduling of traffic flow between servers in CDCs is necessary to save energy. Therefore, holistic management of all resources (networks, memory, processors, cooling, and storage) is required to enable sustainable cloud computing. Further, the effect of QoS on the SLA must be addressed in holistic management techniques. Moreover, self-aware or autonomic management of cloud resources in a holistic manner can manage both energy consumption and QoS simultaneously, which can improve the sustainability of cloud computing systems. In addition, dynamically changing the variable clock rates of processors can must optimize energy use. It has also been recommended that the concept follow the renewable can motivate cloud providers to locate their CDCs nearer to green energy resources and load can be distributed geographically. However, geographical distribution of resources affects the QoS of networks, which is an open research challenge for the community. Unfortunately, the need to process a huge amount of data and provide high performance simultaneously can also consume large amounts of energy. To solve this problem, energy consumption, SLAs, and QoS must be managed at same time. Further, there is a need for self-aware management of cloud resources holistically to address these research issues. Currently, the research community is working in this direction, but more advanced research is required to ensure the energy efficiency and sustainability of cloud services. In this article, we proposed a taxonomy of sustainable cloud computing to analyze existing techniques for sustainability, including application design, sustainability metrics, capacity planning, energy management, virtualization, thermal-aware scheduling, cooling management, renewable energy, and waste heat utilization for CDCs. Further, the taxonomy mapping-based comparison has been described. A conceptual model for sustainable cloud computing has been proposed. Through a detailed analysis of related studies in the context of taxonomy, we are able to identify and propose various future research directions.
We assert the following conclusions:
• VM consolidation techniques can minimize energy consumption of servers.
• Optimization scheduling of traffic flows between servers is required.
• There is a need for dynamic task scheduling for energy and QoS optimization.
• New system architectures and algorithms can geographically distribute the CDC.
• There is a need for interplay between IoT-enabled cooling systems and the CDC manager.
• Maximum use of renewable energy-powered resources is required for holistic management of resources and workloads.
We hope that this systematic review will be helpful for practitioners and researchers who want to pursue research in any area of sustainable cloud computing. 
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