Abstract. The Tunka-HiSCORE detector follows the concept of a non-imaging wide-angle EAS Cherenkov array, designed to search for γ-ray sources above 10 TeV and to investigate the spectrum and composition of cosmic-rays above 100 TeV. A prototype array with 9 stations has been deployed in October 2013 at the site of the Tunka experiment in Russia. We describe design and performance of the array data acquisition system DAQ-2, focusing on its timing system based on the White Rabbit technology for sub-nsec time-synchronization over ethernet. First results of EAS arrival direction reconstruction, compared with MC simulations, and tests with artifical light sources verify an excellent performance of the system.
Introduction
The Tunka-HiSCORE detector is a ground-based air shower Cherenkov array that samples the air shower light front using the non-imaging technique for γ-ray astronomy and cosmic-rays studies [1, 2] . The detector is located in the Tunka Valley, Siberia, at the Tunka-133 array site [3] . Currently, a total area of 0.25 km 2 is instrumented with 28 Tunka-HiSCORE stations. A hybrid detector system, TAIGA, is under construction, combining as main components a km 2 -scale HiSCORE array with a net of imaging air Cherenkov telescopes [1, 3] . For γ-ray astronomy, the HiSCORE array must achieve a good reconstruction of the air shower arrival direction. For a pointing resolution of ∼ 0.1 • , all array stations need to be synchronized with sub-ns time precision [4, 5] . This work presents results from a timing system based on the White Rabbit technology, that was installed in 2012, and operates since 2013/14 with the first Tunka-HiSCORE prototype array. In this paper we use data from dedicated time-calibration runs as well as from normal EAS showers to verify this new technology, which has been used for the first time in a field installation for an astroparticle physics experiment. 
The HiSCORE-9 array
A first HiSCORE array with 9 stations has been deployed in October 2013, arranged on a regular grid of 3 x 3 stations with 150 m distance and an instrumented area of 0.09 km 2 (HiS-9 array, see section 3 and [1, 3, 6] ). Each HiSCORE station is equipped with 4 Photomultiplier Tubes (PMTs) of 8 inch diameter, and with 4 light collectors (Winstone cones), yielding a collection area of 0.50 m 2 and a field of view of 0.6 sr. This first Tunka-HiSCORE array is operated by two independent data acquisition systems (DAQ-1 and DAQ-2), both based on GHz waveform-sampling by the DRS4-chip. Array time-synchronization is done by a custom system in DAQ-1 (with 100MHz clocks sent over separate fibers) and by the ethernet-based White-Rabbit system (WR) in DAQ-2. WR [7] is a new standard for time-and clock-transfer using the extended PTP standard (IEEE 1588) and commercially available basic components; it allows for scalable, flexible and cost-effective sub-nsec synchronization built from large-scale next generation experiments, like CTA, KM3NeT, IceCube-Upgrade [8] .
The main purpose of the DAQ-2 system, which is discussed in this paper, is to evaluate this new timing system in a robust DAQ, built from off-the-shelf components. A direct timing performance comparison with DAQ-1 is possible for the 19 new HiSCORE stations installed in October 2014, which combine both systems on a hybrid DAQ-board. Systematic tests of HiSCORE WR-boards operating since 2012 are given in [9] . Results from the DAQ-1 running since fall 2013 are mentioned in [3] .
2.1. The HiSCORE-9 DAQ-2 system DAQ-2 is an autonomous, distributed data taking system, with a central control server that concurrently runs a predefined and exchangable set of tasks per station. It supports remote operation over WAN from multiple locations and incorporates monitoring and self-recovery on hardware error detection. Its main hardware components per station are shown in Fig.1: (i) DRS4 evaluation boards: to sample PMT pulses at up to 5 GS/s (two boards with 2x4 channels) [10] ; for the chosen trace length of 1 µs sampling rate is 1 GS/s, (ii) White Rabbit (WR) timing system: one WR-Node -a SPEC (Simple PCIe Card) -per station executes, with custom firmware, the nsec-time stamping and analog pulse triggering [8] . Each SPEC is connected by optical fiber (for synchronization and data transfer) to the main WR-switch in the DAQ center, that provides time synchronization of all the stations and interfaces to a GPS clock. The WR system provides local clocks with a relative phase stability of ∼200 ps and an absolute clock precision of ∼1 ns [9] , (iii) Raspberry PI: a mini computer for readout of DRS4 boards, data transfer to the DAQ center and to generate a "readout ready" signal (GPIB) to enable the next SPEC trigger; optionally serves for SPEC monitoring and firmware upgrades.
WR-triggering and time stamping is as follows: The sum of the four PMT anode signals, built by an analog summator board, is sent to a comparator on the WR-SPEC card, which generates a trigger if the signal stays above adjustable threshold for t > 9 ns [9] . Upon a trigger, the WRclock value is latched with nsec resolution, and sent as trigger time message over the WR-fiber. Synchroneous SPEC trigger strobes are sent to both DRS4-EBs, initiating their readout. The intrinsic 1-nsec granularity of the WR-time stamps can be improved, using sub-nsec resolution of anode signals recorded by the DRS4 relative to the WR-strobes. The analysis presented here is based on the WR-time stamps only; with pulse shape analysis an additional improvement is expected. The eight DRS4 board channels are used to sample four anode signals, their sum, and one dynode as well as the WR strobes (one per DRS4-EB). The trigger thresholds are set to ∼ 10 Hz station trigger rates.
Array event building
All HiS-9 stations trigger independently, thus array events are offline selected by requesting coincidence of ≥ N stations within 2 µs. Since all WR time-stamps are available in real-time, an array trigger can be easily formed online. This will allow serious data reduction by e.g. station-multiplicity or topology based online array triggers.
Time calibration
The calibration of the relative arrival times between the stations in a non-imaging Cherenkov detector is critical to achieve precise shower pointing. To investigate the time resolution of the HiS-9 array, a series of calibration runs has been performed -to check single station and full array performance as well as long-term stability. A bright wide-angle LED light source was positioned outside the array perimeter (∼ 200 m), emitting light pulses with ∼6 Hz towards all the nine stations. The LED calibration setup is depicted in Fig.2 . On top of each station a 45 • inclined reflecting screen was added, to redirect the LED light into the stations. The data sample for this analysis consists of two calibration runs of 15 minutes each, with the second one taken 10 days after the first, from the same position. Only events with all the nine stations triggered are used for the analysis.
Toy Monte-Carlo
We use a toy Monte-Carlo to simulate the response of the array and the measurement system, and to compare to the calibration data. A spherical model is applied for light propagation from the source to the stations; thus the arrival time is given by t i = R i /c, where t i is the arrival time of the light to the station i, R i is the distance between the station and the light source, and c is the speed of light. To simulate the fluctuation of the timing system (WR), a gaussian time jitter with σ W R is added to the arrival time. The WR time stamps are obtained by rounding the times to 1 ns precision (ns-granularity). We chose σ W R = 0.45 ns, as obtained from the raw data analysis, see section 3.2.
Data analysis
The data analysis for the time calibration consists of three steps:
1. Stations time synchronization stability check 2. Determination of the calibration constants ∆t cal i
Reconstruction of source position coordinates
To check the stability of the time synchronization between the stations, we analyse the raw time differences distributions ∆t ij between station i and a reference station j (in this case j = 3, the closest to the LED). The standard deviation of ∆t ij is given by (assuming identical stations): where σ(t i ) is the standard deviation of the measured time at station i, 1/ √ 12 = 0.29 ns is due to the 1 ns time granularity, σ W R is the time jitter of the timing system and σ X is the time jitter due to apparatus effects (i.e. PMT, electronics, etc.). From the ∆t ij -distribution in Fig.3 , we find σ(t ij ) = σ(∆t ij )/ √ 2 = 0.54 ns, which according to eq.2 gives σ 2 W R + σ 2 X = 0.45 ns. Thus, we find as an upper limit of the WR-induced time jitter σ W R ∼ 0.45 ns. In the second step we compare the distributions of the measured time differences, ∆t ij,data with simulation. For each station i, we calculate the differences between the average values of the two distributions, ∆t cal i = ∆t ij,data − ∆t ij,M C . We consider this ∆t cal i an additional, stationspecific time delay w.r.t. the photon arrival time, introduced by station components (analog DAQ components, PMT transient times, cables, WCones, etc.). These values are used as offset calibration constants to correct the arrival time of each station. The third step of the analysis is the reconstruction of the LED position on an event by event basis, using all nine stations simultaneously. After correcting the arrival times by their calibration constants ∆t cal i , we fit a spherical propagation model for the time t i it takes to reach the i -th station from the source position. An example of a fitted event and the station-wise residual plots is given in Fig.4(a) . The standard deviation of the fit residuals, see Fig.4(b) , is consistent with the value obtained from the raw data analysis (step 1); and the reconstructed LED coordinates agree with the real ones. This confirms the consistency of the procedure, up to the array level. To summarize, from the LED calibration runs we obtained the station calibration constants ∆t cal i , and derived a conservative upper limit for the HiS-9 WhiteRabbit time jitter of σ W R ≤ 0.45 ns. An improved estimation of σ W R will be obtained from the DRS4 recorded pulses (for sampling at ≥ 2 GS/s), and is expected to reach the ∼0.2 ns range, as estimated for DAQ-1 [3] and measured in previous WR-field setups [9] . 
Monte-Carlo simulation
To study the detector response and reconstruction performance, a dedicated Monte-Carlo simulation was done for the HiS-9 array. Air showers have been generated according to the primary proton spectrum (dN/dE ∝ E −2.7 and 10 ≤ E ≤ 10 3 TeV) using Corsika v699 [11] ; the detector response is simulated with the standard HiSCORE simulation software sim score [5, 2] . The shower reconstruction is done with reco score, the HiSCORE reconstruction package [4] . A time jitter with a gaussian distribution of σ = 0.5 ns is added to the pulse trigger time, in agreement with the time-resolution results discussed above. All stations are assumed to be identical, which introduces differences between data and Monte-Carlo, in particular for shower core reconstruction.
Shower reconstruction
The shower reconstruction determines the shower core location (x C , y C ) and the arrival direction (zenith θ, azimuth φ). In a first step, an approximate shower direction is obtained by fitting the shower front arrival times with a plane wave. This direction in turn is used for a 2-steps shower-core determination: starting from a first guess for x C and y C by a center of gravity method (weighted average of the signal amplitudes recorded in each triggered station), the core position is then obtained by fitting the amplitudes with the amplitude distance function (ADF) using the shower direction, as discussed in [4] . A precision shower direction reconstruction is then obtained by fitting the shower front with an analytical model for the arrival times at each station [12] . The fit is performed recursively, excluding stations with time residuals greater than 3σ (σ = 0.5 ns, see sect.3); the number of excluded hits is ≤ 2 for the ∼ 92% of the events (≤ 1 for ∼ 60%). Figure 5(a) shows an example of a fitted event. The distribution of the fit residuals (Fig.5(b) ) follows a gaussian with σ data = 0.64 ns, which gives σ W R ∼ 0.57 ns according to eq.2. We note, that this is close to σ ∼ 0.5 ns obtained for shower reconstruction in DAQ-1 (which includes a pulse shape analysis). We find stability of the rms from individual stations, over the 10-day run period considered hereshowing no time dependence of the WR-synchronization. Figure 6 gives the reconstructed zenith and azimuth distributions, for data and simulated events. We find good agreement between data and MC, given the above mentioned approximations. Small deviations from the MC assumed flat zenith-angular response of the stations sensitivity are currently under investigation. 
Conclusion
The HiSCORE detector represents a new concept based on the non-imaging Cherenkov technique for cosmic-ray studies and γ-ray astronomy in the PeV energy regime. The HiSCORE-9 array has been operating successfully since October 2013. A dedicated DAQ system based on the WhiteRabbit technology for sub-nsec timing has been taking data. The analysis of LED calibration runs gives an upper limit on the time resolution of the timing system of σ t ≤ 0.45 ns, including all experimental effects. This is compatible with standalone laboratory and field results of a 0.2 ns WR-clock jitter. A first reconstruction of the air showers detected with the HiS-9 array DAQ-2 has been performed. From the shower fit residual distribution we calculate an upper limit on the WR-time resolution of σ W R ≤ 0.57 ns, consistent with the LED results. From Monte-Carlo studies [4] we expect for high energies this timing resolution to result in a pointing error of the order of 0.1 • . Both the time calibration analysis and shower reconstruction have been performed using only the time information from the WhiteRabbit system, i.e. with 1 ns granularity. An improvement is expected after introducing the corrections due to correct pulse amplitude calibration [6] and PMT pulse shape analysis.
