Abstract datalog can be used to specify a variety of class analyses for object-oriented programs as variations of a common framework. The result of analysing a class is a set of datalog clauses whose least solution is the information analysed for. Modular class analysis of program fragments is then expressed as the resolution of open datalog programs. We provide a theory and a set of operators for the simplification of sets of open clauses. Preliminary results of applying our technique to class analysis of Java applications indicate that the proposed technique is a viable approach to modularising class analyses.
Introduction
One of the most important analyses for object-oriented languages is class analysis that computes an (over-)approximation of the set of classes that an expression can evaluate to at run-time [1, 3, 13, 25, 26] . Class analysis forms the foundation for static type checking for OO programs whose aim is to guarantee that method invocations are always resolved to a known method. It is also used for building a precise call graph for a program which in turn enables other optimisations and verifications. For example, the information deduced by class analyses can in certain cases be used to replace virtual method invocations by direct calls to the code implementing the method.
All existing class analyses are whole-program analyses that assume that the entire program is available at analysis time. There are several reasons why it is desirable to weaken this assumption. The size of the object-oriented code bases to be analysed might be so large that a whole-program analysis is just unfeasible. Even if the analysis is of low complexity, having to re-analyse all the program every time a modification is made means that the analysis is of little use during the development phase. Furthermore, dealing with languages that allow dynamic linking of code means that not all code may be available at analysis time. These shortcomings can be addressed by developing more incremental and modular analyses, that can analyse fragments of programs and obtain intermediate analysis results that can be combined efficiently to produce the overall analysis result.
Modular program analysis has been the object of several recent studies. Cousot and Cousot [11] examine the various approaches to modular program analysis and recast these in a uniform abstract interpretation framework. The essence of their findings is a characterisation of modular program analysis as the problem of calculating approximations to a higher-order fixpoint. In this article we demonstrate how this fixpoint characterisation can be instantiated to the case of class analyses expressed by using datalog clauses [34] . In this case, the result of the class analysis is defined as the least solution of the set of clauses generated from the program in a syntax-directed manner. A modular analysis is a procedure that transforms a partial set of constraints into an equivalent simpler set, where simpler means that its size or the time to compute its least solution has been reduced.
The class analysis will be defined as a syntax-directed translation from a simple objectoriented programming language into datalog constraints. datalog is a simple relational query language yet rich enough to give a uniform description of a number of control flow analyses of object-oriented languages, including the set-based analysis of Palsberg and Schwartzbach. It has an efficient bottom-up evaluator that provides an implementation of the analysis of closed programs for free. The analysis of program fragments gives rise to open sets of datalog clauses. We define the semantics of such open datalog clauses using the semantic theory of open logic programs [5] . In particular, this theory provides a basis for defining abstract union operators on constraint systems corresponding to the union of two program fragments.
In general, open sets of datalog clauses cannot be solved but a number of powerful normalisation operators exist. These operators transform a set of clauses with the purpose of reducing the size of the clauses and/or speeding up their resolution. For instance, to reduce the size of the clauses, equivalent clauses are detected and removed and common expressions factorised.To speed up the resolution, we propose transformations of clauses consisting of computing partial fixpoints, i.e., performing that part of a fixpoint iteration that can be done with the available facts and clauses. This technique preserves the overall solution but potentially reduces the amount to be done when the set of clauses is completed. We finally consider techniques that admit safe over-approximations of the analysis result. These over-approximations are obtained by worst case hypotheses or as consequences of widening operators.
This article offers the following contributions.
• We show how datalog can be used for specifying class analyses in a uniform manner.
We notably show how a number of existing analyses can be expressed naturally in this framework.
• We extend this to a theory of modular class analyses in which the analysis of program fragments is modeled by using open datalog programs. This provides a semantic basis for defining the correctness of a modular analysis. We show that various techniques for modular analysis can be expressed as instances of our framework.
• We define a number of partial simplification techniques for reducing an open datalog program to a solved form and report on experiments conducted with implementation of three techniques, namely a size preserving unfolding of clauses, elimination of entailed clauses and elimination of unused clauses. The results of the experiments show that our technique for modular class analysis is computationally feasible and that simplification techniques can significantly improve efficiency.
The article is organised as follows. Section 2 defines a simple object-oriented programming language. Section 3 defines a number of class analyses by using datalog clauses as specification language. Section 4 recalls basic notions on closed and open datalog programs.
In Section 4.3, we give a characterisation of correct modular simplifications. In Section 5 we show how several techniques for modular static analysis can be seen as instantiations of our modular simplification techniques. In Section 6 we define new correct simplification techniques. Section 7 reports some experiments with our modular class analysis.
The present article extends a paper published in the 2002 Static Analysis Symposium. The description of the analysis framework, the semantics of open datalog programs and their transformations has been extended, providing both more intuition and more details of proof than what was possible in the preliminary version. In addition, the framework has been implemented and experiments of modular analysers have been performed, as documented in Section 7.
A minimalistic object-oriented language
Our analysis is defined with respect to an untyped imperative class-based object-oriented language. To focus on the class analysis principles, language constructs are kept to a minimum. The precise syntax is given in Figure 1 . A program P is made of a set of class declarations. Each class C is identified by a unique name c and defines a set of methods. It may extend an existing class c . Within a class, a method M is uniquely identified by its signature m i where m is the method name and i is the number of its arguments.
The method body is a sequence of instructions. The instruction x:= new c creates an object of class c. The instruction x.fd :=y assigns the value of variable y to the field fd of the object referenced by x. Similarly, x:=y.fd transfers the content of field fd of y to variable x. The instruction x:=x 0 .f (x 1 , . . . , x n ) invokes the method f on the object stored in x 0 with x 1 , . . . , x n as arguments and stores the result in x. Finally, ret x ends the execution of an invoked method by returning the value of x. Except the last instruction that models method return, all the other instructions are different kinds of assignments: object creation, field update, field access and dynamic method invocation. Following the object-oriented conventions, in a method body, the current active object is referenced as self .
Execution of the program starts at the first instruction of the method m 0 of class main. The inheritance relation between the classes of a program is acyclic. Because our language does not provide multiple inheritance, the class hierarchy forms a forest (of trees). Virtual method resolution is defined by a method lookup algorithm that given a class name c and a method signature m i returns the class c that implements m i for the class c. The algorithm takes inheritance into account and walks up the class hierarchy from class c and eventually returns the first class c that defines a matching method m.
Class Analysis in datalog
In this section we describe a class analysis in the form of a syntax-directed translation that maps a term L of the object-oriented language defined in Section 2 to a set of datalog clauses. The result of the analysis is the semantics (Section 4) of these clauses. The analysis presented in this section deals with complete programs; the following sections will be concerned with showing how to combine separate analyses of individual classes to eventually recover the result of the analysis of the complete program.
Syntactically, datalog can be defined as prolog with only nullary function symbols i.e., constants. Hence a datalog program is a set of clauses i.e., implications between a tail and a head. datalog can equally well be presented as a relational query language extended with recursion. One of the advantages of datalog is that it allows us to specify a collection of class analyses in a formalism that allows to bring out the common structure of a number of known analyses. To make this point clear, we first give an intuitive description of the basic analysis and then explain how it can be parameterized to obtain analyses of different degree of precision. Intuitively, the basic analysis works as follows. For each variable x defined in method m of class c in the program we introduce a unary predicate named c.m.x that characterises the set of objects being stored in that variable. Each assignment to a variable will result in a clause defining the corresponding predicate:
where the role of the parameter Ctx for obtaining context sensitivity will be explained below.
The heap of allocated objects is represented by a collection of binary predicates fd ( , ), one for each field name fd used in the program. If an object o 1 references an object o 2 via field fd then fd (o 1 , o 2 ) holds. Assignments to fields becomes a constraint stating that all objects in a variable y now can be referenced from objects in x via the fd field: 
Context-Sensitive Analyses
There are a number of places in which the precision of the basic class analysis can be finetuned:
• Modelling of the heap of objects. In the basic analysis, objects in the heap are simply abstracted by their class identifier, hence the abstract domain of objects is defined by Object = Class. Other ways of abstracting objects take into account the creation context. For instance, objects can be distinguished by their program point of creation, in which case we get Object = Class × PP where PP = Class × Meth × PC is the set of program points.
• Distinguishing different calls to the same syntactic method. The precision of an analysis can be improved by keeping track of the program point at which a method was invoked Context = PP . Other ways of separating the method calls is by distinguishing them according to the class of their arguments (see the Cartesian Product abstraction below).
• Distinguishing different occurrences of the same variable. The basic analysis keeps one set for each variable. All assignments to that variable will contribute to this set. Introducing one set for each occurrence of a variable can lead to more precise analysis results, see e.g. [19] for the benefits obtained in the case of binding-time analysis for imperative languages.
The last type of context sensitivity is relatively straightforward to obtain by syntactic transformations so here we focus on the first two items: creation-and call-context sensitive analyses. Our generation algorithm is defined by structural induction over the terms of the language. An important point is that it is abstract with respect to context-sensitivity. Indeed, contextsensitivity is expressed separately by mean of the predicates objCtx , methCtx n .
The predicate objCtx models object creation: it constructs an abstract object from the current analysis context. If the predicate objCtx(C, M, I, C , Ctx, Self , N ewObj) holds then newObj is a novel object of class C whose identity is built from the program point (C, M, I), for the call context Ctx and the current object self .
The predicate family methCtx n models a method call: it constructs an abstract call context. If
holds then N ewCtx is a novel call context built from the program point (C, M, I), for the call context Ctx and the argument objects of the call Self , O 1 , . . . , O n−1 .
The algorithm first generates clauses for a given program. Later on, the clauses for the predicates objCtx , methCtx n will be provided in order to determine the precision of the analysis We also use the predicate classOf to retrieve the class of an abstract object. Its definition is a direct application of the objCtx predicate:
Constraint generation rules
With the above elements in place we can now define the syntax-directed constraint generation rules.
Program, class, methods, method The rules for a program, a class, a set of methods and a method are straighforward: the constraints generated for a program are the union of the constraints generated for each method of each class in the program. The constraints also state that the initial method main is called. Moreover, while analysing the construct class c extends c , one records the fact that c is a subclass of c . 
The constraint for object creation makes use of the predicate objCtx. It uses as input the syntactic location of the new statement and retrieves the active objects and contexts from self . Note that this constraint also models reachability. Indeed, if the analysis shows that the semantics of c.m i .self is empty, the constraint will not be productive.
The constraint for field update states that if, in the same call context, variable x references an abstract object o and variable y references an abstract object o then, in the heap, o references o via fd . The constraint for field access is similar.
Method invocation constraints record the occurence of a call and retrieve the return value. In all this process, the contraints ensure a correct handling of the call context. More precisely, the predicate c.m i .call keeps a relation between the current call context ctx and the call context ctx of f . If the contraint over f.call forgets about the context ctx, this relation is used to filter the relevant result.
Finally, the constraint for the result simply states that method m returns an abstract object o in call context ctx if variable x references this same abstract object in the same context.
Instantiations
In the following we specify a number of known analyses as variations of the basic analysis We do this by specifying the abstract domains of objects and contexts, and by defining the instantiation of the predicates objCtx , methCtx and classOf .
0-CFA 0-CFA is a degenerate context sensitive analysis in which objects are abstracted by their class and where there exists a single call context identified by the constant ctx. Hence, we have Object = Class and Context = {ctx}.
1/2-CFA Some analyses of object-oriented programs deal with inheritance by copying the inherited methods into the inheriting class [25] . This syntactic unfolding adds a certain degree of call context sensitivity to an analysis because it distinguishes between a method according to which class of object it is called on. To model this effect of unfolding the inheritance mechanism, we keep as call context the class of the receiver of the current call. This is expressed by the repeated occurrence of self in the definition of methCtx . We have Object = Class and Context = Object.
The principle of the k-l-CFA hierarchy of analysis is to keep a call string of length k and a creation string of length l. As a result, the call context is a tuple of the k call instructions that lead to the call. Similarly, an object o 1 now contains information about the object o 2 that created it, and the object o 3 that created o 2 , and . . . the object o l that created the object o l−1 . We have Object = Class × PP l and Context = PP k .
Cartesian product algorithm This kind of context sensitivity for class analysis was first discussed by Agesen [1] . A call context is built from the arguments of the call. Calls to the same method are distinguished as soon as the arguments are different. The set of call contexts of a method with n arguments is then Context n = Object n . Thus, the precision of the overall analysis depends on the object abstraction. Here, we show an instantiation where the object creation context is the program point of creation (Object = Class × PP ).
Example 1 Consider the following contrived library
Here are the generated constraints.
Semantics of datalog
In this section we define a semantics for open and closed datalog programs. With this semantics, we can state precisely what it means for a datalog program to be a correct transformation of another datalog program. The results in this section form the theoretical basis for analysing a class hierarchy in a modular fashion. For a class, the generation algorithm yields a set of datalog clauses. However, because a class is not a stand-alone program, code in one class may invoke methods defined in another class. This means that some predicate symbols appearing in the clauses modeling a single class may be either partially or totally undefined. Other classes may enrich the definition of those predicates. To make this explicit, we introduce a notion of open predicates. Being open is a property that depends on the scoping rules of the analysed language. For our class analysis, open predicate symbols arise from the analysis of method calls, method declaration, method returns and field updates. For instance, the return instruction of a method of signature m defined by a class c contributes to the definition of the m.ret predicate. Because any class implementing a method m also contributes to the definition of the predicate symbol m.ret, its definition is kept open until the whole program is analysed.
Closed Semantics of datalog
We recall here some basic facts about the traditional (closed ) semantics of datalog [34] . This semantics will later be used in Subsection 4.2 to define the semantical composition of different datalog programs, each describing the analysis of a particular class.
As with Prolog, the denotational semantics of datalog interprets a datalog program as the least set of predicates that satisfy the clauses of the program. The fundamental difference with respect to Prolog is that the least Herbrand model is computable.
Definition 1 Let Π be a (finite) set of predicate symbols and V (respectively, C) be a set of variables (respectively, constant symbols).
• An atom is a term p(x 1 , . . . , x n ) where p ∈ Π is a predicate symbol of arity n and each
. . , n]) is either a variable or a constant (x i ∈ V C).
• A clause is a formula H ← B where the head H is an atom while the body B is a finite set of atoms.
• A program P is a set of clauses.
For an atom A, Var (A) is the set of variables occurring in A and Pred (A) is the set of predicate symbols occurring in A. Var and Pred are extended the obvious way to clauses and programs. An atom A is said to be ground if its set of variables is empty. A substitution σ : V → V C is a mapping from variables to variables or constants. A ground substitution maps variables to constants. We denote by Aσ the application of a substitution σ to an atom A. Substitutions are partially ordered as σ 1 ≤ σ 2 if there exists σ such that σ 1 (v) = σ 2 (v)σ for every v ∈ V . Given two atoms A 1 and A 2 , a unifier of A 1 and A 2 is a substitution σ such that A 1 σ = A 2 σ. If that σ is such that for every other unifier σ of A 1 and A 2 we have σ ≤ σ, we say that σ is a most general unifier (mgu). Most general unifiers are unique up to variable renaming.
We now recall some basic facts about the semantics of logic languages [2] , by presenting them for the special case of datalog programs only. A Herbrand interpretation I is a (possibly infinite) set of ground atoms. Given a set of predicate symbols Π and a set of constants C, the Herbrand base HB (Π, C) is the (greatest) set of ground atoms that can be built from the predicate symbols in Π and constants in C. Note that the Herbrand base is a Herbrand interpretation and that every finite Herbrand interpretation is (isomorphic to) a ground logic program. The least Herbrand model M (P ) of a program P is the minimal Herbrand interpretation that contains all and only the set of ground predicates p which are a logical consequence of P i.e., P |= p. The model M (P ) has been traditionally considered as the semantics of P . An equivalence result states that M (P ) is also the least fixed point of a monotonic, continuous operator T P known as the immediate consequence operator.
Definition 2 For a datalog program P and a Herbrand interpretation I, the operator T P is defined by:
T P (I) = Hσ H ← b 1 , . . . , b n ∈ P, b 1 , . . . , b n ∈ I and σ is a ground unifier of (b 1 , . . . , b n ) and (b 1 , . . . , b n ) .
Definition 3 The semantics M (P ) of a datalog program P is the least Herbrand model of P . It can be computed as the least fixed point lfp(T P ) of the operaotr T P :
Note that for datalog programs, M (P ) is finite and the least fixed point lfp(T P ) can be algorithmically computed as the limit of the following finite ascending chain of interpretations [33] 
2 is defined as
Property 1 Union of open programs is associative.
This property is essential for our purpose: the order in which analyses of classes are joined does not matter. We formalize the notion of equivalence between two open datalog programs through the usual containment relation over datalog programs [31] . Namely, it states that two programs P 1 and P 2 are equivalent if and only if, when combined with any other program Q, the programs P 1 ∪ Q and P 2 ∪ Q have the same semantics.
is an over-approximation of P
) if and only if :
• Ω 1 = Ω 2 and Pred (P 1 ) = Pred (P 2 )
• for all Q Ω such that P
Property 2 The relation is reflexive and transitive.
Therefore, the relation gives rise to an equivalence relation over open programs.
Definition 7 introduces a weaker equivalence relation than that used in [4] , where P 1 ∪ Q and P 2 ∪ Q are required to have the same behaviour wrt. computed answers. For our purposes, it is enough to require identical least Herbrand models since we are only interested in the extensional meaning of a program and not in how this meaning is expressed by means of computed answers. The relevance of for modular resolution lies in the following fundamental lemma. It shows that open programs remain in the relation when an arbitrary open program is added to them. This is the key property of modular resolution methods: whatever the unknown clauses that could be added later, the transformation preserves the correctness of the analysis.
Proof. To begin with, observe that P
This follows from the definition of (P show that if (P
Ω are defined then the minimal Herbrand models are ordered by set inclusion:
Because union of open programs is associative (Property 1), we have
Exploiting the fact that P
. As a result, by associativity of union of sets, the lemma holds. o
At this point, we are (only) able to map classes to open datalog clauses and join them incrementally to obtain the clauses modeling the whole program being analysed. We can also query the datalog clauses and get abstract information which is complete only if we assume that open predicates will never be given further definitions (closed world assumption). Queries can be resolved in a top-down fashion by using memoization or in a bottom-up fixed point way. Since we deal with datalog programs, both techniques terminate. Therefore, we have defined a static analysis strategy that computes the open clauses of every class and combines them syntactically. When all classes have been analysed and combined, we get a complete datalog program modelling the abstract behaviour of the overall set of classes.
It should be noted, however, that open datalog programs can be transformed in order to simplify them or speed up the resolution process of queries. Such transformations might preserve the semantics of the programs but are also allowed to change it in a safe way. In abstract interpretation terms, this means that those transformations can only enlarge the minimal Herbrand model of the open programs. Hence these programs will convey a less precise but still correct abstract information on the set of classes they model. In the following we characterise this notion of approximation of open programs. Section 5 shows that this framework extends existing techniques for modular analysis. Section 6 provides further examples of such approximations.
Approximation of Open Programs
As we showed in Section 4, each class is first analysed separately and the resulting datalog programs are then combined. We show here that simplifications of datalog programs can take place before they are actually combined, in order to achieve better performance.
Based on the relation on open programs (Definition 6), we define the notion of correct and exact transformation of datalog programs. 
Note that equivalence of datalog programs is undecidable [31] . This is not of concern to us because we are only interested in transformations that are guaranteed either to preserve equivalence or to yield a safe approximation. Theorem 1 formally states that correct transformation methods as defined above are indeed correct for the global analysis. 
. . , n]}
and the result follows from Definition 6. o
The following result defines a simple way of computing correct approximations of open programs. We will use it later (Section 6) to define correct transformations. Proof. Let Q Ω be any program such that P Ω 1 ∪ Q Ω is defined. By definition 2, we have T P 1 ∪Q ⊆ T P 2 ∪Q (point-wise). Hence the least fixed point of T P 1 ∪Q is contained in the least fixed point of
Lemma 2 Let
T P 2 ∪Q i.e., M (P 1 ∪ Q) ⊆ M (P 2 ∪ Q). o
Instantiations of Our Framework
We show here how some of the modular static analyses techniques defined in [11] can be implemented as instances of correct transformations on open datalog programs.
Partial Fixpoint
With this technique, we enrich a program P with its semantics, i.e. we add to P a set of ground facts that are deducible from P . Proof. Let Q Ω be such that P Ω ∪ Q Ω is defined. By Lemma 2 we have
The opposite inclusion follows since
e., a ∈ M (P ∪ Q). The thesis follows because a is arbitrary. o
Note that in the special case when free predicate symbols will never be given a definition and open predicate symbols will never be enriched by additional clauses, we can even substitute the program P with its semantics. This constitutes a correct simplification as long as the assumption is valid i.e., nothing is added to the program (M (P ) = M (lfp(T P )) but P ≡ lfp(T P )).
The efficiency of this technique can be improved by using the s-semantics instead of the least fixpoint of T P [5] . Indeed, the s-semantics has the same minimal model as the least fixpoint of T P . However, it is less expensive to compute, since it works on possibly nonground atoms representing, compactly, all their ground instances. The practical interest of this method depends on the clauses in P . Obviously, the pre-computed partial fixpoint will speed up the convergence of future fixpoint iterations if it is non-empty. This is the case if P contains at least a fact (i.e., a clause without body). Otherwise, nothing is gained.
Symbolic Relational Separate Analysis
This kind of modular static analysis, as defined in [11] , consists in analysing each class in isolation by giving symbolic names to the properties of all external objects used or modified therein. The analysis of a class is then a relation, in the sense that it is parameterised wrt. the properties of the external objects. It is easy to realise that our static analysis based on open datalog programs is by itself a kind of symbolic relational separate analysis. Hence, the identity transformation of open datalog programs is a (correct) transformation that allows us to implement this kind of analysis.
Separate Analysis with (User-Provided) Interfaces
In this kind of modular analysis, each class is analysed in isolation by using (user-provided) annotations for each class which is referenced in the analysed class. Provided the analysis of each class is checked against its annotation, this modular analysis technique leads to a correct global analysis [11] .
In terms of transformations of open datalog programs, this analysis can be implemented by adding a set of facts U Ω that models the interfaces of the unknown classes. Theorem 3 defines this transformation and states its correctness.
Theorem 3 The separate analysis with (user-provided) interfaces of an open program
Proof. Since we are adding clauses to P , the result follows from Lemma 2. o
The interface of a given class modelled by P Ω can be provided by the user or computed automatically for each class as the s-semantics of P ∪ U Ω . Since we work with datalog programs, their s-semantics is finite and finitely computable [5] . Hence we can also check that the user provided annotation is entailed (contained) by this s-semantics.
Worst Case Analysis
In a worst case analysis the worst assumption is made for the unknowns: they are assigned the top element of the lattice [11] . In terms of transformations of datalog programs, this analysis can be implemented by adding facts that let open predicates be always true. Hence, for an open program P Ω , we add a fact for each open predicate symbol, by defining
Theorem 4 defines the worst-case transformation and states its correctness.
Theorem 4 The worst case transformation of an open program P Ω is defined as WC
It is interesting to note that the worst-case transformation of Theorem 4 yields a program equivalent (in the sense of Definition 8) to its minimal model. This means that we can compute its semantics without waiting for the unknown classes to be specified:
Theorem 5 Given a program P Ω , then the programs WC
Note that if two programs P and Q use disjoint sets of predicates then M (P ∪ Q) = M (P )∪M (Q) since in such a case T i P ∪Q = T i P ∪T i Q for every i ≥ 0. Moreover, note that P ∪W Ω is equivalent, in classical logic sense, to P ∪W Ω , where P is P without the clauses defining the predicates in Ω and without the occurrences of the predicates in Ω from the tails of the clauses. This is because in classical logic we have that ∀x 1 to ∀x 1 , . . . , x n .p(x 1 , . . . , x n ) . And we also have that ∀x 1 , p(t 1 , . . . , t n ), right) is equivalent to ∀x 1 , . . . , x n .p(x 1 , . . . , x n )∧(head ← left, right).
. Since P and W Ω do not share predicates by construction, we conclude that
where last step follows, again, for the previous considerations on classical logic. o
In practice, the worst case may lead to a very imprecise global analysis. However, if the original clauses are kept, some precision can be recovered a posteriori by techniques such as restarting the iteration [6] or iterating separate worst case analyses (see Section 8.2 of [11] ).
Modular Simplification
The previous section showed that transformations can be applied locally to the open datalog programs modelling each single class, yielding new open programs where some given hypothesis is made on the external, unknown world. Here, instead, we show how to use correct transformations to simplify the open datalog programs modelling each single class. Simplification is needed to reduce the amount of memory space used by the program and to speed up the resolution process of queries in the program.
Unfolding and Minimisation
Unfolding is a standard transformation of logic programs. Here we present exact transformation methods based on unfolding. Definition 9 recalls the unfolding operator unf as present in the literature, see e.g. Levi [20] .
Definition 9 Let P and Q be datalog programs that do not share variable names 1 . The unfolding of P with respect to Q is a program defined by
where mgu is the most general unifier operator.
Simple Unfolding
In the context of logic programs, unfolding has been studied extensively (see e.g. [20, 12] ). A well-known result is that a datalog program and its unfolding by itself have the same least Herbrand model lfp(T P ) = lfp(T 2 P ) = lfp(T unf (P,P ) ). To cope with open datalog programs, following Bossi et al. [4] , we model incomplete knowledge by adjoining tautological clauses.
Definition 10 The tautological clauses Id of a set S of predicate symbols are defined by Id
To get an exact transformation method, we unfold a datalog program with respect to itself enriched with tautological clauses for open predicates symbols.
Proof. Let F Ω P be the immediate consequence operator of the open semantics as defined in [5] . It is shown there that
Hence P and unf (P, P ∪ Id Ω ) have the same fixpoint open semantics. As shown in [5] , this entails that also their operational open semantics is the same i.e., they yield the same set of computed answer substitutions in every context Q Ω . This entails the thesis since equivalence wrt. computed answers is stronger than equivalence wrt. minimal models (Definition 7). o
Minimisation
Syntactically distinct datalog programs may denote the same T P operator. Such programs are equivalent since T P 1 = T P 2 entails that
for every program Q. Hence their minimal fixpoints i.e., their minimal Herbrand models are the same and P 1 and P 2 are equivalent. For datalog programs, there exists a minimisation procedure Min that computes a normal form such that T P = T Min(P ) . Such minimisation was first proposed by Chandra and Merlin [7] for conjunctive queries and then extended by Sagiv and Yannakakis [30] to a larger query language. In terms of datalog programs, the minimisation simplifies the tails of the clauses by eliminating redundant atoms. The idea of the algorithm is to choose the values of the existential variables of a clause (i.e., variables occurring only in the tail of the clause) in such a way to create duplicate occurrences of the same atom in the tail.
Definition 11
Let P be a datalog program. The minimisation of P is the program
As an example (due to Chandra and Merlin and rephrased in datalog terms), the clause
H(x) ← R(x, v, w), R(x, z, w), S(u, w), S(u, v), S(y, w), S(y, v), S(y, z)
The immediate consequence operator T P is not affected by these transformations. Hence, minimisation is an exact modular simplification.
Further Simplifications: Iterative Unfolding
The two previous transformations are complementary. The minimisation procedure puts non-recursive programs into a normal form but ignores recursive dependencies. Unfolding is instead one step unrolling of recursions. Iterating these transformations until fixpoint yields an exact simplification.
which might be an infinite program).
If unfolding were considered without minimisation, the iteration would diverge for all recursive program. To improve convergence, it is desirable to normalise programs at each iteration step. If the open predicates are exactly the free variables of the program we are analysing (i.e., there are no partially defined predicates) then the fixpoint program is non-recursive (at each iteration step, it is only expressed in terms of the free variables). Naugthon [23] proved that there exists a non-recursive equivalent program if and only if the iteration converges. Such programs are said to be bounded. Unfortunately, boundedness is not decidable [15] even for programs with a single recursive predicate. If necessary, termination can be enforced by means of a widening operator [10] . Divergence comes from the fact that, in a clause tail, the length of atoms and variables cannot be bounded. For instance, we might have an arbitrarily long sequence of atoms such as
The idea of the widening proposed by Codish et al. [9, 8] is to limit the length of such dependencies. They choose to trigger widening as soon as a dependency chain goes twice through the same predicate symbol at the same argument position. Each occurrence of the variable responsible for this (potential) cyclic dependency is then renamed to a fresh variable. This is a conservative transformation that ensures convergence.
Example 2 This example illustrates unfolding, normalisation and widening transformations.
The set of open predicate symbols is {m.call, lk , fd }. By iterative unfolding (without applying any minimisation), an infinite ascending chain of programs is computed.
is widened by renaming the first occurrence of o 2 into α and the second into β.
At the next iteration step, widening is also triggered and we obtain:
and we obtain the following program 
Experiments
The framework of Subsection 6.1 provides a theoretical basis for simplifying the datalog programs arising as results of our modular analysis. Unfortunately, it is costly to implement in all its generality: unfolding easily leads to a combinatorial explosion of the original datalog program, while minimisation requires an extensive and complex search for redundant atoms. We here describe experiments using three simple transformation techniques which are restricted versions of the general simplification framework. They ensure a size reduction of the datalog program and a reduction in the overall analysis time.
Unit Clause Propagation
As stated above, it is not sensible to blindly unfold clauses. Here, we consider a special case of unfolding that keeps constant the size of an open datalog program. by only unfolding predicates that are defined by a single clause with a body restricted to a single atom. We further restrict this transformation to predicates that are not open. (By definition, other clauses could be added to them later on). Under these conditions, it is straightforward to check that unfolding keeps the number of atoms unchanged. We call this technique unit clause propagation (CP ).
Clause Entailment and Factorisation
Open datalog program may contain redundant clauses. Formally, this means that one can find an equivalent datalog program subset of the original one. 
to the program. Determining the subset s of predicates in the tail of the clauses is complicated by the fact that s must be determined up to variable renaming. This is because two clauses might share part of their tails but use different names for the variables. These techniques will be denoted in the future as EF (Entailment and Factorisation).
Useless Predicate Elimination
Certain predicates model intermediate information that is not part of the result of the analysis. Such predicates are tagged hidden. In other words, the analysis computed, only the projection of the solution over other predicates -those not tagged hidden -is of interest.
Unfolding transformations may eliminate all occurrences of a hidden predicate on the righthand side of clauses enabling its safe removal from the datalog program. This transformation called useless predicate elimination UE preserves the solution of the analysis because hidden predicates that do not appear on the right-hand side of a clause do not contribute in any way to the definition of other predicates.
Results
Our toy language of Section 2 is not suitable for experiments since no program is available in such language and for obvious reasons it would certainly be unwise to write non-trivial programs. Instead, we choose to experiment with Jimple code. As the soot byte-code processor [35] generates Jimple programs from Java byte-code, a world-wide code base is available. Jimple is a three address code language specifically designed to target Java byte-code. Hence, it is far more evolved than our toy language. Here are insights about the issues we had to deal with to apply our modular methodology to Jimple programs.
In the previous sections, to avoid name clashes, we used a careful naming scheme based on qualified names. In practice, we extend datalog with a notion of lexical scoping to mimic the scoping rules of the Jimple language. Predicates which are needed to construct the controlflow are given a global scope and they follow the naming scheme described above. Predicates that model local variables are given method scope and are hidden outside the method scope. This has the complementary interest that most of the predicates can be eliminated using the useless predicate elimination transformation described Subsection 7.
Even if Jimple is a three-address code language, it supports nonetheless a restricted form of expressions. To keep a syntax-directed constraint generation, we model the value of each subexpression by a predicate symbol which is local to the expression itself. This systematic design simplifies the engineering and makes correctness assessment of the analyser easier. However, it has the drawback of being responsible for the generation of a large number of intermediate constraints. Here, the advantage of our methodology is that these constraints are eliminated by our modular simplifications. Hence, a modular technology promotes a natural specification of the analysis while retaining efficiency.
For each of the analysed program, we assess the effectiveness of our modular simplifications by reporting the size reduction of our datalog programs. After each transformation, we compute a compression ratio in terms of both number of clauses and atoms. Our reference is the global analysis, for which no simplification occurs. Line CP shows the effect of the techniques of Subsection 7; line EF shows the effect of the techniques of Subsection 7. Finally, line CP + EF + UE shows the effect of combining the previous simplifications with useless predicates elimination (Subsection 7).
As a first, small example, we applied our modular class analysis to a CPU simulator taken from test benchmarks contained in the distribution of the soot byte-code processor [35] . We have removed, from the source code of Simulator, all calls to the standard Java classes, without affecting the control flow of the program. This is because even a simple call to java.lang.println reaches an impressive number of library classes, whose analysis is beyond the technical possibilities of our prototype implementation. The class java.lang.Object is included in the experiment because instance creations lead to the constructor of java.lang.Object by constructor chaining.
clause ratio atom ratio time ratio EF Figure 2 shows the results obtained for Simulator. After transformation EF, one observes a minor size reduction. After the simplification CP, the size of the programs drastically decrease. Finally, the combination of CP,EF and UE yields further reductions. Note that these techniques do not deteriorate the precision of the global analysis.
In order to measure the benefits of performing analysis and optimisation modularly we put together the constraints of each class of Simulator, and then compute their global fixpoint. The fixpoint computation for the unsimplified version is computed in 7.5 seconds. The transformation EF leads to a huge slowdown because it factorises expressions without any cost analysis. The speedup due to transformation CP alone is modest. However, combining transformations EF, CP and UE is very effective and the fixpoint computation takes only 0.9 seconds.
We describe now the modular class analysis of a larger program, implementing the traditional n-queens problem by using a library for binary decision diagrams [21] . We have chosen this program since it is not a toy program but, at the same time, it does not use a large amount of library classes. To this purpose, we have dropped from the program the few calls to the standard Java libraries it contained (such as System.out.println). Hence the program contains calls to the library of binary decision diagrams only.
For this program, the impact of transformation EF is negligible. The reason is twofold. First, due to performance issues, the transformation cannot be successfully applied to all classes. Second, only a few factorisation opportunities are found. We still investigate how to perform selective cost-aware unfolding to uncover more factorisations opportunities while ensuring both a reduction of the size of the constraint system and an improvement in the fixpoint iteration. After putting together the programs in Figure 3 , we tried to compute their global fixpoint. Our analyser did not reach the fixpoint for their unsimplified version. It actually ran out of memory after several hours of computation. However the analyser managed to compute instead the fixpoint of the simplified system CP+EF+UE. This required 2532 seconds.
Preliminary conclusions on experiments
The experiments show that our technique can be implemented and used to analyse programs modularly. The optimisation technique CP does yield a compression of the size of the resulting datalog program. This compression itself may not lead to an overall gain in the analysis time when the analysis is done modularly but when combined with other analyses it optimises analysis time or, in the case of the NQueens, means that the analysis becomes feasible. The scalability of our technique highly depends on our ability to deal with a large database of datalog clauses in an efficient way. Current datalog implementations do not seem to deal well with very large sets of clauses; any progress in this area would be immediately beneficial to the analysis presented here.
Related Work
The use of logic languages such as datalog to specify static analyses is not new but seems to have stayed within the imperative and logic programming realm. Bossi et al. [4] defined a compositional semantics for (open) logic programs for which the semantics domain is defined by syntactic objects: sets of clauses. They argued that this would be the basis for modular static analyses where relationships on the abstract properties of a partially specified set of predicates are expressed by open logic programs. Based on this semantics, Codish et al. [8] proposed a framework for the modular analysis of logic programs. The approach is called abstract compilation and evolves around the idea of translating a program into a set of Horn clauses that can then be combined with particular queries to obtain information about the program being analysed. Reps proposed to use logic databases in order to have a demanddriven data-flow analysis for free [28] . Hill and Spoto studied the use of logic programs to compactly model abstract denotations of programs which are however assumed to be fully available at the time of the analysis [18] . They apply it to a class analysis of very simple programs in a toy language.
In their survey of modular analysis methods, Cousot and Cousot [11] write that modular analysis consists in computing a parameterised fixpoint
but note that a direct approach is not in general feasible. By restricting attention to a particular type of analysis that can be expressed in the simple specification language datalog, we have been able to re-express this fixpoint computation as the solution of a set of open datalog clauses and to propose a number of simplification techniques.
Flanagan and Felleisen [14] developed a componential set based analysis for Scheme. Each module gives rise to a constraint set separately minimised under a notion of observational equivalence. For this particular constraint language, equivalence under observational equivalence is decidable (though computationally expensive). It means that a normal form for constraints exists. This is not the case for datalog, and hence the simplification techniques are not in general guaranteed to yield a normal form.
Probst [27] shows how to analyse programs that use library code. His idea is to pre-analyse the libraries into a set of constraints that are then merged with the constraints generated for every specific programs, possibly calling those libraries. This procedure is correct as long as the abstract behaviour of the library code is not affected by the set of classes the user wants to analyse. Our framework is more general and its correctness is independent of any hypothesis on the library code.
Rountev et al. [29] define a framework to refine the result of a whole program analysis by applying a more precise analysis on program fragments. Basically, whole program information is used to abstract the behaviour at the boundaries of the fragment. The pros of this technique are that the fragment is only analysed in contexts relevant for the whole program being analysed. The cons are that the fragment is to be re-analysed as other parts of the program change.
Logozzo [22] defines the abstract semantics of a class (or method) as a constraint relating the abstract properties of its input variables with the abstract properties of its output variables. This constraint is defined by using the code for the class c to analyse as well as the code of every class whose methods are called by c. Hence, this is not a modular static analysis, since it requires to re-analyse a class whenever one of the classes it refers (even indirectly) has changed. Our technique avoids this problem by using symbolic names for all external names from which the analysis of a class depends.
Nielson and Seidl have proposed to use Alternation-Free Least Fixed Point Logic (ALFP) as a general formalism for expressing static analyses (in particular 0-CFA control-flow analysis [24] ) in the Flow Logic framework. Hansen [17] shows how to encode a flow logic for an idealised version of Java Card. The ALFP logic is more expressive than datalog but as shown here, this added expressiveness does not seem required in the particular case of class analysis. It is unknown to us how our resolution techniques for open programs carry over to this more powerful logic.
The notion of context-sensitive analyses has been around for a long time. The article by Hornof and Noyé [19] describes various types of context-sensitivity for static analysis of imperative languages. For object-oriented languages, DeFouw et al. [16] describe a parameterised framework to define context-sensitive class analyses, but in a somewhat more operational setting than here. Spoto and Jensen [32] classify a number of low-cost, context-insensitive class analyses such as Rapid Type Analysis and 0-CFA in a language-independent abstract interpretation framework.
Conclusions
We have demonstrated the use of datalog as a specification language for class analysis of object-oriented languages, by showing how a variety of context-sensitive analyses can be expressed as instances of a common framework. For closed programs, this provides a straightforward implementation of the analysis through a bottom-up evaluator for datalog. We have also shown its use for developing modular program analyses. Analysis of program fragments gives rise to datalog programs with partially or totally undefined predicates. Such programs can be reduced by using a number of iteration and normalisation operators, all expressible in the datalog framework.
The framework proposed here has several useful properties.
• It provides a classification of control-flow analyses that identifies clearly the parameters that can be used to tune their precision.
• The intermediate constraint language is datalog which is simple and has a universally agreed syntax. Using a standardised format facilitates the exchange and sharing of analysis tools and enables the qualitative comparison of analysers by experimental means. The static analysis community would benefit considerably if such a format could be agreed upon!
• The analysis is intrinsically modular, allowing the analysis of fragments of programs. This allows to analyse large programs in a piecemeal fashion, thus enabling the analysis of programs for which a whole-program analysis is not feasible, either because the program is too big or because part of the program is unavailable. The gain by this divide-and-conquer approach in terms of size of programs that can be analysed has been observed experimentally.
As noted in Subsection 6.1, we might sometimes need a widening operator to enforce convergence. The next step in our work is hence to design suitable widenings in order to be able to experiment with the analysis of realistic code fragments. Another issue that needs to be treated formally is how to take into account the structuring mechanisms and scoping rules of the programming language (such as the visibility modifiers and package structure in Java) when determining which predicates can be considered closed and which must be kept open. A precise modelling of this information is important since the more predicates can be considered closed, the more simplifications can take place via the useless predicate elimination transformation detailed in Section 7.
