1 Frontier Models, Basic Notations
Introduction
Nonparametric frontier models are very appealing because they do not impose restrictive assumptions on the shape of the frontier and on the stochastics that governs the inefficiencies. Nonparametric estimators (DEA/FDH) are very popular and are based on envelopment techniques. Statistical inference is now available and robust versions (order-m and order-α quantile frontiers) have been developed to reduce the sensitivity of these estimators to outliers and extreme values (see Daraio and Simar, 2007 and Simar and Wilson, 2008 for recent surveys). But the basic drawback of these models is that they do not allow for noise. Recently, Simar (2007) describes a Data Generating Process allowing to handle nonparametric stochastic frontier in a full multivariate setup and suggests a new estimator which improves the performance of FDH/DEA estimators in the presence of noise. The limitation of the approach is that the size of the noise (in term of noise to signal ratios) has to be small to moderate.
In this paper, we extend the idea and propose an approach which allows to estimate nonparametric stochastic frontier in a more general setup, with no restriction on the size of the noise. The methodology is based on the theory of local maximum likelihood estimation and extends recent works of Park, Kumbhakar, Simar and Tsionas (2007) and Park, Simar and Zelenyuk (2006) , by adapting the tool to the full multivariate model described in Simar (2007) . In a sense, the method allows to clean the data from the noise and allows in a second step to derive stochastic versions of DEA/FDH estimators. Our method is also suitable for modeling and estimation of the marginal effects onto inefficiency level jointly with estimation of marginal effects of input. The approach is robust to heteroskedastic case and to various (unknown) distributions of statistical noise and of inefficiency. As expected, in the case of the presence of noise in the DGP, the proposed stochastic DEA/FDH estimators outperform the standard DEA/FDH estimators, but interestingly, if the DGP does not contain any noise, the stochastic DEA/FDH performs as well, if not better, than the classical DEA/FDH. Our paper is organized as follows. In the end of this section we briefly remind the basic concepts and notations for defining the efficient frontier and the efficiency measures, with their classical deterministic DEA/FDH estimators. In Section 2, we define our stochastic model and explain how we can estimate it by using local maximum likelihood methods. We also derive our stochastic version of the DEA/FDH estimators. Section 3 illustrates the performance of our estimator with some simulated data sets as well as with real data sets from the literature. Section 4 concludes. The mathematical details for deriving the local likelihood function, and its customized version to our model, are presented in Appendix A 1
Efficient frontier and efficiency scores
We begin by introducing some basic concepts of nonparametric efficiency measurement. The presentation is in the spirit of Simar and Wilson (2008) and it is limited to the output oriented case; the same could be done in the input orientation case. Suppose producers use an input vector x ∈ R p + to produce an output vector y ∈ R q + . The production set of the feasible input-output combinations can be defined as: Ψ = (x, y) ∈ R p+q + | x can produce y .
(1.1)
Often, various assumptions are made on the attainable set, such as free disposability, convexity, returns to scale, etc. Free disposability of inputs and of outputs means, if (x, y) ∈ Ψ, then any (x ′ , y ′ ) such that x ′ ≥ x and y ′ ≤ y is also in Ψ. Often, but not always, convexity of Ψ is also assumed. We will consider the variable returns to scale case, but of course, the presentation could be adapted to any other returns to scale assumption.
The Farrell-Debreu output (technical-) efficiency score (Debreu, 1951 and Farrell, 1957 ) of a firm operating at the level (x, y) is defined as:
λ (x, y) = sup {λ | (x, λy) ∈ Ψ} .
(1.2)
A value λ(x, y) = 1 means that the producer operating at the level (x, y) is output efficient, while a value λ(x, y) > 1 indicates inefficiency, in the sense that it is possible to have the radial increase in all the outputs λ(x, y)-times in order to reach the efficient frontier. For a given level of input and an output mix, the efficient level of output is then given by:
Note that under free disposability, the Farrell-Debreu output efficiency can also be defined as:
λ(x, y) = sup{λ | H X,Y (x, λy) > 0}, (1.4) where H X,Y (x, y) = Prob(X ≤ x, Y ≥ y) is the probability of the firm (x, y) to be dominated (see Cazals, Florens and Simar, 2002 , for details)
Since the attainable set Ψ is unknown, so is its frontier y ∂ (x, y) and the input efficiency score λ(x, y). The best we can do is to estimate these quantities from a sample of i.i.d. observations X = {(X i , Y i ) | i = 1, . . . , n}, generated according to the joint probability measure of (X, Y ).
In order to make inference, we need to define the Data Generating Process (DGP), i.e., the statistical model providing the assumptions under which the random sample (X i , Y i ) 2 has been generated. Nonparametric models avoid restrictive parametric assumptions on the various components of the DGP, in order to provide inference in a very flexible and general framework.
Deterministic frontier models and DEA/FDH estimators
Most of the existing literature on nonparametric frontier has been first developped in the framework of deterministic frontier models, where it is assumed that Prob((X i , Y i ) ∈ Ψ) = 1. In this framework the Free Disposal Hull (FDH) estimator has been proposed by Deprins et al. (1984) when only free disposabilty of inputs and outputs are assumed and Data Envelopment Analysis (DEA) estimator, initiated by Farrell (1957) , assumes in addition the convexity of the attainable set.
The FDH is the most natural nonparametric estimator obtained by replacing the unknwon H X,Y (x, y) in (1.4) by its empirical version, the proportion of points in the sample dominating
is the usual indicator function. It turns out (Cazals at al., 2002) that the corresponding estimator of the attainable set is given by the free disposal hull of the sample points:
(1.5)
The DEA estimator is the convex hull of the FDH estimator, it can be written as:
The resulting estimators of the efficiency scores can be obtained by plugging the estimators of Ψ in (1.2) . This results in sorting algorithms for computing λ F DH,n (x, y) and solution of a linear program for obtaining λ DEA,n (x, y). Deterministic frontier models have the drawbacks of (i) not allowing random noise in the DGP and, as a result, (ii) being very sensitive to extreme data points and outliers. The latter issue is addressed by extensions of the DEA/FDH estimators to partial orders frontiers, as the order-m frontiers (Cazals et al., 2002) and the order-α quantile frontiers (Daouia and Simar, 2007) , but in essence, they remain deterministic models since they do not allow for the presence of noise in the DGP. Simar and Wilson (2008) propose a survey on the properties of these nonparametric estimators and their variations and they provide details on how to make inference in these models. For the purpose of the paper here it is sufficient to remind that the rate of convergence of the FDH estimator is n 1/(p+q) whereas for the DEA (with the additional assumption of convexity of Ψ) the achieved rate is n 2/(p+q+1) .
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A Stochastic Frontier Model and its Estimation 2.1 Introducing noise
When introducing noise in the model, we are not sure that all the observations are really in the attainable set and envelopment estimators are no more appropriate since they would also envelop noisy data points. This complicates the analysis and the estimation of the frontier because we have to identify inefficiency from noise when analyzing the distance from a data point to the frontier. This family of models allowing noise are known as stochastic frontier models and, due to the complexity of the models, the literature was first developped in the simpler parametric setup.
The pionneering work in this framework is Aigner, Lovell and Schmidt (1977) , and Meeusen and van den Broek (1977) . In their approaches (and all the existing variants), specific parametric analytical forms are needed for the shape of the boundary of Ψ, and for the probability structure of the noise and of the efficiency distributions. Typically, the models take the (log-)linear form
where, the inputs/outputs are usually in the log-scale and the random inefficiency term is, for instance,
Generally, it is supposed that v is independent of (u, X) and that also u is independent of X. These approaches work well and have well established properties but they are limited by all these restrictive parametric hypotheses.
Recently new attemps have been developped to try to handle noise in multivariate nonparametric forntier models. Simar (2007) offers a recent survey on the topic explaining the limitations of the different approaches proposed so far (this includes, e.g., Atkinson and Primont, 2002 , Gstach, 1998 , Land, Lovell and Thore, 1993 , or Petersen and Olesen, 1995 and suggests, as a first attempt, a DGP allowing to introduce noise in a fully multivariate nonparametric setup. It is noticed there, using results from Hall and Simar (2002) , that a full nonparametric specification of the DGP leads to non-identifiable models. However, if the noise is not too big in terms of noise to signal ratio, Simar (2007) proposes stochastic versions of DEA/FDH estimators that perform better than the envelopment estimators in the presence of noise and perform as well when in fact there is no noise in the DGP. It appears also that these estimators are much more robust to extreme values and outliers than the original DEA/FDH estimators. Still the approach is limited to situations where the noise has a small size.
Recently Simar (2007) . This allows to handle noise in a quite general multivariate nonparametric stochastic frontier setup. In addition, the method provides attractive stochastic versions of the DEA/FDH estimators that circumvents the main weakness of these methods -presence of noise and especially outliers.
The Data Generating Process
We first summarize the basic idea of Simar (2007) . By analogy with the parametric stochastic frontier models, the noise is introduced in the output space (when output-oriented). In parametric models, like (2.1), we have, in the log-scale, a parametric frontier model with additive inefficiency (−u i ) and noise (v i ). In mutlivariate setups, since the efficiency measures are radial measures, the noise can be introduced, as it is done for the inefficiency, in the appropriate radial direction (here output), by using polar coordinates (see e.g., Kneip, Park and Simar, 1998).
We consider first the DGP, generating points inside Ψ and then we will introduce the noise. The data (X i , Y i ) are iid random variables generated according to a density f X,Y (x, y) having support Ψ. We can formulate the joint density in terms of the (partial-)polar coordinates (ω, η, x), where we use polar coordinates only for the output, so that (x, y) ⇔ (ω, η, x), where ω ∈ R + is the modulus and η ∈ [0, π/2] q−1 is the amplitude (angle) of the vector y. To be explicit, ω = y T y and η = (η 1 , . . . , η q−1 ) where for j = 1, . . . , q − 1, η j = arctan(
Often, η is referred as the "output mix", since it determines the position of ray y. The joint density f X,Y (x, y) induces a density f ω,η,X (ω, η, x) on the polar coordinates and we decompose this joint density as follows:
where we assume all the densities exist. For a given (η, x) the frontier point y ∂ (x, y) has a modulus which can be described through the upper boundary of the support of the density
Note that the Farrell-Debreu output efficiency score can be redefined as
In a deterministic frontier framework, in order to achieve consistency of DEA/FDH estimators, we need the free disposability of Ψ assumption when FDH estimators are used and in addition, the convexity of Ψ when DEA estimators are used. Kneip et al. (1998) All what precedes defines a DGP that generates data points inside the "deterministic" frontier of Ψ. The radial-noise can now be introduced through the univariate modulus ω, conditionally on the input level x and on the output mix η (this is the multivariate analog of the parametric stochastic model (2.1)). We suppose here that the observations are made on noisy data in the output radial-direction: so we observe n i.
with polar coordinates (ω i , η i , X i ) where
where ω(y ∂ (X i , Y i ), as defined in (2.2) is the frontier level. It is only a function of (η i , X i ).
Finally, in the log-scale, the model could be written as 5) with u i > 0 and E(v i |η i , X i ) = 0. Here r(η, x) is an unknown function determining the (log of the) frontier level for a given input level x and an output mix η. Conditionally on (η, x), the random elements u and v are assumed to be independent of each other, but in our approach, we do not need the usual homoskedastic assumption: u and v can be stochastically dependent of (η, x). Assumption [A2] above implies that we consider conditional densities for u such that f u (0 | η, x) > 0.
Local maximum likelihood estimation
For a given point of interest (x, y) with polar coordinates (ω, η, x), the problem is back to an univariate nonparametric stochastic frontier problem: given (η, x), we search for the estimation of r(η, x) = log ω(y ∂ (x, y)), from a random sample (ω i , η i , X i ), i = 1, . . . , n.
For the estimation technique, we may adapt the nonparametric approach developped in Kumbhakar et al. (2007) to our particular setup. It is based on local polynomial maximum likelihood estimation techniques. The idea is to choose a local polynomial approximation for the unknown function r(η, x) and to choose a localized parametric model for the shape parameters of the distribution of the random convolution error ε = −u + v, where other local polynomial approximations will be used. It is known from the litterature on local maximum likelihood (see e.g. Fan and Gijbels, 1993) that the local parametric specification can be viewed as an anchorage model but its localisation provides models sharing the flexibility of nonparametric models.
In summary, the nonparametric localized model can be written 1 as
), u and v being independent conditionally on η, x. All functional parameters r, σ The mathematical details for estimating this nonparametric model by local maximum likelihood techniques, and their customized version to our setup, can be found in the Appendix A. In our applications below we will use local linear approximations for the frontier and variance functions, because we know from Park, Simar and Zelenyuk (2006) that a lower order polynomials for the variance terms could jeopardize the properties of the estimator of the frontier function. Since we are also interested in the estimation of the marginal effects of the inputs on the efficiency level, we will even use a local quadratic polynomials for the functional σ 2 u . In principle, higher order approximations could be used but computational burden increases exponentially especially when the dimension of x and y is high.
Estimation of the individual efficiencies and of the frontier
Once the model (2.6) has been estimated, the estimation of the individual efficiency score for a particular fixed point (x, y) ⇔ (ω, η, x) is easy: we have indeed under our parametrization
where σ u (η, x) can be estimated by σ 2 u (η, x). This can be done for any value of (η, x) and a sensitivity analysis could be performed to stress the influence of the output mix and/or the input level on the efficiencies.
As explained in the Appendix, if a quadratic local polynomial is used to approximate the function σ 2 u (η, x), estimates of the partial derivatives of σ 2 u (η, x) with respect to any of its component can be directly obtained. This allows to recover estimates of the partial derivatives of E(u | η, x). Indeed, denoting (η, x) by z, we have
where z j is the j th component of z, j = 1, . . . , p + q − 1.
When individual efficiencies are wanted for data points in the original sample, the problem is more complicated since these data points are perturbated by noise. This is a well-known identification problem in stochastic frontier models but we can use, as suggested by Kumbhakar et al. score of a particular data point from the predicted convoluted error ε = log ω − r(η, x). The procedure is as follows: again denoting (η, x) by z, it can be shown that
i.e., a truncated (positive values) normal, where
.
In particular, we can compute
where
, and ϕ and Φ denote the standard normal pdf and cdf. Now, as in Jondrow et al. (1982) , a point predictor of the individual efficiency score for a data point (ω i , η i , X i ) generated by the DGP, can be obtained by replacing in (2.8) the unknown functions σ 
We know of course (see Simar and Wilson, 2007) , as in the full parametric setup, that this procedure provides point predictor with uncertain statistical properties since they are based on the observation of one residual ε i . It turns out in our simulated example below that the method performs reasonably well in our setup. The predicted Farrell-Debreu efficiency score for this point could be given by
The reference (efficient) point for the unit (X i , Y i ) in rectangular coordinates will be estimated as (
Stochastic version of DEA/FDH estimators
Thus, the above method provides, for any (x, y), an estimate of the frontier in the output direction. Of course this estimator will not show the usual properties of DEA/FDH estimators (free disposability and/or convexity). Our estimator r(η, x) is consitent even under these additional assumptions, but if such properties are desired, we suggest to modify our estimator by using the appropriate FDH or DEA program on the projections of a selected grid of points (x k , y k ), k = 1, . . . K, on the estimated frontier where K could be large enough to avoid introducing additional noise in this second step estimation (FDH or DEA) 2 . The resulting estimated frontier is the free disposal hull (if FDH is used) or the convex free disposal hull (if DEA is used) of our nonparametric estimator derived above.
The whole procedure provides a stochastic version of the DEA/FDH frontier. It may be summarized as follows.
[1 ] Transform all the grid points (x k , y k ) into polar coordinates (ω k , η k , x k ).
[2 ] Compute for each point (x k , y k ), the estimates r(η k , x k ) by the method described in Section 2.3, using the original sample X = {(X i , Y i )|i = 1, . . . , n}.
[3 ] Project the grid points on the estimated frontier to obtain (x k , y * k ), where
[4 ] For any given fixed value of interest (x, y), run a FDH or DEA program (outputoriented) with reference set X * = (x k , y * k ), k = 1, . . . , K to compute an efficiency estimator λ(x, y) using (1.5) for FDH and (1.6) for DEA. The stochastic DEA/FDH estimate of the efficient frontier in the output direction for any fixed point (x, y) is finally given by:
We could also compute λ(X i , Y i ) for i = 1, . . . , n, by running n DEA or FDH programs for each of the data points generated by the DGP, with the reference set X * . Of course, due to the presence of noise in the data some of the resulting values might be smaller than 1. Due to the lack of information on the noise structure, we are unable to identify in
, the part which is due to noise from the part due to inefficiency. We use the notation to stress the fact that we are looking here to residuals with respect to the (convex) free disposal hull of our estimated nonparametric frontier. The only part we are able to predict for an individual observation is the efficiency score (2.10) defined from our local likelihood frontier estimate, namely, λ(X i , Y i ) = exp( u i ).
Statistical open issues
As explained in the Appendix A, Section A.3, for all the examples below, we use local linear approximation for the functional r and log σ 2 v and local quadratic approximation for the functional log σ 2 u . In the nonparametric estimation of the efficient frontier by local maximum likelihood methods, we need to localize the likelihood by using a kernel function and a bandwidth. We have chosen a global bandwidth with a multivariate gaussian kernel.
If we denote by d = p + q − 1 the dimension of the regressors z = (η, x) in the nonparametric stochastic frontier model (2.6), we use the standard d-variate normal density
for the kernel, and as bandwidth matrix we may choose the scaled matrix hS 1/2 , where S is the empirical covariance matrix of the d components of
. By doing so, the selection of optimal bandwidths is in terms of a univariate baseline bandwidth h. So we obtain for instance in (A.6):
13)
The selection of an optimal bandwidth in practice, is discussed below. We have not yet investigated the asymptotic properties of the stochastic DEA/FDH version of our estimator. We know by experience (see e.g. Kneip et al., 2003) that this is a difficult task; this is left for future work. But by an appropriate choice of K, the DEA step (if Ψ is convex and free disposal) and the FDH step (if Ψ is only free disposal) should not deteriorate the consistency property of the local polynomial MLE of the frontier function.
In fact our stochastic version of the DEA/FDH estimators can be viewed as a two-step procedure where the first step tries to pre-whiten the cloud of points from noise by a flexible nonparametric method (this idea was already suggested in a panel data context by Kneip and Simar, 1996) . From the simulated examples below, it appears that the approach seems to be very powerful. In addition, it seems that transforming the local polynomial MLE obtained in the first step to obtain a free disposal attainable set (and eventually a free disposal convex set) by the appropriate FDH program (or the DEA program, resp.) often results in substantive improvements of the resulting estimator. Still, simulated samples are not a proof and theoretical work is needed to assess definitely the properties of these attractive two-step estimators.
Examples
Simulated examples
We used in this section some simulated data set to illustrate the flexibility of our approach. In order to evaluate the relative performances of our estimator we compute the Mean Integrated Squared Error (MISE) between the true frontier level and the nonparametricly estimated one.
This MISE is defined as follows (here again the presentation is for the output orientation):
where y ∂ (x, y) is the true frontier (as defined in (1.3)) andŷ ∂ (x, y) is the selected estimator of the frontier level, f (x, y) is the density of (x, y) defined over Ψ and || · || stands for the Euclidean norm. In practice, we will estimate this quantity for a given simulated example by its empirical counterpart:
In what follows we will compute this MISE for the DEA/FDH estimator and for their stochastic versions. For a simulated sample we compute the optimal bandwidth h opt for our Stochastic-DEA/FDH estimator by chosing the value of h which minimizes MISE. For real data set, this will be done by using Leave-One-Out Least-Squares crossvalidation techniques (see practical details below) 3 .
Bivariate Cobb-Douglas frontier
We simulate first a sample of size n according the Cobb-Douglas model:
where It should be noted that in this first example, the anchorage model is wrong for the stochastic part of the model. The results show that the performance of the stochastic-DEA are quite good. As seen from Table 1 even if there is no noise in the DGP, our estimators behaves better than the DEA estimator. This is probably the case because the nonparametric likelihood smoothing allows to build the second stage DEA with more efficient support points (this will be confirmed in most of our simulated examples and also for the stochastic FDH). The second scenario (no noise but 3 outliers) is quite enlightening on the power of our estimator to resist to a few, but important, outliers (here, as expected, the standard DEA is very sensitive to these 3 outliers). Once the size of the noise increases, the DEA estimator behaves quite badly (in particular with big sample size and ρ nts = 2) compared to our stochastic-DEA. Of course, since the noise (and the inefficiency) is multiplicative in the original units of X and Y , the performance of the nonparametric fit (and of the stochastic DEA) is less good on the right part of the panels. Remember that our first step nonparametric estimator of the stochastic frontier does not impose free disposability of the resulting attainable set, and so at some points has a poor fit, but the DEA estimator at the second step corrects it well. 1 , from left to right and top to bottom, we have the 6 cases described in Table 1 : (a) n = 100, ρ nts = 0, (b) n = 103, ρ nts = 0 + 3 outliers, (c) n = 100, ρ nts = 1, (d) n = 200, ρ nts = 1, (e) n = 500, ρ nts = 1, (f ) n = 500, ρ nts = 2.
Bivariate Logit frontier
Here we have a nonconvex attainable set and we will compare the performance of the stochastic-FDH with the standard FDH. We generate the data sets according to the following model (7) exp (7) exp(−3 + 10X i )
where, as for the first example, Note that here the anchorage model is wrong for both the frontier function and the stochastic part of the model. The results are presented in Table 2 and Figure 2 . We could expect here less encouraging results since the anchorage model is entirely wrong, however, we observe that the results are qualitatively very similar than those of the first example above, showing very good performance of our estimator even when there is no noise, and greater ability than the FDH to resist to outliers and to the size of the noise. Most of the comments made for example 1 could be repeated here. In particular, we see that the first step local linear MLE of the frontier function does not provide a free disposal attainable set (monotone frontier), but the FDH correction of the second step does a good job. , from left to right and top to bottom, we have the 6 cases described in Table 2 : (a) n = 100, ρ nts = 0, (b) n = 103, ρ nts = 0 + 3 outliers, (c) n = 100, ρ nts = 0.5, (d) n = 100, ρ nts = 1, (e) n = 200, ρ nts = 1, (f ) n = 500, ρ nts = 1.
Multivariate Log-Linear frontier
For the multivariate case we have p = 2 inputs and q = 2 outputs, we adapt the scenario of Kneip, Simar and Wilson (2003) to an output oriented case. We generate input levels X 1 , X 2 from the uniform distribution on [10, 20] . Next, we computed efficient output levels by generating ζ uniform on ) where σ v = ρ nts × (π − 2)/π σ u . We note that here the anchorage model is not the true model (remember we use the local likelihood method in the polar coordinates, which makes a difference when p + q > 2). The results are displayed in Table 3 . We observe again that our stochastic DEA behaves very well even if there is no noise and of course, as expected, as the size of the noise increases our estimator resists much better than the DEA. This is particularly true when the sample size increases (see the cases with n = 500). Of course, with p = q = 2 and n = 100, it is not a big sample especially when the noise has the same size as the inefficiency term. It is of course difficult to see a cloud a point in 4 dimensions, but to give an idea on the quality of the fit we display, in Figure 3 for each of the 6 cases, the plots of the modulus of the true and of the estimated frontier against the modulus of the inputs values for all the observations in the sample. It provides only a partial picture but gives an idea of the difference between the quality of the results for the DEA and the stochastic DEA in each case. These figures confirm the qualitative comments given above. Figure 3 : Pictures for Example 3, from top to bottom, we have the 6 cases described in Table  3 : (a) n = 100, ρ nts = 0, (b) n = 100, ρ nts = 0.5 , (c) n = 100, ρ nts = 1, (d) n = 200, ρ nts = 1.
(e) n = 500, ρ nts = 1, (d) n = 500, ρ nts = 2.
Multivariate Quadratic frontier with heteroskedastic inefficiencies
In this scenario, the anchorage model (log-linear) is wrong for both the frontier model and the variance terms. We select the folowing model for the frontier levels:
, where X 1 , X 2 are generated from the uniform distribution on [2, 4] and ζ is as in the preceding example. We then generated the observed output levels by setting
2 )|, with σ u = 0.3. This corresponds to a variation of the standard deviation of U by a factor 2 over the range of X.
Finally we select an homoskedastic noise with v ∼ N(0, σ 2 v ) where σ v = ρ nts × (π − 2)/π σ u , so that ρ nts measure an average noise to signal ratio. We obtain the following results displayed in Table 4 and Figure 4 . Globally we have the same comments than in the preceding multivariate case, which is rather positive since in the scenario here, the anchorage model is far from the true model and we have in addition heteroskedasticity of the inefficiency term. Note that the higher values of the MISE is largely due to the different scaling of Y ∂ in this example compared with the preceding one. The behavior of the MISE for both estimators as a function of the sample size and the noise is exactly the one we expected. Clearly in this 4-dimensional setup, n = 100 is a small sample size when ρ nts = 1. 
Real data examples 3.2.1 Bandwidth selection
With real data, we select the optimal badwith for the nonparametric frontier estimation by local maximum likelihood method by using, as in Kumbhakar et al. (2007) , a leave-one-out least squares crossvalidation procedure. We compute for a grid of values of h
where r When the sample size is large, to avoid the computational burden, we limit the estimation of CV (h) by taking the mean on the rhs of (3.15) over a random subset of m points from the original sample, where m ≪ n.
Schools example
We It turns out that the input factor F I (that summarizes 95 % of the total inertia of the 5 inputs) has correlations (0.89, 0.98, 0.96, 0.97, 0.74) with the 5 original inputs. It can be interpreted (looking to the eigenvector) as an average of the standardized inputs. The output factor F O (that summarizes 99 % of the total inertia of the 3 outputs) has correlations (0.99, 0.99, 0.98) with the 3 original outputs. Here again this factor is interpreted as an average of the standardized outputs. So in this example, we do not lose too much information 21 by looking to the pictures in two dimensions: one input and one output. The results are shown in Table 5 : we have chosen an output orientation and the less restrictive variable returns to scale (VRS) case. The column headed "NonPar Eff" gives the values of the individual efficiency scores computed by (2.10) from local likelihood estimate of the frontier. The last row of the Table gives the averages over the 70 scores.
The Stochastic-DEA and the DEA (and their FDH versions, not imposing convexity) are displayed in Figure 5 . Looking to these results, it seems that the Stochastic-FDH provides the best fit (see the right panel of Figure 5 ). Imposing convexity in the second step seems to be inappropriate in this example. This is confirmed when we remark that the average of the stochastic FDH efficiency scores is very similar to the average of the nonparametric effciencies.
The approach provides also very informative complementary tools. Figure 6 displays the boxplots of the 70 local estimates of the variance functions coming from the local MLE procedure. It turns out that there is not so much variation among the 70 units and that the noise is of the same order (or smaller) than the inefficiency variances. Figure 7 allows to appreciate the effect of the input factor on the output and on the inefficiency σ 
Banks example
We illustrate finally our tool with the Bank data set 4 used by Simar and Wilson (2007) .
They are data on 322 commercial banks operating in the U.S., from the fourth-quarter FDIC Reports of Income and Condition (Call Reports) for 2002. The choice of the inputs and outputs is motivated in Simar and Wilson, with references herein: we have here 3 inputs (purchased funds, core deposits, and labor) and 4 outputs (consumer loans, business loans, real estate loans, and securities held) for banks. We estimate output efficiencies with VRS assumption. A part of the results are given for illustration in Table 6 and in Figure 8 , where the 322 banks and the DEA and the stochastic DEA and the nonparametric fit (the local MLE fit) are displayed on the scale of the modulus of the outputs versus the modulus of the inputs.
The right panel of the figure is a zoom of the smallest units. Of course, we will not go into the details of the analysis here but the following remarks can be given. First, we do not display the FDH pictures to save place because they are very similar. Second, it should be noticed that most of the FDH scores are equal to one, but when we introduce noise, the 4 We would like to thank Paul W. Wilson who provided us this data set.
25
FDH estimates of the distances to the frontier becomes different form one. Some of them, when much lower than one, could warn for potential outliers (like units #5, #316 or #322
in Table 6 ). More interesting is the picture of the variations of the variance functions over the 322 local estimates. This appears in Figure 9 . It seems that the size of the noise is rather small with respect to the variance of the inefficiency term, but also that there is a lot of heteroskedasticity in σ 2 u (x). By looking to Figure 10 (right panel) we see that the first and the third inputs (purchase funds and labor) have some positive influence on the efficiency level (negative partial derivatives of σ 2 u (x)) but that on the average, the second input (core deposit) is less influential on the efficiency levels. As expected, the three inputs have a positive effect on the frontier level (measured by its modulus).
Of course these rough comments should be complemented by a careful analysis from experts of the banking activity. The idea here was to illustrate the kind of tools that can come out from our approach and how they can be useful to enlighten the efficiency analysis of a sector of activity. Table 6 : Results for some units from the Banks data set.
Conclusions
This paper provides one promising way to handle noise in a multivariate nonparametric stochastic frontier setup. The examples above with simulated data indicate it is very flexible and robust. The results are reasonable even when the chosen anchorage model is wrong. The appraoch also allows the researcher to shed lights on the effect of the inputs on the frontier level but also on the level of the efficiency. The procedure can handle multi-inputs and multi-outputs situations and can be easely adapted to both input and output orientations. The numerical burden is linked to the bandwidth selection (leave-one-out least-squarres cross validation). For example for the bank data set (322 units and an 8-dimensional input/output space), the optimal bandwidth was selected on a grid search base, evaluating the criterion on only 100 randomnly chosen data points. As far as the sample size is large (as in this example) the procedure is rather stable, but it took a couple of hours on a 3Gherz machine, using a Matlab code. The numerical optimization (maximization of the local likelihood) can be unstable when using second order methods (gradient, etc.). Finally we preferred to make all our computations with the slower, but much more robust, Nelder-simplex method.
Some of the statistical issues are still open. The statistical theory of the local polynomial MLE in this frontier setup has been done (see Kumbhakar et al., 2007) . We hope to able in future work to derive the full properties of our stochastic versions of the DEA/FDH estimators, but we know this is a serious challenge for further research.
Appendix
A Local Polynomial Estimation
This appendix summarizes the main aspects of local maximum likelihood estimation using local polynomial approximation for the functional parameters of a model. The presentation of these techniques in a multiple regression framework with high order polynomials can be notationally very complex. In order to simplify the notation, in this appendix, we will use a general notation, independent of the preceding one, but we will give the correspondance when necessary. We consider indeed a general nonparametric stochastic frontier model which can be viewed as a nonparametric regression of a univariate dependent variable Y (in Section 2,
where locally (for Z = z), the error term is the convolution of a positive random variable u (inefficiency) with a known distribution and a real random variable v having also a known distribution with zero mean, the parameters of these distributions being unknown function of z. In its most general version the model could be presented as follows. We observe a set of i.i. 
for some unknown function f , where, conditionally on Z = z, u and v are independent and ε = −u + v has a known conditional continuous distribution G(·, τ (z)), where τ is some k-valued unknown function (in our setup τ wil be defined as the pair of functions (σ
but more general structure could be analyzed, see below). The unknown functions f and τ are called the functional parameters of the model. For the ease of the notation, we first introduce the simple case of constant parameters for the convolution parameters and then generalize for more general models allowing for heteroskedasticity. Then we will customize the likelihood function for the model used in our simulations and in our real data examples.
A.1 Convolution with Constant Parameters
In this model, conditionally on Z = z, ε = v − u has a continuous distribution G(·, τ ), where τ represents the unknown parameters of the convolution, that are assumed to be constant. In other words, the conditional density of Y given Z = z equals
where g ε (ε, τ ) = ∂G(ε, τ )/∂ε. Our main interest here is estimation of the function f and eventually its derivatives. We now describe the local polynomial estimation of f in a general setting of multivariate Z.
Define ℓ = log φ. Then, the conditional log-likelihood equals
. Let z be a point at which one wants to estimate the values of the function f and its derivatives. A local conditional log-likelihood is obtained by replacing f in the conditional log-likelihood by its mth order polynomial approximation in a neighborhood of z and putting the weight 
where r(m) − 1 is the total number of partial derivatives up to order m, i.e., r(m) = . Here and below,
The mth order local polynomial estimators of f and its derivatives at z are obtained by maximizing L n (θ 0 , θ 1 , . . . , θ r(m)−1 , τ ; z). For example,f(z) =θ 0 (z) and the estimator of
The estimatorτ is obtained locally in the above local polynomial estimation procedure, and thus depends on z. This can be improved by maximizing the full likelihood with f being replaced by its estimatorf , i.e, a better estimator is given bŷ
One may further update the estimatorsθ j (z) by maximizing with respect to θ 0 , θ 1 , . . . , θ r(m)−1 only the likelihood L n (θ 0 , θ 1 , . . . , θ r(m)−1 ,τ ; z) where τ on the right hand side of (A.3) is replaced byτ .
In the particular case where quadratic local approximation is used to estimate f , the likelihood (A.2) can be written as 
A.2 Convolution with Functional Parameters
In this subsection we discuss the case where the shape parameter τ is also a smooth function of z. We know indeed from previous experience in a similar context (see Park et al., 2006) that fiting a local constant shape parameters whereas the true shape parameters are not constant, provides poor estimates of f and f ′ . It is also shown that choosing a lower order polynomial for the variance functional τ than for f could jeopardize the accuracy of the estimation of the latter.
In addition, if partial derivatives of the functional parameter τ (z) are of interest, quadratic local polynomial approximation for τ (z) should be useful. As pointed in Kumbhakar et al. (2007) , the order of the polynomials for the functionals f and for τ do not have to be the same. They can be adapted to the object of interest for the researcher (derivative or not), reminding that higher orders involve notational and computational complexities. So parcimony is also advisable in this framework. We suggest the following startegy, if partial derivatives of some functional parameter are of interest, we will choose a quadratic local polynomial for this parameter, otherwise, by the principle of parcimony we will choose local linear approximations.
The presentation below is for the general case of a m We know that under regularity conditions and appropriate bandwitdhs selection, these are consistent estimators, asymptotically normally distributed with a bias converging to zero when n → ∞ (see Kumbhakar et al., 2007 for the theoretical details). To summarize, if we choose, as we did, a bandwidth matrix H = hS 1/2 , it can be shown by direct application of Theorem 2.2 in Kumbhakar et al. (2007) , that for linear approximation of all the functionals, the optimal bandwidth that balances bias and variance is given by h ≡ n −1/(d+4) : this corresponds to a rate of convergence of the nonparametric estimators of the functionals of the order n 2/(d+4) . In our setup here, this means n 2/(p+q+3) , that can be compared to the DEA and FDH rates of convergences (see footnote 2).
A.3 The Customized Model used in the Applications
We first have to select the distribution for the convolution term. As is well known in local MLE procedure, this can be viewed as selecting an anchorage parametric model for the convolution term; the localized version will encompass this anchorage model, ensuring much more flexibility, as shown e.g. We will focus here on the two-parameters (k = 2) distribution G(·, τ ) obtained from the Normal/Half-Normal convolution case as proposed in Aigner et al. (1977) . To be explicit, we choose a local normal N (0, σ
