Abstract
Introduction
The model-free control methodology, originally proposed by [1] , has been widely successfully applied to many mechanical and electrical processes. The model-free control provides good performances in disturbances rejection and an efficient robustness to the process internal changes. The control of non-minimum phase systems (e.g. [ [20] ) has been deeply studied and successful methods have been proposed. We propose, in this paper, a simple derivation of the original model-free control dedicated to the control of minimum phase, non-minimum phase and time-delay systems.
The dynamic performances are especially tested in the case of switching systems.
The paper is structured as follows. Section II presents an overview of the modelfree control methodology including its advantages in comparison with classical methodologies. Section III discusses the application of the proposed control law, called unified model-free control. Some concluding remarks may be found in Section IV.
2 Model-free control: a brief overview 2.1 General principles
The ultra-local model
We only assume that the plant behavior is well approximated in its operational range by a system of ordinary differential equations, which might be highly nonlinear and time-varying.
* The system, which is SISO, may be therefore described by the inputoutput equation
where
• u and y are the input and output variables,
• E, which might be unknown, is assumed to be a sufficiently smooth function of its arguments.
Assume that for some integer n, 0 < n ≤ ι, ∂E ∂y (n) ≡ 0. From the implicit function theorem we may write locally
By setting E = F + αu we obtain the ultra-local model. * See [1, 21] for further details.
Definition 2.1 [1] If u and y are respectively the variables of input and output of a system to be controlled, then this system admits the ultra-local model defined by:
• α ∈ R is a non-physical constant parameter, such that F and αu are of the same magnitude;
• the numerical value of F , which contains the whole "structural information", is determined thanks to the knowledge of u, α, and of the estimate of the derivative y (n) .
In all the numerous known examples it was possible to set n = 1 or 2.
Numerical value of α
Let us emphasize that one only needs to give an approximate numerical value to α. It would be meaningless to refer to a precise value of this parameter.
Intelligent PI controllers 2.2.1 Generalities
Definition 2.2 [1] we close the loop via the intelligent PI controller, or i-PI controller,
where • y * is the output reference trajectory, which is determined via the rules of flatnessbased control ( [22, 23] );
• e = y * − y is the tracking error;
• C(ε) is of the form K P ε + K I ε. K P , K I are the usual tuning gains.
Equation (3) is called model-free control law or model-free law.
The i-PI controller 3 is compensating the poorly known term F . Controlling the system therefore boils down to the control of a precise and elementary pure integrator. The tuning of the gains K P and K I becomes therefore quite straightforward.
Classic controllers
See [24] for a comparison with classic PI controllers.
Applications
See [25] and references therein for already existing applications in various domains.
Unified model-free controller
We present a simple derivation of the model-free control law (3) in order to stabilize and guarantee certain performances for switching non-minimum phase, minimum phase systems, involving also loop delay, and time-delay systems.
Discrete unified model-free control law
Firstly, consider the discretized model-free control law, which is typically used for a digital implementation.
Definition 3.1 [26] For any discrete moment t k , k ∈ N, one defines the discrete controller i-PI.
where • y * is the output reference trajectory;
• ε = y * − y is the tracking error;
• C is a usual corrector PI where K P , K I are the usual tuning gains.
The discrete intelligent controller is also called discrete model-free control law or discrete model-free law.
We derive from (4) a simplified model-free controller for which the derivatives of y * and y have been suppressed. The controller is based on an integrator function G(s) controlled by a positive recursion on u.
Definition 3.2 For any discrete moment t k , k ∈ N, one defines the discrete controller i * -PI.
• G(ε) is called a gain function and is either a pure gain or an integrator † .
• Λ(t) is a well defined (continuous) function that does not depend on the derivatives of y * and y.
• δ 1 and δ 2 are positive real coefficients.
For the following applications, we choose the gain function as an integrator, with a K i constant, such that :
Applications 3.2.1 Control of switching non-minimum and minimum phase systems
Consider the set Σ of linear and stable systems such that Σ = {Σ i }, i = 1, 2, · · · n, which are minimum and non-minimum phase systems, and which are considered as unknown in the sense that no explicit model has been identified for control purposes. Assume now that for all systems, there exist an integer p = {1, · · · , 8}, called the switching index, such that during a short time window, we have :
where u and y are respectively the input and the output of the system Σ p (associated to the p switching index). The step responses of these p systems are presented Fig. 1 . Figures 3 4 5 6 present some examples of the application of the i * -PI control under different arbitrary switching sequences that involve both minimum and non-minimum phase systems. The first switching time is t p1 , the second is t p2 and the third is t p3 .
Consider now the existence of a delay τ on y that modify (7) such that :
This delay can e.g. simulate the propagation delay inside a sensor network. Figures  7 and 8 present two examples of the application of the i * -PI control under different switching sequences that involve both minimum and non-minimum phase systems. † Depending on the application, a pure gain can be enough to ensure good tracking performances. Step responses of each system Σ i .
Control of switching time-delay systems
In the same manner, consider the set Σ of linear and stable systems such that Σ T D = {Σ T D i }, i = 1, 2, · · · n, which are time-delay systems, and which are considered as unknown in the sense that no explicit model has been identified for control purposes. Assume now that for all systems, there exist an integer p = {1, 2}, called the switching index, such that during a short time window, we have :
where u and y are respectively the input and the output of the system Σ p (associated to the p switching index). The identified step responses of these p systems are presented 
for t p1 = 0.2 s, t p2 = 0.6 s and t p3 = 0.8 s.
Concluding remarks
These results have been obtained with a specific set of parameters K i , δ 1 and δ 2 and a specific function Λ(t). To improve the tracking performances (especially in the case of switching time-delay systems (see Fig. 10 )), one may consider an on-line adjustment of the i * -PI parameters. Although resonances occur at the time of the switch, the stability of the control is preserved (regarding the studied cases) when switching from the different types of systems. In the same manner, a direct tuning of the i * -PI parameters could damp the resonant effects. The presented simulation results show that the proposed control law is robust to "strong" model variations and in particular, when the model is a switching nonminimum, minimum and time-delay system. Moreover, the proposed control law seems to have the same properties than the original model-free control [1] for which its performances have been successfully proved in simulation when controlling switched systems (e.g. [27] [28] ‡ ). Further work will concern on the one hand, extensive tests and applications to complex systems and, on the other hand, a complete study of the stability in comparaison with the original model-free control. ‡ In [28] , successful results have been obtained for switching non-minimum phase systems with the original model-free control.
