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Abstract
Layered nitride materials in the form of Carbon nitride (C3N4) was speculated
nearly 22 years ago. It has various structural forms ranging from layered graphitic
to superhard structures. Using first principles calculations based on density func-
tional theory, the structural and elastic properties of these phases are determined.
Elastic constants, bulk and shear moduli of cubic phases are compared to that of
diamond. From the work it is evident that, although the compressibility of some
of the superhard phases may be better than diamond, the shear modulus indicates
that C3N4 is not harder than diamond in contrast to what has been speculated ealier.
The graphitic hexagonal, rhombohedral as well orthorhombic phases are soft as in-
dicated by their bulk and shear moduli, which are similar to that of graphite. Other
elastic properties such as the Young modulus and Poisson’s ratio as well as the
Raman and infrared vibrational frequencies are also presented in this dissertation.
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Chapter 1
General Introduction
The demand of novel materials is the driving force behind material science in the
21st century. The researcher’s dream is to design new materials which suit partic-
ular industrial applications. One of the cheapest and easiest way of predicting new
materials is by first principles calculations. The idea behind first principles, also
known as ab-initio, calculation is to apply the basic laws of Physics to identify the
composition of materials. Materials are made of atoms as building units. The atoms
themselves consist of electrons. The behavior of a material is predicted by carrying
out electronic structure calculations. The success of first principles calculations in
predicting new materials and offering in-depth explanation of observations made
in experiment can be attributed to intensive and extensive research in the field of
condensed matter. Various theories have been developed, starting from Hartree in
the 1930s to the popular and most celebrated framework of modern density func-
tional theory. The other reason for the success of ab-initio based Physics is the
rapid development of computer technology. However, it is also important to men-
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tion that predictions made by ab-initio calculations are more useful when backed
up by experimental synthesis of the predicted material.
The scientific and technological developments being witnessed today in ma-
chining and cutting industries require the use of wear resistant tools that are able
to cut, drill or polish other surfaces. Traditionally, diamond has been the preferred
candidate for such abrasive tools. Some of the fascinating properties that make di-
amond attractive for industrial application are high heat conductivity, a wide band
gap, high mobility of electrons and holes and high hardness [1]. Diamond is the
hardest known material on the earth today. The measured bulk modulus of diamond
is 442 GPa, while its shear modulus and density are 553 GPa and 3515 kgm−3
respectively.
1.1 Experimental and Theoretical Ways of Estimat-
ing Hardness
The choice of materials for industrial applications depends on a variety of salient
features exhibited by the material. Among those properties, the hardness of the ma-
terial of formidable importance. Hardness is defined as the resistance of the material
to local deformations [2] and it mainly depends on defects, pressure, temperature
and dislocation. Deformation can be introduced through cutting, scratching, inden-
tation or bending. Some old methods for measuring hardness include
1. Mohs Hardness Test [3]: This is one of the oldest ways of measuring hard-
ness. The method was devised by the German mineralogist Friedrich Mohs in
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1812. The Mohs hardness test involves observing whether a materials surface
is scratched by another substance of known or defined hardness.
2. Brinell Hardness Test [4]: The Brinell test uses a desktop machine to apply a
specified load to a hardened sphere of a specified diameter.
3. The Rockwell Hardness test also uses a machine to apply a specific load and
then measure the depth of the resulting impression. The indenter may either
be a steel ball of some specified diameter or a spherical diamond-tipped cone
of 120 angle and 0.2 mm tip radius, called a brale.
4. Vickers and Knoop Microhardness Tests: The Vickers and Knoop Hardness
Tests, are modifications of the Brinell test and are used to measure the hard-
ness of thin film coatings or the surface hardness of case-hardened parts. With
these tests, a small diamond pyramid is pressed into the sample under loads
that are smaller than those used in the Brinell test. The difference between
the Vickers and the Knoop Tests is simply the shape of the diamond pyramid
indenter. The Vickers test uses a square pyramidal indenter which is prone to
crack brittle materials. Consequently, the Knoop test using a rhombic-based
(diagonal ratio 7.114:1) pyramidal indenter which produces longer but shal-
lower indentations.
The theoretical methods for estimating hardness of materials involve the calculation
of bulk moduli and shear moduli [5, 6]. The bulk modulus measures the resistance
to the change in volume of solids while the shear modulu defines the resistance to
reversible deformation upon shape change [2]. An empirical model to determine
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bulk moduli of covalent solids such as C and Si is given by
B =
(19.71−2.20λ)
d3.5
(1.1)
In this case, the bulk modulus B is inversely proportional to the bond length
d. The bulk modulus and the bond length are given in the units of Mbar and A˚
respectively. The ionicity of the compound is represented by λ. Silicon and other
group IV homo-polar semiconductors have λ=0, while zinc-blende solids in groups
III to V in periodic table has ionicity factor λ=1. Other heteropolar elements in
group II-VI with zinc-blende structure have λ=2. According to this model, there are
two essential properties that a hard material must have, low ionicity and short bond
length.
It has been argued that the shear modulus correlates well with the hardness [7],
and can hence be relied upon in prediction of hardness. Faming et al [8] proposed
a semi empirical method for estimating hardness. Their method is based on the
idea that the hardness of a covalent crystal is intrinsic and equivalent to the sum
of the resistance to the indenter of each bond per unit area. We will see that the
theoretical methods of estimating hardness produce results, which are comparable
to experiments.
1.2 Brief description of light elements
Most of the light elements have the number of protons equal to number of neutrons.
Good examples are hydrogen 21H, helium
4
2He , carbon
12
6 C, nitrogen
14
7 N and oxygen
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8 O. Boron
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5 B is also regarded as a light element. Each of the elements mentioned
above has its specific technological application. Boron, carbon and nitrogen be-
longing to group III, IV and V and form ultra-hard materials when bonded among
themselves, e.g boron nitride (BN) and carbon nitride (CN) compounds. Carbon
and nitrogen introduced in interstitial sites of 3d transition elements (vanadium, ti-
tanium etc.), form compounds that are hard and have wide industrial applications.
Brief descriptions of their fundamental chemical properties are given for carbon,
boron and nitrogen.
1.2.1 Carbon, Nitrogen and Boron
Carbon has the electronic configuration 1s22s22p2 and atomic mass of 12.011u. The
core consists of 1s electrons while the other four electrons are valence electrons.
The valence electrons of carbon form various types of bondings, sometimes with
metal atoms occupying the holes in the resulting carbon framework. The bond-
ing can be classified into three major forms, which correspond to valence orbital
hybridizations sp3, sp2, and sp1 [1]. Their formation is of great scientific and tech-
nological interest: the resulting structures such as diverse as the well known soft
graphite, ultra-hard diamond and cage-like fullerenes. Natural graphite occurs in
hexagonal and rhombohedral structures. Those two forms of graphite differ in the
arrangement of the carbon planes. The hexagonal structure has an AB stacking,
while the rhombohedral structure has an ABC stacking. Graphite is technologically
useful as a dry lubricant, as moderator in nuclear power plants, in medical surgery
and as strong heat resistant carbon fibre. Graphite is also interesting for graphite-
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diamond studies because of its peculiar properties i.e. the existence of two types of
interatomic bonding, weak Van der Waals bonds and strong sp2 covalent bonds [9].
Nitrogen is a nonmetal element which has atomic number of seven and atomic
mass 14.006u. The electronic configuration is 1s22s22p3. Boron on the other hand
has one electron less than carbon. Its electronic configuration is 1s22s22p1. Boron is
otherwise referred to as a frustrated element, because of its unique position between
metals and insulators in the periodic table [10]. Overall, boron is lighter than carbon
and nitrogen. It has an atomic mass of 10.811u.
1.3 Super-hard Materials
Boron, carbon and nitrogen form the atomic basis for the hardest materials known
up to now [11]. Diamond was the first discovered super-hard material, followed by
cubic boron nitride as second hardest material [1, 12]. A promising way to predict
new super hard materials is by combining light elements in such a way, that the new
compound adopts a diamond-like structure, with short interatomic bond lengths.
Current research is focused on carbon nitride (C3N4), as a potential candidate for
a hard super material. There have been various reports on electronic, elastic and
optical properties of various phases of C3N4, but no detailed and systematic survey
of this important material.
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1.4 Motivation
Despite the fact that the prediction and synthesis of some C3N4 polymorphs has
already been successful, there is great need to exhaustively determine the elastic and
structural properties of a large number of possible polymorphs. The study of their
elastic properties such as elastic constants provides fundamental information on
how these materials behave under external strain. This kind of information helps us
to understand thermal expansion, melting point, atomic bonding and their structural
stability.
1.5 Research Objectives
The objectives of this study are;
1. To obtain the lattice parameters, bond length and bond angles of six example
phases of C3N4.
2. To obtain equilibrium volume and ground state energies.
3. To obtain their elastic constants.
4. To obtain the bulk modulus, shear modulus, Young modulus and Poisson’s
ratio.
5. To investigate their vibration modes and other optical properties.
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1.6 Thesis Scope and Outline
The aim of this study is to examine the structural, elastic and some optical properties
for different phases of (layered) carbon nitride. The first principles calculations are
carried out using the density functional theory formalism as implemented in VASP
and Quantum ESPRESSO. These present dissertation has two major parts. In the
first part, ground state properties are presented. These include the bulk modulus,
shear modulus, interatomic distances, bond lengths, equilibrium volume and total
energy. Elastic constants, Poisson’s ratio and Young modulus are reported as well.
The second part is devoted to vibrational frequencies calculated at the gamma point.
Here the resulting infrared and Raman spectra are discussed in some detail.
To be more specific: in chapter 2, a detailed account of structural properties of
various polymorphs of C3N4 are presented. Two distinct structures are highlighted,
diamond-like and graphite-like structures. The super-hard phases of C3N4 have
diamond-like structure, while precursor phases have graphitic structures. Next, the-
ories of elastic constants are featured in chapter 3 with emphasis on the Voigt con-
tracted notation of elastic coefficients. Then some background information on the
density functional theory is given in chapter 4 and the Kohn-Sham equations and
their numerical relations are summarized. Chapter 5 gives an overview of calcula-
tions carried out using VASP and Quantum ESPRESSO, while the main results are
summarized in chapter 6. The conclusion and recommendations for future studies
are presented in chapter 7.
Chapter 2
Layered Carbon Nitride (C3N4)
2.1 Introduction
The search for super hard materials has been going on for the past few decades.
Focus has been directed to the synthesis of materials with extreme hardness or hard-
ness very close to that of diamond. These new super hard materials are expected to
have high bulk modulus, high thermal conductivity, spectral transmittance, micro-
hardness exceeding 4000kg mm−2, high refractive index, hole mobilities and high
shear modulus [13, 14]. Compounds made of light elements such as boron, carbon
and nitrogen [15] as well as heavy transition metals and their carbides, nitrides and
oxide [16] are known to have extreme hardness, oxidation resistance and chemical
inertness [17]. The demand for super-hard materials is on the increase, because of
wide industrial applications such as cutting, drilling, grinding and polishing [18].
Superhard material are also used as heat sinks, radiation windows, speaker tweet-
ers, mechanical bearing, surgical knifes and semiconductors [14]. Experimental
9
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and theoretical research have indicated that carbon nitrides are possible candidates
for super hard materials, since they exhibit short carbon-nitrogen (C-N) covalent
bonds and bulk moduli comparable to that of diamond [19]. The first prediction
of low compressibility solids was reported by Cohen in 1989 [5]. These authors
proposed β-C3N4 ( space group P63/m ), whose structure is based on β-Si3N4, with
C substituting Si. Those prediction lead to intense theoretical research [20–25] and
experimental [26–31] attempts to synthesis various phases of carbon nitride. It is
worth noting that direct synthesis of three dimensional C3N4 is thermodynamically
unfavored due to the high stability of N2 [32]. It has been impossible to thoroughly
characterize the nitrides, because the crystalline phases are usually embedded in an
amorphous carbon nitride matrix [33]. Reference [34] reports success and limita-
tions of some experimental characterization techniques applied in the synthesis of
the C3N4 polymorph. X-ray diffraction, photo electron spectroscopy, nuclear mag-
netic resonance, back scattering and transmission electron spectroscopy are exam-
ples of experimental methods widely used in the characterization of hard materials.
The proposed structures of the carbon nitrides can be viewed as candidates for low
compressibility materials, or at least as precursors for super hard polymorph.
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2.2 Super hard and precursor phases of C3N4
2.2.1 Cubic carbon nitride (ZB-C3N4) with defective zinc-blende
structure
The defective zinc-blende structure (diamond structure with one atom less) belongs
to space group P43/m and has been predicted to have cubic lattice constant of 3.41
A˚ [18]. The structure can be described as being derived from diamond structure by
replacing some of the carbon atoms with nitrogen atoms [35]. ZB-C3N4 is a low
compressibility material because of the tetrahedral formation of C-N covalent bonds
as shown in figure 2.1. Each of the carbon atoms is bonded to four neighboring
nitrogen atoms, while each nitrogen atom is bonded to three carbon atoms. This
structure has been identified to be mechanically stable [36].
Figure 2.1 The crystalline structure model of unit cell of defective zinc-blende-C3N4.The
brown spheres represent carbon atoms, and the grey spheres represent nitrogen atoms.
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2.2.2 Cubic carbon nitride (c-C3N4)
The cubic-C3N4 ( space group I43d ) is the hardest phase amongst the proposed
C3N4 phases. It contains 28 atoms per the unit cell. The recent experimental work
on the synthesis of the cubic phase shown in figure 2.2, demonstrated that the theo-
retical search for super hard material is not in vain. Graziella et al [37] synthesized
c-C3N4 through a decomposition of commercial thiosemicarbazide powder under
nitrogen flow at ambient pressure and 600 oC. The identified c-C3N4 with lattice
constant of 3.16 A˚ and bulk modulus of 355 GPa could not be categorized in any
known space group. Zinin et al [38] managed to synthesize new c-C3N4 with lattice
constant 3.878 A˚ under high-pressure and high-temperature (HPHT) conditions.
Again this new c-C3N4 phase could not be categorized in any known space group.
For the two syntheses above, a well characterized graphitic phase was used as a
precursor.
2.2.3 Cubic spinel carbon nitride (s-C3N4)
Search for nitrides with spinel structure came into focus immediately after the dis-
covery of cubic silicon nitride (c-Si3N4) [39]. The c-Si3N4 has been reported to
have a wide band gap of 3.45 eV appropriate for light emitting devices. Several
other nitrides with similar spinel structure like Ge3N4, Ti3N4, Sn3N4, Zr3N4 and
s-C3N4 were predicted [40–42]. The s-C3N4 structure belong to space group Fd3m
and contains 56 atoms in the unit cell. This crystal structure has two kinds of binary
systems, octahedral CN6 whereby each carbon atom is coordinated with six nitro-
gen atoms, and tetrahedral CN4 where each carbon has four neighboring nitrogen
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Figure 2.2 The crystalline structure model of one unit cell of cubic-C3N4.The brown
spheres represent carbon atoms, and the grey spheres represent nitrogen atoms.
Figure 2.3 The crystalline structure model of one unit cell of cubic spinel-C3N4. The
brown spheres represent carbon atoms, and the grey spheres represent nitrogen atoms.
atoms, as shown in figure 2.3.
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2.3 Graphite-like carbon nitride (g-C3N4)
The successful synthesis of c-C3N4 under high-pressure, high-temperature condi-
tions underscores the usefulness of graphitic-carbon nitride (g-C3N4) as precursors
for super hard phases of carbon nitride. The atoms are arranged in such a way that
each C atom is bonded with the three nearest N atoms, while two N atoms form
bonds with three neighboring C atoms. The g-C3N4 structure has been predicted to
be the energetically favorable and stable structure. A variety of graphitic structures
has been proposed: Figure 2.4 shows a hexagonal structure (space group P6m2) of
g-C3N4 predicted by Teter and Hemley [20].
Figure 2.4 Graphitic sheet of C3N4 within hexagonal super structures (2x2 cells). The
brown spheres represent carbon atoms, and the grey spheres represent nitrogen atoms.
Liu and Renata [25] proposed a defective graphitic carbon nitride ( space group
R3m) with a rhombohedral structure shown in figure 2.5. This graphitic phase has
ABCABC rhombohedral stacking ordering. Due to weak inter layer bonding, this
structure was unlikely to form low compressibility material.
Alves et al [28] synthesized an orthorhombic g-C3N4. They classified the struc-
Graphite-like carbon nitride (g-C3N4) 15
Figure 2.5 Graphitic sheet of C3N4 within rhombohedral structures (2x2 cells). The brown
spheres represent carbon atoms, and the grey spheres represent nitrogen atoms.
Figure 2.6 Graphitic sheet of C3N4 within orthorhombic structures (2x2 cells). The brown
spheres represent carbon atoms and the grey spheres represent nitrogen atoms.
ture in two stacking orderings i.e AA and AB. The two orderings belong to the
space group P2mm. The AA ordered orthorhombic structure was reported to have
lattice parameters a=4.1 A˚, b=4.7 A˚ and c=3.2 A˚ while the AB stacking has lattice
parameter a=4.1 A˚, b=4.7 A˚ and c=6.4 A˚.
Chapter 3
Theory of the Elastic constants of
Materials
There are several methods proposed in the literature for determining the elastic con-
stants of materials [43–48]. In this work, descriptions of the elastic constants of
isotropic and anisotropic materials are highlighted. An isotropic material is char-
acterized by material’s properties, which are independent of the direction of the
principal axis frame. For instance, an isotropic material will have the same stiff-
ness, irrespective of the direction of an applied external force. Steel and aluminium
are good examples of isotropic materials formed in nature. On the other hand an
anisotropic material is a material, whose properties will depend on the direction of
the applied force. Examples include graphite and carbon nitride. The anisotropy
of a given material may become a great challenge in particular when determining
the corresponding elastic constants (theoretically as well as experimental). In de-
scribing elastic constants, the material is subject to applied external forces (stress
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tensors), which lead to deformations described by a strain tensor. The material un-
der investigation is assumed to be homogeneous. Similarly the applied stress as
well as resultant strain are also assumed to be uniform. The stress-strain relation-
ship may be seen as some sort of generalized Hooke’s laws. Hence, elastic constants
in terms of such a generalized Hooke’s law are given as
σi j =Ci jklεkl, (3.1)
where σi j is the stress tensor, εkl is the strain tensor and Ci jkl is the stiffness tensor.
The labels i,j,k,l are 1,2,3, corresponding a system of axes fixed in space.
Inverting equation 3.1 produces a relationship, in which the strain is expressed
in terms of stress as follows
εi j = Si jklσkl. (3.2)
Here Si jkl is the compliance tensor. The Ci jkl contains 81 elastic coefficients,
which reduce to 21 independent elastic coefficients, due to symmetry [49].
The special symmetries of individual lattice structures further reduce the num-
ber of independent elastic coefficients. In the following, I use the so-called Voigt
notation [50, 51] where the Ci jkl is reduced to a six by six matrix Ci j as a result of
symmetry with i,j=1...6. The Ci j are categorized into four groups; the first group
includes elastic constants along the main diagonals. The corresponding elastic con-
stants C11, C22 and C33 are called longitudinal elastic constants. The second cat-
egory, which contains diagonal constants with i≥4 comprises the so-called shear
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elastic constants. The third category comprises Ci j with i 6=j, and i,j<3. This group
is known as off-diagonal constants. The fourth and last category is referred to as
mixed elastic constants. This category has Ci j with i≤3 and j>3, e.g. C34. A
brief description of elastic coefficient matrices of selected crystal structures is given
below.
Triclinic lattice structures have 21 independent elastic coefficients
Ci j =

C11 C12 C13 C14 C15 C16
C22 C23 C24 C25 C26
C33 C34 C35 C36
C44 C45 C46
C55 C56
C66

(3.3)
Due to symmetry, orthorhombic lattice structures have nine independent elastic
constants.
Ci j =

C11 C12 C13 0 0 0
C22 C23 0 0 0
C33 0 0 0
C44 0 0
C55 0
C66

(3.4)
In these structures some coefficient elements are zero, while all elements along the
main diagonal are nonzero. The trigonal, hexagonal and cubic lattice structures have
six, five and three independent elastic constants respectively, as shown in matrices
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3.5, 3.6 and 3.7. The C66 in both trigonal and hexagonal lattice structures appear as
a combination of the C11 and C12 coefficients.
Ci j =

C11 C12 C13 C14 −C15 0
C11 C13 −C14 C25 0
C33 0 0 0
C44 0 C25
C44 −C14
1
2 (C11−C12)

(3.5)
Ci j =

C11 C12 C13 0 0 0
C11 C13 0 0 0
C33 0 0 0
C44 0 0
C44 0
1
2 (C11−C12)

(3.6)
Ci j =

C11 C12 C12 0 0 0
C11 C12 0 0 0
C11 0 0 0
C44 0 0
C44 0
C44

(3.7)
For cubic systems the longitudinal elastic constants are all equal, C11=C22=C33.
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Similarly, the three shear elastic constants are equal C44=C55=C66. Many molecular
crystals crystallize in low symmetry crystal structures such as triclinic, monoclinic
and orthorhombic. The Voigt notation matrix of monoclinic lattice structure is
Ci j =

C11 C12 C13 0 C15 0
C22 C23 0 C25 0
C33 0 C35 0
C44 0 C46
C55 0
C66

(3.8)
In summary, the triclinic structures have the highest number of independent
elastic constants, while cubic systems have the least. In practice, the calculation of
elastic constants of cubic systems is the easiest because of their high symmetry.
Chapter 4
Theoretical Framework
4.1 Introduction
The properties of condensed matter and molecules are determined by the electrons
and the nuclei. The study of electrons provides salient information about electronic,
magnetic, optical and bulk properties of matter. Modern physics is faced with a
challenge to develop computational methods that will accurately treat the interact-
ing system of many electrons and nuclei. Furthermore, the calculation of electronic
structures may be divided into ground state and excited state properties [52]. For
the ground state features like the elastic properties, the charge density, equilibrium
volumes and vibrational frequencies, may be obtained among many other interest-
ing properties of matter. On the other hand, electronic excited states provide useful
information about the optical properties etc. Various electronic structure methods
have been developed in the past. The most prominent ones used for solid systems
are Density Functional Theory (DFT) and Quantum Monte Carlo (QMC) [53–55].
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DFT is a very reliable theory for predicting new materials, to confirm experimental
discoveries, or to provide explanation of new phenomena observed in experimental
work.
4.2 Many-body problem
A complete description of the quantum mechanical behavior of atoms requires de-
tailed consideration of interactions between electrons and nuclei. For a system of Ne
electrons and Nn nuclei, the non-relativistic time-independent Schro¨dinger equation
is simply
HΨ= EΨ. (4.1)
Ψ is the many-particle wavefunction and E is the total energy of the system. The
many-particle wave function can either be symmetric or anti-symmetric. The sym-
metric case is describe as
Ψ=Ψ(r1, . . . ,rNe) (4.2)
while the anti-symmetric case is given by
Ψ=Ψ(r1, . . . ,r jri, . . . ,rNe) =−Ψ(r1, . . . ,rir j, . . . ,rNe) (4.3)
The particles with half integer spins such as electrons are described by the anti-
symmetric wave functions and they obey the Pauli exclusion principle. Such parti-
cles are termed fermions. The Pauli exclusion principle states that no two electrons
can have the same set of quantum numbers, and electrons with the same spin cannot
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occupy the same state simultaneously. Those particles whose wave functions are
symmetric under particle interchange and have integral or zero intrinsic spin, are
called bosons.
The Hamiltonian operator H in equation 4.1, can be written as
H =−
Ne
∑
i=1
1
2
∇2i −
Nn
∑
α=1
1
2Mα
∇2α−
Ne
∑
i=1
Nn
∑
α=1
Zα
| ri−Rα |+
Ne
∑
i=1
Ne
∑
j>i
1
|ri− r j| +
Nn
∑
α=1
Nn
∑
β>α
ZαZβ
|Rα−Rβ|
.
(4.4)
Mα, Zα and Rα are the mass, core charge and position of the nuclei, respectively.
The position of electron is indicated as ri. The first and second terms are the ki-
netic energies of the electrons and nuclei, respectively. The third term describes the
Coulomb attraction between nuclei and electrons. The fourth and fifth terms de-
scribe the electron-electron and nucleus-nucleus Coulomb repulsion, respectively.
4.3 Hartree-Fock Approximation [HF]
The Hartree-Fock approximation is viewed as the basis or foundation for more
accurate approximation involving correlation between electrons [56]. Within the
HartreeFock approximation, the many body wave function of the system can be
treated as a single Slater determinant of independent electrons which satisfies anti-
symmetry rule [57].
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φ=
1√
N!
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
φ1(x1,σ1) φ1(x2,σ2) ..... φ1(xN ,σN)
φ2(x1,σ1) φ2(x2,σ2) ..... φ2(xN ,σN)
..... .....
..... .....
φN(x1,σ1) φN(x2,σ2) ..... φN(xN ,σN)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
.
where the φ1(x1,σ1) are single particle spin orbitals.
Hartree-Fock theory provides an exact treatment of exchange correlation useful
for calculations of molecules and larger N-body systems [52, 57–59]. The expecta-
tion value of the Hamiltonian with the wave function is described as
〈φ|Hˆ|φ〉=∑
i,σ
∫
drψσ∗i (r)[−
1
2
∇2+Vext(r)]ψσi (r)+E11
+
1
2 ∑i, j,σiσ j
∫
dr dr′ψσ∗i (r)ψ
σ∗
j (r
′)
1
|r− r′|ψ
σi
i (r)ψ
σ j
j (r
′)
−1
2 ∑i, j,σ
∫
dr dr′ψσ∗i (r)ψ
σ∗
j (r
′)
1
|r− r′|ψ
σ
i (r)ψ
σ
j (r
′)
(4.5)
where the first term groups together the single expectation values summed over
orbitals. The third term describe the direct interactions among electrons, while the
exchange interaction is described by the fourth term. Notice that there is double
summation in the third and fourth terms. Considering a situation where the spin
functions are quantized along an axis, then the variation of ψσ∗i (r) for each spin σ
can be expressed as
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[
−1
2
∇2+∑
i,σ j
∫
dr′ψσ j∗i (r
′)ψσ j∗j (r
′)
1
|r− r′|
]
ψσi (r)
−∑
j
∫
dr′ψσ∗j (r
′)ψσi (r
′)
1
|r− r′|ψ
σ
j (r) = E
σ
i ψ
σ
i (r)
(4.6)
which defines the Hartree-Fock equation. Modification of equation 4.6 gives a
Schro¨dinger-like equation with an effective Hamiltonian operator that depends on
the state
Hˆ ie f fψ
σ
i (r) =
[
− }
2
2me
52+Vˆ i,σe f f (r)
]
ψσi (r) = E
σ
i ψ
σ
i (r) (4.7)
The effective potential Vˆ i,σe f f (r) that acts on each electron of spin σ at point r is
expressed as
Vˆ i,σe f f (r) =Vext(r)+VHartree(r)+Vˆ
i,σ
x (r) (4.8)
and the exchange term operator Vˆx is given by a sum over orbitals of the same spin
σ
Vˆ i,σx (r) =−∑
j
∫
dr′ψσ∗j (r
′)ψσi (r
′)
1
|r− r′|
ψσj (r)
ψσi (r)
(4.9)
note that ∑ jψσ∗j (r
′)ψσi (r
′) is the coulomb potential due to the exchange charge den-
sity for each state i,σ.
4.4 Density Functional Theory (DFT)
For about five decades density functional theory (DFT) has been widely used as
a primary tool for the electronic structure properties calculations of solid systems.
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The DFT was developed by Hohenberg, Kohn and Sham [53, 54] and it gives very
accurate description of ground state properties of solids and molecules. DFT is
based on the electronic density distribution n(r) rather than the many electron wave
function Ψ [60]. In DFT an accurate ground state is crucial for the determination of
equilibrium volume, bulk modulus, lattice constants etc. DFT not only allows for
the simulation of simple electronic properties, but also it allows for the treatment
of quite complex material’s properties. This involves the determination of mag-
netic and electric susceptibilities, spin polarized ground states, superconductivity
etc [60]. Besides the determination of ground state properties using DFT, one may
also describe the excited state properties to a certain extent. This is based on the fact
that the ground-state density of an electronic system determines not only its electron
number but also the external potential, which is associated with a specific Hamilto-
nian operator. This specific Hamiltonian operator fully describes the ground state
as well as the excited states [61].
4.4.1 The Hohenberg-Kohn Theorem
The Hohenberg-Kohn Theorem [53] states that if N interacting electrons move in an
external potential Vext , there is a unique ground-state electron density n0(r) which
minimizes the energy functional
E [n] = F [n]+
∫
n(r)Vext(r)dr (4.10)
where F is a universal functional of n. The resulting minimum value of the func-
tional E is E0, which is the ground-state electronic energy. A particular simple
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proof of the Hohenberg-Kohn theorem may be given as follows [62]: Defining an
N-electron functional F as
F [n(r)] = min
|Ψ→n(r)|
〈
Ψ|Fˆ |Ψ〉 , (4.11)
where the expectation value is determined by searching over all N-electron wave
functions, Ψ, which reduce to density n(r) one then selects the wave function Ψ
which effectively minimizes the expectation value of F. Next specify F as
Fˆ =∑
i
−1
2
52i +
1
2∑i 6= j
1
|ri− rj| . (4.12)
Consider an N-electron ground state wave function Ψ0 which yields density n0.
Then the ground state energy is
E0 =
〈
Ψ0|Fˆ +Vˆext |Ψ0
〉
(4.13)
From definition, equation (4.11),
F [n0] = min
Ψ→n0
〈
Ψ|Fˆ |Ψ〉= 〈Ψ0min|Fˆ |Ψ0min〉 , (4.14)
and from the minimal principle
F [n0]+
∫
n0(r)d3r =
〈
Ψ0min|Fˆ + Vˆext|Ψ0min
〉
> E0 (4.15)
However, since
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F [n0] =
〈
Ψ0min|Fˆ |Ψ0min
〉≤ 〈Ψ0|Fˆ |Ψ0〉 (4.16)
we also have
F [n0]+
∫
n0(r)d3r =
〈
Ψ0min|Fˆ + Vˆext|Ψ0min
〉≤ E0 (4.17)
since Ψ0min and Ψ0 yield the same density n0. From equations (4.15) and (4.17) it
follows that
E [n0] = F [n0]+
∫
n0(r)d3r = E0 (4.18)
thereby completing the proof.
4.4.2 The Kohn-Sham Equations
Description of properties of solids from ab-inition calculation involves solving the
Kohn-Sham equations, which are a general set of one particle equations. The accu-
rate and time efficient methods for solving these equations remains a big challenge.
So far, various simplifying methods have been proposed but each of these meth-
ods has got its limitations. For example the muffin-tin approximation methods are
based on the observation that the potential is atomic-like around the lattice sites
and almost flat between the atoms of a solid [63, 64]. This method has its most
prominent application in variational method developed by Korringa, Kohn and Ro-
stocker [65–67]. Other approximation methods include pseudopotential methods
which substitute the inert atomic cores by a model potential, and orthogonalize a
set of pseudo-valence states to these model cores [68, 69].
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Kohn and Sham [54] derived their general coupled set of differential equations
to determine the ground-state density n0(r) of a non-interacting reference system.
To this end Kohn and Sham separated F [n(r)] into four distinct parts and the func-
tional E becomes
E [n(r)] = Ts [n(r)]+
1
2
∫ ∫ n(r)n(r′)
|r− r′| drdr
′
+EXC[n(r)]+
∫
n(r)Vext(r)dr, (4.19)
where Ts [n(r)] is defined as the kinetic energy of a non-interacting electron gas with
density n(r), i.e.
Ts [n(r)] =−12
N
∑
i=1
∫
Ψ∗i (r)∇
2Ψi(r)dr. (4.20)
Equation (4.19) also defines the exchange-correlation functional EXC [n]. Imposing
a normalization constraint on the electron density,
∫
n(r)dr = N, they obtained the
following variational principle
δ
δn(r)
[
E [n(r)]−µ
∫
n(r)dr
]
= 0
⇒ δE [n(r)]
δn(r)
= µ.
(4.21)
Equation 4.21 may now be re-written in terms of an effective potential, Ve f f (r), and
that
δTs [n(r)]
δn(r)
+Ve f f (r) = µ, (4.22)
where
Ve f f (r) = Vext(r)+
∫ n(r)
|r− r|dr
′
+VXC(r) (4.23)
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with
VXC(r) =
δEXC [n(r)]
δn(r)
, (4.24)
It is important to note that non-interacting electrons moving in an external potential
Ve f f (r) are described by a ground state density
n0(r) =
N
∑
i=1
|ψi(r)|2, (4.25)
To determine the ground state energy E0 one has to solve the following one electron
Schro¨dinger equation
(
1
2
∇2i +Ve f f (r)−Ei
)
ψi(r) = 0 (4.26)
and this set of equations should be solved self-consistently as
Ve f f (r) =Ve f f (n0(r)). (4.27)
The above equations (4.22) and (4.23) and the assumption of a non-interacting refer-
ence system provide a theoretically exact method for finding the ground state energy
of an interacting system, provided that the form of EXC is known. The application
of DFT requires the use of various approximate forms for the EXC such as the local
density approximation [70] and the generalized gradient approximation [71].
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4.5 The Local Density Approximation (LDA)
Within the framework of the local density approximation (LDA) [70, 72, 73], the
value of EXC[n(r)] is approximated by the exchange-correlation energy of an elec-
tron in a homogeneous electron gas of density n(r), i.e.,
ELDAXC [n(r)] =
∫
EXC(n(r))n(r)dr. (4.28)
The LDA functional reproduces the ground state properties of many systems very
accurately. For example, the bulk properties of group 4d and 5d transition metals
are well described by LDA. However, there are situation whereby LDA fails. For
example LDA predict the wrong magnetic structure of iron [74, 75]. LDA also
predicts inaccurately the band gap of semiconductor materials [76–78].
4.6 Generalized gradient approximation (GGA)
For a long time the local density approximation was considered the method of
choice in electronic structure calculations. One strategy to improve upon LDA is
to include the gradient of the charge density in exchange-correlation functional,
something that should take into account the inhomogeneity of the electron gas. The
resulting method, where the XC potential is a function of both the charge density (at
a given point), and the first-order gradient of the charge density (at the same point),
is known as the generalized gradient approximation (GGA) [71, 79, 80].
EGGAXC [n] =
∫
d3r f (n,∇n) (4.29)
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the EGGAXC [n] is the exchange correlation energy per particle of an electron gas. The
GGA method gives better total energies, especially for small molecules, but com-
putationally it is more time consuming than LDA [81]. Generally, GGA has the
following advantages over LDA [82, 83]:
1. GGA improves ground state properties for light atoms, molecules and clus-
ters.
2. GGA predicts the correct magnetic properties of 3d transition metals such as
body centered iron.
Though GGA seems to be superior compared to LDA, it has several drawbacks. The
GGA methods fails to accurately treat the hydrogens bond. This defect is clearly
manifested through expansion and hence softening of bonds [84].
4.7 Pseudopotentials
As mentioned in previous sections, practical solutions to the self-consistent Kohn-
Sham equations are subject to various approximations. Methods have been devel-
oped to reduce the computational cost (rapid convergence) without compromising
the outcome of the calculations. The first-principle pseudopotential methods [85–
87] consider the valence electrons only, excluding the deep-inner core states and
the strong potential that binds them to the nuclei. This makes the calculation less
computationally expensive as compared to full-potential methods. Normally, the
core electrons have minimal influence on the properties of solids, but their proper
inclusion into the pseudopotentials creates room for the sufficient use of plane-
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wave basis sets in electronic structure calculations [88–90]. There are several types
of pseudopotentials: norm-conserving pseudo potentials [91, 92], ultra-soft pseudo
potentials [93] and projector augmented wave (PAW) type of pseudopotentials [94].
The PAW method is a unique method for determination of the electronic structure
of materials since it describes well the nodal behavior of the valence-electron wave
function, and it also allows for the inclusion of the upper core states into the self-
consistent iterations procedure [95, 96].
4.8 K-points
The Monkhorst-Pack grid is a common technique used in sampling the Brillouin
zone. This method generates special points in the Brillouin zone, and their integra-
tion weights which provides an efficient means of integrating periodic functions in
k-space [97]. The accuracy of integration entirely depends on the choice of integra-
tion grid, and therefore the Monkhorst-Pack technique allows for specific integra-
tion of portions of Brillouin zone only, but also for a sampling of the entire Brillouin
zone. However, the symmetry of the cell may drastically reduce the number of k-
points within the Brillouin zone.
Chapter 5
Computational Details
5.1 Introduction
Calculation in this work were done using density functional theory (DFT) [98, 99].
The projector augmented wave pseudo-potentials [100] were used all throughout to
represent the valence electrons. The electron-electron interaction was treated within
the local density approximation [101] using the Ceperley-Alder exchange correla-
tion potential [72] as implemented in the Vienna Ab initio Simulation Package
(VASP) [102–104]. An energy cutoff of 500 eV was found to be sufficient for pro-
viding a proper plane wave basis set. For Brillioun-zone integration the Monkhorst-
Park [97] special k-point sampling method was the method chosen for both the su-
perhard and precursor bulk phases. The k-point mesh of 8x8x8 for cubic-spinel and
12x12x12 k-point mesh for all structures are employed. For computations using the
plane wave Quantum ESPRESSO code [105], ultrasoft Vanderbilt pseudopotentials
[93] and a cutoff energy of 35 Rydberg were used. The optimized geometries of the
34
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structures were found using unconstrained relaxation of atoms.
5.2 Vienna Ab-Initio Simulation Package (VASP)
The VASP code was developed by Kresse and Hafner [102–104]. It is a plane-
wave DFT code which uses projector-augmented wave (PAW)[106] and ultra-soft
Vanderbilt pseudo potentials(UP-PP)[93] to describe the electron core interactions.
The PAW method has received considerable attention because of its reliability in
accurately and sufficiently determining the electronic structure of materials. The
PAW method preserves the Physics of all-electron calculation as well as the nodal
behavior of the valence-electron wave functions. The uniqueness of PAW method
stems from the way it splits the wave function in sections or parts [95].
The DFT approach implemented in VASP is based on the (finite-temperature)
local-density approximation, with the free energy as variational quantity, and an
exact self consistent evaluation of the instantaneous electronic ground state at each
nuclear time step [107]. Salient features in VASP includes the symmetry code used
to set up the Monkhorst Pack special points, which allows for an efficient calcu-
lation of bulk properties etc. VASP is capable of integrating the band-structure
energy over the Brillouin zone by using various smearing or tetrahedron methods.
These approaches are meant to moderate convergence with respect to the number
of special points. Some other applications of VASP includes, structural optimiza-
tion, molecular dynamics on the ground-state Born-Oppenheimer surface, Nudged
Elastic Band (NEB) and Fourier String Method Dynamics [107].
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5.3 Quantum ESPRESSO (QE)
Quantum ESPRESSO [105] stand for opEnSource Package for Research in Elec-
tronic Structure, Simulation, and Optimization. It is a free software, released un-
der the GNU General Public License. The code is designed to perform density
functional theory calculations of the electronic structure. It uses plane wave basis
sets and pseudopotential in its applications. Its features range from the calcula-
tion of ground-state energy and Kohn-Sham orbitals to the calculation of atomic
forces, stresses, and structural optimization, molecular dynamics on the ground-
state Born-Oppenheimer surface, Nudged Elastic Band (NEB) and Fourier String
Method Dynamics. Quantum ESPRESSO is also able to perform other calculations
such as; phonon frequencies and eigenvectors at a generic wave vector, effective
charges and dielectric tensors, electron-phonon interaction coefficients for metals,
Infrared and Raman (nonresonant) cross section etc. [105].
The main advantages of QE over VASP in the context of this work are as follows:
first, QE is able to characterize the vibrational frequencies into either Raman or
infrared active modes. Secondly, QE assigns modes on the basis of the degeneracy
of the vibrational frequencies (single, double or triple). In addition, QE tells you
to which irreducible representation a mode belongs. This makes it easy to interpret
the results of Raman and infrared spectra.
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5.4 Equation of states
Several equations of states (EoS) have been proposed to describe the total energy or
pressure as a function of volume and temperature. Some of them make rather spe-
cific assumption about the bulk modulus, pressure derivative of the bulk modulus,
interatomic potentials, strain functions etc [108–111]. The Murnaghan equation of
state is
P(V ) =
B0
B′0
(V0
V
)B′0
−1
, (5.1)
and the approach is preferred for low compression. The Vinet equation of state is
E(V ) =− 4B0V0
(B′0−1)2
(
1− 3
2
(B
′
0−1)
(
1−
(
V
V0
)1/3))
exp
(
3
2
(B
′
0−1)
(
1−
(
V
V0
)1/3)) (5.2)
which is preferred for liquid [112–114].
The Birch equation of state [115] is defined based on a series expansion of
pressure
P( f ) = 3B0 f (1+2 f )
5
2 [1+
3
2
(B′0−4) f ] (5.3)
where f is the Eulerian strain expressed as
f =
1
2
[(
V
V0
)− 23
−1
]
(5.4)
V0 is the equilibrium volume in the above expressions and the pressure, bulk
modulus and the pressure derivative of the bulk modulus are given respectively by
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P =−∂E
∂V
. (5.5)
B =−V
(
∂P
∂V
)
T
(5.6)
and
B
′
=
(
∂B0
∂P
)
T
. (5.7)
Equation (5.5) shows that the pressure is the negative (volume) derivative of the total
energy E, the bulk modulus measures the curvature of the energy versus volume
curve at a give volume V. In particular B0 and B′0 indicate that B and B
′ are evaluated
at an equilibrium volume V0.
5.5 Phonon frequency
The first-principle calculations of vibrational frequencies for graphite and vari-
ous phases of C3N4 have been performed using VASP and Quantum ESPRESSO.
I started from numerically optimized structures of graphite, cubic C3N4, defect
zinc-blende C3N4, spinel C3N4, hexagonal C3N4, rhombohedral and orthorhombic
C3N4. Previous optimization of these structures is important, since well converged
Brillouin zone grids and cut-off energies minimize numerical errors for vibrational
modes. Figure 5.1 shows the first Brillouin zone of the two dimensional reciprocal
lattice for graphite. The phonons within and on boundary correspond to standing
waves. Vibrational modes mainly arise from high symmetry points [116, 117] for
example those with k1=k2=k3=0 at Γ point.
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Figure 5.1 The first Brillouin zone of the two dimensional graphite reciprocal lattice. The
gamma point (wave vector k=0) lies at the center of the Brillouin zone. k1=k2=k3 are high
symmetry points, while a1 and a2 are reciprocal lattice vectors.
The vibrational spectra are obtained from the relative intensities of vibrations,
which can be related to the eigenvectors of the dynamical matrix [11]. For instance,
cubic C3N4 has 28 atoms within the unit cell. The atoms vibrate along the x, y and z
directions. Therefore, the probability for the localization of each atom at a phonon
of frequency ω is described by
L(ω) = d2x +d
2
y +d
2
z (5.8)
The total probability of localization L(ω) of the 28 atoms is obtained by summing
up displacements along dx, dy and dz in the x, y and z directions.
Chapter 6
Results and Discussion
6.1 Ground state properties
Liu and Cohen [5] suggested that β-C3N4 could be harder than diamond, based on
the high bulk modulus they obtained on the basis of empirical methods. But up to
date, diamond remains the hardest material ever known. This is due to diamond
having the highest known shear modulus [118]. It is in this regard that I have in-
vestigated the shear and bulk modulus of six phases of C3N4, and compared the
results to those of diamond. By definition, the shear modulus G is the resistance of
a material to reversible deformation changing the shape of a sample, while the equi-
librium bulk modulus B0 is a measure of resistance towards the change of volume
of a material subject to an applied external pressure [2].
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I have calculated the bulk modulus using two different approaches. In the first
approach, I determine the bulk modulus and its pressure derivative using the pseu-
dopotential method to compute the energy versus volume at series of data points.
Then I fitted those values to the Birch equation of state [124]. The calculated val-
ues of equilibrium energy E0, bulk modulus B0, derivative of the bulk modulus
B
′
0 and equilibrium volume V0 are summarized in Table 6.1. The graphitic phases
are the most energetically-favorable structures, as suggested by the lowest ground
state energies. Note that based on the bulk modulus, cubic C3N4 is harder than
diamond. This suggests that C3N4, if synthesized, could be a perfect substitute for
diamond in various industrial applications. The bulk modulus of cubic C3N4, spinel
and zinc-blende C3N4 structures agree well with other theoretical values reported
before [125, 126]. The calculated bulk modulus of diamond is in good agreement
with experimental value reported elsewhere [127]. The graphitic structures are soft
with bulk moduli, almost half the one of super-hard phases.
6.2 Elastic constants
In this section we present the results of independent elastic constants for diamond,
graphite and carbon nitride as well as other elastic constants derived from them.
Diamond and graphite are benchmark cases, because their elastic constants are well
known from theoretical and experimental studies. Starting from the optimized struc-
tures, we extracted the elastic constants by applying a uniform deformation to the
unit cell and calculated the yield stress [128], as implemented in VASP.
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Cubic crystal structures have three independent elastic constants C11, C12, and
C44. The hexagonal structures have five independent elastic constants (C11, C12,
C13, C33 and C44). The rhombohedral and orthorhombic crystal structures have six
(C11, C12, C13, C14, C33, and C44) and nine (C11, C12, C13, C22 ,C23, C33, C44, C55
and C66) independent elastic constants respectively. The calculated values of elastic
constants are presented in Table 6.2. The independent elastic constants for cubic-
C3N4 are similar to those obtained by Teter et al [20]. These authors determined the
elastic constants using norm-conserving Troullier Martins pseudopotentials. The
slight difference in C44 can be attributed to the use of a different pseudopotential.
The elastic constants for defect in zinc-blende are also in good agreement with
other theoretical studies [25]. The mechanical stability test [129] is satisfied for all
independent elastic constant in cubic systems, as C11, C22 and C44 are all positive.
On the other hand, the negative values of some elastic constants of g-C3N4 indicate
mechanical instability for these structures.
6.3 Elastic moduli
The elastic bulk modulus B, shear modulus G, Young’s modulus and Poisson’s ratio
ν based on the Voigt-Reuss-Hill approximations [130, 131] are presented in Ta-
ble 6.3. Within the Voigt approximation, the general expression of bulk and shear
moduli are
BV = [(C11+C22+C33)+2(C12+C13+C23)]/9 (6.1)
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and
GV = [(C11+C22+C33)− (C12+C13+C23)+3(C44+C55+C66)]/15 (6.2)
and within the Reuss approximation
BR = 1/ [(S11+S22+S33)+2(S12+S13+S23)] (6.3)
and
GR = 15/ [4(S11+S22+S33)−4(S12+S13+S23)+3(S44+S55+S66)] . (6.4)
For cubic systems it follows that C11=C22=C33, C12=C13=C23, C44=C55=C66
and S11=S22=S33, S12=S13=S23 and S44=S55=S66. Applying these conditions to
equations 6.1, 6.2, 6.3 and 6.4 one obtain
BV = [C11+2C12]/3, (6.5)
GV = [C11−2C12+3C44]/5 (6.6)
and
BR = 1/ [3(S11+2S12)] , (6.7)
GR = 5/ [4(S11−4S12+3S44)] . (6.8)
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Relating the cubic elastic compliance to the cubic elastic constants yields
S11+2S12 = 1/ [C11+2C12] , (6.9)
S11−S12 = 1/ [C11−C12] (6.10)
and
S44 =
1
C44
. (6.11)
This indicates that for a cubic crystal BV =BR. The average bulk modulus BH and
shear modulus GH are referred to as Hill bulk modulus and Hill shear modulus
respectively. The BH and GH are expressed in Voigt and Reuss approximation as
B = (BV +BR)/2, (6.12)
G = (1/2)(GV +GR)/2, (6.13)
where BV and BR are Voigt and Reuss bulk modulus, respectively, and GV and
GR are Voigt and Reuss shear moduli respectively. For rhombohedral structures,
the shear and bulk moduli have been obtained using the following equations from
reference [132]
BV = (1/9)(2C11+C33)+(2/9)(C12+2C13) (6.14)
GV = (1/15)(2C11+C33−C12−2C13)+(1/5)(2C44+((C11−C12)/2)) (6.15)
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BR = 1/((2S11+S33)+2(S12+2S13)) (6.16)
GR = 15/[4(2S11+S33−S12−2S13)+6(S44+S11−S12)] (6.17)
where Si j are components of the elastic compliance matrix. The Si j are obtained in
terms of the Ci j by inverting the elastic tensors.
The alternative method for obtaining bulk modulus B [133] of a rhombohedral
structure in terms of Ci j is
B = [C33(C11+C12)−2C213]/[C11+C12−4C13+2C33]. (6.18)
Different approaches for the calculation of bulk and shear moduli, as shown in
Table (6.1) (obtained by Birch equation of state) and Table (6.3) (obtained by Voigt-
Reuss approach) turn out to lead to rather similar results. In all cases, cubic C3N4
is the hardest phase as indicated by its bulk modulus. Its shear modulus is 393 GPa,
which is smaller than that of diamond.
Since the Voigt approximations yields the upper bound for the bulk and shear
moduli, the lower bound is presented as Reuss values. The average of Voigt and
Reuss values is equivalent to Hill’s values, as shown in Table (6.3). For cubic sys-
tems, BV =BR and GV =GR, while for non cubic systems, Voigt and Reuss values are
different.
The calculated ground state Young’s modulus (Y) are listed in Table (6.3). Y is
the ratio of stress against strain. It is a measures for the stiffness of a material. Y is
expressed in the form of bulk and shear moduli
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Y = [9BHGH ]/[3BH +GH ] (6.19)
The magnitude of Y in cubic (935 GPa) and defect in zinc-blende (930 GPa) are
similar. These values are less than that of diamond by as much as 200 GPa. Since
Y is a measure of stiffness, a material with large Y is supposed to be stiff. In these
present case, cubic and defect in zinc-blende C3N4 are stiffer than spinel structures,
whose Y=834.80GPa. On the other hand, diamond with Y=1178 GPa, is the stiffest
of all crystal structures considered in this work. Graphite with Y=521 GPa and
graphitic structures whose Young’s modulus ranges from 280-380 GPa are consid-
erably less stiff.
When a beam of a certain material is stretched at both ends then there will be
an increase in length along the longitudinal dimension. At the same time, there
will be a decrease along the lateral dimension. The ratio of the decrease in lateral
dimension(s) to the increase in longitudinal describes what is known as Poisson’s
ratio. The Poisson’s ratio can be represented in terms of shear and bulk modulus as
ν= [3BH−2GH ]/[2(3BH +GH)] (6.20)
Using Poisson’s ratio, ductility and brittleness of materials may be tested as sug-
gested in reference [134]. For brittle material, ν is below 0.33, while for a ductile
material, ν=0.33. Ductility is also estimated by applying Pugh’s criteria [135]. Ac-
cording to Pugh, a material is ductile if GHBH is less than 0.5, otherwise the material is
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brittle. The results here shows that all phases of C3N4 considered in this study are
brittle, since they all have Poisson’s ratio which are well below 0.33. Furthermore
C3N4 also satisfies the Pugh’s criteria for a brittle material.
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6.4 Covalent Bonds
The covalent bonding forms the strongest bonds compared to ionic, metallic and
Van der Waals bonding. Generally, bonding in compounds affects the size and the
shape of the structure. This is caused by a subtle interplay between the repulsion
of the nuclei of bonded atoms and the attraction of the outer electrons of bonded
atoms by the nuclei. Therefore, in covalently bonded atoms one can estimate the
interatomic distances between those atoms by simply summing up the equivalent
covalent radii [136]. In carbon nitride, there are three forms of covalent bonds, as
presented in Table 6.4. As expected, the inter-atomic C-N distance is the shortest.
From this work, I find that the graphitic carbon nitrides have shorter carbon-nitrogen
bonds, compared to their cubic counter parts. A similar observation was made by
Lowther[11]. It is observed that the inter atomic distances are directly proportional
to the bulk modulus in graphic crystals and inversely proportional in cubic sys-
tems. Thus, in graphitic structures (orthorhombic, hexagonal and rhombohedral),
the bulk moduli increase as the C-N bond length increase, while the bulk moduli in
cubic structures (spinel, zinc blende and cubic ) increases as the C-N bond lengths
decreases. A reverse trend is observed with regard to C-C bond length in relation to
bulk modulus. The C-C bond length of 1.55 A˚ in diamond is the shortest. Overall,
the N-N bonding is longer than the the C-N bonding. This may be attributed to
Coulumb repulsions among the nitrogen atoms.
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Comparison of lattice constants (a, b and c) and bond angles (α, β and γ ) with
previous calculations of the cubic and graphitic phases of C3N4 is made. To start
with, lattice constants (a=3.41 A˚) for defect in zinc-blende are close to values of
lattice constants (a=3.375 A˚) reported in reference [35], (a=3.43 A˚) in reference
[25] and (a=3.423 A˚) in reference [20].
Finally, the calculated lattice constants (a=3.57 A˚) of diamond are in agreement
with other theoretical values [123] as well as experimental values (a=3.567 A˚), as
reported in reference [137].
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6.5 Effect of Hydrostatic Pressure
Pressure is a parameter that has a great effect on the properties of a material. As is
well known, pressure changes the lattice parameters without necessarily changing
the basic atomic network. In searching for new super-hard material, the effect of
pressure need to be understood, so that optimum choices could be made based on
the behavior of the material. Using first principles calculations, the effect of hydro-
static pressure on structural and electronic properties of defect zinc-blende phase
is discussed. The task is to determine whether the bond length expand or decrease
when a material is under pressure. In addition, the effect of hydrostatic pressure on
the bulk moduli and elastic constants is examined. This is achieved by calculating
total energies at different pressures and determine the minimum corresponding to
optimized internal structural parameters.
Figure 6.1 shows the volume ratio (V/V0) as a function of pressure for the defec-
tive zinc blende C3N4 polymorph. The ratio V/V0 decreases as pressure increases.
This happens because the atoms become in closer contact and have stronger inter-
actions since the valence electron densities increase. Further compression may be
resisted and within this pressure range the material will have (in principle) a con-
stant bulk modulus [138].
6.6 Effect of pressure on elastic constants
In determining the elastic constants in a certain range of pressures, the symmetry
of a cubic crystal under hydrostatic compression is preserved. Thus the relation
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Figure 6.1 Volume - pressure relationship of defective zinc-blende-C3N4.
Figure 6.2 Total energy - pressure relationship in defective zinc-blende-C3N4.
between additional stresses and the infinitesimal strains must have the same form as
for a cubic crystal under infinitesimal strain at zero pressure [46]. Therefore, was
long as this condition is fulfilled, the effective elastic constants will entirely depend
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on the induced pressure .
Figure 6.3 Bulk modulus, shear modulus and the three independent elastic constants; C11,
C12, C44 as of C3N4 in defective zinc-blende structure.
It is a general observation that the elastic constants of a stable structure increases
with increasing of pressure [139]. Figure 6.3 shows that C11 and C44 elastic con-
stants of C3N4 in defect zinc-blende structure increase as the pressure increase.
However, C12 decreases as hydrostatic pressure increase. This is an indication of an
elastic instability of this structure at high pressure.
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6.7 Vibrational Frequencies
The vibrational frequencies can be described in two ways: Firstly, if the dipole
moment changes during vibration, light is emitted or absorbed. The frequency of
vibration corresponds to light within the infrared region. Therefore a vibrational
frequency absorbed within the infrared region is termed infrared active. Secondly,
the vibrational frequency can be described in terms of the visible light scattering.
The visible light may be absorbed and re-emitted under Rayleigh scattering. How-
ever, re-emission frequency may be reduced by the frequency of vibration resulting
into a Raman scattering of light.
From group theoretical point of view, vibrations are infrared active if they be-
long to the same symmetry group as the component of dipole moment while, vibra-
tions will be Raman active, if it belong to the same symmetry group as the compo-
nents of the polarisability tensor.
Raman scattering and infrared reflectivity are popular methods among experi-
mentalist for measuring the lattice dynamics of crystals [140, 141]. Vibrating atoms
or molecules in a crystal involve periodic change of interatomic distance from their
equilibrium positions. For harmonic vibrations, the displacement from the equilib-
rium position should be small enough so that the restoring force (F) is proportional
to the displacement (x) as described by Hooke’s laws (F=-kx) where k is a pro-
portionality constant. Then the frequency of vibration is υ= 12pi
√
k
µ , where µ is the
reduced mass of the system of atoms in consideration [142].
Symmetry of crystal structures plays a pivotal role in determining vibrational
spectra of materials. The symmetry provides some information whether the energy
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(or frequency) is zero or nonzero. The symmetry also decides if the spectroscopic
transition has finite probability or zero probability. It is worth noting that the sym-
metry alone does not tell us the exact value of the transition probability.As an exam-
ple take N atoms in the primitive unit cell. Each atom has three degrees of freedom,
which correspond to the three Cartesian coordinates (x, y and z). Then there are 3N
degrees of freedom in total. This implies that 3N vibrational modes exists of which
three are acoustic modes which occur as a result of positive and negative charge
moving in the same direction. These acoustic modes will have frequencies equal to
zero at the Γ-point. Some authors [143] regard the acoustic modes as translational
degrees of freedom, and hence subtract them from the 3N modes. Each of the re-
maining modes is related to a particular symmetry operation. All of these symmetry
operations form a space group, and for vibrations around Γ point, the space groups
reduce to point groups. The symmetry elements of a point group can be classified
as pure rotations Cn (where 360/n indicates the angle through which the rotation
takes place), or inversion i, or a rotation-reflection Sn, which combines a rotation
Cn followed by a reflection in the same symmetry plane σh perpendicular to axis
Cn. Other symmetry operations include pure reflection σ and the identity E.
Attempts to synthesis crystalline C3N4 has been unsuccessful. The experimental
work has always ended up with amorphous carbon nitride, which of course has its
own technological usefulness such as protective coating on hard disks. In order to
understand the underlying situation there has been an attempts interpret the Raman
and infrared spectra of amorphous carbon nitride, with particular focus on the peaks
occurring at 1350 cm−1 and 1550 cm−1 in infrared spectrum [144]. It is clear that
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under some circumstances the infrared and Raman modes may be identical [145],
but in normal circumstances a vibration will be infrared active if it belongs to the
same symmetry group as the component of dipole moment while, a vibration will
be Raman active, if it belongs to the same symmetry group as the components of
the polarisability tensor. As for the case of amorphous carbon nitride, there has
been a debate about the appearance of D and G peaks in the infrared as well as in
the Raman spectrum. Kaufman et al [146] argue that it is due to incorporation of
nitrogen in carbon nitride that breaks the symmetry of the sp2 domains and on the
other hand, Ferrari [144] argues that nitrogen does not activate the D and G Raman
modes in infrared spectra and if this occurs, then it should be purely accidental. In
this work the above argument does not arise since focus is on crystalline carbon ni-
tride. The vibrational spectra of super-hard phases (defective zinc blende, cubic and
spinel phases of C3N4 ) and graphitic phases are analyzed in full detail. Graphitic
structures are of particular interest since they are known to be the precursors for
super-hard phases of C3N4, as mentioned earlier in this work. Raman and infrared
spectra in graphite-like structures mainly depend on the ordering of sp2 sites, while
in diamond-like structure, they mainly depend on the sp3 sites.
The defect zinc blende, has a diamond-like structure, and its corresponding vi-
brational spectrum is shown in figure 6.4. The equation 5.8 is used to describe
relative amplitude (relative intensities) of the vibration modes together with the
normalized coordinates of the carbon and nitrogen atoms. The contributions from
carbon and nitrogen to the amplitude of the each vibrational frequency is clearly
shown in the figure 6.4. The purely nitrogen related vibrations are about 830 cm−1
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Figure 6.4 Calculated vibrational spectra of defect zinc-blende C3N4. The contributions of
carbon and nitrogen atoms to the relative amplitudes of each vibrational frequencies are
labeled in colour.
and 1100 cm−1, while strong carbon related vibrations are about 1000 cm−1 and
1250 cm−1. Table 6.5 contains a summary of vibrational frequencies of defective
zinc-blende C3N4 obtained from VASP and Quantum ESPRESSO [105]. There are
good agreement between these work and what had been done earlier by Rignanese
et al [23].
The zinc-blende structure belongs to point group Td(-43) and consists of five
irreducible representation. The A1 modes are nondegenerate while E modes and T
modes are doubly and triply degenerate.
The point group Td(-43) has in total twenty four symmetry operations. These
symmetry operations are distributed as follows; one identity (E) symmetry opera-
tion, two fold rotation symmetry through an angle of 180 degrees at points (001, 010
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Table 6.5 Calculated phonon frequencies of defective zinc-blende C3N4 with symmetry
assignments (using VASP and Quantum ESPRESSO (QE)). The frequencies are given in
cm−1.
This work This work
QE VASP Others[23]
Raman
A1 961.6 976.7 990.5
E 1075.4 1094.2 1103
Infrared
T2 715.9 727.2 738.3
982.8 1033.5 752.8
1215.3 1246.1 1036.4
1159.8
1254.5
1308.0
Silent
T2 727.4 729.9 741.8
797.3 832.4 828.9
Table 6.6 Characters of the irreducible representations of point group Td of C3N4 in a
defect zinc-blende, cubic and spinel type of structures. The Td group consist of the identity
E, four threefold rotation axes C3 (eight elements), three twofold axes C2 (three elements),
six reflection plane Sd(six elements) and three fourfold rotation-reflection axes (six
elements). Each row in this table is an irreducible representation of the group.
E 8C3 3C2 6S4 6σd
A1 1 1 1 1 1
A2 1 1 1 -1 -1
E 2 -1 2 0 0
T1 3 0 -1 1 -1
T2 3 0 -1 -1 1
and 100), rotation through 120 degrees at Cartesian axes (-1-1-1, -111, 11-1, 1-11,
111, -11-1, 1-1-1 and -1-11), inversion and rotation through 180 degrees at Carte-
sian coordinates (110, 1-10, 101, -101, 011 and 01-1), an inversion and rotation
through an angle of 90o at points (00-1, 001, 0-10, 010, -100 and 100).
The cubic C3N4 structure also belong to point group Td(-43) just like the defec-
tive zinc-blende structure. Figure 6.5 show the contributions of carbon and nitrogen
atoms to each vibrational frequencies. The strong carbon related peak occur at
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Figure 6.5 Vibrational spectra of cubic phase of C3N4. The contributions of carbon and
nitrogen atoms to the relative amplitudes of each vibrational frequencies are labeled in
colour.
about 1263 cm−1. The nitrogen associated vibrational frequencies occur at lower
energies of about 431 cm−1 and high energies of about 1184 cm−1. The rest of
frequencies have almost equal contributions from both carbon and nitrogen atoms.
The summary of the vibrational frequencies of cubic C3N4 are presented in Table
6.7. These results agree well with frequencies observed by Rignanese et al [23].
The three degenerate modes (T) can be split into two parts i.e. T1 and T2 modes
which are usually infrared active and inactive respectively. However, for the case of
cubic C3N4, only the broad range of T modes are presented and not the divisions;
T1 and T2.
The vibrational spectra of cubic spinel phase of C3N4 is shown in figure 6.6.
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Table 6.7 Calculated phonon frequencies of cubic C3N4 with symmetry assignments. The
frequencies are given in cm−1.
This work Others[23]
Raman Active
A 431 447
E 693 699.5
E 943 941.5
E 1184 1193.2
Infrared Active
T 524 531.1
T - 581.1
T 601 -
T 918.5
T 1059.4
T 1250.6
T 1142 -
T 1305 -
T 1333 -
Silent
A 845 852
A 1049 1060.8
E 1115 -
T 689 680.8
T - 820.3
T - 956.8
T - 1091.4
T - 1131.9
T 883 -
T 920 -
T 990 -
T 1113 -
T 1263 -
The vibrational frequencies above 1200 cm−1 are predominantly associated with
carbon atom. The strongest carbon related peak is about 1800 cm−1. On the other
hand vibrational frequencies below 1200 cm−1 are predominantly associated with
nitrogen atom, with strongest nitrogen related peaks at about 550 cm−1 and 1109
cm−1.
Table 6.8 show a range of both Raman and infrared vibrational frequencies. The
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Figure 6.6 Calculated vibrational frequencies of cubic-spinel phase of C3N4. The
contributions of carbon and nitrogen atoms to the relative amplitudes of each vibrational
frequencies are labeled in colour.
available theoretical results [122] suggest infrared active modes at 239 cm−1, 631
cm−1, 752.8 cm−1 and at 1118 cm−1. They also postulate Raman active modes at
351.6 cm−1, 572 cm−1, 801.8 cm−1, 1044.6 cm−1 and 1113 cm−1, which are in
good agreement with results predicted in this work.
Generally, the spinel cubic system has A, E and T modes. Some of these modes
are infrared active or Raman active as discussed above. The non-active modes are
known as silent modes. Besides real modes in A, E and T, the VASP code calculates
the imaginary modes (i). These imaginary modes could be Raman active or infrared
active. They can also be silent modes. Imaginary modes are denoted by superscript
i, e.g. 462i, 795i etc. Presence of imaginary modes indicates the instability of the
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structure at zero pressure.
Table 6.8 Calculated phonon frequencies of cubic spinel C3N4, with tentative symmetry
assignments. The frequencies are given in cm−1 and imaginary modes are presented as i.
This work Others[122]
Raman Active
A 1109 1113.2
E 567 572
T 348 351.6
T 798 801.8
T 1037 1044.6
Infrared Active
T - 239.1
T - 631.4
T 723 752.8
T 808
T 1118.6
Silent
A 905 883.9
A 1282 1282.8
A 2138
E 216.3i
E 462i
E 988 998.4
E 1148
T - 465.5i
T - 690
T 1792 1722 -
T 1303 901 -
T 848 832 -
T 716 639 -
T 604 598 -
T 531 508 -
T 342 261 -
T 141 155i -
T 726i 749i -
T 795i -
In summary, the vibrational spectra of three super-hard phases are clearly dis-
tinguishable and hence it should be easy to identify various phases by observing the
Raman vibrational spectra or the infrared vibrational spectra.
The graphitic C3N4 phases have similar characteristics like graphite as its dis-
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cussed below. These graphitic structures comprise the hexagonal, rhombohedral
and orthorhombic phases of C3N4. The summary of the vibrational frequencies for
Table 6.9 The full character table of the irreducible representations of point group C3h for
graphitic C3N4 in hexagonal structure. Each row in this table is an irreducible
representation of the group.
E C3(z) (C3)2 Sh S3 (Sh)2
A′ 1 1 1 1 1 1
1 e e* 1 e e*
E′ 1 e* e 1 e* e
A′′ 1 1 1 -1 -1 -1
1 e e* -1 -e -e*
E′′ 1 e* e -1 -e* -e
C3N4 in hexagonal structure are presented in table 6.10. . Using the selection rule,
the infrared active modes emanate from the A′′2 and E
′ modes, while the Raman
active modes emerge from the A′2 and E
′′ modes. The Raman inactive and infrared
inactive frequencies will only appear in A′′2 modes. It is worth noting that the primes
and double primes are attached letters to indicate those which are, respectively, sym-
metric and antisymmetric with respect to σh. Moreso, the the subscripts 1 and 2 are
attached to letters A’s, B’s and T’s designate those which are respectively, symmet-
ric and antisymmetric with respect to a C2 perpendicular to the principal axis [? ].
Figure 6.7 shows the infrared spectrum of C3N4 in hexagonal structure
From experimental point of view, a typical Raman spectrum of the graphitic
C3N4 show two main bands at 1357 cm−1 and 1560 . These bands are similar to
the D(1357 cm−1) and G (1560 cm−1) bands found in disordered graphite [26].
In these calculation the lowest infrared active modes is found at about 42 cm−1
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Table 6.10 Calculated vibrational frequencies of graphitic-C3N4, space group P6m2 with
tentative symmetry assignments. The frequencies are given in cm−1.
This work Others [23]
Raman
A′1 1047 1061
A′1 1044 1057
1375, 1391
E′′ 258i 258.5i
E′′ 237i 231.3i
E′′ 706 702
Infrared
A′′2 132 131.5
A′′2 461 467.9
A′′2 471 474.2
A′′2 784
A′′2 812 800.2, 830.1
E′ 42 54.9
E′ 681 684
E′ 693 698.4, 700.6
E′ 1098 1098.3
E′ 1112 1112.6
E′ 1299 1323.2
E′ 1330 1330.5
E′ 1533 1540.4
E′ 1555 1560
Silent
A′2 426 436.4
A′2 430 442.8
A′2 1330 1329.8
A′2 1344 1341.7
and 132 cm−1 compared to 54 cm−1 and 131.5 cm−1 obtained by Rignanese et al
[23]. Note that the accuracy of Raman active modes predicted in these calculations
agree well with theoretical work [23]. For instance, an E vibrational mode at 706
cm−1 is in excellent agreement with 702cm−1. However, some experimental work
[26] reports an active Raman E vibration at 988 cm−1 and not at around 706cm−1.
This big deviation can be attributed to existences of several polymorphs of graphitic
C3N4.
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(a)
(b)
Figure 6.7 The vibrational spectrum of graphitic C3N4 in hexagonal structure. The
contributions of carbon and nitrogen atoms to the relative amplitudes of each vibrational
frequencies are labeled in colour. Figures (a) and (b) show frequencies below and above
1000 cm−1 respectively.
The graphitic C3N4 in rhombohedral structure belongs to point group C3v. For
almost all vibrational frequencies the carbon and nitrogen atoms are involved in
the contribution to the relative amplitudes except for vibration about 800 cm−1 and
Vibrational Frequencies 69
Figure 6.8 The vibrational spectra of C3N4 in rhombohedral structure . The contributions
of carbon and nitrogen atoms to the relative amplitudes of each vibrational frequencies are
labeled in colour.
1354 cm−1 which are associated nitrogen and carbon respectively. as shown in
figure 6.8. A summary of vibrational frequencies is given in table 6.12. Table 6.11
shows characters of the irreducible representations of point group C3v.
Table 6.11 Characters of the irreducible representations of point group C3v for
rhombohedral structure of C3N4. The A modes are nondegenerate while E modes are
doubly degenerate.
E 2C3 3σv
A1 1 1 1
A2 1 1 -1
E 2 -1 0
Applying the selection rule, A1 and E symmetry vibrations are infrared active.
Furthermore the A1, and E symmetry vibrations are Raman active. The A2 sym-
metry vibrations are silent. From table 6.12, the calculated frequencies from VASP
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code and Quantum ESPRESSO code show very small deviations of less than 5 per-
cent. This deviations can be understood since I used plane argumentend waves
potentials in VASP and ultrasoft pseudopotential in Quantum ESPRESSO.
Table 6.12 Calculated phonon frequencies of rhombohedral C3N4 using VASP. The
frequencies are given in cm−1.
Infrared active QE VASP
A1 487 477
A1 785 789
A1 1021 1045
A1 1320 1377
A1 5.1i
E 5.9i
E 188i 238i
E 668 681
E 707 707
E 1026
E 1112
E 1244
E 1475
E 1308
E 1545
Silent
A2 434 433
A2 1253
A2 1354
In this calculation, the infrared vibration frequency graphitc C3N4 for rhombo-
hedral structure range from 477 cm−1 to 1545 cm−1 based on VASP results. Notice
again that an E vibrational frequencies at 1545 cm−1 is close to 1560 cm−1, a sig-
nature of any graphitic phase of C3N4. A summary of vibrational frequencies for
graphitic C3N4 in orthorhombic structure are shown in table 6.13.
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Figure 6.9 The vibration frequencies of C3N4 in orthorhombic structure. The contributions
of carbon and nitrogen atoms to the relative amplitudes of each vibrational frequencies are
labeled in colour.
Table 6.13 Calculated phonon frequencies of Orthorhombic C3N4 using VASP. The
frequencies are given in cm−1 and imaginary modes are presented as i.
Infrared active Frequencies
177
322
689
755
897
914
Silent
1576
1564
1314
1301
1254
1229
1094
1031
802
640
559
67i
226 i
Chapter 7
Conclusions
The results reported in this dissertation are based on first principles calculations.
The focus has been directed on the structural and elastic properties of three cubic
and three graphitic phases of C3N4. The lattice parameters agree very well with
other density functional theory calculations. The bulk moduli of super-hard phases
are either close or larger than that of diamond. The shear moduli on the other hand,
are smaller than that of diamond. This is indicates that C3N4 compounds are not
harder than diamond in contrast to what has been speculated earlier. Therefore, the
search for a material harder than diamond is not over, yet. As the search continues,
their must be emphasis on the shear rather than bulk moduli.
The elastic constants reported in this dissertation indicate that the super-hard
phases (with cubic structure) have large independent elastic constants. This supports
the general argument that a superhard material should have large elastic constants.
Graphitic phases of C3N4 are harder along the a axis, and soft along the c axis.The
superhard phases are stiff, as indicated by its large Young modulus. The ductility
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and brittleness tests show that these material are brittle, because their low Poison’s
ratio which is below 0.33.
It is crucial to point out that the three graphitic phases of C3N4 show high fre-
quencies close to 1560 cm−1 which, as noted earlier, corresponds to G band in
graphite. These high frequencies are as a result of the strong C-N bonds in which the
carbon atom form the sp2 bonding [23]. Though there are similarities in graphitic
C3N4, the Raman and infrared spectroscopy can be used to characterize these struc-
tures. In addition both crystalline superhard phases and graphitic phases of C3N4
can be clearly distinguished from each other due high vibrational frequencies found
in graphitic phases.
7.1 Recommendation for Further Work
Layered nitride materials in the form of C3N4 may have other potential applica-
tions, besides their applications as precursors for superhard materials. It has been
noted that graphite-like structures act as a metal-free catalyst for decomposition of
harmful nitrogen oxide [147]. This field is still open, since little is known about
the dielectric properties, band gap energy among other optical properties of the
graphite-like structures. It will also be interesting to investigate both elastic and
optical properties graphitic C3N4 doped with noble metals like gold and platinum.
Furthermore, C3N4 compounds may provide a remedy for solving the global energy
crisis. The layered C3N4 nitride is a particular semiconductor that may be seen as
a photocatalyst for the splitting of hydrogen gas from water thus harvesting solar
energy [148].
Appendix A
Convergence Test
Figure 7.1 Total energy versus kpoints for defect zinc-blende-C3N4.
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Appendix B
Estimation of hardness (Bulk modulus) using empiri-
cal model
Using an empirical expression (shown in equation 7.1) as proposed by references
[5, 35, 149], we calculated the bulk modulus B as presented in Table 7.1 according
to
B = Nc
(1971−220λ)
4d3.5
(7.1)
here Nc is the average coordination number, while d is the bond length measured in
Angstroms and λ is the ionicity parameter respectively. It is assumed that Nc=4 and
λ=0.5 for C3N4 structures, and the λ=0 for diamond. The calculated bond lengths d
(C-C for diamond and C-N for C3N4 ) were extracted from Table 6.4
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Table 7.1 Bulk modulus B (GPa) obtained by empirical method.
Z Space group B (present) B (others)
Diamond Fd−3m 425 442c,459h
ZB- C3N4 P−43m 490 430a, 425d
Cubic- C3N4 l−43d 500 480a, 496e
Spinel- C3N4 Fd−3m 439 369b, 415 f
aReference [119],
bReference [120]
cReference [35],
dReference [25]
eReference [20],
f Reference [121]
hReference [123]
Hierarchy of hardness
Table 7.2 Hierarchy of hardness.
Hierarchy Rank Knoop(kg mm−2) Examples
Ultrasoft <5 <32 graphite, salt, lead, talc
Soft 5-8 32-25 silver, copper
Normal 8-10 256-1024 glass, steel
Hard 10-12 1024-4096 silicon carbide, tungsten carbide
Superhard >12 >4096 cubic boron nitride, diamond
Reference [14]
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Appendix C
Point Group
Table 7.3 Characters of the irreducible representations of point group Oh(m-3m)
corresponding to diamond.
E 8C3 6C2’ 6C4 3C2 i 6S4 8S6 3sh 6sd
A1g 1 1 1 1 1 1 1 1 1 1
A2g 1 1 -1 -1 1 1 -1 1 1 -1
Eg 2 -1 0 0 2 2 0 -1 2 0
T1g 3 0 -1 1 -1 3 1 0 -1 -1
T2g 3 0 1 -1 -1 3 -1 0 -1 1
A1u 1 1 1 1 1 -1 -1 -1 -1 -1
A2u 1 1 -1 -1 1 -1 1 -1 -1 1
Eu 2 -1 0 0 2 -2 0 1 -2 0
T1u 3 0 -1 1 -1 -3 -1 0 1 1
T42u 3 0 1 -1 -1 -3 1 0 1 -1
Table 7.4 Characters of the irreducible representations of point group D3h (-62m)
corresponding to graphite.
E 2C3 3C2 sh 2S3 3sv
A′1 1 1 1 1 1 1
A′2 1 1 -1 1 1 -1
E’ 2 -1 0 2 -1 0
A′′1 1 1 1 -1 -1 -1
A′′2 1 1 -1 -1 -1 1
E′′ 2 -1 0 -2 1 0
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Appendix E
Charge density
Calculated charge density distribution in C3N4 polymorph as shown in figures 7.2
and 7.3. Throught this work, details of the charge distribution for carbon and ni-
trogen are not discussed. However, the charge density provides useful information
about bonding in different structures.
a) b)
Figure 7.2 The charge distribution in (a) defective zinc-blende-C3N4, (b) cubic-C3N4.
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a) b)
c) d)
Figure 7.3 The charge distribution in (a) cubic spinel-C3N4(b) g-C3N4 (hexagonal) (c)
g-C3N4 (rhombohedral) (d) g-C3N4 (orthorhombic).
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1. G. S. Manyali and J. E. Lowther, Ab-initio study of elastic properties of su-
per hard and graphitic structures of C3N4 (DST/NRF Center of Excellence
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