We give a new bound ω < 2.37369 for the exponent of complexity of matrix multiplication, giving a small improvement on the previous bound obtained by Coppersmith and Winograd. The proof involves an extension of the method used by these authors. We have attempted to make the exposition self-contained.
Introduction
In 1968 Strassen [16] described a method of multiplying two 2 × 2 matrices using only seven multiplications. By applying it recursively it was shown that two n × n matrices could be multiplied using O(n ρ ) operations in all, where ρ = log 2 7 ≈ 2.81. This discovery led to a period of activity devoted to the improvement of this bound. One can define an exponent of complexity ω, which is, in effect, the smallest number such that two n × n matrices can be multiplied using O(n ω+ ) operations using an method of the type described by Strassen (a precise definition is given in § 2). Then Strassen's result says that ω log 2 7, so it is natural to wish to determine the true value of ω. In the decade or so after 1978, several successive reductions in the upper bound for ω were achieved [2, 3, 6, [8] [9] [10] 12, 14, 17] , leading to the bound ω < 2.375477 obtained by Coppersmith and Winograd [7] . It is an open question whether ω = 2.
We present a small improvement of the Coppersmith-Winograd bound, namely, ω < 2.3736897, which was first obtained in Stothers [15] . The proof uses an extension of the ideas of [7] and relies heavily on a combinatorial construction from [7] , which depends on probabilistic arguments and a theorem of Salem and Spencer on sets of integers containing no three terms in arithmetical progression.
We have tried to organize the proof so that it is reasonably concise but also self-contained, to make it more accessible, in the belief that at least parts of the argument may be of wider interest outside the algebraic complexity community. To this end we derive the results we need from algebraic complexity theory in § 2, which also contains general background material. In § 3 we present the essence of the combinatorial construction as a lemma, which we subsequently apply several times. We first apply it in § 4 to recover the Coppersmith-Winograd bound. Although our presentation is rather different, the proof is essentially the same as that of [7] , except for the proof of lemma 4.1, for which we give a somewhat simpler argument. Using § 4 as preparation and motivation, we obtain our new bound in § 5. The argument is similar but more complicated and technical.
φ(u, v, w)
for all u ∈ U , v ∈ V and w ∈ W . We write r(n) for R(M n ), the rank of multiplication of n × n matrices. Then r(n) is the smallest r such that there exist ρ qij , σ qij , θ qij in F for q = 1, . . . , r and i, j = 1, . . . , n such that for i, j, k, l, s, t = 1, . . . , n. Given trilinear forms φ on U × V × W and ψ on U × V × W , we can define the tensor product φ ⊗ ψ on (U ⊗ U ) × (V ⊗ V ) × (W ⊗ W ), and it is elementary that R(φ ⊗ ψ) R(φ)R(ψ). Applied to M m and M n , this gives r(mn) r(m)r(n) for m, n ∈ N. From this, and the elementary fact that r(n) is a non-decreasing function of n, we deduce that log r(n)/ log n converges to a limit ω as n → ∞, and that r(n) n ω for all n.
(2.2)
We now relate ω to the number of arithmetical operations (addition or multiplication of two elements of F) needed to multiply two matrices in M n . To do this, consider two matrices A, B ∈ M km , and write A in block form (A ij ), i, j = 1, . . . , m where A ij ∈ M k , and B similarly. Then, using (2.1), we get for the block form of the product C = AB. From this we see that, if two k × k matrices can be multiplied with P (k) operations, then mk × mk matrices can be multiplied with P (mk) operations, where
, etc., denote constants depending only on m. Hence, P (n) K (m)n α where α = log r(m)/ log m. It follows that, for any > 0, there exist C such that, for any n ∈ N, two n × n matrices can be multiplied in Cn ω+ operations. This motivates the quest for bounds for ω that started with Strassen's proof [16] that r(2) 7, which implies that ω log 2 7 and that n × n matrices can be multiplied in O(n log 2 7 ) operations. It is trivial that ω 2 and it is still an open problem whether ω = 2.
Several successive improvements to Strassen's upper bound have been found. While Strassen's bound is based on a bound for r (2) , it has proved difficult to get good estimates for r(n) for other small values of n, and the subsequent improvements have been based instead on the development of methods for getting good asymptotic bounds for r(n) for large n. We now describe the results that we require from this theory.
First, some notation. If φ is a trilinear form and N ∈ N, then ⊕ N φ denotes the direct sum of N copies of φ, and φ N denotes the tensor product of N copies of φ. We start with a technical lemma.
Proof. Write r = r(n) and
The idea is that we can reduce the multiplication of two matrices in M nk to r multiplications of pairs of matrices in M k , and this we can do with R multiplications (in F).
To make this precise, from the definition of R, we can find linear functionals
Now let ρ qjk , etc., be as given by (2.1) and let A, B, C ∈ M nk . Partition A as (A jl ) n j,l=1 , where A jl ∈ M k , and define
and similarly for B and C. By applying (2.3) to A i = α ijk A jk , etc., we see that
and the result follows.
A crucial tool is the notion of border rank, introduced in [3] , which we now define. This is a modified rank, using trilinear forms with values in the ring F[λ] of polynomials over F in an indeterminate λ, which is generally smaller than the rank defined above and is better for obtaining asymptotic bounds.
Let U , V and W be vector spaces over F and let φ : U × V × W → F be a trilinear form. If q, r ∈ N, we write φ q r if there is a trilinear mapping ψ :
and, for i = 1, . . . , r, linear mappings u i , v i and w i from U , V and W , respectively, to
Then we define the border rankR(φ) as the smallest r such that, for some q ∈ N, we have φ q r.
Trivially, we haveR(φ) R(φ), and the inequality is often strict. In the opposite direction, if φ q r, then, by expanding u i , v i and w i in powers of λ, one can express the coefficient of 
Proof. By taking the N th tensor power of (2.4), we obtain a similar equation to (2.4) for λ N (q−1) φ N , with r replaced by r N on the right. Hence, φ N N (q−1)+1 r N , and from the previous paragraph,
One can think of the border rank as an estimate of the ease of computation of φ N . To apply this to matrix multiplication, we next define a complementary notion of value of φ, which measures how useful φ N is for computing matrix products. If φ is a trilinear form, then, for ρ ∈ [2, 3] and N ∈ N, we define
, where the supremum is over all choices of k, n ∈ N such that ⊕ k M n is isomorphic to a restriction of (φ ⊗ πφ ⊗ π 2 φ) N , where π denotes the action of a cyclic permutation of (x, y, z). Then it is straightforward that V φ,N r (ρ) V φ,N (ρ) for r ∈ N and also that V φ,N (ρ) N is increasing with N . It then follows that V φ,N (ρ) converges to a limit V φ (ρ) as N → ∞, and that V φ (ρ) V φ,N (ρ) for all N . The function V φ is the value of φ. This definition of value is a modification of that given in [7] which is more suitable for our approach; one can show that, in fact, it is equivalent to the definition in [7] .
One should think of ρ as a candidate value for ω (this is the reason for the range [2, 3] ). The basic result we shall use is as follows.
Proof. Write r =R(φ) and V = V φ (ω). Then φ q r for some q ∈ N. Let > 0. Then for any sufficiently large N we can find k, n ∈ N so that kn 
Taking (3N )th roots, and letting N → ∞, we get V [1] q , x [2] ). For x, y, z ∈ F q+2 we define
.
is a trilinear form on F q+2 . We have [1] i and µ is a trilinear mapping with values in F[λ]. It follows thatR(χ) q + 2.
Then, if we have a lower bound for V χ (ρ), we can use proposition 2.3 to obtain an upper bound for ω. More precisely, if we can show that V χ (ρ) f (ρ) for some strictly increasing continuous function f on [2, 3] , then we deduce that ω ρ 0 , where ρ 0 is the unique solution of f (ρ 0 ) = q + 2.
In the rest of the paper we obtain lower bounds for V χ . The idea is to take a large tensor power of χ and then, by setting certain blocks of variables to zero, to obtain a restriction that is a direct sum of matrix products. This is really a matter of combinatorics, and the required combinatorial lemma is treated in the next section, followed by the value bounds and consequent bounds of ω in the last two sections.
We note that, in the opposite direction, finding lower bounds for the rank r(n) seems to be difficult (see [4] ).
Combinatorial lemma
In this section we prove a lemma which is essentially a distillation of the combinatorial argument introduced and used repeatedly by Coppersmith and Winograd [7] .
If M > 1 is an integer, then, as usual, we denote the rings of integers modulo M by Z M . P denotes probability. We start with an elementary observation. We will need the Salem-Spencer theorem [13] , which we now state. A set B of integers is called a Salem-Spencer set if, whenever a, b, c ∈ B with a + b = 2c, we must have a = b = c. Then the Salem-Spencer result is as follows.
A proof can be found in [1] . We now require some notation. 
Proof. Let K be the product of all prime numbers less than or equal to d. We can find an integer M with 4R < M 4R + K such that M is prime to K (and, hence, to any number in {2, . . . , d}). Then we can find a Salem-Spencer set B in {1, 2, . . . , 2R} with |B| C 1 R 1− . We think of B as a subset of Z M and note that, as 2R <
Note that, from lemma 3.3, if I, J, J ∈ H n and J = J , then w 1 (I), w 2 (J) and w 2 (J ) are mutually independent, each being uniformly distributed on Z M .
Then, for i = 1, 2, 3, we define
Then, for fixed ψ = (I, J, K) ∈ S, we have that ψ ∈ H 1 × H 2 × H 3 if and only if w 1 (I), w 2 (J) and w 3 (K) are all in B, which, in view of the Salem-Spencer property, is equivalent to the existence of b ∈ B such that w 1 (I) = w 2 (J) = b (and then automatically w 3 (K) = b). For each b ∈ B, the probability that w
Similarly, for ψ ∈ S, the statement that ψ ∈ H 1 × H 2 × H 3 and I ∈ R 1 is equivalent to the existence of b ∈ B and J and
The same applies for i = 2, 3, and we obtain for each i that
Hence,
, and the stated properties hold.
We make a few remarks on our application of this lemma, which we will use several times in § § 4 and 5. d always takes one of the values 2, 4 or 8. And we will always have |P
−1 i
∩ S| = R for I ∈ F i , which implies |F i | = |S|/R for each i, and also R |F 1 |. Then the inequality in the conclusion of the lemma gives
which will be more convenient to use. In the simpler applications we in fact have S 0 = S, but in others, the estimation of |S 0 |/|S| will be a significant part of the argument. The choices of S and S 0 needed for our applications fall into two types, which we now discuss further.
Type 1
where u k = ∆ µ , the sum being over those µ ∈ Ω d such that µ i = k. For example, in the case d = 2, we have
We denote by S(∆) the set of elements of
and define
where
We assume the symmetry of Γ , that it is invariant under permutations, so that, for example, Γ 103 = Γ 310 , etc. This implies that F 1 = F 2 = F 3 , and that
Now we have
The number of terms in this sum is less than or equal to n
Note also that F 1 is the set of elements of
For our applications we will be interested in asymptotic behaviour as n → ∞. To this end, we define
in the same way as above.
and S (n) as above. We then have that n
Then, from (3.1), using (3.2) and (3.3), we deduce
as n → ∞, where
Note that, as E is assumed to be symmetric, the convex set Λ E is invariant under permutations of {1, 2, 3}, and as the logarithm of the product on the right-hand side of (3.4) is convex as a function of D, the infimum is attained at a symmetric D, so it is sufficient to restrict the infimum to symmetric D in Λ E . In the type 1 applications d will be 2, 4 or 8. We will find that when d = 2, we always have S = S 0 , and when d = 4 we do not have S = S 0 but E is the only symmetric element of Λ E , so the right-hand side of (3.4) is 1. Only in the case d = 8 is the symmetric part of Λ E non-trivial.
Type 2
In this case we start by fixing µ ∈ Ω 2d , and define (1, 1, 2) , then (1, 0, 1), (0, 1, 1), (0, 0, 2), (1, 1, 0) }.
Similarly to case 1, we define W (n) µ to be the set of Γ = (Γ ν ) ν∈Ωµ with the Γ ν being non-negative integers with ν∈Ωµ Γ ν = n. Then given Γ ∈ W (n) µ , we define S 0 to be the set of elements of Ω n µ containing Γ ν occurrences of ν for each ν ∈ Ω µ . And we define
. Also note that if we write Q i Γ = (A i0 , . . . , A id ), then we have
Then, as in type 1, we can define W µ and consider a sequence
We also consider a symmetry property for type 2. We say that Γ ∈ W (n) µ or W µ is symmetric if Γ µ−ν = Γ ν for all ν ∈ Ω ν , and if Γ is unchanged by any permutation that preserves µ. Then, if we assume that Γ (n) and E are symmetric, then, as with type 1, in (3.5) we can restrict the supremum to symmetric D.
Type 2 differs from type 1 in the lack of symmetry under permutations of (1, 2, 3). In particular, the sets F 1 , F 2 and F 3 will in general have different sizes. In order to apply lemma 3.3 effectively, we need to symmetrize. We let π be a cyclic permutation π(µ) = (µ 3 , µ 1 , µ 2 ) and then we defineΩ
We see that the sets S 0 , π(S 0 ) and π 2 (S 0 ) all have the same size, and likewise for S, π(S) and π 2 (S), and so |S|/|S 0 | = (|S|/|S 0 |) 3 . We also have
for each i. Then, in the n → ∞ limit, if we write
where Λ * µ,E is the set of symmetric elements of Λ µ,E . We note that, in most of our applications, Λ * µ,E will be trivial, i.e. equal to {E}, and then the right-hand side of (3.6) reduces to
In the applications we typically have a maximization problem to make the best choice of E, and in the type 2 case the following elementary result will simplify the calculations.
xi for x ∈ R k subject to x i 0 and
We also make the related observation that, more generally, if we have
where the φ j are affine and real-valued on R k . Furthermore, if Z is a convex subset of R k on which x i 0 and φ j (x) 0, then log f (x) is concave on Z, and so if y ∈ Z is a critical point of log f , then the maximum of f over Z will be attained at y.
A final note on lemma 3.3 is that a similar combinatorial result is theorem 15.39 of [5] . The proof of this theorem uses a similar probabilistic argument to that given here, but avoids the use of the Salem-Spencer theorem. However, the combinatorial conclusion is somewhat weaker. In [5] , the application to the complexity problem makes use of the concept of degeneration, which is an elaboration of the idea of border rank, and this enables the weaker combinatorial result to suffice.
The Coppersmith-Winograd bounds
Recall the trilinear form χ given by (2.5). The subscripts of the six terms in (2.5) are just the six elements of Ω 2 , in the notation of § 3. Then, given N ∈ N, the tensor power χ 3N can be written as the sum of 6 3N terms, each being a tensor product like φ 110 ⊗ φ 020 ⊗ φ 011 · · ·, the sequence of subscripts corresponding to an element of Ω 3N 2 . We now follow the discussion of type 1 in § 3, with d = 2 and n = 3N . We fix a symmetric Γ ∈ W 3N 2 , noting that such a Γ corresponds to a choice of non-negative integers α and β with α + β = N and Γ 200 = Γ 020 = Γ 002 = α, Γ 011 = Γ 101 = Γ 110 = β. We define S 0 , Q i , F i and S as in § 3. We find that
etc., and it is clear that ∆ is determined if we know each Q i ∆, so S = S 0 . We also have A 0 = 2α + β, A 1 = 2β and A 2 = α. Now we apply lemma 3.3. Let G 1 , G 2 , G 3 and T be as given by this lemma, and set to zero all x-variables except those labelled by members of G 1 , and similarly for y and z variables. The resulting trilinear form is a direct sum of |T | copies of M q β . Thus, V χ (ρ) 3N 
|T |q
βρ . Now fix b ∈ (0, 1) and let N → ∞ with β/N → b and, using (3.4), we obtain
We choose b to maximize the expression on the right and obtain
where z = q ρ . Combining this with the boundR(χ) q + 2, we obtain an upper bound for ω. The choice q = 6 gives the best bound, ω log 6 z, where z is the unique real root of the cubic equation
Numerically, we find z = 72.0435014 giving ω < 2.38719 as in [7, § 7] . Coppersmith and Winograd improve this bound by considering the tensor square χ ⊗ χ. By taking the tensor product of (2.5) with itself, we can express χ ⊗ χ as a sum of 36 terms like φ 011 ⊗ φ 011 , etc. The improvement is attained by combining some of these terms to make a larger matrix product. We write where the dots denote the terms obtained from these four by permutation of the subscripts. There are 15 terms in all, one for each of the 15 elements of Ω 4 . Using a natural notation, we can write
which is a (1, 1, q 2 + 2) matrix product. Similarly φ 013 is a (1, 1, 2q) matrix product and φ 004 is a (1, 1, 1 ) matrix product. However, φ 112 is not a matrix product; in order to apply a similar argument to the proof of (4.1) we need a lower bound for the value of φ 112 , which we obtain now. We write V 112 for V φ112 .
Proof. We follow the notation and analysis of type 2 in § 3, with d = 2, n = 2N and µ = 112. We write
The four terms in this sum can be labelled by the first of the two subscripts, namely, 011, 101, 002 and 110 in the above order. These are exactly the four elements of
112 is the sum of 4 2N terms, which can be labelled by the elements of Ω We then find that QΓ = (2α + 2β + γ, 2β + 2δ, 2γ + δ, 2β, α). The linear mapping defined by this expression is clearly injective, so the only symmetric member of Λ Γ is Γ itself. Now fix ρ ∈ [2, 3] and > 0, and apply lemma 3.3, obtaining G 1 , G 2 and G 3 as before. Again we set all x-variables to zero except those labelled by members of G 1 , and similarly for y and z variables. The resulting trilinear form is a direct sum of |T | copies of
γ . Now, from the bound for V 112 , we have that (φ 112 ⊗ φ 121 ⊗ φ 211 ) δ has a restriction that is the direct sum of k copies of M n , where
where C 1 > 0 is independent of N .
Then χ 6N has a restriction isomorphic to the direct sum of k|T | copies of M ln , and so Using (3.4) , we obtain
Combined with the bound V χ (ω) R (χ) q + 2, this gives a bound for ω, which, in [7, § 8] , is found numerically to be ω < 2.375477 for the optimal choice of a, b, c and d and q = 6.
Improved bound
We start with our expression for χ 2 as a sum of 15 terms and take the tensor square, expressing χ 4 as a sum of 225 tensor products. Then, as before, we collect these into groups according to the sums of the x, y and z indices. For example,
where χ 4 is the sum of 45 such trilinear forms, which can be divided into 10 classes under permutation of the indices, represented by φ 008 , φ 017 , φ 026 , φ 035 , φ 044 , φ 116 , φ 125 , φ 134 , φ 224 and φ 233 .
The first five of these forms, with an x-index of zero, are all of the form x
[0000]
times a scalar product of y and z vectors. For example,
and the y and z variables occurring in these three tensor products are disjoint, so we have scalar product of size q 2 + 2 + (2q) 2 + q 2 +2 = 6q 2 +4, i.e. a (1, 1, n) matrix product with n = 6q 2 + 4. We get the same for the other four forms, with n = 1 for φ 008 , 4q for φ 017 , 4q(q 2 + 3) for φ 035 and q 4 + 12q 2 + 6 for φ 044 . The other five forms are not matrix products and we need value bounds, as for φ 112 . In order to state these, we introduce some notation. We define quantities E, H and L (depending on q and ρ) as follows:
. Then we have the following.
and q is an integer with q > 1, then
Proof. We first note some inequalities involving E, H and L which we shall need:
The first two are immediate since q 2 and ρ 2, and we also have (q 2 +2)/q 2 3 2 , so, using ρ 3, we deduce H (
so L < 4H. Now we prove the individual bounds.
(i) We write
This is the same as for φ 112 , except that the third indices have all increased by 2. Again we follow type 2, with d = 2, n = 2N and µ = 116. As for φ 112 , a symmetric element of W
2N
116 corresponds to a choice of α, β 0 with α + β = N and Γ 004 = α, etc. As before, we can express φ
161 as a sum of 4 6N terms, each labelled by an element ofΩ 116 . The combinatorics of these sequences is exactly the same as for 112, and we can use the same G i and T as in lemma 4.1.
Then each member of T indexes a trilinear form isomorphic to
α , where l = (2q) 2β . We then proceed as in the last part of the proof of (4.3), and obtain V 116 (ρ) 
for 0 < a < 1 and, by optimizing a using lemma 3.4, we deduce V 116 (ρ)
(ii) Again, we write φ 125 as a sum of six tensor products, and φ 
Again, Q 2 and Q 3 together determine α, β and γ so Λ * 125,Γ is trivial. As before, we obtain G i and T , and after 'setting to zero' we have a direct sum of |T | copies of
where l = (2q) β+γ (q 2 + 2) γ . Taking limits with α/N → a and β/N → b, and using (3.6), we find that, for a, b 0 with a + b 1, we have
Using lemma 3.4, the two terms in curly brackets can be maximized separately,
. We need to check that these values satisfy a + b 1; this is equivalent to L 2 2EH 2 , which follows from the first and last inequalities in (5.1). Using these a and b we obtain the required bound for V 125 (ρ).
(iii) We proceed in the same way as before. A symmetric Γ ∈ W (2N ) 134 corresponds to α, β, γ, δ 0 with sum N such that Γ 004 = α, Γ 013 = β, Γ 022 = γ and Γ 031 = δ. We then have
and Λ * 134,Γ is again trivial. This time we get a direct sum of |T | copies of
β+γ , 
If we put σ = b + c, we can write this as
Using lemma 3.4 as before, we can then maximize the expressions in curly brackets by taking σ = L/(E + L), a = 2/(2 + 2E + H) and c = H/(2 + 2E + H) and obtain the required bound, but we need to check that the conditions on a, b and c are satisfied, and for that we require σ c and σ + a 1. These are respectively equivalent to EH 2L(1 + E) and 2L EH + 2E 2 , the first of which follows from H < L and the second from E 16 and L < 4H in (5.1). 
If we put σ = a + b + c and b = 2b we can write this as
By lemma 3.4 again we can maximize the expressions in curly brackets by taking σ = 2H/(2H + L), a = 2/(2 + 2E + H) and b = E/(2 + 2E + H) and obtain the required bound, but we need to check that the conditions on a, b and c are satisfied. 
In this case it is not true that Λ * 233,Γ is trivial since Q i Γ are determined if we know 2α + β and α + γ. This has to be taken into account in the estimation of |T |.
Suppose σ, µ 0 with σ + 2µ 2. These conditions ensure that we can find a, b, c 0 such that 2a + b + c 1 and σ = 2a + b and µ = a + c. We suppose that a, b and c are chosen to minimize
1−2a−b−c subject to these constraints. This will ensure that the infimum in (3.6) is 1. Then we obtain a direct sum of |T | copies of
where l = (2q) 2α+2γ (q 2 + 2) 2α+β . Then we find, by taking the limit with α/N → a, β/N → b and γ/N → c, that
Conveniently, the right-hand side can be expressed in terms of σ and µ, and we have
We can then maximize the expressions in curly brackets by taking σ = 2H/(2H +L) and µ = E/(E + L) and obtain the required bound, but we need to check that this choice of σ and µ satisfies σ + 2µ 2. This is equivalent to EH L(H + L), which follows from E < L in (5.1). = (a 1 , . . . , a 10 ) ∈ R 10 such that each a i 0 and 10 i=1 n i a i = 1 and let Z N be the set of α ∈ N 10 such that α i 0 and
There is then a one-to-one correspondence between symmetric elements Γ of W 3N 8 and Table 1 . 10 classes of trilinear form i
Representative ni vi
where We can write (5.2) in matrix form as A = Qα, where Q is the 9 × 10 matrix of coefficients of (5.2). A difference from the earlier case is that the linear mapping defined by Q has non-trivial kernel, as is clear from the dimensions. In fact, if we define Y = {x ∈ R 10 : Qx = 0}, then Y is a two-dimensional subspace spanned by σ = (0, 0, 1, 0, −2, −2, 0, 2, 0, −2) and τ = (0, 0, 0, 1, −2, 0, −1, 1, 2, −2).
As before, we fix ρ ∈ [2, 3] and > 0, choose α ∈ Z N (and corresponding symmetric Γ ), and apply lemma 3.3, obtaining G i and T . Now from the definition of V 116 , there is a constant C independent of N such that (φ 116 ⊗ φ 161 ⊗ φ 611 ) α6 has a restriction which is a direct sum of k 6 copies of M m6 , where k 6 m ρ 6
Cv
(1− )α6 6 , and similarly with 6 replaced by 7, 8, 9, and 10. We conclude that χ 12N has a restriction isomorphic to the direct sum of |T | We now proceed to the limit as N → ∞. The application of (3.4) now requires a minimization, which is handled by the next lemma. We define N = {a ∈ Z : a 1 a 5 a 10 = a Then H(t) = h(f (t)) is a convex function on the convex set f −1 (W ), and a simple calculation, using b ∈ N , shows that the gradient of h vanishes at (0, 0). Hence, h attains its infimum over f −1 (Z) at (0, 0) and the result follows. Now suppose that a and b are as in lemma 5.2 and suppose N −1 α → a. Then, applying (3.4) and using lemma 5.2, we conclude the following. These values of a and b were obtained by maximizing the right-hand side of (5.3) subject to b ∈ N and a ∈ Z with a − b ∈ Y . This is, in effect, an optimization problem in nine variables, as N is a seven-dimensional manifold that can be parametrized by a suitable choice of seven of the variables b i and then, for a given b, the set of allowed a is a convex subset of two-dimensional affine subspace.
Note added 25 February 2012
Since this paper was submitted, we have learned of independent work by Virginia Williams, who has achieved an improved bound ω < 2.3727 using essentially the same method as in this paper, but using the eighth tensor power of χ rather than the fourth. Her calculations also indicate that, using the fourth power, taking q = 5 gives a better bound than we obtained above with q = 6.
