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Stimulated by the monodromy operator approach to time-delay systems (TDSs) developed recently, this paper
studies the conversion problems of delay-dierential equations (DDEs) into the representation as time-delay
feedback systems. We give two conversion methods including the conversion of initial conditions, where we
show that each of the two methods corresponds, in general, to one of two dierent denitions for the solutions
of DDEs, called pseudo concatenated solutions and continuous concatenated solution. The study is actually
closely related to the subtle behaviors of the solutions of DDEs under discontinuous initial conditions, and
simple examples illustrating such subtleties as well as the validity of the conversion methods are also provided.
The results of this paper suggest that the ability of representing TDSs is higher in the representation as
time-delay feedback systems than in the representation as DDEs.
Keywords: time-delay systems, delay-dierential equations, discontinuous initial functions, pseudo
concatenated solutions, continuous concatenated solutions.
1 Introduction
Time-delay systems (TDSs) are very commonly encountered in engineering and sciences, and
hence there is a very long and deep history of studies on TDSs. Among them is the study of
delay-dierential equations (DDEs) (Bellman and Cooke 1963, Hale 1977, Hale and Lunel 1993),
which are described by
_x(t) = Jx(t) +
X
i=1




if we conne ourselves to linear time-invariant (LTI) TDSs with commensurate delays.
Aside from many other conventional approaches to TDSs, a new viewpoint for dealing with
TDSs was initiated in Hirata and Kokame (2003), in which continuous-time TDSs are treated
(through the lifting technique (Yamamoto 1994, Bamieh and Pearson 1992) developed for
sampled-data systems) as a sort of discrete-time systems by considering the transitions of their
innite-dimensional state at every h (i.e., the base delay length). This viewpoint has been further
extended, and a new bounded-operator-theoretic approach that we call the monodromy oper-
ator approach has been developed in Hagiwara (2008), Hagiwara and Hirata (2011), Hagiwara
and Fujinami (2010), Hagiwara (2010), Hagiwara and Inui (2010) by applying various recent
advances in the study of sampled-data systems. Such an approach is quite promising, e.g., in
developing a design method for nite-dimensional discrete-time controllers for continuous-time
TDSs. However, the underlying assumption of the monodromy operator approach is that a TDS
is represented as a time-delay feedback system  as in Fig. 1, rather than DDEs. Here, F is
a nite-dimensional LTI system, while H is a delay with delay length h. Hence, it is very im-
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portant to study how the DDE (1) could be converted into the representation as a time-delay
feedback system  because one can then apply the recently developed various techniques in the
monodromy operator approach also to TDSs represented by DDEs.
Although the DDE (1) might be believed to be representable as the TDS  and vice versa,
explicit and thorough studies on dealing with such conversion topics are, to the best knowledge
of the authors, uncommonly encountered and surprisingly scarce in the literature, in spite of the
simplicity of (1). As it turns out in the discussions of this paper, such circumstances seem to be
pertinent to the lack of the studies on some subtleties about the solutions of (1). Namely, the
DDE (1) could have dierent types of solutions, depending on some sort of irregularity about
the initial state, but the denitions for such dierent types of solutions are not necessarily expli-
cated in the literature. This is true particularly for the case with discontinuous initial functions.
However, even simple and explicit examples are not necessarily provided in the literature that
can demonstrate the subtle situation in the relationship among the denitions of the solutions,
the irregularity (or discontinuity) of the solutions and that of the initial states. Rare exceptions
include the studies in Kolmanovskii and Myshkis (1999), Baker and Paul (2006) and Krishna
and Anokhin (1994), but none of them studies satisfactorily the dierent types of the solutions
of (1), nor their relevance to the relationship between (1) and the system .
Hence, aside from the motivation of giving a solid basis for the monodromy operator approach
also to the DDE (1), it is important on its own to clarify the relationship between the treatment
of TDSs with the DDE (1) and that with the representation . Such a study also turns out to
involve the studies on dierent types of the solutions of (1) raised above. We in fact introduce the
denitions for the solutions of the DDE (1) called pseudo concatenated solutions and continuous
concatenated solutions. The relevance of such denitions to the problem of converting the DDE
(1) into the representation as the time-delay feedback system  (including the discussions about
how to convert the not necessarily continuous or everywhere dierentiable initial state of (1)
into the initial condition of ) can be expressed as follows. That is, we consider two types of
representations of (1) as  (denoted by I and II), and establish that each representation
corresponds to a dierent denition for the solution of (1), in general.
In the view of the present authors, it seems to be a good idea and of pedagogical value to
deal with the above conversion problems and the existence/uniqueness problems of pseudo and
continuous concatenated solutions of (1) in a parallel fashion. In fact, such treatment provides
the paper with a unique feature in the way it conducts the discussions, and leads us to a concise
collection of the properties of LTI TDSs from dierent viewpoints, with the associated support-
ing examples. In other words, this paper, conning to the case of LTI TDSs with commensurate
delays, successfully gives an almost entire picture about the theoretical subtleties on the deni-
tions and properties of the solutions of the DDE (1). The arguments cover both the neutral case
and the retarded case, and can be used for easy reference and pedagogical purposes. The argu-
ments are based on nothing but the well-known method of steps, and are more or less relevant to
the development in, e.g., Bellen and Zennaro (2003) (carried out rather from a numerical point
of view), but the overall theoretical discussions are believed to be original. The derived results
might be useful also as giving simple numerical computation methods for (dierent types of)
solutions of (1).
In the arguments of this paper, we encounter many subtle points about dierentiability and
continuity of functions as well as the associated notational conventions. We believe that the
rigorousness of the arguments would denitely be sacriced if all such points were simply left




Figure 1. Time-delay feedback system .
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explanations for enhancing rigorousness whenever such subtle points could possibly lead to
ambiguities, then it would be overly distracting. Our decision to reconcile these two aspects and
have a moderate balance is to give the additional explanations about the subtleties as footnotes,
even though the decision will make this paper to have more than modest numbers of footnotes.
2 Conversion Problem of DDEs into Time-Delay Feedback Systems
Let us consider the neutral delay-dierential equation (DDE) given by (1), where  2 N, x(t) 2
Rn, J 2 Rnn, Ki; Li 2 Rnn (i = 1;    ; ). We study the Cauchy problem (initial value
problem) for (1) under the initial condition given by
x(t) = (t);  h  t < 0 (2)
x(0) =  (3)
where the continuous function (t) is dened on the closed interval  h  t  0 and continuously
dierentiable1 on this interval. However, we do not, in general, assume that  = (0); this implies
that the initial function x(t);  h  t  0 is not necessarily left-continuous at t = 0, and (t) is
not exactly identical with the initial function (for a possible discrepancy at t = 0). Alternatively,
we also consider the case with a slightly weaker assumption on (t), in which it is assumed to be
bounded and continuously dierentiable on each of the intervals [ ih; (i  1)h); i = 1;    ; .
In addition, we also deal with the Cauchy problem for the case of retarded DDE (i.e., the case
with Ki = 0; i = 1;    ; ) under a weaker condition on (t).
This paper is interested in representing the (suitably dened) solution x(t) of (1) by means of
the feedback system  shown in Fig. 1, where F is the nite-dimensional linear time-invariant
(FDLTI) system given by
_q(t) = Aq(t) +Bu(t) (4)
y(t) = Cq(t) +Du(t) (5)
and H is the pure delay with retardation h (i.e., u(t) = y(t   h)). This problem is important
not only theoretically but also from the practical purpose of establishing a way to apply the
monodromy operator approach developed for the time-delay feedback system  also to DDEs
(as mentioned in the introduction).
Note that we have considered only the discontinuity of the initial function x(t);  h  t  0
either at t = 0 (i.e.,  6= (0)) or t =  ih (i = 1;    ;    1). This is partly because we do not
wish to complicate the problem too much (and thus we decide to assume to some extent the
continuity of the initial function) but more essentially because considering some sort of discon-
tinuity particularly at those time instants seems quite important in studying the relationship
between the DDE (1) and the time-delay feedback system . The reason for the latter can be
explained by the fact that when  with some initial conditions is converted into the DDE (1),
the corresponding initial function quite often has such discontinuity; taking account of this fact,
it is understood to be natural to deal with such discontinuity also in the opposite conversion
problem of the DDE (1) into .
3 Denitions of the Solutions of DDEs
As mentioned in the preceding section, this paper considers discontinuous initial functions, in
general. To the surprise of the present authors, and to the best of their knowledge, denitions
1At t =  h, continuous dierentiability is dened as the existence of right-derivative and its coincidence with
limt! h+0 _(t); however, it is easy to show that the existence of the above limit in fact ensures the existence of the
right-derivative at t =  h and its coincidence with this limit. Likewise, continuous dierentiability at t = 0 refers to the
existence of limt! 0 _(t).
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for the solutions of (1) for such a general case, with fully unambiguous notions and statement,
are scarcely encountered in the literature. Before proceeding to the conversion problem of DDEs
into time-delay feedback systems, this section is devoted to the denitions of a few types of
solutions of the DDE (1), depending on the dierent assumptions on the initial functions.
3.1 Neutral DDE
We rst give a few denitions on the solutions of the neutral DDE (1).
Denition 1 x(t); t   h is said to be a regular solution of (1) if the following three conditions
are satised: (i) it satises the initial conditions (2) and (3) for  (= (0)) and (t) that is
continuously dierentiable on the interval [ h; 0]; (ii) it is dierentiable1 for t   h; (iii) it
satises(1) for t  0.
Remark 1 A regular solution is continuous at t = 0 by denition. Hence, it exists only if
 = (0).
Next, let us formally rewrite (1) into
d
dt
v(t) = Jx(t) +
X
i=1




On the basis of this form, we introduce the following dierent (weaker in a sense) denition for
the solution of (1).
Denition 2 x(t); t   h is said to be a concatenated solution of (6), or a pseudo con-
catenated solution of (1) if the following three conditions are satised: (i) it satises the initial
conditions (2) and (3) for  and (t) that is bounded and continuously dierentiable on each of
the intervals [ ih; (i   1)h) (i = 1;    ; ); (ii) v(t) = x(t)  Pi=1Kix(t   ih) is continuous
for t  0; (iii) v(t) is dierentiable and satises the rst equation of (6) for t  0 except possibly
for t = kh (k 2 N).
Remark 2 For t = 0, the condition (iii) should be interpreted to mean that the right-derivative
of v(t) exists there and coincides with the right hand side of the rst equation in (6) evaluated
at t = 0. Similarly for the following Denitions 3, 4 and 5 (with v(t) replaced by x(t) whenever
x(t) is referred to).
Remark 3 It is easy to see in the above denition that v(t) is dierentiable for t  0 except
possibly for t = kh if and only if x(t) is. The continuity condition of v(t), however, is not
equivalent to that of x(t), and hence the pseudo concatenated solution of (1) is not necessarily
continuous. This denition corresponds to the natural solution dened in Baker and Paul (2006)
for more general neutral DDEs with only a single delay, but that reference does not give an
alternative denition corresponding to Denition 3 given below.
We also dene the (continuous) concatenated solution of (1) (without reference to the modied
form (6)) as follows.
Denition 3 x(t); t   h is said to be a (continuous) concatenated solution of (1) if the
following three conditions are satised: (i) it satises the initial conditions (2) and (3) for  and
(t) that is bounded and continuously dierentiable on each of the intervals [ ih; (i 1)h) (i =
1;    ; ) and has limits2 limt! (i 1)h 0 (t) (i = 1;    ; ); (ii) it is continuous for t  0; (iii)
1For t =  h, the dierentiability means the existence of the right derivative of x(t) there.
2Unlike in Denition 2, the existence of these limits play an important role to make the denition meaningful (i.e., the
existence of a solution cannot be ensured otherwise). See Section 5.2. We also remark that this requirement is weaker than
the boundedness requirement of _(t) on each interval [ ih; (i  1)h).
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it is dierentiable and satises (1) for t  0 except possibly for t = kh (k 2 N).
Remark 4 Once we x the initial conditions (2) and (3) in a way consistent with each of the
above denitions, a regular solution, a pseudo concatenated solution or a continuous concatenated
solution exists accordingly, which is in fact unique. The existence is ensured by the following
Theorems 1, 2 and 6, respectively, while the uniqueness is a direct consequence from the linearity
of (1); more precisely, since the solution (regardless of regular, pseudo concatenated or continuous
concatenated solution) for (t) = 0 and  = 0 is only x(t) = 0, the superposition principle of
the solutions leads to the uniqueness immediately. Furthermore, it is obvious that if a regular
solution exists under some initial condition, then it is at the same time a pseudo concatenated
solution and a continuous concatenated solution for the same initial condition. However, even
if a continuous concatenated solution exists under some initial condition, it is not necessarily
a pseudo concatenated solution at the same time; see the relationships between the following
Examples 2 and 8, as well as Examples 3 and 9, and, more explicitly, Proposition 1. Hence,
Denitions 2 and 3 are generalizations of Denition 1 that are independent of each other, in
general.
3.2 Retarded DDE
We next consider the particular case of Ki = 0; i = 1;    ;  in (1), i.e., the retarded DDE given
by




As far as we consider the above equation for t  0, we need not assume the dierentiability of
x(t) for t < 0, unlike the case of the neutral DDE (1). Hence, we dene the regular solutions of
the retarded DDE (7) as follows.
Denition 4 x(t); t   h is said to be a regular solution of (7) if the following three conditions
are satised: (i) it satises the initial conditions (2) and (3) for  (= (0)) and (t) that is
continuous on the interval [ h; 0]; (ii) it is dierentiable for t  0; (iii) it satises (7) for
t  0.
The dierentiability assumption of x(t) for t < 0 is not necessary also in dening the concate-
nated solutions of the retarded DDE (7). We also note in Denition 2 that v(t) is continuous
if and only if x(t) is, as far as the retarded case Ki = 0; i = 1;    ;  is concerned. Hence,
(Denitions 2 and 3 degenerate to an almost identical one and thus) we introduce the following
denition.
Denition 5 x(t); t   h is said to be a (continuous) concatenated solution of (7) if the
following three conditions are satised: (i) it satises the initial conditions (2) and (3) for  and
(t) that is bounded and continuous on each of the intervals [ ih; (i  1)h) (i = 1;    ; ); (ii)
x(t) is continuous for t  0; (iii) x(t) is dierentiable and satises (7) for t  0 except possibly
for t = kh (k 2 N).
Remark 5 As in the neutral case, the existence and uniqueness of a regular solution and a
(continuous) concatenated solution can be conrmed in the retarded case too; uniqueness follows
as in the arguments in Remark 4 while existence will be established in the following Theorems 3
and 4, respectively. It is again true that if a regular solution exists, then it is a (continuous)
concatenated solution at the same time.
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4 Conversion Method through the Output of F for Regular and Pseudo Concatenated
Solutions
In this section, we conne ourselves to the case in which F in the time-delay feedback system 
is given the form
_q(t) = Aq(t) +


















D1       D
In 0    0










where q(t); ui(t); yi(t) 2 Rn (i = 1;    ; ), and thus Bi; Di 2 Rnn (i = 1;    ; ). The above F
is denoted by F I, and the corresponding  is denoted by I in the following. The input/output





375 ; t  h (10)
Roughly speaking, what is established in this section is that the regular and pseudo concatenated
solutions of the DDE (1) can be represented with the time-delay feedback system I, provided
that A, Bi and Di (i = 1;    ; ) are determined appropriately.
4.1 Determining the Matrices in F I
We rst describe the state transition of the time-delay feedback system I by a DDE, and
compare it with the DDE (1); the purpose of this subsection is to determine the matrices in F I
by comparing the matrices in these two DDEs. By such an approach, we can, in principle, have
a conversion method of (1) into the time-delay feedback system I. The result is very important
in applying the monodromy operator approach to the DDE (1), and might be useful also for
numerically computing the solution of (1).
It follows from (9) and (10) that
y1(t) = q(t) +D1y1(t  h) +   +Dy(t  h) (11)
yi(t) = yi 1(t  h); i = 2;    ;  (12)
It is immediate from (12) that
yi(t) = y1(t  (i  1)h); i = 2;    ;  (13)
and substituting the above into (11) yields






Here, if we suppose that y1(t) is (continuous and) dierentiable for t   h, then q(t) is (con-
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Di _y1(t  ih) (16)
where _q(t) and _y1(t   h) denote, for t = 0, the right-derivatives _q(+0) and _y1( h + 0),
respectively. Substituting (10), (15) and (16) into (8) and rearranging the result lead to
_y1(t) = Ay1(t) +
X
i=1
Di _y1(t  ih) +
X
i=1
(Bi  ADi)y1(t  ih) (17)
By comparing this with (1), we see that if
A = J; Di = Ki; Bi = Li + JKi (i = 1;    ; ) (18)
in (8) and (9), then y1(t) satises (1). This suggests that the solutions of the DDE (1) could be
represented as the output y1(t) of the FDLTI system F I in the time-delay feedback system I.
Before we can validate this observation, however, we need to note the following issues:
 When we view the above arguments as dealing with the response of I under the prescribed
initial condition given by q(0) and ui(t) (0  t < h; i = 1;    ; ), we must carefully observe
that (11) and (12) hold in fact for t  h, (13) for t  (i   1)h, and (14) and (15) for t  h
only; thus the DDE (17) in fact holds only for t  h, rather than t  0. In other words, the
above arguments do not take the initial condition of the DDE (1) into account, and thus it
is not clear enough if the output y1(t) of I could really be made identical with the solution
x(t) of the DDE (1) by giving some appropriate initial condition for I.
 y1(t) is assumed to be dierentiable, but it has not been conrmed whether this assumption
is satised.
These two issues are mutually related rather deeply, and will be resolved in the following
subsection.
4.2 Existence of the Regular and Pseudo Concatenated Solutions of DDE and Their
Representation by I
We have the following two theorems on the regular and pseudo concatenated solutions of the
neutral DDE (1) under the initial conditions (2) and (3). The proof is given in Appendix.
Theorem 1 Suppose that (t) is continuously dierentiable on the interval [ h; 0] and satis-
es1
(0) =  (19)







Then, the neutral DDE (1) has a (unique) regular solution x(t), and it coincides, over t  0,
with y1(t) resulting from I with F I given by (18) and with the initial state and initial input of
F I given respectively by




1 _( 0) denotes the left-derivative of (t) at t = 0. Also, for notational convenience, the right-derivative of (t) at t = h,
i.e., _( h+ 0), is denoted simply by _( h).
September 30, 2011 14:38 International Journal of Control DDEconv-nal
8
and
ui(t) = (t  ih); 0  t < h; i = 1;    ;  (22)
Remark 6 The rst assertion (on the existence of a regular solution) can be found, e.g, in
Bellman and Cooke (1963); the condition (20) is called the splicing condition or the sewing
condition (Bellen and Zennaro 2003, Kolmanovskii and Myshkis 1999, Kolmanovskii and Nosov
1986), whose necessity is obvious. The most important assertion of the above theorem, however, is
the latter assertion that a solution of the DDE (1) can be represented with a suitably determined
time-delay feedback system . It also is a unique feature of the present paper that the rst
assertion is proved in an explicit relationship with the latter assertion.
Theorem 2 Suppose that (t) is bounded and continuously dierentiable on each of the intervals
[ ih; (i  1)h) (i = 1;    ; ). Then, the neutral DDE (1) has a (unique) pseudo concatenated
solution x(t), and it coincides, over t  0, with1 y1(t) resulting from I with F I given by (18)
and with the initial state and initial input of F I given by (21) and (22), respectively.
4.3 Illustrative Examples for the Neutral Case
We take a simple neutral DDE (also found in Kolmanovskii and Myshkis (1999)) with dierent
initial conditions, and illustrate the above theorems. We begin with an example pertinent to
Theorem 1.
Example 1 Consider the neutral DDE
_x(t) = _x(t  h) (23)
which corresponds to  = 1, K1 = 1, L1 = 0 and J = 0. Let the initial conditions be (t) =
1 ( h  t  0) and  = (0). Then, the conditions of Theorem 1 are satised; the corresponding
F I is given by
_q(t) = 0; y1(t) = q(t) + u1(t) (24)
and the initial conditions are given by q(0) = 0 and u1(t) = 1 (0  t < h). This leads to
y1(t) = 1 (t  0). On the other hand, we can readily verify that (23) has a regular solution
x(t) = 1 (t   h) under the above initial conditions, which we see is coincident, over t  0,
with the above y1(t) resulting from I. Hence, the validity of the assertion of Theorem 1 can be
veried.
We next give two examples pertinent to Theorem 2.
Example 2 Consider again the DDE (23) but with the initial conditions (t) = 0 ( h  t  0)
and  = 1 ( 6= (0)). Then, the hypotheses of Theorem 1 are not fullled, but Theorem 2 may be
applied instead. The resulting I remains the same as that in Example 1, and the initial state
and initial input of F I are given by q(0) = 1 and u1(t) = 0 (0  t < h), respectively. This leads







[x(t)  x(t  h)] = 0 (25)
has a concatenated solution (equivalently, (23) has a (unique) pseudo concatenated solution)
x(t) = k ((k  1)h  t < kh; k 2 N) over t  0. We can readily see that this x(t), supplemented
1Unlike in the situation of Theorem 1, the state q(t) of F I is not necessarily dierentiable at t = kh (k 2 N); that is,
(8) does not have a dierentiable solution, in general. However, there does exist a (unique) continuous (and \piecewise
dierentiable") function q(t) satisfying (8) except possibly for t = kh (k 2 N), and y1(t) in this theorem refers to the one
that corresponds to such q(t). The same remark applies also to other similar theorems in the following (i.e., Theorems 4, 6
and 8).
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with x(t) = (t) = 0 ( h  t < 0), is indeed a pseudo concatenated solution of (23) if we note
that v(t) = x(t) x(t h) = 1 (t  0); it is continuous and dierentiable over t  0 and satises
(25). However, x(t) itself is not continuous at t = kh (k 2 N), and thus is only a (unique)
pseudo concatenated solution of (23).
Example 3 Consider once again the DDE (23) but with the initial conditions (t) = sin((=h)t)
(=   sin((=h))),  h  t =  h +   0 and  = (0); contrary to Example 2, this example
corresponds to the case in which (19) is satised but (20) is not. Following Theorem 2, we give
the initial state and initial input of F I by q(0) = 0 and u1(t) =   sin((=h)t); 0  t < h,
respectively. Then, we see that
y1(t) =   sin((=h)); t = kh+ ; 0   < h (k = 0; 1;    ) (26)
Letting x(t) = y1(t) for t  0 and x(t) = (t) for  h  t < 0 lead to
x(t) =   sin((=h)); t = kh+ ; 0   < h (k =  1; 0; 1;    ) (27)
We can verify that the resulting v(t) = x(t)   x(t   h) is identically zero for t  0 and thus is
continuous, dierentiable and satises (25) for t  0. However, x(t) itself is not dierentiable
at t = kh (k 2 N), and thus is only a (unique) pseudo concatenated solution of (23) (rather than
a regular solution).
4.4 The Retarded Case
For the retarded DDE (7), we have the following two theorems corresponding to Theorems 1
and 2, respectively. Again, the proof is given in Appendix.
Theorem 3 Suppose that (t) is continuous on the interval [ h; 0] and satises (19). Then,
the retarded DDE (7) has a (unique) regular solution x(t), and it coincides, over t  0, with q(t)
resulting from I with F I given by (18) and with the initial state and initial input of F I given
by q(0) =  (= (0)) and (22), respectively.
Remark 7 The rst assertion (on the existence of a regular solution) can be found, e.g., in
Hale and Lunel (1993, Theorem 2.1 (p. 14)), and the importance of this theorem lies in the
latter assertion. However, the derivation of the rst assertion here would also be unique in the
sense that it is through such arguments relevant to the latter assertion.
Theorem 4 Suppose that (t) is bounded and continuous on each of the intervals [ ih; (i  
1)h) (i = 1;    ; ). Then, the retarded DDE (7) has a (unique) continuous concatenated solution
x(t), and it coincides, over t  0, withq(t) resulting from I with F I given by (18) and with the
initial state and initial input of F I given by q(0) =  and (22), respectively.
4.5 Illustrative Examples for the Retarded Case
Example 4 Consider the retarded DDE
_x(t) = x(t  h) (28)
which corresponds to  = 1, L1 = 1, J = 0. Let the initial conditions be (t) = 1 ( h  t  0)
and  = (0). If we view (28) as a special form of the neutral DDE (1) and consider applying
Theorem 1, then (20) is not satised and thus the existence of a regular solution cannot be
concluded. However, we can apply Theorem 3 instead, which asserts the existence of a regular
solution and its coincidence (over t  0) with q(t) resulting from I with F I given by
_q(t) = u1(t); y1(t) = q(t) (29)
and the initial conditions q(0) = 1, u1(t) = 1 (0  t < h). By solving the above dierential
equation together with (10), we see that x(t) is given by x(t) = q(t) = 1 + t for 0  t < h, and
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by x(t) = q(t) = 1 + 12h
2 + (1   h)t + 12 t2 for h  t < 2h, and so on (which we can conrm is
indeed a regular solution of (28)). Hence, we see that the regular solution x(t) is dierentiable at
t = h but not (two-side) dierentiable at t = 0. This can be interpreted in correspondence with
the fact that the denition of a regular solution for a retarded DDE is free from the requirement
on the (two-side) dierentiability at t = 0; see Remark 2.
Example 5 Consider again the DDE (28) but with the initial conditions (t) = 0 ( h  t  0)
and  = 1 (6= (0)). Then, the hypotheses of Theorem 3 are not fullled (more precisely, (19)
is not satised), but Theorem 4 may be applied instead. The resulting I remains the same
as that in Example 4, and the initial state and initial input of F I are given by q(0) = 1 and
u1(t) = 0 (0  t < h), respectively. This leads to q(t) = 1 for 0  t < h, and q(t) = 1  h+ t for
h  t < 2h, and so on. Letting x(t) = q(t); 0  t < 2h, we can conrm that it, supplemented
with the initial function, indeed satises (28) except for t = h. However, it is not dierentiable
at t = h. That is, this solution is not a regular solution but is only a (continuous) concatenated
solution.
Example 6 We next consider an example with discontinuous (t). Let us consider  = 2,
L1 = 0, L2 = 1, J = 0, i.e., the retarded DDE given by
_x(t) = x(t  2h) (30)
with the initial conditions given by (t) = 0 ( 2h  t < h), (t) = 1 ( h  t < 0) and  = 2.







; y1(t) = q(t); y2(t) = u1(t) (31)
with the initial state and initial input given by q(0) = 2 and u1(t) = 1, u2(t) = 0 ( t < h),
respectively. Hence, we have
q(t) =
8>><>>:
2 (0  t < h)
2  h+ t (h  t < 2h)
2  3h+ 2t (2h  t < 3h)
  
(32)
Letting x(t) = q(t); t  0, it, supplemented with the initial function, is continuous, and is
dierentiable and satises (30) except for t = h; 2h. This is indeed a continuous concatenated
solution of (30).
5 Conversion Method through the State of F for Regular and Continuous Concatenated
Solutions
In this section, we conne ourselves to the case in which F in the time-delay feedback system 
is given the form
_q(t) = Aq(t) +



























. . . In
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where q(t); ui(t); yi(t) 2 Rn (i = 1;    ; ), and thus Ci; Di 2 Rnn (i = 1;    ; ). The above F
is denoted by F II, and the corresponding  is denoted by II in the following. Roughly speaking,
what is established in this section is that the regular and continuous concatenated solutions of
the DDE (1) can be represented with the time-delay feedback system II, provided that A, Ci
and Di (i = 1;    ; ) are determined appropriately.
5.1 Determining the Matrices in F II
We rst describe the state transition of the time-delay feedback system II by a DDE, and
compare it with the DDE (1). We can determine the matrices in F II in this way, which can
be used for converting (1) into the time-delay feedback system II. Such conversion is very
important in applying the monodromy operator approach to the DDE (1), and might be useful
also for numerically computing the solution of (1).
It follows from (33) that
u1(t) = _q(t) Aq(t) (35)
We also have
ui(t) = Ciq(t  h) +Diu1(t  h) + ui+1(t  h) (i = 1;    ;    1) (36)
u(t) = Cq(t  h) +Du1(t  h) (37)
from (34) if we note (10). Substituting (35) into the above equations leads to
ui(t) = Di _q(t  h) + ui+1(t  h) + (Ci  DiA)q(t  h) (i = 1;    ;    1) (38)
u(t) = D _q(t  h) + (C  DA)q(t  h) (39)




Dk _q(t  (k   i+ 1)h) +
X
k=i
(Ck  DkA)q(t  (k   i+ 1)h)
(i = 1;    ; ) (40)
Substituting the above equation with i = 1 into (33) leads to the DDE
_q(t) = Aq(t) +
X
i=1
Di _q(t  ih) +
X
i=1
(Ci  DiA)q(t  ih) (41)
Comparison of this DDE with (1) suggests that if
A = J; Ci = Li +KiJ; Di = Ki (i = 1;    ; ) (42)
in F II, then the solution x(t) of the DDE (1) could be represented as the state q(t) of the FDLTI
system F II in the time-delay feedback system II.
5.2 Existence of the Regular and Continuous Concatenated Solutions of DDE and Their
Representation by II
Suppose that the initial state and initial input of F II in II are given respectively by





Kk _(t  (k   i+ 1)h) +
X
k=i
Lk(t  (k   i+ 1)h);
0  t < h (i = 1;    ; ) (44)
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Under these initial conditions, we have the following two theorems regarding the regular and
continuous concatenated solutions of the neutral DDE (1). In particular, the rst one corresponds
to an alternative result to Theorem 1 for representing the same type of solution (i.e., a regular
solution) with a dierent time-delay feedback system .
Theorem 5 Suppose that (t) is continuously dierentiable on [ h; 0] and satises (19) and
(20). Then, the neutral DDE (1) has a (unique) regular solution x(t), and it coincides, over
t  0, with q(t) resulting from II with F II given by (42) and with the initial state and initial
input of F II given by (43) and (44), respectively.
Theorem 6 Suppose that (t) is bounded and continuously dierentiable on each of the intervals
[ ih; (i   1)h) (i = 1;    ; ) and has limits limt! (i 1)h 0 (t) (i = 1;    ; ). Then, the
neutral DDE (1) has a (unique) continuous concatenated solution x(t), and it coincides, over
t  0, withq(t) resulting from II with F II given by (42) and with the initial state and initial
input of F II given by (43) and (44), respectively.
If we recall Theorems 1 and 2 in the preceding section, we see that the above two theorems are
parallel results to them. It should be noted, however, that the theorems in this section represent
the regular and continuous concatenated solutions of the DDE (1) with the state of F , while the
theorems in the preceding section represent the regular and pseudo concatenated solutions of
the DDE (1) with the output of F . Due to this dierence, together with the fact that a pseudo
concatenated solution is allowed to be discontinuous, the theorems in the preceding section are
free from evaluating the derivative of (t) to determine the initial input to F , and they hold
under a slightly weaker assumption on (t).
On the other hand, a continuous concatenated solution x(t) of the DDE (1) must be contin-
uous by denition, and thus limt!kh 0 x(t) (k 2 N) must exist. The additional hypothesis in
Theorem 6 on the existence of limt! (i 1)h 0 (t) (i = 1;    ; ) corresponds to this requirement,
and also ensures the existence of limt!kh 0 q(t) in II; in showing the existence of the latter,
the derivative of (t) that appears in (44) can be handled easily with the integration by parts
under this hypothesis1. The details of the proofs of the above theorems are omitted, which are
parallel to those of the preceding theorems.
5.3 Illustrative Examples for the Neutral Case
We study three examples that are parallel to those studied in the preceding section.
Example 7 Consider the same neutral DDE as in Example 1, i.e., _x(t) = _x(t   h), where we
take the same initial conditions, i.e., (t) = 1 ( h  t  0) and  = (0). The corresponding
F II is given by
_q(t) = u1(t); y1(t) = u1(t) (45)
with the initial state and initial input given by q(0) = 1 and u1(t) = 0 (0  t < h), respectively.
Hence, we have q(t) = 1 (t  0), and thus Theorem 5 asserts that the regular solution of (45) is
given by x(t) = 1 (t   h). This assertion is consistent with that in Example 1 and its validity
has been conrmed there.
Example 8 Consider _x(t) = _x(t  h) again but with the initial conditions replaced by those in
Example 2, i.e., (t) = 0 ( h  t  0) and  = 1 ( 6= (0)). Then, the hypotheses of Theorem 5
are not fullled, but Theorem 6 may be applied instead. The resulting II remains the same as
that in Example 7, and the initial state and initial input are also the same as in Example 7, i.e.,
1In Theorem 8 given below for retarded DDEs, we do not have to deal with _(t) in (44) because of Ki = 0 (i = 1;    ; ).
Hence, no such additional hypothesis arises in that theorem.
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q(0) = 1 and u1(t) = 0 (0  t < h). Hence, Theorem 6 asserts that the continuous concatenated
solution of the neutral DDE _x(t) = _x(t  h) is given by
x(t) =

0 ( h  t < 0)
1 (t  0) (46)
We can indeed verify that the above x(t) is the solution that satises the requirements in De-
nition 3. This solution, however, is dierent from the pseudo concatenated solution provided in
Example 2 for the same DDE under the same initial conditions. This demonstrates that the neu-
tral DDE (1) with initial conditions failing to satisfy the hypothesis of Theorem 1 (or equivalently,
Theorem 5) generally has dierent \non-regular" solutions, according to dierent denitions for
its solutions.
Example 9 Consider once again the DDE _x(t) = _x(t h) but with the initial conditions replaced
by those studied in Example 3, i.e., (t) = sin((=h)t);  h  t  0 and  = (0). We can then
apply Theorem 6 (but not Theorem 5). We have the same F II as in (45) with the initial state
q(0) = 0 and the initial input u1(t) =   cos((=h)t); 0  t < h, and it thus follows that
q(t) =   sin((=h)); t = kh+ ; 0   < h (k = 0; 1;    ) (47)
Theorem 6 asserts that this coincides with the continuous concatenated solution for t  0. That
is, by supplementing the initial condition, it asserts that the continuous concatenated solution
for t   h is given by
x(t) =   sin((=h)); t = kh+ ; 0   < h (k =  1; 0; 1;    ) (48)
We can indeed verify that the above x(t) is the solution that satises the requirements in Def-
inition 3. It turns out that this continuous concatenated solution actually coincides with the
pseudo concatenated solution provided in Example 3 for the same DDE under the same initial
conditions.
We have seen in the above example that, under some initial conditions, a pseudo concatenated
solution of (1) (that is not a regular solution) can possibly be a continuous concatenated solution
at the same time. Regarding such coincidence, we have the following result.
Proposition 1 Suppose that (t) is bounded and continuously dierentiable on each of the
intervals [ ih; (i 1)h) (i = 1;    ; ) and has the limits i := limt! ih 0 (t) (i = 0;    ;  1).
Let 0 :=  and i := ( ih) (i = 1;    ;  1), and dene1 i := i i (i = 0;    ;  1). Then,
the continuous concatenated solution and pseudo concatenated solution of (1) coincide with each
other if and only if
X
i=k
Kii k = 0; k = 1;    ;  (49)
Proof We rst remark that the continuous and pseudo concatenated solutions of (1) exist and
are unique under the hypotheses of this proposition (Remark 4).
(Suciency) The pseudo concatenated solution x(t) can be written as x(t) = v(t) +P
i=1Kix(t   ih). Since v(t) is right-continuous at t = 0 by denition, it is obvious from the
hypothesis on (t) that this x(t) is right-continuous at t = 0. Next, since v(t) is continuous at
t = h again by denition, the pseudo concatenated solution x(t) is continuous at t = h if the
condition (49) holds for k = 1. In a similar fashion, we can establish the continuity of the pseudo
concatenated solution x(t) at t = kh; k = 2;    ;  by the condition (49) for k = 2;    ; . Using
the continuity thus established, together with the relation x(t) = v(t)+
P
i=1Kix(t  ih) again,
we can readily establish the continuity of x(t) at t = ( + 1)h, and by repeating this procedure,
1i corresponds to the jump of the initial function x(t);  h  t  0 of the DDE (1) at its possible discontinuity points
t =  ih (i = 0;    ;    1).
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we can establish the continuity of the pseudo concatenated solution x(t) over t  0. Hence, we
can readily verify that x(t); t   h satises the requirements in Denition 3, and thus it is the
continuous concatenated solution of (1) at the same time.
(Necessity) It is easy to see from similar arguments to the above that the pseudo concatenated
solution x(t) is discontinuous at t = kh for the smallest k that fails to meet the condition (49).
It is obvious that such a discontinuous solution is not a continuous concatenated solution. 
Remark 8 It is very often the case in the literature that the initial functions for the neutral DDE
(1) are assumed to be continuously dierentiable on the interval [ h; 0]. This condition alone
is not enough to ensure the existence of a regular solution of (1) (recall Theorems 1 and 5), and
thus a denition of a solution is necessary that is more general than that of a regular solution.
Regarding the two possible denitions for such a purpose, i.e., a pseudo concatenated solution and
a continuous concatenated solution, however, their mutual distinction is not necessary under the
above usual assumption on the initial functions. This is because all the conditions in Proposition 1
are satised automatically under this assumption and thus these two types of generalized solutions
coincide with each other after all; it seems that it is because of this situation that the distinct
denitions for pseudo and continuous concatenated solutions are scarcely found in the literature.
5.4 The Retarded Case
When conned to the retarded DDE (7), we have the following two theorems corresponding to
Theorems 5 and 6, respectively.
Theorem 7 Suppose that (t) is continuous on the interval [ h; 0] and satises (19). Then,
the retarded DDE (7) has a (unique) regular solution x(t), and it coincides, over t  0, with q(t)
resulting from II with F II given by (42) and with the initial state and initial input of F II given
by q(0) =  (= (0)) and (44), respectively.
Theorem 8 Suppose that (t) is bounded and continuous on each of the intervals [ ih; (i  
1)h) (i = 1;    ; ). Then, the retarded DDE (7) has a (unique) continuous concatenated solution
x(t), and it coincides, over t  0, withq(t) resulting from II with F II given by (42) and with
the initial state and initial input of F II given by q(0) =  and (44), respectively.
5.5 Illustrative Examples for the Retarded Case
Example 10 Consider the same retarded DDE as in Example 4, i.e., _x(t) = x(t h), where we
take the same initial conditions, i.e., (t) = 1 ( h  t  0) and  = (0). The corresponding
F II is given by
_q(t) = u1(t); y1(t) = q(t) (50)
with the initial state and initial input given by q(0) = 1 and u1(t) = 1 (0  t < h), respectively.
This situation is exactly the same as that in Example 4, and hence we can conrm that we arrive
at the same conclusion as in that example.
Example 11 Consider _x(t) = x(t h) again but with the initial conditions replaced by those in
Example 5, i.e., (t) = 0 ( h  t  0) and  = 1 ( 6= (0)). Then, the hypotheses of Theorem 7
are not fullled (more precisely, (19) is not satised), but Theorem 8 may be applied instead. The
resulting II remains the same as that in Example 10, and thus coincides with I in Example 5.
Furthermore, the initial state q(0) = 1 and the initial input u1(t) = 0 ( t < h) of F II are
also the same as those for F I in Example 5. Hence, we can conrm that we arrive at the same
conclusion as in that example.
Example 12 Consider the same retarded DDE _x(t) = x(t   2h) as in Example 6, as well as
the same discontinuous initial function given by (t) = 0 ( 2h  t < h), (t) = 1 ( h  t < 0)
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; y1(t) = u2(t); y2(t) = q(t) (51)
with the initial state q(0) = 2 and the initial input u1(t) = 0 and u2(t) = 1 (0  t < h). This
situation is nothing but that in Example 4 with u1(t) and u2(t) exchanged with each other, and
hence we can conrm that we arrive at the same conclusion as in that example.
In all of the above three examples about retarded DDEs, we have seen that the results with I
and II coincide with each other. This is a natural consequence since there exists no distinction
between pseudo concatenated solutions and continuous concatenated solutions in retarded DDEs
(recall also Remark 5 about the uniqueness of solutions). It would be worthwhile to note that,
unlike in the case of neutral DDEs, these two types of concatenated solutions coincide irrespective
of the condition (49); we could interpret that this condition is always satised in retarded DDEs
because of Ki = 0 (i = 1;    ; ).
6 Conclusion
This paper rst gave the denitions for the solutions of the delay-dierential equation (DDE) (1)
under possibly discontinuous initial functions, and then studied the conversion problems of this
DDE into the representation as a time-delay feedback system. We gave two such methods, each
of which corresponds to dealing with the solution of (1) under a dierent denition, in general;
pseudo concatenated solutions and continuous concatenated solutions. Examples illustrating the
subtleties about the denitions of the solutions of (1) as well as the validity of the conversion
methods were also provided.
Roughly speaking, the most important conclusion is that the same DDE can have two dierent
types of solutions, depending on how the solutions of DDEs are dened, whereas each type of
solutions is unique once we determine which denition of the solutions we adopt from the two
alternatives. In this sense, the representation of time-delay systems (TDSs) as DDEs alone might
leave a lot of ambiguity, in general, and thus the pair of a DDE and its solution denition should
be considered. Once such a pair is given, we can have its equivalent representation as a time-
delay feedback system  (either as I or II), where the solution of  is always unique and
the distinction between the two types of concatenated solutions in the DDE representation is
absorbed into the dierences in the structure of the time-delay system  (i.e., I or II) and
its associated initial conditions. This suggests that the ability for representing TDSs is higher
in the treatment as the time-delay feedback system  than in the treatment as DDEs, which
might be contrary to the general belief. This aspect can be supported further by studying the
opposite direction of conversion (i.e., from the time-delay feedback system  into a DDE); it
turns out that such conversion is possible in a sense (i.e., if the conversion of the associated initial
conditions were left untouched), but that we can have exactly parallel results to those in this
paper only under some appropriate assumptions on the initial conditions of . The details will
be reported independently (Yamazaki and Hagiwara 2011), together with the extended results
of this paper to the case of DDEs with external inputs and outputs. Naturally, the notions of
pseudo and continuous concatenated solutions of DDEs play important roles in such studies,
too. Possible further research directions include (i) the extension of these solution notions and
the associated conversion problems to the case of time-varying and/or nonlinear TDSs, (ii) the
introduction of further dierent types of solution notions of DDEs under possibly discontinuous
initial conditions, and (iii) the study on the relevance among the dierent solution notions,
the actual behavior of practical TDSs, and their relationship to the modeling procedures of such
TDSs as DDEs. Another rather straightforward extension includes investigating, from the results
derived in this paper, how smooth the solutions can be, depending on the smoothness of the
initial functions, as well as the dierence in the smoothing eect in the retarded case and the
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neutral case. Even though such results are well known, we believe that the arguments of this
paper as a whole, in spite of its restriction to a simple class of DDEs, are also of pedagogical
value and successful in giving an almost entire picture about the theoretical subtleties on the
denitions and properties of the solutions of the DDE (1).
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Appendix A: Proofs of Theorems
Proof of Theorem 1. We have seen in Section 4.1 that a solution of the DDE (1) is expected
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to be represented as the output y1(t) of F I in I. Hence, let us accordingly dene
y1(t) = (t);  h  t < 0 (A1)
and view y1(t) to be dened not only for t  0 but for t   h in the following. It then follows
immediately from (22) that
ui(t) = y1(t  ih); 0  t < h; i = 1;    ;  (A2)
and hence by (9), we see that (15) holds also for 0  t < h (rather than only for t  h as
remarked at the stage of Section 4.1). We can see readily from this, together with the arguments
in Section 4.1, that if y1(t) is (continuous and) dierentiable for  h  t < h, then it satises
(17) (and thus coincides with the solution x(t) of (1)) for 0  t < h. Hence, the former half of
the proof is devoted to showing that y1(t) indeed satises this dierentiability condition.
It follows from (A1) that y1(t) is (continuous and) dierentiable for  h  t < 0. Hence, we
aim at showing that it is dierentiable also for  h  t < h (in fact, it will turn out that it is
continuously dierentiable there). It follows from (22) that [u1(t)T ;    ; u(t)T ]T is continuous
for 0  t < h, and thus from (8), q(t); t  0 is continuously dierentiable for 0  t < h.
Hence, by (15), y1(t) is continuously dierentiable for 0  t < h. Since y1(t) is dierentiable for
 h  t < 0, it suces to establish the following two facts to conclude that y1(t) is dierentiable
also for  h  t < h:
(i) y1(t) is continuous at t = 0.
(ii) The left and right derivatives of y1(t) exist at t = 0, and they coincide with each other.
Since (t) is continuous, it follows from (A1) that the condition (i) is equivalent to the condition
y1(0) = (0). We see that this is indeed satised if we note from (9) and (22) that y1(0) =
q(0)+
P
i=1Di( ih); since Di = Ki by (18), it follows from (19) and (21) that y1(0) =  = (0).
We next consider the condition (ii). Since y1(t) = (t);  h  t  0 under (i), it follows from
the continuous dierentiability of (t) over  h  t  0 that the left-derivative of y1(t) exists
at t = 0 and coincides with that of (t) at = 0, denoted by _( 0):
_y1( 0) = _( 0) (A3)
On the other hand, by (16)1, the right-derivative of y1(t) at t = 0 is given by









To eliminate q from this condition, we introduce a dierent expression for the left hand side; it
can be represented as









1Recall that the present proof aims at validating, for t  0, the dierentiation of (15) to arrive at (16). Hence, it is obviously
inappropriate to use (16) directly here. Nonetheless, however, it has been established in the above that (15) is validated for
0  t < h, and the left hand side and the second term on the right hand side are continuously dierentiable for 0  t < h.
Hence, the resulting (A4) can be validated by taking the right-derivative at t = 0.
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and substituting it into (A6), we have




The condition (A5) can be rewritten by replacing its left hand side with the right hand side of
(A8), but this rearranged condition indeed holds by (20) because of (18).
Summarizing the above arguments, we have established the former half of the proof as desired:
if (t) that is continuously dierentiable for  h  t  0 satises the condition (20) (i.e., if
y1(t) = (t);  h  t  0 satises the DDE (1) at t = 0)then y1(t) resulting from I under the
initial conditions (21) and (22) is (continuous and) continuously dierentiable for  h  t < h
(and thus in particular for  ( 1)h  t < h). Hence by the arguments of Section 4.1, this y1(t)
satises (1) over  (   1)h  t < h. The last consequence implies that
(a) The condition corresponding to (20) with the time advanced by h also holds.
(To validate rigorously this argument about the time advance by h, we must notice and then
resolve the problem that y1(t) in the foregoing arguments is dened only on  h  t < h and
thus y1(h) has not been dened; this leads to a further obstacle in dening the left-derivative
of y1(t) at t = h. However, limt!h 0 y1(t) does exist and thus y1(h) can be dened through
continuity; then the left-derivative _y1(h   0) also becomes well-dened, which in fact coincides
with limt!h 0 _y1(t).) On the other hand,
(b) The condition corresponding to (19) with the time advanced by h holds automatically provided
that x(h) is dened through continuity1 as required by the property of a regular solution by
denition.
In addition, we see from (9), (10) and (A2) that the relation corresponding to (A2) holds with
the time advanced by h, i.e.,
(c) ui(t) = y1(t   ih); h  t < 2h; i = 1;    ;  holds; this implies that the input of F I over
h  t < 2h is given by the relation corresponding to (22) with the time advanced by h,
and also implies ui(h) = y1( (i   1)h) = ( (i   1)h); i = 1;    ; . Hence, (9) evaluated at










where we used y1(h) = x(h) by continuity. This implies that
(d) The state of F I at t = h satises the condition corresponding to (21) with the time advanced
by h.
From the facts (a){(d) shown above regarding the time advance by h, we can repeat the
arguments by regarding t = h as the initial time instant; this immediately leads to that y1(t) is
(continuous and) continuously dierentiable and coincides with the regular solution x(t) of the
DDE (1) over t   h. This completes the proof. Q.E.D.
1Since y1(t) = x(t) is continuous for  h  t < h, the existence of limt!h 0 y1(t) mentioned above ensures that of
limt!h 0 x(t). That is, we dene x(h) = y1(h).
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Proof of Theorem 2. The proof is based on the modied form (6) of the neutral DDE (1).
We rst note that solving the second equation of the modied DDE (6) for x(t) and substituting
it into the rst equation of (6) lead to
d
dt




where we have used Li + JKi = Bi. For 0  t < h, (A11) can be rewritten as
d
dt




and comparing this with (8) leads to v(t) = q(t) (0  t < h) if we note (22); this is because
v(0) = q(0) by (2), (3) and (21), and also A = J . This in particular implies that v(t) (and thus
also x(t)) is continuously dierentiable for 0  t < h by the assumption on (t).
Regarding I, on the other hand, it follows by applying similar arguments to those at the
beginning of the proof of Theorem 1 that (15) holds for 0  t < h under the initial input (22).
Since x(t  ih) = y1(t  ih) (i = 1;    ; ) for 0  t < h, it follows by the comparison of (15) with
the second equation of (6) that v(t) = q(t) (0  t < h) obviously implies y1(t) = x(t) (0  t < h).
Also, as long as we consider continuous q(t) for I and continuous v(t) for the DDE (6) (as
is indeed the case with the denition of a pseudo concatenated solution and this theorem),










This implies that the \initial value" of q that we view by advancing the time by h is given by the
relation corresponding to (21) with the time advanced by h. In addition, we can readily see from
(9), (10) and (A2) that the \initial input" (under the time advance by h) of F I for h  t < 2h
is given by the relation corresponding to (22) with the time advanced by h. These two facts
about the time advance by h enable us to repeat the arguments, which immediately leads to the
completion of the proof. Q.E.D.
Proof of Theorem 3. We rst note that y1(t) = q(t); t  0 from (9) sinceDi = 0; i = 1;    ; 
by (18). Hence, when we dene y1(t);  h  t < 0 by (A1), it follows from (8) and (22) that




for0  t < h. Since y1(0) = q(0) =  by the hypothesis, y1(t) = q(t) resulting from I coincides
with the regular solution x(t) =: x0(t) of (7) for 0  t < h. This y1(t) is continuous at t = 0, while
y1(t) = (t) is also continuous at t =  ih (i = 1;    ;   1). Hence, if we note (10), we see from
(8) that q(t) (= y1(t)) resulting from I is dierentiable at t = h. Since this in particular implies
1The boundedness assumption on (t) ensures the existence of the limit for t! h 0 as to the solution q(t) of the dierential
equation (8), and v(h) is dened as the value of the limit.
2(A13) can be regarded as the equation that denes the value of x(h) for the pseudo concatenated solution of the DDE (6),
from the value that has already been determined for v(h).
September 30, 2011 14:38 International Journal of Control DDEconv-nal
20 REFERENCES
that y1(t) is continuous at t = h, we have (i) q(h) = y1(h) = limt!h 0 y1(t) = limt!h 0 x(t).
Also, it is easy to see that (ii) the input of I for h  t < 2h is given by
ui(t) =

y1(t  h) (i = 1)
(t  ih) (i = 2;    ; ) (A16)
which corresponds to the input given by (22) with the time advanced by h. It follows from
(i) and (ii) that we can repeat the above arguments by advancing the time by h, and we can
conclude that y1(t) = q(t) resulting from I for h  t < 2h coincides with the regular solution
x(t) =: x1(t) of (7) with t = h and x(h) := limt!h 0 x(t) viewed as the initial time and initial
state, respectively. Recalling that y1(t) is dierentiable at t = h, we see that the function obtained
by concatenating x0(t); 0  t < h and x1(t); h  t < 2h is (continuous and) dierentiable at
t = h. This implies that x1(t) is indeed the regular solution of (7) with t = 0 viewed as the
initial time, or equivalently, q(t) is the regular solution of (7) for 0  t < 2h. Repeating these
arguments leads to the assertion of the theorem. Q.E.D.
Proof of Theorem 4. In the proof of Theorem 3, the arguments for showing the dierentia-
bility of x(t) at t = kh become irrelevant. Hence, the proof proceeds with a weaker hypothesis
on (t) as long as the existence of limt!h 0 q(t) can be ensured. This is indeed the case under
the hypothesis of the theorem, and thus the assertion of the theorem follows. Q.E.D.
