Circadian rhythmicity, the 24-hour cycle responsive to light and dark, is 17 determined by periodic oscillations in gene transcription. This phenomenon 18 has broad ramifications in physiologic function. Recent work has disclosed 19 more cycles in gene transcription, and to the uncovering of these we apply 20 a novel signal processing methodology known as the pencil method and 21 compare it to conventional parametric, nonparametric, and statistical 22 methods. Methods: In order to assess periodicity of gene expression over 23 time, we analyzed a database derived from livers of mice entrained to a 24 12-hour light/12-hour dark cycle. We also analyzed artificially generated 25 signals to identify differences between the pencil decomposition and other 26 alternative methods. Results: The pencil decomposition revealed 27 hitherto-unsuspected oscillations in gene transcription with 12-hour 28 periodicity. The pencil method was robust in detecting the 24-hour 29 circadian cycle that was known to exist, as well as confirming the existence 30 of shorter-period oscillations. A key consequence of this approach is that 31 orthogonality of the different oscillatory components can be demonstrated. 32 thus indicating a biological independence of these oscillations, that has 33 been subsequently confirmed empirically by knocking out the gene 34 responsible for the 24-hour clock. Conclusion: System identification 35 techniques can be applied to biological systems and can uncover important 36 PLOS 1/22 characteristics that may elude visual inspection of the data. Significance: 37 The pencil method provides new insights on the essence of gene expression 38 and discloses a wide variety of oscillations in addition to the well-studied 39 circadian pattern. This insight opens the door to the study of novel 40 mechanisms by which oscillatory gene expression signals exert their 41 regulatory effect on cells to influence human diseases. 42 44 48 cytoplasm of the cell. Circadian rhythm, the 24-hour cycle that governs 49 many functions of the cell, is the result of a complex interaction of 50 transcriptional and translational processes. The importance of circadian 51 rhythm to physiologic processes has been underscored in 2017 by the 52 awarding of the Nobel Prize in Physiology or Medicine to the investigators 53 who described the molecular mechanisms controlling it. However, in 54 addition to the circadian oscillation driven by light and dark, other 55 so-called infradian and ultradian rhythms have clear biologic import. 56 Blood pressure, some circulating hormones, and some physiological 57 functions appear to have 12-hour periodicity whereas other processes such 58 as the menstrual cycle more closely follow a lunar cycle. 59
Introduction 45
Gene transcription is the process by which the genetic code residing in 46 DNA is transferred to RNA in the nucleus as the inauguration of protein 47 synthesis. The latter process is called translation and occurs in the protein responses (UPR), a measure of cell stress. In addition, one set of 77 measurements of RER (respiratory exchange ratio) from wild-type mice 78 (generated by us) was also performed. We constructed linear, discrete-time, 79 time-invariant models of low order, driven by initial conditions, which 80 approximately fit the data and thus reveal the fundamental oscillations 81 present in each data set. In addition to the 24-hour (circadian) cycle 82 known to be present, other fundamental oscillations have been revealed 83 using our approach. 84 Methods 85 We searched for 12-hour oscillations in several biological systems. Systems 86 were chosen that represented not only gene transcription but also 87 phenotype; they represent the way in which these biological systems are 88 expressed in the whole organism. The reasoning was that if the 12-hour 89 oscillation in transcription was biologically significant, it would be 90 represented in some measurable function of the cell. 91 Initially, we analyzed a set of transcription data [2] that was collected in 92 mouse liver obtained from animals in constant darkness after being 93 entrained in a 12-hour light/12-hour dark environment. Mice were 94 sacrificed at 1-hour intervals for 48 hours, thus providing enough data 95 points to analyze the signal. The dataset thus obtained contains RNA 96 values for all coding genes. The RNA data were generated using a 97 standard microarray methodology. In addition, RER (respiratory exchange 98 ratio) measurements in mice were also measured and analyzed. The 99 novelty in our analysis consists in using the so-called matrix-pencil 100 method [3] . This is a data-driven system-identification method. It 101 constructs dynamical systems based on time-series data and finds the 102 dominant oscillations present in the ultradian or infradian rhythms. Our 103 purpose here is to compare this method with other established strategies 104 for spectral estimation, including both parametric spectrum estimation seek k pairs of complex numbers α i , β i , i = 1, 2, · · · , k, such that 116 y(t) = y * (t) + w(t), where y * (t) =
is the noiseless part of the signal and w(t) is the noise. The requirement 117 is: y(m) ≈ y m , m = 1, 2, · · · , N . Existing approaches to address this 
with initial condition
124
• Third model: AR (Auto Regressive) representation. The above 125 model can also be expressed as an AR model driven by an initial condition. 126 As above we let y(t) = y * (t) + w(t), (where y * (t) is the noiseless term and 127 w(t) the noise). It follows that (1) can be rewritten as:
with initial conditions y * ( ), = 0, 1, · · · , k − 1.
129
Goal. Discover the fundamental oscillations inherent in the gene data, 130 using these models and reduced versions thereof.
131
Processing of the data with the pencil method 132
The data y 1 , y 2 , · · · , y N , are used to form the Hankel matrix:
where for simplicity it is assumed that N = 2k. 
• Choose the dimension r of the reduced system (e.g r = 3, r = 5, r = 7 etc.). Then X = u 2 (1 : k,1 : r), Y = v 1 (1 : k,1 : r), are used to project the raw system to the subdominant system of order r:
The associated reduced model of size r is then:
Assuming (as is usually the case) that E r is invertible, the approximated data can be expressed as:
Estimating r. Important byproducts of the pencil method are the 141 singular values s 1 and s 2 mentioned above. The accuracy of the 142 approximation is determined by the first neglected singular singular value 143 σ r+1 , as the resulting approximation error is proportional to this singular 144 value. This implies the following rule.
145
Rule: choose r so that σr σ 1 < , where is a tolerance which depends on 146 the data at hand. For instance = 0.01, implies roughly speaking that 147 data contributing less than 1% to the overall result are discarded. In this 148 regard the following remark is in order. The data considered in this paper 149 are rather short-duration and therefore in many cases we have not 150 truncated the data. 
, v r ] are the eigenvectors, Λ r = diag[λ 1 , · · · , λ r ] are the eigenvalues of the reduced system (poles of H r (z)), and [v 1 ; · · · ;v r ] are the rows of V −1 r . The approximate data can be expressed as:
, is the complex amplitude of the i th , oscillation; 155 expressing this in polar form P i = α i e jθ i , α i is the real amplitude and θ i 156 the phase. Finally, if we express the eigenvalues as λ i = e σ i +jω i , σ i is the 157 decay (growth) rate, and ω i the frequency, of the i th oscillation.
158
Poles and oscillations. Often in (digital) system theory, the quantity 159 λ i ∈ C is referred to as pole of the associated system. Oscillatory signals 160 result when σ i = 0, which it turn implies that the magnitude of the pole λ i 161 is equal to one: | λ i |= 1, and the period of oscillation is T i = 2π ω i .
162
For instance a signal with λ i = 1, represents a constant (step), while 163 signals with λ i = e j π 12 , λ i = e j π 6 (which are both on the unit circle with Angle between signals and orthogonality. In the sequel we will make use of angles between signals. Here we briefly define these concepts. Given discrete-time finite duration signals (vectors)
their inner product is defined as
where ( · ) * denotes complex conjugation and transposition; the angle 167 between these signals is defined as
where · denotes the Euclidean 2-norm. Orthogonality means that 169 the angle between the two signals is π 2 , or equivalently that their inner 170 product is zero; this is sometimes denoted by a ⊥ b. In the sequel we also 171 make use of the symbol ⊥ ∼ to indicate approximate orthogonality, i.e. an 172 angle between signals close to π 2 radians or 90 o degrees.
173
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Other methods
174
To complete the picture, we briefly list other methods which can be used 175 to analyze the gene data.
176
MUSIC 177
The MUSIC algorithm [7], [8], is a parametric spectral estimation method 178 based on eigenvalue analysis of a correlation matrix. It uses the 179 orthogonality of the signal subspace and the noise subspace to estimate the 180 frequency of each oscillation. It assumes that a set of data can be modeled 181
Vandermonde matrix, K is the number of dominant frequencies, and
M is the number of columns in the Hankel matrix. We can see that the rank of matrix ΓΛ 2 Γ H equals K where the nonzero eigenvalues are {λ m } K m=1 . Then the sorted eigenvalues of the autocorrelation matrix R xx can be expressed as λ n = λ n + σ 2 n , n ≤ K, and σ 2 n , K < n ≤ N. It follows that the noise subspace contains the eigenvectors of the autocorrelation matrix R xx corresponding to the N − K smallest eigenvalues. Then 
The MUSIC algorithm can only provide the frequency information of relying on rotational transformation. As in MUSIC:
201
Γ i,j = z i−1 j , j = 1, · · · , K, i = 1, · · · , N , where z j are the poles. We can 202 construct Γ 1 = Γ(1 : N − 1, :), and Γ 2 = Γ(2 : N, :). The relationship 203 between these two quantities is
,, is the phase shift matrix that represents a 205 rotation. Now we construct a similar structure applying on signal subspace 206 S that contains the eigenvectors of the autocorrelation matrix R xx 207 corresponding to the K largest eigenvalues. Let
Note that the relationship between S 1 and S 2 is
and S have the same column space (see [7, 8] ), we have that
where T is an invertible subspace rotation matrix. So we have 211 Ψ = T −1 ΦT. Therefore the poles are the eigenvalues of Ψ. Finally least 212
The eigenvalues of Ψ, are the 213 poles z i = e jω i +σ i . Thus ESPRIT can estimate both the frequency and the 214 decay (growth) rate of the oscillations. However, as with MUSIC, we need 215 to use LS to obtain the amplitude of each oscillation. Savizky-Golay algorithm to smooth the data. This low-pass filter removes 252 the pseudo-peaks in the spectrum.
253
Finding the period. ARSER uses an autoregressive model to get the period 254 of the oscillation. Given a pre-processed dataset {y t } N t=1 with period 255 interval ∆.
where t is white noise, α i are AR coefficients, n is the order of model (we 257 choose n =length-of-data/∆). To calculate the coefficients, ARSER uses 258 the Yule-Walker method, maximum likelihood estimation and the Burg 259 algorithm. After AR modeling, ARSER can calculate the spectrum: 260 s(ω) = σ 2 / 1 + n k=1 α k exp −iωk 2 , where σ 2 is the variance of white noise. ARSER finds the peaks in time 261 window t ∈ [20, 28] as the periods {T i } the oscillation (the optimal periods 262 are determined by Akaike's information criterion).
263
Harmonic Regression. Now we can express the pre-processed data as:
where β i1 and β i2 are the amplitudes. ARSER calculates those amplitude 265 through linear regression. 
.
Then we can calculate the p value using the F-distribution p = 270 P (F, r − 1, N − r), where P (·) is the probability function used to calculate 271 the p value based on F -distribution.
272
JTK CYCLE and RAIN
273
JTK CYCLE and RAIN use statistical method to detect the trend in data. 274 The former can find the increasing or decreasing trend in data and RAIN 275 is a development of JTK CYCLE which can combine these two.
276
A periodic waveform should start from the trough and increase to the 277 peak following a decreasing part to a new trough. Because our data is 278 sampling from the waveform, we can regard every time sampling data point 279 as a variable. Thus we can get n variables {F i } n i=1 for the waveform such 280 that T = n∆ (T is the period of the waveform, ∆ is the time interval of 281 sampling point). We assume the variances of those variables are the same. 282 And they have the same mean value only when the data only have noise 283 without periodic oscillation. So the null and the alternative hypotheses are 284 H 0 :
The alternative hypotheses for RAIN is 285
Calculating the statistical coefficient of trend. Every variable F i , 286 corresponds to a sampling dataset {X ij } m i j=1 , where m i is the number of 287 sampling data point of the i th variable ( n c=1 m c = N ). Let 288 q i k ,j l = 1, if X ik ≤ X jl , and 0 otherwise, and U ij = m i k=1 m j l=1 q i k ,j l , 289 which is the Mann-Whitney U-statistic for comparison of two variables.
290
For JTK CYCLE, the statistical coefficient of trend is
For RAIN, the statistical coefficient of trend is Furthermore the distribution f (i) is computed, using a generating function 298 G(z) = smax i=0 z i f (i). For JTK CYCLE and RAIN we have respectively: 299
. 300 PLOS 10/22 In this section we test the performance of different methods using 305 artificially generated signals. For the continuous wavelet transform, we 306 chose the complex morlet wavelet because it allows changes to the 307 resolution in frequency and time domain. For simulation data, we assume 308 the data has the form 309 y(n) = n i=1 f i (n) + w(n), where w is white noise with zero mean and variance σ 2 and f i is the i th 310 oscillation, where:
where A i is the amplitude, σ i is the decay (growth) rate, θ i is the phase 312 and T i is the period. At first we assume that the samples are collected in 313 unit time intervals. The parameters are defined in the table below; the first 314 oscillation is almost constant with small decay; the other three oscillations 315 have a period of approximately 24-12-and 8-hours (see Table 1 ).
317
The experiment has the following parts. First, the sensitivity to noise is 318 investigated. Here, the variance of noise is changed and the performance of 319 each of the different methods is examined. Second, the impact of the 320 length of the data is investigated. Finally, the frequency of data collection 321 (can be referred to as sampling frequency) will be examined.
322
Recall that the Nyquist sampling theorem provides the lower bound for the 323 sampling frequency in order to prevent aliasing. This can be used to 324 determine appropriate sampling frequencies for continuous-time signals. To test the sensitivity of these various methods to noise, we set the respectively. This figure shows that the pencil and ESPRIT methods yield 332 a perfect fit in all situations. The MUSIC algorithm gives a good fit only 333 for small amounts of noise. In Table 2 , we display the poles obtained by 334 using each method. Fig. 2 , the heat map of the wavelet transform is shown. It follows that 337 yellow region is such that we cannot distinguish two oscillations with close 338 periods. We can recognize 12h and 8h oscillations when the noise is weak. 339 However when the noise is strong (σ = 0.3), only the strongest oscillation 340 can be determined. The edge effect is obvious and there are ghost lines e.g. 341 around 15h, that may lead to false estimation.
325
342
From these considerations, we conclude that the pencil and ESPRIT 343 methods are robust to noise. This is not the case for MUSIC and CWT. 344 PLOS 12/22 
Impact of data length 345
The left-hand side plot of the Fig. 3 shows fit curves using different indicates the original poles of the simulation data, blue, green and magenta 354 are the estimated poles using the pencil, ESPRIT and MUSIC algorithm, 355 respectively. For more accuracy, the poles are also listed in Table 3 .
357
Rate of data collection (sampling frequency) 358 To investigate the impact of sampling of the underlying continuous-time 359 signal, we generate artificial data with L = 50. Then we apply all methods 360 to the original dataset, the half-data set (time collection interval I = 2) 361 and third-data set (that is 1, 4, 7, 10 · · · with time collection interval 362 I = 3). In Fig. 4 , the left-hand side plot below shows heat maps (Y-axis is 363 frequency domain, X-axis is time domain) of simulation data (noise factor. In contrast, the data length is a crucial factor for all methods.
370
Experimental Results: the pencil method applied to 371 gene data 372 In this section we analyze a small part of the measured data in order to 373 validata some of the aspects of the pencil method and its comparison with 374 the other methods.
375
Batch consisting of 171 measurements every 40min 376 The results in this case are summarized in Table 4 and Fig. 5 . Table 5 ). Table 6 shows the error and 383 the angles. We analyze the relationship among the decomposed oscillations, by 386 calculating the angle among these oscillations for 10 different genes. We 387 PLOS 14/22 From the above tables, we can see that the angle between oscillations is around 90 • in most situations. So oscillations are nearly orthogonal:
It has actually been shown in [13] that these oscillations are independent 391 of each other.
392
Batch consisting of various measurements using mice -38 min 393 intervals (see Table 8 and Table 9 ). Table 10 shows the estimated periods using different part of the data. It 403 follows that the estimation of periods is consistent using AD, FHD, SHD. 404 provides an almost orthogonal decomposition of a discrete-time signal. The 429 question arises therefore as to whether the same or improved results can be 430 
Figure 8
Comparison between pencil and LS poles 6. Comparison of different methods (see Table 14 ).
444
Final result 445 We considered a dataset consisting of 18484 genes; transcription is 446 analyzed using the pencil method [3], the ESPRIT method, Prony's 447 method and the three statistical methods. The distribution of the poles 448 follow; recall that the poles of ideal oscillations have magnitude equal to 1. 449
Figure 9
Results of analysis of 18484 genes using various methods Furthermore the DFT and wavelet methods are also not competitive.
450
The above distributions show that the pencil method has uncovered real 451 oscillations, since the mean of the magnitude of all poles is 1.0058 and the 452 standard deviation is 0.0010. The ESPRIT method follows in terms of 453 discovering oscillations, while the Prony or LS (least squares) method and 454 PLOS 20/22 the three statistical methods give weak results. As explained above the 455 main drawback of the ESPRIT method is that it has nothing to say about 456 the orthogonality of the oscillations, which proves to be a key outcome of 457 the pencil method.
458
Concluding remarks and outlook 459 The matrix pencil method allows the consistent determination of the 460 dominant reduced-order models, thus revealing the fundamental 461 oscillations present in the data. The essence of the matrix pencil method is 462 that it provides a continuous-time tool for treating a discrete-time 463 (sampled-data) problem. The DFT, in contrast, is only a discrete-time tool 464 for treating a discrete-time problem; hence its failure in this setting.
465
A key consequence of the matrix-pencil approach is the demonstration 466 of orthogonality of the different oscillatory components, in particular the 467 24-hour and the 12-hour cycles. This points to an independence of these 468 oscillations. This assertion has been subsequently confirmed in the 
