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Let K be a class of graphs. A pair (F ,U ) is a ﬁnite duality in K
if U ∈ K, F is a ﬁnite set of graphs, and for any graph G in K
we have G  U if and only if F  G for all F ∈ F , where “” is
the homomorphism order. We also say U is a dual graph in K. We
prove that the class of planar graphs has no ﬁnite dualities except
for two trivial cases. We also prove that the class of toroidal graphs
has no 5-colorable dual graphs except for two trivial cases. In a
sharp contrast, for a higher genus orientable surface S we show
that Thomassen’s result (Thomassen, 1997 [17]) implies that the
class, G(S), of all graphs embeddable in S has a number of ﬁnite
dualities. Equivalently, our ﬁrst result shows that for every planar
core graph H except K1 and K4, there are inﬁnitely many minimal
planar obstructions for H-coloring (Hell and Nešetrˇil, 1990 [4]),
whereas our later result gives a converse of Thomassen’s theorem
(Thomassen, 1997 [17]) for 5-colorable graphs on the torus.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
Finite dualities [3,10] relate descriptive complexity of constrained satisfaction problems (CSP or
H-coloring problem [4]) to properties of the induced homomorphism quasi-order. This appears as an
interesting question in the context of various areas of mathematics, such as graph theory, logic and
algorithms. The existence of a non-trivial ﬁnite duality (F , H) in a class of graphs K implies the
existence of a polynomial time algorithm for the H-coloring problem (abbreviated by H-COL) in K,
because one can always use the ﬁnite list F of graphs as witness to decide whether or not an input
graph G ∈ K is homomorphic to H for any G ∈ K. There is a well-known dichotomy theorem, [4], of
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Hell and Nešetrˇil. In [4], it is proved that if we do not restrict the input graph G under question, then
H-COL is polynomial time solvable if H is bipartite, as mapping to H is equivalent to 2-coloring and
therefore easy, and it is NP-complete otherwise. See [16] for a simpler proof of the theorem. Thus,
H-COL is NP-complete for every non-bipartite graph H . Naturally, ﬁnite dualities also are interesting
when H is non-bipartite. Despite the fact that NP-complete problems are believed to be intractable,
when we restrict our input graphs to be from a ﬁxed class of graphs K, then ﬁnite dualities in K
guarantee that H-COL is eﬃciently solvable in K.
We present this paper in light of the growing interest in ﬁnite dualities and show that certain
classes of graphs have dualities while some others, such as the set of planar graphs have none. In this
paper, we focus on classes of graphs characterized by embeddability on a ﬁxed surface.
We assume a graph G = (V , E) is a pair, where V is a ﬁnite set of vertices and E ⊆ V × V is a set
edges (unordered pairs). We assume graphs are simple (with no loops and no multiple edges).
We give a precise deﬁnition of ﬁnite dualities as follows: Let G,G ′ be graphs. A homomorphism
from G to G ′ is a mapping f : V (G) → V (G ′) that preserves adjacency. That is, if uv ∈ E(G), then
f (u) f (v) ∈ E(G ′). We write G  G ′ if there is a homomorphism from G to G ′ . Let K be a class of
graphs. Then, a pair (F ,U ), is a ﬁnite duality in K if U ∈ K and F is a ﬁnite set of graphs, such that
for all G ∈ K one and only one of the following holds:
• G  U , or
• F  G for some F ∈ F .
We also say (F ,U ) is a dual-pair in K and when specifying the ﬁnite set F is not necessary, we say
U is a dual graph in K. A ﬁnite duality is trivial if F = ∅ or E(U ) = ∅, and is non-trivial, otherwise.
(A schematic description of these concepts is given in Fig. 1.)
Note that if f : V (G) → V (G ′) is a bijective homomorphism and f −1 is a homomorphism, then G
and G ′ are isomorphic, and we write G ∼= G ′. If f is only injective, then G is isomorphic to a subgraph
of G ′. We write G ⊆ G ′, if G is isomorphic to a subgraph of G ′. Thus, G ⊆ G ′ implies G  G ′. If G  G ′ ,
then we say that G ′ is G-free.
A widely studied notion in graph theory is the notion of a k-color-critical graph: A graph G is
k-color-critical if G is not (k − 1)-colorable but every proper subgraph of G is (k − 1)-colorable. What
we call ‘H-critical’ graph generalizes the concept of color-critical graphs as follows: For any graph H ,
a graph G is called H-critical if G is not homomorphic to H, but every proper subgraph of G is
homomorphic to H . Thus, k-color-critical graphs are exactly the K(k−1)-critical graphs.
A class of graphs is said to be hereditary if it is closed under taking subgraphs. An easy obser-
vation (Proposition 5) shows that the existence a dual-pair (F ,U ) in a hereditary class K of graphs
is equivalent to the non-existence of inﬁnitely many U -critical graphs in K. In Corollary 6 we offer
some simple and nice examples to clarify this idea.
The notation G < G ′ means G  G ′  G , whereas G ∼ G ′ means G  G ′  G . If G ∼ G ′ , we say G
and G ′ are hom-equivalent. If G  G ′  G , we say G and G ′ are incomparable. If S = G1,G2, . . . is a
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G ∼ H (smallest in the sense that, G  K for any proper subgraph K of H) is called the core of G . For
ﬁnite graphs, the core is uniquely determined up to an isomorphism. It can also be seen that H is an
induced subgraph of G . See [3] for introduction to graphs and their homomorphisms.
Suppose H is a graph and U ⊆ H . Then, a retraction f from H to U is a homomorphism from H
to U such that f restricted to the copy of U in H is the identity. In particular, if U is a core, then
the restriction of every homomorphism f : H → H to a copy of U is an automorphism of U . Hence,
if U is a core, U ⊆ H , and f : H → U is a homomorphism, then we shall often assume, without loss
of generality, that f is a retraction to U .
Suppose that U and U ′ are in a class of graphs K and U ∼ U ′ . Then it is easy to see that (F ,U )
is a dual-pair in K if and only if (F ,U ′) is as well. This is of particular interest when U ′ is the core
of U .
We say a graph G is a minor of G ′ , written G  G ′ , if G can be obtained from G ′ by deleting and
contracting edges of G ′ . A class of graphs that is closed under the minor relation is called a minor
closed class. The well-known deep theorem of Robertson and Seymour [15] conﬁrms that under the
minor relation  we have no inﬁnite anti-chain of ﬁnite graphs. However, for the homomorphism
relation , we have inﬁnite anti-chains: In fact, it has been shown [5] that even simple classes such
as the class of all directed paths, or for the undirected case, a proper subclass of K4-minor-free graphs
[6] (series-parallel graphs) can be used to represent any countable partial order. It is interesting to
consider problems relating the minor and homomorphism relations on graphs. One such problem is
ﬁnite duality in minor closed classes.
Let (F ,U ) be a dual-pair in a class K. In our deﬁnition of duality, we have not assumed that
F ⊆ K. For each F ∈ F the number of distinct homomorphic images of F in K is ﬁnite, since F
is a ﬁnite graph. Hence, if the class K is hereditary, we could replace F by a ﬁnite number of its
images from K. On the other hand, if F maps to no graph in K then we might as well delete F from
F . Therefore, if K is hereditary, then K contains these images (subgraphs) as elements of K and so
without loss of generality, we assume that F ⊆ K.
It should be explicitly mentioned that our concept of dualities in a class K is different from the
concept of ‘restricted dualities’ as deﬁned in [12]: the dual graph U is supposed to be in the class K,
whereas for the restricted dualities we accept arbitrary U . In this weaker sense, there are many more
dualities. For example, it has been proved in [12] that the class of all planar graphs has all restricted
dualities (any ﬁnite set F of connected graphs has a dual).
A natural question is which classes of undirected graphs have duality. Of course some dualities
exist for most classes of graphs. For example, every non-empty hereditary class of graphs has a dual-
pair ({K2}, K1). Another example is if the class K contains a maximum U , then (∅,U ) is a dual-pair.
These dualities are of course trivial.
Remark. It is interesting to note that it may well happen that every minor closed class contains a
maximum graph in the homomorphism order. In fact this question is equivalent to Hadwiger Conjec-
ture as shown independently in [8] and [11]. See also [3]. Thus, the mere question of which trivial
dualities hold in a proper minor closed class is highly non-trivial.
If a class K is totally ordered by homomorphism, then clearly it has many dualities: suppose
the elements of K can be listed as {G1 < G2 < · · ·} or as {G1 > G2 > · · ·}, and so ({Gi+1},Gi) or
({Gi},Gi+1) respectively, is a dual-pair. Note, however, that in this case one of the parts of the bi-
partition of the class is ﬁnite. The set of odd cycles is an obvious example. A bit more non-trivial
example, but which turns out to be totally ordered, can be found in [13]. In [9], it was asked if minor
closed classes with non-trivial dualities can be characterized. Our paper is motivated by this problem.
The following are the main results of this paper:
Theorem 1. The class of planar graphs has no non-trivial dualities. In other words, for every planar graph H,
there are only ﬁnitelymanyminimal planar obstructions for H-coloring if and only if H ∼ Kk,where k ∈ {1,4}.
Let G(S) denote the class of all graphs embeddable in a surface S.
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Then, for each k, 2 k N, Kk is a dual graph in G(S) if and only if 5 k N.
Theorem 3. Let U be a 5-colorable toroidal graph, and let S be a ﬁxed orientable surface of genus at least 2.
Then, (F ,U ) is a non-trivial dual-pair in G(S) if and only if the core of U is K5 or K1 . In other words, for every
5-colorable toroidal graph U , and every orientable surface S of genus at least 2, there exist only ﬁnitely many
minimal obstructions on S, for U-coloring if and only if U ∼ Kk, where k ∈ {1,5}.
The next proposition shows that Theorem 3 cannot be extended for k-colorable graphs when k 7.
In other words, if k  7, then we can ﬁnd a core graph U  Kk , which is a dual graph. Thus, leaving
only the case k = 6 open.
Proposition 4. For each integer k  7, there exists a k-chromatic, Kk-free core graph U , which is a dual in
G(S) for every ﬁxed surface S where U is embeddable.
In the next section we introduce our method of proof, which is independent of any topology. In
Sections 3 and 4 we prove Theorems 1–3 and Proposition 4. In the last section we offer some open
problems.
2. Basic tools of proof
In this section we assume no topological properties on graphs. Rather, we give a proposition and
a lemma that can be used for any hereditary class of graphs. We start with the following observation,
which is used throughout this paper:
Proposition 5. Let K be a hereditary class of graphs and let H ∈ K. Then H is a dual graph in K if and only if
the number of H-critical graphs in K is ﬁnite.
Proof. Suppose there are only ﬁnitely many H-critical graphs {F1, F2, . . . , Ft} = F in K. If G ∈ K and
G  H, then some H-critical graph F is a subgraph of G. Since K is hereditary, we have F ∈ K, and
so F = Fi, for some i,1  i  t. Note that F ⊆ G implies F  G. On the other hand, if G  H, then
by transitivity of homomorphism, we have F j  G, for all j,1  j  t. It follows that (F , H) is a
dual-pair in K.
Conversely, assume that K has a dual-pair (F , H) for some ﬁnite set F . By deﬁnition, for every
graph F ∈ F we have F  H . Suppose, for a contradiction, that {Hi}∞i=1 is an inﬁnite sequence of
distinct H-critical graphs in K. As Hi  H, for all i, we deduce that there exists f i : F → Hi for some
F ∈ F and for inﬁnitely many Hi . For some large i, we know that f i(F ) is a proper subgraph of Hi,
since | f i(F )| is bounded by a constant |F | for all i whereas {|Hi|}∞i=1 is an unbounded sequence. As
Hi is H-critical, we have F  f i(F ) H, a contradiction. 
For an integer n  3, an n-cycle, Cn , is a connected 2-regular graph with n vertices. For n  0, an
n-path is a graph obtained by deleting two adjacent vertices in an (n + 3)-cycle.
For n  3, an n-wheel, Wn = Cn + v, is a graph we obtain by joining a vertex v to every vertex
of Cn . Then, v is called the hub of Wn . The other n vertices of Wn are called the rims of v. An edge
rr′, where r and r′ are rims is called a rim-edge. An edge vr where r is a rim is called a spoke. An
odd-wheel is an n-wheel, where n is odd. The following is a corollary of Proposition 5.
Corollary 6. Let K be any hereditary class of 4-colorable graphs containing the odd-wheels. If (F ,U ) is a
non-trivial dual-pair of K, then U is not a clique.
Proof. Suppose U = Kk. By non-triviality, either k = 2 or k = 3. The odd cycles {C2i+1}∞i=1 form a K2-
critical sequence and the set of odd-wheels {W2i+1}∞i=1 form a K3-critical sequence in K and hence
refute these possibilities, respectively. 
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write Wn(u), to emphasize the hub u and its number of rims in U (when the number of rims is
irrelevant, we write W (u) instead of Wn(u)). It is easy to see that every homomorphism preserves
odd-wheels:
Fact 7. Let G be a graph. Suppose f : W2i+1(v) → G, i  1, is a homomorphism. Then f (W2i+1) contains a
subgraph W2i′+1( f (v)) of G such that 1 i′  i.
Proof. Let C be the (2i + 1)-cycle induced by the rims of W2i+1. Then, f (C) is not bipartite and so
contains a (2i′ + 1)-cycle C ′ , 1  i′  i. Since f preserves adjacency, we deduce that V (C ′) ∪ { f (v)}
induce an odd-wheel W2i′+1( f (v)) in U . 
The clique number of a graph G , denoted by ω(G), is the number of vertices in a largest complete
subgraph of G. The odd girth of G, denoted by og(G), is the number of vertices in a smallest odd cycle
in G.
Let U be a non-bipartite graph. We deﬁne Vc(U ) ⊆ V (U ) as follows:
• if ω(U ) 3, then Vc(U ) = {v ∈ V (U ): v is contained in a largest clique of U }.
• If ω(U ) = 2, then Vc(U ) = {v ∈ V (U ): v is contained in a shortest odd cycle of U }.
Note that, v ∈ Vc(U ) if and only if v is in a largest clique and in a shortest odd cycle of U , regardless
the value of ω(U ). We deﬁned Vc under two cases, only to be very clear.
Clearly, for every homomorphism f : G → G ′, if ω(G) = ω(G ′), og(G) = og(G ′), and x ∈ Vc(G),
then f (x) ∈ Vc(G ′). That is, f maps Vc(G) into Vc(G ′), if both equalities hold.
Let U [Vc] be the subgraph of U induced by Vc(U ). We denote the core of U [Vc] by U . Note that
U  = U if and only if U is a core and Vc(U ) = V (U ).
Let G and G ′ be vertex-disjoint K4-free graphs, let k ∈ {0,1,2}, and let P and P ′ be k-paths of G
and G ′, respectively: Consider the following condition on P and P ′:
If P induces a triangle uvw in G, and P ′ = u′v ′w ′, then N(u′)∩ N(v ′)∩ N(w ′)= ∅. (∗)
We assume condition (∗) is symmetric for P and P ′: that is, it holds if we interchange P and P ′ .
Let V (P ) = {v0, v1, . . . , vk} and V (P ′) = {v ′0, v ′1, . . . , v ′k}. Then, G ⊗PP ′ G ′ is the graph we get from a
disjoint union of G and G ′ by identifying P and P ′ satisfying condition (∗), such that v j is identiﬁed
with v ′j, for all j = 0,1, . . . ,k. It is easy to see that, ω(G ⊗PP ′ G ′) = max(ω(G),ω(G ′)). Moreover,
og(G ⊗PP ′ G ′) =min(og(G),og(G ′)), since 0 |E(P )| = |E(P ′)| = k 2. In particular we have:
Fact 8. Let G, G ′ be disjoint graphs and let k ∈ {0,1,2}, such that P and P ′ are k-paths of G and G ′, respec-
tively. If ω(G) = ω(G ′) and og(G) = og(G ′), then
1. og(G ⊗PP ′ G ′) = og(G) and ω(G ⊗PP ′ G ′) = ω(G).
2. If Vc(G) = V (G) and Vc(G ′) = V (G ′), then Vc(G ⊗PP ′ G ′) = V (G ⊗PP ′ G ′).
By convention, the new vertices and edges in G ⊗PP ′ G ′ preserve the notation in G ′ . For example,
the identiﬁed vertex in G ⊗vv ′ G ′ (the 0-path) is denoted by v ′ in G ⊗vv ′ G ′ . The notations of all other
vertices and edges of G and G ′ remain the same in G ⊗PP ′ G ′.
Lemma 9. Let U be a non-bipartite graph. Suppose that X is a graph vertex-disjoint from U . Let k ∈ {0,1,2},
P and P ′ be k-paths of X and U , respectively. Assume X ⊗PP ′ U  satisfy conditions (i)–(iii), where:
(i) Vc(X) = V (X), ω(X) = ω(U ) and og(X) = og(U ),
(ii) X ⊗PP ′ U   U  , and
(iii) (X ⊗PP ′ U ) − x U , for every vertex x in X − P .
Then, there exists an H ⊆ X ⊗PP ′ U  such that H is U-critical and V (X − P ) ⊆ V (H).
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First, we claim that X ⊗PP ′ U   U . By (i), and by Fact 8(1), we see that ω(X ⊗PP ′ U ) = ω(U ) =
ω(U ), and og(X ⊗PP ′ U ) = og(U ) = og(U ). Additionally, V (X) = Vc(X) and V (U ) = Vc(U ), and so
by Fact 8(2), we have V (X ⊗PP ′ U ) = Vc(X ⊗PP ′ U ). Hence, if f : X ⊗PP ′ U  → U is a homomorphism,
then X ⊗PP ′ U   U [Vc]. This is clear, as V (X ⊗PP ′ U ) = Vc(X ⊗PP ′ U ) and so f maps V (X ⊗PP ′ U )
into Vc(U ). But then, X ⊗PP ′ U   U [Vc] U , and so X ⊗PP ′ U   U , by transitivity of , contrary to
assumption (ii). Hence, X ⊗PP ′ U   U as claimed.
Let H be a U -critical subgraph of X ⊗PP ′ U  (which exists, by the claim we just proved). By
deﬁnition H  U . Therefore, V (X − P ) ⊆ V (H), for otherwise by assumption (iii), H  U   U , a con-
tradiction. 
Corollary 10. Let U be a non-bipartite graph. Suppose {Xi ⊗PiP ′ U }∞i=i0 , where i0  1, is an inﬁnite sequence
such that Pi and P ′ are k-paths of Xi and U  , respectively, k ∈ {0,1,2}, and for each i  i0 ,
(A1) Xi  X j, for all j = i,
(A2) Xi ⊗PiP ′ U satisfy conditions (i)–(iii) of Lemma 9.
Then, there is an inﬁnite U-critical sequence {Hi}∞i=i0 , such that for each i  i0 , Hi is a subgraph of Xi ⊗
Pi
P ′ U
.
Proof. For each i  i0, since Xi ⊗PiP ′ U  satisfy conditions (i)–(iii) of Lemma 9, we have a U -critical
graph Hi, such that Hi ⊆ Xi ⊗PiP ′ U  and V (Xi − Pi) ⊆ V (Hi). We show that Hi  H j , for all i = j
in some inﬁnite subset of integers, and this guarantees that we have an inﬁnite U -critical sequence.
By (A1), we deduce that, {|Xi|}∞i=i0 is unbounded. Then, so is {|Hi |}∞i=i0 unbounded, as V (Xi − Pi) ⊆
V (Hi) and |Pi | = |P ′|  3, for all i  i0. Thus, we may assume that |H1| < |H2| < · · · (by taking
subsequence). Note that for all i  i0, Hi is a core, since it is U -critical. Suppose Hi ∼ H j and i < j.
Then, we have f : Hi → H j and g : H j → Hi . But then, the composition f ◦ g is a homomorphism
from H j to itself. Thus H j is homomorphic to its proper subgraph, as |Hi | < |H j |, a contradiction. 
Corollary 10 and Proposition 5 are our main tools of proofs in what follows. For the beneﬁt of our
readers we include a scheme indicating our strategy of the proof of the main results in Fig. 2.
3. The dualities of planar graphs are trivial
In this section we prove that the class of planar graphs has no non-trivial dualities. If U is planar
and K4 ⊆ U , then U ∼ K4, by the well-known Four Color Theorem. Hence, by non-triviality, we focus
on K4-free planar graphs.
Lemma 11. Let U be a K4-free planar graph. Then one of the following two conditions holds:
(i) U has a vertex v which is not a hub of any odd-wheel in U , or
(ii) U contains a vertex v∗ of degree 5 such that W (v∗) ∼= W5 .
Proof. Assume (i) does not hold. Then, every vertex v of U is a hub of some odd-wheel W2kv+1
contained in U . Since U is K4-free, kv  2. So the minimum degree δ(U ) 5. But δ(U ) is at most 5,
since U is planar. So δ(U ) = 5, and so (ii) holds, as (i) does not. 
Deﬁnition 12. For i  2, take a graph isomorphic to W2i+1, with vertex set {u,u0,u1, . . . , u2i}, where
u is the hub. Let Xi be the graph we get from W2i+1, by adding two new vertices w0,w1 and edges
w0u0,w0u1, . . . ,w0u2i−1, w1u0, and w1u2i . (See X2 in Fig. 4 (left).)
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are modulo m. Also, if G is a graph and v ∈ V (G), then NG(v) = {u: uv ∈ E(G)}. When the graph G
is obvious form the context, we write N(v) instead of NG(v).
Construction 13. Let U be a planar graph of girth three. We introduce two special constructions:
1. W2i+1 ⊗wv U , where w is the hub of W2i+1 and v ∈ V (U ), and
2. Xi ⊗w0u0w1vav∗va+1 U , where w0u0w1 is as in Deﬁnition 12, v∗ ∈ V (U ) and NU  (v∗) = {va: a ∈ Z5}.
Lemma 14. Let U be a K4-free planar graph of girth three. Then, there exists an inﬁnite U-critical sequence of
planar graphs.
Proof. Let a K4-free planar graph U of girth three be given. We consider the subgraph U  of U under
the two cases of Lemma 11:
Case 1. Lemma 11(i) holds for U , that is: there is a vertex v of U  , which is not a hub of any
odd-wheel in U  . We construct {W2i+1 ⊗wv U }∞i=1, according to Construction 13(1).
First note that since an odd wheel is a core, for all i  1, W2i+1 ∼ W2 j+1 if and only if i = j. It
follows that {W2i+1}∞i=1 satisﬁes condition (A1) of Corollary 10.
Now, we show that for all i  1, W2i+1⊗wv U  satisfy conditions (i), (ii), and (iii) of Lemma 9, hence
condition (A2) of Corollary 10. Note that Vc(W2i+1) = V (W2i+1) and ω(U ) = ω(W2i+1) = og(U ) =
og(W2i+1) = 3. So condition (i) of Lemma 9 is satisﬁed. Next, we have W2i+1 ⊗wv U   U , since
otherwise we can assume that f is a retraction to U  (since U  is a core), and see that f (v) = v is
contrary to Fact 7. Hence, condition (ii) of Lemma 9 is satisﬁed. Furthermore, since W2i+1 − u  K3
for all u ∈ V (W2i+1), and also since every vertex of U  is contained in a triangle (so is v), it follows
that condition (iii) is also satisﬁed. Hence, by Corollary 10, an inﬁnite U -critical sequence of planar
graphs exists.
Case 2. Lemma 11(ii) holds and (i) does not hold for U  . Then, there is a degree 5 vertex v∗ in U ,
and every vertex of U  is a hub of some odd-wheel. Let Hi(a) denote Xi ⊗w0u0w1vav∗va+1 U  as deﬁned in
Construction 13(2).
First, note that for all i  2, Xi ∼ W2i+1. This is clear as W2i+1 ⊆ Xi, while Xi  W2i+1 can be
seen by identifying w0 and w1 with u. Hence, condition (A1) is satisﬁed as in Case 1. The fact that
Hi(a) satisﬁes condition (i) of Lemma 9 is also similar to Case 1. We prove that conditions (ii) and (iii)
of Lemma 9 are also satisﬁed. Consider the plane embedding of U  where N(v∗) induces a 5-cycle
which is a closed region containing v∗. Since degU  (v∗) = 5, in the plane graph U  , for all a ∈ Z5,
there is a face containing the edges vav∗ and v∗va+1. Hence, Hi(a) is planar (see Hi(0) in Fig. 4
(right)).
We claim that for some a ∈ Z5, |NU  (va) ∩ NU  (va+3)|  3. To see this, assume without loss of
generality that |N(v1) ∩ N(v4)| 3 and let w ∈ N(v1) ∩ N(v4), such that w = v∗ and w = v0, then
{v∗, v1,w, v4} induces a 4-cycle which separates v0 from v3. That is, w /∈ {v2, v3} since each edge;
v1v3, v2v4 induces a K4 in U  (see Fig. 3). Hence, by planarity of U , N(v0) ∩ N(v3) ⊆ {v∗, v4,w},
as v1 /∈ N(v0) ∩ N(v3). The claim follows.
Suppose, contrary to condition (ii), f : Hi(0) → U  is a homomorphism. Since U  is a core, we
assume that f is a retraction to U . For short, let Hi denote Hi(0). Since v∗u ∈ E(Hi), it follows that
f (u) = vr, for some r, 0 r  4.
If r ∈ {0,2}, then {v∗, v0, vr, f (u2i)} induces a K4-subgraph in f (Hi) ⊆ U , a contradiction. If r ∈
{1,4}, then {v∗, v0, vr, f (u1)} induces a K4-subgraph in f (Hi) ⊆ U , a contradiction.
Hence r = 3. Since Lemma 11(i) does not hold, every vertex v of U  is a hub of some odd-wheel
W (v) in U . Now, a subset S ⊆ {u1, . . . ,u2i} is mapped onto the set of all rims of W (v3). But then,
W (v3) has at least ﬁve rims, since U is K4-free. This implies |S| 5. Since {u1, . . . ,u2i−1} ⊆ NHi (v0),
we have |NU  (v0) ∩ NU  (v3)| 4, a contradiction. Hence, condition (ii) of Lemma 9 is satisﬁed.
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|N(v0) ∩ N(v3)| 3 or K4 ⊆ U .
Fig. 4. (Left) X2. The edges w0u0 and w1u0 (highlighted) are to be identiﬁed with va v∗ , v∗va+1. (Right) A subgraph of Hi(0)
according to Construction 13(2).
Furthermore, we have Hi −uu2i  U , since in Hi −uu2i we can identify u and u2i with v0 and re-
tract the remaining edges onto the triangle {v0, v∗, v4}, thus retracting to U . Next, note that for any
s ∈ Z2i+1 (assuming u0 = v∗), Hi − usus+1  U ′, where U ′ is the graph depicted in Fig. 5. But then,
in U ′ we identify u1 and u2i−2 with v4; u2i−1 with v∗ and u2i with v2, to see that U ′  U . Hence,
for all x ∈ {u,u2i} ∪ {u1,u2 . . . ,u2i−1} = V (Xi) − V (P ), we have Hi − x U . Therefore, condition (iii)
of Lemma 9 is also satisﬁed. By Corollary 10, the result follows for this case as well. 
In order to study triangle-free planar graphs of odd girth 2 j + 1, we extend the notion of an
odd-wheel by a skewed wheel, denoted by W j:i, as follows:
Deﬁnition 15. Take a copy W of W2i+1, i  1. Let V (W ) = {w, r0, r1, . . . , r2i}, where w is the hub. For
each k, k = 0,1, . . . , i − 1, subdivide the edge wr2k, and also r2i−1r2i into a (2 j − 1)-path. The vertex
of W j:i which corresponds to the hub w ∈ V (W2i+1) is called the hub of W j:i, and also denoted
by w . The neighbors of w which have degree 3 in W j:i are called the rims of W j:i . The vertices
xk1, xk2, . . . , xk(2 j−2), k = 0,2,4, . . . ,2i − 2, are called spoke-vertices of W j:i (see Fig. 6).
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Fig. 6. (From left to right) W j:1, W j:2, and W j:3. Note that, W j:i − v  C2 j+1, for all j, i 1, and all v ∈ V (W j:i). We identify
r2i w (highlighted edge) with an edge in U  .
Note that W j:1 has two rims and one hub (see the leftmost graph in Fig. 6). It is proved below in
Fact 16(1) (quite easy to see) that identifying any two non-adjacent vertices of W j:1 results an odd
cycle which has length at most 2 j − 1. This ‘rigid’ property of W j:1 is, in some sense, analogous to
a property that complete graphs have: That is, we know that under any homomorphism f : Kk → G ,
f (Kk) ∼= Kk . Similarly, if W j:1 and G have the same odd girth and f : W j;1 → G is a homomorphism,
then f (W j:1) ∼= W j:1. So, the case i = 1 of W j:i is of particular interest. It is also noteworthy, to see
by symmetry, that any vertex v ∈ V (W j:1) of degree 3 can be seen as the hub, while the other two
degree 3 vertices in N(v) are seen as the rims. Finally, observe that W j:1 consists of a 4-cycle C4, and
two vertex-disjoint (2 j − 1)-paths that are both edge disjoint from C4.
If W ⊆ U and W is isomorphic to W j:i where the hub of W is v , then we write W as W j:i(v) to
emphasize that the hub of W is v, and that it has i + 1 rims, and odd girth 2 j + 1. When j and i are
obvious from the context, we write W (v) instead of W j:i(v). If f : V (W j:i) → U is a homomorphism
to any graph U , and w is the hub of W j:i such that f (w) = v, then we say v admits the hub of W j:i
in U . In particular, when og(U ) = og(W j:i) we have the following:
Fact 16. Let U be a graph. Suppose og(U ) = og(W j:i) = 2 j + 1, and v ∈ V (U ) admits the hub w of W j:i in U
( f : W j:i → U is a homomorphism and f (w) = v). Then,
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1. If i = 1, then f (W j:1) ∼= W j:1. That is, f is injective: If f (a) = f (b) and a = b, then for some s, t, a = x0s
and b = yt , for otherwise a and b are contained in (2 j + 1)-cycle. Considering the two pairs of (2 j + 1)-
cycles (C, D), (C ′, D), sharing the edges r1w, and r2w, respectively, and by the odd girth condition on U ,
we arrive at s = t − 1 and s = 2 j + 1− (t − 1), which is absurd, and so a = b.
2. If i = 2 and f (x21) = f (r4), then W j:1(v) ⊆ U . That is, f (r1) = f (x21), since r1 and x21 are contained in
a (2 j + 1)-cycle. So, f (W j:2) contains a W j:1(v) subgraph induced by { f (r1), f (r0), f (r4), v} (inducing
the 4-cycle C4 of W j:1) and { f (xst): s = 0,2, t = 1,2, . . . ,2 j − 2} ∪ { f (r2)} (inducing the two vertex-
disjoint (2 j − 1)-paths of W j:1). By symmetry of W j:2 , if i = 2 and f (x01) = f (r3), then W j:1(v) ⊆ U .
3. For t, s ∈ Zi , t = s, if f (r2t+1) = f (r2s+1), or if f (r2i) = f (r2t+1), t < i − 1, then f (W j:i) contains a
W j:i′ subgraph for some i′ < i. Also, for all i  1, f (r2i) = f (r2i−1), since dist(r2i, r2i−1) = 2 j − 1.
4. If i = 2 and degU (v) = 3, then W j:1(v) ⊆ U . That is, either f (r1) = f (r3) (in which case, we have
W j:1(v)), or f (r1) = f (r4) (symmetric to the case f (r1) = f (r3)), or { f (r1), f (r3), f (r4)} = N(v) =
{v0, v1, v2}. In this case, f (x21) = f (r4), by odd girth condition, and the result follows by 2 above.
Proposition 17. Suppose U is a graph of odd girth 2 j + 1, j  2 such that v∗ ∈ V (U ) and NU (v∗) =
{v0, v1, v2}. Assume U has two subgraphs, W j:1(v∗), W ′j:1(v∗), such that {va, vb} and {va′ , vb′ } are the
rims of W j:1(v∗) and W ′j:1(v
∗), respectively, and {a,b} = {a′,b′}. Then U is non-planar.
Proof. Without loss of generality, assume that a = a′ = 0, b = 1, and b′ = 2, as depicted in Fig. 7
(left). Since degU (v
∗) = 3, we see that v2 is a spoke-vertex of W j:1(v∗) and v1 is a spoke-vertex of
W ′j:1(v
∗). Let Pv2v01 and Pv1v02 be the paths induced by the spoke-vertices of W (v∗) and W ′(v∗),
respectively. Note that v01 = v02, since otherwise v2v01 is a chord in the (2 j + 1)-cycle C de-
picted in Fig. 7, contrary to the odd girth condition on U . As j > 1, clearly v01 = v2 and v02 = v1.
Thus, {v∗, v01, v02} and {v0, v1, v2} induce all but two edges (v01v2 and v02v1) of K3,3 in U (see
Fig. 7 (right)). We show that V (Pv2v01 ) ∩ V (Pv1v02 ) = ∅, and this obtains a K3,3 subdivision in U .
Consider the disjoint union Y = V (Pv2v01 ) ∪ V (Pv1v02 ) ∪ {v∗, v0} (that is, in Y we see each ver-
tex z ∈ V (Pv2v01 ) ∩ V (Pv1v02 ) as two distinct vertices z′ and z′′). Then observe that Y induces a
graph W which is a copy of W j:1 with an additional edge v2v02. If z ∈ V (Pv2v01 ) ∩ V (Pv1v02 ),
then f : W → U , where f (z′) = f (z′′) is a homomorphism to U , contrary to Fact 16(1). Hence,
V (Pv2v01 ) ∩ V (Pv1v02 ) = ∅ and U has a K3,3-minor. 
Now, we state Lemma 18, Construction 19, and Lemma 20 for triangle-free planar graphs. These
are analogous to Lemma 11, Construction 13, and Lemma 14 for planar graphs containing a triangle.
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holds:
(i) U has a vertex v which does not admit the hub of W j:i in U , for all i  1, or
(ii) U has a vertex v∗ of degree 3, such that W (v∗) ∼= W j:1.
Proof. Suppose (i) does not hold. Then, for every vertex v of U , there is an integer iv  1, such that
v admits the hub w of W j:iv in U , and so δ  3 (a vertex v of degree at most 2 cannot admit the
hub w of any W j:i , since dist(r2i−1, r2i) = 2 j − 1 and dist(r0, r2i) = 1 imply that f (r0) = f (r2i−1),
which results a triangle in f (W j:i), a contradiction). Since U is planar and triangle-free, we have
δ  3. Hence, a degree 3 vertex v∗ exists. Since (i) does not hold, v∗ admits the hub of W j:i , for some
minimal integer i  1. Let f (w) = v∗ .
If i = 1, then by Fact 16(1), f (W j:1(v∗)) ∼= W j:1(v∗) and so (ii) holds. By the choice of i, and by
Fact 16(3), we have i < 3. Hence i = 2. By Fact 16(4), (ii) follows. 
Construction 19. Let U be a triangle-free planar graph of odd girth 2 j + 1. We have the following
constructions:
1. W j:i ⊗wv U , where w is the hub of W j:i and v ∈ V (U ), and
2. W j:i ⊗r2i wvav∗ U , where r2i w is as in Deﬁnition 15, and NU  (v∗) = {va: a ∈ Z3}.
Lemma 20. Let U be a triangle-free planar graph of odd girth 2 j + 1. Then, there exists an inﬁnite U-critical
sequence of planar graphs.
Proof. Let a triangle-free planar graph U of odd girth 2 j + 1 be given. We perform below Con-
structions 19(1) and 19(2) for Cases 1 and 2, respectively. First, since W j:i is a core, and also since
|W j:i | = |W j:i′ | if and only if i = i′, it follows that {W j:i}∞i=1 satisﬁes condition (A1) of Corollary 10.
Clearly, Vc(W j:i) = V (W j:i), ω(W j:i) = ω(U ) = 2 and og(W j:i) = og(U ) = 2 j + 1. Hence, condition (i)
of Lemma 9 is also satisﬁed under both constructions. Now, consider U  under the following two
cases:
Case 1. Lemma 18(i) holds for U . Then, there is a vertex v ∈ U  , which does not admit the hub of
W j:i in U  . Consider {W j:i ⊗wv U }∞i=1. Let Hi denote W j:i ⊗wv U . Then, Hi  U , for if Hi  U , then
we assume f is a retraction to U  , so that f (v) = v , contrary to the assumption on v . Furthermore,
for any vertex u of W j:i , we have W j:i − u  C2 j+1. Since v ∈ V (U ) = Vc(U ) is contained in a
(2 j + 1)-cycle of U  , it follows that Hi − x U , for all x in W j:i − w. Hence, conditions (ii) and (iii)
of Lemma 9 are also satisﬁed. So the result holds for this case.
Case 2. Lemma 18(ii) holds for U  . Then, a degree 3 vertex v∗ exists in U  , such that W (v∗) ∼= W j:1.
Let N(v∗) = {v0, v1, v2}. We may assume that v0 and v1 are the rims of W j:1(v∗). Then, v2 is a
spoke-vertex of W (v∗). For short, let Hi denote W j:i ⊗r2i wv2v∗ U . We construct {Hi}∞i=1. If Hi  U  , we
show that W ′j:1(v
∗) ⊆ U , with rims {v2, v0} or {v2, v1}, contrary to Proposition 17.
Suppose f : Hi → U  is a homomorphism and assume that i is minimal. By Fact 16(3), if i  3,
then we ﬁnd a homomorphism f ′ : Hi′ → U , for i′ < i. Moreover, v2 remains a rim of W j:i′ (v∗) as
distHi (v2, r2i−1) = 2 j−1. Hence i ∈ {1,2}. If i = 1, then by Fact 16(1), f (W ′j:1(v∗)) ∼= W j:1 in U  with
rims {vr, v2}, where r ∈ {0,1}, contrary to Proposition 17. Suppose i = 2 and consider H2, as shown
in Fig. 8 (right). Since dist(v2, r3) = 2 j − 1 and by induction on i, we have { f (r1), f (r3)} = {v0, v1}.
Then, f (x21) = v2 = f (r4), for otherwise f (x21) = vs, s ∈ {0,1} obtains a (2 j − 1)-cycle. By Fact 16(2),
we have W ′j:1(v
∗) ⊆ U . But the rims of W ′(v∗) are v2 and vs, s ∈ {0,1}, contrary to Proposition 17.
Hence, condition (ii) is satisﬁed. Condition (iii) is also satisﬁed, since W j:i − u  C2 j+1, for any vertex
u of W j:i , and since the edge v2v∗ is contained in W j:1(v∗), and so in (2 j + 1)-cycle in U  . By
Corollary 10, the result follows for this case as well. 
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We are now ready to prove the main result of this section.
Proof of Theorem 1. Suppose we have a non-trivial dual-pair (F ,U ) of the class of all planar graphs.
Then, by Corollary 6, U is not a clique. We may assume that U is a core since the set of planar graphs
is hereditary. This implies that U is K4-free since U  K4, by the Four Color Theorem. For a K4-free
and a core plane graph U , we construct an inﬁnite U -critical sequence, contrary to Proposition 5. We
have two cases.
Case 1. U contains a triangle. This case follows by Lemma 14.
Case 2. U is triangle-free. This case follows by Lemma 20. 
4. Dualities for other surfaces
In this section we consider graphs on surfaces other than the sphere. For the greater part of the
section, we focus on toroidal graphs. We use Thomassen’s result [17] to deduce that K5 is a dual
graph in the class of toroidal graphs.
In order to study dualities on various surfaces, we generalize a wheel by a k-hub-wheel, denoted
by Wnk, where the hub of Wnk is a clique Kk , such that k  1 and each vertex of the hub is
connected to every vertex (rim) of an n-cycle. Note that W3k,W4k, . . . are all embeddable on a
ﬁxed positive genus surface if and only if k  2. If k  3, then Wnk contains the complete bipartite
graph K3,n, and so has unbounded genus, as n gets arbitrary large. We use the case k = 2 often and
we alternatively call Wn2 the double-wheel.
In this section we prove that the only other core toroidal and 5-colorable dual is K1. In fact, we
have a bit stronger result: That is, we prove that there are no K5-free dual graphs on the torus. The
assumption that U is 5-colorable only allows us to assume that either U is K5-free or U ∼ K5. To be
more precise, let U be a toroidal core graph. Then, unless ω(U )  5 and every edge of U  is a hub
of some odd double-wheel, we show that U is not a dual graph or U ∼ K5. We observe that there
are K5-free toroidal graphs which are not 5-colorable. For example, consider the graph denoted by
T11 in [18]: T11 is obtained from C11, by adding edges between all vertices of C11 having distance
at most 3. By the result in this section, T11 is not a dual graph. Thus, our result for K5-free toroidal
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graphs applies to a larger class than just the class of 5-colorable toroidal graphs. However, if a graph
U has a K5 subgraph, U  Kk , and all edges of U serve as a hub of a ‘double-wheel’ (odd 2-hub-
wheel), then we do not know how to study the duality property of U on a ﬁxed surface. We pose
this as an open problem in the next section.
The theorem in [17] can be restated as follows:
Theorem 21 (Thomassen). Let S be an orientable surface other than the sphere and let k  1 be an integer.
Then there are only ﬁnitely many Kk-critical graphs on S if and only if k 5 or k = 1.
Proposition 22. Let (F ,U ) be a non-trivial dual-pair in G(S) for a surface S of a positive genus. If U ∼ Kk,
then k 5.
Proof. Suppose that U is a clique Kk and that k < 5. By Corollary 6 and non-triviality, we only need
to consider the case k = 4 for a surface S with a positive genus. Indeed, {W2i+12}∞i=1 is a K4-critical
sequence in G(S). 
Proof of Theorem 2. Let an orientable surface S of a positive genus be given. Suppose N  5 and let
F = {F1, F2, . . . , Ft} be the Kk-critical graphs obtained by Theorem 21, where 5 k N . It follows by
Proposition 5 that (F , Kk) is a dual pair in G(S). The converse follows by Proposition 22. 
Let U be a graph. Suppose W is a subgraph of U , isomorphic to Wn2, and uv is the hub-edge
of W . Then, we write W = Wn(uv), to emphasize that uv is the hub, and that n is the number of
rims of W . When the number of rims is irrelevant, then we write W (uv) instead of Wn(uv).
Lemma 23. Let U be a toroidal graph such that ω(U ) = 4. Then, U has an edge e contained in a K4 subgraph
of U , which is not a hub of any double-wheel W2i+12 , i  1.
Proof. Suppose every edge of U that is contained in a K4 subgraph is a hub of some odd double-
wheel. Let U ′ = U − {e: e is not contained in a K4 subgraph of U }. Then, every edge of U ′ is a
hub of an odd 2-wheel. Suppose v ∈ V (U ′) has degree δ(U ′) and W (vv ′) is isomorphic to W2k+12,
k  1. Since U ′ is K5-free, we have k  2. Since U ′ is toroidal, δ(U ′) 6. Hence, k = 2. Let the rims
of W (vv ′) be v0, v1, v2, v3, v4 (see Fig. 9). So v has degree at least 6. It is also an end vertex of a
spoke-edge e′ = vv3. But then e′ itself is a hub of another large-hub wheel W (e′). If v has degree 6
in U , then the rims of W (e′) are v ′ , v0, v1, v2, v4. This implies v3v0 ∈ E(U ), contrary to U being
K5-free. The result follows. 
The following is an obvious generalization of Fact 7.
Fact 24. Let G be a graph. Suppose f : W2i+1k(K ) → G is a homomorphism, where i  1,k 1 and K ∼= Kk.
Then f (W2i+12(K )) contains a subgraph W2i′+1( f (K )), such that 1 i′  i and f (K ) ∼= K .
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is embeddable on every surface of genus at least 2.
Proof. First, we note that W2i+12 ∼ W2 j+12, if and only if i = j. Next, by Lemma 23, we can choose
an edge uv ∈ E(U ) which is not a hub of any W2i+12, i  1. Let Hi denote (W2i+12) ⊗rwuv U  . By
Fact 24, Hi  U , for all i  1. Since W2i+12 is K4-critical, and uv is contained in K4 subgraph of U  ,
we see that {W2i+12}∞i=1, U , rw and uv satisfy conditions (A1) and (A2) of Corollary 10, and so the
result follows by Corollary 10. Also, since W2i+12 − e is planar for any rim-edge e of W2i+12, we
deduce that Hi is embeddable on any surface of genus 2. 
We consider now K4-free toroidal graphs of girth 3.
Lemma 26. Let U be a toroidal graph such that ω(U ) = 3. Then, one of the following two conditions holds:
(i) U has a vertex v which is not a hub of any odd-wheel W2i+1 , i  1, or
(ii) U has an edge uv and two subgraphs W5(u), W5(v) that have a common rim vertex.
Proof. Assume that (i) does not hold. To prove that (ii) holds, note ﬁrst that δ(U )  6, since U is
toroidal. But (i) does not hold and U is K4-free (every vertex is a hub of some odd-wheel isomorphic
to W2i+1, i  2), and so δ(U ) 5.
Now, if the maximum degree (U ) 6, then since (i) does not hold, we have a vertex v∗, of de-
gree at least 5 and at most 6, such that the set of all rims of W5(v∗) is {v0, v1, v2, v3, v4}. In addition,
for all a ∈ Z5, W (va) is isomorphic to W5. Also, we have the inclusion {va−1, va+1} ⊆ N(v∗) ∩ N(va).
Since, |N(va) − {va−1, va+1}|  4 and |N(va)|  5, either va−1 or va+1, is a rim of W (va). So, if
(U ) 6, then (ii) holds.
Next, if (U )  7, then the inequalities
∑
v∈U (6 − deg(v))  0 for toroidal graphs and δ(U )  5
imply that a vertex of degree 5 exists.
Now, we claim that some vertex v∗ of degree 5 in U has a neighbor va of degree either 5 or 6.
To see this, assume the contrary. Again, we use the inequality
∑
v∈U (6 − degU (v))  0 for toroidal
graphs. We assign a charge of degU (v) to each vertex v of U . We then let each positive charge
vertex-distribute its charge equally to its neighbors. The sum of the charges remains non-negative
after the distribution. By assumption, every vertex of degree at most 6 in U also has charge zero. If
degU (v) > 7, then it has a negative charge. If degU (v) = 7, and has a non-negative charge, then at
least ﬁve neighbors of v with degree 5. But then, W (v) is an odd-wheel, and so at least ﬁve of its
neighbors induce an odd cycle. We ﬁnd at least two adjacent vertices of degree 5, a contradiction.
The claim follows.
In particular, W (va) is isomorphic to W5, since 5 degU (va) 6. Also this implies either va−1 or
va+1 is a rim of W (va), index modulo 5. Hence, (ii) holds. 
Deﬁnition 27. Take a graph isomorphic to W2i+12, i  1, with vertex set {u,u′,u0,u1, . . . ,u2i},
where uu′ is the hub. Replace the hub uu′ by the subgraph induced by {w0,w1,w2,w3,u} as de-
picted in Fig. 10 (left). Let X ′i denote the resulting graph.
Construction 28. Let U be a toroidal graph such that ω(U ) = 3. We have the following two construc-
tions:
1. W2i+1 ⊗wv U , where w is the hub of W2i+1 and v ∈ V (U ).
2. X ′i ⊗w0w1uv U , where w0w1 is as in Deﬁnition 27, and uv ∈ E(U ).
Lemma 29. Let U be a toroidal graph such that ω(U ) = 3. Then, there exists an inﬁnite U-critical sequence on
every ﬁxed surface of genus at least 2.
Proof. Let a K4-free toroidal graph U of girth 3 be given. Note that for all i  2, the core of X ′i clearly
contains all of V (X ′i). Hence, X
′
i ∼ X ′j if and only if i = j, as |X ′i | = |X ′j| if and only if i = j. Hence,
146 J. Nešetrˇil, Y. Nigussie / Journal of Combinatorial Theory, Series B 102 (2012) 131–152Fig. 10. (Left) X ′i . (Right) A subgraph of X
′
i ⊗w0w1v0 v1 U  . The dotted edge e exists only if degU  (v∗) = 6.
{X ′i}∞i=2 satisﬁes condition (A1) of Corollary 10. We prove that (A2) is also satisﬁed under two cases
on the subgraph U  of U :
Case 1. Lemma 26(i) holds for U . This case is proved by exact same argument as in Case 1 of proof
of Lemma 14, which uses Fact 7. (Note that, Fact 7 to any graph.)
Case 2. Lemma 26(ii) holds for U . Then, there exists a vertex v∗, where V (W (v∗)) = {v0, v1,
v2, v3, v4} and W (v0) ∩ W (v∗) ⊇ {vr}, r ∈ {1,4}. By symmetry of W5, we may assume r = 1. We
perform Construction 28(2). Let Hi denote X ′i ⊗w0w1v0v1 U .
For all i  1, Vc(X ′i) = V (X ′i) and ω(X ′i) = og(X ′i) = ω(U ) = og(U ) = 3. Hence, condition (i) of
Lemma 9 is satisﬁed. Next, we prove that Hi  U  as follows: Note that the set {u0,u1, . . . ,u2i, v0}
form an odd-wheel W ′ in Hi with hub at v0. Hence, if Hi  U , then the rims of W ′ must be
retracted onto the set of all rims of W (v0) of U . It follows that, for some t , 0  t  2i, we
have f (ut) = v1, since v1 is a rim of W (v0). But then, { f (u), f (w2), f (w3), v1} induces a K4-
subgraph in f (Hi), a contradiction, and so condition (ii) of Lemma 9 is satisﬁed. Furthermore, for
all s ∈ Z2i+1, Hi − usus+1 ∼ Hi − u0u2i, by symmetry. Then, Hi − u0u2i  U  , since all edges of
Hi − U  can be retracted to the subgraph induced by {u0,u1,u,w2,w3, v0, v1}. Since W (v∗) is iso-
morphic to W5, identifying u1,w2, and v∗, we have a homomorphism to U . Also, Hi − uw2  U  ,
for in Hi − uw2 we can identify u and w2 with v0, and w3 with v∗ , and retract the remain-
ing edges of an odd-wheel onto W (v0). By symmetry, we deduce that condition (iii) holds for
x ∈ {u,w2,w3} ∪ {u0,u1, . . . ,u2i} = X ′i − w0w1 and so condition (iii) of Lemma 9 is satisﬁed. The
result follows by Corollary 10. 
We proceed to study the triangle-free toroidal graphs.
Lemma 30. Let U be a triangle-free toroidal graph of odd girth 2 j + 1, j  2. Then, one of the following three
conditions holds:
(i) U has a vertex v such that v does not admit the hub of W j:i , for all i  1, or
(ii) U is a 4-regular quadrangulation of the torus, or
(iii) U has a vertex v∗ of degree 3 such that W (v∗) ∼= W j:1.
Proof. Let a triangle-free toroidal graph U be given. Assume that neither (i) nor (ii) holds for U . To
prove that (iii) holds, note ﬁrst that δ(U ) 4, since U is toroidal and triangle-free. If δ = 4, then from
the inequality
∑
(4−deg(v)) 0 for triangle-free toroidal graphs, it follows that U is 4-regular. Then,
from Euler’s formula n − e + f = 0, for toroidal graphs, and from the face-sum formula ∑ f |F | = 2e,
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we deduce that U must be a quadrangulation of the torus, since otherwise 2e > 4 f implies 2e < 4n,
contrary to the 4-regularity of U . But this is the excluded case (ii) and so δ(U ) 3.
Since (i) does not hold, every vertex of U admits the hub of W j:i in U . Hence, δ(U )  3 and so
δ(U ) = 3. Let v∗ be a degree 3 vertex in U . Then, (iii) follows by Fact 16(4). 
Lemma 31. Every core, triangle-free and 4-regular toroidal graph is K2,3-free.
Proof. Let a triangle-free, 4-regular toroidal graph U be given, which is a core. We recall that U is
a quadrangulation. All 4-regular quadrangulations of the torus are characterized by Altshuler in [1].
They are graphs known as “right-diagonal shifted grids”.
A toroidal embedding of U is isomorphic to a graph, denoted by G[m × n,k], obtained from a
rectangular grid with m rows, n columns as follows: V = {(i, j) | 1  i  m, 1  j  n}. Then, for
1 < j < n, N((i, j)) = {(i−1, j), (i+1, j), (i, j−1), (i, j+1)} (the arithmetic is modulo m for row and
modulo n for column entries). In addition, for some k ∈ Zm, N((i,n)) = {(i + k,1), (i,n− 1), (i − 1,n),
(i + 1,n)}. (See Fig. 11 for G[4 × 6,1].) Suppose U is not K2,3-free. Then, we have vertices w,w ′ in
U such that |N(w) ∩ N(w ′)| 3. Since U is triangle-free, we have dist(w,w ′) = 2. Let w = (i, j). We
show that U is not a core under three cases, thus contradicting the assumption.
Case 1. w ′ = (i′, j) (w and w ′ are on the same column). Then, n = 2,m = 4, and k = 2 or else they
have at most two common neighbors. See Fig. 12 (left). Hence, U ∼ K2, a contradiction.
Case 2. w ′ = (i, j′) (w and w ′ are on the same row). Then, n = 3 and k = 1. See Fig. 12 (second from
left). We map (i,1) to (i,3), for all i ∈ Zm, and so U is not a core.
Case 3. w and w ′ agree neither on row nor on column. Then, w ′ = (i−1, j+1) (out of four symmetric
choices). Thus, (i−1, j) and (i, j+1) are two of the common neighbors of v and v ′ . The only possible
third common neighbor is either (i, j− 1) or (i+ 1, j). The former implies that n = k+ 1 = 3, and the
later implies n = k+ 1= 2. See Fig. 12 (right and second from right). Note that U is 4-regular implies
that m  3. Since U is triangle-free, we have m  4. For all i ∈ Zm, if n = 3, then we identify (i,1)
with (i,3), and if n = 2, then we identify (i,1) with (i − 1,2). Thus, U retracts to its own proper
subgraph, a contradiction. The result follows. 
We introduce a triangle-free toroidal gadget which is suitable for our purpose.
Deﬁnition 32. Take a graph W isomorphic to W2i+12, i  1, where V (W ) = {w,w ′,u0,u1, . . . ,u2i},
and ww ′ is the hub of W . Subdivide the edge ww ′ into a (2 j − 1)-path Pww ′ such that V (Pww ′ ) =
{w, y1, y2, . . . , y2 j−2,w ′}. Also, for t ∈ Z2i+1, subdivide each rim-edge utut+1 of W into a (2 j − 1)-
path Putut+1 such that V (Putut+1) = {ut , zt1, zt2, . . . , zt2 j−2,ut+1}. Let X j:i denote the resulting graph.
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The vertex w (also w ′) is called a hub of X j:i; Pww ′ is the hub-path of X j:i ; and for t ∈ Z2i+1, Putut+1
is a rim-path of X j:i .
Note that X j:i contains distinct isomorphic copies T0, T1, . . . , T2i of W j:1 such that each Tt con-
tains the hub-path Pww ′ and the rim-path Putut+1 . If f : X j:i → U is a homomorphism to a graph U
such that f (w) = v, (where w is a hub of X j:i), then we say v admits a hub of X j:i in U . Note that,
if v admits a hub w of X j:i in U , then there is a v ′ ∈ V (U ) which admits the other hub w ′ of X j:i
in U . In particular, when og(U ) = og(X j:i) we have the following:
Fact 33. Let U be a graph. Suppose og(U ) = og(X j:i) = 2 j + 1, and v ∈ V (U ) admits a hub w of X j:i in U
( f : X j:i → U , f (w) = v and f (w ′) = v ′). Then,
1. K2,3 ⊆ U . That is, |N(v) ∩ N(v ′)|  3, since |{ f (u0), f (u1), . . . , f (u2i}|  3. The later inequality is
true, for otherwise f (ut) = f (ut+1), for some t ∈ Z2i+1 , resulting a (2 j − 1)-cycle in f (X j:i), as
distX j:i (ut ,ut+1) = 2 j − 1. Thus, a subset of N(v) ∩ N(v ′) ∪ {v, v ′} induces a K2,3 subgraph.
2. Moreover, degU (v)  4 and degU (v ′)  4, because |N(v) ∩ N(v ′) ∪ { f (ys)}|  4 (as Pww ′ ∪ {ut} is a
(2 j + 1)-cycle in W j:i and ys ∈ V (Pww ′ )) for all s = 1,2, . . . ,2 j − 2, while f (y1) ∈ N(v) − N(v ′) and
f (y2 j−2) ∈ N(v ′) − N(v).
3. Suppose iv  1 is a minimal integer such that v admits the hub of W j:iv . Let e be an edge contained in
the hub-path Pww ′ . Then, for all i  iv , there is a homomorphism g : (X j:i − e) → U such that g(w) =
g(w ′) = v. (Note that for all i  iv , by identifying in X j:i − e all edges utw with utw ′ , for all t ∈ Z2i+1 ,
we obtain a subdivision W of W2i+1 (where every rim-edge utut+1 of W2i+1 is replaced by the rim-path
Putut+1 ). It is easy to see that W  W j:iv (v)), by identifying degree 2 vertices of Putut+1 and Put−1ut
(equally distant from ut ).
Construction 34. Let U be a toroidal graph of odd girth 2 j + 1, j  2. We have the following con-
structions:
1. W j:i ⊗wv U , where w is the hub of W j:i and v ∈ V (U ).
2. W j:i ⊗r2i wvav∗ U , where r2i w is as in Deﬁnition 15 and NU  (v∗) = {va: a ∈ Z4}.
3. X j:i ⊗wv U , where w is a hub of X j:i and v ∈ V (U ).
Lemma 35. Let U be a triangle-free toroidal graph of odd girth 2 j + 1. Then, there exists an inﬁnite U-critical
sequence on every ﬁxed surface of genus at least 2.
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satisﬁes (A1) of Corollary 10. Also, for all i  1, X j:i is a core and |X j:i| = |X j:i′ | if and only if i = i′ .
Hence, X j:i ∼ X j:i′ if and only if i = i′, and so {X j:i}∞i=2 also satisﬁes condition (A1) of Corollary 10.
For all i  1, we see that Vc(X j:i) = V (X j:i) and og(U ) = og(X j:i) = 2 j+ 1. Also we have seen that
{W j:i}∞i=1 satisﬁes condition (i) of Lemma 9. Hence, in all three types of Construction 34 that we shall
use in what follows, condition (i) of Lemma 9 is satisﬁed. For what remains (conditions (ii) and (iii)
of Lemma 9), we consider the three cases of Lemma 30 for U  as follows:
Case 1. Lemma 30(i) holds for U . This case is proved by exact same argument as in Case 1 of proof
of Lemma 20 (without assuming planarity of U ).
Case 2. U  is 4-regular. We have two sub-cases:
Case 2.1. U  has a subgraph W (v∗) ∼= W j:1. Let NU  (v∗) = {v0, v1, v2, v3}. We may assume that v0
and v1 are the rims of W (v∗). By Case 1, we also assume that v0 admits the hub of W j:i0 for some
i0  1. In this setting, we consider Hi = X j:i ⊗wv0 U  . Then, Hi  U , since otherwise by Fact 33(1),
we get a K2,3 subgraph in U , contrary to Lemma 31. Hence, condition (ii) of Lemma 9 is satisﬁed.
Moreover, for all i  i0, we have Hi − wy1  U , by Fact 33(3). Next, for t ∈ Z2i+1 we have Hi −
ut zt1  U , by retracting X j:i − ut zt1 to a W j:1 copy Ts(us) ⊆ X j:i , where s = t and mapping us to v∗
and Ts(us) to W (v∗) ∼= W j:1. (Recall that Ts ∼= W j:1 and any degree 3 vertex of Ts can be viewed as
a hub of Ts .) Hence, condition (iii) is also satisﬁed and so the result holds for this sub-case.
Case 2.2. U  is W j:1-free. Let v ∈ V (U ). By Case 1, we have a homomorphism f : W j:iv → U  (for
some minimal integer iv  1) such that f (w) = v . Since U is W j:1-free, we have iv  2 (otherwise
iv = 1, and by Fact 16(1), we must have W j:1 ⊆ U ). Moreover, by the choice of iv , we have NU  (v) =
{ f (r1), f (r3), f (r4), f (x21)} = {v0, v1, v2, v3}. Then, note that every edge vva,a ∈ Z4 is contained in
a (2 j + 1)-cycle of U  . Suppose that iv = 2 (the case iv  3 follows again inductively, by Fact 16(3)).
Then, f (x01) = f (x21), as f (x01) = f (r1) and f (x01) = f (r4) (by odd girth condition), and f (x01) =
f (r3) (by Fact 16(2)).
Assume, without loss of generality, that f (r1) = v0. We construct W j:i ⊗r2i wv0v U . Let Hi denote
W j:i ⊗r2i wv0v U  (see Fig. 13). We show now Hi  U . Suppose, there is a homomorphism g : Hi → U .
Since U  is a core, we assume that g is a retraction to U  . Note that some (2 j + 1)-cycle in Hi
contains r3 and v0. The same is true for x01 and v0. Hence, g(r3) = v0 and g(x01) = v0.
Now, if g(r3) = f (r3), then {v, v0, f (r2), f (r3)} ∪ {v, f (x21), f (x22), . . . , f (x22 j−2), f (r2)} ∪ {g(r3),
g(y1), g(y2), . . . , g(y2 j−2), v0} induce a W j:1 subgraph (as shown in Fig. 13), a contradiction. Hence,
g(r3) = f (r3). Similarly, g(r3) = f (r4), for otherwise we a get the same contradiction by replacing
the 4-cycle {v, v0, f (r2), f (r3)} by the 4-cycle {v, v0, f (r0), f (r4)} (see again Fig. 13). A similar ar-
gument shows that g(x01) /∈ { f (r3), f (r4)}. Hence g(r3) = g(x01). By Fact 16(2), U  is not W j:1-free,
a contradiction. We deduce that Hi  U  .
The fact that Hi − x  U  for all x ∈ W j:i − w follows from W j:i − x  C2 j+1 for all x ∈ V (W j:i),
and that the edge vv0 is contained in a (2 j + 1)-cycle of U  . Thus, the result follows for this case as
well.
Case 3. Lemma 30(iii) holds for U  . Then, U  has a vertex v∗ of degree 3, and W (v∗) ∼= W j:1. Let
Hi = X j:i ⊗wv∗ U . By Fact 33(2), we see that v∗ does not admit a hub of X j:i , since degU  (v∗) < 4.
Hence, Hi  U . Moreover, Hi − wy1  U , by Fact 33(3). Also, as in Case 2.1, for any t ∈ Z2i+1 we
have Hi − ut zt1  U . Hence, both conditions (ii) and (iii) of Lemma 9 are also satisﬁed. Hence, the
result holds for this last case. 
We are now ready to prove the main result of this section.
Proof of Theorem 3. Suppose we have a non-trivial dual-pair (F ,U ) of the class of all 5-colorable
toroidal graphs. Then, by Proposition 22, U is not a clique. We may assume that U is a core since
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the class toroidal graphs is hereditary. This implies that U is K5-free since U  K5. For a K5-free
and a core 5-colorable toroidal graph U , we construct an inﬁnite U -critical sequence, contrary to
Proposition 5. We have three cases.
Case 1. ω(U ) = 4. This case follows by Corollary 25.
Case 2. ω(U ) = 3. This case follows by Lemma 29.
Case 3. ω(U ) = 2. This case follows by Proposition 22 and Lemma 35. 
The following lemma, in contrast to Theorem 3, shows that there are k-chromatic, Kk-free core
dual graphs, for k 8. By extending a classical theorem of Gallai, [2], the case k = 7 is solved in [14],
by showing that there are also 7-chromatic, K7-free dual graphs. Thus, the case k = 6 is the only open
case. We present this problem in the next section.
Lemma 36. Let W = W2k+1h and let S be any ﬁxed surface where W is embeddable and S has genus at
least 2. If h 5, then there are only ﬁnitely many W -critical graphs in G(S). If h = 2, then W has only ﬁnitely
many critical graphs in G(S) if and only if k = 1.
Proof. Let W = W2k+1h be the h-hub wheel. Assume ﬁrst that h  5. Then, for every W -critical
graph G , we claim that δ(G)  7. To see this assume that G has a vertex v with degree at most
six. Since G is W -critical, we have a homomorphism f : (G − v) → W . We extend this to G  W
since we have some vertex in W that is adjacent to every vertex in f (N(v)), a contradiction. Hence
δ(G) 7 as claimed. From Eüler’s equation for surfaces of genus g and from the inequality 2e  δ|G|
and the face-sum equation, we have (δ − 6)|G|  12(g − 1). Since g is ﬁxed we have only ﬁnitely
many W -critical graphs for h 5.
To prove the second part of the statement, note that W2k+12 for all k 1 can be embedded in a
surface of genus 1. However, unless k = 1, by Proposition 22, we can ﬁnd an inﬁnite W2k+12-critical
sequence {Hi}∞i=k in G(S), by gluing a hub vertex of W2i+1,2 to a rim of W2k+12. Therefore, by this
fact and by Thomassen’s theorem [17], we know that W2k+12 has only ﬁnitely many critical graphs
if and only if k = 1. 
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By Lemma 36, there are only ﬁnitely many (W2i+1h)-critical graphs in G(S), for h  5. By Proposi-
tion 5, W2k+1h is a dual graph in G(S). Since i  2, we have a k-chromatic dual graph different from
a complete graph which is a dual. These are graphs of chromatic number at least p, p = 8,9, . . .. The
case of 7-chromatic graphs follows from a the result in [14], and so the result follows. 
5. Conclusion
Several problems seem to arise that are related to our results in this paper. Of course the most
interesting problem in this subject would be to characterize all of the dualities in any ﬁxed surface.
Dualities of a particular kind, called “strong dualities” which we deﬁne below are particularly inter-
esting among other kinds.
A strong dual is a graph U which is a dual graph for every surface S in which U embeds (except
possibly for ﬁnitely many surfaces). Explicitly, this means for every surface S where U embeds, there
are graphs F S1 , F
S
2 , . . . , F
S
t , such that ({F S1 , F S2 , . . . , F St },U ) is a dual-pair for the class G(S). Complete
graphs of size at least 5 are examples of strong duals due to Theorem 21 and Proposition 5. This is
nice because we are able to deduce from it that the k-coloring for k 5, is a polynomial time solvable
problem not only on some, but rather on every ﬁxed orientable surface where Kk is embeddable.
Determining all strong duals for each ﬁxed surface is perhaps very diﬃcult. For a ﬁxed surface S the
number of complete graphs that embed on S is clearly ﬁnite. We offer the following general problem:
Problem 37. Are there only ﬁnitely many strong duals on every ﬁxed surface?
For each 5-colorable toroidal graph U , the inﬁnite U -critical sequence we found are embeddable
on a surface of genus at least 2. We do not know if there are 5-colorable dual graphs on the torus
that are not strong dual (we call these weak duals). In other words, we do not know if there is a
5-colorable dual graph U , for which the number of U -critical and toroidal graphs is ﬁnite, other than
K5. For the case of K5, Thomassen has, in fact, listed all the K5-critical toroidal graphs [18]. We also
do not know if the torus has 6-chromatic strong duals. We have only settled the strong duality case
of K5-free toroidal graphs. Perhaps there is a strong dual 6-chromatic graph U , such that ω(U ) = 5.
Our method of constructing an inﬁnite U -critical sequence does not seem to work if U contains a
K5-subgraph. In particular, for 6-chromatic graphs, we have the following problem:
Problem 38. Does there exist a K6-free, 6-chromatic strong dual graph on any ﬁxed surface?
Remark. Let G/Kn denote the class of all graphs without Kn minor, for any n 1. One can construct
inﬁnitely many k-critical graphs in G/Kn , 3  k  n − 1, and so there are no dualities of the form
(F , Kk−1) in G/Kn, for all k  n − 1. This can be seen easily by considering generalized odd-wheels
of appropriate hub-size. The remaining case (F , Kn−1) is a dual-pair (trivially) if Hadwiger Conjecture
holds for n, by setting F = ∅. Recently, Kawarabayashi and Reed [7] have obtained an important
result that for any ﬁxed positive integer n, the number of minimal counterexamples for Hadwiger
Conjecture (minimal by the subgraph relation) is ﬁnite. This implies the existence of (ﬁnite) dualities
for every class G/Kn, whether Hadwiger Conjecture is true or not, because G/Kn is hereditary and so
we can apply Proposition 5 again. Hadwiger Conjecture itself is equivalent to the assertion that for
the dual Kn−1 all these dualities are trivial. We can show examples of proper subclasses of G/Kn that
have inﬁnitely many ﬁnite dualities. But the whole class G/Kn has none but trivial dualities for the
case n  5. The problem of existence of a non-trivial dual-pair in G/Kn remains open for n  6. We
can prove the case n 5 and we have a partial result for the case n = 6. The following is a question
that considers the general case:
Problem 39. Does a non-trivial dual-pair exist in G/Kn for n 6?
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