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Research on extracting science from binary-black-hole (BBH) simulations has often adopted a
‘‘scattering matrix’’ perspective: given the binary’s initial parameters, what are the final hole’s parameters
and the emitted gravitational waveform? In contrast, we are using BBH simulations to explore the
nonlinear dynamics of curved spacetime. Focusing on the head-on plunge, merger, and ringdown of a
BBH with transverse, antiparallel spins, we explore numerically the momentum flow between the holes
and the surrounding spacetime. We use the Landau-Lifshitz field-theory-in-flat-spacetime formulation of
general relativity to define and compute the density of field energy and field momentum outside horizons
and the energy and momentum contained within horizons, and we define the effective velocity of each
apparent and event horizon as the ratio of its enclosed momentum to its enclosed mass-energy. We find
surprisingly good agreement between the horizons’ effective and coordinate velocities. During the plunge,
the holes experience a frame-dragging-induced acceleration orthogonal to the plane of their spins and their
infall (‘‘downward’’), and they reach downward speeds of order 1000 km=s. When the common apparent
horizon forms (and when the event horizons merge and their merged neck expands), the horizon swallows
upward field momentum that resided between the holes, causing the merged hole to accelerate in the
opposite (‘‘upward’’) direction. As the merged hole and the field energy and momentum settle down, a
pulsational burst of gravitational waves is emitted, and the merged hole has a final effective velocity of
about 20 km=s upward, which agrees with the recoil velocity obtained by measuring the linear momentum
carried to infinity by the emitted gravitational radiation. To investigate the gauge dependence of our
results, we compare generalized harmonic and Baumgarte-Shapiro-Shibata-Nakamura-moving-puncture
evolutions of physically similar initial data; although the generalized harmonic and Baumgarte-Shapiro-
Shibata-Nakamura-moving-puncture simulations use different gauge conditions, we find remarkably good
agreement for our results in these two cases. We also compare our simulations with the post-Newtonian
trajectories and near-field energy-momentum.
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I. INTRODUCTION
A. Motivation
Following Pretorius’ 2005 breakthrough [1], several
research groups have developed codes to solve Einstein’s
equations numerically for the inspiral, merger, and ring-
down of colliding binary black holes (BBHs). Most simu-
lations of BBH mergers to date have adopted the moving-
puncture method [2,3], and spectral methods [4] have also
successfully simulated BBH mergers.
A major goal of current research is to successfully
extract the physical content of these simulations. Typi-
cally, efforts toward this goal adopt a ‘‘scattering matrix’’
approach. Information obtained from numerical simula-
tions on a finite set of islands in the seven-dimensional1
parameter space is being extrapolated, by various research
groups, to design complicated functions that give the final
parameters of the merged hole and the emitted gravita-
tional waveforms as functions of the binary’s initial
parameters.
In this paper, however, we take a different perspective:
we focus our attention on the nonlinear dynamics of curved
spacetime during the holes’ merger and ringdown.
Following Ref. [5] (paper I in this series), our goal is to
develop physical insight into the behavior of highly-
dynamical spacetimes such as the strong-field region near
the black-hole horizons in a merging binary. As in paper I,
we focus this study on the distribution and flow of linear
momentum in BBH spacetimes. In contrast to paper I’s
description of the premerger motion of the holes in the
post-Newtonian approximation, in this paper we study the
momentum flow during the plunge, merger, and ringdown
of merging black holes in fully relativistic simulations.
B. Linear momentum flow in BBHs and
gauge dependence
Typically, numerical simulations calculate only the total
linear momentum of a BBH system and ignore the (gauge-
1One parameter for the mass ratio and six for the individual
spins; additional parameters might arise from eccentric orbits
and the apparent dependence, in at least some configurations, of
the recoil on the initial phase of the binary.
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dependent) linear momenta of the individual black holes.
However, linear momentum has been considered by
Krishnan, Lousto, and Zlochower [6]. Inspired by the
success of quasilocal angular momentum (see, e.g., [7]
for a review) as a tool for measuring the spin of an
individual black hole, Krishnan and colleagues proposed
an analogous (but gauge-dependent) formula for the qua-
silocal linear momentum, and they calculate this quasilocal
linear momentum for, e.g., the highly-spinning, unequal-
mass BBH simulations in Ref. [8]. This quasilocal linear
momentum is also used to define an orbital angular mo-
mentum in Ref. [9].
In this paper, we adopt a different, complementary
method for measuring the holes’ linear momenta: for the
first time, we apply the Landau-Lifshitz momentum-flow
formalism (described in paper I and summarized in Sec. II)
to numerical simulations of merging black holes. In this
formalism, a mapping between the curved spacetime and
an auxiliary flat spacetime (AFS) is chosen, and general
relativity is reinterpreted as a field theory defined on this
flat spacetime. The AFS has a set of translational Killing
vectors which we use to define a localized, conserved
linear momentum. In particular, we calculate (i) a momen-
tum density, (ii) the momentum enclosed by horizons, and
(iii) the momentum enclosed by distant coordinate spheres.
In the asymptotically-flat region around a source, there is a
preferred way to choose the mapping between the curved
spacetime and the AFS; consequently, in this limit item
(iii) is gauge-invariant. In general, though, the choice of
mapping is arbitrary, and it follows that items (i) and (ii)
are necessarily gauge-dependent.
By examining the linear momentum flow in a dynamical
spacetime—and living with the inevitable gauge depen-
dence—we hope to develop strong intuition for the behav-
ior of BBHs. As discussed in Sec. IC of paper I, we
envision different numerical-relativity groups choosing
‘‘preferred’’ gauges based on the coordinates of their nu-
merical simulations. While there is no reason, a priori,
why simulations in different gauges should agree, one of
our hopes from paper I is realized for the cases we con-
sider; namely, in this paper, we calculate the horizon-
enclosed momentum using generalized harmonic and
Baumgarte-Shapiro-Shibata-Nakamura (BSSN)-moving-
puncture evolutions of similar initial data, and we do find
surprisingly good agreement (cf. Figs. 8 and 15), even
though the simulations use manifestly different gauge con-
ditions [Eq. (14) for the generalized harmonic simulations
and Eqs. (B19) and (B20) for the BSSN-moving-puncture
simulations]. These are two of the most commonly used
gauge conditions in numerical relativity.
Therefore, we continue to hope that in general—for the
gauges commonly used in numerical simulations—the
momentum distributions for evolutions of physically simi-
lar initial data will turn out to be at least qualitatively
similar. If further investigation reveals this to be the case,
then different research groups can simply use the coordi-
nates used in the their simulations as the ‘‘preferred coor-
dinates’’ for constructing the mapping to the AFS.
Otherwise, we would advocate (as in Sec. IC of paper I)
that different numerical-relativity groups construct the
mapping to the AFS by first agreeing on a choice of
preferred coordinates (e.g., a particular harmonic gauge)
and then transforming the results of their simulations to
those coordinates.
C. BBH mergers with recoil
A particularly important application of this approach is
an exploration of the momentum flow in BBH mergers
with recoil. The gravitational recoil or kick effect arising in
a BBH coalescence has attracted a great deal of attention in
recent years in the context of a variety of astrophysical
scenarios including the structure of galaxies [10–12], the
reionization history of the Universe [13], the assembly of
supermassive black holes [14–18] and direct observational
signatures [19–21]. For a long time, estimates of the recoil
magnitude were based on approximative techniques [22–
25]; accurate calculations in the framework of fully non-
linear general relativity have only become possible in the
aftermath of important breakthroughs in the field of nu-
merical relativity [1–3].
Several groups have used numerical simulations to study
the kick resulting from the merger of nonspinning and
spinning binaries (see, e.g., [26–31]). Most remarkably,
recoil velocities of several thousand km=s have been found
for binaries with equal and opposite spins in the orbital
plane [30,32,33], and variants thereof with hyperbolic
orbits even reach recoil velocities of 104 km=s [34].
Given the enormous astrophysical repercussions of such
large recoil velocities, the community is now using various
approaches to obtain a better understanding of the kick as a
function of the initial BBH parameters [35–40] resulting in
phenomenological fitting formulas; see [8,9,38,41–43],
and references therein.
On the other hand, our understanding of the local dy-
namics in these extraordinarily violent events is still rather
limited. Some insight into the origin of the holes’ kick
velocity has been obtained by examining the individual
multipole moments of the emitted gravitational waves
[44,45] and by approximating the recoil analytically using
post-Newtonian [24,46], effective-one-body [25], and
black-hole-perturbation theory [47]. Pretorius has pre-
sented an intuitive picture which describes aspects of the
so-called superkick configurations (which generate veloc-
ities in the thousands of km=s) in terms of the frame-
dragging effect (cf. Fig. 5 of Ref. [48]). Recently,
Rezzolla, Macedo, and Jaramillo have explained the de-
celeration of the common horizon in a recoiling BBH
merger in terms of the anisotropic distribution of the
common horizon’s curvature [49].
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Investigating the momentum distribution and flow in
recoiling BBHmergers could help to build further intuition
into the nonlinear dynamics of the spacetime and their
influence on the formation of kicks. Paper I made some
headway into the former issue but could not address the
latter. Specifically, paper I examined the distribution and
the flow of linear momentum in BBH spacetimes using the
Landau-Lifshitz formalism in the post-Newtonian approxi-
mation. It then specialized this approach to the extreme-
kick configuration [30,32,33], which is a system of in-
spiraling BBHs with equal and antiparallel spins in the
orbital plane. During inspiral, the two black holes simul-
taneously and sinusoidally bob perpendicularly to the or-
bital plane; in paper I, this motion was first recognized as
arising from the combined effect of frame dragging and
spin-curvature coupling and then was found to arise from
the exchange of momentum between the near-zone gravi-
tational field and the black holes.
Because paper I analyzed the system at a post-
Newtonian level, its analysis could not be extended to
merger and beyond. Consequently, it was not possible to
address how the nonlinear dynamics in the premerger near-
zone transitions into the final behavior of the merged black
hole. This paper (paper II) lets us begin to address this
transition as we study momentum flow during the plunge,
merger, and ringdown of BBHs in full numerical relativity.
Our study allows us, for example, to examine how accu-
rately Pretorius’s intuitive picture applies during the
merger and ringdown of a recoiling BBH merger.
D. Overview and summary
As a first step toward analyzing the momentum flow in
superkicks, in this paper we apply the Landau-Lifshitz
momentum-flow formalism to a much simpler case: the
head-on plunge, merger, and ringdown of an equal-mass
BBH. The holes initially have antiparallel spins of equal
magnitude that are transverse to the holes’ head-on motion
(Fig. 1). Primarily, the holes simply fall toward each other
in the x direction. However, each hole’s spin drags the
space around itself, causing the other hole to accelerate in
the downward, y direction.
How does this frame dragging relate to the final kick
velocity of the merged hole? To address this question, we
compute the 4-momentum p inside each apparent horizon
using the Landau-Lifshitz formalism; we then define an
effective velocity as
viLL :¼
pi
p0
: (1)
In Sec. IV, we find that this effective velocity behaves
similarly to the apparent horizons’ coordinate velocities.2
The effective y velocity for the generalized harmonic
simulation described in Sec. III A 2 is shown in Fig. 2.
Before the merger, the individual apparent horizons do
indeed accelerate in they (‘‘down’’) direction, eventually
reaching velocities of order 103 km=s. However, when the
common apparent horizon forms, it pulsates; during the
first half-pulsation, the horizon expands and accelerates to
103 km=s in the up (þ y) direction. This happens be-
cause as the common horizon forms and expands, it swal-
lows not only the downward linear momentum inside each
individual horizon but also a large amount of upward
momentum in the gravitational field between the holes
(Fig. 3). During the next half-pulsation, as the horizon
shape changes from oblate to prolate (cf. Fig. 11), the
horizon swallows a net downward momentum, thereby
losing most of its upward velocity. Eventually, after strong
damping of the pulsations, the common horizon settles
down to a very small velocity of about 23 km=s in the
þy direction (inset of Fig. 2), which (Sec. IV) is consistent
z
d
MM
x
y
0.5 M
2 z 2
M0.5S = S = −
FIG. 1 (color online). Initial configuration of the head-on BBH
considered in this paper. The holes move primarily along the x
axis, but they also accelerate in they (downward) direction due
to frame dragging. See Table I for the value of d ¼ 2x0.
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FIG. 2 (color online). The effective velocity vyLL for the indi-
vidual (red dotted line) and common (green dashed line) appar-
ent horizons and for the event horizon (black solid line). The
inset shows the velocity of the common apparent horizon at late
times.
2By coordinate velocity, we mean the velocity of the center of
the apparent horizon, as measured in our asymptotically inertial
coordinates.
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with the kick velocity inferred from the emitted gravita-
tional radiation.
This momentum flow between field and holes is also
described quite beautifully in the language of the holes’
event horizon. Unlike apparent horizons, the event horizon
evolves and expands continuously in time, rather than
discontinuously. As the event horizon expands, it continu-
ously swallows surrounding field momentum, and that
swallowing produces a continuous evolution of the event
horizon’s velocity, an evolution that is nearly the same as
for the apparent-horizon velocity. Figure 2 shows how the
effective velocity of the event horizon smoothly transitions
from matching the individual apparent horizons’ velocities
to matching the common apparent horizon’s velocity. For
further details, see Sec. IVA 2 and especially Figs. 13 and
14.
In the remainder of this paper, we discuss our results
and the simulations that are used to obtain them. In Sec. II,
we briefly review the Landau-Lifshitz formalism and mo-
mentum conservation. The simulations themselves are pre-
sented in Sec. III. We analyze the simulations’ momentum
flow in Sec. IV and conclude in Sec. V. In the appendices,
we describe in greater depth the numerical methods used
for the simulations presented in this paper.
II. 4-MOMENTUM CONSERVATION IN THE
LANDAU-LIFSHITZ FORMALISM
In this section, we briefly review the Landau-Lifshitz
formulation of gravity and the statement of 4-momentum
conservation within this theory. Landau and Lifshitz, in
their Classical Theory of Fields (hereafter referred to as
LL), reformulated general relativity as a nonlinear field
theory in flat spacetime [50]. [Chapter 20 of Misner,
Thorne, and Wheeler (MTW) [51] and a paper by Babak
and Grishchuk [52] are also helpful sources that describe
the formalism.] Landau and Lifshitz develop their formal-
ism by first laying down arbitrary asymptotically Lorentz
coordinates on a given curved (but asymptotically-flat)
spacetime. They use these coordinates to map the curved
(i.e. physical) spacetime onto an AFS by enforcing that
the coordinates on the AFS are globally Lorentz. The
auxiliary flat metric takes the Minkowski form,  ¼
diagð1; 1; 1; 1Þ.
In this formulation, gravity is described by the physical
metric density
g  :¼ ﬃﬃﬃﬃﬃﬃﬃgp g; (2)
where g is the determinant of the covariant components of
the physical metric, and g are the contravariant compo-
nents of the physical metric. When one defines the super-
potential
H :¼ gg  gg; (3)
the Einstein field equations take the field-theory-in-flat-
spacetime form
H; ¼ 16: (4)
Here  :¼ ðgÞðT þ tLL Þ is the total effective stress-
energy tensor, indices after the comma denote partial de-
rivatives (or, equivalently, covariant derivatives with re-
spect to the flat auxiliary metric), and the Landau-Lifshitz
pseudotensor t

LL (a real tensor in the auxiliary flat space-
time) is given by Eq. (100.7) of LL [50] or equivalently
Eq. (20.22) of MTW [51]:
16ðgÞtLL
¼ g;g;  g;g; þ
1
2
ggg

;	g
	
;
 ggg;	g	;  ggg;	g	;
þ gg	g;g;	 þ 18 ð2g
g  ggÞ
 ð2g	g
  g	
gÞg;g	
; (5)
Because of the symmetries of the superpotential—they are
the same as those of the Riemann tensor—the field equa-
tions (4) imply the differential conservation law for
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FIG. 3 (color online). A contour plot of the y component of the
momentum density at the moment when the common apparent
horizon forms. The common horizon encloses the momentum
inside the individual horizons and also the momentum in the
gravitational field. The grey-shaded region and solid, red con-
tours indicate positive momentum density, while the white-
shaded region and blue, dashed contours indicate negative mo-
mentum density. The individual apparent horizons are shaded
black, and the common apparent horizon is shown as a thick
black line.
GEOFFREY LOVELACE et al. PHYSICAL REVIEW D 82, 064031 (2010)
064031-4
4-momentum
; ¼ 0: (6)
Equation (6) is equivalent to T; ¼ 0, where the semi-
colon denotes a covariant derivative with respect to the
physical metric.
In both LL and MTW, it is shown that the total 4-
momentum of any isolated system (measured in the
asymptotically-flat region far from the system) is
p

tot ¼ 116
I
S
H0j;dj; (7)
where dj is the surface-area element of the flat auxiliary
metric, and S is an arbitrarily large surface surrounding the
system. This total 4-momentum satisfies the usual conser-
vation law
dptot
dt
¼ 
I
S
jdj: (8)
See the end of Sec. III of [5] for a brief proof of why this
holds for black holes.
Because this paper focuses on BBHs, we will make a
few further definitions that will be used frequently in our
study. First, we label the two3 black holes in the binary
(and the regions of space within their horizons) by A and B,
and denote their surfaces (sometimes the hole’s event
horizon and other times the apparent horizon) by @A and
@B, as shown in Fig. 4. We let E stand for the region outside
both bodies but inside the arbitrarily large surface S where
the system’s total momentum is computed (in our case, this
is taken to be a fixed coordinate sphere inside the outer
boundary of the numerical-relativity computational grid).
With the aid of Gauss’s theorem and the Einstein field
equations (4), one can reexpress Eq. (7) for the binary’s
total 4-momentum as a sum over contributions from each
of the bodies and from the gravitational field in the region E
outside them:
ptot ¼ pA þ pB þ pfield: (9a)
Here
pA :¼
1
16
I
@A
H0j;dj (9b)
is the 4-momentum of body A (an equivalent expression
holds for body B), and
p

field
:¼
Z
E
0d3x (9c)
is the gravitational field’s 4-momentum in the exterior of
the black holes. We define an effective velocity of black
hole A (with similar expressions holding for hole B) by
vjLL :¼
pjA
p0A
: (10)
In analogy to Eq. (8) for the rate of change of the
binary’s total 4-momentum, one can write the correspond-
ing equation for the rate of change of the 4-momentum of
body A:
dpA
dt
¼ 
I
@A
ðk  0vkAÞdk: (11)
Equation (11) describes the flow of field 4-momentum into
and out of body A (the second term comes from the motion
of the boundary of body A with local coordinate velocity
vkA).
4
We will use Eqs. (8)–(10) as the basis for our study of
momentum flow in black-hole binaries. The actual values
of the body and field 4-momenta, computed in the above
ways, will depend on the arbitrary mapping between the
physical spacetime and the AFS; this is the gauge depen-
dence that will be discussed in Sec. IVB.
III. SIMULATIONS OF HEAD-ON BBH
COLLISIONS WITH ANTI-ALIGNED SPINS
In order to investigate the gauge dependence of our
results, we compare simulations of the same physical
system using two separate methods that employ different
choices of coordinates. One method is a pseudospectral
excision scheme based on generalized harmonic coordi-
∂ ∂
FIG. 4. The regions of space around and inside a binary-black-
hole system.
3After the holes merge, there is only one horizon, which we
label @C. Eqs. (8)–(10) hold after removing terms with subscript
B and then substituting A! C.
4In the case that the body’s event horizon is stationary (i.e.
sufficiently far from merger), vkA ¼ dxkA; cm=dt, the center-of-
mass velocity of body A. However, if the body’s event horizon is
dynamical (i.e. during the merger phase), then vkA is the local
coordinate velocity of the event horizon surface, vkA ¼ dxk@A=dt.
See Sec. IVA2 for a discussion of the dynamics of the event
horizon.
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nates; the other is a finite-difference moving-puncture
scheme that uses the BSSN [53,54] formulation, 1þ log
slicing, and a gamma-driver shift condition (henceforth
referred to as ‘‘BSSN-moving-puncture gauge;’’ for de-
tails, see Appendix B 2). The coordinates used in the two
methods differ both for the initial data and during the
evolution. In this section, we summarize the construction
of initial data and the evolution scheme for both methods,
and we present convergence tests and estimate numerical
uncertainties. Further details about our numerical methods
are given in Appendices A and B.
A. Generalized harmonic
1. Quasiequilibrium excision data
The evolutions described in Sec. III A 2 begin with
quasiequilibrium excision data constructed using the
method of Ref. [55]. This method requires the arbitrary
choice of a conformal three-metric; we choose this metric
to be flat almost everywhere but curved (such that the
metric is nearly that of a single Kerr-Schild hole) near
the horizons.
Our initial data method also requires us to choose an
outer boundary condition on a shift vector i; for a general
binary that is orbiting and inspiraling, we use5
i ¼ ð0  rÞi þ _a0ri þ Vi0; r! 1; (12)
where 0 is the angular velocity, _a0r
i is the initial radial
velocity, and Vi0 is a translational velocity. Note that
Eq. (12) is different from the choice made in Ref. [55].
In this paper we confine our focus to collisions that are
head-on, which we define as 0 ¼ _a0 ¼ 0. However, Vi0
must be nonzero to make the total linear momentum of the
initial data vanish.
Table I summarizes the initial data used in this paper.
The Arnowitt-Deser-Misner (ADM) mass MADM
(Eq. (11.2.14) in Ref. [56]; see also [57,58]), the irreduc-
ible mass Mirr and Christodoulou mass MChr of one of the
holes are listed, where MChr is related to Mirr and the spin
of the hole Sz by
M2Chr ¼ M2irr þ
S2z
4M2irr
: (13)
Table I also shows the dimensionless spin Sz=M
2
Chr; by
definition, this measure of the spin lies in the interval
1  Sz=M2Chr  1.
For set S1 listed in Table I, Vi0 is adjusted so that
the initial effective velocity of the entire spacetime
vitot :¼ pitot=p0tot is smaller than 0:1 km=s, which is ap-
proximately the size of our numerical truncation
error (cf. Fig. 9): ðjvxtotj; jvytotj; jvztotjÞ ¼ ð4 104; 5
102; 2 103Þ km=s at time t ¼ 0.
The construction of initial data is described in more
detail in Appendix A.
2. Generalized harmonic evolutions
We evolve the quasiequilibrium excision data described
in Sec. III A 1 pseudospectrally, using generalized har-
monic gauge [59–62], for which the coordinates x satisfy
the gauge condition
gr	r	x ¼ Hðx	; g
Þ; (14)
where H is a function of the coordinates and the space-
time metric. In this subsection, we summarize the compu-
tational grid used for our generalized harmonic evolutions,
and we briefly discuss our numerical accuracy. Details of
our pseudospectral evolution methods are given in
Appendix B 1.
Our computational grid covers only the exterior regions
of the black holes (‘‘black-hole excision’’): there is an
artificial inner boundary just inside each apparent horizon.
No boundary conditions are needed at these boundaries
because of causality; note that the formulation of Einstein’s
equations we use [62] admits only causal characteristic
speeds, even for gauge modes and constraint-violating
modes. The grid extends to a large radius rmax 
400MADM. A set of overlapping subdomains of different
shapes (spherical shells near each hole and far away,
cylinders elsewhere) covers the entire space between the
excision boundaries and r ¼ rmax.
Because different subdomains have different shapes and
the grid points are not distributed uniformly, we describe
the resolution of our grid in terms of the total number of
grid points summed over all subdomains. We label our
resolutions N0, N1, and N2, corresponding to approxi-
mately 553, 673, and 793 grid points, respectively. After
TABLE I. Parameters of the initial data configurations studied
in this work. Model S1 (see Sec. III A 1) gives the parameters
used to construct a set of Superposed-Kerr-Schild quasiequili-
brium excision initial data. Model H1 (see Appendix A 2) gives
the parameters for the larger separation Superposed-Harmonic-
Kerr initial data set. Both S1 and H1 were used in generalized
harmonic, pseudospectral evolutions. P1 and P2 provide the
Bowen-York parameters for the two systems evolved with the
BSSN-moving-puncture method. The holes are initially sepa-
rated by a coordinate distance d ¼ 2x0 and are located at
coordinates ðx; y; zÞ ¼ ðx0; 0; 0Þ. For clarity, only 4 significant
figures are shown.
Set xo=MADM Mirr=MADM MChr=MADM Sz=M
2
Chr
S1 3.902 0.4986 0.5162 0:5000
P1 4.211 0.4970 0.5146 0:5000
P2 8.368 0.4802 0.5072 0:5091
H1 14.864 0.4870 0.5042 0:5000
5The shift vector i used here and in Appendix A for the
construction of initial data is not the same as the shift vector used
during our evolutions. Except for Sec. III A 1 and Appendix A,
we always use i to refer to the shift during the evolution.
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merger, we regrid onto a new computational domain that
has only a single excised region (just inside the newly-
formed apparent horizon that encompasses both holes).
This new grid has a different resolution (and a different
decomposition into subdomains) from the old grid. We
label the resolution of the post-merger grid by A, B, and
C, corresponding to approximately 633, 753, and 873 grid-
points, respectively. We label the entire run using the
notation ‘‘Nx:y,’’ where the characters before and after
the decimal point denote the premerger and post-merger
resolution for that run. Thus, for example, ‘‘N2:B’’ denotes
a run with approximately 673 grid points before merger and
753 grid points afterward. On the outermost portion of the
grid (farther than200MADM), we use a coarser numerical
resolution than we do elsewhere. (We only measure the
gravitational-wave flux, linear momentum, etc., at radii of
r  160MADM.)
To demonstrate the convergence of our evolutions, we
plot the constraint violation in Fig. 5 for several resolu-
tions. The quantity plotted is the L2 norm of all the con-
straints of the generalized harmonic system, normalized by
the L2 norm of the spatial gradients of all the dynamical
fields, as defined by Eq. (71) of Ref. [62]. The left portion
of the plot depicts the constraint violation during the
plunge, the right third of the plot shows the constraint
violation during the ringdown, and the middle panel shows
the constraints shortly before and shortly after the common
apparent horizon forms. Throughout the evolution, we
generally observe exponential convergence, although the
convergence rate is smaller near merger. After merger,
there are two sources of constraint violations: those gen-
erated by numerical truncation error after merger (these
depend on the resolution of the post-merger grid) and those
generated by numerical truncation error before merger and
are still present in the solution (these depend on the reso-
lution of the premerger grid). We see from Fig. 5 that the
constraint violations after merger are dominated by the
former source. Also, at about t ¼ 200MADM, the constraint
violation increases noticeably (but is still convergent); at
this time, the outgoing gravitational waves have reached
the coarser, outermost region of the grid.
Finally, in Fig. 6, we demonstrate the accuracy of the
recoil velocity vkick ¼ 22 km=s inferred from the
gravitational-wave signal 4, which asymptotically is re-
lated to the gravitational-wave amplitudes hþ and h by
4 ¼ d
2
dt2
hþ  i d
2
dt2
h: (15)
We extract the spin-weighted spherical harmonic coeffi-
cients of4ðtÞ from the simulation as described in Ref. [4],
and we integrate these coefficients over time to obtain
_h‘mðtÞ, which are the spin-weighted spherical harmonic
coefficients of _h ¼ _hþ  i _h. For each (‘;m), the integra-
tion constant is chosen so that the average value of _h‘mðtÞ is
zero. The _h‘mðtÞ are then used to compute the 4-momentum
flux of the gravitational waves from Eqs. (3.14)–(3.19) of
Ref. [63]. Integrating this flux over time yields the total
radiated energy-momentum, prad. The recoil velocity can
then be computed from energy-momentum conservation:
vikick ¼ pirad=Mfinal, where Mfinal :¼ MADM  Erad and
Erad is the energy radiated to infinity. For set S1, we obtain
a radiated energy of Erad=MADM ¼ ð5:6840 0:0008Þ 
104, where the quoted error includes truncation error and
uncertainty from extrapolation to infinite radius (as dis-
cussed below). The top panel of Fig. 6 shows the recoil
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velocity as a function of time for our highest-resolution
simulation, while the lower panel shows differences be-
tween the highest-resolution (N2:C) and lower resolutions.
From these differences, we estimate a numerical uncer-
tainty for the final recoil velocity of 5 103 km=s for
N1:B and 2 105 km=s for N2:B.
This numerical uncertainty includes only the effects of
numerical truncation error; however, there are other poten-
tial sources of uncertainty in the simulations that must also
be considered. The first is the spurious ‘‘junk’’ gravita-
tional radiation that arises because the initial data do not
describe a perfect equilibrium situation. This radiation is
not astrophysically realistic, but by carrying a small
amount of energy-momentum that contributes to the mea-
sured p

rad at large distances, the spurious radiation does
affect our determination of the final recoil velocity. In our
investigation of momentum flow (Sec. IV), we do not
correct for the initial data’s failure to be in equilibrium;
here we estimate the contribution of the resulting spurious
radiation to the final recoil velocity. First, we note that for
head-on collisions, the physical gravitational waves are
emitted predominantly after merger. Therefore, we esti-
mate the influence of the spurious radiation by examining
the accumulated recoil velocity at time t ¼ tþ r, where
r is the radius of the extraction surface and t is a cutoff
time. Because the holes merge so quickly (because they
begin at so small an initial separation), the spurious and
physical contributions to the recoil are not clearly distin-
guishable in Fig. 6. Varying t between 31:1MADM and
38:3MADM (the common event and apparent horizons form
at t ¼ 31:1MADM and t ¼ 34:7MADM, respectively), we
estimate that the spurious radiation contributes approxi-
mately 1 km=s (about 5%) to the recoil velocity—a much
larger uncertainty than the truncation error. The same
variation of t implies that the spurious radiation contrib-
utes about 10% of the total radiated energy Erad.
Another potential source of uncertainty in vikick arises
from where on the grid we measure the gravitational
radiation. In particular, the quantity 4 in Eq. (15) should
ideally be measured at future null infinity. Instead, we
measure 4 on a set of coordinate spheres at fixed radii,
compute vikick on each of these spheres, and extrapolate the
final equilibrium value of vikick to infinite radius
(cf. Fig. 12). We estimate our uncertainty in the extrapo-
lated value by comparing polynomial extrapolation of
orders 1, 2, and 3; we find an uncertainty of 3
103 km=s for the quadratic fit. Note that if we had not
extrapolated to infinity, but had instead simply used the
value of vykick at our largest extraction sphere (r ¼
160MADM), we would have made an error of 0:85 km=s,
which is much larger than the uncertainty from numerical
truncation error. Finally, we mention that our computation
of4 is not strictly gauge-invariant unless4 is evaluated
at future null infinity. As long as gauge effects in4 fall off
faster than 1=r as expected, extrapolation of vykick to infin-
ity should eliminate this source of uncertainty.
B. BSSN-moving-puncture
1. Bowen-York puncture data
In order to address the importance of gauge dependence
for our calculations using the Landau-Lifshitz formalism,
we also simulate BBHmergers using the so-called moving-
puncture method, which employs the covariant form of
‘‘1þ log’’ slicing [2,64] for the lapse function  and a
‘‘Gamma-driver’’ condition (based on the original
‘‘Gamma-freezing’’ condition introduced in [65]) for the
shift vector. The precise evolution equations for the gauge
variables as well as further technical details of our puncture
simulations are given in Appendix B 2.
Our simulations start with puncture initial data [66]
provided in our case by the spectral solver of Ref. [67].
The initial data are fully specified in terms of the initial
spin ~S1;2, linear momentum ~P1;2 and initial coordinate
position ~x1;2 as well as the bare mass parameters m1;2 of
either hole [68]. In order to assess the impact of the initial
binary separation, we consider two models as specified in
Table I. There we also list the total black-hole mass MChr
and normalize all quantities using the total ADM mass
MADM. The main difference between the two configura-
tions is the initial separation of the holes. The lapse and
shift are initialized as  ¼ 1=6 and i ¼ 0, where  is
the determinant of the physical three-metric.
2. BSSN-moving-puncture evolutions
The evolution of the puncture initial data is performed
using sixth order spatial discretization of the BSSN equa-
tions combined with a fourth order Runge-Kutta time
integration. Mesh refinement of Berger-Oliger [69] type
is implemented using Schnetter’s CARPET package [70,71].
The prolongation operator is of fifth order in space and
quadratic in time. Outgoing radiation boundary conditions
are implemented using second-order accurate advection
derivatives (see, for example, Sec. VI in Ref. [72]).
Using the notation of Sec. IIE of Ref. [73], the grid setup
in units ofMADM for these evolutions is given by (rounded
to 3 significant digits)
fð202; 101; 58:8; 25:2; 12:6Þ  ð3:15; 1:58; 0:788Þ; hg;
fð201; 100; 58:5; 25:1Þ  ð6:27; 3:13; 1:57; 0:784Þ; hg;
respectively. Here h denotes the resolution on the inner-
most refinement level. For model P1 we perform a con-
vergence analysis by setting h to hc ¼ MADM=49:5,
hm ¼ MADM=57:1 and hf ¼ MADM=64:7, respectively,
for coarse, medium and fine resolution. Model P2 is
evolved using h ¼ MADM=49:8.
Before we discuss the physical results from the BSSN-
moving-puncture simulations, we estimate the numerical
errors due to discretization, finite extraction radius and the
presence of unphysical gravitational radiation in the initial
data.
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In order to study the dependence of the results on
resolution, we have evolved model P1 of Table I using
different resolutions hc, hm, and hf on the finest level and
correspondingly larger grid spacings by a factor of 2 on
each consecutive level. Numerical simulations based on
finite differencing techniques incur a numerical error of
polynomial dependence on the grid resolution h because
derivatives in the differential equations are discretized via
Taylor expansion. A numerical result fh will therefore
differ from the continuum limit f by a discretization error
eðhÞ :¼ fh  f ¼ const hn þ    , where n is the order
of convergence and the dots denote higher order terms. In
our case, the lowest order ingredient in the code arises in
the prolongation in time which is second-order accurate.
The consistency of the code can then be tested by calculat-
ing the order of convergence according to
Qn :¼
fhc  fhm
fhm  fhf
; (16)
where fhc , fhm , and fhf denote the numerical solution at
coarse, medium and fine resolution, respectively. Inserting
the above mentioned error function eðhÞ and ignoring
higher order terms, the expected convergence factor for a
scheme of nth order accuracy is
Qn ¼ h
n
c  hnm
hnm  hnf
: (17)
The kick velocity from the high-resolution simulation,
as inferred from the gravitational radiation flux at rex ¼
73:5MADM, is shown in the upper panel of Fig. 7. The
bottom panel shows the differences between the velocities
obtained at the different resolutions scaled for second-
order convergence using a factor Q2 ¼ 1:49. By using
Richardson extrapolation, we estimate the error in the final
kick for the fine resolution run to be 1 km=s or 5%. We
similarly find overall second-order convergence for the
velocity derived from the components of the Landau-
Lifshitz tensor as integrated over the apparent horizon.
The error in that quantity barely varies throughout the
entire simulation and stays at a level just below vLL 
50 km=s and 60 km=s for fine and coarse resolution,
respectively.
The gravitational-wave signal is further affected by the
use of finite extraction radius and linear momentum con-
tained in the spurious initial radiation. We estimate the
uncertainty due to the finite extraction radius by fitting the
final kick velocity obtained for the medium resolution
simulation of model P1 at radii rex ¼ 31:5    94:5MADM
in steps of 10:5MADM. The resulting final kick velocities
are well approximated by a polynomial of the form a0 þ
a1=rex þ a2=r2ex. For rex ¼ 73:5M we thus obtain an un-
certainty of 0:4 km=s corresponding to a relative error of
2.2%.
Finally, we take into account contributions from the
spurious initial radiation by discarding the wave signal
up to t rex ¼ t. For model P1, it is not entirely clear
where exactly the spurious wave signal stops and the
physical signal starts. By varying t from 30 to
45MADM, we obtain an additional error of about
1 km=s. For model P2, no such problem arises because
of the smaller amplitude of the spurious radiation and
because the longer premerger time enables the junk radia-
tion to escape the system long before the merger happens.
We estimate the resulting total uncertainty by summing the
squares of the individual errors and obtain 7.5% and 5.5%
for models P1 and P2, respectively.
Using these uncertainties, the gravitational-wave emis-
sion for model P1 results in a total radiated energy of
Erad=MADM ¼ ð0:042 0:008Þ% and a recoil velocity
vkick ¼ ð20:3 1:5Þ km=s. For model P2, the result is
Erad=MADM¼ð0:05550:0023Þ% and vkick ¼ ð19:7
1:1Þ km=s.
IV. MOMENTUM FLOW
In this section, we turn to the momentum flow during the
evolutions described in Sec. III. First, in Sec. IVA we
measure the momentum of the holes during plunge,
merger, and ringdown during a generalized harmonic evo-
lution of initial data set S1 (Table I), focusing on the
momentum density and the inferred Landau-Lifshitz ve-
locity vyLL along and opposite the frame-dragging direction
(which in this paper are chosen to be the y direction,
respectively). In Sec. IVB, we look at the momentum flow
in a BSSN-moving-puncture simulation with similar initial
data, and by comparing the BSSN-moving-puncture and
generalized harmonic simulations, we investigate the in-
fluence of the choice of gauge on our results. Then, in
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FIG. 7 (color online). Gravitational recoil for model P1 as
estimated from the gravitational-wave signal 4 extracted at
rex ¼ 73:5MADM using the highest resolution (upper panel).
Differences in the recoil obtained at coarse, medium, and fine
resolution rescaled for second-order convergence (lower panel).
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Sec. IVC we compare the momentum density and velocity
of the holes with post-Newtonian predictions.
A. Generalized harmonic results
Throughout the generalized harmonic evolutions sum-
marized in Sec. III A 2, we measure the 4-momentum
density by explicitly computing the Landau-Lifshitz pseu-
dotensor [Eq. (5)]. Because our evolution variables are
essentially the spacetime metric g and its first derivative
g;	, we are able to compute the momentum density
without taking any additional numerical derivatives.
Besides measuring the momentum density, we also mea-
sure the 4-momentum p

A [Eq. (9b)] enclosed by (i) the
apparent horizons, (ii) the event horizon, and (iii) several
spheres of large radius. From the enclosed momentum, we
evaluate the effective velocity vjLL [Eq. (10)].
1. Apparent horizons
The effective velocities of the apparent horizons are
shown in Fig. 8 (dashed curves). To demonstrate conver-
gence, Fig. 9 shows the differences between apparent-
horizon effective velocities computed at different resolu-
tions. During the plunge, the difference between the me-
dium and fine resolution is less than 0:1 km=s until shortly
before merger, when it reaches a few tenths of a km=s.
Shortly after merger, the difference between the highest
and medium continuation resolutions (i.e., between N2:B
and N2:C) falls from about 1 km=s to about 0:1 km=s.
For comparison, Fig. 8 also shows the apparent hori-
zons’ coordinate velocities (dotted curves); the coordinate
and effective velocities agree qualitatively during the
plunge and quantitatively during the merger. There is no
reason to expect this observed agreement a priori; this is
one sense in which our gauge choice appears to be ‘‘rea-
sonable.’’ Also, Fig. 8 shows that the effective velocities of
individual apparent horizons and the event horizon agree
well until shortly before merger, when the event horizon’s
velocity smoothly transitions to agree with the common
apparent horizon’s (cf. Sec. IVA2 below).
Because of frame dragging, during the plunge the
individual apparent horizons accelerate in the downward
( y) direction, eventually reaching velocities of thou-
sands of km=s. But when the common apparent horizon
appears, its velocity is much closer to zero and quickly
changes sign, eventually reaching speeds of about
1000 km=s in the þy direction (i.e., in the direction oppo-
site the frame-dragging direction). Then, as the common
horizon rings down, the velocity relaxes to a final kick
velocity of about 20 km=s in the þy direction.
After merger, why have the horizon velocities suddenly
changed from thousands of km=s in the frame-dragging
direction to over a thousand km=s in the opposite direc-
tion? The answer can be seen in Fig. 10, which plots
contours of constant y-momentum density at several times.
At t ¼ 0, the momentum density has an irregular shape,
because the initial data is initially not in equilibrium. By
time t ¼ 26:92MADM, the momentum density has relaxed.
When the common apparent horizon forms (at time t ¼
34:73MADM), it encloses not only the momentum of the
individual apparent horizons but also the momentum in the
gravitational field between the holes.
It turns out that the net momentum outside the individual
horizon but inside the common horizon points in the þy
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direction; as the common horizon expands, it absorbs more
and more of this upward momentum. Figure 11 compares
the common apparent horizon’s effective velocity to its
area and shape; the latter is indicated by the pointwise
maximum and minimum of the horizon’s intrinsic scalar
curvature. During the first half-period of oscillation (to the
left of the leftmost dashed vertical line), the common
horizon expands (as seen by its increasing area); as it
expands, the upward-pointing linear momentum it encloses
causes vyLL to increase. After the first half-period, the
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FIG. 10 (color online). Contour plots of the y (up-down) component of the momentum density, which points along or opposite of the
holes’ motion due to frame dragging. Adjacent contours correspond to a factor of 10 difference in the magnitude of the momentum
density. Contours of positive y momentum density are shown as solid red lines, while contours of negative y momentum density are
shown as dashed blue lines. The region containing positive y momentum density is shaded grey. The regions inside the apparent
horizons are shaded black, except for the upper right panel, where the region inside the individual horizons is shaded black, while the
common apparent horizon is indicated by a thick black line. The data shown are from the high-resolution evolution N2:C.
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horizon shape is maximally oblate (cf. panel B on the right
side of Fig. 11), and vyLL is at its maximum value of about
1000 km=s.
After another half-period of oscillation, the apparent
horizon becomes prolate and encloses enough downward-
pointing momentum that vyLL has decreased to only about
þ200 km=s. After one additional full period, the effective
velocity has fallen to nearly zero. As the horizon is ringing
down, the momentum density in the surrounding gravita-
tional field also oscillates: the final four panels in Fig. 10
show how the momentum density relaxes to a final state as
the horizon relaxes to that of a boosted Schwarzschild
black hole.
As the horizon rings down, gravitational waves are
emitted, and these waves carry off a small amount of linear
momentum. The net radiated momentum is only a small
fraction of the momenta of the individual holes at the time
of merger: the final effective velocity of the merged hole is
about 20 km=s in the upward-pointing direction, or about
1% of the individual holes’ downward velocity just before
merger.
Various measures of the final velocity of the merged hole
are shown in Fig. 12. The kick velocity vykick, which is
inferred from the outgoing gravitational waves, is mea-
sured on four coordinate spheres (with radii R of
100MADM, 120MADM, 140MADM, and 160MADM); the ef-
fective velocity is measured on the same coordinate
spheres. At late times, we find that the effective velocity
vyLL has no significant dependence on the radius of the
120 160 200 240 280 320 360 400
Time / MADM
21
21.5
22
22.5
23
23.5
24
v
y  
(km
/s)
v
y
LL (r=100 MADM)
v
y
kick (r=160 MADM)
v
y
kick (r=100 MADM)
v
y
kick (r=120 MADM)
v
y
kick (r=140 MADM)
v
y
LL (AH)
v
y
coord
v
y
kick (r = ∞)
v
y
LL (r=120 MADM)
v
y
LL (r=140 MADM)
v
y
LL (r=160 MADM)
FIG. 12 (color online). A comparison of various measures of
the final velocity of the merged hole in simulation S1. The kick
velocity inferred from the gravitational-wave flux (thin dashed
lines) and the Landau-Lifshitz effective velocities vyLL (thin solid
lines) are measured on spheres of radius 100MADM, 120MADM,
140MADM, and 160MADM The value of the kick velocity at the
final time is extrapolated to r ¼ 1 (black cross). The effective
velocity measured on the common apparent horizon (thick solid
line) and the coordinate velocity (thick dashed line) are also
shown. The data shown are from the high-resolution evolution
N2:C.
35 40 45 50 55 60 65 70 75 80
Time / MADM
1.7
1.8
1.9
2
A
/A
(t=
0)
0.4
0.6
M
C
hr
2  R MChr
2 min(R)
MChr
2 max(R) 
0
103
vy
LL
 (k
m
/s
)
A B C D E F
Dimensionless scalar curvature 
of common apparent horizon (N2.C)
0.490 0.495 0.500 0.505 0.510
A B C
D E F
x y
z
FIG. 11 (color online). Left: A comparison of the common apparent horizon’s effective velocity and the horizon’s shape and area.
The top panel shows the horizon’s effective velocity vyLL. The middle panel shows the pointwise minimum and maximum of the
horizon’s dimensionless intrinsic scalar curvature; both M2Chr minðRÞ and M2Chr maxðRÞ relax to the Schwarzschild value of 1=2 as the
horizon rings down. [The first four local minima of M2Chr minðRÞ are indicated by vertical dashed lines.] The bottom panel shows the
area A of the common apparent horizon normalized by the total area of the individual horizons at t ¼ 0. The data shown are from the
high-resolution evolution N2:C. Right: The dimensionless intrinsic scalar curvature M2ChrR of the common apparent horizon at the
times labeled A–F in the left panel. The horizon begins peanut-shaped, then rings down, eventually settling down to a sphere with a
constant curvature M2chrR ¼ 0:5.
GEOFFREY LOVELACE et al. PHYSICAL REVIEW D 82, 064031 (2010)
064031-12
extraction surface: it simply approaches the coordinate
velocity vycoord of the common apparent horizon. The de-
pendence of vykick on the extraction radius is expected,
since our method of extracting 4 at finite radius has
gauge-dependent contributions that vanish as R! 1.
When vykick is extrapolated to infinite radius,
6 however, it
does agree well (within 0:2 km=s) with vyLL. The effective
velocity vyLL calculated on the horizon also agrees fairly
well (within about 0:5 km=s) with vyLL measured on distant
spheres.
2. Event horizon
We would like to compare our quantitative results of the
effective velocity vyLL calculated using the event horizon
surface (Fig. 13) with qualitative observations of the event
horizon’s dynamics (Fig. 14). We find that the greatest
variation in both the event horizon geometry and the value
of vyLL occurs over a period of about t ¼ 13MADM from
t ¼ 28MADM to t ¼ 41MADM. At time t ¼ 27:7MADM, the
cusps of the event horizon just begin to become noticeable
[Figs. 14(a) and 14(b)]. One can see in Fig. 13 that this is
the time at which vyLL changes from decreasing to increas-
ing. Shortly after,7at t ¼ 31:1MADM, the two separate event
horizons coalesce into a common event horizon, and the
common event horizon rapidly expands to form a convex
shape by t ¼ 35:5MADM [Figs. 14(d) and 14(e)]. At this
time, we note that vyLL is rapidly increasing (Fig. 13, arrow
e); this rapid increase corresponds to the quickly expanding
event horizon surface.
We interpret this process as the merging black holes
‘‘swallowing’’ the gravitational field momentum between
the holes. The resulting change in vyLL can be divided into
two distinct portions: (i) one that results from the changing
event horizon surface in space, i.e. the field momentum
swallowed by the black holes [mathematically, the second
term, in Eq. (11)] and (ii) a second that results from the
change of field momentum at the black holes’ surface, i.e.
the field momentum flowing into the black holes [mathe-
matically, the first term, in Eq. (11)]. While this distinction
is clearly coordinate dependent, it could, after further
investigation, nevertheless provide an intriguing and intui-
tive picture of the near-zone dynamics of merging black-
hole binaries.
B. BSSN-moving-puncture results and gauge
As summarized in Sec. II, the Landau-Lifshitz formal-
ism that we have applied to our numerical simulations is
based on a mapping between the curved spacetime of the
simulation and an auxiliary flat spacetime. In the
asymptotically-flat region far from the holes, there is a
preferred way to construct this mapping. Consequently,
when the surface of integration is a sphere approaching
infinite radius, Eq. (9b) gives a gauge-invariantmeasure of
the system’s total 4-momentum (see, e.g., Sec. 20.3 of
Ref. [51]). However, when the surface of integration is in
the strong-field region of the spacetime (e.g., when the
surface is a horizon), the 4-momentum enclosed is
gauge-dependent. The momentum density, being given
by a pseudotensor, is always gauge-dependent.
The gauge dependence of the effective velocity can be
investigated at late times—when the spacetime has relaxed
to its final, stationary configuration—by comparing the
velocity obtained on the horizon with gauge-invariant
measures of the kick velocity (Fig. 12). At the final time
in our generalized harmonic simulation, the effective ve-
locities of the apparent and event horizons agree within
tenths of a km=s with the (extrapolated) kick velocity
inferred from the gravitational-wave flux; at late times,
the horizon effective velocities also agree with the effective
velocity measured on coordinate spheres of large radius. At
least at late times, then, the effective velocity vyLL is not
significantly affected by our choice of gauge.
But how strong is the influence of gauge on our results in
the highly-dynamical portion of the evolution, when we
have no gauge-invariant measure of momentum or veloc-
ity? To investigate this, we have evolved initial data that
are physically similar using two manifestly different gauge
conditions: (i) the generalized harmonic condition used in
our spectral evolutions, and (ii) the 1þ log slicing and
Gamma-driver shift conditions used in our BSSN-moving-
puncture evolutions.
Figures 15 and 16 display the velocity obtained from the
horizon integral of the components of the Landau-Lifshitz
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FIG. 13 (color online). The effective velocity vyLL calculated
on the event horizon surface, with the specified snapshots in
Fig. 14 of the event horizon surface marked: a, b, t ¼
27:7MADM; c, t ¼ 30:8MADM; d, t ¼ 31:6MADM; e, t ¼
35:5MADM; f, t ¼ 40:8MADM.
6To extrapolate, we fit the velocities vykick at the final time to a
function of radius R of the form a0 þ a1=Rþ a2=R2.
7Note that at t ¼ 31:1MADM, we (smoothly) modify our gauge
condition [Eq. (B11) and the surrounding discussion]. The
separate event horizons coalesce at time t ¼ 31:1MADM as
well; this is a coincidence.
MOMENTUM FLOW IN BLACK- . . . . II. NUMERICAL . . . PHYSICAL REVIEW D 82, 064031 (2010)
064031-13
tensor in the BSSN-moving-puncture evolutions described
in Sec. III B 2. For comparison, we also plot the velocity
obtained for model S1 in the left panel (dashed curve). The
most remarkable feature in these plots is a large temporary
acceleration of the black holes in the frame-dragging di-
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FIG. 15 (color online). Velocity perpendicular to the line of
sight associated with the horizon integrals of the the Landau-
Lifshitz tensor obtained for models P1 and S1. The shaded area
represents the numerical uncertainty for P1. During the pre-
merger phase, in each simulation the velocities of the individual
horizons are identical.
FIG. 14 (color online). Snapshots of the event horizons at the times indicated in Fig. 13: a, b, t ¼ 27:7MADM; c, t ¼ 30:8MADM; d,
t ¼ 31:6MADM; e, t ¼ 35:5MADM; f, t ¼ 40:8MADM. All snapshots are looking down the z axis to the x y plane, except for shot a,
which is slightly skewed (slightly rotated about the y axis) to better see the geodesic structure. In shot a, the future generators of the
horizon are visible as small blue dots. Note how the future generators map out a surface that meets the event horizon at the event
horizon’s cusps; this is where the future generators join the horizon. The data shown are from the high-resolution evolution N2:C.
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FIG. 16 (color online). Same as Fig. 15 for model P2 of
Table I.
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rection. The magnitude of the velocity reaches about
4500 km=s, which is of the order of the superkicks first
reported in Refs. [30,32]. In contrast to those inspiraling
configurations, however, the black-hole motion reverses
during the merger and settles down to a small value of
30 50 km=s.
In order to examine to what extent this behavior is
dependent on specific properties of the puncture evolution
(such as the particular form of the spurious radiation,
which differs in our generalized harmonic and BSSN-
moving-puncture evolutions), we have performed the fol-
lowing additional simulations. First, we have changed the
gauge parameter in Eq. (B20) to 0.75 and 1.25. We do not
observe a significant change in the behavior of the effective
velocity for this modification.
Second, in order to gain further insight into the depen-
dence of the effective velocity on the initial separation of
the black holes, we have increased the initial separation of
the holes to allow for a longer premerger interaction phase;
We study the evolution of the second model P2 in Table I.
This simulation has been performed with the LEAN code as
summarized in Sec. III B 1 using a resolution hc ¼
MADM=49:8. The resulting velocity is shown in Fig. 16
and represents numerical uncertainties as gray shading.
The remarkable similarity between the figure and its coun-
terpart Fig. 15 for model P1 demonstrates that the numeri-
cal results are essentially independent of the initial
separation.
Comparing the effective velocities for simulations S1
and P1 in Fig. 15, the qualitative behavior of the apparent
horizons’ effective velocities agrees. In both the general-
ized harmonic and BSSN-moving-puncture simulations:
(1) during the plunge, the individual apparent horizons
accelerate to speeds larger than 1000 km=s in the
frame-dragging direction,
(2) when the common horizon forms, its velocity is
much smaller in magnitude, because the common
horizon has enclosed momentum pointing opposite
the frame-dragging direction, and
(3) the velocity relaxes to a value of only tens of km=s
that (within numerical uncertainty) agrees with the
kick velocity measured using the gravitational-wave
flux.
The generalized harmonic and BSSN-moving-puncture
effective velocities do exhibit significant quantitative dif-
ferences, however; e.g., the slopes of the initial accelera-
tion in the frame-dragging direction are quite different in
the two cases. These differences are expected given the
different choices of gauge and the gauge-dependent nature
of the effective velocity in the strong-field region.
Still, we find these results encouraging; two popular
gauge choices used in the NR community do give remark-
able qualitative agreement. This qualitative agreement
certainly does not constitute a proof of a gauge indepen-
dence of our findings; however, we feel encouraged in our
hope that the gauge dependence in practice is not too
severe, at least for the set of gauges actually used in
numerical simulations. Most importantly from a practical
point of view, these results suggest that it is possible that
such local descriptions can be derived from the current
generation of BBH codes without the different numerical-
relativity groups having to agree upon one and the same
gauge choice for (at least qualitative) comparisons of their
momentum densities and effective velocities. Future inves-
tigations using a wider class of coordinate conditions
should further clarify the significance of gauge choices in
this context.
C. Comparison with post-Newtonian predictions
In this section, we compare our results to post-
Newtonian predictions. For each comparison, first the S1
data set (Table I) is presented along with post-Newtonian
predictions of a corresponding initial configuration, then
the H1 data set (Table I) is presented along with its post-
Newtonian predictions. The post-Newtonian trajectories
for spinning point particles were generated by evolving
the post-Newtonian equations of motion [74,75]. The dif-
ference between the two data sets are (i) set H1 begins with
a larger initial separation than set S1, and (ii) set H1 is
evolved in a nearly harmonic gauge.8 Comparing evolu-
tions of data sets S1 and H1 illustrates how these two
effects improve the comparisons one can make with post-
Newtonian predictions.
The left panels of Figs. 17–19 show the comparison
between the highest-resolution evolution (N2:C) of initial
data set S1 and several orders of post-Newtonian predic-
tions. The right panels of Figs. 17–19 show analogous
comparisons with an evolution of initial data set H1.
Figure 17 shows that the bulk, longitudinal motions (i.e.,
motion in the x direction) agree both qualitatively and
quantitatively with post-Newtonian predictions through
most of the plunge (i.e., a few MADM before the formation
of the common apparent horizon) for both data sets. In the
left panel of Fig. 17, we have added another 2.5 PN curve
that is offset vertically such that the 2.5 PN coordinate
velocity agrees exactly with the numerical effective veloc-
ity at t  18:34MADM; this is done in order to account for
the period of initial relaxation in the S1 data set.
Quantitative agreement is then found between 2.5 PN
predictions and both the effective and coordinate velocities
from t  5MADM through t  20MADM. The right panel of
Fig. 17, which has less of an initial relaxation due to the
increased separation, shows excellent agreement between
both the effective and coordinate velocities and the 2.0 PN
and 2.5 PN predictions.
8Note that even if simulation H1 were exactly (instead of only
approximately) harmonic, there would be no guarantee that H1
would evolve in the same harmonic gauge as that gauge in which
we compute the post-Newtonian (PN) trajectories. This is be-
cause of the residual gauge freedom within the set of harmonic
coordinates (see, e.g., Ref. [76]).
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For the minor (yet more interesting) transverse motion
(i.e., the motion along the y direction), we find only
qualitative agreement between the numerical data and
post-Newtonian predictions—spin-orbit coupling [more
specifically, frame-dragging plus spin-curvature coupling,
see Eq. (5.11) of paper I and discussions thereafter] cause
the holes to move in the y direction during the plunge,
reaching speeds of order 1000 km=s before the holes
merge. The post-Newtonian expansion scheme we adopt
(paper I and Refs. [74,75]) uses a harmonic gauge and a
physical spin supplementary condition of Su ¼ 0,
where S is the spin angular momentum tensor of the
black hole and u its four velocity (see e.g., Sec. IIB of
paper I).
Specifically, in paper I, the authors found that for an
equal-mass binary with antialigned spins at leading 1.5PN
order, the black holes’ effective velocity vyLL is not equal to
the post-Newtonian coordinate velocity of a point particle;
rather, the coordinate velocity is 3=2 times the effective
velocity. Roughly speaking, this difference arises from the
fact that in the Landau-Lifshitz description one defines the
momentum in terms of a surface integral over a body of
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FIG. 17 (color online). A comparison of numerical and post-Newtonian longitudinal velocities (i.e., vx=c) versus time. The predicted
coordinate velocities at several post-Newtonian orders are shown as broken curves. Left: A comparison of S1 numerical data and post-
Newtonian predictions. The numerical and post-Newtonian curves agree qualitatively. When the 2.5 PN curve is offset by a certain
amount, it agrees quantitatively with the coordinate velocity vxcoord and the effective velocity v
x
LL. Right: A comparison of H1
numerical data and PN predictions. The effective velocity vxLL (thick black line) closely tracks the coordinate velocity v
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coord; both
numerical curves also agree well with the 2.0 PN and 2.5 PN curves.
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FIG. 18 (color online). A comparison of numerical and post-Newtonian transverse velocities (i.e., vy in km=s) versus time. The left
panel shows numerical results from simulation S1, while the right panel shows numerical results from simulation H1. The predicted
coordinate velocity at several post-Newtonian orders are shown as broken curves. The effective velocity is shown in black; it has been
rescaled by a factor of 3=2 in order to aid comparison with the post-Newtonian point-particle velocities, as discussed in Sec. IVC. The
turn around in the 2.5 PN curves is due to a 2.5 order spin-orbit term becoming quite large at a separation of roughly 2MADM. One can
argue this is due to the post-Newtonian approximation breaking down at this small separation.
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finite size. This introduces effects due to the field momen-
tum within the body that are not present in a point-particle
description. Paper I’s Secs. IIB, IIC, and VC as well as its
Table I explain this fact in greater detail. Because the
majority of the comparison between post-Newtonian and
numerical-relativity results takes place at separations and
speeds during which the leading, 1.5PN-order terms con-
tribute most strongly, we continue to use the factor of 3=2
to convert between coordinate and effective velocities for
higher post-Newtonian terms.
In Figs. 18 and 19, we compare the post-Newtonian
point-particle y velocity with the numerical coordinate y
velocity and 3=2 of the numerical effective y velocity vyLL.
For the comparison to the S1 data set, we find qualitative
agreement with both the effective and coordinate velocities
and the post-Newtonian predictions. We think this agree-
ment is not better because of the large initial relaxations
present in the S1 data set related to small initial separation.
The small separation of the black holes also poses prob-
lems for the post-Newtonian approximation. As one can
see, in Fig. 18 the 2.5 PN curve decelerates and the velocity
changes sign. This happens because a next-to-leading-
order, spin-orbit term becomes significantly larger at this
point (a post-Newtonian separation of roughly 2MADM).
This suggests that the post-Newtonian approximation is
moving out of its domain of convergence. However, in the
H1 comparison, we find excellent agreement between the
coordinate velocity and the 2.5 PN prediction but only
qualitative agreement between the effective velocity and
post-Newtonian predictions. In these figures, offsets of
433 km=s (for S1 data) and 38 km=s (for H1 data)
have been used to make 2.5 PN coordinate velocity agree
better with numerical results. Such offsets can be moti-
vated as follows. Our numerical initial data were chosen
such that the initial total momentum of the entire spacetime
vanishes. This, in our post-Newtonian scheme, corre-
sponds to nonvanishing initial y velocities of (see Table I
of paper I)
vycoord ¼

4ðr0=MADMÞ2
; (18)
where  is the spin parameter of each hole, and r0 their
initial separation. This corresponds to 616 km=s for the
S1 data, and42 km=s for H1 data. Again, the agreement
is qualitative for S1 data, and quantitative for H1 data.
One final comparison we make between the H1 data set
and post-Newtonian predictions is the near-field momen-
tum density, shown in Fig. 20. The numerical data comes
from the harmonic evolution H1, while the 1.5 PN mo-
mentum density is computed from Eqs. (A2a)–(A2c) in
paper I using the numerical hole trajectories. The left
panels, comparing the initial data to the predicted post-
Newtonian momentum density, show differences which are
presumably due to differences in the post-Newtonian and
numerical initial data, such as the numerical initial data
being out of equilibrium. The center panels show the
momentum densities agree very well once enough time
has elapsed for the spacetime to relax and for the spurious
radiation to be emitted but before the holes have fallen too
close together. The right panels make a final comparison
just before the holes get close enough to merge and shows
differences appearing between the numerical data and the
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FIG. 19 (color online). A comparison of numerical and post-Newtonian velocities. In the figure, vy in km=s is plotted against vx=c.
The effective velocity vyLL of the highest-resolution (N2:C) evolution of initial data S1 (Table I) on the left and of the evolution of
initial data H1 (Table I) on the right are shown as a thick black line. The predicted coordinate velocity at several post-Newtonian orders
are shown as broken curves. The transverse effective velocities only agree qualitatively with post-Newtonian predictions; however, the
coordinate velocity agrees very well with post-Newtonian predictions. In the left panel, the coordinate velocity has been artificially
truncated shortly before merger, because at that point we do not have a good measure of the coordinate velocity. The effective velocity
has been rescaled by a factor of 3=2 to aid comparison with the post-Newtonian point-particle velocities, as discussed in Sec. IVC.
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post-Newtonian predictions very near the holes—which
could be an indication of the breakdown of the post-
Newtonian approximation.
These comparisons with post-Newtonian predictions
have yielded several interesting results. The primary result
of these comparisons is the surprisingly good agreement
found between post-Newtonian predictions and the coor-
dinate velocities, especially from the harmonic gauge evo-
lution. Also, the longitudinal effective and coordinate
velocities track each other; consequently, the longitudinal
effective velocity agrees with post-Newtonian predictions.
The transverse effective velocities agree qualitatively with
the post-Newtonian predictions in the sense that they both
indicate that the holes accelerate in the expected frame-
dragging direction to speeds of order 1000 km=s. Finally,
we have also found the qualitative agreement between
harmonic gauge numerical data and post-Newtonian ex-
tends to the near-zone momentum density after the initial
data relaxes but before the holes have fallen too close
together.
V. CONCLUSION
With the goal of building up greater physical intuition,
we have used the Landau-Lifshitz momentum-flow formal-
ism to explore the nonlinear dynamics of fully relativistic
simulations of a head-on BBH plunge, merger, and ring-
down. We have defined and computed an effective velocity
of the black holes in terms of the momentum and mass-
energy enclosed by their horizons, and we have interpreted
the holes’ transverse motion—which reaches speeds of
order 1000 km=s—as a result of momentum flow between
the holes and the gravitational field of the surrounding
spacetime. We have found that the merged hole’s final
effective velocity—about 20 km=s—agrees with the recoil
velocity implied by the momentum carried off by the
emitted gravitational waves.
Our measures of linear momentum and effective veloc-
ity are gauge-dependent. Nonetheless, after comparing
simulations of comparable initial data in generalized har-
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FIG. 20 (color online). Comparison of numerical (top row) and post-Newtonian (bottom row) y momentum density. The numerical
data comes from the harmonic evolution H1 described in Appendix A 2. The 1.5 PN momentum density is computed from Eqs. (A2a)–
(A2c) in paper I using the numerical hole trajectories. As in Fig. 10, contours represent powers of 10 in y momentum density. The
positive y momentum density contours are shown in red, negative in blue. The region of positive y momentum density is shaded grey.
In the numerical plots the apparent horizons are shown in black.
GEOFFREY LOVELACE et al. PHYSICAL REVIEW D 82, 064031 (2010)
064031-18
monic and BSSN-moving-puncture gauges, we have ob-
served remarkably weak gauge dependence for the gener-
alized harmonic and BSSN-moving-puncture evolutions
discussed in this paper. Additionally, we have found sur-
prisingly good agreement between the holes’ effective and
coordinate velocities, and at late times, the holes’ final
effective velocities and gauge-invariant measures of the
kick velocity agree.
These results motivate future explorations of momentum
flow in numerical simulations that are more astrophysically
realistic. We are particularly eager to investigate simula-
tions of superkick BBH mergers (the inspiral of a super-
kick configuration was considered using the post-
Newtonian approximation in paper I). Other future work
includes studies of the linear and angular momentum flow
in inspiraling (rather than head-on) mergers as well as
mergers with larger spins.
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APPENDIX A: EXCISION INITIAL DATA
1. Superposed-Kerr-Schild initial data
The initial data for the generalized harmonic simulations
presented in this paper was constructed using the methods
described in Ref. [55]. In this appendix, we describe in
more detail these initial data (which we summarize in
Sec. III A 1).
The usual 3þ 1 decomposition splits the spacetime
metric g into a spatial metric ij, lapse , and shift 
i,
i.e.
ds2 ¼ gdxdx
¼ 2dt2 þ ijðdxi þ idtÞðdxj þ jdtÞ: (A1)
On the initial spatial slice (at time t ¼ 0), the initial data
must specify the spatial metric ij and the extrinsic curva-
ture Kij, which is related to the time derivative of the
spatial metric by
@tij ¼ 2Kij þ 2rðijÞ: (A2)
We use the quasiequilibrium formalism [77–81], in
which ij and Kij are expanded as
ij ¼ c 4 ~ij; Kij ¼ Aij þ 13ijK: (A3)
The conformal metric ~ij, the trace of the extrinsic curva-
ture K, and their time derivatives can be chosen freely. We
adopt the quasiequilibrium choices
~u ij :¼ @t ~ij ¼ 0; @tK ¼ 0: (A4)
The remaining free data are based on a weighted superpo-
sition of two boosted, spinning Kerr-Schild black holes
(Eqs. (45)–(46) of Ref. [55]):
~ ij :¼ fij þ
X2
a¼1
er2a=w2aðaij  fijÞ; (A5)
K :¼ X2
a¼1
er2a=w2aKa: (A6)
Here fij is the metric of flat space, ra is the Euclidean
distance from the center of the apparent horizon of hole a,
and aij andKa are the spatial metric and mean curvature of
a boosted (with velocity ~vi), spinning (with spin ~S= ~M2)
Kerr-Schild black hole centered at the initial position of
hole a. In this paper we choose ~vi ¼ 0 (since we seek data
describing holes falling head-on from rest), ~M ¼
0:39MADM, and ~S= ~M
2 ¼ 0:5. The Gaussian weighting pa-
rameter is chosen to be wa ¼ d=3, where d is the initial
coordinate separation between the two holes; note that this
choice causes the conformal metric to be flat everywhere
except near each hole. The holes are located at coordinates
ðx; y; zÞ ¼ ðx0 	 d=2; 0; 0Þ.
These free data are then inserted into the extended
conformal thin sandwich (XCTS) equations (e.g.,
Eqs. (13)–(15) of Ref. [78]),9 which are then solved for
the conformal factor c , the lapse , and the shift i. The
XCTS equations are solved using a spectral elliptic solver
[82] on a computational domain with (i) a very large outer
boundary (which is chosen to be a coordinate sphere with
radius 109 ~M), and (ii) with the region inside the holes’
apparent horizons excised. The excision surfaces S are
surfaces of constant Kerr radius rKerr, where
x2 þ y2
r2Kerr þ ~S2a= ~M2a
þ z
2
r2Kerr
¼ 1: (A7)
The excision surfaces are the apparent horizons of the
holes; this is enforced by the boundary condition given
by Eq. (48) of Ref. [78]. On the apparent horizon, the lapse
satisfies the boundary condition
9The XCTS equations are also given by Eqs. (37a)–(37d) of
Ref. [55], aside from the following typographical error: the
second term in square brackets on the right-hand side of
Eq. (37c) should read ð5=12ÞK2c 4 [not ð5=12ÞK4c 4].
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c ¼ 1þ X2
a¼1
er2a=w2aða  1Þ on S; (A8)
wherea is the lapse of the Kerr-Schild metric correspond-
ing to hole a. The shift satisfies
i ¼ si ri on S: (A9)
The first term in Eq. (A9) implies that the holes are initially
at rest, and the second term determines the spin of the hole;
to make the spin point in the z direction with magnitude
S=M2Chr ¼ 0:5 (measured using the method described in
Appendix A of Ref. [55]), we choose MADMr ¼
0:244146 and i ¼ @, where @ is the rotation vector
on the apparent horizon corresponding to rotation about the
þz axis.
On the outer boundary B, the spacetime metric is flat:
c ¼ 1 on B; (A10)
c ¼ 1 on B: (A11)
Our initial data are constructed [Eq. (A9)] in a frame
comoving with the black holes. Thus, an asymptotic rota-
tion, expansion, and translation in the comoving shift i
cause the holes to initially have radial, angular, or transla-
tional velocity in the inertial frame; this corresponds to the
boundary condition
i ¼ ð0  rÞi þ _a0ri þ Vi0 on B: (A12)
We choose _a0 ¼ 0 and0 ¼ 0. To make the total momen-
tum of the initial data vanish, we choose Vy ¼ 0:001444
and Vx ¼ Vz ¼ 0. This choice gives the holes an initial
coordinate velocity of 0:001444 ¼ 433 km=s in the y
direction (cf. Fig. 8). Note that the initial data are evolved
in inertial, not comoving, coordinates, so that the shift
during the evolution is different from the comoving shift
i obtained from the XCTS equations: the former asymp-
totically approaches zero, not a constant vector Vi0.
2. Superposed-Harmonic-Kerr initial data
We also present a simulation, H1 in Table I, that is
similar to S1 except that the initial separation between
the holes is larger and the gauge is nearly harmonic. The
construction of this Superposed-Harmonic-Kerr initial data
for this run follows that of the Superposed-Kerr-Schild
(S1) initial data described earlier in this Appendix. The
differences are as follows.
The first difference is our choice of coordinates. The
quantities aij, Ka, and a that appear in Eqs. (A5), (A6),
and (A8) refer to the three-metric, the trace of the extrinsic
curvature, and the lapse function of the Kerr metric in Kerr-
Schild coordinates. Here we still use Eqs. (A5), (A6), and
(A8), but aij, Ka, and a now refer to the three-metric, the
trace of the extrinsic curvature, and the lapse function of
the Kerr metric in fully harmonic coordinates, Eqs. (22)–
(31), (41), and (43) of Ref. [83]. Furthermore, the computa-
tional domain is excised on surfaces of constant Boyer-
Lindquist radius, rBL, where
x2 þ y2
ðrBL  ~MaÞ2 þ ~S2a= ~M2a
þ z
2
ðrBL  ~MaÞ2
¼ 1: (A13)
The initial coordinate separation was chosen to be d ¼
29:73MADM and the Gaussian weighting parameter that
appears in Eqs. (A5), (A6), and (A8) is wa ¼ d=9. To
obtain S=M2Chr ¼ f0; 0;0:5g, we choose r ¼
0:261332=MADM in Eq. (A9), and to make the total
momentum vanish we choose Vy0 ¼ 0:0000582185 in
Eq. (A12).
Solving the XCTS equations results in initial data that is
approximately harmonic. Harmonic coordinates satisfy
rcrcxa ¼ 0, or equivalently, a :¼ abb ¼ 0. We can
evaluate the degree to which the harmonic gauge condition
is satisfied in our initial data by examining the normalized
magnitude of a:
f :¼
 P
a
jaj2
1
4
P
a
P
b
jabbj2

1=2
: (A14)
The denominator consists of the sum of squares of terms
that must cancel to produce a ¼ 0, so that f ¼ 1 corre-
sponds to complete violation of the harmonic coordinate
condition. On the apparent horizons f < 0:049, while in
the asymptotically-flat region far from the holes f <
0:0083. In the regions where the Gaussians in Eqs. (A5),
(A6), and (A8) transition the XCTS free data from har-
monic Kerr to conformally flat, we cannot expect the data
to be strongly harmonic, and we find that f < 0:12.
The techniques employed in the spectral evolution from
this superposed-Harmonic-Kerr initial data follow those
used for the superposed-Kerr-Schild initial data as de-
scribed in Appendix B 1. In particular, the generalized
harmonic gauge source function, Ha [Eq. (14)], is con-
structed by demanding that ~Ha0 remains frozen to its value
in the initial data. The evolution proceeds in nearly har-
monic gauge because of the way the initial data is
constructed.
Three of these H1 evolutions were performed at reso-
lutions of approximately 613, 673, and 723 grid points. The
constraints were found to be convergent. The data pre-
sented in this paper is taken from the highest-resolution
run.
These simulations are specifically constructed to pro-
vide data for comparison with PN approximations, so we
are restricted to remain in our approximately harmonic
gauge. However, currently this gauge choice prevents us
from continuing our H1 evolutions beyond the plunge
phase; we have not observed the formation of a common
horizon.
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APPENDIX B: NUMERICAL METHODS FOR
EVOLUTIONS
1. Generalized harmonic evolutions
We evolve the initial data summarized in Sec. III A 1
using the Caltech-Cornell pseudospectral code SPEC. This
code and the methods it employs are described in detail in
Refs. [4,84,85]. Some of these methods have been simpli-
fied for the head-on problem discussed here, and others
have been modified to account for a nonzero center-of-
mass velocity, so we will describe them here.
We evolve a first-order representation [62] of the gener-
alized harmonic system [59–61]. We handle the singular-
ities by excising the black-hole interiors from the
computational domain. Our outer boundary conditions
[62,86,87] are designed to prevent the influx of unphysical
constraint violations [88–94] and undesired incoming
gravitational radiation [95,96] while allowing outgoing
gravitational radiation to pass freely through the boundary.
We find the event horizon using the techniques of
Ref. [97], except that for calculating derivatives of quan-
tities on the event horizon surface, we use a 6th order finite
differencing stencil, which is an improvement on the 2nd
order stencil used in [97]. (The formation of cusps on the
event horizon prevents us from taking spectral derivatives
there.)
We employ the dual-frame method described in
Ref. [84]: we solve the equations in an ‘‘inertial frame’’
that is asymptotically Minkowski, but our domain decom-
position is fixed in a ‘‘comoving frame’’ that is allowed to
shrink, translate and distort relative to the inertial frame.
The positions of the centers of the black holes are fixed in
the comoving frame; we account for the motion of the
holes by dynamically adjusting the coordinate mapping
between the two frames. Note that the comoving frame is
referenced only internally in the code as a means of treat-
ing moving holes with a fixed domain. Therefore all coor-
dinate quantities (e.g. black-hole trajectories) mentioned in
this paper are inertial-frame values unless explicitly stated
otherwise.
The mapping from comoving to inertial coordinates is
changed several times during the run. During the plunge
phase, we denote the mapping by Mpðxi; x0iÞ, where
primed coordinates denote the comoving frame and un-
primed coordinates denote the inertial frame. Explicitly,
Mpðxi; x0iÞ is the mapping
x ¼ Fðr0; tÞ sin0 cos0; (B1)
y ¼ Fðr0; tÞ sin0 sin0 þ er02=r02T YðtÞ; (B2)
z ¼ Fðr0; tÞ cos0 cos0; (B3)
where
Fðr0; tÞ :¼ r0

aðtÞ þ ð1 aðtÞÞ r
02
R020

: (B4)
Here aðtÞ and YðtÞ are functions of time, ðr0; 0; 0Þ are
spherical polar coordinates in the comoving frame centered
at the origin, and R00 and r0T are constants. For the choice
R00 ¼ 1 and r0T ¼ 1, the mapping is simply an overall
contraction by aðtÞ  1 plus a translation YðtÞ in the y
direction. Choosing R00 equal to the outer boundary radius
R0max and choosing r0T  R0max=6 causes the map to ap-
proach the identity near the outer boundary; this prevents
the outer boundary from falling close to the strong-field
region during merger, and makes it easier to keep the outer
boundary motion smooth through the merger/ringdown
transition. The functions aðtÞ and YðtÞ are determined by
dynamical control systems as described in Ref. [84]. These
control systems adjust aðtÞ and YðtÞ so that the centers of
the apparent horizons remain stationary in the comoving
frame. For the evolutions presented here, we use R00 ¼
532:2MADM ¼ 1:1R0max and r0T ¼ 31:21MADM ¼ 4do,
where do is the initial separation of the holes.
The gauge freedom in the generalized harmonic system
is fixed via a freely specifiable gauge source function Ha
that satisfies the constraint
0 ¼ Ca :¼ abb þHa; (B5)
where abc are the spacetime Christoffel symbols. To
choose this gauge source function, we define a new quan-
tity ~Ha that transforms like a tensor and agrees with Ha in
inertial coordinates (i.e. ~Ha ¼ Ha). Then we choose ~Ha so
that the constraint (B5) is satisfied initially, and we demand
that ~Ha0 is constant in the moving frame.
Shortly before merger (at time t1 ¼ 31:1MADM), we
make two modifications to our algorithm to reduce numeri-
cal errors and gauge dynamics during merger. First, we
begin controlling the size of the individual apparent hori-
zons so that they remain constant in the comoving frame,
and therefore they remain close to their respective excision
boundaries. This is accomplished by changing the map
between comoving and inertial coordinates as follows.
We define the mapMAH1ð~xi; x0iÞ for black hole 1 as
~x ¼ x0AH1 þ r sin0 cos0; (B6)
~y ¼ y0AH1 þ r sin0 sin0; (B7)
~z ¼ z0AH1 þ r cos0; (B8)
r :¼ r0  eðr0r00Þ3=
311ðtÞ; (B9)
where ðr0; 0; 0Þ are spherical polar coordinates centered
at the (fixed) comoving-coordinate location of black hole
1, which we denote as ðx0AH1 ; y0AH1 ; z0AH1Þ. The constant
R0AH1 is the desired average radius (in comoving coordi-
nates) of black hole 1. Similarly, we define the map
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MAH2ð~xi; x0iÞ for black hole 2. Then the full map from the
comoving coordinates x0i to the inertial coordinates xi is
given by
M mðxi; x0iÞ :¼Mpðxi; xiÞMAH2ð xi; ~xiÞMAH1ð~xi; x0iÞ:
(B10)
The constants 
1, 
2, and r
0
0 are chosen to be 0:780MADM,
0:780MADM, and 1:01MADM, respectively. The functions
1ðtÞ and 2ðtÞ are determined by dynamical control sys-
tems that drive the comoving-coordinate radius of the
apparent horizons towards their desired values R0AH1 ¼
R0AH2 ¼ 1:56MADM Note that in comoving coordinates,
the shape of the horizons is not necessarily spherical;
only the average radius of the horizons is controlled.
The second change we make at time t1 ¼ 31:1MADM is
to smoothly roll gauge source function Ha to zero by
adjusting ~Ha0 ðtÞ according to
~H a0 ðtÞ ¼ ~Ha0 ðt1Þeðtt1Þ2=2 ; (B11)
where  ¼ 0:5853MADM. This choice makes it easier for us
to continue the evolution after the common horizon has
formed, and it also reduces gauge dynamics that otherwise
cause oscillations in the observed Landau-Lifshitz velocity
vyLL during the ringdown.
When the two black holes are sufficiently close to each
other, a new apparent horizon suddenly appears, encom-
passing both black holes. At time tm ¼ 34:73MADM (which
is shortly after the common horizon forms), we interpolate
all variables onto a new computational domain that con-
tains only a single excised region, and we choose a new
comoving-coordinate system so that the merged (distorted,
pulsating) apparent horizon remains spherical in the new
comoving frame. This is accomplished in the same way as
described in Sec. IID. of [4], except that here the map from
the new comoving coordinates to the inertial coordinates
contains an additional translation in the y direction that
handles the nonzero velocity of the merged black hole. In
[4] a third change, namely, a change of gauge, was neces-
sary to continue the simulation after merger. But in the
simulations discussed here, Eq. (B11) has causedHa to fall
to zero by the time of merger, and we find it suffices to
simply allow Ha to remain zero after merger.
For completeness, we now explicitly describe the map
from the new comoving coordinates x00i to the inertial
coordinates xi. This map is given by
x ¼ r sin00 cos00; (B12)
y ¼ r sin00 sin00 þ er002=r002T YðtÞ; (B13)
z ¼ r cos00; (B14)
r ¼ ~r

1þ sin2ð~r=2R00maxÞ

AðtÞR
0
max
R00max
þ ð1 AðtÞÞ R
03
max
R00maxR020
 1

; (B15)
~r ¼ r00  qðr00ÞX‘max
‘¼0
X‘
m¼‘
‘mðtÞY‘mð00; 00Þ; (B16)
ðr00; 00; 00Þ are spherical polar coordinates in the new
comoving-coordinate system, R00max is the value of r00 at
the outer boundary, and r00T is a constant chosen to be
31:21MADM. The function qðr00Þ is given by
qðr00Þ ¼ eðr00R00AHÞ3=
3q ; (B17)
where R00AH is the desired radius of the common apparent
horizon in comoving coordinates. The function AðtÞ is
AðtÞ ¼ A0 þ ðA1 þ A2ðt tmÞÞeðttmÞ=A ; (B18)
where the constants A0, A1, and A2 are chosen so that AðtÞ
matches smoothly onto aðtÞ from Eq. (B4): AðtmÞ ¼ aðtmÞ,
_AðtmÞ ¼ _aðtmÞ, and €AðtmÞ ¼ €aðtmÞ. The constant A is
chosen to be on the order of 5M. The functions YðtÞ and
‘mðtÞ are determined by dynamical control systems that
keep the apparent horizon spherical and centered at the
origin in comoving coordinates; see [4] for details.
2. BSSN-moving-puncture evolutions
In addition to the generalized evolutions, we have per-
formed a second set of simulations using the so-called
moving-puncture technique [2,3] using the LEAN code
[73,98]. This code is based on the CACTUS computational
toolkit [99] and uses mesh refinement provided by the
CARPET package [70,71]. Initial data are provided in the
form of the TWOPUNCTURES thorn by Ansorg’s spectral
solver [67] and apparent horizons are calculated with
Thornburg’s AHFINDERDIRECT [100,101].
The most important ingredient in this method for the
present discussion is the choice of coordinate conditions. A
detailed study of alternative gauge conditions in the con-
text of moving-puncture type black-hole evolutions is
given in Ref. [102]. In particular, they demonstrate how
the common choice of a second order in time evolution
equation for the shift vector i can be integrated in time
analytically and thus reduced to a first-order equation.
Various test simulations performed with the LEAN code
confirm their Eq. (26) as the most efficient method to
evolve the shift vector. In contrast to the shift, moving-
puncture codes show little variation in the evolution of the
lapse function. Here we follow the most common choice so
that our gauge conditions are given by
@t ¼ i@i 2K; (B19)
@t
i ¼ m@mi þ 34~i  i: (B20)
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~i is the contracted Christoffel symbol of the conformal 3-
metric, K the trace of the extrinsic curvature [see, for
example, Eq. (1) of [73] ] and  a free parameter set to 1
unless specified otherwise. For further details about the
moving-puncture method and the specific implementation
in the LEAN code, we refer to Sec. II of Ref. [73]. Except for
the use of sixth instead of fourth order spatial discretization
[103], we did not find it necessary to apply any modifica-
tions relative to the simulations presented in that work.
The calculation of the 4-momentum in the LEAN code is
performed in accordance with the relations listed in Sec. II.
The only difference is that in a BSSN code the four metric
and its derivatives are not directly available but need to be
expressed in terms of the 3-metric ij, the extrinsic curva-
ture Kij as well as the gauge variables lapse  and shift 
i.
The key quantity for the calculation of the 4-momentum is
the integrand in Eq. (7). A straightforward calculation
gives it in terms of the canonical ADM variables
@H
00j ¼ 1
3

3

jm@mþ kmjn@kmn

; (B21)
@H
i0j ¼ 1
3
½2ðKij  ijKÞ þ ij@mm  immj

 i@H00j; (B22)
where K :¼ Kii and  :¼ det1=3 have been used for
convenience because they are fundamental variables in
our BSSN implementation.
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