Abstract

31
Vision involves complex neuronal dynamics that link the sensory stream to behaviour. To 32 capture the richness and complexity of the visual world and the behaviour it entails, we used an 33 ecologically valid task with a rich set of real--world object images. The stimulus set consisted of 118 square images of everyday objects, each one from a different 87 category, on real--world backgrounds from the ImageNet database (Fig.  1A) . and a trial onset asynchrony of 0.9--1 s. Participants were instructed to respond to the image of 122 a paper clip shown randomly every 3--5 trials (average 4) with an eye blink and a button press, 123
and not to blink their eyes at other times. 124 125
In the fMRI experiment, each participant completed two sessions of 9--11 runs of 486 s duration 126 each. In each run, every object image was shown once, and condition order was randomized 127
with an inter--trial interval of 3s. In addition, 39 null trials (gray background) were interspersed 128 randomly during which only a gray background was presented. Participants were instructed to 129 respond to the change in luminance of the fixation cross with a button press. 130
MEG acquisition and preprocessing
131
MEG signals were recorded with a sampling rate of 1 kHz, filtered between 0.03 and 330 Hz, 132 from 306 channels (204 planar gradiometers, 102 magnetometers, Elekta Neuromag TRIUX, 133
Elekta, Stockholm). We applied temporal source space separation (maxfilter software, Elekta, 134
Stockholm ( To determine the time--resolved similarity relations between visual representations revealed by 140 MEG, we used multivariate pattern analysis as described previously (Cichy et al., 2014 (Cichy et al., , 2016b . 141
The rationale is that the more dissimilar two visual representations are, the more dissimilar are 142 the resulting MEG channel activation patterns, and the better is the performance of the 143 classifier. Thus, classifier performance can be interpreted as a dissimilarity measure of neural 144 representations. We analysed data separately for each subject. For each time point, we 145 extracted and arranged MEG data as 306 dimensional measurement vectors (corresponding to 146 the 306 MEG sensors), yielding 30 raw pattern vectors per condition. We averaged raw pattern 147 vectors by 5 before multivariate analysis to reduce computational load. We used supervised 148 learning with a leave--one--trial--out cross--validation scheme to train and test a support vector 149 machine (SVM) to discriminate each pair of conditions in the LibSVM implementation 150 (http://www.csie.ntu.edu.tw/~cjlin/libsvm). Each pairwise discrimination was repeated 100 151 times with random assignment of raw trials to average trials, and average trials to the training 152 and testing set. Resulting decoding accuracies were averaged across cross--validation iterations, 153 and assigned to a matrix of size 118 × 118, with rows and columns indexed by the classified 154 conditions. The matrix was symmetric and the diagonal was undefined. This procedure yielded 155 one 118 × 118 matrix of decoding accuracies for every time--point, and we refer to it as the MEG 156 representational dissimilarity matrix (MEG RDM). 157
fMRI acquisition & analysis
158
We acquired MRI data on a 3T Trio scanner (Siemens, Erlangen, Germany) with a 32--channel 159 head coil. Structural images were acquired using a standard T1--weighted sequence (192 sagittal 160 slices, FOV = 256 mm 2 , TR = 1,900 ms, TE = 2.52 ms, flip angle = 9°). Functional images covering 161 the whole cortex were acquired in runs of 648 volumes using a gradient--echo EPI sequence (TR 162 = 750 ms, TE = 30 ms, flip angle = 61°, FOV read = 192 mm, FOV phase = 100% with a partial 163 fraction of 6/8, through--plane acceleration factor 3, bandwidth 1816Hz/Px, resolution = 3mm 3 , 164 slice gap 20%, slices = 33, ascending acquisition). 165 166 We processed fMRI data using SPM8 (http://www.fil.ion.ucl.ac.uk/spm/) for each participant 167 separately. We realigned and co--registered fMRI data to the T1 structural scan before 168 normalizing it to the standard MNI template. To estimate condition--specific responses, we used 169 a general linear model (GLM) into which image onsets were entered as regressors and were 170 convolved with a hemodynamic response function. We included movement parameters as 171 nuisance regressors. The estimated condition--specific GLM parameters were converted into t--172 values by contrasting each condition estimate against the implicitly modelled baseline. 173 174
To determine the spatial dynamics of object vision, and to relate them to behaviour, we 175 analysed fMRI data using a spatially unbiased searchlight approach ( RDMs should be similar. In addition, identifying the subset of such time point--location RDMs 241
pairs, that also correspond to the behaviour RDMs, identifies the behaviourally relevant subset 242 of brain activity. We performed a searchlight analysis for each fMRI subject (n = 15) and each 243 time point from 0 to +500 ms in 5 ms steps. For each voxel, we correlated (Spearman's r) the 244 searchlight--specific fMRI RDM and the subject--averaged MEG RDMs. Repeated for every voxel 245 in the brain this resulted in a 3D map of representational similarity between fMRI and MEG at a 246 particular time point. When repeated for all time points, this resulted in a series of 3D maps 247 revealing the spatio--temporal activation of the human brain during object perception as 248 measured with MEG and fMRI respectively. In order to identify behaviourally--relevant aspects, 249
we masked the results in space and time by the results of the MEG--behaviour and fMRI--250 behaviour RSA. 251
Statistical testing
252
We conducted non--parametric random effects statistics for all tests. In detail, we used right--253 sided sign--rank tests and corrected for multiple comparisons by FDR (p<0.05) correction. We 254 used bootstrapping of the participant pool (10,000 iterations) to determine 95% confidence 255 intervals on MEG--behaviour RSA peak latencies. 256
Results
257
In order to investigate the triadic relationship between sensory stimuli, neural representations 258 and behaviour, we acquired behavioural and neural measures for a set of 118 real--world object 259 stimuli (Fig. 1A) . As a measure of behaviour, participants (N=20) completed a perceptual 260 similarity judgment task. Participants arranged object images by their similarity in a 2D arena 261 (Kriegeskorte and Mur, 2012) . To assess neural activity with both high spatial and temporal 262 resolution, we acquired full--brain fMRI and MEG measurements while participants were 263 presented with the object images. 264 265 We related the data from MEG, fMRI and similarity judgments using RSA (Kriegeskorte, 2008; 266 Kriegeskorte and Kievit, 2013) (Fig. 1B) 
291
To investigate how behaviourally--relevant brain activity during object vision emerges over time, 292 we correlated the average behaviour RDM with MEG RDMs (N=16) from --100 to +1,000 ms in 1 293 ms steps with respect to stimulus onset (Fig. 1B) . We found that the time course peaked at 191 294 ms (122 -197 ms) ( Fig. 2A) We performed control analyses to investigate the importance of category--membership and 307 visual features for the emergence of the link between brain and behaviour. Concerning 308 categories, any sizeable number of natural objects will ultimately be classified in super--ordinate 309 groupings. Our stimulus set consisted of several supra--level categorical divisions: animals (27), 310 tools (21), food (18), music instruments (9), means of transport (9), electric appliances (11), 311 balls (6), furniture (4) and miscellaneous (14). To investigate the role of category--membership 312 in the brain--behaviour relationship, we repeated our MEG--to--behaviour similarity analysis while 313 partialling out the effect of putative differences due to supra--level category membership. This 314 analysis revealed a significant effect with a peak at 130 ms (122 - 196 ms) (Fig.  2B) , indicating 315 that supra--category membership is not the only factor driving the brain--behaviour relationship. 316 317
To investigate the role of visual features in the brain--behaviour relationship, we used an 318 artificial deep neural network (DNN) trained to classify objects as a proxy for these objects' 319 visual features. DNNs have been shown to explain visual representations in the brain better 320 than any other previous models (Khaligh- features, we repeated the MEG--to--behaviour analysis while partialling out the effect of DNN 324 visual features. This revealed a significant effect with a peak at 131 ms (123 -568 ms) (Fig 3C),  325 demonstrating that the link between brain activity and behaviour cannot be fully explained by 326 visual features from DNNs. 327 328
Together, these results indicate that the emergence of behaviourally--relevant aspects of object 329 representations is rapid, and neither fully explained by supra--ordinate categorisation, nor by 330 visual features. 
338
We then investigated the role of category membership and visual features in the spatially 339 resolved brain--behaviour relationship. Neither partialling out the effects of supra--level category 340 membership (Fig. 3B) , nor the visual features (Fig. 3C) and fMRI--behaviour analyses respectively. This masking isolates the behaviourally relevant 368 components in the spatio--temporal dynamics of object recognition (Fig. 3A , green--coloured 369 voxels). We found that a subset of the brain activity is behaviourally relevant, spreading rapidly 370 from the occipital pole in anterior direction to high level ventral visual cortex. 371 
Discussion
