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Abstract
The theoretical work presented here describes how the dynamic characteristics of slender bridges
under wind action can be improved through the use of controlled actuators. First, models for
the aerodynamic forces are introduced that are based on linear time-invariant transfer elements.
Hence, a force representation is available in both the time and the frequency domain. These
models are similar to those of the aerodynamic forces acting on a flat plate in a theoretical poten-
tial flow. Therefore, the theoretical flat-plate forces are extensively reviewed and consistently
presented within the framework of linear system theory. For a selection of bridge cross sections
in real flow, measured coefficients of aerodynamic forces are taken from the technical literature.
Rational function approximations of the aerodynamic transfer functions allow for force represen-
tations with state-space models. On the basis of partial fraction expansions, general matrix-based
rational function approaches are defined. Two approaches, which are commonly applied in
aerospace and bridge engineering, are derived as special cases. Their suitability is limited for the
variety of possible bridge cross sections. For an evaluation of the approximation quality, several
parameter studies are conducted and comprehensively explained.
In the next step, a cable-stayed bridge is introduced as an example of a slender bridge structure.
Two different spatial discretisations with element-wise and global shape functions are applied for
modelling this bridge. The aeroelastic system as the combination of aerodynamic forces and the
bridge structure is described in terms of a state-space model. Stability and transfer behaviour, the
most important characteristics of the aeroelastic system, are theoretically investigated. Emphasis
is laid on the effect of the rational function approximations on the quality of the results.
Reaction wheels, control moment gyroscopes, and aerodynamically effective flaps are employed
as actuators. The state-space model of the aeroelastic system is extended in order to incorporate
these devices. When the actuator motions are controlled in a closed loop, the system response to
disturbances can be attenuated. For the controller design, classical algorithms of multivariable
systems with state feedback are applied. Pole-placement design and linear-quadratic control
lead to active controllers. A particular focus of the work is on finding fundamental limits for the
stabilisation of the actuator-extended aeroelastic systems. Furthermore, the performance of the
controlled system in a turbulent wind field is compared for the different types of actuators. In the
last steps, the effect of state observers is investigated, a disturbance feedforward is analysed, and
the feasibility of an integral control is explored.
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rel . . . . . . . . . . . . index for the relative difference
rfa . . . . . . . . . . . . rational function approximation according to the Roger or Karpel approach in
combination with the identification procedure described in Section 3.4
rw . . . . . . . . . . . . reaction wheel
sd, od . . . . . . . . . kinematic couplings between windward and leeward flaps
st . . . . . . . . . . . . . index for the state-space model of the structural system
t . . . . . . . . . . . . . . torsion
TaS, ChS, etc. . . abbreviations for the idealised cross sections given in Figure 2.7
Th . . . . . . . . . . . . abbreviation for aerodynamic forces according to Theodorsen & Garrick (1941)
or index for variables used in this reference
uc . . . . . . . . . . . . index for the state-space model of the third-order system for the displacement
input
win . . . . . . . . . . . index for windward variables
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1.1 Motivation and Research Objectives
Bridges with slender girders are sensitive structures which can considerably respond to a variety
of impacting loads. Examples are cable-stayed bridges and suspension bridges, whose girders are
supported by thin tension elements within their column-free span. In addition to their flexibility,
these bridges usually exhibit only a low structural damping, which makes them extremely
prone to vibration problems. Both long-span road bridges and filigree pedestrian bridges are
affected. Especially the vibration behaviour under wind action can crucially determine their
design. Not only static displacements and vibration amplitudes have to be limited but also
aeroelastic instabilities must be avoided. Particularly the flutter phenomenon is supposed to be
the reason for several bridge collapses during the nineteenth century. Nevertheless, it was not
until some time after the famous collapse of the first Tacoma Narrows Bridge / USA in 1940 that
this instability phenomenon was recognised to be important for the design of slender bridges.
In bridge engineering, there is a broad consensus that aeroelastic instabilities according to a
linear theory must be avoided even if a non-linear theory or an experiment indicate limited
displacements or limit cycle oscillations. Currently, the commonly applied methods to prevent
flutter vibrations are to provide a sufficiently high torsional girder stiffness or to streamline the
shape of the girder cross section. Early examples of bridges with these girders are the second
Tacoma Narrows Bridge and the Severn Bridge / UK, respectively. In the context of streamlining,
the latest executed idea is to split the girder into separated streamlined boxes, as done for the
Xihoumen Bridge / China in the form of a twin deck. A comprehensive overview of the history
of long-span suspension bridges against the background of bridge flutter is given in Scott (2001).
As foreseeable, the foregoing methods reach their limits for very slender bridges.
To overcome these limits, a number of sophisticated techniques have been proposed in the past.
With the help of controlled actuators, additional forces can be systematically imposed on the
bridge to improve its dynamic characteristics. In theoretical investigations (e. g. Miyata & al.
1994), external forces are often applied without sufficiently accounting for their origin. Due to
the inherent function of a bridge to span a distance without a contact to the ground, only the use
of specific actuating elements is allowed. The theoretical work presented here describes three
different types of actuators and investigates their capabilities. For the controller design, their
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dynamic behaviour must be explicitly taken into account. The investigations are structured as
follows. Further sections of the introduction briefly explain the risk management framework and
address special aspects of mechanics and mathematics. In Chapter 2, models of the aerodynamic
forces are defined. Chapter 3 describes the mathematically advantageous approximation of the
aerodynamic transfer function with rational functions. A cable-stayed bridge is modelled in
Chapter 4 as an aeroelastic system and its dynamic characteristics are examined. Chapter 5 starts
with an introduction of the actuators. Subsequently, controllers are determined and the controlled
aeroelastic systems are analysed.
Although structural control is a relatively young discipline, there are a large number of pub-
lications in this field. For initial reading, Housner & al. (1997), Preumont & Seto (2008), and
Preumont (2011) are recommendable references. Control theory, moreover, is an interdisci-
plinary branch of engineering and mathematics. The methods developed in numerous fields
of engineering have to be applied to analyse a controlled aeroelastic system. For a limitation
of the investigations presented in this work to an acceptable degree, the chosen models and
numerical examples only cover those system parts which are considered to be decisive for a
phenomenological investigation of a controlled bridge within streaming air. An experimental
check of the theoretical results, as obligatory in natural sciences, still needs to be done.
In advance, some of the gained insights have already been published in a shortened form (e. g.
Kirch & Peil 2009, Kirch & Peil 2011, Kirch & Peil 2012). The revealed shortcomings of later cited
publications of other authors are usually not mentioned because an appropriate, well-founded
review would go far beyond the scope of this work. It is up to the reader to compare the models
and results of the work presented here with those of other researchers.
1.2 Integration into the Risk Management Framework
Natural hazards like storms, earthquakes, and floods can lead to significant losses in an affected
system. For civil engineering purposes, the term risk management framework describes a general
approach to assess, compare, and treat the consequences of the impacting hazards. Definitions of
technical terms that are used in this context vary in the technical literature. Risk management
principles and guidelines for general applications are codified in ISO 31000 (2009). Moreover,
a framework and a glossary for civil engineering problems were developed by members of
the International Research Training Group 802 of the German Research Foundation (DFG)
(Pliefke & al. 2007). Besides the latter tools, statements given in Augusti & al. (2001) are used to
roughly explain the risk management framework in the following paragraphs for wind-loaded
slender bridges. A detailed analysis, however, is not performed here.
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Figure 1.1: Risk management framework (Pliefke & al. 2007).
The natural wind, which is the relevant hazard in this work, can cause major losses. Currently,
statistical data is provided online by the NatCatSERVICE database of the Munich Reinsurance
Company (Munich RE), for instance. Within the period 1980–2012, 40% of the overall losses
and even 72% of the insured losses due to natural catastrophes worldwide originated from
meteorological events, according to that database. This is much more than the losses caused
by other natural events. Geophysical events like earthquakes, tsunamis, and volcanic eruptions,
which come in second, have a percentage of 25% and 11%, respectively. Concerning fatalities,
wind events cause 19% of the total number, which is a bit behind those due to climatological
(32%) and geophysical (39%) events. These few numbers indicate the importance of considering
wind events and their consequences for a coordinated application of the usually limited resources
of a society.
Figure 1.1 shows the three major steps of the risk management framework, which are connected
as a chain. The risk identification step defines what can happen and where. The system under
consideration cannot only be the bridge itself and its structural components but also a whole
region that is influenced by the bridge as a component of the infrastructure. System parts are
called elements at risk. The natural wind as a source of an event that can negatively affect the
system is called hazard.
Details of the risk assessment step, which is the second step of the risk management chain, are
displayed in Figure 1.2. Risk assessment consists of the risk analysis and the risk evaluation
phase. Results that are obtained with probabilistic methods can be illustrated with exceedance
probability curves, for instance. First, the hazard is analysed with an intensity measure per time
unit like the 10 min average wind speed that is exceeded per time unit. Exposure factors can
weight the impact of the hazard on different elements at risk due to local effects. The hazard
is not constant in the long run. Against the background of global warming, an increase of the
hazard cannot be excluded due to a higher number, or even an increasing intensity, of wind
events. In the following steps, risk is quantified with a measure per time unit. The link between
the risk measure and the hazard intensity is called the vulnerability of the system. Two substeps
have to be distinguished. Structural risk, which is determined in the first substep, only covers the
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Figure 1.2: Risk assessment (Pliefke & al. 2007).
damage to the structure itself. It is described with a damage measure per time unit. Structural
vulnerability, which is measured in damage per hazard intensity, links the structural risk to the
hazard. For bridges, not only rare catastrophic storm events have to be considered that can lead
to a collapse of the whole structural system or important parts of it. Also more frequent moderate
wind events can cause structural damage in terms of fatigue problems, unacceptable vibration
amplitudes, or traffic-disturbing conditions, for instance. In the second substep, the consequences
of the structural damage are considered. Some consequences occur immediately after the damage
arises, and others occur with a time shift. Examples for instantaneous consequences of a bridge
collapse are the damaged structure and fatalities. If the bridge is a part of a traffic artery, a
disruption due to a collapse usually has negative economic effects on a larger surrounding area.
These effects depend on the local traffic situation and increase with the duration in which the gap
exists. In contrast to the structural risk, the total risk covers all consequences and is described
with an adequate loss measure per time unit. Usually a monetary unit is used for the loss. Loss
and damage are linked by the system vulnerability of each element at risk. In the risk evaluation
phase, different risks determined in separated risk analyses are made comparable. Moreover, risk
classes based on individual risk perceptions are introduced.
The risk assessment results in the decision as to how the risk is treated in presence of other
competing risks. Therefore, the third step of the risk management chain shown in Figure 1.1
is called risk treatment. Different reactions to the outcome of the risk assessment are possible.
A low risk can simply be judged to be acceptable and no action is required. If the risk caused
by a special project is considered to be far too high, the project and, thus, the risk can be
rejected. Between these two extremes, there are two alternatives. Either the risk is transferred
for instance to an insurance company or the risk is mitigated. For risk mitigation, pre-disaster
and post-disaster interventions and combinations of them are possible. Technical prevention
belongs to the first group of interventions. The application of controlled actuators to bridges for
influencing their structural vulnerability, which is analysed in the work presented here, is an
example of technical prevention.
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Figure 1.1 contains two more elements. Risk monitoring means the information exchange among
all persons who are involved in the risk management process. A risk review is necessary to
include new information, knowledge, and experience after running through the risk management
chain at least once. With such a review, the effectiveness of possibly implemented risk mitigation
measures can be evaluated.
1.3 Employed Mechanics and Mathematics
The dynamic systems are analysed here with methods of the linear system theory. Concerning this
branch of mechanics and mathematics, the textbooks Föllinger (2003), Lunze (2004), and Lunze
(2005) have been primarily used. Some of these methods are based on the theory of complex
functions, which is, for instance, dealt with in Remmert & Schumacher (2002). For problems in
the field of structural mechanics, the contents of Gasch & Knothe (1987), Gasch & Knothe (1989),
Clough & Penzien (1993), and Krätzig & Bas¸ar (1997) have been adopted. Different kinds of
eigenvalue problems are studied in Zurmühl & Falk (1984). The contents of the books on control
theory Lunze (2004) and Lunze (2005) have been mainly used concerning the manipulation
of the system behaviour. All this textbook knowledge is usually applied without any citation.
The developed or employed algorithms have been programmed and evaluated with the software
MATLAB (2007).
To cite one of the pioneers of aeroelasticity almost literally: ‘Owing to the rather extensive field
covered’ here ‘it has been considered necessary to omit many elementary proofs, it being left
to the reader to verify certain specific statements’ (Theodorsen 1934). In the paragraphs below,
some special mathematical aspects are explained that are used throughout this work.
All investigations of the following chapters are based on continuous-time descriptions of the flow
and the structural systems. Two different time-domain variables are employed. The first one is
the physical time t. Additionally, the second, the dimensionless or reduced time
t¯ = t U/b (1.1)
is used in the sense of a substitution of variables. The constant reference wind velocity is denoted
as U , and b is the nominal half-width of a typical bridge-girder cross section. A function f ,
which is unique in the time domain, can be described using the time t or the reduced time t¯.
The function value remains the same for both options. Depending on the used time variable, the
differentiation is defined either as ˙( ) with respect to time t or as
( )′ = ˙( )b/U (1.2)
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with respect to the reduced time t¯. Higher derivatives of the order j are symbolised with
( j)
( ) and
( )( j), respectively. For the integration, similar aspects have to be taken into account.
t¯2= t2 U/b∫
t¯1= t1 U/b
f (τ¯)dτ¯ =
t2= t¯2 b/U∫
t1= t¯1 b/U
f (τ)dτU/b (1.3)
All differentiations are considered as generalised if not otherwise specified. That means Dirac
impulses are used if a jump discontinuity occurs in the time history of a physical quantity. Dirac
impulses
δ¯(t) = δ(t)b/U (1.4)
are defined with respect to the used time-domain variable to ensure the following integrals.
∞∫
−∞
δ(t)dt = 1 ,
∞∫
−∞
δ¯(t)dt¯ = 1 (1.5)
Based on the two time-domain variables, two different unilateral Laplace transformsLs,Lp and
accordingly two different frequency domains are defined.
f (t) = f (t¯) fs(s) = fs(p)
=L −1s { fs(s)} d tt,s =Ls{ f (t)} (1.6a)
=
1
2pii
c+i∞∫
c−i∞
fs(s)ets ds =
∞∫
0
f (t)e−st dt
f (t) = f (t¯) fp(p) = fp(s)
=L −1p { fp(p)} d tt¯, p =Lp{ f (t¯)} (1.6b)
=
1
2pii
c¯+i∞∫
c¯−i∞
fp(p)et¯ p dp =
∞∫
0
f (t¯)e−pt¯ dt¯
The variable s = σ + iω is the complex frequency and
p = β + ik = sb/U (1.7)
its dimensionless or reduced version. Corresponding time-domain ◦ and frequency-domain •
functions are connected with the symbol d t . The superscript variables indicate the variables
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of the transform. The integration path of the inverse transform is a straight line parallel to the
imaginary axis, and c or c¯ must be located within the region of absolute convergence of the
Laplace transforms. Within the two frequency domains, the frequency variables can be substituted
according to Eq. (1.7). The two function values fs and fp are, however, not the same. Since the
products t¯ p and ts are equal, it follows from Eq. (1.6) that
L −1p =L
−1
s b/U d t Lp =LsU/b (1.8)
and thus
fp = fsU/b . (1.9)
The same variable is used for both the two frequency-domain versions and the time-domain
representation of the function. If necessary, an index points to the special frequency domain.
Depending on the chosen time-domain variable, two different convolution integrals are possible.
f1(t)
t∗ f2(t) =
t∫
0
f1(τ) · f2(t− τ)dτ d tt,s f1,s(s) · f2,s(s) (1.10a)
f1(t¯)
t¯∗ f2(t¯) =
t¯∫
0
f1(τ¯) · f2(t¯− τ¯)dτ¯ d tt¯, p f1,p(p) · f2,p(p) (1.10b)
The convolution is abbreviated as a product with the operator ∗ and the superscript convolu-
tion variable. Eq. (1.10) additionally shows the corresponding products in the two frequency
domains pursuant to the convolution theorem of Laplace transforms. Comparing Eq. (1.10a) with
Eq. (1.10b) leads to
f1(t¯)
t¯∗ f2(t¯) = f1(t) t∗ f2(t)U/b (1.11)
if the integration intervals correspond to each other. For the evaluation of the convolution integral,
it should be noted that digital computers cannot work with Dirac impulses and generalised
differentiations. For digital calculations, it is, thus, necessary to remove the Dirac impulses from
the integrands, which leads to additional summands.
The unilateral Laplace transform is usually applied to solve the differential equation of a linear
time-invariant transfer element. With the differentiation theorem, arbitrary non-zero initial
conditions at t = 0 can be easily taken into account. This is a major advantage of the unilateral
Laplace transform over the bilateral Laplace transform or the Fourier transform.
If the variables f1 and f2 denote zero-mean stationary stochastic processes in the time domain,
the functions themselves and relations between them can be described by statistical properties
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in terms of ensemble averages like correlation functions. If, moreover, the stochastic processes
are ergodic, ensemble averages can be simply determined as time averages of individual sample
functions or pairs of them. Let
f T (t) =F−1{ f T (iω)}
= 12pi
∞∫
−∞
f T (iω)et iω dω
d tt, iω f T (iω) =F{ f T (t)}
=
∞∫
−∞
f T (t)e−iωt dt
(1.12)
be the Fourier transform of a finite sample function of an ergodic stochastic process. As shown
in Eq. (1.12), Fourier transforms are usually defined only with respect to the non-reduced
frequency-domain variable ω . The finite sample function is recorded during a time interval
[−T/2;T/2], which is indicated with the superscript ( )T . In the frequency domain, the two-
sided spectral density function S, which is the Fourier transform of the correlation function, can
also be determined as the following limit.
S f1 f2 = limT→∞
(
1
T
( f T1 (iω))
c f T2 (iω)
)
(1.13)
The superscript ( )c indicates the complex conjugate. Based on this definition with Fourier
transforms, the spectral density function between the derivatives of f1 and f2 can be found as
S( j)f1
(l)
f2
= (−1) j(iω) j+l S f1 f2 (1.14)
with the restriction that the ordinary differentiation and not the generalised one has to be used
(Föllinger 2003). The treatment of stochastic processes follows the contents of Bendat & Piersol
(2000).
The next theorem is important for the transformations of structural degrees of freedom applied
in this work. A structural system can be completely described with different sets of linearly
independent degrees of freedom, for instance ξs,1 and ξs,2. If the associated forces f1 and f2 are
chosen in an energetically corresponding manner and there are no redundancies, the total work
done by a force along a displacement can be described in two ways.
W = fT1ξs,1 = f
T
2ξs,2 (1.15)
The superscript ( )T denotes the transpose. If a linear transformation of the degrees of freedom
is given with
ξs,1 = aξs,2 , (1.16)
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Eq. (1.15) leads to the linear transformation
f2 = aTf1 (1.17)
of the forces. The theorem is used in similar forms, for instance in Argyris (1957), for the
transformation of internal and external variables of a structure. It also holds true if kinematic
couplings are used for the degrees of freedom. For this case, the transformation in Eq. (1.17)
includes amplifying effects on the forces due to gears.
Throughout the work, a special formulation is used that must be explained to avoid confusion.
In an eigenvalue analysis of a quadratic matrix, multiple eigenvalues can occur. If the rank
deficiency of the characteristic matrix of the special linear eigenvalue problem equals one for
these eigenvalues, only one eigenvector can be determined. Some authors (e. g. Gasch & Knothe
1987) say that the multiple eigenvalues are connected to identical eigenvectors. This formulation
is used here because it is in line with the displayed numerical solution of MATLAB (2007).
Another term, steady, also needs to be defined. Here, steady is related to something like a flow
pattern or a displacement, for instance, that is time invariant, constant. It must not be mixed
with the similar term steady-state. The latter is employed for the part of the output of a linear
time-invariant transfer element that is not transient.

2 Aerodynamic Forces
2.1 Types of Aerodynamic Forces and Aerodynamic
Transfer Equations
Several structural components of a bridge are subjected to wind loads. The particular focus of
the work presented here is on bridges with slender girders. Wind loading on the girder decisively
influences the dynamic characteristics of this kind of bridges. Strong vibrations of other structural
bridge components can also be excited by the wind. These phenomena, like rain-wind-induced
vibrations of stay cables, for instance, are not discussed here. Special attention is given to the
bridge behaviour when wind is acting on the girder.
A mathematical description of the total flow around the bridge girder with a system of coupled
non-linear partial differential equations based on sufficiently realistic model assumptions is
possible in principle (e. g. Walther & Larsen 1997, Hübner 2003, Thiesemann 2008, Mannini & al.
2010, Bai & al. 2010). The development of efficient and precise numerical solution algorithms
is, however, part of the ongoing research in computational fluid dynamics. Moreover, these
numerical methods are not appropriate for the application of standard procedures of control
engineering for the design of a controller. Although these numerical flow models can be used for
an additional, independent check of the controlled system behaviour, they are not adopted in this
work.
For the majority of the current issues in bridge engineering, the aerodynamic forces and, thus,
the flow around the girder are usually divided into different types. In real flow, whether in nature
or in laboratory experiments, there is an interaction between these types, which is normally not
directly accounted for. Each of the force types can be described with semi-empirical models for
arbitrary aerodynamically effective girder shapes. Motion-induced aerodynamic forces, which
are also called self-excited aerodynamic forces, are caused by the motion of the bridge girder
itself. Due to the direct relation between forces and displacements, motion-induced wind forces
change the dynamic characteristics of the structural system. Gust-induced aerodynamic forces,
also termed buffeting forces, are generated by the turbulence of the natural wind. Vortex-induced
aerodynamic forces, a further force type, arise from vortex shedding behind bluff bodies. These
special vortices detach mainly at obtuse downstream-oriented cross-section sides of the girder.
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Whereas the first two kinds of aerodynamic forces are taken into account in the further studies,
the third force type is neglected here. This simplifying assumption can be justified to some
extent by the following statement. Before applying the different types of moved actuators that
are investigated for the improvement of the dynamic behaviour of the bridge, the presumably
simpler method of streamlining the girder cross section geometry should be taken into account.
Streamlining can be directly applied in the design process or later as a measure of retrofitting.
It covers the shape modification of the load-bearing cross section, the shape modification with
additional fixed elements like cladding panels (Barelli & al. 2006), and the flow modification with
guide vanes (Ostenfeld & al. 1970). The size of vortex-induced aerodynamic forces is assumed
to be insignificant for girders with such cross sections. Nevertheless, it must be mentioned that
streamlining with respect to a significant reduction of vortex-induced aerodynamic forces is
much more challenging than streamlining for an improvement of the bridge stability (Larsen & al.
2000).
The relation between motion-induced aerodynamic forces fae and the degrees of freedom of
the structural system ξs, as well as the dependency of gust-induced aerodynamic forces d
g
ae
on fluctuating freestream wind velocities αg can be described in the frequency domain with
deterministic transfer equations of linear time-invariant transfer elements.
fae(s) =Gae(s)ξs(s) (2.1a)
dgae(s) =G
g
ae(s)αg(s) (2.1b)
Due to the low ratio between the wavelength of the relevant fluctuating flow components
and the width of the girder cross section, these unsteady formulations are necessary. For the
aerodynamic forces, vector-matrix equations are used that can be applied to rigid bodies or
discretised continua. The aerodynamic transfer functions Gae(s) and G
g
ae(s), which are here
alternatively termed aerodynamic admittances, contain the transfer characteristics of the air flow.
In general, both aerodynamic admittance matrices are not square. For the transfer of motion-
induced aerodynamic forces, the input and the output vector are often defined in an energetically
corresponding way. If all elements of these corresponding vectors are taken into account, the
associated admittance matrix is square.
The frequency-domain functions are unilateral Laplace transforms. Transfer equations describe
the input-output performance of a dynamic system, which means the transfer of the input to the
forced system response. The natural system response, which occurs if the system state does not
equal zero prior to time t = 0, is not included. If the system has a history prior to t = 0, the effect
of the input on the system output is not unique and an additional summand must be inserted
into the equations. Since only the transfer functions of the flow are used, there is, moreover, no
information available about the total internal structure and a corresponding adequate system state
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of the flow, which can affect its natural response. Usually, only the effect of the input on the flow
is of interest and, thus, the chosen input-output relation is sufficient.
A multiplication with the complex-valued transfer function changes the phase and the magnitude
of the complex-valued input. For motion-induced aerodynamic forces, the phase shift is important
because it activates a damping-force character. For gust-induced forces, however, the phase shift
has no comparable effects. In bridge engineering (e. g. Simiu & Scanlan 1996), the latter transfer
function is, thus, often simplified by neglecting its phase and using the maximum of its frequency-
dependent magnitude for a simplification in terms of a quasi-steady approach.
The aerodynamic transfer relations in Eq. (2.1) can either be seen asLs orLp transforms. Taking
for instance Eq. (2.1a), it must be possible to transform the two variants
fae,s =Gae,sξs,s , fae,p =Gae,pξs,p (2.2)
into each other with Eq. (1.8). Keeping in mind that the input and the output is unique in the
time domain due to its physical nature, it follows that Gae,s =Gae,p. The representations of the
aerodynamic transfer function are, thus, the same in both Laplace domains.
Corresponding to the multiplications in the frequency domain given in Eq. (2.1), convolutions
of the system input with the aerodynamic impulse responses Gae(t) and G
g
ae(t) represent the
unsteady aerodynamic transfer behaviour in the time domain. Assuming Eq. (2.1), for instance,
as anLs transform, the convolution follows related to the time t.
fae(t) =Gae(t)
t∗ ξs(t) (2.3a)
dgae(t) =G
g
ae(t)
t∗ αg(t) (2.3b)
Respective variables in Eq. (2.1) and in Eq. (2.3) areLs Laplace pairs. Usually, the matrices Gae
and Ggae are defined as frequency-domain functions of the reduced frequency p. As derived, the
aerodynamic transfer functions can be understood either as Ls or Lp transforms. Hence, the
corresponding aerodynamic impulse responses differ according to Eq. (1.8). In combination with
the corresponding convolutions from Eq. (1.10), both variants, however, lead to the same results
in the time domain. Eq. (2.4) clarifies this statement for the gust-induced aerodynamic forces.
Ls{dgae}=Ggae(p)Ls{αg} t ds, t dgae =L −1s {Ggae} t∗ αg (2.4a)
Lp{dgae}=Ggae(p)Lp{αg} t dp, t¯ dgae =L −1p {Ggae} t¯∗ αg (2.4b)
=U/bL −1p {Ggae}
t∗ αg
=L −1s {Ggae}
t∗ αg
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When Eq. (2.1b) is again assumed as anLs transform and expanded in the following way
dgae =
(
s− jGgae
)(
s jαg
)
, (2.5)
where j is an integer, the corresponding time-domain equation shows that the convolution with
aerodynamic impulse responses can be replaced by suitable convolutions with, for instance, step
responses, which are also called indicial functions, or ramp responses.
dgae =L −1s {s− jGgae}
t∗
( j)
αg (2.6)
If Eq. (2.1b) is understood as anLp transform, Eq. (2.6) has to be replaced as follows.
dgae =L −1p {p− jGgae}
t¯∗ αg( j) (2.7)
As already shown for the impulse response, the other characteristic time-domain responses differ
as well. Applying a derivation in the sense of Eq. (2.4) under consideration of Eq. (1.2) and
Eq. (1.3) proves that both time-domain variants are again equivalent.
Due to the used input-output descriptions of the flow and the causality of the transfer elements,
the input functions, output functions, impulse responses, step responses, and system states of
this work are in most cases assumed to be zero prior to time t = 0. If not otherwise specified,
this has to be kept in mind for all following considerations.
The aerodynamic admittances are usually split up as follows.
Gae(s) = q0Q(p) (2.8a)
Ggae(s) = q0Qg(p) (2.8b)
Geometrical data of a typical girder cross section and information about the flow is included in
the factor q0.
q0 = piρb2U2 (2.9)
The variable ρ stands for the density of the streaming air and is set to ρ = 1.25 kg/m3 here. As
already defined in Section 1.3, the nominal half-width of a typical bridge-girder cross section
is denoted with b, and U symbolises the constant reference wind velocity. In order to avoid a
multiple representation of parts of the air flow, it is important to define a reference wind velocity
whose absolute value and direction do not vary with time. Moreover, the ratio between the abso-
lute values of the fluctuating wind velocities and the reference wind velocity, as well as the values
of the structural degrees of freedom must, in general, be small enough to ensure a sufficiently
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precise linearisation in the sense of Eq. (2.1). Taking proper and identical dimensions for both the
different types of input entries and output entries leads to matrices of dimensionless aerodynamic
force coefficients Q(p) and Qg(p). In this work, the aerodynamic force coefficient matrices are
alternatively called normalised aerodynamic admittances. Additionally, the coefficients of the ma-
trix Q(p) of motion-induced aerodynamic forces are termed normalised aerodynamic derivatives.
A non-dimensionalisation with respect to other factors of the same dimension is also possible.
For instance, the advantage of alternatively using the steady admittances of motion-induced or
gust-induced aerodynamic forces — if they do not equal zero — for this purpose is that the
aerodynamic coefficients at p = 0 equal one. The unsteady behaviour of different structures can
then be better compared to one another. The exclusive dependency of the aerodynamic force
coefficients on the reduced complex frequency p is based on similarity characteristics in the
description of incompressible two-dimensional flows with methods of the potential theory. If the
reduced frequency is identical for geometrically similar structures, identical aerodynamic force
coefficients are assumed, at least based on Eq. (2.8). In aerospace engineering, the notation of
Eq. (2.8a) for motion-induced aerodynamic forces has been used especially for purely imaginary
frequencies since early publications on aerodynamics (e. g. Küssner 1936). In the time domain,
the normalised aerodynamic impulse responses Q(t) and Qg(t) are inverse Laplace transforms
of the normalised aerodynamic admittances Q(p) and Qg(p).
There are also other ways to split up the transfer functions of the aerodynamic forces. The
following alternative has often been applied to model the motion-induced aerodynamic forces
for many decades (e. g. Theodorsen & Garrick 1941).
Gae(s) =−piρb4s2Cae(p) (2.10a)
Ggae(s) =−piρb4s2Cgae(p) (2.10b)
The aerodynamic force coefficients in Cae(p) and C
g
ae(p) are called normalised aerodynamic
admittances as well, and the elements in Cae(p) are also moreover termed derivatives. In contrast
to the matrices in Eq. (2.8), Cae(p) and C
g
ae(p) have no corresponding impulse responses
because they are not complete frequency-domain functions due to the separation of the complex
frequency s. Comparing Eq. (2.8a) and Eq. (2.10) leads to the following conversions.
Q(p) =−p2Cae(p) (2.11a)
Qg(p) =−p2Cgae(p) (2.11b)
The notations in Eq. (2.8) and Eq. (2.10a) have also long been, and still are, the basis for lots of
investigations in bridge engineering (e. g. Sakata 1971, Ukeguchi & al. 1966, Klöppel & Thiele
1967). For the sake of brevity, the term normalised is usually omitted in the following for the
variables Q, Qg, Cae, and C
g
ae.
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Moreover, there are several notations introduced by Scanlan for motion-induced aerodynamic
forces of special two-dimensional systems, which are the preferred notations in bridge engineer-
ing (e. g. Simiu & Scanlan 1996). These notations are only valid for purely harmonic motions.
They can be seen as ostensibly more illustrative representations of the frequency response be-
haviour, which use displacements and velocities instead of complex values to describe the change
in phase and magnitude. Since both time and frequency-domain information are incorporated in
the formulas, they are inconsistent from a mathematical point of view and can lead to misinter-
pretations. Hence, they are not used here. For purely harmonic motions, the Scanlan notation can
be converted to those in Eq. (2.8a) and Eq. (2.10a).
Assuming negligible vortex-induced aerodynamic forces and zero inputs in Eq. (2.1), there are,
in general, still static aerodynamic forces dsae that act on the structure. For instance, there can
be a constant lift force due to an unsymmetrical flow around a structure though the inputs ξs
and αg are zero. The static aerodynamic forces dsae have to be distinguished from the steady
motion-induced and gust-induced aerodynamic forces at p = 0. Usually a notation with a vector
of normalised constant coefficients Qs is chosen for these static aerodynamic forces.
dsae = q0Q
s (2.12)
If, again, proper and identical dimensions are used for the different types of entries in dsae, a
vector of dimensionless aerodynamic force coefficients is possible. A non-dimensionalisation can
again also be managed with respect to another factor of the same dimension. The aerodynamic
forces dsae must be added to the other above-mentioned types of aerodynamic forces to obtain a
full representation of the effect of the air flow.
Due to the complexity of the flow, the aerodynamic force coefficients in Q, Qg, and Qs generally
depend on the definition of the zero values of the degrees of freedom ξs. The latter are identical
to the points of linearisation for the input-output relations in Eq. (2.1). Moreover, the linear
approach in Eq. (2.1) has to be adjusted to cover the non-linear behaviour of the real flow with
reference to another aspect. The coefficients in Q and Qg must be considered as functions of a
characteristic value of the input. For a harmonic input, for instance, this value can be related to
the amplitude of the input.
The aerodynamic force coefficients basically depend on the aerodynamically effective shape
of the three-dimensional structure. They can be derived analytically only for a few simple
two-dimensional problems when the flow is described with the methods of potential theory. For
real, more or less bluff bodies, the aerodynamic force coefficients are either experimentally
determined with scaled models in wind or water tunnels or numerically calculated with methods
of computational fluid dynamics. Respective studies can be found, for instance, in Ukeguchi & al.
(1966) and in Larsen & Walther (1998) for the motion-induced aerodynamic forces of two-
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dimensional problems. A system identification of the unsteady aerodynamic forces is possible in
both the frequency and the time domain based on the aerodynamic transfer relations in Eq. (2.1)
and Eq. (2.3), respectively. Usually the aerodynamic frequency responses Gae(ik) and G
g
ae(ik)
are determined in the sense of a non-parametric model for a set of discrete purely imaginary
frequencies without any further assumptions on the values of the aerodynamic transfer functions
for other, arbitrary complex reduced frequencies.
The aerodynamic strip theory is used here in order to simplify the description of the three-
dimensional air flow around the girder. This theory assumes that the flow can be separated
into strips where it can be considered to be two-dimensional and that the flow between two
neighbouring strips can be neglected. The theory is usually assumed to be applicable to elongated
parts of a structure with a constant cross section. Hence, the aerodynamic force coefficients are
related to a specific girder cross section. In a fluctuating wind field, however, depending on the
cross section of the elongated body, the correlation of the gust-induced forces has been observed
to be remarkably higher than the correlation of the corresponding gust speeds (e. g. Larose &
Mann 1998, Matsuda & al. 1999). A main reason is the balancing effect of the occurring vortices.
For the investigations given here, such effects, which are contrary to the strip assumption, are
not taken into account. The following pages of this chapter describe the coefficients of the cross
sections that are used in this work.
2.2 Theoretical Aerodynamic Forces on Flat Plates
2.2.1 Characteristic Aerodynamic Transfer Functions of Flat Plates
The determination of the aerodynamic forces acting on an aerofoil in a two-dimensional incom-
pressible flow is a classical topic in aerospace engineering. The aerodynamic forces are caused
either by a motion of the aerofoil components or by a vertical gust. If the aerofoil is modelled as
a combination of rigid flat plates, the two problems can be solved analytically with the potential
flow theory (von Kármán & Sears 1938). Some important details of the results are explained
below.
One way to solve the problems is to divide the flow into a non-circulatory and a circulatory
part and to combine both parts using the Kutta condition. As one result, characteristic transfer
functions are obtained that connect the circulatory aerodynamic lift either with a specific non-cir-
culatory downwash due to motions of the plates or with a vertical gust velocity. The first, to some
extent, comprehensive treatment of these problems, which leads to consistent transfer functions
of linear time-invariant aerodynamic systems, was published in Sears (1940). For motion-induced
aerodynamic forces, these derivations are further analysed and extended in Edwards (1977). By
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applying unilateral Laplace transforms, the derivations result in two frequency-domain functions
whose only variable is the reduced complex frequency p. No restrictive assumptions are made for
the time-domain behaviour of the system input, apart from the existence of the Laplace transform.
The function C(p) is related to the problem of the moved plates and is here termed consistent
Theodorsen function. The gust problem leads to the function S(p), the here called consistent
Sears function.
C(p) =
K1(p)
K0(p)+K1(p)
(2.13a)
S(p) =
1
K0(p)+K1(p)
· 1
pep
(2.13b)
Both functions depend on the principle branch of the modified Bessel functions K j of the second
kind and integer order j, whose definition and behaviour is comprehensively described, for
instance, in Abramowitz & Stegun (1984). The region of absolute convergence of the transforms
is the right complex half-plane where Re(p) = β > 0. As usual, the notations Re( ), Im( ), | |,
and arg( ) are used for the real part, the imaginary part, the absolute value, and the argument of
a complex variable, respectively. To guarantee a complex-conjugate behaviour for C(p) and S(p)
as transfer functions, not only the principle branch of the modified Bessel functions is defined
as usual with −pi< arg(p)≤ pi but also the frequencies along the negative real axis must be
excluded. Moreover, the definitions of the characteristic aerodynamic transfer functions with
modified Bessel functions lead to a removable singularity at the origin of the frequency plane.
The characteristic aerodynamic transfer functions described in this manner are both defined
and holomorphic throughout the complex frequency plane, except for the negative real axis
and the origin. According to the uniqueness of holomorphic functions and Laplace transforms,
these functions, or mathematically equivalent ones, are the only solutions of the mathematical
problems in terms of transfer functions. Figure 2.1 illustrates the real and imaginary part of the
consistent Theodorsen and the consistent Sears function. To avoid misunderstandings, it should
be mentioned that the values of the functions, as displayed in the figures, do not tend to infinity.
The values along the imaginary frequency axis are accentuated with the black lines. Although the
region of absolute convergence of the Laplace transforms is the frequency half-plane right to the
imaginary axis, the functions can be extended to all other frequencies at which they are defined
and holomorphic with the concept of analytic continuation. For inputs of these frequencies,
the illustrated function values themselves show the steady-state transfer behaviour of the flow.
Figure 2.2(a) illustrates the Nyquist plots of the functions, where their real against their imaginary
parts are displayed for frequencies along the positive part of the imaginary axis. Against those
frequencies, Figure 2.2(b) additionally depicts the absolute values of both functions.
In the definition of the consistent Theodorsen function C in Eq. (2.13a), the modified Bessel
functions of the variable p can be replaced with Hankel functions of the second kind that depend
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(a) Consistent Theodorsen function. (b) Consistent Sears function.
Figure 2.1: Characteristic aerodynamic transfer functions of the flat-plate problem above the complex
reduced frequency plane.
on the variable (−ip). The converted function, which is also given in Luke & Dengler (1951),
equals the consistent Theodorsen function C in the complex frequency plane, except for the third
quadrant and the adjacent half imaginary frequency axis. In the latter region, not the principal
but another branch of the modified Bessel functions is activated through the use of the principal
branch of the Hankel functions. The converted function can, thus, not be seen as a transfer
function for Re(p) = β ≤ 0. For positive purely imaginary frequencies, the converted function
takes the form of the original Theodorsen function given in Theodorsen (1934).
In Sears (1940), the characteristic aerodynamic step responses W (t¯) and K(t¯) are connected
to the characteristic aerodynamic transfer functions C(p) and S(p), respectively, with Laplace
transforms.(
W
K
)
=L −1p
{
1
p
(
C
S
)} d t 1
p
(
C
S
)
=Lp
{(
W
K
)}
(2.14)
Accordingly, the respective characteristic aerodynamic impulse responses W ′(t¯) and K′(t¯) and
the characteristic aerodynamic transfer functions C(p) and S(p) form Laplace pairs.(
W ′
K′
)
=L −1p
{(
C
S
)} d t ( C
S
)
=Lp
{(
W ′
K′
)}
(2.15)
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(a) Nyquist plots. (b) Absolute values.
Figure 2.2: Consistent Theodorsen and Sears function for purely imaginary positive reduced frequencies
p = 0+ ik, k > 0.
When applying the inverse Laplace transform, the integration path must be located within the
region of absolute convergence. In Eq. (2.14), the factor 1/p additionally limits this region
to β > 0. The full information on the transfer is incorporated in either the frequency-domain
function in an infinite straight line parallel to the imaginary axis within the convergence region or
in the full characteristic time-domain function. Since the imaginary axis is not within the region
of absolute convergence, Eq. (2.14) and Eq. (2.15) cannot be interpreted as a Fourier transforms
as done in Garrick (1938), which is usually cited. Cauchy’s integral theorem allows for choosing
alternative integration paths in the complex frequency plane. Examples of alternative paths, like
hook integrals and others, are given in Sears (1940) and in a mathematically more cumbersome
way in Schwarz (1940).
The characteristic aerodynamic step response of the moved-plates problem W is known as the
Wagner function (Wagner 1925) and the one of the gust problem K as the Küssner function
(Küssner 1940). Contrary to Küssner (1940), t¯ = 0 is the instant when the upstream edge begins
to penetrate the boundary of the vertical gust. For an explanation within the framework of linear
system theory, the step responses must be zero prior to t¯ = 0 to ensure causality.
According to the time-shift theorem of unilateral Laplace transforms, a multiplication of the
consistent Sears Function by ep can be interpreted as applying a time shift of t¯ =−1 to the gust
transfer without taking the information in the time interval t¯ ∈ [0;1) into account. Shifting the
time by this amount means that the instant when the gust boundary reaches the middle of the
plate becomes the new origin of the step response time axis. The resulting function Sep coincides
with the original Sears function given in Sears (1941) if the representations of the latter are
formally generalised by replacing k with (−ip). As the time-shift theorem is incorrectly applied
for unilateral Laplace transforms, the function Sep is not such a transform of the shifted and
truncated version of the function K′. For shifting K′ to the left without losing the information in
the interval t¯ ∈ [0;1), S must be considered as a bilateral Laplace transform. In so doing, Sep
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(a) Step responses. (b) Impulse responses.
Figure 2.3: Characteristic aerodynamic time-domain functions of the flat-plate problem.
fully corresponds to the transform of the shifted and not truncated version of K′. When displaying
the original Sears function in the sense of Figure 2.2(a), the time shift, as with transfer functions
in general, leads to the often cited spiral behaviour shown in Sears (1941) (Giesing & al. 1970).
Numerical values of the characteristic aerodynamic step responses W and K can be determined
with contemporary mathematical procedures without problems. Figure 2.3(a) shows the result
obtained with a numerical inverse Laplace transform (Brigham 1997) that utilises a negatively
damped inverse discrete Fourier transform (ifft in MATLAB (2007)). The used frequency
spacing is ∆k = 0.01, the Nyquist frequency is set to k = 2000, and the integration is done along
a straight line parallel to the imaginary axis with c¯ = 0.03 according to Eq. (1.6b). The small
value of c¯ is necessary to sufficiently suppress the procedure-typical oscillating error, which rises
with increasing time, within the displayed time range. With the ad hoc-chosen parameters, the
relative difference of the values in Figure 2.3(a) from the discrete values given in Küssner (1940)
is less than 7 ·10−2 % for W and less than 4 ·10−3 % for K. The single value of the Wagner
function W (t¯ = 0) is calculated as 0.25, which is only 0.5 times the correct value, as it is typical
for an inverse Laplace transform. As displayed in the zoomed area of Figure 2.3(a), the jump
discontinuity of W is followed by a small oscillating error, known as the Gibbs phenomenon.
This oscillation in the vicinity of t¯ = 0 is responsible for the larger differences.
When comparing the characteristic aerodynamic step responses and transfer functions for t¯→ ∞,
p→ 0 and t¯→ 0, p→ ∞, their values can be transformed into each other with the initial and the
final value theorem of Laplace transforms.
Figure 2.3(b) additionally illustrates the result of the inverse Laplace transform for the char-
acteristic aerodynamic impulse responses W ′ and K′ when the same numerical parameters are
chosen as for the characteristic aerodynamic step responses. Due to the discontinuity of the
Wagner Function at t¯ = 0, its derivative W ′ starts with a scaled Dirac impulse. In the figure, the
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Dirac impulse is marked with an arrowhead. Directly to the right of the impulse, the function
approaches a finite limit.
W ′(t¯)→ 0.125 for t¯→ 0 , t¯ > 0 (2.16)
This right-hand limit corresponds to the following limit in the frequency domain.
Re(pC(p))→ 0.125 for p = 0+ ik , k→±∞ (2.17)
By contrast, the derivative K′ tends to infinity for t¯→ 0. When the singularities of C and S at the
origin are removed, it can be easily proven with Cauchy’s integral theorem that for determining
the characteristic aerodynamic impulse responses W ′ and K′ from the characteristic aerodynamic
transfer functions C and S with inverse Laplace transforms, the integration paths can also be fully
identical to the imaginary frequency axis. The Laplace pairs are also Fourier pairs in this case.
In Küssner (1936), the aerodynamic forces are divided in another way than used above, leading
for the moved-plate problem to the so-called wake-vortex function. The consistent wake-vortex
function TKü can be derived from the consistent Theodorsen function of Eq. (2.13).
TKü(p) = 2C(p)−1 (2.18)
A proof can be easily given when comparing the resulting forces of both approaches. The
consistent wake-vortex function TKü is not further addressed because all investigations of the
consistent Theodorsen function C can be transferred to it using Eq. (2.18).
2.2.2 Aerodynamic Forces on the Single Flat Plate
The aerodynamic force coefficients of the rigid flat plate in a two-dimensional incompressible
flow can be analytically determined with the potential theory. In accordance with Figure 2.4, the
input and output vectors of Eq. (2.1) are defined as follows.
fae =
(
Lb M
)T
, ξs =
(
h/b α
)T
(2.19a)
dgae =
(
Lb M
)T
, αg =
(
wg/U
)
(2.19b)
A constant horizontal reference wind velocity U and a vertical fluctuating wind velocity wg
represent the wind field. The direction of the reference wind velocity is perpendicular to the
vertical symmetry axis of the undeflected cross section. The degrees of freedom are denoted with
h and α . The variable L stands for the vertical aerodynamic force and M for the aerodynamic
moment around the middle of the plate. Forces and displacements are defined in an energetically
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Figure 2.4: Geometry, degrees of freedom, aerodynamic forces, and wind velocity components concerning
the flow around a flat plate.
corresponding way. A drag force is not generated according to the results of potential flow theory,
a contradiction known as d’Alembert’s paradox.
The first independently derived but equivalent analytical solutions for the aerodynamic coeffi-
cients Q(p) or Cae(p) of motion-induced aerodynamic forces were published in Theodorsen
(1934) and Küssner (1936). The results are derived there for a wing-aileron system. It is modelled
with two flat plates that are joined at their ends with a hinge. The solution for a single flat plate
can be extracted as a special case.
In the two references, the solutions are given for purely harmonic motions of the reduced
frequency k. With respect to the explanations of the last section, the generalisation to arbitrary
complex frequencies p can easily be carried out using the consistent characteristic functions in
Eq. (2.13a) and in Eq. (2.18) and replacing ik with p or k with (−ip) (Edwards 1977). According
to Theodorsen (1934), for instance, the result is as follows.
Q(p) =
(
0 −1
0 −12
)
p+
(
−1 0
0 −18
)
p2+
+
(
0 −2
0 1
)
C(p)+
(
−2 −1
1 12
)
C(p)p
(2.20)
The aerodynamic admittances Q(p) contain the reduced frequency not only implicitly in the
consistent Theodorsen function but also as a free variable in terms of p and p2. Since the motion-
induced aerodynamic forces thus depend not only on the displacements ξs themselves but also on
their first two derivatives, there is a non-causal, differentiating part in the aerodynamic transfer
behaviour of Eq. (2.1a). When the equation of motion of a structural system under the effect of
aerodynamic forces is assembled, the problem of non-causality disappears due to other input and
output variables.
As mentioned in Section 2.1, the motion-induced aerodynamic forces in the two-dimensional
flow can also be described in another way. For the flat plate, the relation between the aerodynamic
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derivatives A∗j and H∗j of the notation defined in Simiu & Scanlan (1996) and the aerodynamic
derivatives in Q(p) and Cae(p) can be given for purely harmonic motions.
Q(ik) = k2Cae(ik) =
k2
pi
(
2(H∗4 (ik)+iH
∗
1 (ik)) 4(H
∗
3 (ik)+iH
∗
2 (ik))
4(A∗4(ik) +iA
∗
1(ik)) 8(A
∗
3(ik) +iA
∗
2(ik))
)
(2.21)
The aerodynamic admittances Qg(p) of the gust-induced aerodynamic forces on the flat plate,
according to Küssner (1936) or von Kármán & Sears (1938), generalised to arbitrary complex
frequencies, can be calculated as follows.
Qg(p) =Q(p→ 0)
(
0 −1
)T
S(p) (2.22)
At the right side of the equation, the first two factors lead to the steady normalised motion-
induced aerodynamic forces due to a rotation of the angle α =−1. Since the singularity of the
Theodorsen function at the origin is removable, the limit of the derivatives for p→ 0 exists.
The frequency-dependent behaviour of Qg(p) is only governed by the consistent Sears function.
In connection with Eq. (2.1b), the aerodynamic transfer behaviour has thus no differentiating
character.
Static aerodynamic forces
dsae =
(
Lb M
)T
(2.23)
are not generated if the zero position of the cross section, which is determined by the zero values
of the degrees of freedom, is defined as given in Figure 2.4.
For another zero position of the cross section, however, static aerodynamic forces dsae have to be
taken into account. For the other zero position, other degrees of freedom ξ˜s have to be defined
that correspond to those of the position in Figure 2.4 in the following way.
ξ˜s = ξs−ξ0s (2.24)
The aerodynamic coefficients Qs of the other position can be easily determined.
Qs =Q(p→ 0)ξ0s (2.25)
As the first column of Q(p→ 0) is always a zero vector for all types of structures, only an
inclination of the cross section leads to static aerodynamic forces dsae. The aerodynamic force
coefficients Q and Qg remain the same for all zero positions of the flat plate in incompressible
potential flow. The latter finding directly follows from the linear force-displacement description
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of the potential flow theory. The case of an inclined angle of attack of the reference wind velocity
is equivalent to the inclined zero position of the cross section.
Since the aerodynamic force descriptions Eq. (2.1) and Eq. (2.8) are based on the results of the
flat plate in incompressible potential flow, the described analytical solutions completely fit in the
assumed, linear form of the aerodynamic transfer equations. With the results of Section 2.2.1 and
tables of Laplace transforms, the exact aerodynamic impulse responses Q(t) and Qg(t) can be
found in the time domain. The flat-plate results only apply to real cross sections in real flow if the
preconditions for a description with the potential theory are almost complied with. Streamlined
narrow profiles of aircraft wings with rounded leading edges and sharp trailing edges conform
to these assumptions far better than flat-plate profiles or large-width, more or less bluff bridge
cross sections in the natural wind field. Statements that are based on the results of the potential
flow theory can thus not generally be applied to the various kinds of cross sections occurring in
bridge engineering. In Bleich (1949), the flat-plate results of the motion-induced aerodynamic
forces were used for the analysis of the dynamic behaviour of bridges for the first time.
2.2.3 Aerodynamic Forces on Three Coupled Flat Plates
For the description of the aerodynamic forces acting on a streamlined bridge girder that is
equipped with movable aerodynamically effective flaps, theoretical aerodynamic force coeffi-
cients of the two-dimensional flow around a system of flat plates are used in this work. When
the potential flow theory is applied, analytical expressions can be derived, which are similar
to those of the single flat plate. The system consists of rigid flat plates that are coupled in a
line with kinks and steps, as shown in Figure 2.5. Again, the direction of the reference wind
velocity is parallel to the horizontally aligned undeflected cross section. The large middle plate
models the streamlined girder cross section. Aerodynamically effective flaps are represented by
the two small outer plates. These flaps, which are directly attached to the edges of the girder,
generate additional aerodynamic forces and, moreover, modify the air flow around the girder.
In Figure 2.5, the subscripted abbreviations win and lee indicate windward and leeward edge
variables, respectively. The half-width of the flaps is denoted with bfl, the distance of the hinges
from the middle of the flaps with dh, j. The input and output vectors of Eq. (2.1) are defined as
follows.
fae =
(
Lb M Mwin Mlee
)T
, ξs =
(
h/b α θfl,win θfl,lee
)T
(2.26a)
dgae =
(
Lb M Mwin Mlee
)T
, αg =
(
wg/U
)
(2.26b)
The vertical aerodynamic force on the whole system is denoted with L, and M is the moment on
the whole system around the middle of the deck. The components of fae and ξs are defined in an
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Figure 2.5: Geometry, degrees of freedom, aerodynamic forces, and wind velocity components concerning
the flow around three coupled flat plates.
energetically corresponding way without redundancies. Accordingly, the flap rotations θfl, j are
defined relative to the rotation α of the whole system, and the aerodynamic moments acting on
the flaps around their hinges are denoted with M j.
Similar systems have already been used in aerospace engineering to describe the motion-induced
aerodynamic forces on a wing that has leading and trailing edge ailerons (e. g. Nissim 1971,
Edwards 1977). The aerodynamics of this problem can be modelled with the transformed de-
scription of a usual aerofoil in incompressible potential flow. In Theodorsen & Garrick (1941),
the analytical formulas of which are usually employed, the aerofoil consists of a wing with an
aerodynamically balanced aileron-tab combination. The aerofoil is modelled with flat plates.
Aerodynamically balanced means that the hinges are not positioned between the ends of neigh-
bouring plates but somewhere within the plates. This measure leads to a diminution of the
aerodynamic moments around the hinges. Based on the publications of aerospace engineering,
the transformed analytical aerofoil forces have also been applied to investigations of bridges
with attached flaps (e. g. Kwon 1996, Wilde & al. 2001).
The implementation of the analytical results in a computer code is highly error prone because
the aerodynamic force coefficients include a huge number of analytical expressions. Hence,
in addition to the results given in Theodorsen & Garrick (1941), an alternative derivation of
the aerodynamics is used in this work as a second set of theoretical coefficients. In Küssner &
Göllnitz (1964), the motion-induced aerodynamic forces of the wing-aileron-tab problem are
published as well. The report is basically the revised and extended version of Küssner & Schwarz
(1940), and it includes lots of precise tables of aerodynamic derivatives that can be used to
check the developed computer codes. Unlike the derivations in Theodorsen & Garrick (1941),
the gap between the neighbouring plates is not only modelled as sealed but also as open. Taking
a flow through these gaps into account seems to be also appropriate for an application in bridge
aerodynamics where the neighbouring edges of the flaps and the streamlined bridge girder can
be both acute and obtuse. The transformations between motion-induced aerodynamic forces of
the aerofoil problem and the system in Figure 2.5 are given in Appendix A.1.
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As shown for the single flat plate, the aerodynamic force coefficients Qg(p) of the gust-induced
aerodynamic forces can be derived from the steady normalised motion-induced forces due to a
rotation of the angle α =−1.
Qg(p) =Q(p→ 0)
(
0 −1 0 0
)T
S(p) (2.27)
The statements on the differentiating character of the aerodynamic transfer in Eq. (2.1) that are
given for the single flat plate also apply to the coupled flat plates. Static aerodynamic forces
dsae =
(
Lb M Mwin Mlee
)T
(2.28)
are not generated if the zero values of the degrees of freedom are defined as shown in Figure 2.5.
The aerodynamic coefficients of another zero position can again be determined with Eq. (2.25).
In addition to the inclination of the main cross section, also the rotations of the flaps lead to
static aerodynamic forces dsae. All other remarks for the single flat plate concerning another zero
position hold for the coupled flat plates as well.
Again, the aerodynamic forces only apply to real cross sections with flaps if the flow around
them is similar to the potential flow around the system of flat plates. Conditions have to be
considered that go beyond those for the single flat plate. For the trailing-edge flap, it has to be
ensured, for instance, that there is no separated flow region at its position on the downstream
side of the bridge girder.
2.3 Measured Aerodynamic Forces on Various Cross
Sections in Real Flow
The aerodynamic forces per unit length acting in real flow on a cross-section model and the
input vectors of the unsteady aerodynamic forces can be defined in connection with Figure 2.6
as follows.
fae =
(
Lb Db M
)T
, ξs =
(
h/b þ/b α
)T
(2.29a)
dgae =
(
Lb Db M
)T
, αg =
(
ug/U wg/U
)T
(2.29b)
dsae =
(
Lb Db M
)T
(2.29c)
In addition to the variables used for the flat-plate problem, the horizontal force component D, the
horizontal displacement þ, and the horizontal gust component ug should in general be taken into
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Figure 2.6: Geometry, degrees of freedom, aerodynamic forces, and wind velocity components concerning
the flow around an arbitrarily shaped cross section.
account due to friction effects. Consequently, the position in thickness direction of the reference
point Sa of the aerodynamic moment must also be specified.
The relation between the Scanlan derivatives A∗j , H∗j , and P∗j given in Sarkar & al. (1994) and the
aerodynamic derivatives in Q(p) and Cae(p) is in extension of Eq. (2.21) as follows.
Q(ik) = k2Cae(ik)
=
k2
pi

2(H∗4 (ik)+iH
∗
1 (ik)) 2(H
∗
6 (ik)+iH
∗
5 (ik)) 4(H
∗
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∗
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 (2.30)
For the work presented here, experimentally determined coefficients of static aerodynamic forces
and admittances of motion-induced aerodynamic forces are taken from Bergmann (2004). They
were measured on scaled rigid cross-section models in a water tunnel in smooth flow. The finite
length of the rigid cross-section models across the water-tunnel width allows for taking periodical
spatial flow effects into account, which are averaged in the measured forces. For a variety of cross
sections, data sets are available. This data, together with numerically determined aerodynamic
derivatives according to Thiesemann (2008), is currently also accessible on the website of the
Structural Analysis and Steel Structures Institute of the Hamburg University of Technology
(www.tu-harburg.de/sdb). The idealised cross sections shown in Figure 2.7 have been selected
from those given in Bergmann (2004). As often done, the motion-induced drag force D and
the influence of the horizontal motion þ on the other force components were assumed to be
negligible in the experiments. Hence, the definition of the motion-induced aerodynamic forces is
reduced to the notation given in Eq. (2.19a). The measured static aerodynamic forces, however,
include all components given in Eq. (2.29c).
The used aerodynamic admittances were obtained from measurements with the forced vibration
method. In detail, the frequency responses Gae(ik) were measured for several single-frequency in-
puts. Since the force-displacement relation is more or less non-linear, as explained in Section 2.1,
the aerodynamic derivatives depend on the zero position of the cross section and the amplitudes
of the harmonic input. In the zero position that aerodynamic derivatives were extracted for, the
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Figure 2.7: Selection of idealised cross sections which measured aerodynamic derivatives are available
for in Bergmann (2004). Abbreviations are defined within brackets.
vertical symmetry axis of the cross section is perpendicular to the constant horizontal reference
flow velocity U , as shown in Figure 2.6. Hence, the change of the aerodynamic derivatives due
to a non-zero mean deflection of the cross section is not taken into account here. The data deter-
mined at hˆ/b = 0.04 and αˆ = 5.0◦, which are in the middle of the measured amplitude range,
is used. The aerodynamic derivatives have been readout in the frequency intervals [kmin,kmax]
whose endpoints are given in Table 2.1.
Table 2.1: Frequency interval endpoints of the readout derivatives.
PlS BeS SeS TrS ChS TaS
kmin 0.188 0.175 0.187 0.187 0.187 0.189
kmax 0.941 1.051 1.028 1.026 1.026 1.038
Some more problems concerning this kind of measurement of aerodynamic derivatives with
scaled models should be mentioned. These occur in connection with the model assumptions of
Eq. (2.1) and Eq. (2.8). To some extent, they are also addressed in Bergmann (2004).
According to Eq. (2.8), the reduced frequency p is the only parameter that determines the
unsteady flow field. If this parameter is identical for geometrically similar cross sections, identical
30 2 Aerodynamic Forces
aerodynamic derivatives are assumed. The influence of other similarity parameters is neglected.
For the similarity of the air flow as a viscous fluid, however, especially the Reynolds number
Re =U(2b)/ν , as a measure of the ratio of inertial forces to viscous forces, plays a decisive role.
In the definition of the Reynolds number, ν stands for the kinematic viscosity. The numerical
value of the Reynolds number crucially determines the structure of the boundary layer around
and the flow behind the body. It affects the occurrence of a separated and a reattached flow and
the existence of three-dimensional flow patterns. The water-tunnel experiments were carried
out for Reynolds numbers within the range Re≈ 105÷106. Aerodynamic derivatives used here
were measured at Re≈ 2 ·105. The water-tunnel experiments show Reynolds numbers that are
similar to those in usual wind-tunnel measurements because the advantage of a fifteen-fold lower
kinematic viscosity is compensated by a comparably lower speed of the oncoming flow. The
Reynolds numbers of the flow around girder cross sections of large-span bridges, however, have
values of roughly Re≈ 108. Contrary to the often heard statement that the flow around sharp-
edged cross sections is independent of the Reynolds number, even the steady flow around an
unmoved trapezoidal cross section significantly changes in the range of Re≈ 105÷106 (Schewe
2001). Consequently, the aerodynamic force coefficients also change noticeably. A comparable
behaviour cannot be excluded for unsteady flows. In Bergmann (2004), it is mentioned that
a minimum Reynolds number was kept for the experiments with most cross sections. A flow
condition similar to the original situation should thus have occurred. The statement is further
justified with a low influence of the Reynolds number on the measured unsteady aerodynamic
force coefficients. Only at low values of the imaginary part k of the reduced frequency, the
aerodynamic derivatives of the cross sections ChS and TaS considerably depend on the Reynolds
number.
A further problem appears if the frequency of the motion is around the Strouhal frequency. The
Strouhal frequency is the frequency of the vortex-induced aerodynamic forces that occur due
to the flow separation behind bluff bodies. In this case, motion-induced and vortex-induced
aerodynamic forces cannot be clearly separated. At high frequency ranges, the measured data is
additionally skewed by the resonance of the force balance. The distortion of the experimental data
due to the two latter phenomena should be low or negligible in the intervals given in Table 2.1.
The stochastical nature of the aerodynamic derivatives is not investigated in Bergmann (2004).
The lack of a reliable data basis for a stochastic representation of the aerodynamic transfer is
one reason for the chosen deterministic formulation. Mainly, idealised cross sections were used
in the experiments. The influence of geometric details like railings and traffic barriers was not
comprehensively examined. In the work presented here, the aerodynamic effect of snow banks
or ice accretion on railings, as well as the flow modification due to vehicles is not taken into
account either.
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Beyond the described aerodynamic derivatives and the coefficients of the static aerodynamic
forces, no other experimentally determined aerodynamic force coefficients are used. Especially
for bridge cross sections with flaps, no experimental data sets comparable to those described
in Bergmann (2004) exist. Here, all gust-induced aerodynamic forces are described with the
theoretical flat-plate values for the sake of simplicity, though values in real flow can strongly
differ. In Jancauskas & Melbourne (1986), for instance, it is shown that the measured absolute
values of the admittance of gust-induced aerodynamic forces on rectangular cross sections along
the imaginary frequency axis are higher than the theoretical flat-plate values based on the Sears
function. For the comparison, it has to be kept in mind that the absolute value of the original
Sears function |S(ik)eik| equals the absolute value of the consistent Sears function |S(ik)| at
purely imaginary frequencies.

3 Approximation of Aerodynamic Admittances
with Rational Functions
3.1 Analytical Approaches for Aerodynamic Transfer
Functions
Chapter 2 shows that the aerodynamic transfer functions Gae(s) and G
g
ae(s) of most aerodynami-
cally effective structural shapes in real flow are only known in the sense of a non-parametric
model for a limited number of complex-conjugate frequencies within finite intervals on the
imaginary axis. An approximation with analytical functions, which should be defined for almost
arbitrary complex frequencies, allows for a continuous description in the complex frequency
plane. This kind of parametric system identification with a black-box model does not only
exist in the field of aerodynamics but for all physical phenomena which are described with
transfer equations like Eq. (2.1). If the analytical approximation functions meet the requirements
for Laplace transforms, continuous and causal time-domain descriptions in terms of impulse
responses can be obtained. Moreover, approximation functions can have advantages concerning
their mathematical handling even if more exact analytical transfer functions are available.
In aerospace as well as in bridge engineering, rational functions are usually employed to represent
the aerodynamic transfer behaviour of Eq. (2.1) in the frequency domain. Several aspects of
this approach are described in the next sections. The first proposal of using rational functions is
given in Jones (1938) for approximating the Theodorsen function. There, the rational function is
obtained from the approximation of the corresponding step response, the Wagner function, in the
time domain. Another example of an analytical approach for the aerodynamic transfer behaviour
is published in Garrick (1938), again in the time domain for the Wagner function. This kind of
approximation, which leads in the frequency domain to a transfer function with a logarithmic
term, is generalised to other shapes of aircraft wings in Stark (1984). Both latter approaches are
not dealt with here. A further interesting idea is presented in Jung & al. (2012). Cubic splines
are used for approximating the frequency response of the motion-induced aerodynamic forces
of bridge decks. In the fitting procedure, the approximation functions are selected so that the
corresponding impulse responses satisfy the causality condition in a weak sense. From the results
presented there, the aerodynamic transfer function can be determined for arbitrary complex
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frequencies within the region of absolute convergence with a numerical Laplace transform. Since
classical methods of control theory cannot be applied together with such a transfer function
representation, it is not considered herein.
3.2 Rational Function Approaches for Single Matrix
Elements of the Aerodynamic Admittance
Complex-valued rational functions are the most commonly used analytical expressions for
approximating the aerodynamic transfer behaviour in aerospace and in bridge engineering. Since
q0 is an explicitly known factor, only the normalised aerodynamic admittances Q(p) and Qg(p)
as functions of the reduced complex frequency must be approximated. The rational functions can
be split up into a polynomial and a purely rational part. Using the finite series of a complex partial
fraction expansion of the latter part is most suitable for an explanation. For single elements of
the aerodynamic admittances, the chosen approximation functions are as follows.
Q(p) = A0+A1 p+A2 p2+
nγ
∑
µ=1
νµ
∑
κ=1
Aµκ(
p+ γµ
)κ (3.1a)
Qg(p) = A0+
nγ
∑
µ=1
νµ
∑
κ=1
Aµκ(
p+ γµ
)κ (3.1b)
In order to avoid using too many indices, the same approximation variables are used for both
kinds of aerodynamic admittances despite the approximation being carried out separately. The
nγ different poles of the rational functions are denoted with (−γµ) and their order or multiplicity
with νµ . For the coefficients of the polynomial part and the partial fractions, the variables A j and
Aµκ are respectively employed.
A rational function is a meromorphic function on the whole complex frequency plane. That
means it is a function which is holomorphic at all complex frequencies except for its poles. If
the rational function is seen as a Laplace transform, a straight line parallel to the imaginary
axis through the pole with the largest real part is the open boundary of the region of absolute
convergence. In order to extend the Laplace transform to all other points of the complex frequency
plane where the rational function is holomorphic, the concept of analytical continuation can be
applied.
The degrees of the polynomial parts of the rational function approximations in Eq. (3.1) are
chosen according to the results of the theoretically described flat plate. As explained for the flat
plate in Section 2.2.2, its transfer behaviour of the motion-induced aerodynamic forces is twice
differentiating whereas that of the gust-induced aerodynamic forces does not differentiate. The
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following derivations are shown for the admittance of motion-induced aerodynamic forces. The
results can be adjusted to the gust-induced aerodynamic forces without any difficulty.
Using tables of Laplace transforms, the aerodynamic impulse responses that correspond to
the analytical approximation function of the aerodynamic admittances in Eq. (3.1) can be
determined. The matrix elements of the aerodynamic impulse response Q(t¯) of the motion-
induced aerodynamic forces have the following form.
Q(t¯) = A0δ¯(t¯)+A1δ¯′(t¯)+A2δ¯′′(t¯)+
nγ
∑
µ=1
νµ
∑
κ=1
Aµκ
t¯κ−1
(κ−1)!e
−γµ t¯ (3.2)
Since the inverseLp transform is adopted, this impulse response has to be used in connection
with the
t¯∗ convolution.
In the aerodynamic impulse responses, only the terms that correspond to the partial fractions in
Eq. (3.1) do not equal zero for t > 0. Therefore, the partial fractions are often called lag terms.
Regarding the location of their poles (−γµ), the partial fractions can be separated into several
types. The mandatory pole location in the left complex half-plane ensures impulse responses that
decrease with time according to a stable transfer behaviour. Since the imaginary frequency axis
is part of the region of absolute convergence, the frequency and time-domain representations are
also Fourier pairs. The coefficients A j of the polynomial part must be real to obtain real time-
domain results. Usually, simple (νµ = 1) real poles with real coefficients Aµκ are applied. As a
result, the associated aerodynamic impulse responses are decaying exponential functions. Pairs
of simple complex-conjugate poles with complex-conjugate coefficients are, however, possible
as well. Complex conjugates are necessary to ensure a real aerodynamic impulse response in the
time domain. Concerning their partial fractions, the pairs of complex impulse responses can be
rewritten as follows.
Aµκe−γµ t¯ +Acµκe
−γcµ t¯ =
∣∣Aµκ ∣∣e−Re(γµ )t¯2cos(Im(γµ)t¯− arg(Aµκ)) (3.3)
Accordingly, the pairs of aerodynamic impulse responses can be considered as a decaying cosine
function. In bridge engineering, a similar approach is used for instance in Sternberg (1991) for
the admittances of motion-induced aerodynamic forces. The poles described so far can also
be multiple (νµ > 1). For this case, the aerodynamic impulse responses include an additional
factor in the form of t¯κ−1/(κ−1)!, which is dominant for small time values. The proposal to
use multiple real poles is published in Eversman & Tewari (1991a) and recommended there for
aerodynamic derivatives of aerofoils. A systematic investigation of the suitability of complex-
conjugate or multiple poles in the rational function approximations of aerodynamic admittances
still needs to be done for applications in bridge engineering.
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Since the partial fraction expansion is chosen for the representation of the rational function
approximation, the poles, but not the zeros of the aerodynamic transfer functions, can be a priori
constrained. Hence, the aerodynamic transfer can have a non-minimum phase behaviour.
Concerning the constant summand of the polynomial parts and the partial fractions of Eq. (3.1),
which form the causal portion of the approximation, it would be interesting to find more or
less realistic mechanical systems that possess a similar transfer behaviour. This is attempted in
Omenzetter & al. (2000a) for a simple real pole. Certainly, this kind of analogy would help to
understand the rational function approach in a better way.
From the mathematical point of view, rational functions have a major advantage compared to
other functions. When using them, the input-output transfer in Eq. (2.1) can be described in
the time domain with a system of linear differential equation with constant coefficients. If, in
addition, the transfer is causal, it can be realised with a linear time-invariant state-space model.
Hence, an alternative to the convolution in Eq. (2.3) is available in the time domain. Based on
the form of Eq. (3.1), the realisation is derived below for the transfer of the motion-induced
aerodynamic forces from one element ξs of the input vector to one element fae of the output
vector. Analogously, the state-space model for the gust-induced aerodynamic forces can be found.
This kind of realisation from a partial fraction expansion of a rational transfer function to a
state-space model is shown, for instance, in Unbehauen (2007) for an abstract dynamic system
in a similar way.
After inserting Eq. (3.1a) into Eq. (2.1a), an aerodynamic state ξa,µκ for each summand of the
inner series of the expansion can be defined for each pole (−γµ). These mathematically intro-
duced aerodynamic states are also called lag states. They possess the mathematical descriptions
of first-order lag elements. The lag state ξa,µ1 of the first summand (κ = 1) is connected to the
input ξs.
ξa,µ1 =
1
(p+ γµ)
ξs t d ξ ′a,µ1 =−γµξa,µ1+ξs (3.4)
For the lag states ξa,µκ of all other summands (κ > 1), the definition of the preceding lag states
ξa,µ(κ−1) is used.
ξa,µκ =
1
(p+ γµ)κ
ξs
=
1
(p+ γµ)
ξa,µ(κ−1) t d ξ ′a,µκ =−γµξa,µκ +ξa,µ(κ−1) (3.5)
Eq. (3.4) and Eq. (3.5) additionally show the corresponding first-order differential equations
in the time domain. They are derived assuming that the frequency-domain functions are Lp
transforms. For the inverse transform and the function values of the time t < 0, the statements of
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Section 2.1 have to be kept in mind. A combination of the time-domain expression in Eq. (3.4)
and Eq. (3.5) with the inverse Laplace transforms of all the other parts of Eq. (2.1a) and Eq. (3.1a)
leads to the following state-space model.
ξ′a = Rξa+
(
0 0 E
)
ξ ′′s
ξ ′s
ξs
 (3.6a)
fae = q0Dξa+q0
(
A2 A1 A0
)
ξ ′′s
ξ ′s
ξs
 (3.6b)
Replacing the differentiation ( )′ with ˙( ) through the use of Eq. (1.2) gives the same result as
that obtained if the frequency domain descriptions of the aerodynamic states are considered as
Ls transforms. The relationship to the explanations of Section 2.1 can be established when the
differentiation is seen as a convolution with the derivative of the Dirac impulse. To circumvent
the problem of the differentiating, non-causal terms in Eq. (3.1a), the first two derivatives of
the input are additionally listed in the input vector of the state-space model. The vectors and
matrices in Eq. (3.6) are defined as follows.
ξa =

ξa,1
...
ξa,µ
...
ξa,nγ

, ξa,µ =

ξa,µνµ
...
ξa,µ1
 , E=

E1
...
Eµ
...
Enγ

, Eµ =

0
...
0
1
 (3.7a)
R= diag
(
R1 · · · Rµ · · · Rnγ
)
, Rµ =

−γµ 1 0
−γµ . . .
. . . 1
0 −γµ
 (3.7b)
D=
(
D1 · · · Dµ · · · Dnγ
)
, Dµ =
(
Aµνµ · · · Aµ1
)
(3.7c)
The mathematically introduced state vector ξa and the state-space model only guarantee the
chosen input-output transfer approach in the sense of one possible state-space realisation. As
dealing with black-box models, the vector ξa is not a system state that describes the internal
structure of the flow with physical quantities. A natural response due to a non-zero initial system
state, thus, lacks any physical basis. The length of the state vector ξa equals the number of
partial fractions in Eq. (3.1a). According to the described realisation technique, the system matrix
R results in the general complex Jordan normal form whose eigenvalues are the poles of the
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admittance function. The case of eigenvalues of the same value but different eigenvectors, which
are, thus, not multiple in the sense used before, is included in the model. In Eq. (3.1a), this case
corresponds to a summand that is subdivided into several summands.
When transforming Eq. (3.6) into the Laplace domain, the defined matrices can be used to
equivalently rewrite the rational function approach of Eq. (3.1a) in an elegant way.
Q(p) = A0+A1 p+A2 p2+D(pI−R)−1E (3.8)
3.3 Matrix-Based Rational Function Approaches
The main disadvantage of the separated approximation of single admittance-matrix elements
is the huge size of the corresponding state-space model. For each element of the aerodynamic
admittance matrix, as many aerodynamic states have to be defined as partial fractions are used.
To overcome this shortcoming, two commonly used matrix-based rational function approaches
have been developed in the past for applications in aerospace engineering. They are addressed at
the end of this section and applied afterwards. These approaches can be seen as special cases of
the two more general matrix-based approaches that are derived first.
The starting point for the first approach is Eq. (3.1a). Using the same poles with the same
multiplicity for all elements of the aerodynamic admittance leads to a partial fraction expansion
with matrix coefficients.
Q(p) = A0+A1 p+A2 p2+
nγ
∑
µ=1
νµ
∑
κ=1
Aµκ(
p+ γµ
)κ (3.9)
The aerodynamic impulse response Q(t¯) is just the matrix version of the scalar form in Eq. (3.2).
Vectorial aerodynamic states ξa,µκ can be defined as shown for the scalar case in Eq. (3.4) and
Eq. (3.5). The length of these aerodynamic states equals that of the input vector ξs. With the
help of these states, a representation with a state-space model can again be assembled in the time
domain, which is just the extended version of the model for the element-wise transfer shown in
Eq. (3.6).
ξ′a = Rξa+
(
0 0 E
)
ξ′′s
ξ′s
ξs
 (3.10a)
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fae = q0Dξa+q0
(
A2 A1 A0
)
ξ′′s
ξ′s
ξs
 (3.10b)
In detail, the model vectors and matrices are defined as follows.
ξa =

ξa,1
...
ξa,µ
...
ξa,nγ

, ξa,µ =

ξa,µνµ
...
ξa,µ1
 , E=

E1
...
Eµ
...
Enγ

, Eµ =

0
...
0
I
 (3.11a)
R= diag
(
R1 · · · Rµ · · · Rnγ
)
, Rµ =

−γµI I 0
−γµI . . .
. . . I
0 −γµI
 (3.11b)
D=
(
D1 · · · Dµ · · · Dnγ
)
, Dµ =
(
Aµνµ · · · Aµ1
)
(3.11c)
Compared to the scalar entries of the matrices in Eq. (3.7), the matrices in Eq. (3.11) contain
matrix blocks. The system matrix R shows a block version of the Jordan form that can be
converted to the usually used Jordan matrix notation by regrouping the entries of the state vector.
In addition to the chosen multiplicity νµ , the eigenvalues are multiple according to the size of
the identity matrix I, which equals the length of the input vector ξs of the aerodynamic transfer
equation. This multiplicity is, however, harmless because it is in connection with different
eigenvectors. Through the use of the matrix-based rational function approximation, the total
length of the state vector ξa is significantly reduced to the length of the input vector times the
number of partial fraction in Eq. (3.9).
Employing the matrices of Eq. (3.11), the approach in Eq. (3.9) can again be rewritten in the
following short form.
Q(p) = A0+A1 p+A2 p2+D(pI−R)−1E (3.12)
In addition to the direct transformation of Eq. (3.9), the matrix of aerodynamic impulse responses
Q(t¯) can also be obtained from the state-space representation by applying standard procedures.
The identity matrices in Rµ are a sign of an information redundancy in the approach of Eq. (3.9).
Hence, a second approach in the form of Eq. (3.12) and Eq. (3.10) that uses the matrix Rµ of
Eq. (3.7b) seems to be promising. For the second approach, the employed vectors and matrices
are defined as follows.
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ξa =

ξa,1
...
ξa,µ
...
ξa,nγ

, ξa,µ =

ξa,µνµ
...
ξa,µ1
 , E=

...
· · · E jl · · ·
...
 (3.13a)
R= diag
(
R1 · · · Rµ · · · Rnγ
)
, Rµ =

−γµ 1 0
−γµ . . .
. . . 1
0 −γµ
 (3.13b)
D=

...
· · · D jl · · ·
...
 (3.13c)
The approach goes along with a further considerable reduction of the number of elements in the
state vector ξa, which is equal to the number of partial fractions in Eq. (3.9). The first approach
in Eq. (3.9) and Eq. (3.12) uses common poles but separated coefficients for each element of
the aerodynamic admittance matrix Q, whereas this approach also accesses a common pool of
coefficients in the matrices D and E. To avoid too strong couplings between the single elements
of the aerodynamic admittance matrix Q, all the elements of the matrices D and E can have
non-zero values. The total number of these elements is, however, considerably smaller than the
number of non-zero entries of the matrix D in Eq. (3.11) if the aerodynamic transfer model
shows more than one element in the input and the output vector and Q is not a square matrix with
four elements. Whether the already mentioned couplings are not too restrictive for a sufficiently
flexible approximation when all kinds of poles are applied has not been investigated.
An additional reduction of the number of aerodynamic states can only be achieved if the
aerodynamic admittances of motion-induced and gust-induced aerodynamic forces are combined,
like (Q Qg), and approximated together with the second general approach. This procedure
requires that both aerodynamic admittances are approximated in the same way with the same
poles. The physical background of this step is at least questionable. An approximation of the
combined admittances is not considered here.
Other kinds of general matrix-based approaches of the rational function approximation are given,
for instance, in Morino & al. (1995). One major disadvantage of these approaches is that the
system matrices do not feature the Jordan normal form. Hence, the kinds of poles and their
values cannot be a priori constrained.
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The matrix approach in Eq. (3.9) for the special case of simple real poles essentially corresponds
to the formulas proposed in Sevart (1975), Roger (1977), and Abel (1979). It is given in the
following form in Tiffany Hoadley & Adams Jr. (1988).
Q(p) = A0+A1 p+A2 p2+
nγ
∑
µ=1
Aµ+2
p
p+ γµ
(3.14)
Here, this approach is referred to as the Roger approach, as it is usually done in engineering
publications. Employing simple real poles for the rational function approximation of aerodynamic
admittances is most common in aerospace engineering and has also found its way into bridge
engineering (e. g. Xie & Xiang 1985, Wilde & al. 1996, Boonyapinyo & al. 1999, Chen & al. 2000).
Compared to those in Eq. (3.9), the nominators of the lag terms in Eq. (3.14) additionally contain
the complex reduced frequency p. A polynomial division shows that Eq. (3.14) is equivalent to
the special case of Eq. (3.9). The nominator modification allows identifying the steady values
Q(p = 0) of the aerodynamic admittances with the elements of the A0 matrix, as can also be
seen when looking at the following aerodynamic step response.
L −1p {Q(p)/p}=
t¯∫
0
Q(τ¯)dτ¯ = A0+A1δ¯(t¯)+A2δ¯′(t¯)+
nγ
∑
µ=1
Aµ+2 e−γµ t¯ (3.15)
Since Eq. (3.14) is considered as a Lp transform and the aerodynamic admittance Q(p) is
divided by p, this step response has to be adopted in connection with the
t¯∗ convolution and the
( )′ differentiation of the input. Analogously, the aerodynamic impulse response can be found.
L −1p {Q(p)}=Q(t¯) =
(
A0+
nγ
∑
µ=1
Aµ+2
)
δ¯(t¯)+A1δ¯′(t¯)+A2δ¯′′(t¯)
−
nγ
∑
µ=1
Aµ+2γµ e−γµ t¯
(3.16)
Due to the additional factor in the nominator of the lag terms in Eq. (3.14), the short version of
the general approach in Eq. (3.12) must be modified.
Q(p) = A0+A1 p+A2 p2+D(pI−R)−1Ep (3.17)
Consequently, the position of the matrix E in the state equation of the state-space model in
Eq. (3.10) changes.
ξ′a = Rξa+
(
0 E 0
)
ξ′′s
ξ′s
ξs
 (3.18)
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The form of the output equation remains the same. Using only simple real poles leads to the
following reduced entries in the model vectors and matrices.
ξa =

ξa,1
...
ξa,nγ
 , E=

I
...
I
 ,
R= diag
(
−γ1I · · · −γnγ I
)
D=
(
A3 · · · Anγ+2
) (3.19)
In Karpel & Strul (1996), for instance, the matrices are defined in another way.
ξa =

ξa,1
...
ξa,nγ
 , E=

A3
...
Anγ+2
 ,
R= diag
(
−γ1I · · · −γnγ I
)
D=
(
I · · · I
) (3.20)
In this notation, the length of the state vector is not connected to length of the input vector, as
explained for the state-space model of Eq. (3.10) with the matrices in Eq. (3.11), but to the length
of the output vector. Hence, using this notation is advantageous if the length of the output vector
is shorter than the length of the input vector. A general matrix approach in Jordan normal form
including all the other kinds of poles, however, cannot be derived in this format. The notation of
Eq. (3.20) should, thus, only be seen as an alternative arrangement of the approximation matrices
in the state-space model when the explained advantage can be achieved.
With the notation of Eq. (3.17), the aerodynamic step response in Eq. (3.15) and impulse response
in Eq. (3.16) can be rewritten.
L −1p {Q(p)/p}=
t¯∫
0
Q(τ¯)dτ¯ = A0+A1δ¯(t¯)+A2δ¯′(t¯)+DeRt¯E (3.21a)
L −1p {Q(p)}=Q(t¯) = (A0+DE)δ¯(t¯)+A1δ¯′(t¯)+A2δ¯′′(t¯)+DReRt¯E (3.21b)
Since the system matrix R is diagonal for the Roger approach, the matrix exponential function
eRt¯ can easily be obtained by exponentiating every element on the main diagonal of Rt¯.
Combining Eq. (3.17) with the matrices
ξa =

ξa,1
...
ξa,nγ
 , D=

...
· · · D jl · · ·
...
 , E=

...
· · · E jl · · ·
...
 (3.22a)
R= diag
(
−γ1 · · · −γnγ
)
(3.22b)
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leads to the formula proposed in Karpel (1981), which can be seen as a reduction of the second
general approach in Eq. (3.12) and Eq. (3.13) to the case of simple real poles. In the following
sections, the approach combining Eq. (3.17) and Eq. (3.22) is addressed as the Karpel approach.
The typical couplings between the elements of the aerodynamic admittance matrix become also
apparent when the Karpel approach in the form of Eq. (3.17) is converted into the Roger form in
Eq. (3.14). The elements of the lag-term matrix coefficients are then as follows.
Aµ+2, jl = D jµEµl (3.23)
For aerodynamic transfer functions with a single input or a single output, the Karpel approach
essentially leads to the same results as the Roger approach because the Karpel approach has
more free parameters and the Roger approach can be transformed into the Karpel form. For
multiple-input multiple-output transfer systems, however, the Roger form cannot be converted
into the Karpel form, in general. It can be expected that the common pool of coefficients in the
Karpel approach leads to a worse approximation, especially when the different elements of an
aerodynamic admittance matrix strongly differ in their order of magnitude. To assess a possible
lowering of the approximation quality due to the Karpel approach, a comparison with the results
of the Roger approach is always recommendable.
3.4 Identification Procedure
After deciding which rational function approach and which special kinds of poles are employed,
the free values of the coefficients and the poles must be determined in order to fit the rational
functions to the original values. For this purpose, all kinds of optimisation procedures can,
in principle, be applied, taking into account various constraints. The use of complicated and
time-consuming methods should, however, be avoided as far as possible.
As mentioned at the beginning of Section 3.3, the matrix-based approaches of Roger and Karpel
are used in the following. In aerospace engineering, multilevel linear and non-linear optimisation
procedures have been developed for the identification of these approaches that determine as many
free parameters as possible by solving linear least-squares approximation problems (Karpel
1981, Tiffany Hoadley & Adams Jr. 1988). The procedure used here combines and adjusts
the recommendations of several publications. It is implemented for an arbitrary size of the
aerodynamic admittance matrix.
First, the identification procedure is described for the fit of the Karpel approach. An overview
of the procedure is shown in Figure 3.1. The elements of the aerodynamic frequency-response
matrix Qo(ik) form the database of the original values. They must be available for a finite number
nk of purely imaginary reduced frequencies with positive values k. The number nk must be at least
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Figure 3.1: Flowchart of the parameter identification procedure for the Karpel approach.
large enough to determine all free parameters of the approximation problems. In the initial step of
the identification, the number of employed poles is fixed and reasonable pole values are assumed.
In contrast to the values of most matrix coefficients, this assumption is possible for the poles, as is
explained in the next sections. While keeping the pole values constant, the matrix coefficients A0,
A1, A2, D, and E are determined by solving linear least-squares approximation problems with
matrix techniques. Since the matrices D and E cannot be evaluated simultaneously with these
techniques, they are determined iteratively until a convergence criterion is fulfilled. The linear
least-squares approximation is implemented in a computer code as described in Karpel & Strul
(1996). Several optional constraints can be taken into account. The A0 matrix can be identified
with the original steady matrix Qo(p = 0). To exactly match the approximation function with the
original data Qo(ik) at one non-zero purely imaginary reduced frequency, the values of the A1
and A2 matrices can be constrained. Finally, A1 and A2 can be set to be zero matrices in order to
allow an approximation without them, as it is necessary for the gust admittance Qg. Additionally,
weights w jlλ can be used to improve the fit of the aerodynamic admittance matrix elements Q jl
at selected frequencies kλ . The approximation error J, which is also used in the overall procedure
to define a convergence criterion of the solution, is chosen exactly in the weighted least-squares
sense (Karpel & Strul 1996).
J =
√
∑
j,l,λ
∣∣∣Q jl(ikλ )−Qojl(ikλ )∣∣∣2 w2jlλ (3.24)
This error depends on the number nk of selected frequencies, the number of elements in the
aerodynamic admittance matrix Q and the size of these elements. To start the iteration loop, an
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initial D matrix has to be defined. Here, all its elements are set to one and thus non-zero. The
recommendation that is given in Tiffany Hoadley & Adams Jr. (1988), for instance, to use also
zero elements, seems to be too restrictive for starting the approximation process. The iteration
stops if the difference between the current and the previous-loop approximation error is lower
than a predefined limit ∆Jmax. As already mentioned above for the approximation error J, the
numerical value of the tolerance ∆Jmax is always connected with the number nk of selected
frequencies and the specific Q matrix.
A problem occurs due to the simultaneous linear least-squares fitting of the Q matrix elements.
These elements can significantly differ in their magnitudes, especially for three-dimensional
problems in modal coordinates. Elements with large magnitudes have a higher portion of the
minimised total approximation error J than smaller ones, and their approximation function is
thus better fitted to the original data. In Karpel & Tiffany Hoadley (1991), a two-step weighting
procedure is proposed to overcome this shortcoming. In the first step, weights w jl are defined to
normalise the data set of large matrix elements Qojl to the maximum absolute value of one.
w jl = 1/max
λ
(
Qmin;
∣∣∣Qojl(ikλ )∣∣∣) , Qmin ≥ 0 (3.25)
Hence, the weights are bounded above by 1/Qmin. Matrix elements with a maximum magnitude
lower than Qmin, which are expected to have a negligible influence on a later investigated
physical property, are not weighted too high in order to avoid a worse fit of more important
matrix elements. In contrast to the original publication, this limit is not restricted to having the
value one. If not otherwise specified, it is set to zero. Even if the weights in Eq. (3.25) are applied,
the approximation error is still influenced by the way the single elements of Q change their size
for increasing values of the frequency imaginary part k. The second step weights the different
Qo matrix elements at the single purely imaginary reduced frequencies k in accordance with
their influence on a later investigated physical property. This step is not implemented because
the sufficiently precise determination of that physical property is checked with an alternative
aerodynamic transfer model.
After determining the matrix coefficients and keeping them constant, the initially estimated
poles are improved with a non-linear optimisation in order to minimise the approximation error
J. Hence, the same criterion is employed for both the linear and the non-linear optimisation.
As proposed in Tiffany Hoadley & Adams Jr. (1988), a non-gradient simplex method based
on Nelder & Mead (1965) is used for the calculation of the improved poles (fminsearch in
MATLAB (2007)). One disadvantage of this simplex method is that the range of poles cannot
be directly constrained. If the seldom case of optimised poles with positive values occurs,
another non-linear optimisation procedure must be chosen. The gradient-based algorithm that is
implemented in the function fmincon of MATLAB (2007), which allows for constraining the
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optimised parameters, is employed in this case. The non-linear optimisation step is programmed
so that the mentioned constraints of the linear least-squares fit can be also taken into account.
The termination tolerance is again determined by the limit ∆Jmax. Subsequent to the convergence
of the non-linear optimisation, the difference of the current and a previous approximation error is
checked. If it is lower than the already mentioned limit ∆Jmax, the identification procedure ends.
Otherwise a new linear least-squares fit of the matrix coefficients with the optimised and fixed
set of poles starts.
The fitting procedure of the Roger approach is just a reduced version of the one described above
(Karpel & Strul 1996). Since either the E or the D matrix, depending on the use of Eq. (3.19)
or Eq. (3.20), does not include free parameters, the linear least-squares step can be carried out
without iterations. In the following, especially the Roger and Karpel approach, in combination
with the described identification procedure, is termed rational function approximation and
abbreviated as rfa.
3.5 Approximation of the Theoretical Aerodynamic
Admittances of Flat Plates
3.5.1 Approximation of the Characteristic Aerodynamic Transfer
Functions
In order to demonstrate some main features of the rational function approximation, it is applied
in its scalar form to the characteristic aerodynamic transfer functions C and S of the flat plate.
Though exact analytical expressions of these transfer functions are available for almost arbitrary
complex frequencies, the approximations allow for a mathematically favourable representation.
The following explanations refer to the scalar version of the Roger approach in Eq. (3.14). As
explained at the end of Section 3.3, the Karpel approach leads to the same results if applied to a
scalar transfer function. Both aerodynamic transfer functions have no differentiating character, as
can be seen, for instance, by means of the step responses in Figure 2.3(a). Hence, the coefficients
A1 and A2 of the corresponding summands are set to zero. The A0 coefficients are constrained to
the original steady values.
For the identification procedure, a reasonable database has to be defined first. With respect to
the Nyquist plots in Figure 2.2(a), original values in the frequency interval k ∈ [0.01;10] for
the consistent Theodorsen function C and in k ∈ [0.01;100] for the consistent Sears function
S seem to sufficiently cover the original functions on the entire imaginary frequency axis. A
logarithmic interval spacing avoids a too non-uniform distribution to the disadvantage of low
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(a) Real parts. (b) Imaginary parts.
Figure 3.2: Summands of the Roger approach according to Eq. (3.26).
purely imaginary reduced frequencies. Since there is no restriction concerning the number of
frequencies with original values, except from the computation time, nk = 200 frequencies are
chosen in the way explained before. For the fitting procedure, the convergence limit is set to
∆Jmax = 10−5.
As lots of local minima exist when optimising the approximation error J, the approximation
results depend on the initial settings, especially for a higher number of employed poles. Nearly
independent of the initial values, the range of optimised poles is limited to the intervals on the
negative real axis where the imaginary parts of the characteristic aerodynamic transfer functions
show distinct discontinuities. The initial pole range of the flat-plate function approximations can
thus be limited to corresponding small intervals. The discontinuities can be seen in Figure 2.1.
For the consistent Theodorsen function, this discontinuity tends faster to zero for decreasing
real parts β of the reduced frequency than for the consistent Sears function. Hence, the range of
optimised poles is larger for the latter function. The setting of the initial pole values can also
be explained by considering the real and imaginary parts of the approximation function values
directly along the identification axis, the imaginary frequency axis. For the Roger approach they
read as follows.
Re(Q(ik)) = A0−A2k2+
nγ
∑
µ=1
Aµ+2
k2
k2+ γ2µ
(3.26a)
Im(Q(ik)) = A1k+
nγ
∑
µ=1
Aµ+2
kγµ
k2+ γ2µ
(3.26b)
Eq. (3.26) additionally includes the non-causal summands that are not used in this section. In
Figure 3.2, the function values of the individual summands are graphically represented for A j = 1,
j 6= 2 and A2 =−1. The curves of nγ = 10 lag terms are displayed for poles equally spaced in
the interval [−1.0;−0.1]. It can be seen that the maximum and minimum values of the real and
imaginary parts of the lag terms are independent of the location of the poles on the negative
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real axis. The extrema of all lag-term real parts are located at the origin. The absolute values
of the location k of the extrema of the lag-term imaginary parts, however, equal the absolute
values β of the lag-term poles. Along the imaginary frequency axis, the influence of the lag
terms is thus crucially determined by the bandwidth of poles on the real axis. Regarding the
behaviour of the imaginary parts of the characteristic aerodynamic transfer functions along the
real and the imaginary frequency axis in Figure 2.1, it seems to be reasonable to set the initial
poles within the interval [kmin;1.5]. The foregoing explanation can be transferred to the Karpel
approach using Eq. (3.23).
When carrying out the approximation procedure for both characteristic aerodynamic transfer
functions C and S, a special phenomenon concerning the detailed pole locations often occurs.
When the consistent Theodorsen function is approximated for instance with nγ = 3 poles and the
initial poles are uniformly distributed in the interval given before, the approximation algorithm
converges to the result given in Table 3.1. The optimised poles show two almost equal values
Table 3.1: Rfa of the consistent Theodorsen function C with a double pole.
nγ J A0 Aµ+2 γµ A0+∑
nγ
µ=1 Aµ+2
3 0.12818 1.0000 −0.17752 0.051784 0.50616
8099498.12020 0.29813331341431
−8099498.43652 0.29813331355914
that are connected to huge almost equal coefficients with opposite signs. The associated terms of
the rational function approximation have the following form.
A
p
p+ γ
− (A+∆A) p
p+(γ+∆γ)
(3.27)
The huge magnitude of the coefficients can lead to numerical problems when the aerodynamic
forces are determined with the state-space model in the time domain, for instance. To avoid
these problems, the two poles can be replaced by one double pole with coefficients whose size is
comparable to that of the single pole.
A
p∆γ
(p+ γ)(p+(γ+∆γ))
−∆A p
p+(γ+∆γ)
∆γ≈ A∆γ p
(p+ γ)2
−∆A p
p+ γ
(3.28)
For the numerical approximation example, the derived coefficients of the double pole have
the values A∆γ = 0.0011731 and ∆A = 0.31632. In this case, the multiplicity can be neglected
because the first coefficient is very small. In other cases, the multiplicity can also be significant.
The approximation finally equals the one with two poles given in Table 3.2. Since the focus is
on rational functions with simple poles here, it has not been investigated if an a priori approach
with a single and a double pole can reduce the approximation error. If the fitting procedure leads
to multiple poles, the different values of the optimised poles can be used as an initial set for an
3.5 Approximation of the Theoretical Aerodynamic Admittances of Flat Plates 49
Table 3.2: Rfa of the consistent Theodorsen function C. Marked values are taken from ∗Jones (1938),
†Eversman & Tewari (1991b), ‡Peterson & Crawley (1988), and §Vepa (1977).
nγ J A0 Aµ+2 γµ A0+∑
nγ
µ=1 Aµ+2
2 0.12821 1.0000 −0.18577 0.054234 0.50566
−0.30857 0.31053
3 0.03528 1.0000 −0.061878 0.020486 0.50182
−0.26013 0.12689
−0.17617 0.46757
5 0.011841 1.0000 −0.033492 0.011955 0.50058
−0.15178 0.073164
−0.34421 0.26410
0.26481 0.43158
−0.23474 0.56849
(5) 0.0027306 1.0000 −0.016818 0.0063994 0.50017
−0.06311 0.036002
−0.18364 0.11784
−0.19127 0.31094
−0.044992 0.89440
2∗ 0.14749 1.0000 −0.16500 0.04550 0.50000
−0.33500 0.30000
3† 0.074668 0.9994 −0.10550 0.03710 0.50270
−0.28790 0.18590
−0.10330 0.58860
3‡ 0.16554 1.0000 −0.15240 0.04900 0.51760
−0.22120 0.23850
−0.10880 0.35760
4§ 0.072971 1.0000 −0.011286 0.0044482 0.50000
−0.043281 0.027697
−0.21640 0.096055
−0.22904 0.40380
approach with a lower number of poles. In this way, the results are obtained which are given in
the first three blocks of Table 3.2 and Table 3.3 for nγ = 2, nγ = 3, and nγ = 5 poles.
The connection of nearly equal poles with large coefficients is typical for the fitting procedure
described in Section 3.4 where the poles and the coefficients are optimised in different steps.
As soon as the non-linear optimisation finds narrow-spaced poles, the linear least-squares step
minimises the approximation error by strongly increasing the magnitudes of the corresponding
coefficients. The non-linear iteration step has almost no chance to escape from these isolated
solutions because these kinds of large coefficients necessitate narrow-spaced poles. An optimisa-
tion of the poles with other non-linear procedures cannot change this unfavourable behaviour.
For example, a genetic algorithm can find significantly different values for the narrow-spaced
poles, but they remain still narrow spaced. The only way for the iteration process to potentially
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Table 3.3: Rfa of the consistent Sears function S. Marked values are taken from ∗Bisplinghoff & al. (1951)
and §Vepa (1977).
nγ J A0 Aµ+2 γµ A0+∑
nγ
µ=1 Aµ+2
2 0.50240 1.0000 −0.54822 0.14297 0.068069
−0.38372 1.4207
3 0.21660 1.0000 −0.30344 0.07795 0.042627
−0.48634 0.46667
−0.16759 5.3524
5 0.050684 1.0000 −0.10003 0.03005 0.021534
−0.40836 0.17849
−0.29911 0.73630
−0.11927 4.2672
−0.051693 33.881
(5) 0.04463 1.0000 −0.070287 0.022207 0.024147
−0.34324 0.13829
−0.35171 0.52968
−0.14816 2.9579
−0.062455 25.403
2∗ 0.99284 1.0000 −0.50000 0.13000 0.00000
−0.50000 1.0000
4§ 0.86000 1.0000 −0.012994 0.0049896 0.00000
−0.06232 0.034931
−0.40921 0.13797
−0.51548 1.1646
find new solutions is to reduce the convergence limit ∆Jmax in order to provoke a numerical
problem in the linear least-squares step due to too narrow-spaced poles. Such an irregular linear
least-squares optimisation leads to a zero coefficient in connection with one of the narrow-spaced
poles, which enables the non-linear optimisation step to find a different set of poles.
The problem of narrow-spaced poles with huge coefficients is also described in Eversman &
Tewari (1991a) for the approximation of aerofoil derivatives and in Eversman & Tewari (1991b)
for the approximation of the original Theodorsen function. The explanations given above can be
seen as an extension and correction of their findings.
Since the amount of coefficients is low for the approximation of the scalar aerodynamic transfer
functions, it is also possible to determine all parameters with a non-linear optimisation procedure.
For instance, the mentioned simplex-based algorithm can be used to minimise the approximation
error J of Eq. (3.24). With this method, solutions can often be found that show narrow-spaced
poles with corresponding normal-sized coefficients. According to Eq. (3.27) and Eq. (3.28),
these poles should not be considered as multiple in the sense discussed above but rather be
related to an approximation term that is subdivided into several summands. In other words, the
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(a) Consistent Theodorsen function (b) Consistent Sears function
Figure 3.3: Rfa compared to the exact values of the characteristic aerodynamic transfer functions of
the flat-plate problem for purely imaginary positive reduced frequencies p = 0+ ik, k > 0
(Nyquist plots).
corresponding eigenvalues of the matrix R are connected to different eigenvectors.
If the convergence limit ∆Jmax is reduced and the approximation results of the fitting procedure
described in Section 3.4 are used as initial values of a fully non-linear parameter optimisation and
vice versa, the rational function approximation with nγ = 5 poles can be noticeably improved in
contrast to the given approximations with fewer poles. The solutions with the lowest approxi-
mation error found in this way are additionally given in Table 3.2 and Table 3.3 labelled with
brackets. As the simplex method always converges to local minima, a fully non-linear parameter
optimisation with a genetic algorithm (ga in MATLAB (2007)) has been additionally carried
out. In spite of many days of calculation, only solutions with a higher approximation error have
been found.
The approximation quality of the rational functions along the identification axis can be seen in
the Nyquist plots of Figure 3.3. Expectedly, the higher the selected number of poles, the better
the approximation. For nγ = 5 poles, almost no difference to the original values is visible. The
dependency of the approximation error J on the number of poles can be seen in the numerical
results of Table 3.2 and Table 3.3, too. A further, extensive increase of the number of poles leads
to a problem that is addressed in the next section. The figure and the approximation error also
show that the chosen kind of rational function is more capable to approximate the consistent
Theodorsen than the consistent Sears function. As the A0 coefficients are constrained to the
original steady values, the approximation for k→ 0 exactly tends to the limit C, S→ 1. It is
known from the theory of dynamic systems that the Nyquist plots of the summands p/(p+ γµ)
can only cross the horizontal coordinate axis at a right angle. The original curves, in contrast,
do not cross this axis at a right angle. Hence, the rational function approximations tend a little
bit faster to the limit 1 for k→ 0. According to the final value theorem of Laplace transforms,
the corresponding approximations of the step responses also tend a little bit faster to the steady
values. The relative differences of the step responses in Figure 3.4, thus, remain positive for times
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(a) Wagner function (b) Küssner function
Figure 3.4: Relative differences of the approximated characteristic aerodynamic step responses of the
flat-plate problem from the exact values.
t¯ greater than the displayed ones. When comparing both characteristic aerodynamic transfer
functions, especially the consistent Sears function crosses the horizontal axis for k→ ∞ at
an angle that strongly differs from a right one. This can be seen as one reason for the lower
approximation quality. Since the approximation values are not constrained for k→ ∞, they
slightly differ there from the original ones C(ik→ ∞) = 0.5 and S(ik→ ∞) = 0. As a result of
the initial value theorem of Laplace transforms, the corresponding approximated step responses
do not exactly match the original ones at the time t = 0. Concerning the chosen rational function
approach, both limit values are identical to the sum (A0+∑
nγ
µ=1 Aµ+2) of its coefficients, as can
be seen in Eq. (3.15). Table 3.2 and Table 3.3 give these values in their right column for the
different rational function approximations.
The behaviour of the rational functions above the complex frequency plane, which is shown
in Figure 3.5 for the approximations with nγ = 5 poles, corresponds to the behaviour along
the imaginary frequency axis — or every other parallel line within the region of absolute
convergence — due to their holomorphic character. The values above the imaginary frequency
axis are accentuated with black lines. In all the three-dimensional plots of this chapter, the large
function values around the poles are limited to the displayed extrema of the vertical axis. If the
coefficient of a lag term has a very small magnitude, the function values only diverge in a very
small area around the pole. Partly, the resolution of the figures is not high enough to display
those needle-like surfaces. Comparing the approximations with the original values in Figure 2.1
shows that the only difference occurs in the vicinity of the poles. As already indicated at the
beginning of the section, the approximations try to imitate the discontinuity of the imaginary
parts of the characteristic aerodynamic transfer functions along the negative real frequency axis
with their distorted function behaviour around the poles though the identification is carried out
along the imaginary axis. For the real parts of the characteristic aerodynamic transfer functions,
which only show a removable singularity along the negative real frequency axis, the poles
consequently also lead to a distortion of the approximations. Figure 3.6 additionally illustrates
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(a) Consistent Theodorsen function. (b) Consistent Sears function.
Figure 3.5: Rfa with nγ = 5 poles of the characteristic aerodynamic transfer functions of the flat-plate
problem above the complex reduced frequency plane.
(a) Consistent Theodorsen function. (b) Consistent Sears function.
Figure 3.6: Difference of the rfa with nγ = 5 poles from the original characteristic aerodynamic transfer
functions of the flat-plate problem.
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the differences of the approximation from the original values. For reduced frequencies with
positive real parts and frequencies with sufficiently large absolute values of the imaginary parts,
almost no difference is visible. For the characteristic aerodynamic transfer functions of the flat
plate, the particular suitability of the rational function approximation with negative simple real
poles can be qualitatively explained in the time domain. The decaying exponential functions
can describe the effect of the drifting vortices arising at the leeward edge and their girder-bound
counterpart very well.
Table 3.2 and Table 3.3 also give some approximations from other references. In these refer-
ences, the original Sears function multiplied by e−ik or the original Theodorsen function are
approximated for positive purely imaginary reduced frequencies. As explained in Section 2.2.1,
these functions coincide with the consistent functions S and C along the positive imaginary axis.
Compared to the approximation results of this work, all cited rational functions show larger
approximation errors J for the database used here.
3.5.2 Approximation of the Aerodynamic Admittances of Flat Plates
Even for the aerodynamic admittances of flat plates, the mathematical representation in terms of
a state-space model is mathematically advantageous. As can be seen in Eq. (2.22) and Eq. (2.27),
the different elements of the gust admittance Qg of flat plates are similar to the consistent Sears
function S that is only multiplied by a constant factor. The rational function approximation of
this theoretical gust admittance can thus simply be calculated from the approximation of the
consistent Sears function. The transformation of the results works for both the Roger and the
Karpel approach, as it has to be for a single-input multiple-output transfer system.
The rational function approximation of the theoretical admittance of motion-induced aerodynamic
forces of the single flat plate, however, can only be obtained in a more complicated way from
the approximation of the consistent Theodorsen function because C occurs in the elements of
the aerodynamic admittance matrix in Eq. (2.20) in different ways and it is partly multiplied by
the reduced complex frequency p. For the Roger approach, the result of the transformation is as
follows.
Q(p) =
(
0 −2A0
0 A0
)
+
+
(
−2(A0+∑nγµ=1 Aµ+2) −1 − (A0+∑
nγ
µ=1 Aµ+2)
(A0+∑
nγ
µ=1 Aµ+2) −12+12(A0+∑
nγ
µ=1 Aµ+2)
)
p+
+
(
−1 0
0 −18
)
p2+
nγ
∑
µ=1
(
2γµ 2(12γµ −1)
−γµ −(12γµ −1)
)
Aµ+2
p
p+ γµ
(3.29)
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Using the C approximation with nγ = 5 poles given in the third block of Table 3.2, for instance,
the approximation of the flat-plate derivatives has the following entries.
A0 =
(
0 −2
0 1
)
, A1 =
(
−1.0012 −1.5006
0.50058 −0.24971
)
A2 =
(
−1 0
0 −0.125
)
,
γ1 = 0.011955
γ2 = 0.073164
γ3 = 0.26410
γ4 = 0.43158
γ5 = 0.56849
J = 0.0049856
E=

−0.0008008 0.066584
0.0004004 −0.033292
−0.022209 0.29245
0.011105 −0.14622
−0.18181 0.59752
0.090905 −0.29876
0.22857 −0.41533
−0.11429 0.20767
−0.26690 0.33604
0.13345 −0.16802

(3.30a)
A0+
nγ
∑
µ=1
Aµ+2 =
(
−0.24315 −1.1227
0.12157 0.56137
)
(3.30b)
For the matrix coefficients of the lag terms, the notation with the E matrix of Eq. (3.20) is
applied in Eq. (3.30a). The approximation error J refers to the original values at the purely
imaginary reduced frequencies that are used for the approximation of the consistent Theodorsen
function. The sum of coefficients given in Eq. (3.30b) equals the right-hand limit at t = 0 of the
aerodynamic step response in Eq. (3.15).
With the results of the foregoing section, the exact theoretical values of the matrix coefficients A0,
A1, and A2 of the polynomial part of the approximation in Eq. (3.29) can be found. Moreover,
the exact theoretical elements of the mentioned limit of the aerodynamic step response can be
determined from Eq. (2.20) and Figure 2.3 in combination with the initial value theorem of
Laplace transforms.
A0 =
(
0 −2
0 1
)
, A1 =
(
−1 −1.5
0.5 −0.25
)
, A2 =
(
−1 0
−0 −0.125
)
(3.31a)
A0+
nγ
∑
µ=1
Aµ+2 =
(
−0.25 −1.125
0.125 0.5625
)
(3.31b)
The approximation of the A1 matrix in Eq. (3.30) corresponds to the approximation of the
initial value of the Wagner function W given in the right column of Table 3.2. Interestingly, the
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right-hand limit of the initial value of the aerodynamic step response of the flat plate, in which
not only the coefficients but also the poles of the approximated consistent Theodorsen function
are involved, is also sufficiently well approximated.
As can be seen when comparing the signs of the elements of the right hand limit (A0+∑
nγ
µ=1Aµ+2)
of the initial value of the aerodynamic step response with those of the final, steady value A0, the
causal parts of the flat-plate derivatives show a minimum-phase behaviour. A non-minimum-
phase behaviour occurs due to the polynomial coefficients A1 and A2. In the aerodynamic step
response according to Eq. (3.15), their elements produce Dirac impulses and derivatives of Dirac
impulses that are partly oriented opposite to the final direction of the aerodynamic step response.
As usual, the non-minimum-phase behaviour can also be detected when converting the matrix
element description of the approximation of the aerodynamic admittance function Q into a ratio
of two polynomials and searching for zeros of the nominators in the right frequency plane.
The aerodynamic derivatives of the single flat plate can be directly approximated as well without
taking the roundabout way over the approximation of the consistent Theodorsen function. The
direct matrix-based approximation is possible by employing both the Roger and the Karpel
approach. To demonstrate the direct approximation and to compare it with the foregoing results,
it is carried out with the Roger approach under the same settings that are used in the last section.
That means the original aerodynamic derivatives are calculated at the frequencies k that are
used for the C approximation. The convergence limit is again set to ∆Jmax = 10−5. In contrast
to the approximation of the consistent Theodorsen function, the A1 and A2 matrix must be
employed for the approximation of aerodynamic derivatives. The A0 matrix is again constrained
to the original steady matrix. For the first linear least-squares step, the initial poles are uniformly
distributed within the range [kmin;1.5]. Using nγ = 5 poles, the following result is obtained.
A0 =
(
0 −2
0 1
)
, A1 =
(
−1.0002 −1.5001
0.50010 −0.24995
)
A2 =
(
−0.99997 0.00001
−0.00001 −0.12501
)
,
γ1 = 0.016256
γ2 = 0.12254
γ3 = 0.13381
γ4 = 0.22884
γ5 = 0.84472
J = 0.0027711
E=

−0.0013876 0.093732
0.00069378 −0.046866
−0.37813 2.7321
0.18907 −1.3660
0.41821 −2.7324
−0.20910 1.3662
−0.19101 0.71520
0.095505 −0.35760
−0.095505 0.067235
0.047753 −0.033617

(3.32a)
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A0+
nγ
∑
µ=1
Aµ+2 =
(
−0.24782 −1.1242
0.12391 0.56209
)
(3.32b)
With respect to the approximation error J, the approximation quality is similar to that in Eq. (3.30).
Although the direct approximation seems to lead to a slightly lower approximation error, it has to
be kept in mind that the used C approximation is not the best one that has been found for nγ = 5
poles. Deriving the aerodynamic admittances from the C approximation with nγ = 3 poles in
the second block of Table 3.2, for instance, leads to an approximation error of J = 0.015988. A
direct approximation with the same number of poles leads to a slightly larger error J = 0.019227.
For the same number of poles, both approximation errors are, hence, at least within the same
order of magnitude.
Concerning the influence of the initial poles on the range of optimised poles, the process of
the direct fitting of the aerodynamic derivatives shows the behaviour that is described for the
C approximation in the foregoing section. That justifies the use of the selected initial position
also for the direct approximation. A major difference in the approximation processes occurs due
to the non-causal parts of the aerodynamic transfer function. They dominate the magnitude of
the aerodynamic derivatives for high imaginary parts k of the reduced frequency and hence the
approximation error. For the selected convergence limit ∆Jmax, the fitting process thus does not
lead to multiple poles with huge coefficients. If the convergence limit is reduced, the problem of
this kind of multiple poles can, however, also arise. Due to the existence of lots of local minima
of the approximation error J, the optimised poles of the direct approximation of the aerodynamic
derivatives and the corresponding coefficients differ from those of the approximation of the
consistent Theodorsen function.
In contrast to the exact values in Eq. (3.30), the entries in the A2 matrix are now approximations.
The matrix A1 and the right-hand limit (A0+∑
nγ
µ=1Aµ+2) of the initial value of the aerodynamic
step response in Eq. (3.32) are even a little bit closer to the exact values than in Eq. (3.30).
As an example, Figure 3.7(a) shows the approximation of the aerodynamic derivative Qhh given in
Eq. (3.32) above the complex frequency plane. The function values along the imaginary frequency
axis are accentuated with black lines. On the right side, Figure 3.7(b) shows the difference from
the original values of Eq. (2.20). As explained for the characteristic transfer functions, differences
are only visible around the negative real axis in the vicinity of the poles. Figure 3.8 illustrates the
time-domain versions of the approximation of the aerodynamic derivative Qhh in terms of the
aerodynamic step and impulse response.
To describe and to compare the direct approximations with the Roger approach for different
numbers nγ of poles, the results are given in Table 3.4. The fitting process is carried out with
the settings mentioned for the approximation given in Eq. (3.32). The elements of the matrix
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(a) Rfa according to the Roger approach with
nγ = 5 poles.
(b) Difference between the rfa and the original
theoretical values.
Figure 3.7: Real part of the aerodynamic derivative Qhh of the single flat plate above the complex reduced
frequency plane.
coefficients (A0 A1 A2) of the polynomial part, the elements of the lag-term matrix coefficients
in the matrix E, and the elements of the right-hand limit (A0+∑
nγ
µ=1Aµ+2) of the initial value
of the aerodynamic step response are only shown with the arithmetic mean ( ) of their absolute
values. A large, confusing amount of numerical data is avoided in this way. The approximation
error J is divided by the number nk of frequencies at which original aerodynamic derivatives are
calculated.
Table 3.4: Rfa of the theoretical flat-plate derivatives with the Roger approach.
nγ J/nk ·104 |(A0 A1 A2) jl | |(E) jl | |(A0+∑nγµ=1Aµ+2) jl | γmax− γmin
3 0.96135 0.61470 0.22550 0.51498 0.34208
5 0.13856 0.61461 0.55686 0.51450 0.82846
7 0.16664 0.61459 0.59218 0.51580 0.92498
10 0.22681 0.61461 173.95 0.51336 1.4735
17 0.073669 0.61457 5449629 0.51803 1.4890
The values of the coefficients of the polynomial part and the right hand limit of the initial value
of the aerodynamic step response are almost independent of the number of employed poles. This
fact again indicates the suitability of this type of rational function for the approximation of the
flat-plate derivatives. The approximations of the right-hand limit of the aerodynamic impulse
response at t = 0, which equal (−∑nγµ=1Aµ+2γµ) according to Eq. (3.16), are not shown in the
table. Due to the roughening effect of the differentiation, these values scatter slightly more.
The approximation error J does not monotonically decay with an increasing number of poles, but
globally, a higher number of poles usually leads to a better approximation of the original values
along the imaginary frequency axis. Considering the approximation quality and remembering
the number of aerodynamic states in the state-space model, an approximation with nγ = 5 poles
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(a) Aerodynamic step response. (b) Aerodynamic impulse response.
Figure 3.8: Time-domain functions of the approximated aerodynamic derivative Qhh of the flat plate
according to the Roger approach with nγ = 5 poles.
seems to be ideal for the flat-plate derivatives. Although the number of nγ = 10 and nγ = 17
poles is, thus, too high and therefore not recommendable, the corresponding results are used to
show a typical behaviour of the rational function approximation. The range of the related poles
is merely altered by the non-linear optimisation steps, as can be seen in the right column of the
tables. The absolute values of the coefficients of the lag terms, however, drastically increase.
Figure 3.9(a) demonstrates that a better approximation of the original values along the imaginary
axis is caused by a strong weighting of the lag terms and thus the distorted function values
around the poles. Hence, the approximation quality outside the identification line gets really
bad, as can be seen in Figure 3.9(b). When the number of frequencies with original values is
drastically reduced, for instance from nk = 200 to nk = 10, the effect of strongly weighted terms
is additionally slightly increased for the approximations with a high number of poles. The high
weighting of the lag terms is a second, more important reason, not to employ too many poles.
As already mentioned in the foregoing section, the problem of strongly weighted lag terms
also arises if too many poles are employed for the approximation of the consistent Theodorsen
function and the consistent Sears function. The huge coefficients that occur in combination with
double poles, by the way, do not lead to distorted areas, because the corresponding summands
can be equivalently transformed into terms with small coefficients.
For an aerodynamic transfer problem with two inputs and two outputs, the Roger approach
cannot, in general, be converted into the Karpel approach, although both approaches use the
same number of free coefficients. For the theoretical flat-plate derivatives, however, the columns
of the Aµ+2 matrix (1 < µ < nγ) in the approximation with the Roger approach just differ in a
scalar factor, as can be seen in Eq. (3.30a) and in Eq. (3.32a). The same holds for the rows. These
similarities are a direct consequence of the similarities in the original aerodynamic derivatives
shown in Eq. (2.20). In this special case, the Roger approach can be converted into the Karpel
form. An approximation with the Karpel approach thus leads to the same results as explained
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(a) Rfa according to the Roger approach with
nγ = 17 poles.
(b) Difference between the rfa and the original
theoretical values.
Figure 3.9: Real part of the aerodynamic derivative Qhh of the single flat plate above the complex reduced
frequency plane.
before. For instance, the following matrices of the Karpel approach can be derived from the
Roger approach in Eq. (3.29).
D=
(
D1 · · · Dµ · · · Dnγ
)
, Dµ = rµ
(
−2
1
)
(3.33a)
E=

E1
...
Eµ
...
Enγ

, Eµ =−Aµ+2rµ
(
γµ 12γµ −1
)
(3.33b)
The variable rµ represents an arbitrary non-zero real number. With the help of Eq. (3.23), the
expressions in Eq. (3.29) can be retrieved.
The aerodynamic derivatives of three coupled flat plates depend on the special system configu-
ration, like hinge positions and the ratio of the plate widths. As shown for the single flat plate,
their approximation in terms of the Roger approach can again be derived from the approximation
of the consistent Theodorsen function. An advantage of taking this way is that the analytical
dependency of the aerodynamic derivatives on the special system configuration still exists. As
explained for the single flat plate, the transformation from the Roger to the Karpel approach
is also possible for the derivatives of Section 2.2.3, due to the similarities in the Aµ+2 matrix
(1 < µ < nγ), though it is a multiple-input multiple-output transfer system. Using the C ap-
proximation, however, is very laborious and error prone and is not performed here. Again, the
direct approximation is much simpler and can be carried out with both the Roger and the Karpel
approach with the same accuracy. In contrast to the derivation from the approximated consistent
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Theodorsen function, the system configuration cannot be varied after the direct approximation.
The direct rational function approximation is, thus, related to a special configuration. Due to
all the parallels with the approximation of the aerodynamic derivatives of the single flat plate,
the approximation of the aerodynamic derivatives of the addressed coupled flat plates shows a
similar quality.
3.6 Approximation of the Aerodynamic Derivatives of Cross
Sections in Real Flow
Approximating the aerodynamic derivatives of cross sections in real flow differs from the
approximation of those of the flat plates described in the last section. The original, measured
data is usually only available at a few frequencies within a limited interval along the imaginary
frequency axis. For each cross section in real flow that is addressed here, aerodynamic derivatives
are accessible at about nk = 10 frequencies within the intervals of Table 2.1. An approximation
with analytical functions is, thus, requisite when values of the aerodynamic transfer functions
are needed at arbitrary frequencies.
The initial settings of the poles cannot be justified as explained for the flat-plate derivatives
because the original measured data is neither known above the complex frequency plane nor along
a sufficiently long interval of the imaginary frequency axis. A recommendation can, however,
be derived based on the Roger approach when looking at Eq. (3.26) and Figure 3.2. The initial
range of pole magnitudes |− γµ | along the negative real frequency axis should equal the range of
frequency magnitudes |k| where aerodynamic derivatives were measured. In so doing, the lag
terms have their highest influence within the bandwidth of the original data along the imaginary
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frequency axis. This explanation also applies to the Karpel approach. Similar recommendations
for the poles are given in publications of aerospace engineering like Tiffany Hoadley & Adams
Jr. (1988). For this reason, the initial poles are here equidistantly distributed in the interval
[−kmax;−kmin]. For the following approximations, the A0 matrix is constrained to the original
steady matrix and the convergence limit is set to ∆Jmax = 10−5, again.
Since the approximation of the TaS derivatives differs most significantly from the approximation
of the flat-plate derivatives, it is addressed first. A fitting of the TaS derivatives with the Roger
approach for nγ = 5 poles leads to the following approximation.
A0 =
(
0 −3.1378
0 −0.5258
)
, A1 =
(
−2.9394 37.607
13.070 3.7920
)
A2 =
(
−1.1375 −11.455
−3.5253 −1.1125
)
,
γ1 = 0.30585
γ2 = 0.48824
γ3 = 0.68630
γ4 = 0.88850
γ5 = 1.0937
J = 0.84916
E=

6.1074 23.056
−18.313 −2.3993
−76.763 −26.610
150.28 40.943
327.56 −405.70
−506.18 −185.84
−541.76 1197.7
765.44 329.72
295.47 −882.82
−422.75 −193.96

(3.34a)
A0+
nγ
∑
µ=1
Aµ+2 =
(
10.606 −97.470
−31.532 −12.064
)
−
nγ
∑
µ=1
γµAµ+2 =
(
−30.994 185.74
61.904 27.469
)
nγ
∑
µ=1
γ2µAµ+2 =
(
62.314 −305.79
−105.75 −49.725
) (3.34b)
In addition to the right hand limit of the initial value of the step response, Eq. (3.34b) also
displays those of the impulse response and the derivative Q′(t¯) of the impulse response.
Figure 3.10(a) shows the original values and the approximation along the imaginary frequency
axis. Within the interval of the original values, which is grey shaded together with the constrained
steady value, a qualitatively acceptable approximation is visible although the aerodynamic
derivatives strongly differ from the theoretical ones of the flat plate. A total evaluation of the
approximation based only on this small interval is, however, inadequate.
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(a) Rfa and original values along the imaginary
axis.
(b) Rfa above the complex reduced frequency
plane.
Figure 3.10: Rfa real part of the aerodynamic derivative Qhh of the TaS cross section according to the
Roger approach with nγ = 5 poles.
In contrast to the theoretical flat-plate case, no exact values are known for the matrices that are
given in Eq. (3.31). To better judge the approximation quality, the approximation with nγ = 3
poles is also shown.
A0 =
(
0 −3.1378
0 −0.5258
)
, A1 =
(
3.1541 −7.8502
2.8287 −2.0845
)
A2 =
(
−2.4755 3.1774
−0.92103 0.52666
)
,
γ1 = 0.094009
γ2 = 0.37135
γ3 = 0.85783
J = 1.0296
E=

−0.58494 2.7784
−0.54117 0.31174
3.2860 −9.1890
2.9423 −0.44713
−9.6371 19.904
−6.3730 3.8323

(3.35a)
A0+
nγ
∑
µ=1
Aµ+2 =
(
−6.9360 10.356
−3.9719 3.1711
)
−
nγ
∑
µ=1
γµAµ+2 =
(
7.1018 −13.923
4.4252 −3.1507
)
nγ
∑
µ=1
γ2µAµ+2 =
(
−6.6438 13.404
−4.2888 2.7612
) (3.35b)
Obviously, neither the matrices A1 and A2 nor the right-hand limit (A0+∑
nγ
µ=1Aµ+2) of the
aerodynamic step response bear any resemblance when both approximations are compared. The
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matrix elements differ in value and sign. When comparing in both approximations the signs
of the A1 and A2 matrix, which give the orientations of the Dirac impulses and the derivatives
of the Dirac impulses in the step response, with those of the A0 matrix, it can be seen that the
associated non-minimum-phase behaviour amazingly depends on the number of used poles. The
same defect can be observed when comparing the right hand limit (A0+∑
nγ
µ=1Aµ+2) of the
initial value of the aerodynamic step response with the final, steady value A0. Corresponding to
the initial behaviour of the aerodynamic step response, the matrices A1 and A2 determine the
behaviour of the aerodynamic derivatives for large frequencies along the imaginary frequency
axis, as can be seen in Figure 3.2.
Based on the measured aerodynamic frequency response, it cannot be decided which of the
two approximations describes the flow effect in a more realistic way. For a full description
of the aerodynamic transfer behaviour, the aerodynamic frequency response must be known
along the whole imaginary axis or at least along a sufficiently long interval of it, as it is used
for the flat plate. Complete sets of aerodynamic step responses, which would be an alternative,
sound basis for an evaluation, are usually not measured and are not available in Bergmann
(2004). Especially within the range of small time values, the determination of aerodynamic step
responses, whether numerical (e. g. Eusani 2005) or experimental (e. g. Yoshimura & Nakamura
1979 and Caracoglia & Jones 2003), is much more challenging than the determination of the
aerodynamic frequency response. The kind of harmonic fluctuation that is observable in the
measured aerodynamic step response given in Caracoglia & Jones (2003) hints at employing not
only poles on the negative real axis but also complex-conjugate ones.
Looking at the size of the lag-term coefficients in the E matrix, it is questionable whether rational
functions with simple real poles are capable of approximating the aerodynamic transfer behaviour
of the flow around bluff, non-streamlined cross sections at all. Unlike the flat-plate case, the
frequency range of the poles is not essentially changed by the non-linear optimisation of their
location. The rational functions obviously try to approximate the aerodynamic derivatives in
the identification interval with strongly weighted lag terms. For the different poles, the large
coefficients of the lag terms appear with changing signs. Thus, the sum of the lag terms results in
the desired behaviour along parts of the imaginary axis. Figure 3.10(b) displays the approximation
with nγ = 5 poles for the real part of the aerodynamic derivative Qhh over an area of the complex
frequency plane. In contrast to Figure 3.7 of the flat plate, the areas around the poles where
the approximation functions are strongly distorted are widely extended, even more than in
Figure 3.9(a). The effect of highly weighted lag terms is not only caused by the aerodynamic
behaviour that strongly differs from the flat-plate one. To some small extent, also the low number
of frequencies with original data and the scatter of data provoke an approximation with the large
lag terms. Since the effect of highly weighted lag terms also appears for an approximation of a
single aerodynamic derivative, it is not a result of the matrix-based Roger approach.
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(a) Aerodynamic step response. (b) Aerodynamic impulse response.
Figure 3.11: Time-domain functions of the approximated aerodynamic derivative Qhh of the cross section
TaS according to the Roger approach with nγ = 5 poles.
Another presumably artificial phenomenon that is visible in Eq. (3.34b) and Eq. (3.35b) occurs
in connection with the large lag-term coefficients. The average magnitude of the entries of
the right hand limit (A0+∑
nγ
µ=1Aµ+2) of the aerodynamic step response at t = 0 is distinctly
higher than that of the flat plate. These initial values correspond to the limit of the sum of
the A0 matrix and the lag terms for infinitely high reduced frequencies according to the initial
value theorem of Laplace transforms. Moreover, these high values are in connection with large
magnitudes of the right hand limits of the initial values of the aerodynamic impulse response and
its derivative, which are (−∑nγµ=1 γµAµ+2) and ∑
nγ
µ=1 γ
2
µAµ+2, respectively. That means that both
the aerodynamic step response and impulse response strongly vary for small times. Figure 3.11
illustrates both time-domain functions that correspond to the aerodynamic derivative Qhh. On
the one hand, this approximated behaviour of the fluid forces is questionable from the physical
point of view. On the other hand, it entails a large numerical effort if the aerodynamic forces
are determined via convolution in the time domain. In the convolution integral, which has to be
solved for every time step, the time around the starting time of the aerodynamic step or impulse
response must be discretised with a high number of time points to take the strong variations into
account.
In the frequency domain, the distorted behaviour of the approximated aerodynamic derivatives for
large frequencies along the imaginary axis is connected to the distorted behaviour in the frequency
plane by the holomorphic character of the rational functions. In contrast to the approximations of
the flat-plate derivatives, the approximation of the TaS derivatives is only trustworthy within the
ranges of the imaginary frequency axis where original data is used for the fitting. Independent
of the special approximation function, whether rational or another one, it could also be that a
description of the aerodynamic transfer with a linear time-invariant transfer element is simply
impossible for such a non-streamlined cross section.
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Table 3.5: Rfa of the aerodynamic derivatives of cross sections in real flow with the Roger approach.
For the marked approximations, the optimised poles are determined with the gradient-based
algorithm.
nγ J/nk ·104 |(A0 A1 A2) jl | |(E) jl | |(A0+∑nγµ=1Aµ+2) jl | γmax− γmin
3 44.591 0.62490 0.31880 0.60511 0.45220
5 27.238 0.65189 4.0730 1.4033 0.75404
PlS
7 22.517 0.92413 349.41 3.9293 0.75307
10 18.094 2.6014 43591 17.987 0.75305
3 143.09 0.45519 0.27572 0.41040 0.47849
5 130.91 0.53351 5.7815 1.4863 1.0139
BeS
7 129.95 0.50306 170.80 1.7684 0.87552
10 115.53 7.7779 255567 74.900 0.87539
3 49.374 0.54483 0.53450 0.78342 1.0831
5∗ 37.408 0.56152 0.73879 0.63202 0.85275
SeS
7 37.618 0.62170 226.78 1.2141 0.84129
10 19.221 4.3710 181515 40.520 0.84115
3 97.654 0.52295 0.46033 0.60951 0.84155
5 85.204 0.52988 0.93221 0.52392 0.63190
TrS
7 90.563 0.59729 256.30 1.5452 0.85205
10 75.823 4.6425 255115 44.456 0.83905
3∗ 172.35 0.51347 0.84526 1.1963 1.2871
5 107.83 0.98129 8.9383 3.3147 0.91920
ChS
7 108.40 1.0501 685.15 4.5540 0.83924
10 74.498 4.6265 139421 39.117 0.83910
3 1029.6 2.2235 4.9856 6.1087 0.76382
5 849.16 6.5252 319.97 37.918 0.78787
TaS
7 813.69 8.8274 6457.5 67.454 0.84894
10 699.29 62.412 1235281 544.58 0.84905
For the aerodynamic derivatives of cross sections in real flow, the effect of an approximation with
large lag-term coefficients increases when measuring data is not only extracted for the intervals
given in Table 2.1 but also for higher frequencies. This also indicates that rational functions
with simple real poles are not the adequate function type for the approximation of the transfer
behaviour of the flow around non-streamlined cross sections. In Bergmann (2004) measured
aerodynamic derivatives are given up to the imaginary part k ≈ 1.9 of the reduced frequency.
Since the rational function approximation with simple real poles is mainly used in this work to
find instabilities of bridge girders in streaming air, the intervals of original data are limited to the
range where these instabilities usually begin (Kirch 2010).
As done for the flat plate, Table 3.5 shows the shortened results of the approximation with
the Roger approach for the cross sections of Figure 2.7 for different numbers nγ of poles. All
approximations are based on the settings that are described for the TaS section. Only for the
approximations that are labelled with ∗, has the non-linear optimisation been carried out with
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Table 3.6: Rfa of the aerodynamic derivatives of cross sections in real flow with the Karpel approach.
For the marked approximation, the optimised poles are determined with the gradient-based
algorithm.
nγ J/nk ·104 |(A0 A1 A2) jl | |(E) jl | |(A0+∑nγµ=1Aµ+2) jl | γmax− γmin
3 60.749 0.62536 0.31385 0.56213 0.40035
5 61.082 0.70110 2.6434 0.65935 0.75278
PlS
7 32.423 0.77458 96.036 0.90233 0.75318
10 21.098 2.4334 86436 15.882 0.75304
3 145.24 0.45539 0.27047 0.40506 0.46409
5 138.42 0.48998 5.8221 0.97457 0.87682
BeS
7 137.89 0.48617 28.493 0.96221 0.87540
10 121.15 5.1286 109804 46.517 0.87540
3 63.108 0.53741 0.27643 0.53276 0.90025
5 35.111 0.55471 0.45711 0.54113 0.86494
SeS
7 38.905 0.57692 266.58 1.5001 0.84153
10 28.896 1.8969 19876 13.717 0.84119
3 99.421 0.52387 0.37223 0.64936 0.79211
5 93.886 0.52994 1.4406 0.39599 0.72089
TrS
7 97.252 0.84668 167.86 4.2558 0.84670
10 85.218 0.87730 64300 3.8376 0.83906
3 236.90 0.78640 5.2695 2.8840 0.64029
5∗ 176.00 0.72238 3.7044 2.2683 0.83910
ChS
7 124.12 0.64459 185.53 2.0606 0.83921
10 89.616 6.2324 86246 52.534 0.83909
3 1155.5 2.3133 4.8331 7.0149 0.97557
5 949.21 4.7229 138.67 24.201 0.84313
TaS
7 872.90 3.9291 2324.7 15.855 0.84891
10 741.65 59.785 379813 527.05 0.84905
the alternative procedure described in Section 3.4 and γµ ≥ 0.05 because the simplex-based
algorithm converges to a solution with poles in the right, unstable frequency plane.
For all cross sections, the relative approximation error J/nk is much greater than in the flat-plate
case, mainly due to the scatter of the measured values. As to be expected, a higher number of
lag terms reduces the approximation error in most cases. It can be seen that for the more or less
streamlined cross sections SeS and TrS, the effect of highly weighted lag terms does not occur if
nγ = 3 or nγ = 5 poles are employed. For the cross sections PlS and BeS, nγ = 5 or more poles
should not be used to exclude this effect, though these cross sections are not less streamlined
than the two ones addressed before. Increasing the number of lag terms always results in higher
lag-term coefficients. For the bluff, non-streamlined TaS cross section, only approximations with
highly weighted lag terms occur. In the flow around this cross section, large vortices arise not
only at the downstream but also at the upstream side, and when drifting downstream, the latter
vortices significantly interact with the downstream side of the cross section (Larsen 2000). The
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approximation of the aerodynamic derivatives of the bluff ChS cross section shows a behaviour
that is somewhere between those of the streamlined ones and the TaS cross section. Contrary to
the theoretical flat-plate case, the entries in the matrices A0, A1, and A2 and the right hand limit
(A0+∑
nγ
µ=1Aµ+2) of the initial value of the aerodynamic step response depend on the number
of employed poles. When no highly weighted lag terms occur, the averaged entries are at least
within the order of magnitude of the theoretically described flat plate. As explained at the end of
Section 2.2.2, the original values of the plate cross section PlS slightly differ from those of the
theoretically described flat plate. Hence, the approximation results in the first block of Table 3.5
and in Table 3.4 are not the same. According to the results in Table 3.5, an approximation with
nγ = 7 or more poles is not recommendable for all cross sections because the poles are otherwise
not changed at all and the original aerodynamic derivatives are only approximated with highly
weighted lag terms.
Table 3.6 gives the approximations based on the Karpel approach. All settings are the same
as explained before. To compare the results with the Roger approach, the matrix coefficients
D and E are converted from the Karpel approach in the Roger form with Eq. (3.23) and then,
as before, gathered in the matrix E from Eq. (3.20). Hence, the initial value limit is also given
in the Roger notation. Comparing the approximation errors J with those in Table 3.5 reveals
that approximations with the Karpel approach lead to worse results than those with the Roger
approach, as can be expected for multiple-input multiple-output transfer systems in general.
The approximation of the aerodynamic derivative of the bluff ChS cross section shows highly
weighted lag terms also for nγ = 3 poles. Apart from that, all other findings explained for the
Roger approach still hold true for the Karpel approach.
4 Dynamic Characteristics of the Bridge
4.1 Numerical Example and Finite-Element Discretisation
In the following chapters, the investigations are carried out using a long-span cable-stayed bridge
taken from Starossek (1992) as a numerical example. One-dimensional structural models are
employed for the different structural components of the bridge. In detail, the bridge girder, the
pylons, and the stay cables are included in the model.
The equations of motion of classical continuum models are difficult to solve analytically, es-
pecially for structures with a complex spatial topology. Spatially discretised models of such
structures are, however, appropriate for a numerical matrix-based solution on a digital computer.
Currently, the finite-element method is the most widely used concept for a spatial discretisation.
In this section, the employed solid continuum models and the finite elements are introduced.
Apart from different sign conventions, they comply for rigid cross sections with those used in
Starossek (1992), which in turn are oriented on the contents of Clough & Penzien (1993).
For all structural components, it is assumed that the material behaviour is linear elastic and the
displacements are small. The bending of the girder and the pylons is modelled according to the
beam theory, without taking into account the shear deformation due to shear forces. Moreover,
neither the deformation under axial forces nor bending inertia effects in axial direction are
incorporated in the model. Later addressed restrictions on the topology of the bridge and the
investigated forces allow considering uniaxial bending only. The linearised influence of the axial
forces on the bending stiffness is included in the model, based on an assumed dominance of
the static loading. As feasible for closed box-girder cross sections, warping torsion is assumed
to be negligible for the girder and only St. Venant’s torsion is considered. The stay cables are
modelled as ties. Only their stiffness is included in the bridge model. Neglecting cable vibrations,
the softening effect of the cable sag is accounted for by modifying the elastic modulus in the
sense of a tangent modulus according to Ernst (1965).
Figure 4.1 shows the straight-lined finite element of the length le that is used for the combined
bending and torsion of the bridge girder without flaps and the bending of the pylons. All following
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Figure 4.1: Finite element and nodal displacements.
values are defined with respect to the single finite element and the local element coordinates x, y,
and z. The nodal displacements are arranged in the vector ve as follows.
ve =
(
veh
veα
)
, veh =
(
hle ϕle hri ϕri
)T
, veα =
(
αle αmi αri
)T
(4.1)
A notation with entries of the same dimension is possible but not used here, as usually done
in a finite-element analysis. The vector of nodal forces se, which represents the influence of
neighbouring elements, is defined in an energetically corresponding way.
se =
(
seh
seα
)
(4.2)
Due to the unknown displacements and the given loads, a displacement formulation is chosen
for the finite element, as usually done in structural mechanics. Along the element length, the
continuous displacements ue are approximated with shape functions Ωe.
ue =Ωeve , ue =
(
h
α
)
, Ωe =
(
Ωeh 0
0 Ωeα
)
(4.3a)
Ωeh =
(
1−3ξ 2e +2ξ 3e (−ξe+2ξ 2e −ξ 3e )le 3ξ 2e −2ξ 3e (ξ 2e −ξ 3e )le)
)
Ωeα =
(
1−3ξe+2ξ 2e 4ξe−4ξ 2e −ξe+2ξ 2e
) (4.3b)
The variable ξe = x/le denotes the non-dimensional element coordinate. Usual cubic polynomials
are employed for bending. The stability of a slender bridge with a streamlined cross section
in streaming air is governed, among other things, by the coupling of structural bending and
torsional eigenmodes. In both kinds of displacement, a discretisation error should thus be in the
same order of magnitude. This requirement is met because in combination with the used bending
approximation, shape functions in terms of quadratic polynomials for torsion are employed
(Starossek 1992).
As external forces, distributed loads pe and nodal loads te act on the element energetically
corresponding to the continuous displacements ue and the nodal displacements ve, respectively.
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Along its length, the element has constant mass and stiffness properties, which are gathered in
the continuous mass matrix Me,c and the continuous stiffness matrix Ee,c.
Me,c =
(
m 0
0 I
)
, Ee,c =
(
EIϕ 0
0 GIt
)
(4.4)
The variable m represents the mass of the bridge girder, and I is the mass moment of inertia with
respect to the centre of gravity of the girder cross section. Both properties are related to a unit
length in direction of the torsional axis. Young’s modulus is abbreviated with E and the shear
modulus with G. The cross section properties Iϕ and It are the area moment of inertia and the
torsional moment of inertia, respectively.
Concerning space, a weak form of the dynamic equilibrium can be derived for the element with
the principle of virtual displacements, which allows using the approximated displacements. The
virtual displacements are assumed in terms of virtual versions of the approximated displacements.
As a result, the semidiscrete equation of motion
Mev¨e+Keve = fe+ se (4.5)
is obtained for the finite element. The mass matrix Me, the stiffness matrix Ke, and the nodal
force vector fe can be derived in a consistent way. For simplification purposes, it is assumed that
the shear centre of the cross section is identical to its mass centre. Hence, bending and torsion
are uncoupled in the mass and the stiffness matrix of the element.
Me =
le∫
0
ΩeTMe,cΩe dx
= le
(
mΨhh 0
0 IΨαα
) (4.6a)
Ke =
le∫
0
 − d2dx2 0
0 ddx
Ωe
TEe,c
 − d2dx2 0
0 ddx
Ωe
 dx+
+
 N
le∫
0
dΩeh
T
dx
dΩeh
dx
dx 0
0 0

=
 EIϕl3e ˜˜Ψhh+ Nle Ψ˜hh 0
0 GItle
˜˜Ψαα

(4.6b)
fe =
le∫
0
ΩeTpe dx+ te (4.6c)
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Along the element length, the static axial force N in Eq. (4.6b) is assumed to be constant. The
symmetric main-diagonal block matrices in Eq. (4.6) read as follows.
Ψhh =
1
420

156 −22le 54 13le
4l2e −13le −3l2e
156 22le
symm. 4l2e
 , Ψαα =
1
30

4 2 −1
16 2
symm. 4
 (4.7a)
Ψ˜hh =
1
30

36 −3le −36 −3le
4l2e 3le −l2e
36 3le
symm. 4l2e
 (4.7b)
˜˜Ψhh = 2

6 −3le −6 −3le
2l2e 3le l
2
e
6 3le
symm. 2l2e
 , ˜˜Ψαα =
1
3

7 −8 1
16 −8
symm. 7
 (4.7c)
In Eq. (4.6c), the detailed representation of distributed loads in the force vector fe is not given
because it depends on the special type of forces. For motion- and gust-induced aerodynamic
forces, the entries are addressed in the paragraphs below.
The well known stiffness matrix of the plane two-node truss element, which is employed for the
cables, can be taken from the technical literature. When the virtual work principle is formulated
for the total discretised structure, the work of the nodal forces se vanishes. The global matrices
and vectors of the structure can be assembled from the derived element values in the sense of the
direct stiffness method.
For the description of the continuously distributed aerodynamic forces that act on the bending-
torsion element, the aerodynamic strip theory is applied, as mentioned at the end of Section 2.1.
The reference wind velocity of the value U blows in direction of the local y axis of the finite
element. Static aerodynamic forces are not considered in detail. For real cross sections, they
usually cause biaxial bending and the position of the aerodynamic reference point Sa with respect
to the shear centre must be known.
The equation for the continuously distributed motion-induced aerodynamic forces can be derived
using Eq. (2.1a) and Eq. (2.8a) in connection with the detailed entries given in Eq. (2.19a).
pe = q0
( 1
b 0
0 1
)
Q
( 1
b 0
0 1
)
ue (4.8)
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Along the element length, the value of the reference wind velocity U , the nominal cross-section
width b, and the aerodynamically effective cross-section shape are taken as constant. The nodal
force vector follows from Eq. (4.6c).
fe = q0Qeve , Qe =
le∫
0
ΩeT
( 1
b 0
0 1
)
Q
( 1
b 0
0 1
)
Ωe dx (4.9)
Solving the integrals leads to the following entries in the derivative matrix
Qe = le
 Qhh 1b2Ψhh Qhα 1bΨhα
Qαh 1bΨαh QααΨαα
 , (4.10)
where the main diagonal block matrices Ψhh and Ψαα are those from Eq. (4.7a) and the off-
diagonal block matrices are
Ψhα =
1
60

11 20 −1
−le −4le 0
−1 20 11
0 4le le
 , Ψαh =ΨThα . (4.11)
These non-zero matrices in Eq. (4.11) show that bending and torsion are coupled in the element
by the motion-induced aerodynamic forces. Due to the definition of the entries in the nodal
vectors fe and ve, the entries in the derivative matrix Qe are neither dimensionless in general nor
do they all have the same dimension.
If the value U of the reference wind velocity and the nominal half-width b of the structural
member is not constant along the member length, the aerodynamic admittance Geae = q0Qe(p)
of the finite element has to be described with respect to reference values that are common for all
elements in order to obtain a global representation in the form of Eq. (2.8a).
Geae = q0,ref Q˜e(pref) ,
q0,ref = piρb2refU
2
ref , Q˜
e(pref =
sbref
Uref
) =
(
b
bref
U
Uref
)2
Qe(p = bbref
Uref
U pref)
(4.12)
The dependence of distributed gust-induced aerodynamic forces on gusts ug,e that act along
the element length can be represented based on Eq. (2.1b) and Eq. (2.8b) with the entries in
Eq. (2.19b) as follows.
pe = q0
( 1
b 0
0 1
)
Qgug,e , ug,e =
(
wg/U
)
(4.13)
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Again, the nodal force vector can be derived with the help of Eq. (4.6c).
fe = q0
le∫
0
ΩeT
( 1
b 0
0 1
)
Qgug,e dx (4.14)
Along the element, the distribution of the gusts of the natural wind field has a stochastic nature
and cannot be given in a form that allows solving the integral in Eq. (4.14) analytically. The
first step to get a grip on this problem is the assumption of a distribution shape Ωg,e of the gust
velocities with a constant ordinate along the element. For the ordinates vg,e, the fluctuating gust
velocities on a single point of the element — for instance the midpoint — are used.
ug,e =Ωg,evg,e , Ωg,e = (1) , vg,e =
(
wgmi/U
)
(4.15)
Hence, the discretised input-output equation of the nodal force vector results in the following
form.
fe = q0Qg,evg,e , Qg,e =
le∫
0
ΩeT
( 1
b 0
0 1
)
Qg dx (4.16)
The problem of reference values for structural members with varying parameters U and b can be
solved as shown for the motion-induced aerodynamic forces.
Since the gusts are assumed to be fully correlated along the element length, the gust-induced
aerodynamic forces are overestimated. One way to counteract this discretisation error is to limit
the element length. Another method is to derive reduction factors in terms of joint acceptance
functions. As the effect of gust-induced aerodynamic forces on the bridge is not investigated with
the finite-element model in this work, the explanations and references given in Clobes (2008) are
referred to.
With the element values derived so far, the equation of motion of the global structure can be
assembled in the following form.
Msξ¨s(t)+Ksξs(t) = f(t) (4.17)
The variable ξs stands for the structural degrees of freedom, and the global mass and stiffness
matrices are denoted with Ms and Ks, respectively. Due to the used finite-element algorithm,
both real matrices are symmetric, a form that can finally be obtained for every conservative
structural system. For the following derivations, it is assumed that every degree of freedom is
connected with a mass. All kinds of forces that are not accounted for with both summands on the
left side of the equation are gathered in the global force vector f.
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Figure 4.2 shows the discretised model of the investigated cable-stayed bridge together with the
numbered global degrees of freedom. The geometry corresponds to the position of the bridge
under the effect of its self-weight, and the displacements are defined with respect to this position.
All structural components lie in the same plane. The mean wind is blowing perpendicular to
the drawing plane against the face of the reader. For such a topology, in consideration of the
restrictions mentioned for the used elements, bending and torsion are uncoupled in the global
mass and stiffness matrix. Additionally, the horizontal bending must only be considered if there
are forces perpendicular to the model plane. The effect of these forces is not the focus of this
work. Hence, the corresponding degrees of freedom are usually not addressed in the following.
The segmentations of the girder and the pylons are similar to those chosen in Starossek (1992),
which are determined by the location of the supports and the cable-girder connections.
In Starossek (1992), the structural properties of the cable-stayed bridge are not given in a way
that allows for an exact verification of the numerical results. The input file of the computer
programme that had been used for the original investigations, however, was made available to
the author of this work. Based on this input file, the structural properties are listed in Table 4.1.
Table 4.1: Structural properties of the bridge model. If parameters vary, they are listed for the left part of
the bridge, from the left to the right or from the bottom to the top element. The original value
of the torsional moment of inertia of the girder from Starossek (1992) is given in brackets.
cable
E = 200000 MPa
γ = 78.5 kN/m3
A ·103 [m2] N [MN]
2.951 11.23
5.410 2.703
4.611 2.304
3.937 1.961
3.775 1.873
3.775 1.873
3.937 1.961
4.611 2.304
5.410 2.703
6.271 3.138
7.190 3.595
8.113 4.068
girder
E = 200000 MPa
G = 75000 MPa
Iϕ = 0.7 m4
It = 0.3818 m4
(= 0.306 m4)
m = 6.4 t/m
I = 200 tm2/m
N [MN]
−9.66
−11.84
−13.50
−14.64
−15.32
−15.32
−14.64
−13.50
−11.84
−9.66
−6.96
−3.74
0
pylon
E = 200000 MPa
N =−23.65 MN
Iϕ [m4] m [t/m]
1.07 6.3
0.75 4.4
76 4 Dynamic Characteristics of the Bridge
Fi
gu
re
4.
2:
In
ve
st
ig
at
ed
ca
bl
e-
st
ay
ed
br
id
ge
an
d
its
di
sc
re
tis
at
io
n.
4.2 Modal Analysis of the Undamped Structural System and Structural Damping 77
They are employed independently of the aerodynamically effective shape of the girder cross
section. Although the material properties differ somewhat from those used in current European
standards, they have not been changed. The torsional moment of inertia of the girder is varied in
Starossek (1992), but only for one value, detailed results are documented. Here, a slightly higher
value is chosen. The reason is given later on. For verification purposes, the original value is
included in the table. Eq. (4.17) must be seen as the result of a linearisation of the geometrically
non-linear behaviour of the structure at the self-weight position. The stiffness of the cables is
thus determined by the corresponding normal forces. In the above-mentioned original input file,
the cable data is given in terms of stiffness-matrix elements. Hence, the corresponding tabulated
values are back-calculated and not the exact original ones. The variables A and γ denote the
cross-section area and the specific weight of the cable, respectively.
4.2 Modal Analysis of the Undamped Structural System
and Structural Damping
A first step to analyse the dynamic characteristics of the structural system can be taken by solving
the generalised linear eigenvalue problem
((−ω2s )Ms+Ks)ξ˘s = 0 (4.18)
with the eigenvalues (−ω2s, j) = (±iωs, j)2 and eigenvectors ξ˘s, j. The absolute values ωs, j of the
imaginary parts of (±iωs, j) are called the eigenfrequencies of the undamped structure. According
to the size of the eigenfrequencies, the mode numbers j are defined. All eigenvalues and
eigenvectors in this work are computed with the function eig of MATLAB (2007), which uses
routines from the LAPACK (Linear Algebra PACKage) software library. Due to the mentioned
decoupling of the degrees of freedom in the mass and the stiffness matrix, the modes have either
bending or torsional shapes. As with all conservative structural systems for which rigid-body
motions are prevented and static instabilities do not occur, only negative real eigenvalues (−ω2s, j)
with different real eigenvectors are possible.
Table 4.2 shows some numerical results of the eigenvalue problem for the investigated bridge un-
der its self-weight. Using the original torsional moment of inertia It leads to the same frequencies
for torsional mode shapes that are given in Starossek (1992). Due to the decoupling, the higher It
only changes the frequencies of the torsional vibration. The torsional mode shapes displayed
in Figure 4.3 are the same for both values of It because it is multiplicatively changed in the
whole girder. The shapes of the third and fourth torsional mode depend on the special eigenvalue
solver. Both different modes have the same eigenvalue, and the corresponding eigenvectors can
be replaced by different non-zero linear combinations of them. Since the original cable data is
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Figure 4.3: Lowest bending and torsional structural eigenmodes (b: bending; t: torsion).
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not known exactly, the bending eigenfrequencies, however, differ very slightly from the reference
values. The lower the mode number, the more the cables influence the bending stiffness of the
structure and, thus, these eigenfrequencies. Hence, the differences increase with decreasing mode
numbers. Visually compared, bending and torsional mode shapes in Figure 4.3 comply with
those given in Starossek (1992).
Table 4.2: Lowest bending and torsional eigenfrequencies ωs [1/s] of the undamped structural system.
Italic values are taken from Starossek (1992) for a verification.
bending torsion
2.4701 2.468 3.0876 (2.764) 2.764
3.5351 3.533 6.1754 (5.528) 5.528
5.2411 5.241 9.1453
5.9975 5.998 9.1453
As no multiple eigenvalues with identical eigenvectors occur, both matrices Ms and Ks in
Eq. (4.18) can be diagonalised. For the special case of symmetric matrices, this can be done
with the modal matrix Φs, whose columns are the eigenvectors ξ˘s, j. Different eigenvectors
of a multiple eigenvalue have to be orthogonal to each other when employed in the modal
matrix. Although the function eig ensures this orthogonality, the specific choice of orthogonal
eigenvectors is processor dependent. Using the transformation
ξs =Φsξms (4.19)
of the degrees of freedom, Eq. (4.17) can be converted into the following form
Mms ξ¨
m
s (t)+K
m
s ξ
m
s (t) = f
m(t) , (4.20)
where
Mms =Φ
T
s MsΦs , K
m
s =Φ
T
s KsΦs , f
m =ΦTs f . (4.21)
Modal variables are indicated with the superscript ( )m. The modal mass and the modal stiffness
matrix are diagonal. In the numerical calculations of this work, the eigenvectors in the modal
matrix, which are indeterminate with respect to a real scalar factor, are normalised so that
Mms = I unless otherwise specified. Additionally, all matrices that result from a multiplication
with the modal matrix are cleaned of very small artificial entries. Not all eigenvectors, whose
total number equals the number of entries in the vector ξs, have to be included in the modal
matrix. Depending on the loading and the dynamic characteristics of the structure, only some
eigenvectors are necessary to represent Eq. (4.17) with a sufficient accuracy. When reducing the
width of the modal matrix, the discretisation with modal degrees of freedom includes, thus, a
model simplification.
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Structural damping can be accounted for in several ways. Here, modal viscous damping is
applied.
Cms = diag
(
· · · 2ωs, jMms, j
δs, j
2pi · · ·
)
(4.22)
Eq. (4.22) shows the modal damping matrix with the eigenfrequency ωs, j, the modal mass Mms, j,
and the logarithmic decrement δs, j of the jth structural eigenmode. Modal damping can be limited
to a subset of modes if desired. Corresponding to Eq. (4.21), the transformation of the modal
damping matrix from the modal into the physical space is as follows.
Cs = (Φ−1s )
TCms Φ
−1
s (4.23)
Only the columns in Φs and the rows in Φ−1s have to be considered that correspond to the
damped eigenmodes. The inverted modal matrix can be obtained in a numerically efficient way.
Φ−1s = (M
m
s )
−1ΦTs Ms , (M
m
s )
−1 = diag
(
· · · 1/Mms, j · · ·
)
(4.24)
With the used eigenvector normalisation, the inverse modal mass matrix equals the identity
matrix. Even if not all eigenmodes are considered, Eq. (4.24) can be used with the truncated
modal matrix and the truncated modal mass matrix to directly determine the truncated inverse.
With the relation
fd(t) =−Csξ˙s(t) , (4.25)
the viscous damping force fd can be inserted into Eq. (4.17).
For assigning damping values to the investigated bridge, the eigenmodes are grouped into bending
and torsional modes. As shown in Table 4.3, a logarithmic decrement of δs = 0.015 is used
for the lowest mode number of each group. The decrements of the other given modes increase
according to the proposal given in Petersen (1996). For all modes that are not listed in Table 4.3,
the logarithmic decrement of δs = 0.2 is chosen.
Table 4.3: Logarithmic decrements δs for the structural damping of the first eigenmodes. The reference
value is δ 0s = 0.015.
δs/δ 0s 1 2 3 4 5 6 7 8 9 10
bending 1 3 4 5 7 8 12 13 15 16
torsion 2 6 9, 10 11 14 19 21, 22 23 25 26
Another way to account for structural damping is the introduction of the imaginary stiffness. In
contrast to viscous damping, it aims at a frequency-independent damping formulation. This kind
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of damping is applied in Starossek (1992) for the original bridge model. For a numerical check
of the described finite-element model, the alternative damping approach needs to be explained.
Imaginary stiffness has been applied to structures in streaming air for a long time (e. g. Theodor-
sen & Garrick 1938, Klöppel & Thiele 1967, Argyris & Mlejnek 1988). It transfers the structural
displacement ξs to the damping force fd.
fd =−i sgn(ω)gKsξs (4.26)
The constant g denotes the hysteretic damping factor. With this frequency-domain representation,
the imaginary stiffness finally just adds an imaginary part to the matrix Ks. Only for a purely
harmonic motion with a single pair of fixed imaginary frequencies, the frequency-domain
description in Eq. (4.26) can be transferred into the time domain. The formula is neither a
Laplace transform, nor a Fourier transform of a causal time-domain representation, nor the
result of employing an exponential approach. Hence, the imaginary stiffness cannot be used
as a damping transfer function in a mathematically consistent structure model. Several more
complicated, but consistent transfer models have been developed in the past that account for
a nearly frequency-independent damping (e. g. Muravskii 2007). Nevertheless, if the structure
within streaming air becomes unstable, the imaginary stiffness can be used in a mathematically
correct way to determine later explained characteristic values, and it simplifies the equations
occurring there.
The imaginary stiffness can be introduced with different hysteretic damping factors g into several
kinds of stiffness matrices. In connection with the element stiffness Ke, different damping values
can be assigned to different elements. Alternatively, the entries in the global stiffness matrix
Ks, for instance separated in bending and torsional stiffness, can be extended with an imaginary
part. It is also possible to connect the modal stiffness Kms of several modes with an imaginary
stiffness, as it is described for the modal viscous damping.
With reference to the original input file, which is mentioned at the end of the preceding section,
a hysteretic damping factor g = 0.006 is used for the extension of the elastic element stiffness of
all girder and pylon elements instead of viscous damping when further numerical results given in
Starossek (1992) are referred to for a check.
4.3 Approximation of the Global Admittance Function of
Motion-Induced Aerodynamic Forces
In the same way as mentioned for the mass and the stiffness matrix, the global admittance
function Q of motion-induced aerodynamic forces can be assembled from the element matrices
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Qe in the sense of the direct stiffness method. According to Eq. (2.1a) and Eq. (2.8a), the transfer
equation of the global motion-induced aerodynamic forces takes the following form.
fae(s) = q0Q(p)ξs(s) (4.27)
Since the motion-induced aerodynamic forces are not applied to all structural members, the
structural degrees of freedom ξs can be reduced to aerodynamically effective ones ξas with a
truncated permutation matrix Tae.
ξs = Taeξas (4.28)
With respect to Eq. (1.16) and Eq. (1.17), TTaeQTae is the reduced admittance matrix. To recover
the full admittance matrix, the truncated version of the inverse of the full permutation matrix is
necessary. Due to the orthogonality of a permutation matrix, its inverse equals its transpose. This
also holds for the truncated matrices.
An approximation of the global aerodynamic admittance matrix Q(p) with rational functions
can be carried out in several ways. For the approximation with the Roger approach, the two-
dimensional approximations of Chapter 3 can be used to a limited extent. If the nominal half-
width b of the bridge deck, the reference wind velocity U , and the cross-section shape do not
vary along the girder, an approximation of the global aerodynamic admittances with the same
number and values of poles is possible. For this special case, the global coefficient matrices A j
in Eq. (3.14) can be obtained from the local ones in the sense of the direct stiffness method. The
number of aerodynamic states in ξa of Eq. (3.18) can be reduced if the bridge is investigated in
modal space with a reduced number of modes. For this purpose, the global coefficient matrices
A j are transferred with the truncated modal matrix
Amj =Φ
T
s A jΦs (4.29)
before the state-space model is assembled according to Eq. (3.19) or Eq. (3.20).
The global aerodynamic admittance matrix in Eq. (4.27) can also be directly approximated with
the Roger approach. This way can be applied without the restrictions mentioned above. Usually,
the size of the global matrices in the physical space is too large for an approximation within an
acceptable computing time, even if the degrees of freedom are limited to the aerodynamically
effective ones. If the problem is described in the modal space and only selected modal degrees of
freedom are used, the size of the aerodynamic admittance matrix
Qm =ΦTs QΦs (4.30)
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can be significantly reduced. In contrast to the modal mass and the modal stiffness matrix, the
modal aerodynamic admittance matrix Qm is not diagonal. To allow further investigations of
the structure with a different selection of mode shapes, the approximation results Amj must be
pumped up to the physical space, though they do not contain the information of all modes. For the
Roger approach, two cases have to be distinguished to minimise the length of the aerodynamic
state vector ξa. If the number of modes for further investigations is lower than the number of
modes employed for the approximation, the coefficient matrices should be transferred according
to
A j = (Φ−1s )
TAmj Φ
−1
s (4.31)
and, afterwards, treated as explained in connection with Eq. (4.29). In the other case, the
coefficient matrices Amj are inserted into the state-space model according to Eq. (3.19) or
Eq. (3.20) before the transformation from the modal to the physical space is carried out as
follows.
A0 = (Φ−1s )TAm0 Φ
−1
s , D= (Φ
−1
s )
TDm
A1 = (Φ−1s )TAm1 Φ
−1
s , E= EmΦ
−1
s
A2 = (Φ−1s )TAm2 Φ
−1
s , R= Rm
(4.32)
Then, these entries are transferred to the modal space with another selection of modes.
Am0 =Φ
T
s A0Φs , Dm = (Φs)TD
Am1 =Φ
T
s A1Φs , Em = EΦs
Am2 =Φ
T
s A2Φs , Rm = R
(4.33)
For the Karpel approach, the two-dimensional results presented in Chapter 3 cannot be transferred
to the global structure. Only a direct approximation of the global aerodynamic admittance matrix
Q or its reduced version in Eq. (4.30) is possible. As shown in Eq. (4.32) and Eq. (4.33), the
approximation results can be pumped up to the physical space and again transformed with a
truncated modal matrix. The length of the aerodynamic state vector is not affected by the modal
transformations.
Some features of the rational function approximation of three-dimensional structures are demon-
strated in the following for the numerically investigated cable-stayed bridge. Motion-induced
aerodynamic forces are only applied to the bridge girder. The girder has a constant half-width
of b = 9.0 m. Wind is blowing with a reference wind velocity U that is also constant along the
girder length. Detailed investigations are carried out with the flat-plate derivatives.
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A reduced modal aerodynamic admittance matrix according to Eq. (4.30) is used. In the truncated
modal matrix Φs, the eigenvectors of the 14 lowest torsional modes are taken into account.
The two upper torsional modes have identical eigenfrequencies ωs = 27.620 1/s. Both different
modes are non-zero within the side spans of the girder where they have two nodal points. For
the investigations of the following sections, such a set of 14 torsional modes is expected to
sufficiently describe the motion-induced aerodynamic forces for the occurring torsional shapes
of the structure. Consequently, the eigenvectors of the lowest bending modes up to the 14th mode
with ωs = 21.489 1/s are also included in the truncated modal matrix. Despite the derivative
normalisation according to Eq. (3.25), numerical problems can occur due to the small size of the
aerodynamic derivatives if the eigenvectors are normalised as mentioned in Section 4.2. For the
derivative approximation, the modal matrix is, thus, additionally multiplied with a scalar factor
so that max
j,l
(|Qmjl(p→ 0)|) = 1.
The original data and the settings of the fitting procedure almost comply with those used for
approximating the two-dimensional flat-plate derivatives. However, the number of the frequencies
which original derivatives are calculated for is reduced to nk = 40 to accelerate the calculations.
The modal Am0 matrix is constrained to the steady value of the reduced modal aerodynamic
admittance matrix Qo,m(p→ 0). Hence, the pumped-up version A0 according to Eq. (4.32) does
not exactly equal Qo(p→ 0).
Table 4.4 shows the approximation results. Again, the lag-state coefficients of the Karpel approach
are transferred with Eq. (3.23) to the Roger form according to Eq. (3.20). For the results in the
first block of Table 4.4, all non-zero derivatives are normalised to have the maximum value
of one with the weights in Eq. (3.25). As done for the approximation of the two-dimensional
derivatives, Qmin = 0 is thus chosen. Alternatively, for the results in the second block, small
derivatives are excluded from the full data normalisation to improve the fit of larger derivatives.
The limit Qmin = 1 is chosen with respect to the size of the entries in the modal derivative matrix.
In contrast to the two-dimensional derivatives, an approximation of the global derivatives with
the Karpel approach leads to significantly different results. Even for the special description of
the three-dimensional flow with theoretical flat-plate derivatives, the Roger approach cannot be
converted in the Karpel form. This holds for the description in the physical space and for that
in the selected reduced modal space. At first, the results in the second block of Table 4.4 are
discussed. If nγ = 5 poles are employed, the approximation error J is two orders of magnitude
higher than for the addressed approximation with the Roger approach. There are simply not
enough free coefficients available in the matrices D and E for an acceptable approximation.
Another interesting phenomenon is caused by the strong coupling of these coefficients, and
it occurs at least for the chosen numerical example with its decoupled bending and torsional
eigenmodes. The range of poles contracts to a very small interval. Since these poles are connected
to small coefficients, they cannot be considered as multiple in the sense of νµ > 1 but rather
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Table 4.4: Rfa of the reduced modal aerodynamic derivative matrix Qm of the cable-stayed bridge with
fully (Qmin = 0) and not fully (Qmin = 1) normalised data.
nγ J/nk ·104 |(A0 A1 A2) jl | |(E) jl | γmax− γmin
1 102.40 6.4295 4.4673 0
Roger
5 3.0734 6.4271 6.1603 0.82617
5 419.83 6.4362 0.43294 0.0095821
10 277.62 6.4333 0.77318 0.016577
Karpel
15 237.35 6.4368 64.790 1.2930
16 106.40 6.4305 3.2201 0.15671
Qmin = 0
17 208.11 6.4341 207.44 1.2454
1 65.745 6.4294 4.4344 0
Roger
5 2.1549 6.4272 7.9329 0.74125
5 328.35 6.4331 0.57291 0.0037898
10 187.98 6.4308 0.81608 0.0033468
Karpel
15 65.686 6.4294 7.7948 0.0058482
16 64.551 6.4293 133.38 0.020801
Qmin = 1
17 63.032 6.4294 41.983 0.15120
related to a single lag term that is divided into five summands. For an increasing number
of poles, the contraction phenomenon also occurs. The approximation error does not really
decrease for nγ = 15 poles or more. More than nγ = 17 poles cannot be employed because
numerical problems occur in the least-squares steps of the fitting process. The question whether
the contraction problem vanishes if more lag-terms are used can thus not be answered. If nγ = 17
poles are employed, the convergence limit ∆Jmax is not low enough to enforce a slightly better
approximation with more contracted poles. As foreseeable, the lowest approximation error that
is achievable with the Karpel approach and contracted poles is comparable to the one that results
if the fitting is carried out with the Roger approach and nγ = 1 pole. The approximation quality
of the Karpel approach is therefore very limited here. As explained for the two-dimensional
case, the absolute values of the lag-term coefficients increase with a higher number of employed
poles if the convergence limit does not stop the fitting process too early. Again, the coefficients
(A0 A1 A2) of the polynomial part are independent of the number of lag terms for the flat-plate
derivatives.
The results in the first block of Table 4.4 show almost the same behaviour as explained for
the second block. Due to the other normalisation, the approximation error is higher. Since the
convergence limit is not low enough for nγ = 15 and more poles, the fitting process ends before
all poles contract to almost one value. Some numerical tests have also shown that the poles also
contract if the two-dimensional derivatives of cross sections in real flow of Section 2.3 are used
as a basis for the global aerodynamic admittance matrix.
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4.4 Discretisation with Global Shape Functions
In Section 4.1, the continuous displacements of the single finite element are discretised with an
appropriate set of shape functions. In a similar way, a spatial discretisation of the investigated
bridge can also be found if the continuous displacements h(x, t) and α(x, t) of the whole structure
are described with a series of suitable global shape functions Ωh, j(x) and Ωα, j(x) that are
weighted with time-dependent generalised degrees of freedom h j(t) and α j(t). Especially the
eigenfunctions Ω˘h, j and Ω˘α, j of the undamped structural system are particularly suited for this
purpose. Within all parts of the linearised structure that have sufficient mass properties, all
continuous displacements that meet the displacement boundary conditions can be made up with
the following infinite series. Dimensionless shape functions are used.
h(x, t) =
∞
∑
j=1
Ω˘h, j(x)h j(t) (4.34a)
α(x, t) =
∞
∑
j=1
Ω˘α, j(x)α j(t) (4.34b)
The main problem of this approach is, of course, the determination of the mode shapes, which are
assumed to be known in the following. For the chosen numerical example, as explained in Sec-
tion 4.2, there are either bending or torsional modes. Eigenfunctions have an additional advantage
because they fulfil orthogonality conditions with respect to mass and stiffness properties.
With the principle of virtual displacements, the partial differential equations for the continuous
displacements can be transformed into two sets of an infinite number of ordinary differential
equations for the modal degrees of freedom h j(t) and αl(t).
h¨ j(t)
∫
g
m(x)Ω˘ 2h, j(x)dx+h j(t) ω
2
s, j
∫
g
m(x)Ω˘ 2h, j(x)dx =
∫
g
Ω˘h, j(x)L(x, t)dx (4.35a)
α¨l(t)
∫
g
I(x)Ω˘ 2α,l(x)dx+αl(t) ω
2
s,l
∫
g
I(x)Ω˘ 2α,l(x)dx =
∫
g
Ω˘α,l(x)M(x, t)dx (4.35b)
The underlying virtual displacements are assumed in terms of virtual versions of the displace-
ments in Eq. (4.34). Damping is omitted in the formulas for the sake of brevity. Modal damping
can be assigned to each mode, as shown in Section 4.2. In principal, the integrals in Eq. (4.35)
have to be evaluated for the whole structure. For this model it is, however, additionally assumed
that the mass is only accounted for those structural members which aerodynamic forces are
applied to. Hence, the integrals must be determined only for the bridge girder, which is indicated
with the index g. Arbitrary forces acting on the girder can be considered as shown for the
aerodynamic lift L and the aerodynamic moment M.
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If the mass parameters m and I are, moreover, assumed to be constant, the orthogonality con-
ditions also apply directly to the mode shapes of either bending or torsion. When dividing
additionally both equations by appropriate factors, they take the following form.
h¨ j(t)m+h j(t)ω2s, jm = L
m
j (t) , L
m
j (t) =
∫
g
Ω˘h, j(x)L(x, t)dx /
∫
g
Ω˘ 2h, j(x)dx (4.36a)
α¨l(t)I+αl(t)ω2s,lI = M
m
l (t) , M
m
l (t) =
∫
g
Ω˘α,l(x)M(x, t)dx /
∫
g
Ω˘ 2α,l(x)dx (4.36b)
As known from Section 4.1, motion-induced aerodynamic forces lead to a coupling of all bending
and torsional modes. Assuming that the parameters q0, b, and Q do not vary along the girder
either, the modal version of these forces is as follows.
Lmj (t)b = q0 Qhh(t)
t∗ h j(t)
b
+q0 Qhα(t)
t∗
∞
∑
κ=1
ακ(t)
∫
g
Ω˘h, j(x)Ω˘α,κ(x)dx∫
g
Ω˘ 2h, j(x)dx
(4.37a)
Mml (t) = q0 Qαh(t)
t∗
∞
∑
κ=1
hκ(t)
b
∫
g
Ω˘h,κ(x)Ω˘α,l(x)dx∫
g
Ω˘ 2α,l(x)dx
+q0 Qαα(t)
t∗ αl(t) (4.37b)
Since the
t∗ convolution is adopted, the aerodynamic impulse responses have to be determined as
inverseLs transforms.
Two important special cases can be derived from Eq. (4.37) for the motion-induced aerodynamic
forces. If there are only pairs of identical bending and torsional mode shapes, most of the
couplings vanish and the following coupled pair of equations remains for the mode Ω˘ j(x).
Lmj (t)b = q0 Qhh(t)
t∗ h j(t)
b
+q0 Qhα(t)
t∗ α j(t) (4.38a)
Mmj (t) = q0 Qαh(t)
t∗ h j(t)
b
+q0 Qαα(t)
t∗ α j(t) (4.38b)
Hence, all these pairs j can be investigated separately. In combination with the left part of
Eq. (4.36), the interaction of the structure and the motion-induced aerodynamic forces can
moreover be investigated with the physical quantities per unit length. The modal degrees of
freedom h j(t) and α j(t) represent the modal portions of the physical displacements h(x, t) and
α(x, t), respectively, where Ω˘ j(x) = 1. The conclusions of this paragraph are also derived in
Starossek (1992) using the differential equation directly. Applying the weak form of the equation
of motion, as done here, allows, however, the derivation of approximations especially when
further kinds of loads are taken into account.
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For the second case, only a limited number of the lower modes are used for a finite series
version of Eq. (4.34). This classical approach can be found for instance in Scanlan (1978a) and
Scanlan (1978b). Since the finite-element solution of the foregoing sections sufficiently covers
this approach, it is not of interest here. However, considering only one bending mode j and one
torsional mode l in a bimodal approach often leads to acceptable solutions, even if their shapes
are not identical. For this case, Eq. (4.37) takes the following form.
Lmj (t)b = q0 Qhh(t)
t∗ h j(t)
b
+q0 Qhα(t)
∫
g
Ω˘h, j(x)Ω˘α,l(x)dx∫
g
Ω˘ 2h, j(x)dx
t∗ αl(t) (4.39a)
Mml (t) = q0 Qαh(t)
∫
g
Ω˘h, j(x)Ω˘α,l(x)dx∫
g
Ω˘ 2α,l(x)dx
t∗ h j(t)
b
+q0 Qαα(t)
t∗ αl(t) (4.39b)
Compared to the first case, the coupling derivatives are additionally weighted with mode-shape
dependent factors. Bimodal approaches of this form can also be found, for instance, in Dyrbye &
Hansen (1996). The lower the affinity of the shapes, the lower the magnitude of the coupling
terms in the motion-induced aerodynamic forces. Provided that the couplings between these
modes and the other ones are distinctly lower in the full approach of Eq. (4.37), this bimodal
approach leads to a sufficient solution quality.
Gust-induced aerodynamic forces originate from the speed fluctuations in the natural wind
field. The wind velocity components at one single point in space are usually separated into a
constant mean and a fluctuating zero-mean part. With sufficient accuracy, the time-varying part
can be modelled as an ergodic stochastic process. The following derivations show how modal
gust-induced aerodynamic forces that act on the girder can be described with their statistical
parameters. Assumptions that are used here for the statistical description of the wind field are
taken from Simiu & Scanlan (1996).
First, the following spectral density matrix must be defined according to Eq. (1.13).
Sdgae =
(
SLL(x1,x2,ω) SLM(x1,x2,ω)
SML(x1,x2,ω) SMM(x1,x2,ω)
)
= lim
T→∞
 1
T
(
LT (x1, iω)b
MT (x1, iω)
)c(
LT (x2, iω)b
MT (x2, iω)
)T (4.40)
It represents the statistical relations between the gust-force components at the two points x1 and
x2 on the girder. The aerodynamic strip theory allows for connecting the spectral density matrix
4.4 Discretisation with Global Shape Functions 89
of the forces with that of the fluctuating gust velocities Sαg by the aerodynamic transfer function
of gust-induced aerodynamic forces along the imaginary frequency axis.
Sdgae =
(
Ggae,Lw(x1, iω)
Ggae,Mw(x1, iω)
)c
·
· lim
T→∞
(
1
T
(
wg,T (x1, iω)
U
)c(
wg,T (x2, iω)
U
)T)( Ggae,Lw(x2, iω)
Ggae,Mw(x2, iω)
)T
(4.41)
= (Ggae(x1, iω))c (Swg(x1,x2,ω)) (G
g
ae(x2, iω))T
= (Ggae(x1, iω))c Sαg (G
g
ae(x2, iω))T
For stable rational transfer functions, the variables in Eq. (2.1) can also be seen as Fourier
transforms because the imaginary axis is included in the region of absolute convergence of the
Laplace transforms. Since the Fourier transform takes inputs for negative times into account, the
stochastic inputs, and consequently the outputs, can be non-zero prior to t = 0 in contrast to the
restrictions made in Section 2.1. It has to be recalled that a transfer function can only provide the
forced system response. Nevertheless, the use of the transfer function is sufficient in connection
with Eq. (4.41) because the equation represents the transfer of the statistical properties of the
input to those of the output.
With the help of the defined spectral matrices, the statistical properties of the modal lift Lmj
and the modal moment Mml of gust-induced aerodynamic forces according to Eq. (4.36) can
be derived. By way of example, the derivation of the cross-spectral density function of the
aerodynamic lifts of different modes j and l
SLmj Lml (ω) = limT→∞
(
1
T
(Lm,Tj (iω)b)
c Lm,Tl (iω)b
)
(4.42)
is demonstrated. With the definition of the modal aerodynamic lift and after regrouping the
variables, the spectral density function takes the following form.
SLmj Lml (ω) =∫
g
∫
g
Ω˘h, j(x1)Ω˘h,l(x2)
= SLL(x1,x2,ω)︷ ︸︸ ︷
lim
T→∞
(
1
T
(LT(x1, iω)b)c LT(x2, iω)b
)
dx1 dx2∫
g
Ω˘ 2h, j(x)dx
∫
g
Ω˘ 2h,l(x)dx
(4.43)
Using the spectral transfer information of Eq. (4.41), the cross-spectral density function of the
modal aerodynamic lifts can be connected to the spectral density function of the fluctuating gust
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velocities. When the admittance function of gust-induced forces is assumed to not vary with the
girder coordinate x, the following equation is obtained.
SLmj Lml (ω) = (G
g
ae,Lw(iω))
cGgae,Lw(iω)·
·
∫
g
∫
g
Ω˘h, j(x1)Ω˘h,l(x2) Swg(x1,x2,ω) dx1 dx2∫
g
Ω˘ 2h, j(x)dx
∫
g
Ω˘ 2h,l(x)dx
(4.44)
The phase of the complex cross-spectral density function Swg(x1,x2,ω) is usually taken as zero,
and the absolute value is expressed using the coherence function.
cohw(x1,x2,ω) =
|Swg(x1,x2,ω)|√
Swg(x1,ω)Swg(x2,ω)
(4.45)
Assuming the auto-spectral density functions Swg(x,ω) to be constant along the horizontal bridge
girder, SLmj Lml can be expressed as
SLmj Lml (ω) = (G
g
ae,Lw(iω))
cGgae,Lw(iω) Swg(ω) J
2
m(ω) , (4.46)
where
J2m(ω) =
∫
g
∫
g
Ω˘h, j(x1)Ω˘h,l(x2) cohw(x1,x2,ω) dx1 dx2∫
g
Ω˘ 2h, j(x)dx
∫
g
Ω˘ 2h,l(x)dx
. (4.47)
The joint acceptance function J2m accounts for a reduction of the transfer at a single girder point
due to both the modal shapes and the decreasing coherence of gust speeds at two girder points
with an increasing distance. Joint acceptance functions were introduced for wind engineering
applications by Davenport (e. g. Davenport 1962).
For aerodynamic gust admittances of arbitrary cross sections, the fluctuating along-wind com-
ponent ug has to be additionally accounted for in Eq. (4.41). The cross-spectral densities Suw
and Swu are usually neglected. Accordingly, Eq. (4.46) has to be extended by a second summand
that can be obtained from the shown expression by just replacing the index w with the index
u. Derivatives of the gust velocities can also appear in the input of the aerodynamic transfer
equation, as is the case for the used rational function approximation (cp. Eq. (3.18)). With the
help of Eq. (1.14), it can be shown that, again, additional summands appear in Eq. (4.46) which
are similar to the shown expression.
A very favourable procedure can be derived for the special case of a bimodal approach with
identical bending and torsional mode shapes Ω˘ j(x) and identical coherence functions of the gust
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velocities. The last requirement is fulfilled if the input only contains the vertical gust velocity
and its derivatives. This is the case for the flat-plate gust admittance used here. Under these
assumptions, the joint acceptance function
J2m(ω) =
∫
g
∫
g
Ω˘ j(x1)Ω˘ j(x2) cohw(x1,x2,ω) dx1 dx2(∫
g
Ω˘ 2j (x)dx
)2 (4.48)
is identical for all transfer paths. Moreover, the transfer of the statistical properties takes the form
of the two-dimensional transfer at a single girder point where the spectral density matrix of the
input is just modified with J2m.
Parallel to the finite-element approach, the investigated bridge is modelled with a bimodal
approach. The first bending and the first torsional mode of the results of Section 4.2 are used
for this purpose. Though the modes do not show affine shapes and the pylon is modelled with a
mass, the formulas derived here for identical shapes are applied. The modes are scaled so that
their maximum values in the mid span equal one. For the selected modes, the correction factors
of Eq. (4.39), which are not taken into account for most of the investigations in this work, have
the following numerical values.∫
g
Ω˘h(x)Ω˘α(x)dx∫
g
Ω˘ 2h (x)dx
= 1.1339 ,
∫
g
Ω˘h(x)Ω˘α(x)dx∫
g
Ω˘ 2α(x)dx
= 0.82020 (4.49)
To evaluate the joint acceptance function, the coherence of the vertical gust velocity is assumed
in the customary exponential form.
cohw(x1,x2,ω) = e
−|φcoh| |x1−x2|lb , φcoh =
ω
2pi
Ccohlb
U
(4.50)
The non-dimensional frequency φcoh uses the decay parameter Ccoh and the length of the bridge
girder lb. With the mentioned modes and the girder length lb = 645 m, the joint acceptance
function J2m in Eq. (4.48) can be determined as a function of this non-dimensional frequency.
The numerical results are displayed in Figure 4.4 for the bending and the torsional mode shape.
Since both curves do not significantly differ from each other, it is judged to be acceptable for the
objectives of the work presented here to take the arithmetic mean of both curves for the further
investigations.
The derived formulas of the selected, special bimodal approach can be interpreted as a result of
the mathematical description of the two-dimensional system shown in Figure 4.5 with a flat-plate
cross section. The structural properties are given in Table 4.5.
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Figure 4.4: Joint acceptance functions for the first bending and the first torsional structural mode.
Table 4.5: Structural properties of the two-dimensional bridge model.
m = 6.4 t/m ωs,h = 2.4701 1/s δs,h = 0.015
I = 200 tm2/m ωs,α = 3.0876 1/s δs,α = 0.015
Along with the finite-element model, which is referred to as the three-dimensional (3d) model,
this two-dimensional (2d) model of the bridge is applied for the further investigations. Using the
definitions of Eq. (2.19), the mass, the damping, and the stiffness matrix of the two-dimensional
model take the following form.
Ms =
(
m b2 0
0 I
)
, Cs =
 2ωs,hmδs,h2pi b2 0
0 2ωs,α I
δs,α
2pi

Ks =
(
ω2s,hm b
2 0
0 ω2s,α I
) (4.51)
Its displacements h and α are referred to as translation and rotation, respectively.
Figure 4.5: 2d system corresponding to the chosen bimodal approach.
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The displacements of the derived bridge models under the influence of arbitrary forces f(t) are
described with the following equation of motion.
Msξ¨s(t)+Csξ˙s(t)+Ksξs(t) = f(t) (4.52)
So far, it has been assumed that Eq. (4.52) is a linearisation around the self-weight position
of the bridge. Depending on the size of the acting forces f(t), non-linearities and occurring
couplings have to be taken into account. Several further assumptions are made to facilitate the
investigations. Besides wind loads, no other unavoidably impacting loads, like, for instance, those
from road traffic or snow, which disturb the self-weight position of the bridge, are considered. The
displacement of the girder under the static aerodynamic load dsae, due to the constant horizontal
reference wind velocity U , is separated from ξs and not addressed either. Hence, the position of
the reference point Sa in thickness direction, which is mentioned in Section 2.3, is not relevant
for the further investigations. The effect of an inclined zero position of the cross section on the
aerodynamic forces is also excluded. Since the aerodynamic forces and, thus, the behaviour of
the bridge within streaming air strongly depend on the way of linearisation, the simplifications
made in Section 2.3 for real cross sections should be treated with caution. Moreover, the coupling
of bending and torsion of the girder that arises due to a constant deflection is neglected, and the
stiffness of the cables is not adjusted to the deflected position.
Under these assumptions, only the motion-induced aerodynamic forces fae and the gust-induced
aerodynamic forces dgae occur on the right side of Eq. (4.52). The linearised equation of motion
can be converted into the following state-space form
x˙st = Astxst+Estfae+Estd
g
ae (4.53a)
yst = Cstxst , (4.53b)
where
xst =
(
ξ˙s
ξs
)
, Ast =
(
−M−1s Cs −M−1s Ks
I 0
)
, Est =
(
M−1s
0
)
. (4.54a)
The definition of the measured output yst and, consequently, the output matrix Cst depends on
the special purpose and is left open in this section. If accelerations are measured, the output in
Eq. (4.53b) also depends on the inputs fae and d
g
ae. Additional linear feedthrough summands
must then be introduced on the right side of the output equation. As explained in a later section,
the measurement of certain elements of the structural state is sufficient for the studies presented
here.
94 4 Dynamic Characteristics of the Bridge
With the chosen linear approaches, both aerodynamic forces can be represented in the time
domain using the convolution integrals of Section 2.1. The solution of the resulting integro-
differential equation is mathematically cumbersome. However, if the transfer functions of the
aerodynamic forces are described with rational functions, the state-space model of the structure
and those of the aerodynamic forces can be favourably combined.
First, the motion-induced aerodynamic forces are considered in detail. The state-space model
that is described with Eq. (3.18) and Eq. (3.10b) can be inserted into Eq. (4.53), and a new
state-space model can be assembled
x˙as = Aasxas+Easd
g
ae (4.55a)
yst = Casxas , (4.55b)
where
xas =
(
xst
ξa
)
=

ξ˙s
ξs
ξa
 , Aas =

−M¯−1C¯ −M¯−1K¯ q0M¯−1D
I 0 0
E 0 (U/b)R
 (4.56a)
Eas =

M¯−1
0
0
 , Cas = ( Cst 0 ) (4.56b)
and
M¯=Ms−
= piρb4︷ ︸︸ ︷
q0(b/U)2 A2 , C¯= Cs−q0(b/U)A1 , K¯=Ks−q0A0 . (4.57)
The state-space model in Eq. (4.55) describes the aeroelastic system, a term that is often used
to stress the interaction between the structure and the air stream. Not only inertial, damping,
and elastic forces depend on the displacements of the structure but also the motion-induced
aerodynamic forces. The state vector xas of the aeroelastic system thus combines the structural
state xst and the state ξa of this aerodynamic force type. Consequently, the system matrix Aas
incorporates not only the structural parameters but also the parameters of the motion-induced
aerodynamic forces. The aerodynamic system of the motion-induced forces is connected to the
structural system in a feedback loop. For such an interconnection of systems, the structure of
the system matrix Aas is typical. The problem of the non-causal transfer of the motion-induced
aerodynamic forces, which is mentioned in Section 2.2.2, does not exist in the state-space model
of the aeroelastic system because the displacements are not a part of the system input. For a
given bridge with a defined shape, the constant horizontal reference wind velocity U is the only
varying parameter in the system matrix. Gust-induced aerodynamic forces act on the system
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independently of the displacements. Hence, they appear in Eq. (4.55) as a disturbance. The
output equation in Eq. (4.55b) cannot extract more than the entries of the structural state xst
because the mathematically introduced lag states ξa cannot be directly measured.
Sometimes it is argued that the modification of the structural mass with the A2 matrix is negligible
and, thus, A2 can be omitted in Eq. (3.17) for the derivative approximation (Wilde & Fujino
1998). For the most cases, the first statement is correct. The second statement, however, leads to a
poor approximation. For the flat plate, for instance, the A2 matrix is well-founded, as explained in
Section 3.5.2, and if omitted, the other summands have to take over its role with all the occurring
shortcomings described for the approximation of cross-section derivatives in real flow.
For the further investigations, it is also interesting to simplify Eq. (4.53a) for the case when the
gust forces act as quasi-static forces.
0=−Ksξs+ fae+dgae (4.58)
The motion-induced aerodynamic forces can be introduced into this equation using the static ver-
sion of Eq. (2.1a) and Eq. (2.8a) with Q(p = 0). For the chosen rational function approximation
given in Eq. (3.17), it is Q(p = 0) = A0, as already mentioned there, and thus
0=−K¯ξs+dgae . (4.59)
A state-space representation of the system disturbance complies with Eq. (3.18) and Eq. (3.10b)
adjusted to the gust-induced aerodynamic forces. Together with the state-space model of the
aeroelastic system, the disturbance model can be combined to a single model
x˙asg = Aasgxasg+Easgag (4.60a)
yst = Casgxasg , (4.60b)
where
xasg =
(
xas
ξa
)
, Aasg =
(
Aas Eas q0D
0 (U/b)R
)
(4.61a)
Easg =
(
0 Eas q0A0
E 0
)
, Casg =
(
Cas 0
)
(4.61b)
and
ag =
(
α˙g
αg
)
. (4.62)
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As already done in Section 3.2, the approximation matrices for the transfer function of gust-
induced aerodynamic forces are denoted with the same variables that are used for the transfer of
the motion-induced ones. The combination of both models has to be understood as a cascade
connection. In contrast to the interaction between structural forces and motion-induced aerody-
namic forces, there is no feedback of the structural behaviour on the disturbance. Additionally,
the effect of the decreasing correlation of the wind velocities along the continuous structural
elements must be taken into account, as mentioned in Section 4.1 and Section 4.4.
The vector αg of the fluctuating wind velocity components as the input of the disturbance
model can, moreover, be modelled with a linear time-invariant dynamic system. This system
transfers a Gaussian white-noise input to the desired multicorrelated stochastic gust data. If the
corresponding state-space model is combined with that of Eq. (4.60), the covariance matrix of
the system response yst can be directly determined in a mathematically advantageous way by
solving a bilinear matrix equation in the form of the Lyapunov equation (e. g. Arnold 1973,
Schlitt 2005, Goßmann 1981, Chen & Kareem 2001a). Here, that model for the gust-velocities
and this kind of determining the covariance matrix is not necessary and, thus, not dealt with
further.
An alternative representation of the equation of motion can be derived based on the frequency-
domain version of Eq. (4.53) when for the transfer function of the motion-induced aerodynamic
forces, the notation of Eq. (2.10a) is employed.
s xst = A˜as(p) xst+ E˜as(p) d
g
ae (4.63a)
yst = Cst xst (4.63b)
For the derivation, the Ls transform is applied, keeping in mind that the transfer function
approximation of the motion-induced aerodynamic forces enforces xst(t < 0) = 0. The matrices
in Eq. (4.63a) have the entries
A˜as(p) =
(
−( ¯¯M(p))−1Cs −( ¯¯M(p))−1Ks
I 0
)
, E˜as(p) =
(
( ¯¯M(p))−1
0
)
, (4.64)
where
¯¯M(p) =Ms+piρb4Cae(p) . (4.65)
Again, the model depends, for a given structure, only on the constant horizontal reference wind
velocity U that is hidden in the reduced complex frequency p. Eq. (4.63) is not the frequency-
domain version of the state-space model of a linear time-invariant system because the system
matrix A˜as and the input matrix E˜as are functions of the reduced complex frequency p. Hence,
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the chosen names for the matrices are misleading, and Eq. (4.63) cannot be converted into a
time-domain version like Eq.(4.55) with the matrices A˜as, Cst, and E˜as. Anyway, a time-domain
version is, of course, possible. For instance, when using the aeroelastic transfer function
Gas(s) = Cst(sI− A˜as(p))−1E˜as(p) (4.66)
based on a consistent aerodynamic transfer functions Gae(s), the time-domain representation
of the aeroelastic input-output transfer follows as a convolution of the corresponding impulse
response Gas(t) with the input d
g
ae(t).
yst(t) =Gas(t)
t∗ dgae(t) d tt,s yst(s) =Gas(s) dgae(s) (4.67)
When replacing Eq. (4.63a) with
s xst = A˜as(p) xst+ E˜asg(s) αg , (4.68)
where
E˜asg(s) =
(
−( ¯¯M(p))−1piρb4s2Cgae(p)
0
)
, (4.69)
the transfer from the fluctuating gust velocities to the gust-induced aerodynamic forces can be
included in the model. Accordingly, the transfer function
G˜asg(s) = Cst(sI− A˜as(p))−1E˜asg(s) (4.70)
and the transfer equation
yst(t) = G˜asg(t)
t∗ αg(t) d tt,s yst(s) = G˜asg(s) αg(s) (4.71)
must be altered. In contrast to Eq. (4.60), the vector of the fluctuating gust velocities αg and not
ag, which includes also the derivative of αg, represents the input vector in Eq. (4.71).
4.6 Stability Investigations
Stability is the basic characteristic that has to be studied for slender bridges in streaming air.
In the work presented here, the term stability is used for the dynamic system in different ways.
Unless otherwise specified, it is used in the sense of Lyapunov for the equilibrium state of the
system. When starting from an arbitrary but limited initial state, the state of a stable system in
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the natural response remains near the equilibrium state for all times. The system is moreover
asymptotically stable if the state converges to the equilibrium state. For linear systems, this
stability only depends on the location of the eigenvalues of the system matrix and stability is
used with reference to both the system and the individual eigenvalues. In addition, there is the
input-output stability. A system as a transfer element is stable in this sense if, for a zero initial
state and an arbitrary bounded input, the output remains bounded for all times. For linear systems,
input-output stability depends on the locations of the transfer function poles. In connection with
rational transfer functions, this kind of stability is mentioned several times in the foregoing
sections. Finally, a stability for static problems can be defined which does not refer to the state
but to the displacements ξs.
The stability of the bridge in vacuum depends on the location of the eigenvalues sst of the
structural system matrix Ast. All eigenvalues in this work are denoted with the variables of the
complex frequency. An index points to the considered system. Based on Eq. (4.53), the linear
eigenvalue problem
(sstI−Ast)x˘st = 0 (4.72)
can be derived, where
x˘st =
(
sstξ˘s
ξ˘s
)
. (4.73)
In the following, the absolute value of the imaginary part of an eigenvalue is called eigenfrequency.
Figure 4.6 shows one half of the eigenvalues of both the two- and the three-dimensional bridge
model with structural damping. For brevity, the complex-conjugate eigenvalues in the lower
frequency plane are not displayed. The first 14 bending and the first 14 torsional eigenvalues
are shown for the three-dimensional model. All eigenvalues lie in the asymptotically stable left
frequency half-plane because structural damping is assigned to each undamped eigenmode and
all kinds of static structural instabilities are assumed to be inhibited, as explained in Section 4.2.
Since structural damping is small, the eigenfrequencies ωst almost equal those of Eq. (4.18). The
subeigenvectors ξ˘s of Eq. (4.72) and those of the undamped problem are identical because modal
structural damping is used. Hence, bending and torsion is still uncoupled. Due to the symmetry
of the bridge and the chosen values of the structural damping, some of the eigenvalues that are
connected to different torsional eigenmodes are equal, as they are for the undamped structure.
For the evaluation of the bridge stability within streaming air, the eigenvalues sas of the aeroelas-
tic system matrix Aas must be determined. With reference to Eq. (4.55), the eigenvalue problem
reads as follows.
(sasI−Aas)x˘as = 0 (4.74)
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(a) 2d model. (b) 3d model.
Figure 4.6: Eigenvalues of the damped structural system in the upper complex frequency half-plane.
Again, the velocity and the displacement part in the structural subeigenvector depend on each
other.
x˘as =

sasξ˘s
ξ˘s
ξ˘a
 (4.75)
The eigenvalues of the aeroelastic system differ from a simple combination of those of the
structural system matrix Ast and the ones of the system matrix (U/b)R of the motion-induced
aerodynamic forces. This can be seen when considering Aas in Eq. (4.56a). Due to the feedback
interconnection, there is no block triangular form with the system matrices of both subsystems
on the main diagonal.
Through the effect of the motion-induced aerodynamic forces, bending and torsion become
coupled and both are additionally coupled with the aerodynamic degrees of freedom, in general.
To see how the constant horizontal reference wind velocity U governs the stability, a parameter-
dependent eigenvalue problem must be solved. Since the aeroelastic system matrix Aas includes
the matrices of the more or less artificial state-space realisation of only the transfer behaviour of
the motion-induced aerodynamic forces, the meaning of stability is limited for the air flow to
some extent. Moreover, the block triangular form of the system matrix in Eq. (4.61a) shows that
the eigenvalues of the aeroelastic system are not altered if the transfer behaviour of gust-induced
aerodynamic forces are additionally included in the model.
For the stability analysis, it is desirable to track the paths of the different eigenvalues for changing
values of the parameter U . Zero crossings of the eigenvalue real parts can then be found by using
numerical algorithms, like the regula falsi method. When the eigenvalue solver is applied, the
eigenvalues are, however, not arranged in an appropriate way, in general. Especially predictor-
corrector methods lend themselves to eigenvalue tracking. To find the correct permutation for
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the eigenvalues at the step U j, an estimation must be calculated by the predictor, based on the
eigenvalues of the foregoing steps Ul , (l < j), and compared with the exact ones. In the technical
literature, mathematically sophisticated predictors can be found that are used, for instance, in
current software packages of aerospace engineering (e. g. ZAERO 2004).
Here, it is not necessary to distinguish multiple eigenvalues for the path tracking. Hence, a simple
eigenvalue extrapolation has been developed that has turned out to be sufficient and very efficient.
It uses a quadratic polynomial with complex coefficients that is fitted to the eigenvalues of the
three foregoing steps. The difference between the predicted and exactly calculated eigenvalues
can be quantified, for instance, with a normalised squared error that is summed up over all pairs.
Not all permutations of the eigenvalues can usually be evaluated and compared in an acceptable
time because their total number equals the factorial of the width of the quadratic system matrix.
The new eigenvalue arrangement for the step U j is therefore found in another way. Successively,
one of the predicted eigenvalues is combined with the one of the exactly calculated eigenvalues
that has the lowest distance from it. For the remaining predicted eigenvalues, the assigned exact
one is not accessible anymore. After finding all pairs in this way, the permutation is evaluated as
described above. If the calculated error is higher than a certain bound, the calculated eigenvalues
are rejected and the corrector refines the increment between U j and U j−1 by locally introducing
more steps, e. g. ten, before a new set of eigenvalues is determined. If eigenvalues appear near the
origin of the frequency plane, the chosen error normalisation with reference to the modulus of
the eigenvalue becomes problematic and the corrector is not applied. For starting the algorithm,
a very small step size is used and the eigenvalues of the second and third step are not compared
with predicted ones but with the eigenvalues of the foregoing step. The transition from the size
of the starting steps to a higher one can be formed using the factorial function, for instance.
First, aeroelastic stability is addressed for the two-dimensional bridge model with a flat-plate
cross section and theoretical aerodynamic derivatives. The aeroelastic eigenvalues are analysed
and compared for three different rational function approximations of the derivatives. Figure 4.7
shows the results for the direct rational function approximation of the derivatives with the Roger
approach and nγ = 5 poles as given in Eq. (3.32a). The two upper subfigures depict the real and
the imaginary part of the eigenvalues against the reference wind velocity U , and in the two lower
subfigures, the eigenvalues are displayed in both the complex frequency plane and its reduced
version.
For U → 0, there are the two pairs of complex-conjugate eigenvalues. They are similar to the
eigenvalues of the damped system in vacuum, as can be seen by comparing Figure 4.7(c) and
Figure 4.6(a), because they are only slightly influenced by the air. For increasing wind speeds, the
real and the imaginary part of these eigenvalues change. Numerous additional eigenvalues occur
due to the simultaneous modelling of the motion-induced aerodynamic forces in the aeroelastic
system matrix. Their exact number depends on the chosen approximation approach. Mostly, they
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(a) Real parts. (b) Imaginary parts.
(c) In the complex frequency plane. (d) In the reduced complex frequency plane.
Figure 4.7: Eigenvalues of the 2d model of the aeroelastic system with the theoretical flat-plate derivatives.
Rfa with the Roger approach and nγ = 5 poles according to Eq. (3.32a).
are real-valued when they are based on the theoretical derivatives of the flat plate. They tend to
the origin of the frequency plane for U → 0. For increasing values of the reference wind velocity,
they also change their size. Together with the first mentioned eigenvalues, they determine the
total natural response of the aeroelastic system, also in the structural part of the state.
The statements in the last paragraph concerning the eigenvalues for U → 0 can be proven with
the structure of the aeroelastic system matrix.
Aas(U = 0) =

(
−M¯−1Cs −M¯−1Ks
I 0
) (
0
0
)
(
E 0
) (
0
)
 (4.76)
Due to the occurring block triangular form, the mentioned sets of eigenvalues can be directly
identified. The A2 matrix, which modifies the structural mass in Eq. (4.57), represents the only
influence of the flow on the non-zero eigenvalues for U → 0. According to Eq. (3.29) and
Eq. (2.20), A2 includes the inertia effect of the non-circulatory flow around the flat plate. As A2
is a diagonal matrix for the two-dimensional flat-plate case, the structural subeigenvectors of
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(a) (b) (c)
Figure 4.8: Simple structural systems to illustrate the natural responses that are connected with eigenvalues
on the imaginary axis.
the complex-conjugate eigenvalues at U → 0 equal those of the structural eigenvalue problem in
Eq. (4.72).
At the transition between the stable and the unstable behaviour of single natural responses that
are connected with the eigenvalues, two characteristic critical wind speeds can be identified in
the figures. For these critical wind speeds, the behaviour of the single natural response is stable
but not asymptotically stable.
The lower critical wind speed U = 49.54 m/s is called flutter wind speed. It occurs with two
complex-conjugate eigenvalues at the imaginary frequency axis. They are connected with two
complex-conjugate eigenvectors. Both pairs of complex conjugates can be combined to describe
the related part of the real-valued natural response. Using the degrees of freedom defined
at the end of Section 4.4, the eigenvectors have complex non-zero entries in all elements of
the aeroelastic state. For the eigenvalue in the upper frequency plane and the corresponding
displacement part of the structural subeigenvector, the numerical details are as follows.
ωas = 2.7705 1/s , kas = 0.50326 (4.77a)
|ξ˘s|=
(
1
0.95604
)
, arg(ξ˘s) =
(
0
−50.109◦
)
(4.77b)
The shown eigenvector is normalised with a complex scalar factor — that means rotated and
stretched — so that the first entry in the given subvector has the value one. As is typical for
aeroelastic systems with streamlined cross sections, bending and torsion are strongly coupled in
the flutter eigenvector. The behaviour of the natural response that corresponds to the complex-
conjugate eigenvalues on the imaginary axis is comparable to that of the simple undamped
structural system shown in Figure 4.8(a). When the reference wind velocity reaches higher
values, there is a second crossing of the imaginary axis by the addressed two complex-conjugate
eigenvalues back into the stable half-plane, as can be seen in Figure 4.7(c). This behaviour is
typical for two-dimensional flat-plate systems to which structural damping is assigned (Starossek
1992, Kirch 2010).
At U = 77.42 m/s, a single eigenvalue is located at the origin of the frequency plane. The value
of the reference wind velocity is called the divergence wind speed. A zero eigenvalue indicates a
static phenomenon. The associated eigenvector is thus real-valued and has not only zero entries
4.6 Stability Investigations 103
in the speed part of the structural subvector but also in the lag-states subvector. The remaining
displacement part of the structural subvector takes the following numerical values.
ξ˘s =
(
1
−0.82945
)
(4.78a)
Figure 4.8(b) shows a simple structural system to illustrate the natural aeroelastic response
associated with a zero eigenvalue and a negative real one.
An alternative way to find the result at the divergence wind speed is provided by Eq. (4.59). The
static eigenvalue problem
(Ks−q0 A0)ξ˘s = 0 (4.79)
can be derived, which yields the divergence wind speed from the eigenvalue q0. Eq. (4.79)
especially shows the importance of a good approximation of the original steady coefficients
of motion-induced aerodynamic forces with the A0 matrix. Therefore, the A0 matrix is always
constrained in this work. For the numerical example, the divergence wind speed is higher than
the flutter wind speed, as in the majority of such aeroelastic systems. The total natural response
of the aeroelastic system is dominated by the eigenvalues with the highest real part. Since the
real part of the addressed single eigenvalue monotonically increases with growing values of the
reference wind velocity, the unstable natural response of the aeroelastic system is more or less
non-oscillating for higher wind speeds.
The terms flutter and divergence are also used for the system characteristics caused by the
unstable branches of the eigenvalues mentioned so far. However, the two terms should especially
denote the phenomena connected with eigenvalues on the imaginary axis, unless otherwise
specified.
For comparison purposes, Figure 4.9 and Figure 4.10 show the eigenvalues that are obtained
when other rational function approximations are employed. The first figure is based on the
aerodynamic derivatives given in Eq. (3.30a) that are derived from the approximation of the
consistent Theodorsen function. For the second figure, a direct derivative approximation with the
Karpel approach is carried out using the same original values and settings that are described for
the approximation in Eq. (3.32a).
When comparing all results, it turns out that some eigenvalue branches, or parts of them, are
almost identical for all employed rational function approximations. Taking also the illustration of
the derivative approximation in Figure 3.7(a) into account and comparing it with the eigenvalue
paths in the reduced complex frequency plane, an explanation can be found. All eigenvalues
that are not located within the vicinity of the approximation poles on the negative real frequency
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(a) Real parts. (b) In the reduced complex frequency plane.
Figure 4.9: Eigenvalues of the 2d model of the aeroelastic system with the theoretical flat-plate derivatives.
Rfa with the Roger approach and nγ = 5 poles according to Eq. (3.30a).
(a) Real parts. (b) In the reduced complex frequency plane.
Figure 4.10: Eigenvalues of the 2d model of the aeroelastic system with the theoretical flat-plate derivatives.
Rfa with the Karpel approach and nγ = 5 poles as addressed in Section 3.5.2.
axis, where the approximation of the aerodynamic forces is very bad, are nearly congruent for
all approximations. Hence, both pairs of complex-conjugate eigenvalue branches that almost
originate in the vacuum values for U → 0 are well founded, at least if the reference wind velocity
is not too high. The branch of the single real eigenvalue that crosses the origin at the divergence
wind speed takes almost identical values in all figures if it is non-negative. All other branches
depend on the chosen rational function approximation. As long as their real values are much
smaller than those of the well-founded ones, they do not noticeably affect the total natural
response.
Up to U ≈ 37 m/s, one or more of the negative real-valued eigenvalues are located furthest to
the right in the complex frequency plane. In Figure 4.7(a) and Figure 4.9(a), they are only visible
as a single line due to the low resolution. The reason for their occurrence is the approximation
pole with the lowest absolute value, which is located very close to the origin of the frequency
plane. For the direct derivative approximations with the Roger and the Karpel approach, this pole
has a slightly higher absolute value than that of the approximation of the consistent Theodorsen
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function, as can be seen in Eq. (3.32a) and Eq. (3.30a). Therefore, the described phenomenon
is a little bit smaller in Figure 4.7(a) and Figure 4.10(a) than in Figure 4.9(a). Though the
mentioned eigenvalues are to the right of all others, they do not dominate the natural response
in its displacement part in terms of a slowly vanishing non-oscillating motion because the
corresponding eigenvectors have dominant entries only in the lag states.
Concerning the critical wind speeds, all rational function approximations addressed so far give
almost identical results due to the similar approximation quality. The divergence wind speeds in
all figures have exactly the same values because they only depend on the constrained A0 matrix.
Eq. (4.63) is also connected to an eigenvalue problem
(sasI− A˜as(pas))x˘st = 0 (4.80)
where Eq. (4.73) holds. Due to the dependence of the matrix A˜as on the reduced complex
frequency, the eigenvalue problem is non-linear. Again, it has the reference wind velocity U as a
parameter. The solution of the non-linear eigenvalue problem is very sophisticated. Theorems
and algorithms known from linear eigenvalue problems cannot be applied in general. However, it
can be used for an alternative and favourable procedure to determine the critical wind speeds.
For those speeds, it is known that the real part of an eigenvalue vanishes. Hence, the focus can
be laid on purely imaginary values pas = ikas of the reduced eigenvalues. For this restriction,
Eq. (4.80) can be interpreted as a linear eigenvalue problem with the real parameter kas. The
eigenvalues sas can then be determined for a sufficiently wide range of the parameter. For positive
(negative) values of the parameter, only the eigenvalues of the resulting complex matrix A˜as
that have positive (negative) imaginary parts are suited for a deeper analysis. The contradiction
between a purely imaginary assumption for pas and an arbitrarily complex solution vanishes
for purely imaginary eigenvalues sas = iωas. The assumption ikas and the solution iωas can then
be converted into each other using a proper value of the reference wind velocity U , which
equals a critical wind speed. To summarize, zero crossing of eigenvalue real parts must again
be determined. For the path tracking, the already described predictor-corrector algorithm can
be employed. There are some advantages to this procedure compared to the one described first.
The matrix A˜as is much smaller than the system matrix Aas. Hence, the calculation time for the
eigenvalues is significantly reduced. Additionally, the aerodynamic derivatives do not have to be
Laplace transforms because only their discrete complex value must be known for the reduced
imaginary frequency that occurs with a critical wind speed. Measured derivatives can thus be
approximated with simpler functions that approximate their real and imaginary values more
precisely. Moreover, for the flat plate, the original derivatives can be employed. The transfer
functions of other forces are also less restricted than before. For instance, the imaginary stiffness
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(a) Real parts. (b) In the complex frequency plane.
(c) In the reduced complex frequency plane. (d) In the reduced complex frequency plane.
Figure 4.11: Eigenvalues of the 3d model of the aeroelastic system with the theoretical flat-plate derivatives.
a)-c): Rfa of the 2d derivatives with the Roger approach and nγ = 5 poles according to
Eq. (3.32a). d): Rfa of the 3d derivatives with the Karpel approach and nγ = 15 poles
according to the second block of Table 4.4
can be applied for the damping force. More details on this alternative procedure to determine the
critical wind speeds are given in Kirch (2010).
For the two-dimensional bridge model and the original derivatives, the following result is obtained
for the flutter wind speed.
U = 49.508 m/s , ωas = 2.7707 1/s , kas = 0.50367 (4.81a)
|ξ˘s|=
(
1
0.95722
)
, arg(ξ˘s) =
(
0
−50.108◦
)
(4.81b)
Again, the associated eigenvalue in the upper frequency plane and the corresponding subeigen-
vector are given. The quality of the rational function approximations of the flat-plate derivatives
for the critical wind speeds is, thus, confirmed.
The stability of the three-dimensional bridge model can be analysed in the same manner as
shown for the two-dimensional one. Eigenvalues are displayed in Figure 4.11 for the finite-
element model which includes the 14 lowest bending and the 14 lowest torsional modes of the
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undamped structure. As explained in Section 4.2, the approximation matrices of the cross-section
derivatives in terms of the Roger approach given in Eq. (3.32a) can be used to assemble the global
approximation matrices of the investigated bridge. With these global approximation matrices,
whose modal versions are reduced to the 28 investigated modes, the first three subfigures are
obtained.
Motion-induced aerodynamic forces lead to a coupling among the structural eigenmodes. The
only exception is that symmetric and antimetric modes do not get coupled. In addition to the
critical wind speeds that are known from the two-dimensional model, several others are obtained
for higher wind speeds. Though they are not of interest for practical purposes and the aerodynamic
models are not valid for this wind-speed range, the second flutter wind speed and the second
divergence wind speed are marked in the figures. In contrast to the two-dimensional model, the
eigenvalue branch that causes the first instability crosses the imaginary axis more often. For
U → 0, the structural subeigenvectors of the complex-conjugate eigenvalues do not equal those
of the structural eigenvalue problem in Eq. (4.72) because the A2 matrix is not diagonalisable
with Φs. All other phenomena that are described above can also be found in the results of the
three-dimensional model. Figure 4.12 shows the aeroelastic modes based on the eigenvectors
of the mentioned four critical wind speeds. For the flutter wind speeds, the eigenmodes are
displayed that correspond to the eigenvalue in the upper frequency plane. As stated in Starossek
(1992), the flutter eigenvectors cannot be normalised so that either the bending or the torsional
mode shape is purely real-valued. The divergence modes, however, are real-valued as it has to
be for real eigenvalues. In the side spans, the torsional rotations of the flutter modes are low
but non-zero. In contrast, the divergence modes have no torsion there. An explanation for the
latter fact can be given as follows. In contrast to bending, there is no structural coupling of the
torsion in the three spans because warping torsion is not modelled. The torsion of the main span
induces not only an aerodynamic torque but also a lift force there. Along the whole bridge girder,
bending occurs, which does not generate steady aerodynamic forces and, thus, no steady torsion
in the side spans.
The question of how the eigenmodes of the undamped structure participate in the aeroelastic
modes is answered in Figure 4.13. All eigenvectors in the truncated modal matrix Φs are nor-
malised so that the maxima of their element moduli take the value one for this figure. With the
chosen finite-element discretisation, a normalisation of the selected continuous eigenmodes to the
maximum modulus one is achieved in a sufficiently accurate way. The value 100% corresponds
to the sum of the absolute values of the eigenvector elements in the displacement part of the
structural subvector in modal degrees of freedom for either bending or torsional elements. The
first flutter mode is almost only determined by the first bending and the first torsional mode. The
second flutter mode, however, is to some small extent more influenced by higher modes. For the
108 4 Dynamic Characteristics of the Bridge
Figure 4.12: Critical aeroelastic modes for the first four critical values of the constant horizontal reference
wind velocity U with respect to the results given in Figure 4.11(a)-Figure 4.11(c).
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Figure 4.13: Participation of the structural modes in the critical aeroelastic modes with respect to the
results given in Figure 4.11(a)-Figure 4.11(c).
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torsional part of the first and the second divergence mode, the first and the second torsional mode
are the total basis, respectively.
The latter remarkable fact is a consequence of the decoupling of bending and torsion in the
undamped structure. It can be proved with the help of the static eigenvalue problem in Eq. (4.79).
First, the problem is transferred to the following special linear form.
(
1
q0
I−K−1s A0)ξ˘s = 0 (4.82)
Due to the assumptions made for the structure in the foregoing sections, the inverse of the
structural stiffness matrix exists in contrast to the inverse of the A0 matrix. The A0 matrix is
singular due to the zero columns, which are in connection with the bending degrees of freedom.
If modal degrees of freedom are used and grouped in bending and torsional ones, the matrix
(K−1s A0) takes a special triangular form of four block matrices. The four blocks are defined by
the two groups of torsional and bending degrees of freedom. On the diagonal, the bending block
matrix is a zero matrix and the torsional block matrix has non-zero entries only on the main
diagonal. Each of the latter entries is influenced by the stiffness of the respective torsional mode
only. The eigenvalue problem is now easy to solve due to the triangular form. As a consequence,
there is a first group of infinitely high divergence wind speeds that are in connection with bending
modes. Each divergence wind speed of the second group is determined by the stiffness of only
one respective torsional mode. The corresponding aeroelastic eigenmode is made up of the
special torsional mode and a mixture of weighted bending modes. A detailed verification of this
proof is left to the reader.
To conclude, the first flutter wind speed can be determined in a sufficiently precise manner and
the first divergence wind speed in an exact manner on the basis of the lowest bending and the
lowest torsional mode of the undamped structure. The decision to take only the addressed 28
modes into account for the rational function approximation of the motion-induced aerodynamic
forces is justified by Figure 4.13 for determining the first four critical wind speeds. Constraining
the A0 matrix to the reduced modal version of the original steady aerodynamic admittance, which
is explained in Section 4.3, thus does not noticeably affect the divergence wind speed either.
The effect of some of the derivative approximations explained in Section 4.3 on the critical
wind speeds can be observed with the help of the numerical results given in Table 4.6. Since
the divergence wind speeds are governed by the always constrained A0 matrix, they take the
same value for all approximations. Hence, only the flutter wind speeds and the corresponding
eigenfrequencies are displayed. Solutions with two different truncations of the modal matrix
Φs are shown. The solutions that are obtained with all structural modes do not noticeably
differ from those with 28 modes in the first five digits and are thus not additionally displayed.
As a reference, the solutions determined with the alternative procedure based on Eq. (4.80)
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Table 4.6: Lowest flutter wind speeds and corresponding eigenfrequencies calculated with the 3d model.
Results in the left half are obtained with a truncation of the modal matrix Φs to the 14 lowest
bending and the 14 lowest torsional modes and those in the right half with a truncation to the
first bending and the first torsional mode.
U [m/s] ωas [1/s] kas [−] U [m/s] ωas [1/s] kas [−]
original derivatives, Eq. (4.80)
51.280 2.7495 0.48255 51.088 2.7509 0.48461
132.17 4.6467 0.31641
rfa of the 2d derivatives according to the Roger approach in Eq. (3.32a)
51.322 2.7492 0.48211 51.130 2.7506 0.48417
132.21 4.6448 0.31620
rfa of the 3d derivatives with nγ = 5 poles according to the Roger approach in the first block of Table 4.4
51.310 2.7494 0.48225 51.118 2.7508 0.48431
132.23 4.6447 0.31613
rfa of the 3d derivatives with nγ = 16 poles according to the Karpel approach in the first block of Table 4.4
50.604 2.7295 0.48544 50.453 2.7307 0.48710
138.69 4.4506 0.28881
rfa of the 3d derivatives with nγ = 5 poles according to the Roger approach in the second block of Table 4.4
51.322 2.7494 0.48214 51.129 2.7508 0.48421
132.29 4.6438 0.31592
rfa of the 3d derivatives with nγ = 15 poles according to the Karpel approach in the second block of Table 4.4
49.848 2.7581 0.49797 49.698 2.7593 0.49969
131.59 4.6317 0.31678
and the original derivatives are given in the first block. The second block again shows the
solutions with the approximated derivatives that are explained in the foregoing paragraphs. As
foreseeable, the flat-plate derivatives and consequently the critical wind speeds are very well
approximated due to the special suitability of the rational functions with real poles. The same
holds true when the derivatives of the three-dimensional system are directly approximated with
the Roger approach and nγ = 5 poles as addressed in Table 4.4. The respective solutions are
given in the third and the fifth block of Table 4.6. Interestingly, the direct approximation of
the three-dimensional derivatives with the Karpel approach whose quality is comparable to the
Roger approach with nγ = 1 pole leads to good results for the investigated critical wind speeds,
as can be seen in the fourth and sixth block. Anyway, if the critical wind speeds occur with
other reduced eigenfrequencies, for instance due to a modification of the structural parameters of
the bridge, the quality of the latter solution can be distinctly worse. Remarkable advantages of
the different data weightings used for the approximations in Table 4.4 cannot be observed here.
Figure 4.11(d) depicts the eigenvalues for the Karpel approach of the second block of Table 4.4
in the reduced frequency plane. Due to a higher distortion of the derivative approximation around
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the negative real frequency axis, the eigenvalue branches somewhat differ there from those shown
in Figure 4.11(c).
It remains to be explained why the results in the right half of Table 4.6 differ from those of the
two-dimensional model. The reasons for the differences are the simplifications that are described
in Section 4.4. The most important of these is ignoring the correction factors of Eq. (4.49).
Adjusting the two-dimensional model with these factors and determining the flutter wind speed
with the alternative procedure and the original derivatives leads to a much better result.
U = 51.049 m/s , ωas = 2.7520 1/s , kas = 0.48517 (4.83)
The divergence wind speed is not affected by the correction factors because it depends only on
the main diagonal element Qαα(p = 0). Nonetheless, the error that occurs for the flutter wind
speed when the corrections are not taken into account is judged to be acceptable for further
investigations. Due to the very good agreement between the solutions of the two-dimensional and
the three-dimensional aeroelastic model, the convergence of the finite-element solution with an
increasing amount of aeroelastic elements is not studied. Concerning this topic, reference is also
made to the small examples presented in Starossek (1992). The convergence of the finite-element
solution for the structural elements is taken for granted.
For an additional verification of the implemented three-dimensional model, the first two flutter
wind speeds are determined with the structural parameters that are employed in Starossek (1992).
Using the alternative procedure and the original flat-plate derivatives leads to the results given in
Table 4.7. The italic values taken from Starossek (1992) are in a very good agreement.
Table 4.7: Verification of the 3d aeroelastic bridge model using the first two flutter wind speeds. Italic
values are taken from Starossek (1992).
U [m/s] ωas [1/s] kas [−] U [m/s] ωas [1/s] kas [−]
44.466 2.5917 0.52456 111.82 4.3782 0.35237
44.4 2.591 0.525 112 4.377 0.352
In the last part of this section, the effect of the rational function approximation of the aerodynamic
derivatives of cross sections in real flow on the eigenvalues of the aeroelastic system and its
theoretical stability is studied. Concerning the cross sections addressed in Section 3.6, the
approximation characteristics of the TaS cross-section derivatives differ most significantly from
those of the theoretical flat-plate ones. The following investigations are, thus, carried out with
the TaS derivatives to show some shortcomings that can occur with a poor approximation. For
this purpose, the use of the two-dimensional bridge model is considered to be sufficient.
As mentioned before, the algorithm that is explained in connection with Eq. (4.80) to determine
the critical wind speeds does not necessitate a derivative approximation in terms of a consistent
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transfer function. Independent of the rational function approximation, a solution can be found
that is used as a reference. The real and the imaginary part of the measured derivatives can,
for instance, be approximated with real-valued polynomials in the least-squares sense. Using
polynomials of degree five whose constant coefficients are constrained to the original steady
derivatives leads within the interval of Table 2.1 to the following flutter wind speed.
U = 30.584 m/s , ωas = 2.8599 1/s , kas = 0.84159 (4.84a)
|ξ˘s|=
(
1
19.083
)
, arg(ξ˘s) =
(
0
−71.083◦
)
(4.84b)
The associated eigenvalue in the upper frequency plane and the related subeigenvector are
additionally given. As is typical for structures with such a section shape, flutter occurs with
a dominant torsional component. Aeroelastic divergence is impossible for this cross section
and the used derivatives because a quasi-static small rotation of the cross section generates a
counteracting quasi-static aerodynamic moment.
Using the rational function approximation given in Eq. (3.34a) with nγ = 5 poles and solving the
parameter-dependent eigenvalue problem in Eq. (4.74) leads to the curves depicted in Figure 4.14.
The flutter wind speed described in Eq. (4.84) can again be identified with the following details.
U = 30.112 m/s , ωas = 2.8577 1/s , kas = 0.85409 (4.85a)
|ξ˘s|=
(
1
25.168
)
, arg(ξ˘s) =
(
0
−3.5912◦
)
(4.85b)
The good agreement of the flutter wind speed and the eigenfrequencies in Eq. (4.84) and
Eq. (4.85) indicates a comparable quality of both approximations for the most relevant derivatives
at the reduced flutter eigenfrequency. For the TaS cross section, flutter is mainly driven by the
torsional mode. The approximation of the derivatives that influence the bending part differs, as
can be seen when comparing the subeigenvectors.
Several differences exist compared to the results of the flat plate. Some are caused by the matrix
coefficients A1 and A2. As explained in Section 3.6, the two matrices strongly depend on the
settings of the identification procedure. In contrast to the flat-plate case, their entries are not
physically justified in general.
For U → 0, there are two pairs of complex-conjugate eigenvalues of the aeroelastic system, which
noticeably differ from the purely structural ones in Figure 4.6(a). The corresponding eigenvectors,
which are not given here, show a strong coupling of the bending and torsional degree of freedom.
The physically not comprehensible result is a consequence of the mathematically determined
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(a) Real parts. (b) Imaginary parts.
(c) In the complex frequency plane. (d) In the reduced complex frequency plane.
Figure 4.14: Eigenvalues of the 2d model of the aeroelastic system with the TaS derivatives. Rfa with the
Roger approach and nγ = 5 poles according to Eq. (3.34a).
A2 matrix, which is, according to Eq. (4.76), the only aerodynamic influence on the non-zero
eigenvalues.
Astonishingly, there is an unstable interval between U = 0.075 m/s and U = 19.45 m/s that is
contrary to the physical experience. It is obviously caused by the rational function approximation.
The exact source of the strange results is the A1 matrix. Since an explanation can be restricted to
the critical wind speeds, only the imaginary frequency axis must be considered in the frequency
domain. For large absolute values of the imaginary reduced frequency, the imaginary part of the
derivatives are dominated by the A1 summand, as can be seen in Eq. (3.26b) and in Figure 3.2(b).
The imaginary parts of the elements on the main diagonal of the derivative matrix can be
interpreted as aerodynamic damping coefficients. A positive imaginary part of these derivatives
for positive imaginary frequencies corresponds to a negative aerodynamic damping, which can
generate uncoupled flutter. For the flat plate, the theoretical derivatives on the main diagonal
do not show this sign. In the case of the TaS cross section, however, such a negative damping
is responsible for the torsional flutter addressed in Eq. (4.84) and Eq. (4.85). Additionally, the
positive A1,αα element in the approximation of Eq. (3.34a) generates negative damping for the
torsional degree of freedom at high absolute values of the imaginary reduced frequency. When
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(a) Real parts. (b) In the reduced complex frequency plane.
Figure 4.15: Eigenvalues of the 2d model of the aeroelastic system with the TaS derivatives. Rfa with the
Karpel approach and nγ = 5 poles as addressed in Table 3.6.
comparing Figure 4.14(a) and Figure 4.14(d), it can be confirmed that the low unstable speed
range is in connection with high absolute values of the imaginary part of the eigenvalues outside
the grey-coloured identification range and thus caused by the positive A1,αα element.
A similar effect can also be observed by comparing Figure 3.10(a) and Figure 4.14(d). The
imaginary part of the Qhh derivative becomes positive for a bounded interval above k ≈ 1.1. This
negative aerodynamic damping causes very slightly damped eigenvalues of the dashed branch
around U ≈ 19 m/s. Additional structural and aerodynamic damping prevent a zero crossing.
Further investigations, which are not given here in detail, have revealed that these effects outside
the identification interval can also appear for the approximated derivatives of streamlined cross
sections in real flow. It remains to be examined whether these effects can be prohibited with
more constraints in the identification procedure without considerably reducing the approximation
quality.
To judge the dependence of the eigenvalues in the frequency plane from the special rational
function approximation, Figure 4.15 shows the eigenvalues based on an alternative approximation.
The Karpel approach with nγ = 5 poles that is addressed in Table 3.6 is employed. The flutter
wind speed of Eq. (4.84) has the following details for the selected approximation approach.
U = 30.212 m/s , ωas = 2.8468 1/s , kas = 0.84804 (4.86a)
|ξ˘s|=
(
1
11.484
)
, arg(ξ˘s) =
(
0
−0.14698◦
)
(4.86b)
The comments to the results in Eq. (4.85) also apply here. Since both entries on the main
diagonal of the A1 matrix are positive for this approximation, two eigenvalue branches drift
into the unstable frequency half-plane for low reference wind speeds. The very low critical
wind speeds are not labelled in Figure 4.15(a). From the negative real frequency axis, complex
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eigenvalue branches originate, which are evidently a consequence of the distorted approximation
values, as can be seen when comparing Figure 3.10(b) with Figure 4.14(d) and Figure 4.15(b).
The flutter wind speed that occurs in Figure 4.14(d) with eigenvalues between the identification
interval and the origin cannot be found in Figure 4.15(b).
Obviously, all eigenvalues that are located outside the grey-coloured identification interval on the
imaginary frequency axis differ in both approximations. Due to the approximation with highly
weighted lag terms, the eigenvalues are not reliable in most areas of the frequency plane.
4.7 Transfer Behaviour Concerning Gust Input
In the foregoing section, the stability of the dynamic system is defined by means of its natural
response to a non-zero arbitrary initial state. The initial state of the modelled aeroelastic system,
however, is constrained to be zero for a simulation because the state in the state-space realisation
of the identified transfer behaviour of the motion-induced aerodynamic forces is not based on a
physical background, as already explained in Section 3.2. As a consequence of the zero condition,
the state of the aeroelastic system and its time history are only determined by the input history.
Due to the chosen linear approach for the motion-induced and the gust-induced aerodynamic
forces, the aerodynamic admittances generally depend on the defined zero position of the degrees
of freedom, as mentioned in Section 2.1. In Chen & Kareem (2001b), for instance, a procedure is
proposed to account for this dependence in a time-domain simulation by continuously updating
the aerodynamic admittances according to the size of a low frequency component of the displace-
ments. For each type of aerodynamic forces, thus, different sets of identified black-box transfer
functions are used in a single time-domain model in order to achieve a non-linear simulation.
Such an attempt has to fail in general, regardless of whether the time-domain simulation is
carried out with a convolution integral or a state-space model of the aerodynamic forces. If, for
instance, the forces are calculated with a convolution, an update of the aerodynamic admittances
changes the aerodynamic impulse response. Since the impulse response accounts for the history
of the system input, the influence of this history is continuously changed in a curious way.
Moreover, the convolution, as a linear operation, necessitates a linear system. If the time-domain
calculation is carried out with a state-space model, an update of the aerodynamic admittances
changes the state-space model. The numerical entries in the aerodynamic state, however, are only
justified by the mathematically realised aerodynamic transfer function and the time history of
that aerodynamic state, which begins with a zero initial state. The state variables of the black-box
state-space realisations of different aerodynamic transfer functions can have the same length, but
they do not have the same meaning, in general. Hence, numerical entries cannot be simply handed
over from one state to the other. The aeroelastic response on an arbitrary input that is calculated
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with such simulations may have a nice shape, but it is usually based on an inconsistent model.
Critical wind speeds, however, can be correctly identified with such non-linear time-domain
simulations because these wind speeds are connected with a single set of derivatives.
Although the total behaviour of the aeroelastic system investigated here only contains the forced
response and no natural response due to the zero initial condition, the results of the last section
concerning stability still have a meaning. The time behaviour of the impulse response, for
instance, is determined by the same functions that appear in the natural response of the system.
Hence, each eigenvalue of the system matrix also influences the forced response. The last
statement requires that the canonical system states which are connected with the eigenvalues
are accessible from the input and the output. If the system is asymptotically stable, it is also
input-output stable. The system is not stable in the last sense when a critical wind speed is
reached.
The transfer characteristics, or equivalently expressed the filter characteristics, of a linear system
can be comprehensively described especially in the frequency domain using the transfer function.
All eigenvalues that are accessible in the sense of the last paragraph appear as poles in the transfer
functions of the state-space models derived in Section 4.5. For the following explanations, the
two-dimensional bridge model is used for the sake of clarity. The results can be easily transferred
to the three-dimensional model.
Based on Eq. (4.53), the structural transfer function can be derived as
Gst(s) = Cst(sI−Ast)−1Est , (4.87)
where
Cst =
(
0
(
1 0
0 1
) )
(4.88)
if dgae and ξs are chosen as input and output, respectively. Since rotation and translation are
decoupled in the structural model, the transfer function matrix of the two-dimensional system
only has non-zero entries on the main diagonal. Figure 4.16(a) illustrates the absolute value of
the transfer function element Gst,hh(s) in the complex frequency plane. The decoupling leads to
pole-zero cancellations in the transfer elements, and, thus, one pair of respective poles change to
removable singularities. Only the complex-conjugate poles are visible that are connected with a
translational vibration. Since the full transfer information is incorporated in every infinite straight
line parallel to the imaginary axis that lies in the region of absolute convergence of the transfer
function, the transfer behaviour does not have to be analysed in the full frequency plane. Hence,
it is sufficient to consider the frequency response Gst(iω), that means the transfer function along
the imaginary axis, because all eigenvalues of the structural model lie in the left plane. The
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(a) Above the complex frequency plane. (b) Along the imaginary frequency axis.
Figure 4.16: Transfer-function element Gst,hh of the structural system.
frequency response particularly lends itself for an analysis because its absolute value and its
phase can be directly identified in the steady-state response to an input in terms of a sine signal.
Additionally, it is used for the transfer of the spectral density matrices of ergodic processes, as
already applied in Section 4.4. One half of the frequency response is shown in Figure 4.16(b)
with its absolute value, and it is, moreover, accentuated with a black line in Figure 4.16(a). The
function starts at the origin with the steady transfer value. Due to the low structural damping, the
poles of the transfer function are located close to the imaginary axis. As a result, the frequency
response has a high resonance peak. For high values of the imaginary frequency, Gst(iω) tends
to zero.
The aeroelastic transfer function follows from the state-space model in Eq. (4.55).
Gas(s) = Cas(sI−Aas)−1Eas (4.89)
Input and output are defined in the same way as for the structural transfer. Due to the coupling
effect of the motion-induced aerodynamic forces, the aeroelastic transfer function matrix in
general has non-zero entries everywhere.
As for the eigenvalues in the foregoing section, the aeroelastic transfer is analysed in the first
step for the bridge model with a flat-plate cross section and theoretical aerodynamic derivatives.
The absolute value of the element Gas,hα(s), which transfers the moment to the translational
displacement, is displayed in Figure 4.17(a) above the reduced complex frequency plane for a
reference wind velocity U = 25 m/s. For the motion-induced aerodynamic forces, the rational
function approximation of the flat-plate derivatives with nγ = 5 poles according to Eq. (3.32a)
is employed. The pole locations of the aeroelastic transfer function correspond to those of the
eigenvalues in Figure 4.7(d) for U = 25 m/s. Since all poles of the asymptotically stable system
are located to the left of the imaginary axis, it is again sufficient to investigate the frequency
response. All four matrix elements of the frequency response are depicted in Figure 4.18. The
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(a) Rfa with the Roger approach and nγ = 5 poles
according to Eq. (3.32a).
(b) Original values.
Figure 4.17: Transfer-function element Gas,hα of the aeroelastic system with the theoretical flat-plate
derivatives above the complex frequency plane for U = 25 m/s.
motion-induced aerodynamic forces have a damping effect on the transfer behaviour, as can be
seen when comparing the ordinates of the resonance peaks in Figure 4.18 and Figure 4.16(b). Due
to the aerodynamic coupling, both pairs of complex-conjugate eigenvalues shown in Figure 4.7
for U = 25 m/s appear as poles in every element of the transfer function matrix and, thus, as a
more or less distinct resonance peak in the elements of the frequency response matrix.
By imagining the aeroelastic transfer function in its partial-fraction form, it becomes clear that
the heights of the peaks depend on the distance between the poles and the imaginary axis and a
weighting factor. The individual weighting factors that are connected with a special pole differ in
each transfer path. Figure 4.19 gives an idea how the heights of the resonance peaks vary with
the reference wind velocity. In contrast to Figure 4.18, the ordinates are logarithmically scaled.
At U → 0, the eigenmodes are decoupled for the theoretical flat-plate derivatives, as explained
in the preceding section. Due to the mentioned pole-zero cancellations, the elements on the
main diagonal of the frequency response matrix only have one resonance peak, whose respective
location corresponds to the imaginary part of the eigenvalues shown in Figure 4.7(b). All coupling
elements have zero entries. For increasing wind speeds, both pairs of poles influence every matrix
element. The locations of the peaks change according to the imaginary parts of the eigenvalues.
Close to the flutter wind speed, one pair of eigenvalues, and, hence, the corresponding poles,
are near the imaginary axis. In all elements of the frequency response, a corresponding distinct
resonance peak is visible. At the same wind speed, the other eigenvalue, which is shown in
Figure 4.7 with a dashed line, is far away from the imaginary axis, and its influence cannot be
seen in terms of a distinct peak.
To derive the aeroelastic transfer function Gas(s), the flat-plate derivatives do not have to be
approximated because the original ones are known for almost every complex frequency. With
Eq. (4.66), the original aeroelastic transfer function values can be determined. The element
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Figure 4.18: Transfer function Gas of the aeroelastic system with the theoretical flat-plate derivatives
along the imaginary frequency axis for U = 25 m/s.
Gas,hα(s) is displayed in Figure 4.17(b). Compared to the neighbouring figure, the transfer
function based on original derivatives does not have the poles along the negative real axis, but it
is not defined for non-positive real frequencies. Since the transfer function of the motion-induced
aerodynamic forces has a removable singularity at the origin, as can be seen when considering
Eq. (2.20) and the explanations of Section 2.2.1, the aeroelastic frequency response Gas(iω)
can again be analysed instead of the aeroelastic transfer function. In all curves of Figure 4.18
and Figure 4.19, the results based on original derivatives are added as small dots. All these
values almost exactly lie on the curves that are based on the rational function approximation
of the derivatives. The real eigenvalues that are located furthest to the right in the frequency
plane for low values of U , which are mentioned in the foregoing section, do not worsen the
approximation of the frequency response around the origin, as can be seen in Figure 4.18. Again,
the special suitability of the chosen rational functions for approximating the flat-plate derivatives
is demonstrated.
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Figure 4.19: Transfer function Gas of the aeroelastic system with the theoretical flat-plate derivatives
along the imaginary frequency axis for several values of the reference wind velocity U .
The stochastic response of the aeroelastic system to the fluctuating gust velocity in the natural
wind field can be analysed based on Eq. (4.60) for different values of the reference wind velocity
U . Since the investigated aeroelastic system is linear, the solution can be found with the transfer
of the statistical parameters in the frequency domain. The equation that transfers the spectral
density function of the gusts speeds to that of the displacements reads as
Syst(ω) =G
c
asg(iω) Sag(ω)G
T
asg(iω) , (4.90)
where
Gasg(s) = Casg(sI−Aasg)−1Easg , (4.91)
with the matrices of Eq. (4.61). According to the displacement definition in Eq. (2.19a), the
spectral density matrix of the output yst has the following entries.
Syst(ω) =
(
Shh(ω) Shα(ω)
Sαh(ω) Sαα(ω)
)
(4.92)
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(a) Logarithmic scaling. (b) Linear scaling.
Figure 4.20: Spectral density function Swg(ω) of the vertical gust velocity at a constant horizontal reference
wind velocity U = 25 m/s.
The submatrices in the spectral density matrix of the input ag are determined with the help of
Eq. (1.14).
Sag(ω) =
(
Sα˙gα˙g(ω) Sα˙gαg(ω)
Sαgα˙g(ω) Sαgαg(ω)
)
=
(
ω2 −iω
iω 1
)
Swg(ω) (4.93)
Due to the definition in Eq. (2.19b), all submatrices depend on the auto-spectral density function
Swg(ω). To account for the decreasing correlation of the gusts along the girder length, the spectral
density matrix of the input must, moreover, be multiplied by the joint acceptance function J2m, as
derived in Section 4.4.
For the auto-spectral density function Swg(ω) of the vertical gust component wg/U , the two-sided
von Kármán spectrum is chosen.
Swg = pi
σ2wg
|ω| 4
(
Lwx|ω|
2piU
)(
1+755.2
(
Lwx|ω|
2piU
)2)(
1+283.2
(
Lwx|ω|
2piU
)2)−116
(4.94)
It appears to be sufficient for the objectives of this work to define the standard deviation σwg and
the integral length scale Lwx of the vertical gusts with respect to a constant turbulence intensity
and a constant integral time scale, respectively. The following numerical values are selected.
σwg = 0.07 , Lwx = 0.75 s U (4.95)
Figure 4.20 shows the auto-spectral density function against positive values of ω for U = 25 m/s
with differently scaled axes. The variance σ2wg of the input wg/U equals the integral of the
spectral density function over all frequencies ω/(2pi). It is a measure of the power of the wind
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Figure 4.21: Standard deviations of the displacements of the aeroelastic system under the influence of
vertical gusts.
fluctuations. For the assumed spectral density function and integral length scale, 96.2 % of the
theoretical power is incorporated in the interval |ω|< 2pi ·10.0 1/s, independent of the reference
wind velocity.
The integral of a spectral density matrix over all frequencies equals the covariance matrix. Hence,
the covariance matrix of the stochastic aeroelastic system output can be calculated from the
results of Eq. (4.90). The standard deviations of the output elements follow as square roots of
the diagonal elements of the covariance matrix. To numerically solve the integral by summing
up the areas of rectangles, the frequency spacing is set to ∆ω = 2pi ·5 ·10−4 1/s, which seems to
be sufficient to adequately cover the resonance peaks in the aeroelastic transfer function. The
integration is carried out in the mentioned interval |ω|< 2pi ·10 1/s. Due to the filter effect of
the aeroelastic transfer, most of the output power is assumed to be captured, much more than the
captured percentage of the wind-field power.
Figure 4.21 displays the standard deviations σh and σα of the output vector elements h/b and α ,
respectively, against the reference wind speed U . The results are carried out for both fully and
partially correlated gusts. For the latter case, the joint acceptance function is used that is derived
at the end of Section 4.4. The decay parameter is assumed to be Ccoh = 8. For the admittance
of gust-induced aerodynamic forces, the approximation of the consistent Sears function with
nγ = 5 poles is employed that is given in the third block of Table 3.3. The elements of the
state-space model of the gust-induced aerodynamic forces are chosen according to Eq. (3.19)
because the length of the input vector is shorter than that of the output vector. As to be expected,
the magnitudes of the stochastic output drastically increase when the value of the reference wind
velocity approaches the flutter wind speed. Taking the decaying correlation of the gusts along
the girder into account roughly halves the calculated response of the aeroelastic system for the
chosen numerical example.
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Figure 4.22: Standard deviations of the displacements of the structural system under the influence of
vertical gusts (f.- / t.-d. calc.: frequency- / time-domain calculation).
The standard deviations can alternatively be determined with the original admittances of both
the motion-induced and the gust-induced aerodynamic forces of the theoretically described flow
around the flat plate if the transfer function G˜asg given in Eq. (4.70) is employed.
Syst(ω) = G˜
c
asg(iω) Sαg(ω) G˜
T
asg(iω) (4.96)
Here, the spectral density matrix of the input αg only has one element
Sαg(ω) = Swg(ω) (4.97)
according to the definition given in Eq. (2.19b). Again, the results that are based on original
admittances are added as small dots in Figure 4.21. After examining the transfer functions in
the foregoing paragraphs and remembering the good suitability of the chosen rational function
for approximating the consistent Sears function, it is not astonishing that all these dots almost
exactly lie on the approximation-based curves.
To demonstrate the influence of the motion-induced aerodynamic forces on the calculated
standard deviations, these forces can be cancelled from the state-space model in Eq. (4.60) by
replacing the matrices and vectors of Eq. (4.55) with those of Eq. (4.53), that means simply
changing the index from ( )as to ( )st. Accordingly, the transfer of the statistical properties
given in Eq. (4.90) must be modified. Repeating the calculations for the modified model leads to
the curves displayed in Figure 4.22. Although the structural system does not become unstable,
the standard deviations of this model are distinctly higher than those of the aeroelastic model
until the flutter wind speed is almost reached. Hence, if the reference wind speed is not in the
direct vicinity of the critical wind speed, the motion-induced aerodynamic forces have a strong
damping effect on the structure.
For the sake of completeness, it should be described how the shown results can be verified with
those of an alternative time-domain calculation based on the state-space model in Eq. (4.60).
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The sample record wg(t) of the gust speed at a single bridge girder point can be generated
as a stochastic process with an inverse discrete Fourier transform of the square root of the
auto-spectral density function. The latter must be discretised at uniformly spaced frequencies
within a limited bandwidth. Due to the finite frequency spacing, the limit Swg(ω = 0) must be
set to zero to obtain a zero-mean time-domain signal. The missing phase information is added by
a random signal with values in the interval [0;2pi). To avoid preferring individual phase intervals,
a constant shape of the underlying probability distribution is chosen. The inverse transform
leads to a zero-mean discrete-time signal with a Gaussian probability density function due to the
central limit theorem. The time axis is uniformly spaced and the signal values jump so strongly
that a linear interpolation would lead to sharp kinks. In general, a smooth interpolation to get
signal values at a higher number of time points is necessary for both the time-domain simulation
of the model response and the generation of the differentiated signal w˙g(t) that is needed for the
input vector ag. Interpolation and differentiation in the time domain is equivalent to padding
the discrete Fourier transform of the generated signal with zeros and multiplying the Fourier
transform with (iω), respectively. When carrying out both operations in the frequency domain,
the desired exact spectral density function of the signal is guaranteed. Having generated the input
signal, the system response can be numerically calculated with respect to the continuous-time
state-space model. A very fast and precise solution method for a linear system is to convert the
continuous-time to a discrete-time state-space model, which can be directly solved. For this
purpose, the function lsim of MATLAB (2007) is used. The standard deviation of the discrete
time response can be determined with the usual unbiased estimator.
Figure 4.22 additionally shows the results gained with such a time-domain simulation. For calcu-
lating the statistical parameters, the first seconds are not considered, to avoid including a relevant
transient response. In the numerical example, the frequency spacing of the wind spectrum is set
to ∆ω = 2pi ·5 ·10−4 1/s, and ω = 2pi ·10 1/s is chosen as the Nyquist frequency corresponding
to the values of the frequency-domain calculation. The resulting duration t = 2000 s of the
stationary wind event is not unrealistic because the wind-speed fluctuations within such a time
period are usually caused by the modelled turbulence of the neutral atmospheric boundary layer
(Van der Hoven 1957). For the interpolation, the spacing of the time axis is reduced with the
factor 1/10. Hence, the signal part with the Nyquist frequency is sufficiently sampled. Frequency-
and time-domain results are in a good agreement.
As carried out for the eigenvalues in the last section, the TaS cross-section derivatives are
employed to describe the problems that can occur when the aeroelastic transfer of the two-
dimensional bridge model with a cross section in real flow is modelled. The investigations are
carried out with the same rational function approximations that are used for the eigenvalues
displayed in Figure 4.14 and Figure 4.15. With respect to the eigenvalues in these figures, it
only makes sense to consider the small intervals of the reference wind speed inside which the
126 4 Dynamic Characteristics of the Bridge
(a) Rfa with the Roger approach and nγ = 5 poles
according to Eq. (3.34a).
(b) Rfa with the Karpel approach and nγ = 5 poles
as addressed in Table 3.6.
Figure 4.23: Transfer-function element Gas,hα of the aeroelastic system with the TaS derivatives above the
complex frequency plane for U = 25 m/s.
system is stable. The reference wind speed U = 25 m/s is again taken for this purpose because it
is located approximately in the middle of this interval.
Figure 4.23 shows the aeroelastic transfer function element Gas,hα for the Roger and the Karpel
approximation approach above the reduced complex frequency plane. Corresponding to the
eigenvalues in Figure 4.14(d) and Figure 4.15(b), the rational function approximations cause
poles not only near the negative real axis. The investigation of the transfer function of the stable
system can again be limited to the frequency response given in Figure 4.24. In addition to the
curves that base on the derivative approximation, the discrete values are given that follow from
the measured derivatives. Due to the aerodynamic coupling of the translational and rotational
degrees of freedom, two distinct resonance peaks appear in each transfer element. Within the grey-
shaded approximation interval, both approximations lead to very similar values. Unfortunately,
the aeroelastic transfer function has non-negligible values outside the identification interval.
As mentioned in Section 3.6, the intervals in Table 2.1 are set to capture the frequencies that
are connected with the flutter wind speeds. Inside the interval, the approximation of the minor
diagonal elements is poor, especially at the resonance peaks. The gust-induced aerodynamic
forces for frequencies outside the identification interval are not fully negligible. This can be seen
with the help of Figure 4.20(b) and assuming that the gust admittance is somewhat comparable to
that of the flat plate which is based on the consistent Sears function as given in Figure 2.2. Hence,
to sufficiently ensure a measured basis for the aeroelastic admittance, a larger approximation
interval is desirable for the derivatives. A larger approximation interval, however, increases the
problem of an approximation with highly weighted derivatives.
In a three-dimensional model of the bridge, vibrations of higher modes are also excited as long
as the wind field contains enough power at the relevant frequencies. Close to the first flutter
wind speed, the response of the spatial model is dominated for the investigated bridge by the
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Figure 4.24: Transfer function Gas of the aeroelastic system with the TaS derivatives along the imaginary
frequency axis for U = 25 m/s.
first two structural modes which mainly determine the flutter mode. For those wind speeds, the
displacements of the two-dimensional model represent a large part of the total displacements.
As shown, different kinds of problems can occur when rational functions with negative real poles
are applied for the approximation of aerodynamic admittances of cross sections in real flow.
These problems normally remain veiled if only some simple investigations are made in the time
domain. To facilitate the investigations in the following chapter, the aeroelastic system is only
modelled with the theoretical admittances of the flat plate. At least for streamlined bridge cross
sections, the aerodynamic admittances show similar values. Misinterpreted numerical artefacts
can be avoided in this way. For admittances of cross sections in real flow, the results in the
following chapter must be adapted.

5 Bridge Characteristics under the Influence of
Controlled Actuators
5.1 Employed Actuators
In order to change the described dynamic characteristics of the bridge, one or more of the terms
that occur in Eq. (4.52) must be altered. A modification of the basic structural bridge design
that leads to other structural forces in the left part of the equation is excluded in the following
investigations. Adding fixed supports or modifying the mass properties, the stiffness, and the
structural damping of the bridge is, thus, not considered. Various possibilities of streamlining
the shape of the girder cross section in order to favourably change the motion-induced and
gust-induced aerodynamic forces on the right side of Eq. (4.52) have been analysed since
the 1950s, which are also excluded. The focus is rather on controlled actuators that generate
additional time-varying forces which act on the bridge girder. To be effective, these forces
should preferably act at points along the girder length where they can create large energetically
corresponding displacements within a beneficial deflection shape. Three different types of
actuators are introduced in this section. Actuators that connect the bridge girder to the ground
are not considered because they are expected to undermine the basic structural design of the
bridge. Elements like hydraulic rams that can induce relative displacements between the ends
of neighbouring structural components of the bridge (e. g. Yang & Giannopolous 1979) are not
investigated either. Apart from the subsequently described actuating elements, no further actuator
or sensor dynamics are accounted for in the system model. Other elements are assumed to be
fast compared to the modelled components of the actuator-equipped bridge.
A reaction wheel, which is mounted to the bridge girder, is the actuator type investigated first.
When the wheel rotation is accelerated with a torque between the wheel and the bridge girder,
the magnitude of its angular momentum is changed. Simultaneously, a torque acts as a reac-
tion on the bridge. The reaction wheel is rotated around its centre of gravity. In contrast to
a free mass that is moved in the vertical direction, for instance, no mechanical work due to
gravity must be done that is impossible to be regained without dissipation. Reaction wheels have
been used for the attitude control of satellites and space vehicles for a long time (Horri & al. 2010).
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Figure 5.1: Degree of freedom θrw of a reaction wheel in addition to those of the girder at one node.
The application of reaction wheels for increasing the flutter wind speed of bridges is proposed
in Miyata & al. (1994). Experimental investigations of this idea conducted in a wind tunnel are
described in Körlin & Starossek (2007).
The semidiscrete equation of motion of the finite-element model of the bridge can be easily
adjusted to include a model of the reaction wheels. In the following, the procedure is explained
for a reaction wheel that is positioned at one node of the girder. Figure 5.1 shows that node
with the global girder degrees of freedom of the girder. Moreover, the angle θrw, which is
defined relative to the bridge deck, symbolises the wheel rotation around the torsional axis of the
girder. The centre of gravity of the reaction wheel is identical to that of the bridge girder. This
simplification is necessary to further avoid the modelling of the horizontal girder displacement.
The wheel of the mass mrw is assumed to be a solid of revolution with respect to the axis of the
wheel rotation θrw. It has an oblate shape, so that the principal moment of inertia Irw,h around
the symmetry axis is higher than the two others, which have equal values Irw,l. To reduce the
number of parameters, the masses of bearings, linkages, and similar actuator components are not
modelled, although they can have a significant total value. A vector ξc of the actuator degrees of
freedom is introduced in addition to the structural degrees of freedom ξs of the bridge.(
ξs
ξc
)
, ξs =
(
h ϕ α
)T
, ξc =
(
θrw
)
(5.1)
To account for the reaction wheel, the assembled global matrices and vectors of the bridge model
must be expanded with zeros in accordance with the dimension of the augmented vector in
Eq. (5.1). Additionally, the mass matrix
Mc =

mrw 0 0 0
0 Irw,l 0 0
0 0 Irw,h Irw,h
0 0 Irw,h Irw,h
 (5.2)
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and the force vector(
0
fc
)
, fc =
(
Mrw
)
(5.3)
are added. There is only an inertia coupling between the rotation of the actuator and the torsion
of the bridge. The moment Mrw, which is the input force of the actuator, acts between the bridge
and the reaction wheel. Gyroscopic effects due to a simultaneous rotation of the wheel with the
bending angle ϕ of the bridge girder are not taken into account. The entries in Eq. (5.2) and
Eq. (5.3) become comprehensible when the equations of motion are considered that are derived
in Appendix A.2.
The second actuator type is a control moment gyroscope, which is attached to the bridge girder.
It consists of a spinning rotor that is mounted in a gimbal. When tilting the spin axis of the
rotor around the gimbal axis, a torque perpendicular to both the spin and the gimbal axis is
generated as a reaction on the bridge due to the changing direction of the angular momentum.
Depending on the tilting rate and the angular momentum of the spinning rotor, large moments
can be created. If the centre of gravity lies on the gimbal axis, again, no work due to gravity
must be done. Control moment gyroscopes are effective mechanical devices not only for the
attitude control of satellites (e. g. Jacot & Liska 1966, Horri & al. 2010). They have also been
used since the beginning of the last century to counteract the rolling of ships (e. g. Ferry 1932).
In Yamada & al. (1997) and Higashiyama & al. (1998), the application of gyroscopes to attenuate
the amplitudes of wind-induced vibrations of tower-like structures is presented. The idea of
stabilising an aerofoil with control moment gyroscopes is described in Buchek (1974). Some
publications are available dealing with theoretical and experimental investigations of increasing
the flutter wind speed of bridges by means of these devices (Murata & Ito 1971, Fujisawa 1995,
Okada & al. 2001, Okada & al. 2003).
Adjusting the equation of motion of the finite-element bridge model is again explained for an
actuator that is positioned at one node of the girder, as displayed in Figure 5.2. Here, a twin
control moment gyroscope is employed. For an application in naval engineering, for instance, this
special device is commercially available (e. g. www.shipdynamics.com). A twin type features the
possibility of creating resulting torques around a fixed axis. For this purpose, two identical rotors
that spin in opposite directions with the same constant spin speed Ωgy are simultaneously tilted
around equal but opposite gimbal angles θgy. The gimbal angles are again defined relative to the
bridge deck. Other orientations of the gimbal and the spin axis are also possible to generate a
torque around the torsional axis of the girder than those shown in Figure 5.2. Again, the centre
of gravity of the gyroscope is assumed to be identical to that of the bridge girder, for the same
reason that is explained for the reaction wheel. To further simplify the analysis, only the masses
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Figure 5.2: Degree of freedom θgy of a double control moment gyroscope in addition to those of the girder
at one node. The gimbal axes of both gyroscopes gy1 and gy2 are perpendicular to the drawing
plane.
of the rotors are taken into account. Concerning the shape and the inertia properties of the rotors,
the assumptions that are made for the reaction wheel still hold true. After defining
ξc =
(
θgy
)
, (5.4)
the matrices
Mc =

mgy 0 0 0
0 Igy,l 0 0
0 0 Igy,l 0
0 0 0 Igy,l
 , Cc =

0 0 0 0
0 0 0 0
0 0 0 Igy,hΩgy
0 0 −Igy,hΩgy 0
 (5.5)
and the vector(
0
fc
)
, fc =
(
Mgy
)
(5.6)
are added to those of the bridge model, as already explained for the reaction wheel in Eq. (5.2) and
Eq. (5.3). The inertia values mgy, Igy,l, Igy,h are twice those of one rotor. For the derivation of the
entries with principles of mechanics, a sufficiently high angular momentum Igy,hΩgy of the rotor
and small gimbal angles θgy are assumed. Linearisations are made as they are usual for gyroscope
models in technical applications (Magnus 1971). To model the gyroscope, the gyroscopic matrix
Cc is introduced. There is only a gyroscopic coupling between the degree of freedom of the
actuator and the torsion of the bridge. Contrary to the symmetric structural damping matrix, the
gyroscopic matrix has no dissipative effect on the structure due to its antimetric form. The reason
is that the gyroscopic forces, whose magnitudes are those of the entries in Cc( ξ˙Ts ξ˙
T
c )
T, act
perpendicular to their initiating rotations. Energy is rather directly added to, or subtracted from,
the dynamic system with the actuator input force fc and the corresponding displacements. That
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holds for both actuators described so far. The actuator input variable Mgy signifies the resulting
input torque that acts between the kinematically coupled gimbals and the bridge girder around an
axis perpendicular to the drawing plane in Figure 5.2. This torque energetically corresponds to
the tilting angle θgy. For the special kinematic coupling of the gimbals, the input torque Mgy/2
can alternatively act between both gimbals energetically corresponding to the angle 2θgy. As
can be seen in the fourth rows of Mc and Cc, the torque Mgy is necessary to accelerate the
rotors around the gimbals and to modify the effect of the gyroscopic forces. The latter kind of
gyroscopic forces occurs as soon as the bridge rotates with α˙ around its longitudinal axis. Again,
the entries in Eq. (5.5) and Eq. (5.6) become understandable when the equations of motion in
Appendix A.2 are considered.
One disadvantage of reaction wheels and gyroscopes is that they need a certain minimum mass
to generate a sufficient torque on the girder. Hence, those actuators increase the self-weight
of the bridge with all negative consequences. By contrast, aerodynamically effective, movable
control surfaces, or alternatively called control shields, the third actuator type, do not need inertia
properties. The additional forces are generated by the air flow. Assuming a proper design of the
girder-shield configuration, it can be expected that considerably lower forces and less power is
necessary for the shield motion than for the motions of the other two actuators.
Aerodynamically effective, movable control surfaces have been used for many years to suppress
the influences of disturbances on aircraft wings (e. g. Edwards 1977, Chambers 2005). Depending
on their purpose, different terms like flap, slat, or aileron are used in aerospace engineering. For
simplicity’s sake, only the word flap is used here for a control surface which is directly attached
to the side of a rigid girder cross section. The application of control surfaces to bridge decks is
proposed for instance in Klein & al. (1972). First investigations are presented in Kobayashi &
Nagaoka (1992) and Ostenfeld & Larsen (1992). In aerospace engineering, the primary task of
a wing is to produce a lift force. Flaps as integrated parts of the aerofoil modify its surface in
order to evoke positive effects without increasing the disturbing impact of gusts. With respect to
bridges, however, control surfaces are extra components that augment the area exposed to the
wind. They cannot bear any significant live load and can hence not directly fulfil the inherent task
of a bridge. In addition to motion-induced aerodynamic forces, new gust-induced ones usually
arise simultaneously, which also need to be suppressed. Therefore, aerodynamically effective
control surfaces are generally less effective for bridges than for aircraft wings. Moreover, control
surfaces need a minimum wind speed to work. They are not suited for damping oscillations in
still air. This shortcoming is similar to that of fin stabilisers, also called hydrofoils, which are
used to counteract the rolling of ships (Den Hartog 1985). For aircraft wings, this disadvantage
does not exist either.
A number of investigations of bridge-like systems with control surfaces are available in addition
to the papers mentioned in the last paragraph (e. g. Kobayashi & Nita 1996, Ostenfeld & Larsen
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1997, Preidikman & Mook 1997, Hansen 1998, Kobayashi & al. 1998, Preidikman & Mook 1998,
Wilde & Fujino 1998, Cobo del Arco & Aparicio 1999, Piésold & Corney 1999, Wilde & al. 1999,
Hansen & al. 2000, Huynh 2000, Kwon & Chang 2000, Omenzetter & al. 2000a, Omenzetter & al.
2000b, Hansen & Thoft-Christensen 2001, Huynh & Thoft-Christensen 2001, Wilde & al. 2001,
Omenzetter & al. 2002a, Omenzetter & al. 2002b, Larsen & Walther 2003, Nissen & al. 2004,
Starossek & Aslan 2007, Aslan & Starossek 2008, Phan & Kobayashi 2011, Graham & al. 2011,
Limebeer & al. 2011). As introduced in Section 2.2.3, the focus of the work presented here is
on finding new insights into bridge models with a girder cross section that is equipped with
aerodynamically balanced flaps on both sides. In contrast to control surfaces that are located far
away from the bridge girder, adjacent flaps can modify the flow around the girder effectively and
favourably.
To account for the flaps in the finite-element model of the bridge, the element described in
Section 4.1 can be extended. Nodal rotations of the flaps are defined in addition to those of
Eq. (4.1).
ve =

veh
veα
veθfl,win
veθfl,lee
 , veθfl,win =

θfl,win,le
θfl,win,mi
θfl,win,ri
 , veθfl,lee =

θfl,lee,le
θfl,lee,mi
θfl,lee,ri
 (5.7)
Figure 5.3 illustrates the nodal degrees of freedom of the flaps. The vector se in Eq. (4.2) is
extended with energetically corresponding nodal forces.
se =

seh
seα
seθfl,win
seθfl,lee
 (5.8)
To approximate the continuous flap torsions θfl,win and θfl,lee, new entries are also incorporated
in the vectors and matrices of Eq. (4.3).
ue =

h
α
θfl,win
θfl,lee
 , Ωe =

Ωeh 0 0 0
0 Ωeα 0 0
0 0 Ωeα 0
0 0 0 Ωeα
 (5.9)
Using the same approximation functions for the girder torsion and the torsion of a flap facilitates
the following derivation of the element matrices Me and Qe.
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Figure 5.3: Element nodal displacements of the flaps in addition to those of the girder shown in Fig. 4.1.
According to the expansion of the vector ue, the continuous stiffness matrix Ee,c and the con-
tinuous mass matrix Me,c of the girder are enlarged. The flaps are modelled without a torsional
stiffness. Hence, Ee,c gets only new zero elements. However, when a flap mass is accounted for,
the matrix Me,cc must be employed in addition to the continuous mass matrix Me,c.
Me,cc =

mfl 0
mfl
2 dh,win
mfl
2 dh,lee
Ifl+mfl(b+bfl)2
Ifl
2 −
mfl
2 (b+bfl)dh,win
Ifl
2 +
mfl
2 (b+bfl)dh,lee
Ifl
2 +
mfl
2 d
2
h,win 0
symm. Ifl2 +
mfl
2 d
2
h,lee
 (5.10)
The mass centre of a flap is assumed to be in its middle. One flap has the mass mfl/2 and the
moment of inertia Ifl/2 with respect to its centre of gravity. The entries in M
e,c
c can be derived
from the equations of motion of the problem in Appendix A.2. Whereas the element stiffness
matrix Ke consequently gets new zero entries only, the element mass matrix Me has to be
modified and enlarged with non-zero elements. Hence, the matrix
Mec =
le∫
0
ΩeTMe,cc Ω
e dx (5.11)
= le

Me,cc,hhΨhh M
e,c
c,hαΨhα M
e,c
c,hαfl,winΨhα M
e,c
c,hαfl,leeΨhα
Me,cc,ααΨαα M
e,c
c,αθfl,winΨαα M
e,c
c,αθfl,leeΨαα
Me,cc,θfl,winθfl,winΨαα M
e,c
c,θfl,winθfl,leeΨαα
symm. Me,cc,θfl,leeθfl,leeΨαα
 (5.12)
is added to the pumped-up version of that in Eq. (4.6a). Constant flap properties along the
element length are assumed.
Concerning the motion-induced aerodynamic forces, the element derivative matrix Qe according
to Eq. (4.9) must be replaced with
Qe =
le∫
0
ΩeT
( 1
b 0
0 I
)
Q
( 1
b 0
0 I
)
Ωe dx (5.13a)
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= le

Qhh 1b2
Ψhh Qhα 1bΨhα Qhθfl,win
1
bΨhα Qhθfl,lee
1
bΨhα
Qαh 1bΨαh QααΨαα Qαθfl,winΨαα Qαθfl,leeΨαα
Qθfl,winh
1
bΨαh Qθfl,winαΨαα Qθfl,winθfl,winΨαα Qθfl,winθfl,leeΨαα
Qθfl,leeh
1
bΨαh Qθfl,leeαΨαα Qθfl,leeθfl,winΨαα Qθfl,leeθfl,leeΨαα
 , (5.13b)
where the derivatives Q are those from Section 2.2.3. Due to the chosen approximation functions,
all matrices Ψ j in Eq. (5.11) and Eq. (5.13) are already given in Section 4.1.
With the help of Eq. (4.6c), a continuous actuator input
0
0
Mfl,win
Mfl,lee
 , (5.14)
whose non-zero entries energetically correspond to the respective torsions of the flaps, can be
discretised. The actuator input in the nodal force vector of the finite element is thus as follows.
0
0
fec,win
fec,lee
 , fec,win =

Mfl,win,le
Mfl,win,mi
Mfl,win,ri
 , fec,lee =

Mfl,lee,le
Mfl,lee,mi
Mfl,lee,ri
 (5.15)
The variables Mfl, j Mfl, j,l represent the hinge moments between the girder and a flap. If the
connections between girder and flaps are not continuous but discrete and they are not located
at the element nodes, the nodal force vector can also be derived in the sense of Eq. (4.6c).
Considering the last equations shows that the degrees of freedom of the flaps are coupled to
those of the bridge with inertia elements in the mass matrix and aerodynamic elements in the
derivative matrix.
After describing how to incorporate the actuators into the finite-element model, the global degrees
of freedom of the actuator-equipped structure are now assumed to be separated as follows.(
ξs
ξc
)
(5.16)
If the global degrees of freedom are not directly assembled in this way, they must be rearranged
with a proper permutation matrix. A reduction of the number of degrees of freedom is possible
again. The degrees of freedom ξs of the original structure can still be transformed to modal
coordinates according to Eq. (4.19) with the eigenvectors of Section 4.2. A truncation of the
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modal matrixΦs has to be applied with care. All experiences gained in the last chapter concerning
a reduction of the number of degrees of freedom are linked to the question of the critical wind
speeds. They cannot be directly transferred to other problems, especially if actuators are applied.
Moreover, the actuator degrees of freedom can be coupled. For the coupling matrix aχ , the
values of selected bending or torsional mode shapes at the actuator nodes are useful, for instance.
Employing modal versions of the structural degrees of freedom of the bridge and couplings of
the actuator degrees of freedom can significantly reduce the size of the displacement vector. The
transformation takes the following form.(
ξs
ξc
)
=
(
Φs 0
0 aχ
)(
ξms
ξredc
)
(5.17)
All other vectors and matrices in the equation of motion must be transformed with diag( Φs aχ )
as shown for the modal transformation in Eq. (4.21). The actuator input forces that energetically
correspond to the reduced degrees of freedom ξredc are the resulting input forces that act between
the coupled actuators and the bridge girder. Along with the total number of degrees of freedom,
the number of aerodynamically effective degrees of freedom of the bridge and the flaps are
reduced. If a rational function approximation of the aerodynamic forces with the Roger approach
is applied, the explanations given in Section 4.3 can be transferred to the transformation used
above in order to diminish the number of aerodynamic states.
Again, continuous mode shapes of the whole girder can alternatively be used for a discretisation
of the structure that is equipped with single actuators. Unfortunately, the differential equations
of different mode shapes get coupled in general because orthogonality conditions cannot be
applied if actuators are placed at a small number of positions. A bimodal approach can hardly be
justified with simple statements as done for the bridge so far. Additionally, one new equation
per actuator has to be introduced. From the mathematical point of view, however, there is
one interesting special case if the preconditions for Eq. (4.38) are complied with. Though this
system is not directly suited to a real implementation, fundamental characteristics can be simply
investigated with its help. Lots of identical actuators all along the girder are necessary. In the case
of discrete actuators, they must be equidistantly distributed. The actuator degrees of freedom are
continuously described as
ξc(x, t) =
∞
∑
j=1
Ω˘ j(x)ξc, j(t) (5.18)
in the sense of a kinematic coupling in the form of the mode Ω˘ j(x). This kinematic constraint is
restrictive because the actuator degrees of freedom are, in general, not limited by the constraints
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of the structural system. The continuous actuator input force is described in a similar restrictive
way.
fc(x, t) =
∞
∑
j=1
Ω˘ j(x)fc, j(t) (5.19)
The modal variables ξc, j and fc, j in both series energetically correspond with each other. As
already done for the bridge girder itself, the inertia effect due to the bending rotation ϕ of the
actuator is neglected. Without giving all the details here, the actuator-equipped structure can then
be described with a few ordinary differential equations for each mode j. No couplings between
the modes occur.
For one mode shape Ω˘ j(x), the equations can again be interpreted as the result of the mathemati-
cal description of two-dimensional models. These models are a combination of that in Figure 4.5
with those of Appendix A.2. Due to the later described objective of the controller design, the
first mode shape is again considered. The inertia properties of the reaction wheel and the control
moment gyroscope, as well as their input force, are now considered as physical quantities per
unit length. These variables are thus marked with a superscript ( )pl in the following. Similar to
the finite-element model of the bridge, the degrees of freedom defined in Eq. (2.19) are extended
and the equations of motion are adjusted.
The reaction wheel leads to an extension of the degrees of freedom with ξc = ( θrw ). After
suitably expanding the matrices of the two-dimensional bridge model in Eq. (4.51) with zeros,
the actuator mass matrix
Mc =

mplrwb2 0 0
0 Iplrw,h I
pl
rw,h
0 Iplrw,h I
pl
rw,h
 (5.20)
and the force vector with the actuator input(
0
fc
)
, fc =
(
Mplrw
)
(5.21)
are added.
Together with the additional degree of freedom ξc = ( θgy ), the control moment gyroscope
necessitates adding the matrices
Mc =

mplgyb2 0 0
0 Iplgy,l 0
0 0 Iplgy,l
 , Cc =

0 0 0
0 0 Iplgy,hΩgy
0 −Iplgy,hΩgy 0
 (5.22)
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and the vector(
0
fc
)
, fc =
(
Mplgy
)
. (5.23)
Finally, the degrees of freedom of the flaps are represented with ξc = ( θfl,win θfl,lee )T. The
details of the additional mass matrix are
Mc =
(
b 0
0 I
)
Me,cc
(
b 0
0 I
)
, (5.24)
where Me,cc is that of Eq. (5.10). Instead of the derivatives of the bridge cross section, those of
Section 2.2.3 must be employed. The actuator input in the force vector has the following detailed
entries.
0
fc,win
fc,lee
 , fc,win = ( Mfl,win ) , fc,lee = ( Mfl,lee ) (5.25)
Kinematic couplings between the wind- and leeward flap rotations can be modelled as explained
in connection with Eq. (5.17).
5.2 State-Space Models of the Actuator-Extended System
With the matrices and vectors derived in the last section, the equation of motion of the actuator-
equipped bridge takes the following form.
Ms
(
ξ¨s
ξ¨c
)
+Cs
(
ξ˙s
ξ˙c
)
+Ks
(
ξs
ξc
)
= fae+d
g
ae+
(
0
fc
)
(5.26)
The mass matrix Ms and the damping matrix Cs include the additional elements of the actuators.
If reaction wheels or control moment gyroscopes are used, the actuator displacements do not
induce aerodynamic forces, and aerodynamic forces do not act on the actuators. The aerodynamic
admittance functions of the bridge can thus be simply pumped up.(
I
0
)
Q
(
I 0
)
,
(
I
0
)
Qg (5.27)
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Accordingly, the matrices of the rational function approximation determined for the bridge are
modified. Whereas the matrices A j are treated as shown for the admittances, ( I 0 )TD for both
admittances and E( I 0 ) for the motion-induced aerodynamic forces must be performed. The
matrix R and, thus, the number of aerodynamic states, remain unchanged. If, in contrast, flaps
are employed as actuators, the admittance matrices change significantly. The rational function
approximation must then be carried out as explained in the chapters before.
In terms of a state-space model, Eq. (5.26) reads as
x˙as = Aasxas+Easd
g
ae+Basfc (5.28a)
yst = Casxas . (5.28b)
The entries of the matrices in both equations are similar to those in Eq. (4.56) and Eq. (4.57).
However, in the state vector xas, the structural degrees of freedom ξs must be replaced with
the extended ones of Eq. (5.16), and the structural output matrix Cst within the output matrix
Cas must be adjusted to the measured quantities. The input matrix of the actuator input fc is
determined as follows.
Bas =

M¯−1
0
0

(
0
I
)
(5.29)
As shown in Eq. (4.60) and the associated ones, the state-space representation of the gust-induced
aerodynamic forces can be combined with that of the actuator equipped aeroelastic system. The
alternative representation of the equation of motion in the sense of Eq. (4.63) is not pursued
in the following because a mathematically consistent state-space model is necessary to apply
customary methods of control theory later on.
The state in Eq. (5.28) contains both the actuator displacements ξc and the corresponding speeds
ξ˙c. As described in the following sections, the motions of the actuators are controlled so that the
actuator-equipped system is asymptotically stable and, thus, input-output stable. For actuators in
the form of flaps and gyroscopes, it makes sense to drive their displacements ξc back to zero
if no disturbances act on the bridge. For reaction wheels, however, it does not matter at which
angle the wheel finally stops. Asymptotic stability is only necessary for the rotational speed, not
for the rotation. If it is desired to exclude the wheel rotation from the state vector, the actuator
displacements ξc and, consequently, the forces that directly depend on them must be cancelled
from Eq. (5.26). Actuator speeds ξ˙c, actuator accelerations ξ¨c, and the corresponding forces
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remain untouched. The modified equation of motion can now be converted to a state-space model
in the form of Eq. (5.28). The state has the following entries in the structural part.
xst =

ξ˙s
ξ˙c
ξs
 (5.30)
All columns and rows of the matrices Aas, Eas, Bas, and Cas that directly correspond to the
actuator displacements are deleted.
Eq. (5.28) yields the degrees of freedom of the actuator-equipped bridge under the effect of
disturbing gusts and actuator input forces fc. To alternatively allow an input in terms of the
actuator displacements ξc, the model can be rearranged based on Eq. (5.26). According to the
separation of the degrees of freedom in Eq. (5.16), the admittance matrix of the gust-induced
aerodynamic forces is separated into an upper and lower part. The matrices of all other terms
are separable into four submatrices due to their dependency on the displacements. All these
submatrices are appropriately tagged with the indices s and c or combinations of them.
Since the actuator displacements ξc are now specified as input terms, only the structural displace-
ments ξs are unknown degrees of freedom, which have to be determined with the help of the
differential equation. Multiplying Eq. (5.26) by
(
I 0
)
from the left side gives the necessary
equations.
(
Ms,ss Ms,sc
)( ξ¨s
ξ¨c
)
+
(
Cs,ss Cs,sc
)( ξ˙s
ξ˙c
)
+
(
Ks,ss Ks,sc
)( ξs
ξc
)
=
(
I 0
)
fae+
(
I 0
)
dgae
(5.31)
The lower block of Eq. (5.26), separable from Eq. (5.26) with a multiplication by
(
0 I
)
from
the left, can be used to determine the actuator input forces fc that correspond to ξc.
If reaction wheels or control moment gyroscopes are employed, the motion-induced aerodynamic
forces are not influenced by the actuator displacements. With the matrices of the rational function
approximation of the bridge derivatives used in Section 4.5, a state-space model can be derived.
x˙as = Aasxas+Easd
g
ae+Basxc (5.32a)
yst = Casxas (5.32b)
The elements of the matrices and vectors almost comply with those of Eq. (4.56). Only the
modified mass, damping, and stiffness matrices are altered.
M¯=Ms,ss−q0(b/U)2A2 , C¯= Cs,ss−q0(b/U)A1 , K¯=Ks,ss−q0A0 (5.33)
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The input matrix and the actuator input in the additional term of the state equation take the
following form.
Bas =−

M¯−1
0
0
( Ms,sc Cs,sc Ks,sc ) , xc =

ξ¨c
ξ˙c
ξc
 (5.34)
Gust-induced aerodynamic forces can, moreover, be handled in exactly the same way as described
in Eq. (4.60) and the associated ones.
In the case of the reaction wheel, it is again an interesting alternative to exclude the actuator
displacements, but not their derivatives, from the model. For this purpose, the variable ξc, but
not its derivatives, must be cancelled in Eq. (5.31) and Eq. (5.34). Correspondingly, the matrix
Ks,sc, which is a zero matrix, is deleted from the input matrix Bas.
If the actuator displacements generate aerodynamic forces, as is the case when flaps are attached
to the girder, the derivation of a state-space model is a bit more complicated. First, the matrices
of the rational function approximation of the motion-induced aerodynamic forces are separated.
A j =
(
A j,s
A j,c
)
=
(
A j,ss A j,sc
A j,cs A j,cc
)
, D=
(
Ds
Dc
)
, E=
(
Es Ec
)
(5.35)
The matrices A0 and D of the admittance approximation of gust-induced aerodynamic forces
are split up in the same way. With this kind of separation, the state-space model of the motion-
induced aerodynamic forces that act corresponding to the structural degrees of freedom follows
from Eq. (3.18) and Eq. (3.10b).
ξ′a = Rξa+
(
0 ( Es Ec ) 0
)

(
ξ′′s
ξ′′c
)
(
ξ′s
ξ′c
)
(
ξs
ξc
)

(5.36a)
(
I 0
)
fae = q0Dsξa+
+q0
(
( A2,ss A2,sc ) ( A1,ss A1,sc ) ( A0,ss A0,sc )
)

(
ξ′′s
ξ′′c
)
(
ξ′s
ξ′c
)
(
ξs
ξc
)

(5.36b)
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Inserting this model into Eq. (5.31) again leads to a state-space model in the form of Eq. (5.32).
The entries in the system matrix Aas are slightly changed, and the input matrix Bas gets more
summands.
Aas =

−M¯−1C¯ −M¯−1K¯ q0M¯−1Ds
I 0 0
Es 0 (U/b)R
 (5.37a)
Bas =−

M¯−1
0
0
( Ms,sc Cs,sc Ks,sc )+

0
0
( 0 Ec 0 )
+
+

M¯−1
0
0
q0( (b/U)2A2,sc (b/U)A1,sc A0,sc )
(5.37b)
For this case, the following modified matrices are defined.
M¯=Ms,ss−q0(b/U)2A2,ss , C¯= Cs,ss−q0(b/U)A1,ss , K¯=Ks,ss−q0A0,ss (5.38)
In the appended model of the gust-induced aerodynamic forces, the upper matrices Ds and A0,s
must be employed.
In Eq. (5.36), the length of the output vector is shorter than that of the input vector. If the rational
function approximation is carried out with the Roger approach, the number of aerodynamic states
can thus be minimised with an arrangement in the form of Eq. (3.20). This minimisation requires
two modifications. The first concerns the coefficient matrices A j, ( j > 2) in the matrix E. From
these matrices, the rows must be deleted that are connected with the forces which correspond
to ξc. This can be simply done by the multiplication
(
I 0
)
A j, ( j > 2). Cancelling the
corresponding zero columns in the matrix Ds is the second modification. To apply the procedure,
the matrix D must not have been transformed with the modal matrix in a preceding step as
explained in connection with Eq. (4.32) and Eq. (4.33).
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If, moreover, it is desired to know the actuator input forces fc, which correspond to the actuator
displacements ξc, they follow from Eq. (5.26) as mentioned before.
fc =−
(
0 I
)
fae−
(
0 I
)
dgae+
+
(
( Ms,cs Ms,cc ) ( Cs,cs Cs,cc ) ( Ks,cs Ks,cc )
)

(
ξ¨s
ξ¨c
)
(
ξ˙s
ξ˙c
)
(
ξs
ξc
)

(5.39)
In the case of reaction wheels and control moment gyroscopes, no aerodynamic forces act on
the actuators. Both summands in the first line of Eq. (5.39) thus vanish. The remaining non-zero
terms can be transformed into a simple output equation of the state-space model in Eq. (5.32).
fc =
(
(Cs,cs−Ms,csM¯−1C¯) (Ks,cs−Ms,csM¯−1K¯) (Ms,cs q0M¯−1D)
)
xas+
+
(
Ms,csM¯−1
)
dgae+
+
(
(Ms,cc−Ms,csM¯−1Ms,sc) (Cs,cc−Ms,csM¯−1Cs,sc)
(Ks,cc−Ms,csM¯−1Ks,sc)
)
xc
(5.40)
In contrast to Eq. (5.32b), this output equation, in general, has additional linear feedthrough
summands that directly pass the disturbance and the displacement input to the output.
More effort is necessary to determine the forces fc when flaps are applied. If the Roger approach
is used for the rational function approximation of the motion-induced aerodynamic forces and
the number of aerodynamic states is minimised as described above, a solution cannot be found
in terms of an additional output equation. In the latter case, the aerodynamic states in Eq. (5.32a)
that are necessary for a calculation of the forces fc are cancelled. One way to get the forces
for all kinds of the rational function approximation is to convert Eq. (5.39) into the following
state-space model.
ξ˙a = (U/bR)ξa+0d
g
ae+
(
0 ( Es Ec ) 0
)

(
ξ¨s
ξ¨c
)
(
ξ˙s
ξ˙c
)
(
ξs
ξc
)

(5.41a)
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fc =−q0Dcξa−
(
0 I
)
dgae+
+
( (
( Ms,cs Ms,cc )−q0(b/U)2( A2,cs A2,cc )
)
(
( Cs,cs Cs,cc )−q0(b/U)( A1,cs A1,cc )
)
(
( Ks,cs Ks,cc )−q0( A0,cs A0,cc )
) )

(
ξ¨s
ξ¨c
)
(
ξ˙s
ξ˙c
)
(
ξs
ξc
)

(5.41b)
Having determined the structural states xst and x˙st with Eq. (5.32), they can be inserted as
the input into Eq. (5.41). A state minimisation in Eq. (5.41) is possible if the Roger approach
is applied for the rational function approximation of the motion-induced aerodynamic forces.
Similar to the minimisation procedure described for Eq. (5.32), rows in the submatrices of the
matrix E must be deleted by multiplying
(
0 I
)
A j, ( j > 2) and the zero columns in Dc must
be cancelled.
From Eq. (5.40) and Eq. (5.41), it can be directly seen that the differentiability of the displacement
input must fulfil some requirements. The one-sided second derivatives of ξc and thus finite values
of ξ¨c must exist to be connected to finite forces.
The vector xc does not only contain the displacement input ξc but also its derivatives. As these
subvectors are not independent of one another, the state-space model in Eq. (5.32) does not lend
itself to be applied for investigations with the usual methods of control theory. Hence, the vector
xc must be determined from one of its subvectors to get an independent input. In the studies
presented here, the displacements ξc themselves are usually chosen for this purpose. A simple
state-space model for the transfer from ξc to its derivatives, however, cannot be established
and appended to that in Eq. (5.32). A pure differentiation without delay is not causal and not
technically realisable.
One way to provide an input that almost exactly equals the actuator displacements ξc is to use a
special third-order system. In terms of a differential equation it has the following form.
...
ξc+Cuc2 ξ¨c+C
uc
1 ξ˙c+C
uc
0 ξc = C
uc
0 uc (5.42)
When setting Cucj =C
uc
j I, all the rows of this system of equations are decoupled and have the
same dynamics. The equation can be interpreted as a description of the transfer from the elements
of uc to the corresponding ones in ξc. It is equivalent to the state equation
x˙c = Aucxc+Bucuc (5.43)
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of a state-space model with the output ξc where
Auc =

−Cuc2 −Cuc1 −Cuc0
I 0 0
0 I 0
 , Buc =

Cuc0
0
0
 . (5.44)
Since identical parallel systems are used, the transfer equation takes the following form in the
frequency domain
ξc =Guc uc = GucI uc , (5.45)
where
Guc =
Cuc0
s3+Cuc2 s
2+Cuc1 s+C
uc
0
=
Cuc0
(s− s1)(s− s2)(s− s3) . (5.46)
The coefficients Cucj of this rational transfer function can be derived from its poles s j.
Cuc0 =−s1s2s3 , Cuc1 = s1s2+ s1s3+ s2s3 , Cuc2 =−(s1+ s2+ s3) (5.47)
Identical poles for the different signal paths are not problematic because the corresponding
identical eigenvalues in the system matrix Auc are connected to different eigenvectors. Due
to the selected coefficients, the zero-frequency gain is constrained to having the value one. If
negative real poles are applied, the step response has no overshot. Placing one pole, e. g. s1, far
to the right of the others leads to a behaviour which is similar to that of a first order system.
Hence, the step response reaches about 95% of its final value at t = 3 ·1/|s1|. If sufficiently
high absolute values are chosen for s1, the transfer from uc to ξc is very fast and both vectors
are almost identical. To distinguish the elements of both displacement vectors, those of uc are
marked with the superscript ( )uc. Due to the lagging character of this dynamic system, the
transfer has a low-pass behaviour. In order to allow a signal to pass with almost no changes in
magnitude and phase at all frequencies that can occur in the actuator input, the poles must be
appropriately placed. The transfer function along the positive part of the imaginary frequency
axis for s1 =−1000 1/s, s2 = 10s1, and s3 = 20s1 is shown in Figure 5.4 in terms of a Bode plot.
There are no resonance peaks because only real poles are used. The break frequencies of such a
special rational transfer function equal the absolute values of its poles. In addition to the exact
curves, the straight line approximations are displayed in Figure 5.4. The highest frequency of the
actuator displacements is assumed to equal that of the gust disturbance, which is ω = 2pi ·10 1/s
according to Section 4.7. Up to this frequency, the transfer element shows no relevant changes in
magnitude and phase. If the dynamics of further actuator parts need to be considered, they can
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(a) Magnitude plot. (b) Phase plot.
Figure 5.4: Bode plots of the chosen third oder system.
also be modelled with this transfer element and appropriate pole locations. In ZAERO (2004),
for instance, such a third-order system is, thus, denoted as an actuator model.
Finally, Eq. (5.43) can be combined with the state-space model in Eq. (5.32)
x˙asu = Aasuxasu+Easud
g
ae+Basuuc (5.48a)
yst = Casuxasu , (5.48b)
where
xasu =
(
xas
xc
)
, Aasu =
(
Aas Bas
0 Auc
)
(5.49a)
Easu =
(
Eas
0
)
, Basu =
(
0
Buc
)
, Casu =
(
Cas 0
)
. (5.49b)
The block triangular form of the system matrix Aasu shows that the eigenvalues of the actuator-
extended aeroelastic system are not influenced by the eigenvalues of the third-order system. As
parts of the state xc, the actuator displacements and their derivatives are again included in the
state of the actuator-equipped system. The model of the gust-induced aerodynamic forces can be
appended as explained before.
If it is desired to not include the actuator displacements ξc in the state of the actuator-equipped
system, the vector xc only contains the actuator speeds ξ˙c and the actuator accelerations ξ¨c. For
this case, the speeds are chosen as the independent input. With a fast second order system, a
transfer from an input uc that almost exactly equals the actuator speeds can be modelled. The
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state-space model takes the form of Eq. (5.43). Eq. (5.44), Eq. (5.46), and Eq. (5.47) must be
replaced with
Auc =
(
−Cuc2 −Cuc1
I 0
)
, Buc =
(
Cuc1
0
)
, (5.50)
Guc =
Cuc1
s2+Cuc2 s+C
uc
1
=
Cuc1
(s− s1)(s− s2) , (5.51)
and
Cuc1 = s1s2 , C
uc
2 =−(s1+ s2) , (5.52)
respectively. Choosing s1 and s2 as carried out for the third-order system again leads to a transfer
element with an almost ideal low pass behaviour within a sufficiently wide frequency range.
The state-space model in Eq. (5.28) for the force input and that in Eq. (5.48) for the displacement
input are the basis for the investigations in the following sections. The question of how to realise
the theoretical force or displacement input and the kinematic coupling of the actuators in a
sufficiently precise manner is not dealt with here.
5.3 Controllability and Observability
Controllability and observability are basic characteristics of a dynamic system which crucially
influence the feasibility of a later applied feedback control. With such a control, only the part
of the system can be manipulated that is both controllable and observable. A system is called
completely controllable if it can be transferred from an arbitrary initial state to any other state
within a finite time interval by an appropriate system input. It is said to be completely observable
if the initial state can be determined from the system input and output of a finite time interval
that begins at time t = 0.
Before examining these properties for the actuator-extended systems, they are checked for
the employed state-space model of the motion-induced aerodynamic forces, which is given in
Eq. (3.18) and Eq. (3.10b) together with the entries either in Eq. (3.19), Eq. (3.20), or Eq. (3.22).
This force model is connected to the structural system in a feedback loop, as already mentioned
in Section 4.5. If parts of the aerodynamic system are uncontrollable or unobservable, they do
not change these properties in the model of the aeroelastic system. The diagonal canonical form
of the system matrix R of the aerodynamic state-space model is favourable for an investigation.
Provided that the nγ poles have different values, only the state variables in ξa,µ , which belong to
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one pole (−γµ), together with the associated system matrix Rµ , the input matrix Eµ , and the
output matrix Dµ must be considered. Moreover, the Gilbert criteria (Gilbert 1963) can be used
to check controllability and observability. These criteria read as follows.
Provided that the state-space model has a diagonal canonical form, a system is completely
controllable (observable) if and only if the input (output) matrix has no zero rows (columns) and
the rows (columns) of the input (output) matrix that belong to the state variables with identical
eigenvalues are linearly independent.
A derivative matrix of an aerodynamic transfer equation where all elements of the input vector
are linearly independent and aerodynamically effective is the basis of the following investigations.
Both the elements of the input and the output vector are assumed to be defined in an energetically
corresponding manner without redundancies. From such a derivative matrix, several rows or
columns can have been deleted. Cases with other derivative matrices are not addressed here, but
they can be studied in a similar way.
The following statements hold true for all types of the addressed derivative matrix. If the Karpel
approach is used for the approximation, the system Rµ has just a single element. As the input
matrix Eµ is a non-zero row vector, the aerodynamic model is completely controllable. Complete
observability is ensured because the output matrix Dµ is a non-zero column vector. If the Roger
approach is applied, two interesting cases can be discussed. First, the length of the input vector
is shorter than that of the output vector. For the version in Eq. (3.19), the number of diagonal
elements of Rµ equals the length of the input vector. The input matrix Eµ is an identity matrix
whose rows are linearly independent. Hence, the system is completely controllable. The number
of columns in the output matrix Dµ is lower than the number of rows. In general, these columns
are linearly independent and the system is, thus, completely observable. In contrast, for the
version given in Eq. (3.20), the number of diagonal elements of Rµ equals the length of the output
vector. The output matrix Dµ is an identity matrix with linearly independent rows. Complete
system observability is thus given. However, the number of rows of the input matrix Eµ is
greater than the number of columns. In general, the number of linearly dependent rows equals
the difference of the dimensions. Hence, this model version is not completely controllable.
With the help of a Kalman decomposition, a subsystem of this Roger approach version can
be found that is both controllable and observable. Such a subsystem, however, always has the
same transfer behaviour as the total system. It is called the minimal realisation of the transfer
function. Interestingly, the model with the matrices of Eq. (3.19) is such a subsystem. In the
second case, the length of the input vector is longer than that of the output vector. Similar as
argued before, the Gilbert criteria can be used to show that the aerodynamic system with the
matrices in Eq. (3.20) is now completely observable and, in general, completely controllable.
With the matrices in Eq. (3.19), however, the model is completely controllable but not completely
observable. A Kalman decomposition can again be applied to show that now the model version
based on Eq. (3.20) can be identified as a controllable and observable subsystem of the model
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version with the matrices in Eq. (3.19). After considering the two cases, it is also clear that
for systems with a single input or a single output, the Karpel approach is a controllable and
observable subsystem of the Roger approach.
Based on the foregoing statements, a special case is explained below for quadratic derivative
matrices. The matrices Dµ in the version of Eq. (3.19) and Eµ in the version of Eq. (3.20) are
also quadratic in this case. As a consequence of the explanations in the last paragraph, complete
controllability and complete observability is given for the Roger approach in general. Despite
that, if the theoretical derivatives of flat plates in two-dimensional flow, which are introduced in
Section 2.2.2 and Section 2.2.3, are well approximated with the Roger approach, parts of the
aerodynamic system become either unobservable or uncontrollable. All columns and all rows of
the Aµ+2 matrix (1 < µ < nγ) linearly depend on each other for the theoretical flat-plate case,
as already mentioned in Section 3.5.2. Hence, according to the Gilbert criteria, the aerodynamic
model based on Eq. (3.19) is not completely observable and the model with the version of
Eq. (3.20) is not completely controllable. There is a parallel interconnection of subsystems
whose relevant dynamic properties are identical. A Kalman decomposition shows that the Karpel
approach is an observable and controllable subsystem of a Roger approach. This is an additional
explanation why the Karpel approach can be derived from a Roger approach for the theoretical
flat-plate case.
In the model of the actuator-extended aeroelastic system, the dimensions of the uncontrollable
and unobservable system parts that originate from the model of motion-induced aerodynamic
forces remain the same although the numerical values of the eigenvalues change. However, these
lacks of controllability and observability are a consequence of the mathematical description
of the transfer behaviour of the motion-induced aerodynamic forces. To which extent the total
flow can be influenced and ascertained, is not the question here. As explained before, the
lacks can be avoided if a minimal realisation of the aerodynamic transfer function is chosen. If
not otherwise specified, such a minimal realisation is assumed for the following explanations.
Controllability and observability of the actuator-extended aeroelastic system are first discussed
for the two-dimensional system, before the investigations are extended to the three-dimensional
one.
For the two-dimensional system, the explanations starts with the state-space model given in
Eq. (5.28), where the force fc is the system input. Complete controllability is given in general for
all types of actuators. Although the input forces are connected to the actuator degrees of freedom,
the actuator-typical couplings, which are described in Section 5.1, ensure the signal transfer to the
bridge. The selection of the introduced actuators would not make sense if complete controllability
was not given. However, exceptions exist at singular wind speeds. They are decisive for the
actuator application and are addressed in the next sections.
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Observability depends on the entries of the output vector. One or more entries of the structural
state vector xst, or combinations of them, can be measured. Questions concerning their measure-
ment or the choice of suitable sensors are excluded from the investigations presented here. For
several cases of possible outputs, the actuator-typical couplings are not sufficient to make the
complete system observable. For instance, if control moment gyroscopes are employed, measur-
ing the gimbal angle θgy is, in general, sufficient for a complete observation of the aeroelastic
system, whereas only the knowledge of the bridge rotation α or the vertical translation h is not.
To circumvent this problem, an additional coupling between the bridge and the actuator can be
introduced in terms of a weak spring-damper connection.
Mrw = Ks,θθrw+Cs,θ θ˙rw (5.53a)
Mgy = Ks,θθgy+Cs,θ θ˙gy (5.53b)
Mfl,win = Ks,θθfl,win+Cs,θ θ˙fl,win , Mfl,lee = Ks,θθfl,lee+Cs,θ θ˙fl,lee (5.53c)
Further arbitrary force inputs into the actuator-extended system are still possible. If a reaction
wheel is applied and the displacement θrw is cancelled from the state, only a damper connection
makes sense. In this case, the first summand must be deleted in Eq. (5.53a), and in the aeroelastic
model, it is not possible to take it into account. The constants Ks,θ and Cs,θ can be included in
damping and stiffness matrices of the respective actuators in the way shown for the actuator
properties in Section 5.1. As a consequence of the additional coupling, the measurement of only
one entry of the structural state xst is adequate for complete observability of the aeroelastic state
xas, in general. Depending on the output, exceptions can occur at the mentioned singular wind
speeds where the aeroelastic system is not completely controllable. The lack of observability is
connected to the same system part that is also not controllable. Since the absence of only one
of these characteristics is enough to make a system part inaccessible for a closed-loop control,
observability problems are usually not further addressed here.
In order to choose the numerical parameters of the spring-damper connection, the isolated
actuators are considered and their vibration frequency is related to the first structural bending
frequency of the bridge.
Ks,θ = (0.1ωs,h)2Irw,h , Cs,θ = 0.5
(
2Irw,h(0.1ωs,h)
)
(5.54a)
Ks,θ = (0.1ωs,h)2Igy,l , Cs,θ = 0.5
(
2Igy,l(0.1ωs,h)
)
(5.54b)
Ks,θ = (0.1ωs,h)2(Ifl/2) , Cs,θ = 0.5
(
2(Ifl/2)(0.1ωs,h)
)
(5.54c)
In the case of the flaps, a hinge position in their midpoint is assumed for this purpose, independent
of their real position. Apart from the observability problem, spring-damper connections, which
are fixed and unvarying devices, have the advantage of smoothly limiting the rotation and the
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angular speed of the actuators. Without them, free motions of the actuators are possible, which
are presumably difficult to handle from a technical point of view. The term free motion, or
alternatively rigid body motion, is used here if double eigenvalues of the system matrix at the
origin of the frequency plane occur that are connected to identical eigenvectors. A dynamic
system which includes parts that have a free motion is unstable in the sense of Lyapunov.
Figure 4.8(c) shows a simple example for a system with a free motion. A free motion of an
actuator goes along with an eigenvector that only has non-zero entries in the degrees of freedom
of the actuator. In the cases of the reaction wheel and the control moment gyroscope, respectively,
the inertia and the gyroscopic couplings of the degrees of freedom alone cannot avoid such kinds
of actuator motions. If flaps are employed, only the motion-induced aerodynamic forces can
have a limiting effect on their rotations. The chosen numerical values of the weak spring-damper
parameters are similar to those proposed in Preumont & Seto (2008) and Preumont (2011) for
active mass dampers. Transferred to the reaction wheel, for instance, these values ensure that
the total moment which is created by the spring, the damper, and the input Mrw(0+ iω) almost
equals the input Mrw(0+ iω) in the range of the first structural eigenfrequency ωs,h and higher
frequencies. This statement is correct only if the angular acceleration of the bridge α¨ is much
smaller than the relative one θ¨rw of the reaction wheel.
If the two-dimensional system is described with Eq. (5.48), the actuator-displacements are not
only included in the aeroelastic state vector xasu but also as uc in the input vector. The state xc of
the low-pass third-order system should not be affected with a closed-loop control and is excluded
after a system decomposition, which is described at the end of this section. Questions concerning
controllability and observability of this state are superfluous. Again, the remaining structural state
xst and the aerodynamic states in ξa are completely controllable, in general. Measuring only one
entry of the structural state vector is, in general, sufficient to completely observe these aeroelastic
states. A spring-damper connection between the actuator and the bridge is not necessary because
the actuator displacements are not free motions. The aforementioned exceptions of complete
controllability and observability that occur for the system with a force input at singular wind
speeds also exist for the system with a displacement input. They are excluded from the discussion
in this section.
Concerning the three-dimensional system, the forgoing statements must be extended. Uncontrol-
lable or unobservable parts of the model of the motion-induced aerodynamic forces due to similar
rows and columns in approximation matrices do usually not occur. One discrete actuator or flaps
along a finite girder length are generally sufficient to control all structural and aerodynamic
degrees of freedom. Using modal variables facilitates the understanding of the phenomenon.
Even if a discrete actuator is positioned at a nodal point of a structural mode, controllability of
this mode is given due to the aerodynamic coupling with other structural modes that have no
nodal point there. As exceptions, two examples are mentioned in the following. A single reaction
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wheel in the midpoint of the bridge is not able to control the antimetric structural modes. All these
modes have a nodal point there, and they are not coupled with the symmetric structural modes.
Moreover, identical reaction wheels that are arranged symmetrically around the middle of the
bridge and that are kinematically coupled in terms of symmetric shapes cannot control antimetric
structural modes. Further exceptions are addressed in the following sections. Observability of
the three-dimensional system, with respect to physical or modal outputs, can be assessed in a
similar way.
All foregoing statements concerning the properties of the actuator-extended aeroelastic systems
can be confirmed numerically after defining numerical parameters. Especially the Hautus criteria
(Hautus 1970) lend themselves for such a numerical investigation. They read as follows.
A system with the state matrix Asys, the input matrix Bsys and the output matrix Csys is completely
controllable (observable) if and only if the rank of the matrix
(
(ssys,iI−Asys) Bsys
) 
(
(ssys,iI−Asys)
Csys
) (5.55)
equals the number of rows of the system matrix Asys for all of its eigenvalues ssys,i.
As long as eigenvalues are not multiple, controllability and observability can be related without
problems to the single eigenvalues and the corresponding canonical state variables. Under this
condition, the Hautus criteria can be applied to check the properties for every eigenvalue. If
eigenvalues are multiple and connected to controllable and uncontrollable state variables, the
criterion only says that at least one of the multiple eigenvalues is not controllable. The same
holds for the observability problem.
To determine the rank of a matrix, the function rank of MATLAB (2007) is employed. This
function utilises a singular value decomposition because the rank of the matrix equals the number
of its singular values. According to the software help, it is said to be the most reliable method.
Numerically, if for instance rows are almost, but not exactly, identical, the number of singular
values is higher than the expected rank. Therefore, only the singular values that are larger than a
tolerance are counted. Especially if the model with the displacement input in Eq. (5.48) is used,
the singular values can considerably differ in their size due to the large absolute values of the
low-pass filter eigenvalues. Hence, the tolerance must be set with care, and it depends on the
particular system. The range of singular values should always be checked.
As already carried out in Chapter 4 for the analysis of the bridge, the minimal realisation of the
transfer function of the motion-induced aerodynamic forces is not always chosen a priori in the
work presented here. The Roger approach, for instance, is often used, though it can always be
converted in the Karpel form for the theoretical two-dimensional flat-plate problems. The later
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addressed controller-design algorithms, however, finally take the system part into account that
can be influenced with a closed-loop control. As explained in the last paragraph, state variables of
the system can be erroneously considered as controllable and observable due to small numerical
variations of the entries in the state-space model. Working with these state variables can lead
to absurd controller gains. Therefore, separating the system part that is both controllable and
observable should not be blindly left to black-box functions of the used software.
The following algorithm is recommendable if the Roger approach leads to uncontrollable or
unobservable eigenvalues or if the low-pass filter eigenvalues of a system with a displacement
input must be separated. The system matrix is assumed to be diagonalisable and multiple
eigenvalues should not occur. Usually, these preconditions are fulfilled for the investigated
aeroelastic systems if free motions of the actuators are avoided and the eigenvalues of the low-
pass filter are treated separately. Exceptions are addressed in the next sections. First, an eigenvalue
analysis of the aeroelastic system is performed. Using the matrix Φ of the eigenvectors for the
transform
xas =Φxmas , xasu =Φx
m
asu (5.56)
leads to the state-space models in their diagonal canonical form. Taking for instance the model
of Eq.(5.28), the result is
x˙mas = A
m
asx
m
as+E
m
asd
g
ae+Bmasfc (5.57a)
yst = Cmasx
m
as , (5.57b)
where
Amas =Φ
−1AasΦ , Emas =Φ
−1Eas , Bmas =Φ
−1Bas , Cmas = CasΦ . (5.58)
The transformed system matrix Amas is a diagonal matrix with the eigenvalues on its main diagonal,
as intended. In the next step, every eigenvalue of the system, apart from those of the low-pass
filter in Eq. (5.48), is checked for controllability and observability with the Hautus criteria. The
eigenvectors of all eigenvalues that are detected as uncontrollable or unobservable are removed
from the modal matrix. In the same way, the eigenvectors of the low-pass filter are cancelled.
From the inverse modal matrix, the rows corresponding to all cancelled columns of the modal
matrix are also deleted. Again conducting the transformation shown above with the reduced
matrices yields the part of the system that is fully accessible for a feedback control.
The disadvantage of the explained procedure is that the transformed state-space model has
complex entries in the matrices and consequently complex entries in the state. They occur because
some of the eigenvalues and eigenvectors are complex. Often, controller design algorithms only
accept real models. The usual way to get a real model is not to use the complex eigenvector and
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its always appearing complex-conjugate in the modal matrix but its real and imaginary part. For
the model of Eq.(5.28), this means
Φ=
(
· · ·
(
x˘as x˘cas
)
· · ·
)
→ Φ=
(
· · · ( Re(x˘as) Im(x˘as) ) · · ·
)
. (5.59)
As a consequence, the system matrix takes a block diagonal form.
Amas =

. . . 0(
sas 0
0 scas
)
0 . . .
 → Amas =

. . . 0(
σas ωas
−ωas σas
)
0 . . .
 (5.60)
5.4 Numerical Actuator Parameters and Open-Loop
Characteristics
Knowledge about the dynamic characteristics of the uncontrolled actuator-equipped aeroelastic
systems is necessary for a thorough controller design and a sound investigation of the controlled
systems. Since the systems described so far are later extended with a feedback control, which
is also called closed-loop control, they are not only denoted as uncontrolled systems but also
as open-loop systems. The detailed controller design is presented in the next section for the
two-dimensional systems with the actuator parameters given in Table 5.1. These parameters have
been chosen also with respect to technical feasibility.
Small actuator masses are desirable to avoid an unnecessary increase of the bridge self-weight.
To be effective under tolerable actuator displacements, however, a certain inertia is indispensable
for the reaction wheels and the control moment gyroscopes. As the flaps do not need a mass to
be effective, their mass is roughly estimated with respect to a sufficiently capable design. All
the moments of inertia are determined with an adequate accuracy. Due to the additional weight
of the actuators, the stiffness of the cables slightly increases. This effect is assumed to be small
and not taken into account. If flaps are employed, their hinge positions are assumed to be fixed
and not shiftable. Normally, two mean directions of the approaching flow are possible. Hence,
only symmetric hinge positions are investigated. If not otherwise specified, bfl = 0.1b, the hinge
position C, and aerodynamic forces of the type Kü oga are assumed to limit the number of
investigated cases. Both separately driven and kinematically coupled flaps are considered. If the
direction of the horizontal reference wind velocity changes, the terms windward and leeward
flap change their positions.
For the single flat plate, the rational function approximation of the aerodynamic derivatives with
the Roger approach according to Eq. (3.32a) is used in the following sections. The aerodynamic
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Table 5.1: Actuator properties in the 2d model.
reaction wheel
wheel shape circular ring
radius rrw = 19 b
actuator distance 25 m
mass mplrw = 0.05m
mass moment of inertia Iplrw,h = m
pl
rwr2rw
control moment gyroscope
rotor shape circular ring
radius rgy = 19 b
actuator distance 25 m
mass mplgy = 0.05m
mass moment of inertia Iplgy,h = m
pl
gyr2gy
Iplgy,l =
1
2 m
pl
gyr2gy
spin speed of a rotor Ωgy = 5Cs,α/I
pl
gy,h
flaps
mass mfl = 0.1mbfl/b
mass moment of inertia Ifl = 13 mflb
2
fl
hinge positions (A) dh,win = 1bfl, dh,lee = −1bfl
(B) dh,win = 0.5bfl, dh,lee =−0.5bfl
(C) dh,win = 0bfl, dh,lee = 0bfl
(D) dh,win =−0.5bfl, dh,lee = 0.5bfl
(E) dh,win = −1bfl, dh,lee = 1bfl
kinematic couplings (sd) same direction
(
θfl,win
θfl,lee
)
=
(
1
1
)
θfl
(od) opposite directions
(
θfl,win
θfl,lee
)
=
(
1
−1
)
θfl
aerodynamic forces (Kü) according to Küssner & Göllnitz (1964)
(Th) according to Theodorsen & Garrick (1941)
gap between bridge
and flaps
(oga) open gap
(sga) sealed gap
derivatives of the plate with flaps are directly approximated with the Roger approach for the
different hinge positions and several flap widths. When using the same settings that are described
for the addressed single-plate approximation, a problem arises. Especially for small flaps, double
poles with large coefficients are not unlikely to occur. Employing the poles of the C approximation
given in the third block of Table 3.2 as initial pole locations is one method to avoid them. In
the case of kinematically coupled flaps, a reduction of the number of aerodynamic states as
mentioned in connection with Eq. (5.17) is not performed.
Figure 5.5, Figure 5.6, and Figure 5.7 show the eigenvalues of the actuator-equipped systems
with a displacement input according to Eq. (5.48). With respect to the bridge, the actuators are
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Figure 5.5: Eigenvalues of the 2d model of the aeroelastic system extended with reaction wheels. Dis-
placement input.
Figure 5.6: Eigenvalues of the 2d model of the aeroelastic system extended with control moment gyro-
scopes. Displacement input.
Figure 5.7: Eigenvalues of the 2d model of the aeroelastic system extended with flaps. Displacement
input.
unmoved. When using a reaction wheel, the eigenvalues for both kinds of displacement inputs
just differ in those of the low pass filter, which are far outside the displayed areas. Reaction
wheels and control moment gyroscopes only marginally modify the inertia properties of the
bridge. Hence, the flutter wind speeds almost equal that in Figure 4.7. The divergence wind
speed, however, remains unchanged for both types of actuators. It only depends on the steady
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Figure 5.8: Influence of the varied torsional stiff-
ness on the critical wind speeds.
Figure 5.9: Sketch of a branching point.
aerodynamics of the bridge and the corresponding structural stiffness. Both properties are not
modified with these actuators. That does not hold for attached flaps. They modify the admittance
Gae of motion-induced aerodynamic forces due to the broadened plate. Higher steady motion-
induced aerodynamic forces lead to a lower divergence wind speed, as can be observed in
Figure 5.7. As the flaps are unmoved, it does not matter if the flaps are kinematically coupled
or not. The flutter wind speed is merely changed for the chosen numerical parameters. In
general, this speed can be noticeably lower, higher, or a flutter instability can even not occur at
all. Avoiding the flutter instability by means of a pure increase of the bridge width, however,
is not desirable. Simultaneous to the change of the flutter wind speed, the divergence wind
speed drastically decreases, the aeroelastic admittances become more unfavourable, and the
gust-induced aerodynamic forces get higher.
In the work presented here, the effect of controlled actuator motions especially on aeroelastic
instabilities is shown. Therefore, the numerical parameters of the bridge have been selected so
that both kinds of aeroelastic instabilities occur for the uncontrolled actuator-extended systems.
Figure 5.8 shows the critical wind speeds of the two-dimensional system for a varied torsional
stiffness. The torsional moment of inertia It in Table 4.1 is adjusted to obtain a frequency ratio
ωs,α/ωs,h = 1.25. As can be seen, flutter occurs even if bfl = 0.25b. For such a flap width, there
is no flutter if ωs,α/ωs,h = 1.12, which corresponds to the standard value of It in Starossek
(1992).
Beginning with Figure 5.10, the eigenvalues of the actuator-equipped systems with a force
input according to Eq. (5.28) are illustrated. The actuator motions are now degrees of freedom
and occur as state variables in the state-space model. Figure 5.10 and Figure 5.11 show the
eigenvalues of the bridge that is equipped with reaction wheels. The first pair of figures belongs
to the model where θrw is included in the state vector. Due to the high ratio between the bridge
and the actuator mass and due to the weak spring connection, there are two complex-conjugate
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Figure 5.10: Eigenvalues of the 2d model of the aeroelastic system extended with reaction wheels. State
includes θrw. Force input.
Figure 5.11: Eigenvalues of the 2d model of the aeroelastic system extended with reaction wheels. State
does not include θrw. Force input.
eigenvalues whose eigenvectors have very dominant entries in the state variables of the wheel.
These eigenvalues almost equal those of the isolated actuators and are almost not influenced
by the reference wind speed U . All other eigenvalues are very similar to those of the bridge
given in Figure 4.7. As explained for the displacement input, the divergence wind speed is not
affected by the reaction wheel. The divergence eigenvector has zero entries in the state variables
of the wheel. Because of the soft spring, the flutter wind speed is only marginally altered. As
expectable, the relative wheel rotation appears in the flutter eigenvector with similar values as the
bridge rotation, but with a phase shift of around pi. The bridge motion with the flutter frequency
excites the reaction wheel only a little. Figure 5.11 illustrates the eigenvalues when θ˙rw, but not
θrw, is included in the state vector. Compared to the first case, the main difference is that there is
only one real eigenvalue and not a complex-conjugate pair as a consequence of the wheel. The
numerical value is twice that of the real part of the complex conjugates, as it has to be. This
statement can be confirmed when considering a simple isolated actuator, for instance.
If the bridge is equipped with control moment gyroscopes, the eigenvalues drastically change
due to the gyroscopic couplings between the bridge and the gimbal rotation. The eigenvalues are
displayed in Figure 5.12. In contrast to those of the reaction wheel, they cannot be approximately
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Figure 5.12: Eigenvalues of the 2d model of the aeroelastic system extended with control moment gyro-
scopes. Force input.
determined when considering the isolated systems. Only the divergence wind speed is not altered
for the same reason that is given for the reaction wheel, and the corresponding eigenvector is
again pumped up with zeros. The flutter wind speed is shifted to a value higher than that of
the divergence wind speed. The flutter eigenvector is dominated by the state variables of the
actuator. To conclude that such an actuator, whose degree of freedom is connected with a weak
spring-damper connection to the bridge, is capable of improving the dynamic behaviour of the
aeroelastic system, is wrong. A gust-input, for instance, is transferred to huge gimbal rotations
that are contradictory to the model assumptions.
The eigenvalues of the flap-extended systems are shown in Figure 5.13, Figure 5.14, and Fig-
ure 5.15. Due to the small stiffness of the bridge-flap connection, there are transitions to in-
stabilities that occur at very low wind speeds. The low critical speeds are not marked with
their numerical values in the figures. If the flaps are separately driven, two crossings of the
imaginary axis show the form of a divergence whose eigenvectors have dominant entries in
the state variables of the flaps. Because of the distinctly higher elastic properties of the bridge,
its rotation and translation are very small. The critical wind speeds at which the bridge state
variables are involved in divergence and flutter eigenvectors have values in the range of those
of the broadened bridge in Figure 5.7. They deviate due to the influence of the additional flap
motions, whose size is in the range of the bridge motion. A similar behaviour can be observed
when the flap angles are kinematically coupled. For sd-coupled flaps, the low critical wind speed
is in connection with a flap divergence and for od-coupled flaps with a flap flutter. Remarkably,
in the case of od-coupled flaps, the divergence wind speed has exactly the same value as that of
the broadened bridge. The reason can be found in the theoretical aerodynamic forces. For the
special coupling and the symmetry of the flap hinges, only a total steady lift L, but no steady
moment M, can be generated with a rotation of the flaps. This holds true not only for Kü oga
forces but also for Kü sga and Th sga ones.
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Figure 5.13: Eigenvalues of the 2d model of the aeroelastic system extended with separately driven flaps.
Force input.
Figure 5.14: Eigenvalues of the 2d model of the aeroelastic system extended with sd-coupled flaps. Force
input.
Figure 5.15: Eigenvalues of the 2d model of the aeroelastic system extended with od-coupled flaps. Force
input.
The transfer characteristics of the uncontrolled actuator-equipped aeroelastic systems are not
investigated beyond the statements given so far. For the fixed reaction wheel, for instance, it is
similar to the bridge. For flaps with a force input, however, an uncontrolled system cannot be
employed due to the unstable behaviour of the flaps.
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There are interesting characteristics of the uncontrolled systems that have to be known when
applying the algorithm described at the end of the last section. The first one concerns the occur-
rence of multiple eigenvalues that are in connection with identical eigenvectors. For the chosen
mathematical description of aeroelastic systems, branching points of the eigenvalues at the real
axis can arise. A sketch of such a point is given in Figure 5.9. Two complex-conjugate eigenvalues
merge before they branch into two different real eigenvalues or vice versa. At the branching
point, the eigenvectors must also be identical. Another transition from complex-conjugate to
real eigenvectors is not possible. For the bridge in Figure 4.7, for instance, this behaviour can be
observed at U ≈ 40 m/s. The eigenvalue paths of the actuator-extended aeroelastic systems also
have branching points. For the wind speeds that correspond to these points, the algorithm intro-
duced at the end of Section 5.3 fails if at least one of the eigenvalues is controllable or observable.
Either the Hautus criteria misinterpret eigenvalues to be uncontrollable or unobservable, or the
system matrix of the minimal realisation is not diagonalisable. Especially if a diagonalisation is
not possible, numerical problems can occur within a small speed range around these points.
Another phenomenon arises if several preconditions are fulfilled. A Roger approach according
to Eq. (3.19) or Eq. (3.20) must be applied for the rational function approximation of the
motion-induced aerodynamic forces, and the Aµ+2 matrices (1 < µ < nγ) must have the rank
one. As already mentioned, this happens for the two-dimensional aeroelastic systems whose
aerodynamic forces are described with the theoretical flat-plate forces. Then, the system matrix
Aas of Eq. (5.28) for systems with a force input has nγ groups of multiple eigenvalues at all
wind speeds. The number of eigenvalues in each group equals the number of rows in Aµ+2
minus one if this matrix is quadratic. More than one eigenvalue in each group thus occurs for
the two-dimensional flap-extended aeroelastic systems with a force input. Since all canonical
states of the multiple eigenvalues are uncontrollable and unobservable, the Hautus criteria can
be applied without problems. The number of different eigenvectors within a group of identical
eigenvalues is irrelevant because the complete group is separated from the minimal realisation of
the system with the described algorithm.
A separation does not work if, for instance, another eigenvalue of the system which belongs to the
controllable and observable part crosses such a group of eigenvalues and simultaneously shares
its eigenvector with them. At the crossing point, the Hautus criteria misinterpret the characteristic
of the eigenvalue, and a diagonalisation of the system matrix of the minimal realisation is not
possible. Due to the diagonalisation problem, the separation algorithm does not work properly
within a speed range around the crossing point. The speed range can have a remarkable size if
the eigenvalue curves cross each other at a very small angle.
If the two-dimensional system is extended with flaps and a force input is chosen, the latter phe-
nomenon can be observed. To avoid it, the motion-induced aerodynamic forces are approximated
with the Karpel approach in this case. When using this minimal realisation combined with a
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force input, a system separation is not necessary at all. The settings of a derivative approximation
with the Roger approach described in this section are also applied for an approximation with the
Karpel approach. An illustration of the open-loop eigenvalues that result with a Karpel approach
is not additionally given. Provided that the approximation poles are nearly identical, only the
curves that belong to uncontrollable and unobservable eigenvalues have to be removed from
Figure 5.13, Figure 5.14, and Figure 5.15.
5.5 Controller Design
The objective for the control of bridges is to attenuate the effect of acting disturbances. The
aeroelastic system has to be stabilised if necessary, and the transfer of the disturbances to the
structural states must be minimised as far as possible. Additionally, the controller design must
fulfil a set of requirements. For instance, technical feasibility, economic efficiency, durability, as
well as the robustness against model uncertainties must be taken into account. With a closed-loop
control, the part of a dynamic system that is both controllable and observable can be manipulated
in order to perform in a desired manner. Unwanted effects of the structural forces and the
motion-induced aerodynamic forces on the transfer behaviour can be compensated to some
extent. Through the use of a feedback loop, the inputs of the actuator-extended systems are
made dependent on the measured outputs of the system. Measuring the output, that means the
actual effects of the control input, and using this information for the control input has additional
fundamental advantages. Even if the model quality is low or disturbances act that are not taken
into account, the design objectives can often be satisfied in a sufficient way. This section addresses
the feedback of the full aeroelastic state. How to obtain the state from the measured output with
state observers is dealt with in a later section. A simple continuous-time state feedback with a
linear, proportional controller K is sufficient to substantially change the dynamic characteristics
of the system.
fc =−Kxas , uc =−Kxasu (5.61)
Alternatively, the controller is called a regulator because the control objective for bridges is
not the tracking of a varying reference signal. The elements of the controller matrix are also
termed controller gains. If the full aeroelastic state is not accessible or made available for the
closed-loop control, the feedback is designed for the reduced states xmas or xmasu according to
Eq. (5.56). Afterwards, the controller matrix is pumped up to the full state.
K=KmΦ−1 (5.62)
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Since the feedback law is linear, the controller can be designed in the frequency domain and
the closed-loop behaviour of the aeroelastic system can be analysed there. A main advantage
of state feedback is that all controllable eigenvalues can be arbitrarily placed in the frequency
plane. To achieve the intended objectives, the controller is designed as a function of the system
parameter, the reference wind speed U . For a real application, the current reference wind speed
must be continuously updated by averaging a suitable number of previous measurements. In
the design process, the controller gains are calculated for very closely spaced discrete nodes
of the wind speed and cubically interpolated afterwards. There is no restrictive assumption for
the gains in terms of analytical functions. This gain scheduling can be considered as adaptive
control with one drawback. As gain scheduling has no feedback of the actual system behaviour,
an incorrect schedule cannot be compensated. For a flow approaching from the right, the signs of
some controller gains must be changed. The controller elements that connect translational with
rotational quantities are affected by the flow direction.
The controller design usually leads to active controllers if the signs of the controller gains are
not constrained. These kinds of controllers allow for a direct energy input into the system and in
combination with state feedback, they are most favourable especially for a system stabilisation. To
explore the capability of the different actuators under best circumstances, active controllers with
state feedback are employed in the work presented here. Safety aspects of active stabilisation in
permanent operation are not contemplated. At least for temporary construction stages of bridges
with undesirable aeroelastic characteristics, active controllers seem to be a useful option.
If only the output of the system is used in the feedback equation together with a linear, propor-
tional controller, the design objectives are much more difficult to reach. There is no guarantee as
to whether a stable system, for instance, can be achieved at all. Compared to state feedback, such
an output feedback can never give better results concerning the dynamic system characteristics.
If, additionally, the signs of the controller gains are suitably constrained, passive controllers are
obtained. Energy can only be dissipated with them. The introduced spring-damper connections
in Eq. (5.53) can be seen as passive controllers. To effectively change the transfer characteristics
of the aeroelastic system, their numerical parameters, however, must be defined differently from
Eq. (5.54). A design of passive controllers is not addressed in this work. The passive controller
gains of the spring-damper connection and some gains of the state feedback controller are related
to the same signal paths. If they have identical signs, the passive gains can lower the force input
that has to be applied by the controller. The other, undesirable case of higher control forces due to
the passive gains is, however, also possible. This is another reason, why only weak spring-damper
connections are chosen. For flaps, certain passive spring connections are necessary, in general, to
compensate gravity effects, as indicated at the end of Appendix A.2. In oder to the simplify the
analyses, they are also not addressed in the following.
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Two popular algorithms are applied for the controller design of the state feedback. Both algo-
rithms consider the natural response of the controlled system. Concerning the state-space model
of the open-loop system, only the system matrix and the matrix of the control input, hence,
the pair (Aas,Bas) or (Aasu,Basu), are taken into account for the design of the controller. The
pole-placement algorithm determines an appropriate controller matrix so that the eigenvalues of
the closed-loop system matrix are placed at desired locations. Different pole-placement design
algorithms are available in the technical literature. For systems with a single input, there is only
one solution for the controller gains. For multiple-input systems, however, the controller matrix
is not unique. In the work presented here, the function place of MATLAB (2007) based on the
algorithm described in Kautsky & al. (1985) is used. If there is more than one input, the algorithm
leads to controller gains that cannot be interpolated for a varying reference wind speed. This is
one reason why pole placement is not preferred in this work. To obtain a stable transfer behaviour
of the system with respect to all possible signal paths, the system does not only have to be stable
but it must also be asymptotically stable. Achieving an asymptotically stable aeroelastic system
with the pole-placement design is simple from the mathematical point of view. All unstable
eigenvalues must be placed in the stable, left frequency plane. However, the question of how
to shape the transfer function if only the pole locations are known is difficult to answer. The
transfer function is not only determined by the location of the poles, as already mentioned in
Section 4.7. Placing eigenvalues too far to the left requires a large control input and technical
feasibility becomes questionable. If eigenvalues are placed too close to the imaginary axis, the
resonance peaks in the frequency response become unacceptably high. A pole-placement design
should primarily affect the eigenvalues that are furthest to the right in the frequency plane. As
poles, they dominate the transfer function. Finally, their correct position must be found by trial
and error.
A pole-placement controller design is only demonstrated for the two-dimensional system with
reaction wheels and a displacement input where the state includes the wheel rotation θrw. The
main design objective is to stabilise the aeroelastic system and to restrict the transfer of the
disturbances within the speed range where the aeroelastic instabilities occur for the actuator-free
bridge. Therefore, all eigenvalues that are to the right of a selected bound σmax in the complex
frequency plane are shifted to this bound along lines parallel to the real axis. Their imaginary
values are kept constant. For an asymptotically stable system, the bound must be placed in the
left frequency half-plane. It seems to be reasonable to select the real value of one of the structural
eigenvalues as this bound.
σmax =−ωs,α δs,α2pi (5.63)
The main properties of the controller gains are addressed in connection with the second design
algorithm because they are very similar.
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In this work, the preferred design algorithm for a state feedback controller is that of the linear-
quadratic regulator (lqr). The controller matrix is derived with the help of the optimal control
theory. Mathematically, the design problem is expressed as the minimisation of a quadratic cost
functional. The infinite-horizon continuous-time version of such a controller is applied here. For
the aeroelastic system with a force input, for instance, the value of the integral
∞∫
0
(
xTas(t)Qlqrxas(t)+ f
T
c (t)Rlqrfc(t)
)
dt (5.64)
must be minimised. The state xas is the natural response as a consequence of an arbitrary non-
zero initial-state. The input fc is defined by the time-invariant state feedback of Eq. (5.61). Only
diagonal weighting matrices Qlqr and Rlqr with positive, non-zero elements are used in this work
for the controller design, though more arbitrary matrices are allowed from the viewpoint of
optimal control theory. If the full aeroelastic state is not accessible or made available for the
control loop, the matrix ΦTQlqrΦ must be used to weight the reduced state. The integral does
not only quantify how fast the state tends to zero but also the effort that is necessary for this.
Due to the similarities between the natural response and the impulse response, also the transfer
behaviour is shaped with this minimisation problem. To minimise the integral, the optimal gains
of the controller matrix K must be found. The minimisation problem can be converted into the
solution of an algebraic matrix Riccati equation. The whole procedure to determine the controller
matrix is implemented in the function lqr of MATLAB (2007). The closed-loop system with
the so found optimal controller is asymptotically stable. To ensure that the eigenvalues of the
closed-loop system have a minimum distance from the imaginary axis, the design algorithm can
be modified. If all eigenvalues should lie to the left of the bound σmax, the matrix (−σmaxI) must
be added to the open-loop system matrices for the design of the controller. The main design
problem of the linear-quadratic regulator is to choose reasonable values for the elements of the
weighting matrices. Usually, the weights are found by trial and error. Compared to the pole
placement design, however, reasonable controllers are often much easier to find.
The linear-quadratic regulators are designed for the two-dimensional models. These models,
based on the first mode shape of the three-dimensional undamped structural system, cover the
aeroelastic instabilities in the most relevant wind-speed range. Afterwards, the three-dimensional
models are only investigated with respect to the abilities of the actuators for stabilisation. As
described for the pole-placement design, the main focus is on the speed range where aeroelastic
instabilities occur for the actuator-free bridge. With the weights given in Table 5.2 and the bound
of Eq. (5.63), the controllers are designed for the different types of actuators and inputs. To
effectively improve the transfer behaviour for lower speed ranges, other values must be chosen.
Specific characteristics of the controller gains are first addressed for the actuator-extended
aeroelastic systems with a displacement input. For the bridge with reaction wheels where θrw is
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(a) Element of the controller matrix; lqr design. (b) Pole-zero plot (θ ucrw  α).
Figure 5.16: 2d model of the aeroelastic system extended with reaction wheels and a displacement input.
State includes θrw.
Table 5.2: Diagonal weighting matrices Qlqr and Rlqr of the controller design. All diagonal elements equal
one unless otherwise specified in the table.
force input displacement input
state includes θrw Qθ˙rw = 10
6, Qθrw = 10
6 R = 10−2
rw
state without θrw Qθ˙rw = 10
6 R = 10−3
gy Qθ˙rw = 10
7, Qθrw = 10
7 R = 1
separately driven
Qθ˙fl,win = 5 ·108, Qθfl,win = 5 ·108,
Qθ˙fl,lee = 5 ·108, Qθfl,lee = 5 ·108
R= 0.1I
fl sd coupled Qθ˙fl = 5 ·108, Qθfl = 5 ·108 R = 0.1
od coupled Qθ˙fl = 5 ·108, Qθfl = 5 ·108 R = 0.1
included in the state vector, Figure 5.16(a) shows a typical element of the controller matrix. The
chosen weights obviously lead to a small gain in the low wind speed range.
For the theoretically described flow around the flat plate, translation and rotation become
decoupled for U → 0 because the A2 matrix is diagonal. As the wheel rotation is only coupled
with the rotation of the bridge, the translation cannot be influenced at this zero speed. Complete
controllability is thus not given there. Depending on the chosen output, complete observability
can also vanish. At the transition from a non-zero to the zero speed, the coupling decreases. For
the zero wind speed, it is interesting to consider the eigenvalue of the open-loop system whose
eigenvector has in the structural part a non-zero entry only in the translational variables. This
eigenvalue cannot be influenced with a control input. If the lower bound σmax is to the left of this
eigenvalue, as is the case for the numerical example, the design objectives cannot be reached for
the zero speed. For slightly higher wind speeds, a high control input is necessary to compensate
the decreasing coupling. At least some of the controller gains thus have a pole-like singularity at
U = 0. The width of the high control gains depends on the distance between the uncontrollable
168 5 Bridge Characteristics under the Influence of Controlled Actuators
eigenvalue and the chosen bound. Since the controller design is not aimed at low reference wind
speeds, the gain is not displayed there in Figure 5.16(a).
A further pole-like singularity is visible at the divergence wind speed U = 77.42 m/s. It appears
in almost all elements of the controller matrix. The reason is an eigenvalue at the origin of the
frequency plane that is not controllable. It cannot be stabilised with a closed-loop control. This
eigenvalue is stable but not asymptotically stable. Input-output stability is thus not given for all
possible signal paths. For a displacement in the divergence mode, there is no aeroelastic stiffness
anymore. Asymptotic stability moreover necessitates a unique equilibrium state, which is not
given there. At the divergence wind speed, a steady disturbing moment, for instance, could only
be compensated with a steadily accelerated wheel rotation to avoid unbounded displacements
of the bridge. A steady wheel acceleration is not acceptable from the technical point of view.
Hence, it is necessary to include at least the angular speed in the state vector. Since the rotation
and the angular speed are in the state vector, the system would not be asymptotically stable. The
instability is only shifted from the bridge to the reaction wheel. A pole-zero plot of a signal path
can be used to visualise the uncontrollability. Figure 5.16(b) shows the real parts of the poles
and zeros for the transfer from the control input θ ucrw to the bridge rotation α . For all reference
wind speeds, there is a transfer zero at the origin of the frequency plane. This transfer zero
describes the inability of the reaction wheel to be effective if it has a steady rotation angle. At
the divergence wind speed, there is the cancellation of the zero at the origin and the pole that is
connected to the divergence eigenvalue. In a single signal path, which is identical to a single-
input single-output system, a pole-zero cancellation is always related to an input-decoupling
zero or an output-decoupling zero and thus an uncontrollable or an unobservable eigenvalue,
respectively. As the gain of the state-feedback controller shows the singularity, the eigenvalue is
at least uncontrollable. When approaching the divergence wind speed, the controllability of this
eigenvalue decreases. The controller design algorithm tries to compensate this with increased
controller gains. The gain thus tends to infinity when the eigenvalue becomes uncontrollable. The
lower the chosen bound σmax, the wider is the pole area. Investigations that model the reaction
wheel only with an arbitrary external force on the bridge or in an equivalent way (e. g. Körlin &
Starossek 2004) are inappropriate. For such models, controllability is ensured for all wind speeds
and the gain singularity at the divergence wind speed does not occur.
Below and above the divergence wind speed, where one eigenvalue crosses the imaginary axis,
some of the controller gains considerably differ and, moreover, they have unequal signs. The
gain displayed in Figure 5.16(a) is an example of that behaviour. The flutter wind speed of
the actuator-extended aeroelastic system, where two complex-conjugate eigenvalues cross the
imaginary axis, does not constitute such a significant point for the dimensioning of the controller.
Related phenomena are known from other examples of system stabilisation (e. g. Magnus 1971,
Ferry 1932).
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(a) Element of the controller matrix; lqr design. (b) Pole-zero plot (θ ucgy  α).
Figure 5.17: 2d model of the aeroelastic system extended with control moment gyroscopes. Displacement
input.
For the application of reaction wheels where θrw is excluded from the state vector and the
application of control moment gyroscopes, the same phenomena that are described for the case
before appear in some of the controller gains. There is again the decoupling for U → 0 if the
theoretical flat-plate forces are used, and at the divergence wind speed, the eigenvalue at the
origin of the frequency plane is uncontrollable. If reaction wheels are employed without θrw in
the state vector, explanations can be found in the way given before. They are not listed in detail
for the sake of brevity. For control moment gyroscopes, the situation is a bit different. According
to Eq. (5.22), they can impose a constant moment on the bridge when the rotors are tilted with
a constant angular speed around the gimbal axes. It has to be kept in mind, however, that the
equation of motion is derived for small tilting angles. For larger angles, the imposed moment is
not constant. It even changes its direction. Hence, including the tilting angle and the tilting rate
in the state vector is necessary. For the application of the control moment gyroscopes, a striking
gain and the pole-zero plot of a signal path is given in Figure 5.17.
If flaps are employed, their total effect on the aeroelastic system for U = 0 is not investigated. At
this wind speed, their consequence on the aerodynamic forces due to the entries in the A2 matrix
is very low. A possible generation of inertia forces by accelerating the flaps is not intended.
Concerning the controller gains for non-zero wind speeds, it has to be distinguished whether the
flaps are kinematically coupled or not. If separately driven flaps are used, the controller gains do
not have any singularities for non-zero reference wind speeds. All the eigenvalues that are not
asymptotically stable are controllable and can be shifted in the left frequency plane.
For sd-coupled flaps, most of the controller gains have a pole-like singularity at U = 74.12 m/s.
Figure 5.18(a) is given as an example. With the help of the pole-zero plot in Figure 5.18(b),
the reason can be found in terms of an uncontrollable eigenvalue at s = 0.4810 1/s, this means
an eigenvalue in the unstable frequency plane. When moving the flaps with the frequency of a
transfer function zero, the steady-state effect of the generated aerodynamic and structural forces
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(a) Element of the controller matrix; lqr design. (b) Pole-zero plot (θ ucfl  α).
Figure 5.18: 2d model of the aeroelastic system extended with sd-coupled flaps. Displacement input.
(a) Element of the controller matrix; lqr design. (b) Pole-zero plot (θ ucfl  α).
Figure 5.19: 2d model of the aeroelastic system extended with od-coupled flaps. Displacement input.
on the bridge rotation equals zero. If a natural response of the system has an eigenvalue of the
same size, it cannot be sufficiently affected with the input. Similar controllability problems
are mentioned in Edwards (1977) for force inputs on the leeward flap of an aircraft wing. The
uncontrollable eigenvalue decisively depends on the aerodynamic forces. The reason for its
occurrence is not a bad quality of the rational function approximation. At p = 0.05841, the
highest relative deviation of an approximated element of the derivative matrix from its exact
theoretical value is 0.62 %, the mean deviation of all elements is just 0.068 %. Table 5.3 gives
the reference wind speeds U at which the gain singularities occur for different hinge positions
and flap widths. For some of the investigated cases, there is no singularity at all. If the gaps
between the flaps and the bridge girder are sealed, the results are identical for Th and Kü forces.
The differences between both models of aerodynamic forces, which are addressed at the end of
Appendix A.1, only concern derivatives that are not included in the flap-extended system with
a displacement input. The results in Table 5.3 demonstrate the importance of the aerodynamic
force model and of a sufficiently precise rational function approximation.
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Table 5.3: Reference wind speed U [m/s] at which an unstabilisable eigenvalue occurs in the 2d model of
the aeroelastic system extended with sd-coupled flaps and a displacement input.
A B C D E
Kü oga 74.21 74.17 74.12 74.07 74.03
bfl = 0.1b Kü, Th sga − − 67.17 70.64 74.03
bfl = 0.05b bfl = 0.1b bfl = 0.15b bfl = 0.2b bfl = 0.25b
Kü oga 75.25 74.12 74.33 76.32 80.70
C
Kü, Th sga 71.89 67.17 63.11 59.55 56.42
Od-coupled flaps lead to pole-like singularities in some controller gains at U = 64.52 m/s, as
shown in the example of Figure 5.19(a). This is the divergence wind speed of the open-loop
system. The eigenvalue that is at the origin of the frequency plane at this wind speed is not
controllable. The reason is given in the foregoing section. Based on the theoretical flat-plate
forces and the investigated flap configurations, no steady moment M can be generated with a
flap rotation. The ability to generate such a moment, however, is the precondition to modify the
unfavourable eigenvalue. In Figure 5.19(b), the pole-zero-plot is given for the signal path from
the flap rotation θ ucfl to the bridge rotation α . Apart from the pole-zero cancellation, the figure
illustrates the inability of od-coupled flaps to excite a rotation of the bridge in the steady-state
response to a steady flap rotation.
If the actuator extended systems have a force input, the uncontrollable eigenvalues and the wind
speeds with pole-like singularities in the controller gains occur with the same numerical values
as explained for the displacement input. The uncontrollable eigenvalues can again be illustrated
with pole-zero plots, as given in Figure 5.20. Only the case where θrw is included in the state is
shown for the reaction wheel. The results are similar if θrw is not included. For the selected signal
paths, the output energetically corresponds to the input. These pole-zero plots are interesting
because the zeros of the transfer function are the eigenvalues of the systems where the degree of
the output is blocked (Preumont 2011). Due to an internal resonance, the state of the system, but
not the special output, is excited by the input if it appears with the frequency of a zero. Hence,
the poles are the eigenvalues that are displayed in Figure 5.10, Figure 5.12, Figure 5.14, and
Figure 5.15. The zeros are the eigenvalues of Figure 5.5, Figure 5.6, and Figure 5.7. For the
reaction wheel, most poles and zeros are almost, but not exactly, identical in contrast to the other
displayed cases. Therefore, they cannot be optically distinguished with the chosen resolution
of the figure. Only the poles that are connected to the wheel-dominated eigenvalues have no
accompanying zeros. This means that the transfer function is merely affected by the actuator-free
aeroelastic system. As a consequence, it can be expected that the transfer from the input to the
bridge displacements is much lower compared to the transfer to the wheel rotation. It has to
be kept in mind that for Figure 5.20(c) and Figure 5.20(d), the Karpel approach is now used in
contrast to the Roger approach that is employed for the figures in Section 5.4. Poles and zeros
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(a) Reaction wheels (Mplrw θrw). State includes
θrw.
(b) Control moment gyroscopes (Mplgy θgy).
(c) Sd-coupled flaps (Mfl θfl). (d) Od-coupled flaps (Mfl θfl).
Figure 5.20: Pole-zero plots of the 2d model of the actuator-extended systems. Force input.
that are identical at all wind speeds for the Roger approach do not exist for the Karpel approach.
Compared to Figure 5.18(b), the numerical value of the uncontrollable eigenvalue that appears
for sd-coupled flaps in the right frequency plane slightly differs due to the other rational function
approximation.
In the next section, it is explained that a wind speed is a fundamental upper limit for the
application of an actuator if there is an uncontrollable eigenvalue that is not asymptotically
stable. Concerning reaction wheels and control moment gyroscopes, uncontrollable eigenvalues
at the origin of the frequency plane also occur if three-dimensional models are used. Since there
are more divergence wind speeds, theoretically derived controller gains show poles at several
reference wind speeds. The physical background is the same as described for the two-dimensional
models. The decisive lowest divergence wind speed equals that of the two-dimensional models.
Concerning the upper application limit of both actuators, no new insights are gained from
three-dimensional models.
The three-dimensional model gets more interesting when flaps are employed as actuators. Ta-
ble 5.4 shows the reference wind speeds up to U = 200 m/s for which uncontrollable eigenvalues
occur that are not asymptotically stable. The model size of the flap-extended system is reduced
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Table 5.4: Reference wind speeds U [m/s] in the interval 0 <U ≤ 200 m/s at which uncontrollable
eigenvalues occur that are not asymptotically stable. Flaps are employed as actuators in the 3d
model.
flap position case no. input shapes separately driven sd coupled od coupled
74.18
i 147.50
191.10 191.10
147.50
ii
191.10 191.10
iii 191.10 191.10
74.83
iv − 149.06
v − 149.06
vi − −
74.83
vii 149.06
191.10 191.10
viii 191.10 191.10
74.53
ix 147.50
191.10 191.10
x 191.10 191.10
64.52
129.04
191.10
193.58
74.18
xi −
147.49
74.36
xii −
147.52
64.52
129.04
193.58
76.61
xiii −
160.81
76.64
xiv −
160.58
66.86
141.95
according to Eq. (5.17) using the 14 lowest bending and the 14 lowest torsional modes of the
undamped, actuator-free structure. The kinematic couplings that are applied for each row of flaps
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are illustrated in the third column of the table. Three different arrangements of flaps along the
bridge length are investigated. Flaps along the total bridge length, flaps in the main span, and
flaps along 175 m around the centre of the main span. For each arrangement, different input
shapes or combinations of them are analysed. As input shapes, the torsional mode shapes of the
actuator-free undamped bridge or shapes with identical rotations of several flaps are applied. All
results are determined for a flap half-width bfl = 0.1b, the hinge position C, and Kü oga forces.
As long as flaps are installed all along the bridge girder, the rational function approximation of
the derivative matrix is derived from the approximation of the two-dimensional case explained in
Section 5.4. Otherwise the derivative matrix of the three-dimensional model with the reduced
number of degrees of freedom is approximated in the same way as described in Section 4.3 using
the Roger approach with Qmin = 0 and nγ = 5 poles. Again, the poles of the C approximation
given in the third block of Table 3.2 are employed as initial values to avoid multiple poles.
Searching singularities in the feedback gains of a state feedback leads to the results displayed in
Table 5.4.
First, the results for flaps all along the girder are explained. As described for the two-dimensional
model, od-coupled flaps cannot generate steady moments and thus not change the divergence
wind speeds of the bridge with unmoved flaps. Four divergence wind speeds occur in the
considered wind speed range. The third speed, U = 191.10 m/s, is related to a divergence mode
with a torsional rotation of the side spans. The others occur with torsional rotations of the
main span. As long as flaps are unmoved in at least one of the side spans, a divergence at
U = 191.10 m/s cannot be avoided with separately driven or sd-coupled flaps either. Hence,
even if the flaps are separately driven, wind-speed limits for their application can exist. For
sd-coupled flaps, the critical wind speed known from the two-dimensional model can also occur.
This speed is connected to a symmetric mode shape. The similarity between the results of the
two-dimensional and the three-dimensional model can be seen as a sign for a good convergence
of the finite-element solution if flaps are modelled. Moreover, there can be another limit in the
examined wind speed range at around U ≈ 150 m/s that is associated with an antimetric mode
shape. In contrast to the two-dimensional model, both limits can be overcome if an additional
independent symmetric or antimetric input shape is used, respectively. The latter findings are not
restricted to input shapes in terms of structural eigenmodes, as can be seen from the results of
the cases i–iii and the cases iv–vi. The number of input shapes can be halved if asymmetrical
ones are used. For a demonstration of this statement, the cases vii, viii and the cases ix, x are
displayed in the table. Whether such input shapes are suited to efficiently suppress the effect of
disturbances is another question. For the second flap arrangement with flaps only in the main
span, two cases are analysed. The divergence wind speed that is connected with a torsional
rotation of the side spans is higher than before due to the lower total deck width, and it is above
the upper limit of the investigated wind-speed interval. No flap motion can avoid this divergence
because there are no flaps in the side spans. All other results are similar to those of case i and
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case iv. For the third flap arrangement, flaps are only employed along a part around the centre of
the main span. Although the wind speed limits that are connected with more than one antinode
in the main span get higher values due to the partially lower total deck width, the decisive lowest
wind-speed limits are merely changed. For the latter ones, the flaps are still positioned in the
influential parts of the span.
5.6 Closed-Loop Characteristics
Inserting the feedback approaches of Eq. (5.61) into the state space models in Eq. (5.28) and
Eq. (5.48) leads to the state equations of the closed loops
x˙as = Aas,clxas+Easd
g
ae (5.65)
x˙asu = Aasu,clxasu+Easud
g
ae , (5.66)
where
Aas,cl = Aas−BasK (5.67)
Aasu,cl = Aasu−BasuK . (5.68)
The output equations in both models remain unchanged. In this section, the closed-loop charac-
teristics are analysed for the two-dimensional models with the different actuators and controllers
that are introduced in the foregoing sections.
Figure 5.21 shows the closed-loop eigenvalues of the controlled system that is chosen in the
last section as an example for the pole-placement controller design. As described, the bridge is
extended with reaction wheels, the system has a displacement input, and the state-space model
Figure 5.21: Closed-loop eigenvalues of the 2d model of the aeroelastic system extended with reaction
wheels. State includes θrw. Displacement input. Pole-placement design.
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Figure 5.22: Closed-loop eigenvalues of the 2d model of the aeroelastic system extended with reaction
wheels. State includes θrw. Displacement input. Lqr design.
Figure 5.23: Closed-loop eigenvalues of the 2d model of the aeroelastic system extended with reaction
wheels. State does not include θrw. Displacement input. Lqr design.
Figure 5.24: Closed-loop eigenvalues of the 2d model of the aeroelastic system extended with control
moment gyroscopes. Displacement input. Lqr design.
5.6 Closed-Loop Characteristics 177
Figure 5.25: Closed-loop eigenvalues of the 2d model of the aeroelastic system extended with separately
driven flaps. Displacement input. Lqr design.
Figure 5.26: Closed-loop eigenvalues of the 2d model of the aeroelastic system extended with sd-coupled
flaps. Displacement input. Lqr design.
Figure 5.27: Closed-loop eigenvalues of the 2d model of the aeroelastic system extended with od-coupled
flaps. Displacement input. Lqr design.
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Figure 5.28: Closed-loop eigenvalues of the 2d model of the aeroelastic system extended with reaction
wheels. State includes θrw. Force input. Lqr design.
Figure 5.29: Closed-loop eigenvalues of the 2d model of the aeroelastic system extended with reaction
wheels. State does not include θrw. Force input. Lqr design.
Figure 5.30: Closed-loop eigenvalues of the 2d model of the aeroelastic system extended with control
moment gyroscopes. Force input. Lqr design.
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Figure 5.31: Closed-loop eigenvalues of the 2d model of the aeroelastic system extended with separately
driven flaps. Force input. Lqr design.
Figure 5.32: Closed-loop eigenvalues of the 2d model of the aeroelastic system extended with sd-coupled
flaps. Force input. Lqr design.
Figure 5.33: Closed-loop eigenvalues of the 2d model of the aeroelastic system extended with od-coupled
flaps. Force input. Lqr design.
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includes the wheel rotation. Whereas the ω(σ)-plots shown so far illustrate the eigenvalues also
for very low and very high wind speeds, the eigenvalues in this section are only displayed for
reference wind speeds between U = 10 m/s and U = 100 m/s. Most eigenvalues are placed as
desired, as can be seen when comparing them with those of Figure 5.5. Since the controller gains
are numerically determined with an interpolation of discrete nodes, the gain singularity is not
fully captured. Hence, the eigenvalues in a small finite interval around the divergence wind speed
cannot be placed as intended. In this example, the eigenvalues fluctuate so strongly there that
they are not displayed in the figure. To mark the wind speed where the eigenvalue at the origin
of the frequency plane cannot be shifted at all, a thin vertical line is additionally inserted in the
σ(U)-plot.
Figure 5.22 up to Figure 5.33 illustrate the eigenvalues for all investigated kinds of actuator-
extended systems with the designed linear-quadratic controllers. Unlike the results based on the
pole-placement design, all eigenvalues are now affected by the controlled input. If the eigenvalues
around the wind speed of the gain singularity fluctuate too strongly, they are again not displayed
and a thin vertical line is added there. The eigenvalues of the systems with a displacement input,
which are illustrated in the first half of the figures, differ from those where a force input is applied.
Since the transfer function of a controlled system is not only governed by the position of its
eigenvalues, conclusions on the transfer behaviour cannot be drawn from them. As intended, the
systems are stabilised for all wind speeds unless a gain singularity occurs. Based on the chosen
linear models, the system that is extended with separately driven flaps is the only one which
a stabilisation without exceptions is possible for. All other actuator-extended systems are not
asymptotically stable in a small interval around a single wind speed that is hardly visible in the
figures. Assuming that the gain singularity is well captured with the interpolated discrete nodes,
the transitions to instability appear in terms of a divergence because the problematic eigenvalues
lie on the real frequency axis. To conclude that the small wind-speed intervals are not relevant in
reality is wrong for several reasons. Depending on the system disturbance, for instance in terms
of gusts, the high controller gains around the singularities lead to high control inputs that are
contrary to the assumptions for the linear models or technically not realisable. Additionally, the
theoretically derived wind speeds with a singularity of the controller gains are associated with
uncertainties in the models. For an actuator with a controller-gain singularity, moreover, some
of the controller gains a bit below and above the problematic wind speeds differ considerably
from each other. This is visible in the displayed gains of the last section. The latter three facts
indicate that the wind-speed intervals where the controlled systems are not asymptotically stable
are not negligible. The wind speeds where uncontrollable eigenvalues occur that are not located
in the left frequency half-plane rather constitute fundamental upper limits for the application of
the actuators. As active actuators with state feedback are chosen, this statement with respect to
the ability of the actuators for a system stabilisation holds true for all other kinds of possible
controllers and closed-loop structures.
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To judge the transfer behaviour of the controlled systems, their reactions to vertical gusts are
analysed. The wind field defined in Section 4.7 is used for this purpose. For the following
investigations, the linear-quadratic controllers are applied. The displacements of the controlled
systems disturbed by gusts are decisive for the selection of the numerical parameters that are
given in Table 5.2 for the controller design. All settings for frequency-domain and time-domain
calculations are the same as described for the actuator-free bridge. The decaying correlation of the
gusts along the girder is taken into account. For the admittance of the gust-induced aerodynamic
forces, the approximated consistent Sears function is used as the basis for cross sections with
attached flaps, as already explained for the flap-free plate.
On the next two double pages, the performance of the disturbed controlled systems is illustrated.
For every actuator, four important quantities as functions of the reference wind speed U are
shown in a row of figures. The results for a displacement input and a force input are given in every
figure. In the first figure on the left side, the standard deviations of the bridge rotation are shown.
For comparison, the associated result of the actuator-free bridge from Figure 4.21 is additionally
included. The vertical displacements of the bridge are not illustrated. Due to the strong coupling
of the structural degrees of freedom of the bridge by the motion-induced aerodynamic forces
for wind speeds in the upper displayed range, the translational displacements are affected by
the actuators in a similar way as shown for the rotation. Apart from the displacements of
the bridge girder, it is very important to consider its internal forces. The distributions of the
aerodynamic forces and the forces that are induced with the actuators on the girder differ. Even
if the displacements are very low, the internal forces and, thus, the stresses can reach significant
values. For the sake of simplicity, only displacements are analysed here. The second figure
depicts the standard deviations of the elements of the actuator rotation ξc. If reaction wheels
are applied, not the rotation but the angular speed θ˙rw is given because it is the more important
quantity for this actuator. The first figure on the right side displays the standard deviations of
the elements of the actuator forces fc. If a force input is chosen, they can be determined with
Eq. (5.61), which is much simpler to use than Eq. (5.39) or related ones. For the discrete reaction
wheel or the discrete control moment gyroscope with the highest actuator forces along the
bridge length, the discrete forces can be determined with a sufficient accuracy by multiplying the
displayed forces per length with the actuator distance. The quantities in the first three figures
of a row can be seen as the output of a linear transfer where the vertical gust speeds are the
input. Hence, the calculation can be carried out in the frequency domain. Since the gust input
is assumed to have a Gaussian distribution, the output has this kind of distribution, too. For
instance, statements like the following are possible. 98% of the outputs have a smaller absolute
value than 2.3 times the displayed standard deviations. A further interesting quantity to judge the
performance of the controlled systems is the power demand
P = fTc ξ˙c (5.69)
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Figure 5.34: Standard deviations of the controlled bridge rotation and the angular speed of the reaction
wheel due to vertical gusts. State includes θrw.
Figure 5.35: Standard deviations of the controlled bridge rotation and the angular speed of the reaction
wheel due to vertical gusts. State does not include θrw.
Figure 5.36: Standard deviations of the rotations of the controlled bridge and the control moment gyro-
scope due to vertical gusts.
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Figure 5.37: Standard deviation of the input moment of the reaction wheel and mean value of the actuator
power. State includes θrw.
Figure 5.38: Standard deviation of the input moment of the reaction wheel and mean value of the actuator
power. State does not include θrw.
Figure 5.39: Standard deviation of the input moment of the control moment gyroscope and mean value of
the actuator power.
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Figure 5.40: Standard deviations of the rotations of the controlled bridge and the separately driven flaps
due to vertical gusts.
Figure 5.41: Standard deviations of the rotations of the controlled bridge and the sd-coupled flaps due to
vertical gusts.
Figure 5.42: Standard deviations of the rotations of the controlled bridge and the od-coupled flaps due to
vertical gusts.
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Figure 5.43: Standard deviations of the input moments of the separately driven flaps and mean value of
the actuator power.
Figure 5.44: Standard deviation of the input moment of the sd-coupled flaps and mean value of the actuator
power.
Figure 5.45: Standard deviation of the input moment of the od-coupled flaps and mean value of the
actuator power.
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of the actuators in the two-dimensional model. For the discrete reaction wheel or control
moment gyroscope with the highest power demand along the bridge length, the discrete power is
approximately the power per length times the actuator distance. The power of all actuators along
the whole bridge in relation to the mode shape Ω˘ j(x) is as follows.∫
g
fTc (x, t)ξ˙c(x, t)dx = f
T
c, j(t)ξ˙c, j(t)
∫
g
Ω˘ 2j (x)dx (5.70)
Since the mode shapes are employed without dimensions, the integral over the squared mode
shape is an effective length for the total power demand. As done for the joint acceptance function,
this length is determined as the arithmetic mean of the integrals that are evaluated with respect to
the first bending and the first torsional mode shape.
1
2
(∫
g
Ω˘ 2h (x)dx+
∫
g
Ω˘ 2α(x)dx
)
=
1
2
(139.24 m+192.50 m) = 165.87 m (5.71)
The power is not a result of linear transfer of the gust input. It does not have a Gaussian
distribution but a skewed one with a non-zero mean. For accelerating and braking, the power has
positive and negative values, respectively. Regaining the energy for braking is assumed to be
almost infeasible for the applied actuators from the technical point of view. Hence, the modulus
of the power is considered in every summand of fTc ξ˙c, which is indicated with the index | |.
Because of the non-linear transfer from the gust speeds to the modulus of the power, a calculation
must be carried out in the time domain. The mean µP| | is estimated with the arithmetic mean of
the discrete time history. For all investigated controlled systems, 98% of the power P| | is less
than roughly 5µP| | . In the second figure on the right side, the mean of the power modulus per
unit length is displayed.
Beginning with the reaction wheel, the displayed results are described. Including the wheel
rotation in the state vector or not does not lead to significant differences between the shown
quantities. If a force input is chosen, the chosen constant weighting matrices Qlqr and Rlqr of the
controller design entail controlled actuators below the flutter wind speed of the open-loop system
that are almost unmoved and thus ineffective in contrast to those with a displacement input. It
has to be kept in mind that the constant weighting matrices are selected with respect to the speed
range where the actuator-free bridge is unstable. The differences between the bridge rotations
for both kinds of actuator inputs, however, are not large. A bit below the flutter wind speed, all
controlled bridge rotations are comparable to that of the actuator-free bridge. Theoretically, the
system is stabilisable up to the divergence wind speed, which is the stabilisation limit for the
reaction wheel, as described before. To what extent this limit can be reached at all under the
effect of the selected disturbance depends on the technical feasibility of the actuator. The high
controller gains that occur near the gain singularity necessitate high forces Mrw, fast angular
speeds θ˙rw, and a high power P| |. At U = 60 m/s, these quantities get so high that even very
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powerful torque motors that are currently commercially available (e. g. www.oswald.de) can
barely fulfil these requirements. For the numerical example, this wind speed seems to be the
upper limit for an application of reaction wheels from the technical point of view. For a real
application, other quantities like stresses in the bridge girder also limit the application range.
If a control moment gyroscope is employed, the designed controllers lead to a closed-loop
behaviour where the difference between both variants of the actuator input is a bit lower than in
the foregoing case. Below U ≈ 40 m/s, the actuators are again ineffective. Above U = 60 m/s,
the tilting angles of the gimbals become so large that they significantly contradict the model
assumptions for the gyroscope. Concerning the non-linear behaviour, moreover, the pair of
tilted rotors gets more and more ineffective for larger tilting angles. With respect to the model
quality, the results of the numerical example for reference wind speeds greater than U = 60 m/s
are unreliable. The controlled rotations of the bridge under the effect of the control moment
gyroscopes or the reaction wheels have a comparable low size. To think that a lower input can
admit larger rotations of the bridge but can allow an actuator application for considerably higher
wind speeds is questionable. The aeroelastic system is not only excited by the gust-induced but
also by the motion-induced aerodynamic forces. At high wind speeds, the latter forces necessitate
higher counteracting inputs for larger bridge rotations.
The application of attached flaps is limited by the model assumptions and the decreasing
effectiveness of the flaps for large rotations, as explained for the control moment gyroscope. For
all three kinds of flap motions, the controllers are designed so that the assumed rotation limit
of σ j = 10◦ is simultaneously reached for the flaps and the bridge at a certain reference wind
speed. In the numerical example, this upper wind-speed limit is approximately U = 60 m/s,
independent of the chosen flap motions. Hence, even under the effect of the gust disturbance with
the chosen moderate turbulence intensity of σwg = 0.07, separately driven flaps cannot take the
advantage of having no limiting singularity in the controller gains. The differences in the power
demand between the force input and the displacement input indicate the potential to improve
the controllers. For reference wind speeds a bit below the flutter wind speed of the actuator-free
bridge, the bridge rotation is slightly increased compared to the flap-free case. One reason is that
a larger area that is exposed to the gusts generates higher gust-induced aerodynamic forces. The
other reason is that the constant weighting matrices for the controller design are not chosen for
that low wind-speed range.
As explained, U = 60 m/s marks a significant limit for the application of all actuators in the
numerical example. The upper limit of the allowable reference wind speed is thus raised by about
20 % compared to the actuator-free bridge. For U = 60 m/s, Table 5.5 gives the numerical values
of the quantities displayed in the figures for the different actuators in order to allow for a direct
comparison. For the reaction wheels whose models include their rotation, the standard deviations
σθrw are additionally quoted. Without doubt, all controllers can still be optimised at this wind
188 5 Bridge Characteristics under the Influence of Controlled Actuators
Table 5.5: Closed-loop characteristics of the actuator-extended aeroelastic system under the influence of
vertical gusts at U = 60 m/s.
σα [◦] σθrw [◦] σθ˙rw [1/s] σMplrw [Nm/m] µPpl| |
[W/m]
state includes θrw 3.3428 121.23 4.7324 4111.1 12451
rw
state without θrw 3.3336 7.0767 4146.9 18732
σα [◦] σθgy [◦] σMplgy [Nm/m] µPpl| |
[W/m]
gy
3.3193 10.469 650.23 146.99
σα [◦] σθfl [
◦] σMfl [Nm/m] µP| | [W/m]
separately driven
win
lee
7.6303
11.132
4.5790
3600.7
173.33
478.88
sd coupled 8.3734 7.1616 3799.5 248.99
di
sp
la
ce
m
en
ti
np
ut
fl
od coupled 9.6027 3.7135 6663.4 409.55
σα [◦] σθrw [◦] σθ˙rw [1/s] σMplrw [Nm/m] µPpl| |
[W/m]
state includes θrw 3.3946 194.10 4.7936 3834.7 11826
rw
state without θrw 3.3882 4.8357 3854.3 11874
σα [◦] σθgy [◦] σMplgy [Nm/m] µPpl| |
[W/m]
gy
3.3637 7.1467 700.41 143.00
σα [◦] σθfl [
◦] σMfl [Nm/m] µP| | [W/m]
separately driven
win
lee
9.0376
2.9201
1.8587
5780.0
59.418
111.82
sd coupled 8.8688 3.6305 5328.3 157.13
fo
rc
e
in
pu
t
fl
od coupled 9.0909 3.0033 5932.6 168.53
speed. Hence, all the values should be considered only with respect to their order of magnitude.
The reaction wheels have high rotation angles, as expected in the last section. They obviously not
only necessitate large torque motors, as described above. The power demand is also extremely
high compared to the other actuators. Taking into account that the motion of the flaps with a
displacement input can still be improved, the power demand of the flaps is comparable to that
of the control moment gyroscopes. The actuator input forces of the flaps, however, are in the
order of magnitude of the reaction wheels. In contrast to the wheels, a higher number of weaker
motors for the flaps can be installed with a shorter distance. The inertia effect of the flaps is
negligible. Their accelerations are distinctly lower than those of the reaction wheels, as can be
estimated when comparing their rotation angles with those of the reaction wheels. The lower
rotation angles are also an explanation why, compared to the reaction wheels, the flaps need less
power although the actuator input forces have similar values. The control moment gyroscope is
the actuator with the lowest input forces. In addition to the low power demand, however, a high
amount of energy is necessary for accelerating the rotors to the desired spin speed. According to
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Table 5.6: Closed-loop characteristics of the aeroelastic system extended with separately driven flaps of
the half-width bfl = 0.1b under the influence of vertical gusts at U = 60 m/s. Displacement
input.
σα [◦] σθfl,win [
◦] σθfl,lee [
◦] σMfl,win [Nm/m] σMfl,lee [Nm/m] µP| | [W/m]
A 7.5790 11.402 4.7413 9439.0 595.85 1283.7
B 7.6051 11.258 4.7083 3090.5 384.19 427.80
Kü oga C 7.6303 11.132 4.5790 3600.7 173.33 489.89
D 7.6579 10.989 4.5706 10136 70.428 1353.6
E 7.6855 10.849 4.5700 16792 264.51 2244.3
A 9.2123 7.0994 4.9093 8386.0 2763.4 766.43
B 9.7448 1.4068 5.9712 2530.8 1847.8 188.44
Kü sga C 9.4386 4.5982 6.1139 5091.4 748.71 279.80
D 8.6291 8.6088 5.4455 11994 83.415 1158.9
E 7.6855 10.849 4.5700 16792 264.51 2244.3
A 9.2123 7.0994 4.9093 9265.1 1964.0 753.87
B 9.7448 1.4068 5.9712 2620.4 1296.9 144.51
Th sga C 9.4386 4.5982 6.1139 5244.2 496.85 267.52
D 8.6291 8.6088 5.4460 12062 90.654 1165.8
E 7.6855 10.849 4.5700 16792 264.51 2244.3
the model assumptions, all rotors along the bridge have the same spin speed. For the numerical
example, the constant rotation energy has a large amount of 12 I
pl
gy,hΩ
2
gy = 3.396 · 105 J/m. To
make this value more transparent, the question can be asked how long a particular constant power
has to be introduced into the gyroscopes to build up this energy. As the constant power, the
arithmetic mean 145.00 W/m of the values given for the gyroscopes in Table 5.5 is chosen. The
time follows from 3.396 ·105 J/m ·645 m = 145.00 W/m ·165.87 m · t as t = 151.79 min.
The flap hinges considered so far are located in the middle of a flap. To analyse the influence
of the hinge position on the closed-loop behaviour, Table 5.6 gives the numerical results of
a parameter study at U = 60 m/s. For different hinge positions of separately driven flaps, the
controllers are designed and the closed-loop behaviour is determined. The results for the hinge
position E are independent of the gap variant and the aerodynamic forces because the hinge is
located between the flap edge and the bridge edge. There is no gap. For this case, the aerodynamic
forces of the gap variants are identical. The power demand for the standard case Kü oga C differs
a bit from the value shown in Table 5.5. Since two time histories of the input always differ
due to the random phase used for their generation, the results are correct. As already described
in the last section, the results for Kü sga and Th sga forces are identical concerning the first
three columns. The input forces and consequently the power demand, however, differ. They also
depend on the derivatives which are different for Kü and Th forces, according to Appendix A.1.
The differences do not influence the conclusions of this paragraph and are accepted. The only
very small difference of the leeward flap rotations originates from different rational function
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approximations which are respectively carried out for the complete derivative matrices. In all
three cases, the actuators with the hinge position B need the lowest power. With respect to the
input forces, the motion of the windward flap seems to be more effective than that of the leeward
one. If the windward flap is imagined as a single free flap in a flow, the position B is identical to
the point where the aerodynamic lift force attacks under steady conditions. Hence, a relevant
part of the aerodynamic forces is directly transferred to the bridge girder over the hinge. It does
not affect the actuator control. The standard position C leads to the second lowest power demand.
Although the parameter study is carried out for separately driven flaps, the results concerning the
optimal hinge position are expected to hold true for kinematically coupled flaps. Based on the
numerical examples, the expectation given in Section 5.1 that the flaps are the actuators with
both the lowest input forces and the lowest power demand cannot be fulfilled.
5.7 State Observers
The controllers described until now imply the knowledge about the part of the full system state
that are considered for the state feedback. State observers can be applied to reconstruct that
part of the state from the time history of the measured output. As a precondition, the mentioned
state part must be completely observable. The following equations are derived based on the
state-space model of Eq. (5.48) for the actuator-extended system with a displacement input. For a
force input, only the indices must be changed. In the sense of a Luenberger observer, the chosen
observer has the state-space model
x˙obasu = Aasux
ob
asu+Basuuc+uob (5.72a)
yobst = Casux
ob
asu , (5.72b)
where the observer state and output is marked with a superscript ( )ob. Acting disturbances are
assumed to be unknown for the observer. In addition to the terms of the aeroelastic system, the
observer input uob is introduced in the state equation. It is defined by the proportional feedback
of the difference between the system and the observer output.
uob = L(yst−yobst ) (5.73)
The purpose of the observer input is to bring the observer state xobasu in line with the system state
xasu. Inserting the feedback of Eq. (5.73) into the state equation of the observer leads to
x˙obasu = (Aasu−LCasu)xobasu+Basuuc+Lyst . (5.74)
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Instead of the system state, the observer state is now used in the feedback equation of the
controlled actuator input.
uc =−Kxobasu (5.75)
After combining the two foregoing equations with the state-space model of Eq. (5.48), whose
output equation is extended with an additive measurement noise rst, the following state-space
model of the observer-extended closed loop can be derived.(
x˙asu
x˙asu− x˙obasu
)
=
(
Aasu−BasuK BasuK
0 Aasu−LCasu
)(
xasu
xasu−xobasu
)
+
+
(
Easu
Easu
)
dgae+
(
0
−L
)
rst
(5.76a)
yst =
(
Casu 0
)( xasu
xasu−xobasu
)
+ rst (5.76b)
If a disturbance and a measurement noise is taken into account for the controlled system, the
state observer is often also called a state estimator. The block triangular form of the system
matrix shows that the eigenvalues of the closed-loop system matrix in Eq. (5.67) are not changed.
Together with those of the observer system matrix in Eq. (5.74), they are the eigenvalues of the
observer-extended system. The controller matrix K of the state feedback can thus be designed
independently of the observer. The latter fact is known as the principle of separation of control
and estimation. The block triangular form also allows the determination of the transfer equation
in the frequency domain in a simple way.
yst = Casu (sI− (Aasu−BasuK))−1Gmod,dgaeEasud
g
ae+Gmod,rstrst (5.77)
Due to the observer, the closed-loop transfer function is modified with the following matrices.
Gmod,dgae = I+BasuK(sI− (Aasu−LCasu))
−1 (5.78a)
Gmod,rst = I−Casu (sI− (Aasu−BasuK))−1BasuK(sI− (Aasu−LCasu))−1L (5.78b)
There are two major design objectives for the observer feedback matrix L. The natural responses
of the observer error (xasu−xobasu) in Eq. (5.76) should decay fast compared to the state-feedback
part and the modification matrices of Eq. (5.78) should minimise the transfer of the inputs. It is
known from the technical literature that both objectives conflict with each other to some extent.
192 5 Bridge Characteristics under the Influence of Controlled Actuators
As the eigenvalues of a matrix equal those of its transpose, the eigenvalues of
ATasu−CTasuLT (5.79)
can be considered instead of those of the observer system matrix. There is a similarity between the
matrix in Eq. (5.79) and the closed-loop system matrix in Eq. (5.68). Hence, the eigenvalues of
the observer system matrix and thus the natural response of the observer error can be influenced
with the transpose LT of the observer feedback matrix as shown for the closed-loop system matrix
with the controller matrix K. Concerning the state-space model of the open-loop system, only
the pair (ATasu,CTasu) is taken into account for the design of the observer feedback matrix. The
feedback is determined for the reduced states xmas according to Eq. (5.56) if the full aeroelastic
state is not accessible or made available for the closed-loop control. This is the case for a system
with a displacement input. Subsequently, the solution is pumped up to the full state.
L=ΦLm (5.80)
As described for the controller matrix, the observer feedback matrix is designed as a function of
the reference wind speed U .
To primarily fulfil the first design objective, the pole-placement design algorithm is usually
preferred. The eigenvalues of the observer system matrix are placed to the left of the closed-loop
eigenvalues and sufficiently far away from them. As a consequence, the observer-extended closed
loop is dominated by the closed-loop eigenvalues. A high ratio between the real parts of the
observer eigenvalues and the closed-loop eigenvalues, however, is recommendable only if there
is no relevant disturbance and the measurement noise is negligible. In the transfer functions of
Eq. (5.77), a high ratio leads to undesired high gains, which are contrary to the second design
objective.
By way of example, the state feedback of the bridge with control moment gyroscopes and a
displacement input that is addressed in the foregoing section is extended with an observer. The
bridge rotation α is measured. As described in Section 5.3, knowledge on the time history of this
single quantity is sufficient to ensure complete observability of that part of the system that is
considered for the state feedback. Since the output has only one element, there are no problems
with interpolating the results of the function place of MATLAB (2007), which are mentioned
in Section 5.5. A measurement noise is not taken into account. As eigenvalues of the observer
system matrix, those of the closed-loop are chosen whose real parts are all multiplied by the
same factor 1.2. In this way, the effect of the gust disturbance on the output is close to that
of the state feedback. The time-domain simulation is carried out assuming the initial observer
error (xasu(0)−xobasu(0)) to be zero because the transfer behaviour of the system is focussed on.
Figure 5.46 and Figure 5.48 show the behaviour of the observer-extended closed loop. Because
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of the observer, the actuator input moments and the power demand slightly increase, whereas the
actuator displacements are even lower.
These figures do not show what happens if the initial states of the observer and the system differ.
They give only an impression of the input-output behaviour of the observer-extended closed loop.
Due to the low difference between the observer eigenvalues and the closed loop eigenvalues, the
natural response of the observer error can unfavourably dominate the system output during a
non-negligible time. For a real application, appropriate measures must be taken to minimise the
initial observer error before the actuators are released. The open-loop system can be observed
before an actuator motion becomes necessary, for instance.
An interesting question is how the observer and the observer-extended closed loop would change
if the disturbance dgae is measurable. The state equation of the observer in Eq. (5.72a) would
get the additional summand Easud
g
ae, and, finally, Gmod,dgae in Eq. (5.77) would equal the identity
matrix. Hence, the transfer of the gust disturbance would not be altered by the observer. In
this case, the observer eigenvalues could be placed with a larger distance from the closed-loop
eigenvalues depending on the size of the measurement noise. The problem of a slowly decaying
initial error would get smaller.
A direct measurement of the gust-induced aerodynamic forces is not possible because they always
occur together with the motion-induced ones. An indirect measurement, however, is possible.
The gust-induced aerodynamic forces can, for instance, be derived from their transfer model and
a measurement of the gust speeds. This kind of indirect measurement has a disadvantage. The
determined disturbance strongly depends on a theoretical model. Therefore the feedback in the
control-loop must be able to compensate the effect of model uncertainties to some degree.
Due to the analogy with the controller design, the observer feedback matrix can also be deter-
mined in the sense of a linear-quadratic regulator. If the system disturbance and the measurement
noise meet certain requirements, their properties can be used to derive the weighting matrices.
The observer is then identical to a continuous-time Kalman filter. The inputs Easud
g
ae and rst are
required to be uncorrelated, zero-mean Gaussian white-noise processes. For a time shift ∆t, their
autocovariance matrices must be Qlqrδ(∆t) and Rlqrδ(∆t), respectively. Passing the matrices
ATasu, CTasu, Qlqr, and Rlqr to the linear-quadratic regulator design algorithm yields the transpose
LT of the observer feedback matrix. This solution guarantees a minimisation of the sum of the
mean quadratic observer errors of all state variables. If the full aeroelastic state is not accessible
or made available for the control loop, as it is for a system with a displacement input, the matrix
Φ−1Qlqr(Φ−1)T must be used to weight the reduced state.
The input Easud
g
ae does not fulfil the requirements for the application of the described Kalman-
filter design because it is not a white-noise process. Nevertheless, the covariance matrix of
Easud
g
ae is used for an observer design with the linear-quadratic regulator algorithm. For the
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Figure 5.46: Standard deviations of the rotations of the controlled bridge and the control moment gyro-
scope due to vertical gusts. Displacement input.
Figure 5.47: Standard deviations of the rotations of the controlled bridge and the control moment gyro-
scope due to vertical gusts. Displacement input.
two-dimensional models, it can be shown that the normalised version of this covariance matrix is
identical for all reference wind speeds. The normalised covariance matrix equals the normalised
version of the matrix EasuA0AT0E
T
asu. In the rational function approximation of Eq. (3.17) for the
gust-induced aerodynamic forces, it is again important to constrain the A0 matrix to the original
steady force coefficients. The normalisation is carried out so that the greatest absolute value of
the matrix element equals a special value rQlqr that is constant for all reference wind speeds U .
The covariance matrix of the measurement noise, which is again not considered in the simulation,
is assumed to be an identity matrix.
As a numerical example for the Kalman filter, the same system is chosen that is used for the pole-
placement design of the observer. The quality of the transfer behaviour of the observer-extended
closed-loop system depends on the normalisation of the matrix Qlqr. Since no measurement noise
is accounted for, the disturbance transfer decreases if rQlqr increases. Figure 5.47 and Figure 5.49
illustrate the results if rQlqr = 10
4. For higher values of rQlqr , the transfer behaviour is almost not
improved. Though the disturbance is not a white noise, the bridge rotation, the actuator input
forces, and the power demand of the observer-extended closed-loop system are lower than those
obtained with the first observer. With the Kalman filter, the addressed results practically equal
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Figure 5.48: Standard deviation of the input moment of the control moment gyroscope and mean value of
the actuator power. Displacement input.
Figure 5.49: Standard deviation of the input moment of the control moment gyroscope and mean value of
the actuator power. Displacement input.
those of the pure state feedback. Hence, information on the input of the aeroelastic system can
be used to improve the state estimation.
5.8 Disturbance Feedforward
Up to this point, the actuator input is defined with the help of a feedback law in order to minimise
the transfer of the disturbances. In the latter section, the idea of measuring the gust-induced
aerodynamic forces dgae, which are the disturbance of the system, is introduced. Apart from
the addressed improvement of an observer, the question of how this information can be taken
advantage of is clarified in the following.
The idea is, as far as it is possible, to instantaneously compensate the disturbance with the
actuator input before the system state is influenced. In the technical literature the term disturbance
feedforward is used. First, actuator-extended systems with a force input are addressed. With
Eq. (5.26), the potential of the different actuators can be revealed. To directly act against the
disturbance, the actuator-input forces fc must be positioned in rows of the equation that also
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Figure 5.50: Standard deviations of the rotations of the controlled bridge and the separately driven flaps
due to vertical gusts. Force input.
contain non-zero elements of the gust-force vector dgae. If reaction wheels or control moment
gyroscopes are employed, disturbance forces act on the bridge but not directly on the actuators.
Hence, the precondition for a direct counteraction is not given. Only flaps allow for a partial
compensation because the gust-induced aerodynamic forces also act on the actuator elements.
Disturbance feedforward is modelled as follows.
fc =−Kddgae (5.81)
The effect of a pure disturbance feedforward without a feedback of the actual system behaviour
strongly depends on a theoretical model. Because of this disadvantage, disturbance feedforward
must always be employed together with a closed-loop control to correct the effect of model
uncertainties as far as necessary. After inserting Eq. (5.81) into Eq. (5.28), the matrix Kd must
be determined so that the expression
(−BasKd+Eas)dgae (5.82)
is minimised. As the matrix Bas is not invertible, a full compensation is not possible. A least-
squares solution can be found with the Moore-Penrose pseudoinverse.
Kd = (BTasBas)
−1BTasEas (5.83)
With this solution, Eq. (5.28a) reads as
x˙as = Aasxas+
(
I−Bas(BTasBas)−1BTas
)
Easd
g
ae+Basfc . (5.84)
To determine the actuator-input forces, those of Eq. (5.81) have to be added to those of Eq. (5.61).
As a numerical example, the state-feedback of the bridge with separately driven flaps and a
force input that is addressed as a standard case in Section 5.6 is extended with a disturbance
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Figure 5.51: Standard deviation of the input moments of the separately driven flaps and mean value of the
actuator power. Force input.
feedforward. Figure 5.50 and Figure 5.51 illustrate the results. Compared to the pure state
feedback, the rotation of the bridge, the rotation of the leeward flap, and the actuator input force
on the leeward flap are merely altered. The rotation of the windward flap, however, gets slightly
higher values shortly before the reference wind speed reaches U = 60 m/s, but it is considerably
attenuated for lower reference wind speeds. The actuator input forces on the windward flap and
the power demand even have lower values for all displayed reference wind speeds. Based on
these results, an additional disturbance feedforward should be added to an active control if the
disturbances are measurable without much effort and they directly act on the actuator.
For actuator-extended systems with a displacement input, the situation is more complicated.
Especially for the model with the third-order lag element used in this work, a direct compensation
cannot be modelled as easily as demonstrated for the force input because there is the small time
lag between the input uc and the actuator displacement ξc. Moreover, the actuator state xc is a
part of the full system state. A compensation without influencing the system state is thus not
possible with this model. In Eq. (5.48), non-zero elements of Easud
g
ae and Basuuc are positioned
in different rows as a consequence. In addition to the mathematical problems, a rotation of a flap,
for instance, does not only have an instantaneous effect but also transient forces are generated.
A direct compensation of the disturbance without influencing the system state is thus hardly
possible. For systems with a displacement input, disturbance feedforward is not discussed further
here.
Another interesting question is whether in Eq. (5.26) it makes sense to consider the motion-
induced aerodynamic forces fae as a disturbance on the structural system and to develop a
disturbance feedforward for them. This kind of aerodynamic forces can also be indirectly mea-
sured, for instance, with their transfer model and a measurement of the structural displacements.
Based on the foregoing results, a rough answer can be found. The disturbance feedforward
is ineffective if reaction wheels and control moment gyroscopes are applied. Flaps can only
compensate a part of the motion-induced aerodynamic forces. The compensated forces cannot be
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used for a favourable damping of a structure. A feedback of the aeroelastic state of the model in
Eq. (5.28), however, has access to most of the components of the motion-induced aerodynamic
forces in Eq. (3.10b) and is much more flexible than a fixed disturbance feedforward.
So far, only the structural displacements and their first derivatives have been measured and
used for the feedback control. A measurement of the acceleration of the structure has not been
considered. In an output equation, a measurement of accelerations is identical with the first
rows of the state-space model or combinations of them. The output thus not only depends
on the system state but also directly on the system disturbance. For instance, a proportional
feedback of accelerations in addition to the system state can be interpreted as an additional
output feedback together with a special kind of disturbance feedforward. Additional or pure
acceleration feedbacks are not analysed in the work presented here.
5.9 Proportional-Integral Control
In the foregoing sections, the performance of the controlled system under a zero-mean disturbance
is analysed. The total system displacement with respect to the self-weight position of the bridge
is, moreover, influenced by static loads. These loads originate, for instance, from road traffic or
wind. For a simulation of the dynamic system behaviour, they are modelled with the help of a
step function. As a consequence of the static loads, constant steady-state deviations of some state
variables from their zero position occur. In the two-dimensional bridge model that is extended
with control moment gyroscopes, for instance, a constant moment causes constant steady-state
translational and rotational displacements of the bridge, as well as a constant steady-state actuator
rotation θgy. The actuator rotation is a consequence of the state feedback. Constant steady-state
deviations never occur for state variables that are derivatives of other state variables because this
would be contradictory to the stability of the controlled system. Due to the linearity of the bridge
model, the response to the gust disturbance superposes the system reaction on the static loads.
Depending on the size of the static loads, the mean position of a control moment gyroscope
deviates more or less from its zero position, although no favourable forces are generated. Since
the behaviour of a control moment gyroscope is linearised around the zero position, the operation
limit is reached for lower time-varying disturbances if there are static loads.
The application of integral controllers is the proper tool to avoid constant steady-state deviations
of selected state variables from their zero position. The following derivations are carried out
for the asymptotically stable closed-loop system that has a force input. For a system with a
displacement input, only the indices have to be changed. In addition to the controlled input
defined with the state feedback of Eq. (5.61), a further force input is possible.
x˙as = Aas,clxas+Easd
g
ae+Basfc (5.85)
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With
x˙r = Crxas , (5.86)
the integrator state xr is defined, whose variables equal the integrals of different measured state
variables that are selected with the truncated permutation matrix Cr. The feedback
fc =−Krxr (5.87)
is necessary to obtain controlled state variables that are free of constant steady-state deviations
from a zero position. This is not possible for all state variables. The precondition is that a static
actuator input causes constant non-zero steady-state values of the integrated state variables.
Hence, the final value K∞as,cl of the associated step response must be considered. It can be
determined with the final value theorem of Laplace transforms
K∞as,cl = limt→∞
t∫
0
Gas,cl(τ)dτ = lim
s→0
(
s
(
1
s
Cr(sI−Aas,cl)−1Bas
))
=−CrA−1as,clBas
(5.88)
and is called the zero frequency gain or the static gain. If more than one state variable is integrated,
the input must be able to generate arbitrary constant steady-state values for them. Hence, there
must be at least as many input variables as integrated state variables. The more precise condition
is that the rank of K∞as,cl equals the number of integrated state variables, which is known from
technical literature as the necessary and sufficient condition for the existence of integral control.
Table 5.7 gives some examples for the existence of an integral control with reference to the
two-dimensional systems which proportional state-feedback controllers are designed for in the
foregoing sections. The table can be easily compiled based on the insights into the system
behaviour gained in this chapter. Concerning the possibility of integral control, it does not matter
if a force or a displacement input is chosen. In contrast to the reaction wheel and the control
moment gyroscope, the flaps can be used to force the steady-state values of bridge variables to a
zero position. It depends on the size of the static loads, however, whether constant steady-state
displacements of the bridge can be compensated with acceptable flap rotations.
Usually, the integral control is not designed in an additional step, as shown before, but together
with the proportional feedback as a proportional-integral control. To allow for this, the open-loop
state-space model of Eq. (5.28) is combined with Eq. (5.86).
x˙as,I = Aas,Ixas,I+Eas,Id
g
ae+Bas,Ifc (5.89a)
yst,I = Cas,Ixas,I , (5.89b)
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Table 5.7: Existence of asymptotically stable controlled 2d systems with a feedback of the integrator state.
fc uc x˙r rank(K∞as,cl) (yes / no)
h/b 0 n
state includes θrw M
pl
rw θ ucrw α 0 n
θrw 1 y
h/b 0 n
state without θrw M
pl
rw θ˙ ucrw α 0 n
rw
θ˙rw 1 y
h/b 0 n
gy Mplgy θ ucgy α 0 n
θgy 1 y
separately driven
(
Mfl,win
Mfl,lee
) (
θ ucfl,win
θ ucfl,lee
) (h/b
α
)
(
θfl,win
θfl,lee
) 2
2
y
y
h/b 1 y
sd coupled Mfl θ ucfl α 1 y
θfl 1 y
h/b 1 y
od coupled Mfl θ ucfl α 0 n
fl
θfl 1 y
where
xas,I =
(
xas
xr
)
, Aas,I =
(
Aas 0
Cr 0
)
(5.90a)
Eas,I =
(
Eas
0
)
, Bas,I =
(
Bas
0
)
, Cas,I =
(
Cas 0
0 I
)
. (5.90b)
The output equation includes a readout of the integrator state to ensure its observability. The
integrals are usually not measured but numerically determined based on the measured state
variables that have to be integrated. It can be shown that the controllability of the integrator
state is given if the rank criterion derived above is fulfilled. The block triangular shape of the
system matrix indicates that new zero eigenvalues occur because of the integrator state. Due to
different signal paths, these identical eigenvalues are connected to different eigenvectors. The
proportional-integral controller KI of the feedback
fc =−KIxas,I =−
(
K Kr
)( xas
xr
)
(5.91)
can now be designed as shown for the proportional controller.
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If flaps are employed as actuators, the wind-speed limits for their application, which are derived
in the foregoing sections, can be negatively influenced by integral control. In the case of sd-
coupled flaps, for instance, the extension of the system state with the integrated flap rotation leads
to a reduction of the upper limit of the application range to U = 64.52 m/s. This divergence
wind speed of the flap-extended system with unmoved flaps cannot be changed because of the
restriction of the steady-state behaviour of the motion of the flaps that is caused by the integration.
In contrast, the wind speed limits for the application of reaction wheels and control moment
gyroscopes remain unaffected by integral control. These limits equal the divergence wind speeds,
which do not depend on the controlled motions of the latter actuator types.
To demonstrate a proportional-integral control, the two dimensional model of the bridge that
is extended with reaction wheels is suited because the foregoing sections already contain a
numerical example. The system where the wheel rotation θrw is not included in the state vector
has a remarkable shortcoming. It responds to a static disturbance with a constant non-zero steady-
state angular speed. Including the integral of the angular speed in the feedback equation equals
the system where the wheel rotation is included in the state vector. In essence, the state-space
model of the latter system has the form of Eq. (5.89). The integrator equation is not positioned
below the aeroelastic state but at the end of the block of structural state variables.
As shown for the state feedback, the feedback of Eq. (5.91) can be combined with a state observer.
Instead of the state xas, the observed ones xobas are used. The integrator states do not have to be
observed because they can be obtained by integration.

6 Conclusion
6.1 Summary
Theoretical models of an actuator-equipped bridge within streaming air are derived. Moreover,
the effectiveness of different controlled actuators for the improvement of the dynamic bridge
characteristics is analysed. Throughout the work presented here, all investigated parts of the
dynamic system, which are linearised around their operating point, are considered as linear
time-invariant transfer elements. Much attention is paid to this interpretation because in this
context, a lot of improper statements circulate through the technical literature of the last decades.
Since the transfer functions of all dynamic systems are finally described with rational functions in
the frequency domain, a standardised representation with state-space models of continuous-time
time-invariant systems is made possible. All methods and theorems that are available from the
theory of linear time-invariant systems can be used for the analyses. This applies to the air flow,
the bridge structure, as well as their combination in terms of the aeroelastic system. Moreover,
the controllers for the actuator-equipped bridge can be examined with the methods of control
theory that exist for multivariable systems.
Motion-induced and gust-induced aerodynamic forces are defined as outputs of linear time-
invariant transfer elements. As usual, the strip theory is applied. The theoretical forces due
to an incompressible flow around one or three flat plates play a key role as reference values
because they can be described with analytical functions. Additional measured values for motion-
induced forces on idealised bridge cross sections are taken from the technical literature. For their
description, the similarity characteristics of the theoretical flat-plate forces are assumed to be
valid.
To approximate the transfer functions of the theoretical or measured aerodynamic forces with
rational functions, a general approach for each force coefficient is introduced. General partial
fraction expansions of the rational functions are used. In the time domain, they correspond to
state-space models with system matrices in the Jordan normal form. Two commonly applied
matrix-based approaches are derived as special cases. With comprehensive studies, it is shown
that these special cases of rational functions are particularly suited to approximate the transfer
behaviour of the theoretical flat-plate forces. However, the more the real flow around a bridge
cross section deviates from this theoretical flow, the less appropriate is the rational function
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approach. Increasing the number of partial fractions leads to an improved approximation of the
transfer function within the identification interval but produces unacceptable numerical artefacts
at other frequencies.
A long-span cable-stayed bridge is presented as a numerical example. Either element-wise or
global shape functions are applied to discretise the spatial structure. Combining the structure and
the aerodynamic forces leads to the aeroelastic system. Its stability and the transfer of the gust-
induced forces to the displacements of the bridge are extensively analysed. Parameter-dependent
eigenvalue problems are solved for investigating the system stability. An algorithm for tracking
the eigenvalue paths is developed that especially allows a comprehensible illustration of the
calculated results. For different cross sections, it is demonstrated how the approximation of the
transfer behaviour of the aerodynamic forces determines the theoretical dynamic characteristics
of the aeroelastic system.
Reaction wheels, control moment gyroscopes, and aerodynamically effective flaps are introduced
as actuators, which seem to be especially suitable to improve the dynamic behaviour of a bridge
under the effect of the streaming air. The models of the bridge are extended to incorporate these
actuators. Two different kinds of inputs, forces and displacements, are chosen for their control.
Controllability and observability are analysed as preconditions for a control in a feedback loop.
Attention is paid to the effect of the rational function approximation. To investigate the capability
of the actuators under best conditions, active controllers with state feedback are employed. The
design algorithm of a linear-quadratic regulator is chosen for most of the numerical examples.
For a system stabilisation with the help of the actuators, fundamental wind-speed limits are
revealed. Reaction wheels and control moment gyroscopes cannot stabilise the bridge beyond
the divergence wind speed. Based on the employed theoretical aerodynamic forces, separately
driven flaps can stabilise the bridge for a wide range of the mean wind speed. If windward and
leeward flap motions are kinematically coupled, there are usually upper bounds for a stabilisation
of the system. Some of these bounds can be overcome if a higher number of independent proper
shapes of flap rotations along the girder length are chosen as inputs. Depending on the size of the
system disturbance, the upper limit for the application of the actuators can be distinctly lower.
The performance of the controlled system is compared for the different types of actuators. To
generate an effective motion of the reaction wheels, high forces and a lot of power are necessary.
Flaps also need high input forces, whereas their power demand is considerably lower. For control
moment gyroscopes, the power demand is comparably low. Moreover, they require only low
input forces. A remarkable energy input, however, is needed to create an appreciable angular
momentum of their rotors. In the final sections of the work presented here, state observers,
disturbance feedforward, and integral control are explained with respect to the investigated
bridge.
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6.2 Outlook
Many of the presented theoretical investigations are carried out using simplifying assumptions.
Further research activities should explore whether refined models change the results obtained so
far. Especially the linearised descriptions of the different kinds of aerodynamic forces seem to
be a weak point of the model. Concerning the aerodynamic forces on a bridge cross section in
real flow, it should be investigated to what extent an approach with rational functions and more
general pole locations is capable of improving the approximation quality of the transfer functions.
If the actuators are employed for non-streamlined cross sections, additional vortex-induced
aerodynamic forces must be taken into account when the quality of the designed controllers is
tested. Moreover, at least for final controller tests, other flow models should be applied that are
not restricted to small displacements of the structure and do not distinguish between the different
kinds of aerodynamic forces.
The performance of the controlled bridge is analysed only for the two-dimensional model. A
further study of a model is desirable that includes more structural degrees of freedom and an
optimised arrangement of the actuators and sensors along the bridge girder. A comprehensive
investigation of the effectiveness of the different actuators also necessitates a sufficient variation
of all parameters of the controlled aeroelastic system. Such a parameter study, preferably based
on a model representation with similarity parameters, is not given here and still needs to be
carried out.
In this work, the design of the controllers is focussed on a special range of high reference wind
speeds. To allow the controllers to be effective also for lower wind speeds, the linear-quadratic
regulators must be designed with varying weighting matrices. State feedback in combination with
a state observer is known to be often not sufficiently robust against model uncertainties. Model
uncertainties arise, for instance, from a rough discretisation of the continuous system or the
linearisation of the non-linear system behaviour. To ensure the stability or a special performance
of the closed loop for defined system uncertainties, dynamic controllers with an output feedback
can be designed (Zhou & al. 1996, Boyd & al. 1994). If active controllers are considered to be
problematic, attention should be turned to passive controllers. Moreover, active gains can be
replaced by passive elements in order to minimise the power demand. The effectiveness of a
passive control, which is designed to fulfil some basic requirements, can be improved with an
additional active control as well. Both latter combinations of active and passive controllers are
known as hybrid control (Housner & al. 1997).
Finally, an experimental analysis is still necessary to confirm the theoretical findings of this work.
For civil-engineering structures, these experiments can usually only be carried out with scaled
models. The decisive similarity parameters of the structure and the flow should equal those of
the full-scale aeroelastic system.

Appendix
A.1 Transformation from Aerofoil to Bridge-Flaps
Derivatives
Aerofoil According to Theodorsen & Garrick (1941)
The geometry variables and the degrees of freedom of the wing-aileron-tab problem according to
Theodorsen & Garrick (1941) are given in Figure A.1(a). All physical quantities of the aerofoil are
marked with the index Th and are not included in the notation list. After adapting the lengths ratio
of the aerofoil components to that of the bridge flaps problem, which is done in Figure A.1(b),
the variables of this work in Figure 2.5 can be compared with the aerofoil variables.
With the following matrix equation, the geometry variables of the bridge problem are transformed
to those of the aerofoil.
b
ab
cb
db
eb
f b

Th
=

1 2 0 0
0 0 0 0
−1 0 0 0
1 0 0 0
−1 −1 −1 0
1 1 0 −1


b
bfl
dh,win
dh,lee
 (A.1)
The gaps at the wing-aileron and aileron-tab transitions are considered to be sealed. This seems to
be appropriate to model the transitions of elements of finite thickness with obtuse neighbouring
edges. The sealed gaps must be modelled with a finite length to avoid infinitely large values of
special logarithmic terms in the analytic descriptions of the aerodynamic derivatives. The length
is set to 10% of the flap half-width bfl according to recommendations given in Theodorsen &
Garrick (1941).
Also based on a comparison of Figure A.1(b) with Figure 2.5, the degrees of freedom defined in
Eq. (2.26a) can be transformed into those used for the aerofoil problem.(
h/b α β γ
)T
Th
= aThξs (A.2)
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(a) Wing with aileron and tab. (b) Bridge with flaps.
Figure A.1: Flat-plate problems described with the variables used in Theodorsen & Garrick (1941).
The transformation matrix aTh has the following entries.
aTh =

b/bTh 0 −eTh 0
0 1 1 0
0 0 −1 0
0 0 0 1
 (A.3)
The motion-induced aerodynamic forces and the degrees of freedom are defined for the aerofoil
in an energetically corresponding way and without redundancies. As explained in Section 1.3,
the transformation between the forces in Eq. (2.26a) and those defined for the aerofoil problem
is thus as follows.
fae = aTTh
(
Pb Mα Mβ Mγ
)T
Th
(A.4)
The reduced frequency used for the aerofoil problem is related to the aerofoil half length bTh.
Hence, the reduced frequency in Eq. (1.7) must be transformed.
pTh = pbTh/b (A.5)
For the aerofoil problem, the transfer equation of motion-induced aerodynamic forces is given
for purely imaginary frequencies(
Pb Mα Mβ Mγ
)T
Th
=Gae,Th(iω)
(
h/b α β γ
)T
Th
, (A.6)
where the aerodynamic transfer function is defined as follows.
Gae,Th(iω) = piρb4Thω
2Cae,Th(ikTh) (A.7)
Similar to Eq. (2.8a), the following notation can be defined.
Gae,Th(iω) = piρb2ThU
2QTh(ikTh) (A.8)
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The aerofoil derivatives of both notations can be transformed into each other.
QTh(ikTh) = k2ThCae,Th(ikTh) (A.9)
In contrast to the aerodynamic derivatives in Cae,Th, those in QTh can be evaluated for the steady
case limit ω → 0. The application of the generalisation procedure described in Section 2.2.2 for
the single flat plate means replacing ω2 with (−s2) and ikTh with pTh.
Combining the foregoing equations and comparing them with those of Section 2.1 leads to the
formulas for the transformation from aerofoil to bridge-flaps derivatives.
Cae = aTThCae,ThaTh(bTh/b)
4 (A.10a)
Q= aTThQThaTh(bTh/b)
2 (A.10b)
Aerofoil According to Küssner & Göllnitz (1964)
In a similar way as in the foregoing section, the aerofoil description according to Küssner &
Göllnitz (1964) can be transformed to the bridge-flaps description used here. All physical
quantities of the aerofoil are marked with the index Kü and are again not included in the list of
notation.
The geometry variables of the aerofoil and the bridge show the following relationship.
l
x0
x1
x2
x3
x4

Kü
=

1 2 0 0
1
2 1 0 0
1 0 0 0
1 1 1 0
−1 0 0 0
−1−1 0 1


b
bfl
dh,win
dh,lee
 (A.11)
The gaps between the different flaps can be described either as open or as sealed to model the
cases of acute and obtuse edges of neighbouring cross-section components, respectively. For the
sealed case, the length of the gaps is again set to 10% of the flap half-width bfl.
Compared to Theodorsen & Garrick (1941), there are additional degrees of freedom in Küssner &
Göllnitz (1964) because the aileron and tab motions are possible with independent rotations and
translations. The transformation can be obtained based on a comparison between Figure A.2(b)
and Figure 2.5.(
A B C D E F
)T
Kü
= aKüξs (A.12)
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(a) Wing with aileron and tab. (b) Bridge with flaps.
Figure A.2: Flat-plate problems described with the variables used in Küssner & Göllnitz (1964).
In the transformation matrix aKü, the following entries appear.
aKü =

1 0 0 0
0 1 0 0
0 0 1 0
0 0 (x2− x1)KülKü 0
0 0 0 1
0 0 0 (x4− x3)KülKü


b
lKü
−x0,Kü
lKü
(x2− x0)Kü
lKü
0
0 1 1 0
0 0 −1 0
0 0 0 1
 (A.13)
Contrary to Section A.1, the transformation must also couple the independent components of
the aileron and tab motions shown in Figure A.2(a) to define a hinge position. This is done with
the left part of aKü. In Figure A.2(b), the translation variables DKü and FKü are thus not shown
because they depend on the rotations CKü and EKü and the hinge locations.
Due to the appropriate definitions of the motion-induced aerodynamic forces and the degrees of
freedom, the transformation is possible again, as shown below.
fae = aTKü
(
Kl M0 N Rl Q Pl
)T
Kü
(A.14)
The reduced frequency must also be adjusted.
pKü = plKü/b (A.15)
The variable ω∗Kü denotes the imaginary part of the reduced frequency pKü of the aerofoil
problem.
For purely imaginary frequencies, the transfer equation of motion-induced aerodynamic forces
for the aerofoil problem is given in Küssner & Göllnitz (1964).(
Kl M0 N Rl Q Pl
)T
Kü
=Gae,Kü(iω)
(
A B C D E F
)T
Kü
(A.16)
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The aerodynamic transfer function can be defined in two ways
Gae,Kü(iω) = piρl4Küω
2Cae,Kü(iω∗Kü) (A.17a)
Gae,Kü(iω) = piρl2KüU
2QKü(iω∗Kü) , (A.17b)
where
QKü(iω∗Kü) = (ω
∗
Kü)
2Cae,Kü(iω∗Kü) . (A.18)
Replacing ω2 with (−s2) and iω∗Kü with pKü is part of the generalisation procedure described in
Section 2.2.2.
Finally, a combination of the foregoing equations and a comparison with those of Section 2.1 lead
to the equations for the derivative transformation from the aerofoil to the bridge-flaps problem.
Cae = aTKüCae,KüaKü(lKü/b)
4 (A.19a)
Q= aTKüQKüaKü(lKü/b)
2 (A.19b)
When comparing the transformed results of Theodorsen & Garrick (1941) and Küssner & Göllnitz
(1964) for the case of sealed gaps, it turns out that there are differences in the steady real parts of
the elements Q33 and Q44. The differences occur if sealed gaps exist, that means if hinges are
not positioned at the end of neighbouring plates. Expressions that include the representation of
the influence of the inclined sealed gaps cause the different results. In detail, the following terms
do not comply with each other.
(T28(c))Th 6= (φ21(ϕ)+2lnτSR)Kü (A.20a)
(T28(d))Th 6= (φ21(ψ)+2lnτSH)Kü (A.20b)
One reason for the discrepancy is the unequal definition of the exact location of the beginning
and the end of the inclined step. Adjusting the positions, however, does not lead to equal results.
Further reasons could be different assumptions that were made for the derivation of the terms or,
simply, errors in the publications. A more detailed investigation of the formulas has not been
carried out. Since the values of the terms strongly depend on the length of the assumed gap,
they should be brought in line with values that are experimentally determined in a steady flow if
the theoretical aerodynamic derivatives are applied for real aerofoils. This recommendation is
given in the original references. Considering the quality of the model for bridges with flaps, the
discussion seems to be unnecessary as far as the results of this work are not significantly affected
by the differences between the publications.
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A.2 Equations of Motion of Actuator-Equipped Rigid
Bodies
The linear equations of motion of the following rigid body problems are given to explain the
detailed entries of the matrices used in Section 5.1. The rigid body has the arbitrary length dx
perpendicular to the drawing plane. Its displacements are presupposed to be small and the elastic
supports have a linear force-displacement behaviour. All assumptions made for the actuators in
Section 5.1 still hold true for the following problems. The linearised equations are derived with
the principle of virtual displacements for dynamic systems. As in the derivation of the equations
of motion of the bridge with element-wise or global shape functions, the virtual displacements
are assumed in terms of the virtual versions of the defined degrees of freedom. Symmetric mass,
viscous damping, and stiffness matrices, as well as an antimetric gyroscopic damping matrix
are achieved in this way for the investigated systems. For the application of the equations of
motion to the model of the actuator-equipped bridge, the bending rotation ϕ of the girder must
be additionally considered and the length dx is assumed to be infinitesimal.
Reaction Wheel as Actuator
(a) Kinematic variables and spring constants. (b) Forces and mass properties.
Figure A.3: Rigid body equipped with a reaction wheel.
From a virtual displacement of the whole system in vertical direction it follows that
(mdx)h¨+mrwh¨ =−(Ks,h dx)h+(Ldx) . (A.21)
A virtual rotation of the whole system around the centre of gravity leads to
(I dx)α¨+ Irw,h(α¨+ θ¨rw) =−(Ks,α dx)α+(M dx) , (A.22)
and a virtual rotation of the reaction wheel around its hinge results in
Irw,h(α¨+ θ¨rw) = Mrw . (A.23)
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(a) Kinematic variables and spring constants. (b) Forces and mass properties.
Figure A.4: Rigid body equipped with a twin control moment gyroscope.
Control Moment Gyroscope as Actuator
Applying a virtual displacement on the whole system in vertical direction yields
(mdx)h¨+2
mgy
2
h¨ =−(Ks,h dx)h+(Ldx) . (A.24)
A virtual rotation of the whole system around the centre of gravity results in
(I dx)α¨+(Igy,l2 α¨+
Igy,h
2 Ωgyθ˙gy,1)+(
Igy,l
2 α¨−
Igy,h
2 Ωgyθ˙gy,2)
=−(Ks,α dx)α+(M dx) .
(A.25)
Virtual rotations of the rotors around the gimbal axes lead to the following equations
−Igy,h
2
Ωgyα˙+
Igy,l
2
θ¨gy,1 = Mgy,1 (A.26a)
Igy,h
2
Ωgyα˙+
Igy,l
2
θ¨gy,2 = Mgy,2 , (A.26b)
where Mgy, j is the actuating moment around a gimbal axis. The gimbal rotations are kinematically
coupled.(
θgy,1
θgy,2
)
=
(
1
−1
)
θgy (A.27)
The resulting input torque Mgy that acts between the gimbals and the bridge girder, which
energetically corresponds to θgy, follows according to Section 1.3.
Mgy =
(
1
−1
)T(
Mgy,1
Mgy,2
)
(A.28)
The total torque (Mgy,1 +Mgy,2) between the actuator and the bridge equals zero due to the
special gearing mechanism.
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(a) Kinematic variables and spring constants. (b) Forces and mass properties.
Figure A.5: Rigid body equipped with rigid flaps.
Flaps as Actuating Elements
The following variables are introduced to abbreviate the vertical displacements of the centres of
gravity of the flaps.
hfl,win = h− (b+bfl)α+dh,winθfl,win (A.29a)
hfl,lee = h+(b+bfl)α+dh,leeθfl,lee (A.29b)
A virtual displacement of the whole system in vertical direction leads to
mh¨+
mfl
2
(h¨fl,win+ h¨fl,lee) =−Ks,hh+L . (A.30)
From a virtual rotation of the whole system around the centre of gravity it follows that
Iα¨+ Ifl2 ((α¨+ θ¨fl,win)+(α¨+ θ¨fl,lee))+
mfl
2 (b+bfl)(−h¨fl,win+ h¨fl,lee)
=−Ks,αα+M .
(A.31)
A virtual rotation of the windward flap around its hinge results in
Ifl
2
(α¨+ θ¨fl,win)+
mfl
2
h¨fl,windh,win = Mwin+Mfl,win , (A.32)
and a virtual rotation of the leeward flap around its hinge leads to
Ifl
2
(α¨+ θ¨fl,lee)+
mfl
2
h¨fl,leedh,lee = Mlee+Mfl,lee . (A.33)
The variables Mfl, j represent the hinge moments. Static moments around the hinges that are
caused by the self-weight of the flaps are not modelled. As with all gravity effects, they need not
be considered when they are compensated with elastic connections. Hence, it is supposed that a
part of the hinge moments finally originates from springs and that the zero position of the flaps
complies with the static equilibrium position under the effect of the self-weight.
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