Abstract -We present a novel error-concealment method for MPEG-2 video decoders. Imperfect transmission of block-based compressed images may result in loss of blocks, making image degradation inevitable. In the hybrid error-concealment method, both spatial and temporal error concealment repair the damaged regions through adaptive interpolation in the respective domains. In order for the hybrid method to yield good performance it should be presumed that coding-mode estimation is correct. In reality, however, erroneous coding mode estimation frequently occurs, ultimately resulting in poor performance. In the proposed method, we reduce the number of erroneously estimated coding-modes by utilizing the fact that MPEG-2 video coding is based on block-based coding. This enhanced hybrid technique effectively conceals the lost blocks by raising the probability of correct coding mode estimation by exploiting the image characteristics such as scene changes and complex motions. Through computer simulations on damaged images we show that the proposed method has excellent performance.
Introduction
The MPEG-2 video coding standard has been widely used to compress video signals to be transmitted over bandlimited channels in various multimedia applications [1] . Digital terrestrial TV systems adopted the MPEG-2 coding due to the bandwidth restriction of the available channels [2] , where MPEG-2 coded bitstreams are very sensitive to bad receptions. Even at a fairly low rate of loss of the video bitstreams, these may yield many damaged regions in the decoded images. Furthermore, the loss of a single packet can corrupt not only a part of a frame but also as much as several frames. To enhance the picture quality degraded by such errors, concealment techniques must be conceived.
Error concealment utilizes the remaining redundancy in the compressed video stream to recover the lost information, making the damage subjectively imperceptible. Since the receiver independently tries to restore the picture quality,
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little or no extra information is needed, and thus there is little cost on the bandwidth. The error concealment techniques can be divided into the spatial error concealment (SEC) and the temporal error concealment (TEC). SEC interpolates each pixel in the missing macroblock (MB) by using bilinear interpolation from the nearest pixels of neighboring MB's [3] . In [4] , SEC makes use of directional interpolation that preserves edges. Since SEC uses spatial interpolation, the recovered MB's may become blurred.
On the other hand, TEC attempts to reconstruct the motion vector and the coding mode of the lost MB, which can be recovered from the nearest MB's in the current frame [5] . If the estimation of the motion vector is incorrect or the coding mode estimation is wrong, the recovered block may have disturbing artifacts at the boundaries with its neighbors. For combining SEC and TEC, intra-coded blocks are concealed by SEC and inter-coded blocks are concealed by TEC [6] . In this case erroneously estimated coding mode makes the image quality degraded. In [7] , an MB is estimated by adopting the weighted constraints of spatial smoothness and temporal smoothness. However, this method requires high computational complexity. To reduce the number of erroneously estimated coding modes in the proposed hybrid scheme, we utilize the fact that MPEG-2 video coding is based on block-based coding. This enhanced hybrid technique effectively conceals the lost blocks by raising the probability of correct coding mode estimation by exploiting the image characteristics such as scene changes and complex motions.
The remainder of this paper is organized as follows. In section 2, we discuss different error concealment techniques. In Section 3, we describe a hybrid error concealment method with enhanced coding mode estimation. In Section 4, simulation results are presented, and finally Section 5 gives some conclusions.
Error Concealment Techniques
There are two main error concealment techniques (ECT's): the spatial error concealment (SEC) and the temporal error concealment (TEC) techniques. SEC exploits the spatial redundancy in a frame. This technique has been proposed for intra-coded pictures, where no motion information exists. On the other hand, TEC utilizes the temporal redundancy in a sequence and is intended for inter-coded pictures because they still contain some motion information. TEC is easier to implement and its complexity is less than that of SEC [3] . In this section, spatial and temporal ECT's and the hybrid algorithm-the combination of both SEC and TEC-are discussed.
Spatial Error Concealment
The Spatial ECT's are intended for I-pictures and P-/Bpictures, where no motion information exists. In SEC, coding mode of an erroneous macroblock is assumed to be intra-coding. Accordingly, SEC uses only the spatial interpolation techniques. A method based on simple interpolation considered in [3] interpolates each pixel of the whole macroblock from the adjacent pixels of the four neighboring macroblocks. The corresponding four neighboring pixels are weighted according to the opposite distance and divided by sum of the distances. This technique works well only when the surrounding macroblocks exist. In case that one whole stripe of macroblocks is damaged, the corresponding distance will be set to zero. Given only two available macroblocks, top and bottom macroblocks, this interpolation is reduced to (1) where p is the current macroblock, in which ) , ( There exist several other error concealment techniques. Among them are the multi-directional interpolation [8] and the signal loss recovery [7] which imposes smoothness constraints. For MPEG-2 coded pictures, multi-directional filtering will be reduced to nearly one-directional filtering, because the left and right macroblock are not available for multi-directional interpolation. As a result, high spatial details will not be recovered.
Temporal Error Concealment
As discussed in the previous section, SEC can hardly recover the spatial details. To solve the problem of SEC, TEC tries to make use of information of previous/next frames. This information is encoded as the coding mode and the motion vector of a macroblock. Because video signal has spatial and temporal smoothness in the adjacent regions, the coding mode and the motion vector can be estimated from the spatially and temporally adjacent macroblocks.
For estimation of coding modes, the reconstruction scheme in [8] treats a damaged coding mode as an intracoding mode and recovers the block by using only spatially adjacent undamaged blocks. This method prevents any catastrophic effects when a false coding mode is used. In [6] , H. Sun proposed a better scheme for estimating the coding mode from those of its top and bottom neighboring macroblocks for MPEG-2 coded video. It is based on the assumption that motions of the adjacent macroblocks have high spatial/temporal correlation. For P-frame, if either a top or a bottom macroblock is coded as the forward prediction mode, the damaged macroblock is assigned to the forward prediction mode. If both are intra coded, then the damaged macroblock is assigned to the intra-coding mode. Similar strategies are applied to B-frames. These strategies are summarized in Figure 1 (a) for P-frames and in Figure 1(b) for B-frames, where "For" means forward prediction, "Back" means backward prediction, "Inter" means bidirectional interpolation, and "Intra" is intracoding mode [6] . This scheme works well for slow or regular motions but produces a poor estimate for video sequences containing fast or complex motions.
For estimation of lost motion vectors, the simplest method is to set the motion vectors to zero, which works well for video sequences with relatively small motion. With 
this method the whole previous reference picture can be copied, but this causes visible artifacts in the following pictures due to the prediction. The motion compensated temporal error concealment uses the spatial correlation of motion vectors by noting that neighboring blocks of the picture often move in a similar fashion. There are several ways for motion vector selection. The first technique chooses the vectors in the nearest macroblocks [5] . The second technique takes into account motion vectors of all the existing surrounding macroblocks as well as the average/median motion vectors and stationary vectors. Then, the best matching macroblock is selected among the above motion vectors according to the boundary matching error [9] . These methods for motion vector selection works well for video sequences with moderate motion. For the video sequences with scene change or complex motion, however, they often select a false motion vector, which makes the recovered block disturbing, compared to the adjacent blocks [4] .
Hybrid Error Concealment
` How to choose an appropriate error concealment technique depends on the characteristics of the lost block, its neighbors, and the overall frame. Although for a specific video sequence one may have better performance over the other, a single technique is not sufficient for an arbitrary video sequence. For example, a block with slow motion can be successfully recovered via TEC. However, when the block contains a very complex scene or the motion is fast, SEC is more adequate than TEC.
To devise a better technique, various hybrid algorithms have been proposed [6] , [10] . One way of combining the two concealment techniques for a video sequence is to conceal the I-pictures with SEC and to conceal the P-/Bpictures with TEC through motion compensation. Additionally, intra-coded blocks in P-/B-pictures are concealed by SEC and inter-coded blocks in P-/B-pictures are concealed by TEC [6] . If a video sequence contains moderate motions, this scheme works well. However, when either scene changes or fast/irregular motion exists, the estimated coding mode has high probability of wrong estimation. Table 1 shows the number of coding mode estimated as forward prediction in the lost macroblocks by applying Sun's hybrid algorithm [6] , where the denominator indicates the number of lost macroblocks (MB's) in each frame. Especially, the first row of Table 1 shows the number of erroneously estimated coding mode, where coding mode is intra-coding mode but is estimated as forward prediction. The average ratio of erroneously estimating intra-coding mode as forward prediction to the total number of lost MB's is close to 20%. Despite coding mode estimation is correct (in case of the second row of Table 1 ), the motion vector recovery may be incorrect for scene changes or complex motions. These erroneous coding mode estimation and inaccurate motion vector recovery result in the disturbing MB's, which are shown in Figure  3 (b) and Figure 4(b) .
In TEC, the referenced block can be further improved by spatial smoothing around its edges (to make it conform to the neighbors) at the expense of additional complexity. In [10] , an MB is estimated with a weighted combination of spatial smoothness and temporal smoothness constraints.
Enhanced Hybrid Error Concealment
As shown in the previous section, the conventional hybrid algorithm shows poor performance for video sequences with scene changes or complex motion due to false coding mode estimation. Therefore, It is required to find a way to improve the probability of correct estimation to enhance the image quality.
To achieve this goal, we propose a hybrid technique that adaptively combines the advantages of each technique. It utilizes the fact that MPEG-2 video coding is based on block-based coding and makes use of the smoothness property between adjacent pixels in a block and its neighboring blocks in the most video sequence. Considering these properties of video sequence, we improve Sun's hybrid algorithm by raising the probability of the correct code mode estimation. For a video sequence with scene changes or fast motion, the coding mode or the motion vector may be estimated inaccurately. When the estimated coding mode is inter-coding, TEC may refer to the wrong macroblock and thus yields the disturbing images. Therefore, when the coding mode is estimated as the inter-coding mode for such a video sequence, TEC must be tested whether it can conceal well the erroneous macroblocks.
The test is based on the properties of MPEG-2 coding: similarity between blocks and smoothness of adjacent pixels. If the erroneous macroblock is properly concealed, the boundary matching errors between the recovered block and its neighbors should be comparable to those of adjacent macroblocks. Therefore, according to the ratio of the boundary matching errors between the recovered macroblock and its neighbors we can determine whether the further processing will be needed or not. Figure 2 shows (2) where the subscript "R" represents the boundary matching error between the "Recovered" macroblock and its neighbors. The value of R BME is the summation of the square of differences between the boundary pixel values of the recovered macroblock and those of its top/bottom macroblock. 
To check whether the average value of the boundary matching errors between the recovered block and its neighbors is comparable to that of adjacent macroblocks or not, using Eqs (2), (3) and (4), we calculate the ratio of the average value of the boundary matching errors, BME r , between the recovered block and its neighbors as , 2 / ) ( B T R BME BME BME BME r + = (5) where a factor of 2 1 is used for normalization. If TEC properly conceals the erroneous macroblock, the value of BME r is distributed around 1 due to characteristics of MPEG-2 coding. If the value of BME r exceeds a certain threshold, we can decide that TEC is improperly used. We conclude that either the coding mode estimation is false or the motion vector recovery is incorrect, or both. Therefore, we take SEC to conceal the erroneous macroblock.
For the proposed scheme to be effectively used, it is important to determine the appropriate threshold value. If the threshold value is improperly large, the proposed algorithm becomes equivalent to Sun's hybrid algorithm because any BME r cannot be larger than threshold. Otherwise, if the threshold value is inappropriately small, then the proposed hybrid algorithm reduces to SEC. We find the threshold value of 2.0 through repetitive simulations. 
Simulation Results
We used the single-layer case in which DCT coefficients, motion vectors, coding modes, and other information are sent with the same priority.
The test video sequence is called a "Football sequence", which contains fast, irregular motion throughout: it consists of 480 720 × pixel image frames and is encoded with an MPEG-2 encoder at 8 Mbps. Another test source is a "Mix sequence", which consists of a flower sequence, a mobile train sequence, and a table tennis sequence: it consists of 480 704 × pixel image frames encoded at 5 Mbps. In the source sequences, the GOP consists of 12 frames, which effectively limit the extent of temporal error propagation to less than 12 frames. There are two B-frames between these P-frames. For simulation, we assume that a damage of a test video sequence occurs in the first P-frame and the second P-frame.
Sun's hybrid algorithm is chosen for comparison. Simulation results for the hybrid error concealment techniques in the P-frames of the Football sequence and the Mix sequence are given in Table 2 . The peak signal-tonoise ratio (PSNR) is used as an objective measure of image quality, and is given by (6) where R x is the recovered image, x is the original image and the dimensions are M N × pixels. The simulation results show that the PSNR value of the enhanced hybrid algorithm is about 1.5 dB higher than that of the conventional hybrid algorithm in the Football sequence, and 0.6 dB in the Mix sequence. Table 3 shows the ratio of revision of false estimates of the coding mode to the total number of macroblocks with false estimate. In the Mix sequence, the 2nd P-frame corresponds to a scene change from the flower sequence to the mobile train sequence. Here, erroneous coding mode estimation makes the quality of the concealed image poor. In the simulation, 17 erroneous coding mode estimates (from intra-coded to inter-coded) occurred. With the proposed technique, 16 false coding mode estimates were revised. It shows that the proposed hybrid algorithm corrects most of the false coding mode estimates. In case of the 1st P-frame of the Football sequence, 50 erroneous coding mode estimates (from intra-coded to inter-coded) occurred. In the proposed hybrid algorithm, 17 false coding mode estimates of macroblocks were revised. Figure 3 and 4 show the damaged images and the concealed images. Figures 3(b) and 4(b) are obtained by applying the Sun's hybrid algorithm. In these reconstructed frames, we can observe blocking artifacts, abrupt changes of luminance values in the slice boundaries, and incorrect movement, which is quite annoying to human vision. , respectively, it is observed that the proposed hybrid algorithm with enhanced coding mode estimation provides better subjective quality than the conventional hybrid techniques.
Conclusions
The conventional hybrid Error Concealment (EC) recovers the error image without sufficiently considering it's characteristics such as scene changes and fast/irregular motions. Therefore, the conventional hybrid EC often makes false coding mode estimation, resulting in poor performance. In the proposed hybrid EC, we consider characteristics of error images and use the properties of MPEG-2 video coding, and enhance the accuracy of coding mode estimation. Therefore, it effectively conceals the erroneous macroblocks by raising the probability of correct coding mode estimation.
In addition, the proposed technique can partially revise incorrectly estimated motion vectors because error concealment by incorrect motion vectors may cause the ratio of boundary matching errors improperly high. In that case, we can enhance the image quality by applying SEC instead of TEC. Our simulation results have shown that the proposed algorithm improves both the PSNR value and the visual quality.
