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INTRODUCTION 
The problem we discuss in this paper is to find the arithmetic structure 
of finite free resolutions. It started with Hilbert’s characterisation of ideals 
of projective dimension 1 with GCD = 1 in a polynomial ring. He proved 
that such ideals are given by n x n minors of an n x n + 1 matrix. This result 
was then generalized by several authors, notably by Burch [B]. The 
Hilbert-Burch theorem has since found many important applications to 
deformation theory and algebraic geometry. 
In their paper Buchsbaum and Eisenbud [BE1 ] generalized the Hilbert- 
Burch theorem. They proved several “structure theorems” concerning 
various factorizations of the minors of the maps involved for resolutions of 
arbitrary length. Hochster [H] has shown that Buchsbaum-Eisenbud 
structure theorems are enough to give the full structure of resolutions of 
length 2. He found in this case the universal pair (R, IF), i.e., a ring R and 
a resolution 5 over it such that for each resolution G with the same dimen- 
sions of modules over the ring S there exists a unique map R -+ S such that 
G = [FOR S. He proved that R is Noetherian, normal; and Cohen- 
Macaulay. If we not have the uniqueness in the above definition we speak 
of the generic pair (R, [F). If (R, F) is a universal (generic) pair and R is 
Noetherian, we speak of the universal Noetherian (generic Noetherian) pair. 
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This paper is an attempt to understand the structure of resolutions of 
length 3. This case is much more difficult than the case of length 2 since 
higher Buchsbaum-Eisenbud theorems come into play. We succeed in 
describing the generic ring R for the resolutions of type (1, n, n, 1). We do 
not know if R is Noetherian. 
The paper is organized as follows. In Section 1 we study systematically 
the first structure theorem of Buchsbaum and Eisenbud. We find the 
generic ring R, formed by the Buchsbaum-Eisenbud multipliers, compute 
its standard basis, and prove that it is normal and Cohen-Macaulay. We 
also prove a theorem stating that the ring R, is universal for the complexes 
acyclic in depth 1. 
Section 2 is the heart of the paper. There, we study the higher structure 
theorems for the resolutions of length 3. Using geometry we construct for 
the resolutions of type (1, n, n, 1) the generic ring R and reduce the proof 
of the fact that R is generic to the vanishing of homology of certain 
complexes over the polynomial ring S. (A’&‘). It is worth mentioning that 
the method of Section 2 seems to generalize to bigger resolutions, even 
though the combinatorics b ecomes more difficult. 
The complexes mentioned are proved to be exact in the needed places in 
Section 3. To do this the geometric techniques which were so useful in 
studying the syzygies of determinantal varieties are applied. In this section 
we also find the family of invariant perfect ideals in S . (A 2F) and S . (S,F) 
other than determinantal ideals. 
In Section 4 we draw consequences from the previous results. We com- 
pute the decomposition of the ring R into Schur functors, and study the 
structure of R. We conjecture that R is a finitely generated algebra and give 
the plausible set of generators of R. Except for the multiplicative structure 
of the resolution, R contains also the theorems e, (2 Q 1~ [n/2]). For n = 4 
we get just one theorem e,. As an application of our techniques we classify 
all the resolutions of type (1, 4,4, 1) over local rings for which e, does not 
have the entries in the maximal ideal. Throughout the paper we assume 
that we work over a characteristic 0 field k (except in Section 1). 
1. ON THE FIRST STRUCTURE THEOREM OF BUCHSBAUM AND EISENBUD 
Buchsbaum and Eisenbud have proved in [BEl] the following 
THEOREM 1.1 (The First Structure Theorem). Let R be a Noetheriun 
ring and let 
4 c I 4 4 O-G,-G,_,-...-G,-G,-G, 
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be a finite free resolution. Let r, = rank d,, so b, = rank G, = r, + , + r,. Then 
there exist unique1.v determined maps 
a,: R+ AriG, , 
such that the diagrams 
commute. In particular a” = Arr d,. 
The elements a’ = (a;) are called the multipliers of Buchsbaum-Eisenbud 
(here Z ranges over the set of all sequences 1 6 i, < . . < i, 6 b, ~ 1). 
The following equality holds: Rad(a;) = Rad Z(d,) (Z(d,) stands for the 
ideal of r, x r, minors of d,). 
In [EN] Eagon and Northcott have shown that the first structure 
theorem is true for all complexes 
O- G,- G,-,----+...- Go 4 
for which depth Z(d,) 2 1 and depth Z(d,) > 2 for all i 2 2. 
Our first aim is to define a certain Hodge algebra associated with the 
first structure theorem. 
We start with establishing the relations satisfied by the multipliers of 
Buchsbaum and Eisenbud. 
LEMMA 1.2. Let 
be a complex such that depth Z,,(d,) > 2 for i> 2, depth Z,,(d,) > 1. Let 
a’ = (a’,) be the Buchsbaum-Eisenbud multipliers associated with G. Then the 
following relations hold: 
(1) Pliicker quadratic relations among {a>}. 
(2) c ,,,” Isfi.yrd w(t Z’NPI 1, L), a ‘k,t- - 0 , where capital letters denote 
the increasing sequences of natural numbers, and (I I J), stands for the minor 
of d, corresponding to the rows Z and the columns J. sgn(Z, I’) denotes the 
sign of the permutation (,:?i’ ). 
(3) C,. ,,, fr’iPd sgn(Z, I’) a”,, .((L u I)’ I P), = 0, where ( )” denotes the 
complement in { 1, . . . . b,+ , ). 
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Proof (1) Let us multiply our relation by u’,’ ‘ai+ ‘. Using the first 
structure theorem we see that we get the Plucker relation for rr x r, minors 
of d,. Since depth(a ‘+‘) > 1 the initial relation holds. 
(2) Multiply the relation by a;+’ and use the first structure theorem. 
We get 
C w(L Z’)(P I4 L), + , K 1’ I L), + ,. 
The straightening formula of Doubillet, Rota, and Stein (see [DRS]) 
shows that the above expression is a combination of the minors of order 
r I + , ; i.e., it is zero. Again, since depth(a ‘+I) 2 1, the initial relation holds. 
(3) The proof is similar. 
Let now F,,, F,- 1, . . . . F, be a sequence of free Z-modules of ranks 
b n, . . . . b,. Let rn, . . . . r,-, be a sequence of natural numbers such that 
b,=r,+r,+l. Consider first the ring Rcomp, parametrizing the complexes 
O-F,- F,p, 7 . ..- F,, 47 n 1 4 
such that rank d, 6 r,. More precisely we take Rcompl to be the quotient of 
The ideal of relations is generated by the representations 
F,QF,*, 4 (F,OF,*,)O(F,p,OF,*A b 
which corresponds to the condition d,+ r 0 d, = 0, and 
which corresponds to /i”+ ’ d, = 0. 
Recall that Rcompl can be treated as the Hodge algebra-for the details 
see [dCS]. Let IFcorn,,, be a “generic” complex over Rcompl with differentials 
of prescribed ranks. 
Consider the ring 
R’ = Lnp, @,S.(ArnF,*_,@ ... @Ar’F$). 
Introducing the basic {e;) in each F, we can adopt the following notation: 
(K,L),=e& A e;,-.. A e;8,Qez’-1 A ez’-’ A ... A et’+’ 
for K = (k,, k,, . . . . k,}, L = {I,, l,, . . . . l,}, 
[M],=eXi-’ A ezlpl A ... A e~:,plES~(AhF,*l)cR’ 
for M= {m,, m2, . . . . m,}. 
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Now let R, be the ring R’ modulo the relations described in Lemma 1.2 
written in terms of (K, L), and [Ml,. Moreover as in [DRS] we can 
introduce the notion of double tableau (T,, S,) on F, @ F,* , . 
THEOREM 1.3. R, has a basis consisting of products of (T,, S,) and A, 
(for all i) with the following restrictions: 
(1) The length of each row of S, is smaller than rI. For a double 
tableau (T,, S,) on F, Q F,? , we define U, as a tableau with rows being the 
complements of the corresponding rows of T, in { 1, 2, . . . . b,). Then we require 
that 
(2) The tableau 
hi-l 
“i-l 
(*)i = A 
I 
S 
be standard for each i. This means that the indices in each row are strictly 
increasing from left to right and the indices in each column are weakly 
increasing from the top to the bottom. 
Proof The fact that the standard tableaux generate R, is a consequence 
of the relations from Lemma 1.2. One shows it in the same way as in the 
case of the usual straightening law (see [dCEPl] for many examples of 
such considerations). 
To show that the standard tableaux are independent we can assume after 
tensoring with Q that we are in characteristic 0. In this case it is enough 
to show that the “canonical tableaux” in the sense of [dCEP2] corre- 
sponding to the shapes of (*), do not vanish. To do this we observe that 
(* ), is canonical iff U, ~ , , A,, and S, are canonical. Thus for the resolution 
over a field chosen in such a way that 
the tableau (*), = f 1. This concludes the proof. 
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COROLLARY 1.4. R, is the Hodge algebra in the sense of [dCEPl]. 
Let us describe the corresponding partially ordered set. Its elements are 
the minors (K, L), with increasing K and L and Plucker coordinates M, 
with increasing M. The order is defined as follows. Two minors (K, L), and 
(A, B), satisfy (K, L),6 (A, B), when: i< j- 1, i= j- 1, and the tableau 
(“,‘) is standard, i = j and the tableaux (2:) and ( f) are standard. 
The minor (K, L), is < the Plucker coordinate CM], when: i< j, i=j, 
and the tableau (“,‘) is standard. 
The Plucker coordinate [M], is 6 the minor (K, L), when: j < i + 1, 
j = i + 1, and the tableau (7) is standard. 
The Plucker coordinates [Ml, and [N], satisfy [M], 6 [N], when: 
i < j, i = j, and the tableau ($) is standard. 
We want to prove that R, is CohenMacaulay. According to the results 
of [dCEPl] it is enough to prove that the above poset is wonderful; i.e., 
the following holds: whenever two elements M’, and ~1~ in the poset cover 
an element u’, then there exists in the poset the common cover u for ~1, and 
~1~. By “u covers IV” we mean here that o > u’ and there are no inter- 
mediate elements between them. Now we are ready to state 
PROPOSITION 1.5. The poset of R, is wonderful. 
Proof: First we observe that the covering can occur only 
(a) between two coordinates [ I,, [ I,, 
(b) between two minors (1 ),, ( 1 ),, 
(~1 between tr,-,+, IL1 and C I,, 
Cd) between II I, and t,,-, I ),. 
The other cases are impossible since r, > 0. 
We have two cases: 
(1) M’= [m,, . ..) mr,],. 
If w,, uvZ are two coordinates of type [ 1, then there exists v since the 
Plucker poset is wonderful [dCEP2]. Two distinct minors cannot cover M’. 
If u’, = [m,, . . . . m, + 1, . . . . mr,], and n12 = (1, 2, . . . . r, - 1 1 m,, . . . . m, , ) (the 
unique minor covering in) then 
u = (1, 2, . . . . r, - 1 1 m, , . . . . ilz, + 1, . . . . m, , ), j<r,, j=r, 
then u’, CM’?, so we have a contradiction. 
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(2) )V is a minor. 
One can assume that \V is a minor of order r,_ , - 1 (in other cases u’i 
and u’2 are also minors and we are done). Let k,, . . . . k,,, , be the indices 
complementary in { 1, . . . . b,} to the left indices of u’. Then, in case u’ is 
covered by ~3, = [ 1, its right indices are 1, 2, . . . (minimal) and 
k r,+ , = k, + 1. Then IV, = [k,, . . . . k,], and u’? is such that complementary 
to its left indices are k,, . . . . k, + 1, . . . . k,,, ,, the right being minimal. Then 
o = [k,, . . . . k, + 1, . . . . k,],, j<r,+ 1 
and j= r, + 1 is impossible. 
COROLLARY 1.6. R, is Cohen-Macaulay. 
Our next aim is to associate with the first structure theorem a certain 
geometric construction. 
Let now F,,, . . . . F, be a sequence of vector spaces over a field K of 
characteristic 0 of dimensions b,, . . . . b,. Let r,,, . . . . r, be a sequence of 
natural numbers such that b, = r,+ , + r,. Let X be the a&e space 
Consider the variety 
where Y, is the set of points 
{(d,),(a,),(R,))~nHom(E;,F,~,)xnn”F,~~,xnG,(F,~,) 
I I I 
such that 
(1) Imd,cR,cKerd,+,, 
(2) a,EAi~R,+,, 
(3) for the induced map d,‘: FJR, + R,+, , we have 
det d; = a,,, detd,‘=a;a,+,. 
We have a diagram 
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THEOREM 1.7. The ring R, Oz K has rational singularities. 
Proof. Step 1. Rkp,lO,O = 0, k > 0. 
X, is afhne so Rkp,*O, = Hk( Y,, O,)-. To compute this homology we 
use 71, and Bott’s theorem. We see that rc, makes Y, the locally trivial 
fibration over n G,(F,+ ,) with the following tibre F0 over (R,): 
is the set of points {(d), (a,)} such that a, + , a, = det d;, a,, = det di. Hence 
F0 is affine so gkrc,. ( ) = 0 for k > 0. Moreover we can present ~c,*O,~ in
terms of tautological vector bundles over grassmannians G,,(I;,_ 1). Recall 
the Cauchy formula (see [L] ) 
S,(AQB)= @ S,A@S,B. 
Ial =n 
Taking into account the above relations we get 
where a, ranges over partitions such that lg(a,) < rr, and b, ranges over 
natural numbers. 
Observe that in the decomposition of rr,OyG each summand has a 
non-zero global section. Using the Leray spectral sequence we get 
Hk(Y,, Cl,)=Hk 
(. 
nGr,(F,_,),n,,O, 
> 
=0 
by Bott’s theorem. 
Observe that if we replace Q, by F, and R,+ , by F,-, in (# ) we get the 
decomposition of r( Y,, 8,) under the action of n, GL(F,). But this is 
exactly the same decomposition as the one for R, described in Theorem 1.3. 
Hence R,=r(Y,, Byo) 
Now we need the following result of Kempf: 
THEOREM 1;8 [K]. Let p : Y -+ X be a proper morphism of two varieties. 
Assume that 
(A) co, 5 P*&, 
(B) dkp*OX=O for k>O, 
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(C) Y has rational singularities, 
(D) p is birational. 
Then X has rational singularities. 
Therefore to conclude our proof it suffices to prove 
Step 2. PC has rational singularities. 
We use the deformation 
K,=k[t, (a,), (d,‘)]/(ta,-det di, (ta,+,a,-det d,‘)). 
Let gti = Spec R, and let q: 2, -+ A’ be the projection corresponding to t. 
It is easy to verify that R, is a free k[t]-module with the basis 
a”la’“. . . aJ”-1 ?( double standard tableau on d!’ I 2 n-1 with rows shorter than r, ’ 
Hence q is flat and open. Now using the following result of Elkik we see 
that the general ibre of this deformation has rational singularities provided 
that the special one has rational singularities. 
THEOREM 1.9 [El. Let XL S be a flat morphism between two schemas 
of finite type over a basic field K. Then {x E X: Xfc.x, has rational 
singularities} is open in X. 
In our situation the general fibre for t # 0 equals X, and the special one 
is a product of determinantal varieties det d,’ = 0, which has rational 
singularities. This finishes the proof of Theorem 1.7. 
This theorem has a nice algebraic consequence. Let F, be the complex 
F complORo (recall that Fcompl is the generic complex with differentials of 
prescribed ranks). 
THEOREM 1.10. F, is the universal generic complex acyclic in depth 1. 
Recall that a free complex 
4 G:O-G,~G,~,~...-G, 
is called acyclic in depth t when equivalently 
(i) G @ R, is acyclic for P E Spec R, depth P < t, 
(ii) depthZ(d,)<min(i, t+ 1) for i= 1, . . . . n. 
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Proof of the Theorem. In view of the results of [EN] it suffices to prove 
that depth Z(d,) 3 1, depth Z(d,) 3 2 for i> 2, in IF,. R, is Cohen-Macaulay 
so we can exchange depth by height. Let us consider the diagram 
YU - (P,P)-’ D, 
i 
P 
I 
x, - P;‘(R) 
I 
p, = prqecmn 
I 
Hom(F,, F,- ,) +--J D, 
D, is the variety of matrices of rank < r,. Now dim A’,= dim Y, and 
codim(p,p))’ D, = 1 so it is enough to prove that the dimension of generic 
libre of the map 
(P,P)-‘(D,) + (P,)-‘(Q) 
is at least 1. The generic point of p,- ‘(D,) determines the spaces 
R R,+I nr . . . . by R,=Imd,,,,k=n...i 
Rr- RI 1, ..., by R,=Kerd,,k=i-l...l. 
Thus we see that in the generic libre a,, , # 0. This shows that a, = 0 so 
/irJ-’ d,-, = 0. Therefore in the choice of R, we have some freedom: 
Im d, c R, c Ker d, ~ , , dimImd,=r,-1, dimKerd,+,>r, 
This implies our claim. 
COROLLARY 1.11. For n = 2 we obtain Hochster’s universal resolution 
(see [HI), and taking a, = 1 we obtain the classical result of Hilbert stating 
that every Cohen-Macaulay ideal of depth 2 is given by the n x n minors of 
a certain n x n + 1 matrix. 
Remark 1.12. We have been informed that some of the above results 
were proved independently by W. Bruns and C. de Concini. 
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2. THE HIGHER STRUCTURE THEOREMS FOR RESOLUTIONS OF LENGTH 3 
In this section we restrict our attention to the resolutions of length 3, 
although some results can be extended for longer resolutions. The second 
structure theorem of Buchsbaum and Eisenbud [BEl, Theorem 6.11 states 
that there exists a map h: F2 -+ A ‘IF ‘F, making the following diagram 
commutative: 
DEFINITION 2.1. Rh is the generic ring of complexes of length 3 satisfy- 
ing first and second structure theorems; i.e., 
Rh = R,@ S. (F;@ A”- ‘F:)JI,, 
k 
where I, is the ideal of relations satisfied for all resolutions over Noetherian 
rings with a choice of a’s and b. We denote Spec R, by X,. 
One can observe that for a given resolution together with the maps a, the 
choice of b is not unique. In fact for a chosen b, any b’ such that b-b’ 
factorizes 
will do. This leads in fact to the action of the additive group AN, 
N = r3 ( r2h’ ,) on X,. We see that for a resolution of length bigger than 2 the 
universal object cannot exist--each choice of b determines at least one map 
from the generic object. 
DEFINITION 2.2. The point of X,(X,, Xcomp,) is called regular when for 
each i, Z(d,) # 0 in this point. We denote by Xrg(Xzg, Xi:&,,) the set of 
regular points in xh(x,, Xcompr). 
PROPOSITION 2.3. (a) The closure qf Xc” in X, equals Xh, 
(b) X, is reduced and irreducible. 
Proof Part (a) follows immediately from the exactness criterion of 
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Buchsbaum and Eisenbud [BE2]. To prove part (b) let us observe that Zb 
is invariant under the action of the group G = n, GL(F,) and so the ring 
R, decomposes to the irreducible representations of G. Let W be one of 
them, consisting of nilpotents in R,. Let us consider a ring T and a resolu- 
tion F, of the appropriate type over T. Let S = T - Z(T) and T’ = S ~ ‘T. 
It is enough to show that W is zero on F,, = FTQ T’ because T + T’ is 
mono. But F,, is a splitting resolution. R, 0 T’ has a decomposition into 
Schur functors over T’. To check vanishing of Won F,, it suffices to check 
it on elements of W@ T’ with coefficients in k. F,, is splitting. so the 
entries of d,, a, have values 0, 1 and the entries of b consist of two parts: 
one has values 0, 1 and the other constitutes variables over k. Thus the 
elements of W with coefficients in k produce the nilpotents in the poly- 
nomial ring. This shows that R, is reduced. Now the irreducibility follows 
when we observe that over the regular points X, is a libration over X, with 
the afline space as a libre. 
Let us consider the tibre product 
Over the regular points the right vertical map is a locally trivial libration 
with the libre AN. Thus we can make the following definition: 
DEFINITION 2.4. Y, is the unique irreducible component of Z which 
dominates X,. Y, is naturally the libration over G/P= n, Grass,(F,+ ,). 
We denote the corresponding morphism by rch. We now start to study the 
structure of its fibre Fh. 
It is easy to observe (see, for example, [BEl, Theorem 7.11) that the 
map b satisfies the relation 
(2.5) 
Looking at both relations in the fibre F,, i.e., letting d,, d,, d, to be the 
matrices 
r3 
r2 
0 Y rz 
i-t~ 00 ’ 
(0 I Z) 
rl 
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and adding the scalars u3, a,, a, with the relations det X=a,, 
det Y = a3a2, det 2 = ~~4,) we get the following equations for the h’s: 
i 
0 
(2.6) detx.b,,= fMij(Y) 
for J V! [l, . . . . Ye] 
for Jc [ 1, . . . . rzl, Ju (j} = { 1, . . . . ~1) 
(2.7) &J~,,={~U2’ 
I 
dt;Jrfi; “‘-““’ 
We know that in the new tibre Fh, a3 is a non-zerodivisor. Now (2.6) and 
(2.7) do not involve the b,,;s with i> r2. Thus Fb =Fb x AN. We see also 
that or.* c OF* [a;‘] is generated over OF0 by 1 and a; ‘N,-( Y). Now we are 
ready to prove 
THEOREM 2.8. The ring CIGph has the decomposition 
~~~~=CA,F30A.R:OABQ2QApR:QAyQ,oA,R: 
Q (A”R;)Y@ (A”R:)“@ (A”‘R,*), 
where we sum over all 6-uples (~1, /I, y, a, b, c) with the following properties: 
(1) @l<r3,BI<r2,Y1<rl, 
(2) b,c>O, 
(3) aa0 or a<0 but then /?,+ ... +j?pu,3(r2-l)(-a)-b. 
ProoJ By definition of Fb;,, oFti c OF0 [a;‘]. It is clear that cOFO has the 
basis consisting of all (~1, fi, y, a, b, c) with a, b, c > 0. Thus 19~~ [a; ‘1 has 
the basis consisting of all (IX, /I, y, a, b, c) satisfying conditions (1) and (2) 
with a~ Z. It remains to show that the condition (3) is equivalent to 
belonging to oFb. Assume then that a < 0. The formula for the decomposi- 
tion of the power of an ideal of submaximal minors and [dCEP2] imply 
that if A and B are two n-dimensional vector spaces 
I:-,(4 B)= c A,A@A,B. 
A, + +&Tp(n--l) 
Now in L!+* we have the partitions coming from a;. A,@ A,, where 2 
belongs to the ideal Z,“, . However, for b 2 0 we want the partitions which 
can be written as LZ’;-~( aia$(A,@ /iA), where the partition (r2 x 6, 2) 
belongs to I,:: ‘. This boils down to condition (3). 
PROPOSITION 2.9. The fibre Fb is irreducible and normal. 
Proof Irreducibility is obvious, so we prove normality. [OF, [a; ‘1 has 
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rational singularities, so all the elements from the fraction field of &* which 
are integral over fiFb are in fJF”[a;‘]. 
The integral closure of 19~~ in 19~~ [a;‘] is invariant. Let (a, 8, y, a, b, c) 
be the representation in this closure. Let us assume moreover that 
a,(@, B, y, a, b, c) E flFb. This means 
(*I 
PI+ ... +/?~.,+2-1)(-a)-b 
B1+ ... +/Ip.p,>(r,-1)(-a-1)-b. 
The fact that (~1, fl, y, a, b, c) is integral over OF*, means that all the powers 
of (a, /I, y, a, b, c) can be written as u;“Q for some M. But the dth power 
of (~1, /I, y, a, b, c) contains (dcc, &I, dy, da, db, dc), where d2 stands for 
(2 1, . ..) a.,, AZ, . ..) A,, . . . ). The above claim means __u- 
d 
IMVi(dfi),+ ... +(d/?_,-,3(rz-l)(-da-M)-db. 
Taking d> M(r, - 1) we get the contradiction. 
In order to describe OFb knowing CO,, we have to see how the variables 
b,,, (i> r2) are added. The formulas (2.6) and (2.7) show that all b,., form 
a bundle T over G/P which is the extension 
(2.10) O~Q~QAr2-1R~~T-rR~~A”~‘F~~0. 
T is the unique extension of the form (2.10) which is the factor of 
Fz @ Ar*- ‘FT. It can also be described by the sequence 
Now we see that Co, carries the filtration {Fn}, where 9n is the set of 
elements of degree dn in b’s One gets also 
(2.12) 
We specialize now to the case of our main interest-to the case 
(r3, r2, r,)=(l,n-1, l), dimF,,= 1. We want to find the generic pair in 
this case. For n = 3, A. Brown [Br] proved that the generic case is just 
(R,, ffh) so we may assume that n 2 4. 
We start with the following lemma on local cohomology: 
LEMMA 2.13. Let X be a scheme, and let G be a length m complex offree 
CI=modules. Moreover, let i: U + X be an open immersion. Let us assume 
that t*G is acyclic on U and that BJi,(flc:) =0 for j= 0, 1, . . . . m - 2. Then 
G is acyclic on X. 
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Proof: Decompose G to short exact sequences and apply i, to them. 
Remark 2.14. Using 2.13 one can obtain a very short proof of the 
Buchsbaum-Eisenbud acyclicity criterion [BEZ]. 
Now, let us consider the normalisation Fb of X,. Let D, denote the 
subvariety defined by the vanishing of Z(d,). Let us denote the injection 
Th - D, + Fb by j. The complex F is acyclic on xb - D,. Indeed, on 
X,-D,, depth Z(d,) 22 because for each minor A4 of d, the ring 
P,vh CM-‘] is the polynomial ring over CO,, [AC ’ ] by (2.8). Now comes the 
fundamental result: 
THEOREM 2.15. .%‘,!, c”,, ~ 1)2 = 0. 
Before we prove 2.15 we state its main consequence. 
THEOREM 2.16. The ring R = j, LJxhp Di is the generic ring for the resolu- 
tions of type (1, n, n, 1) Over normal, Noetherian rings. 
ProoJ It is enough to show that for a resolution G of type (1, n, n, 1) 
over some normal ring S there exists a homomorphism R -+ S such that 
G = F @ S, because IF itself is acyclic by 2.13 and 2.15. By construction we 
have the homomorphism i?,, + S with this property. It induces the diagram 
Spec S - Xb 
J ii 
SpecS-D,- Xh-03 
But R = F(X,, - D,, l,) and S = Z( Spec S ~ D,, Psspec s- D,) because G is a 
resolution. Therefore the desired map exists. 
Proof of2.15. The proof consists of two parts. The first part reduces the 
problem to proving acyclicity of some complexes, and it is accomplished in 
this section. These complexes are proved to be acyclic in Section 3. 
Let us consider the diagram 
Pb - 
Yb - xb 
(2.17) J I, I 
Y,-lXpi 
J ,Yb-D, 
Claim 2.18. 9?ipb * (Coy* [a;‘]) = 0. 
We show first that 2.15 follows from 2.18. 0, [a; ‘1 = j; PlrhP D1 because 
D, is defined locally by principal ideal. j’ is affine, so 
1x1 IW-? 
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Now we get 2.18 from the standard exact sequence 
and the fact that p: * O,- D3 = 0x*- D3. So it is enough to prove 2.18. 
We see that W’p, * (0,[a3P’]) = 0 o H’(O, [a; ‘1) = 0 because X, is 
affine. Also H’(O,,[U,‘])=H’(~~.O~,[~,‘]) because rcb is affine. So 
we are reduced to the computation of the first cohomology group of 
rc~*O,Ja;‘] on G/P. By 2.8 and 2.12 we see that &[a;‘] has the 
filtration ($1 such that 
where we sum over all (/I, a, b, c, 1) with /3, < r2, 1, b, c b 0, aE Z. We see 
also that the addition of I is realized by the bundle T given by 2.10. We 
compute first HJ(G/P, nb* 0 ‘3,). By Bott’s theorem 
We want to compute the cancellations which take place in this formula 
when one computes HJ(G/P, nbeOyh[u;‘]). Let us first look at the com- 
binatorics, i.e., let us determine which pairs of partitions cancel. 
Adding I is done by the bundle T. In (2.10), Q; @ Ar2-‘R: corresponds 
to (p, a, b, c, I) = (r2 - 1, - 1, 0, 0,O). It shows that we can “subtract” one 
box from I at the cost of adding r2 - 1 boxes to /I and one box to u. Of 
course in this process we can get the partitions with /I1 = rq. Then we use 
the factorisations relation for b to get rid of those. This corresponds to the 
exchange 
(r2, 0, 0, 0, 010 (0, 1, l,O, 0). 
Thus we see that the cancellations can occur only between the 5-uples 
(B, a, 6, c, I) and (/I’, a’, b’, c’, I) which are linked by a finite number of 
operations described above. We will call this statement “the principle (*).” 
Let us determine when two 5-uples (/I, a, b, c, I) and (/I’, a’, b’, c’, I) give 
the same partition on F2 in HJ and HJ+ I. Assume first j > 0 and we get 
after j exchanges after j+ 1 exchanges 
(PI, . . . . Ijr2-,,0, -a-l)-(Di, . . . . . fli,-,.O, -a’--‘). 
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This means 
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tiL-,p:,-,~,, --a’--‘-j-l, it_,+1 ,..., p,-‘+l,l) 
rv(~,,...,~,,~,~,,~,,~,, -a-l-j,...,p,,-,, +l,l) 
and both sequences are non-increasing. Thus they are equal. We see that 
(1) /? = /?’ except for the r2 - jth row. 
(2) fl,l-,>Zj;2-I. Let us denote the difference by t. 
(3) -a’-I’-j-l=-a-l-j+t-1. 
Let us look at the corresponding Schur functors on F,. Counting the 
number of boxes we get 
t = r,(b - 6’) + (r2 - 1)(1’ - 1). 
Applying principle (*) shows that the only possibility is 
(2.20) a=a’,l-l’=t,b’-b=t. 
On the coordinate F, we get the functors 
A (,,.b.p)F:OS,(Ar2~‘F:) and A (r2 xb’,B’,F: 0 &(/I- IF:). 
We get the following equalities for the rows: 
(rx$),, = 
i 
(GZ?), + t for m#r,-j 
(ZZh, for m=r,-j. 
We will prove that the resulting connecting homomorphisms are 
For j = 0 the situation is a little different. We get 
(a,, . . . . 2jr2-,,0, -a-l)-(E, . . . . FL,-,, -a’-l’- 1, 1) 
and we know that both sequences differ by a constant. Let us assume that 
fl,=&-U, and that U= -a’-II-I, -u+l= -a-l. Looking at the 
functors belonging to F, we get 
I/?+r;b+(r,-1)1=I/?‘J+r;b’+(r,-1)1’. 
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Of course u 2 1 and now principle (*) shows that we have b = b’, I = 1’ + U. 
Thus we get the morphism 
To prove the above statements about connecting homomorphisms we 
construct r-acyclic resolution of % = 0, [a;‘]. For any (fi, a, b, c, I) the 
corresponding functor has the r-acyclic resolution of the form 
(2.21) XV, a, b, c, 4 
A,Q~Q~PR1*Q(R:)uQ(~‘2RI*)Q(Ro*)L 
Q (R#Q S,(A12- ‘F:) for a>0 
= AaQ2QAaR~QA-“(F,+Q,)Q(Ar2R~)bQ(R~)’ 
Q (R?)‘Q S,(Ar2-‘F:) for a<O. 
The extension T induces the homomorphism q: ~(0, 0, 0,0, 1) + 
=ar, - 1, r 1, 0, 0, 01, 
?:R:OA’2~‘F:~A”Q20A”~‘F;:-QzQAr2~1Q,oAr2~’R:, 
where we treat Q2@ Ar2-‘Q2@ Ar2-‘R: as the first term of 
Ar2- ‘Q2 @ Ar2- ‘R: @ (Fz -+ Q2). 
q induces the homomorphism 
X(/3, a, 6, c, 1)+X(/3, a, b, c, I- 1)0X(0, 0, 0, 0, 1) 
+ X(/?, u, 6, c, I) @ X(r2 - 1, - 1, 0, 0, 0) 
--f&J?‘, a- 1, b’, c, I- 1). 
We call it again q (the last map here comes from Pieri’s formula, exchang- 
ing rows of length rz in 8’ to b’, and from the maps 
A”- ‘(F, -+ QdO Q, + A‘YE; -+ Qd). 
We now define the complex %“I’: 
(2.22) %‘= @ G-K-(/?, a, b, c, I) additively. 
fP.u.h.<.O 
The differential in 9’ is d, + 9. To prove that this is a complex we have 
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to show that q2 = 0 because q is a map of complexes. To do this it suffices 
that 
q2: x(0,0,0,0,2) + x-((r2- 1)2, -2,o, 0,O) 
and 
q2: X(0,0,0,0,2) + X((r2 - 2), 1, 0,O) 
are zero, because the other components of q come from those two by 
multiplying with Pieri’s formula. 
In the first case 11’ is a composition 
so it is zero. In the second case, the composition 
is zero, implying thet q2 is zero. 
Thus 9’ is a complex. By construction its cohomology equals 
(2.23) 
HO(F-‘) = 0, [a;‘] 
H’(9’)=0 for j>O. 
8’ is r-acyclic because all partitions from (2.22) are acyclic by Bott’s 
theorem. We know that the cohomology of O,, [a; ‘1 is the cohomology of 
H”( G/P, 9’): 
H”(GIP, WP, a, b, c, f))=A(,2,b,P)F:QSl(Ar2~‘F:) 
oCAc,,x,,P)-F20A~u(F2’J;Z)lrz. - = 
The last complex in this formula with index r2 denotes the factor of a 
complex A~r2xI.B,F2QAWF2 + F2) consisting of all terms for which the 
functor coming from multiplying underlined places has the first column 
<r,. 
We describe also H’(G/P, q): 
H’(G/P, tj): H’(G/P, X(fl, a, 6, c, 1)) + H’(G/P, X-(/T, a - 1, b’, c, I- 1)). 
20 PRAGACZ AND WEYMAN 
H’(G/P, q) diagonalizes S[(A’*- ‘F:) -+ S,_ i (A”- ‘F:) Q Ar2- ‘FP and 
adds by Pieri to ,4p FI . The most interesting thing happens to F2. We have 
to pass from C/i(rlx,,B,F20/i~L1(F2~~)112 to CA(r2xl,- l ,p’,A FQ
A-1+1(Fz+FF2)]r2, where ~~,F,EA~F~OA~~-‘F~,B;~~~. By cons&c- = 
tion (r2 x (I- l), 8’) c (r2 x l,fl) and the difference is just one box. By 
definition of r~ we see that H’(G/P, q) diagonalizes A,,,x,,p,F, CT 
A Crzrl- ,,p.,Fz @ F2 and then multiplies a copy of F2 by the underlined copy 
of F2 in A -“(F2 + F2). This map is well defined because it preserves “the 
underlined part” of I;;. 
Next we identify Bott’s homology inside of 
[A~r2x~,Pl~QA-a(F2--,F2)]~~. - = 
It is a functor 
(r2 x 1, 8) 
boxes 
-a-t b loxes 
contained in A,,,.,,, 2 $3 F S_,- (F, @ A’F,. It exists exactly once in the 
above tensor product, and exists in neither A,rzxl.B,FZ@ Kp,+ 1 F20 
A’-lFz nor A (~~~I,BIF~S-.-~-,F~QA ‘+‘F,. So this is precisely the place 
where Bott’s cohomology occurs. 
The crucial observation is that the injection of the homology into 
A(~*~I,~IF~QS-,-,FZQA’F~ is just diagonalization in each column 
because dim F2 = r2 + 1. Our goal is to show that the two following Schur 
functors from Bott’s cohomology cancel in the spectral sequence. 
Here the shaded part denotes the part coming from S. F,, the vertical part 
comes from A’F,, and both partitons are the same. To show that the 
spectral sequence map from one to another is non-zero one computes 
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canonical tableaux, using the fact that they are so simple to calculate. The 
proof goes along the diagram 
II 
This shows that the higher cohomology H’ of 0, [a; ‘1 can be computed 
after fixing the partitions on F2 and F. by calculating the homology of the 
* following complex (here we dualize F, to F, and change the direction of 
arrows): 
(2.24) Xj,r,l: . . . -+A,$'1 OL,3-r(~2F2) 
-,/i,,F,0S,~,(/1'F,)~/1,F,0S,(/12F,). 
The partition /?,+ , is obtained inductively from /I, by adding t,, boxes in 
the first and jth row. The number t,, is such that 
tB,!,+~l,=tB,~l!,~l+l 
t 1Jl 
boxes 
- tl,J boxes 
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The maps come from diagonalizing Ah+ ,F, + AB,F1 @ A(2,,,,F’1 --, 
Ap,F, @ S,,,(A’F,) and then multiplying in S . (A’F, ). One observes 
immediately that -X,, ,, , is just the Ith homogeneous component of the 
complex 
(2.25) ~~,*:...-*A,,F,~A,,F,~ABF, 
over Se (A2F,). Thus Claim 2.18 follows from 
Claim 2.26. The first homology group of all complexes Xfl.I is zero. 
Claim 2.26 will be proved in Section 3. 
3. CERTAIN FAMILY OF COMPLEXES 
Let V be a vector space over a field of characteristic 0, let /I be a parti- 
tion, and let t be a natural number. In this chapter we will construct a 
family of complexes Ki,, of free S. (A ‘I’)-modules such that the vanishing 
of H’(Kb,,) implies vanishing of the crucial @P~*(CO~~[~;‘]) (see (2.18). 
Occasionally we describe some new families of resolutions of ideals and 
more generally modules over S. (A’V) and S. (S, I’). In particular we get 
a new series of invariant and perfect modules over these algebras. Our 
methods are a combination of the Young duality and a procedure which 
pushes down certain complexes with the help of some geometric construc- 
tion. They should be considered as a development of the ideas from [L], 
[JPW] to which we refer for the notation. 
For the purposes of Section 2 the following fact is of importance: 
THEOREM 3.1. For every partition p and every natural number t there 
exists an acyclic complex K;, I of free S. (A2V)-modules of length (‘;) 
(n = dim V) such that 
K0 = S,(E) 
K-‘=S (BI + t,82+ L83. ) (E) 
where E = V@ S. (A2V) and K’ is endowed with negative gradation. 
Pictorially: 
1 overlap 
L!?i!Lk+L-L 
K-2 
-1 
K K0 
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First we will construct a family of complexes L,, over S.(S, V). Here a 
is a partition, t is a natural number, and for technical reasons we assume 
that n = dim V&O. Let 9” = Spec S. (S, V). 
Moreover let cp: F + F* be the canonical symmetric morphism. 
Let p = lg c(. Consider a relative grassmannian G = G,,-,(F) +x 3 with 
a tautological sequence 0 -+ R -+ x*F -+ Q -+ 0. Define the symmetric 
morphism 
which induces a cosection @5 : S, R + 0, (for the details of this construction 
we refer to [JPW]). Let [F’ be the minimal resolution of r+ 1 x r + 1 
minors of 4; for the explicit description of this resolution we refer the 
reader to [L] or [JPW, Chap. 31. 
On G we have the following acyclic complex: IF’ @ A,(Q). Consider now 
the spectral sequence of hypercohomology associated with this complex 
and rc*. 
To describe the non-zero elements of EFY = RPn, (F4 @ A,Q) we 
associate to ~1 a certain sequence (a,; 1 6 i < j) consisting of natural 
numbers. We define a’;,=cr,--acc,, a~,=a,-~1~+,+ 1, i>2. Then 
a;3 = a;, + 1, a- ‘2 az,--al.,-l, i>4 
ua - 34 - 43 - 1, a;, = a;.,-, 3 i>,5 
and in general 
4k,Zk+I=4k-I.*k+ 19 4k,,=u;k&L-,r ib2k+2 
u;k+I,2k+2=“;k,2k+1- 1, u;k, I., = u;k,r- 1) ia2k+3. 
EXAMPLE 3.2. a = 321. Then (a,*, u13, ur4, u23, u14, a,,)= 122221. 
Now in the set of all sequences consisting of pairs i, < j,, i, < j,, . . . we 
define the admissible ones, i.e., the sequences satisfying the following 
property: if (ik, jk) belongs to the sequence, then all (ik, j), j < jk, also. We 
identify two admissible sequences if they differ only by the order of the 
elements. 
Now we associate to the partition a and the chosen admissible sequence 
s a new sequence b;; (1 < i < j): 
if (i, j) belongs to the sequence s
if not. 
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Let [F(a, s) be the module appearing in IF. which corresponds to the 
following partition written in the Frobenius notation: 
i 
1 + 1 b”;::, C b’;::, 1 + c b;;;, 1 b$$, . . . 
r+c b”;::, r-l+Cb~::,r+Cb”;::,r-l+Cb~:s,... 
Now using Bott’s theorem as described in [L] one easily sees that 
(1) The only non-zero terms in EfY = R%, (Fy@ A,Q) are indexed 
by admissible sequences in such a way that the module corresponding to 
s is the unique non-zero derived module of [F(a, s) @ A, Q. Explicitly this 
module is given by 
A (a, + r + 1 + x by;;. 0~2 + r + 1 + by,; + I: b;;. ~3 + r + I + b;:; + b;:; + I: b;;;, ) (F). 
(2) If Ef4 # 0 then p + q < 0. For p + q = 0, - 1, -2 there exists only 
one such non-zero EfY (corresponding to s = 125, (12) (12)( 13)). 
Then, proceeding exactly as in [JPW], we construct from the modules 
in ErY an acyclic minimal complex of free S.(& V)-modules resolving the 
cokernel of the first differential (see also [PW] for a compact exposition 
of the procedure of constructing resolutions from geometric constructions). 
Only the construction of n,-acyclic resolution B” of IF’ 0 AIQ 
requires some comments. If lF” = GYEAm S,R then we set B”‘.’ = 
0 ytA, S,(n*F -+ Q) @,4,Q. Recall that the differentials in F’ are composi- 
tions of the natural injections induced by the Littlewood-Richardson- 
Schiitzenberger rule and the maps of a type: S, (@) : S, ( Sz R) + CT&. Now we 
define the differential in B” going from S./,(n*F+Q) to S,,(TT*F+Q) by 
simple imitation of the differential from S,,(R) to S,,(R) in lF’. To achieve 
this goal we use instead of I$ the morphism of complexes 
SJn*F- Q) &n*F-----+ n*F@ Q - A2Q 
This procedure defines the complex of complexes: 
. . . + B”.’ + B” + ‘,. + . . . . 
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i.e., we obtain a double complex which is a n,-acyclic resolution of [F’ in 
question. 
Summing up, we have constructed an acyclic complex depending on c1 
and r; let t=2+r- 1 +a,,. Then denote the resulting complex by L;.,. 
Taking into account the gradation in [F’ (as described in [JPW, Chap. 31) 
it is easy to see that L’=A.(F). Here s=Iz(, Lp1=A,,,+,,12+t,2,, JF). 
Here x=(12), b,,=t-2-r+l, Le2=/i (II+I+l,a2+r,a,+or,+a*+l.a4, .I (0. 
Here s=(12)(13), b,,=t-2-r+l, b,,=a,-a,+l. 
Moreover we see that when a, = a2 we obtain a non-zero complex with 
above Lo, L ~ ‘, Lp2 for every t. If a1 - a2 > 0 then this procedure produces 
such complexes tarting from t = 2 + a, - a2 (for r = 1). 
EXAMPLE 3.3. Let a = 321, r = 1. Then the subcomplex of L;,,,, consist- 
ing of terms indexed by the sequences from the set {(i, j) 1 < i < j< 4) is 
the total complex of the double complex 
I (12)(13)(23)(14) 
(12)(13)(14)(23)(24)- (12)(13)(14)(23)- (12)(13)(23) 
I I 
(12)(13)(14)- (12)(13)- (12) 
I % 
Here (iI, j,)(i,, j,) . . . denotes L ~;;‘1)(‘2’12) ... For an explicit description of 
the terms in the above complex the reader can consult the Appendix. 
Now we will show how to construct similar complexes L;,, for 
a1 -a,>0 and every t. To achieve this goal we repeat the trick used in 
[JPW, p. 1501. 
Namely we can deduce the complex L;,, associated with the generic rp 
from the complex L, I + , associated with the symmetric map 
In particular let us restrict our attention to the beginning of L,,,(q). We 
remember that the first three modules of L,,,(cp + id) look like 
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L 
!I 
FCBO 
x 
cx 
0 
L 
where has t boxes and 
I 
has cx <o( ;1 boxes 
Using the linearity formula AD(F+CF)= Ok /i&F) we ask which of 
the modules (L-*)’ in Lp2(F+ ~9~) can give rise to to complex 
-3 
‘:L F)’ I3 F cx 
where has t-l boxes 
and we require our complex to be minimal over S. (S,F). Since 
(Lp2)* I> (L-l)* we can subtract the boxes only in the first three columns 
of Lm2. Therefore (we are working over S. (S, I’)) we can subtract only two 
boxes, and we claim that this is possible only for the first two columns. 
Indeed the second possibility (i.e., we subtract one box from the first 
column and one box from the third) does not give rise to a complex since 
then 
In fact the same (but a bit more tedious) combinatorial argument shows 
that L l,fP i (cp) has the same structure of modules and differentials as 
L,,,(cp + id). 
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Up till now we worked basically over S. (A, I’). Our aim now is to 
deduce the analogous complexes over the symmetric algebra S. (A’V). To 
do it we need Young duality. 
We begin with rather formal considerations about syzygies. Let A be a 
polynomial ring over a field K. Equivalently A = S.(W) = @ ,XZ0 S,( IV), 
where W denotes the vector space over K. If N is a graded A-module in A 
then the ith module of the minimal resolution of M over A is determined 
uniquely up to an isomorphism by the formula 
Torf(M, A/A + ) OK A. 
To compute the K= A/A + vector space Tor;4(M, A/A +) we use Koszul 
resolution for the A-module K = A/A + , 
3.‘. . . . . -+A’W@S.W-+...+S.W=A+O, 
and we obtain 
where the homology is taken in the underlined place. Therefore 
Let M, N be graded S = S. (S, I’)-, S. (A’V)-modules, respectively. 
Assume that M and N are G1( V)-modules and that the S-module structure 
on M and N is GZ( V)-equivariant. 
We will write N = M- iff the Schur modules appearing in the decom- 
position of M, are indexed by the partitons which are conjugate to these 
ones in N,. 
A basic combinatorial trick involved in this section consists of the 
observation that there exists a close connection between the modules in the 
minimal S.(S, V)-resolution of M and the modules in the minimal 
S. ( A2 V)-resolution of M” : the partitions which correspond to these 
modules are mutually conjugate. 
To explain this let us recall the equivalence between the category of 
.ZH-modules and the category of homogeneous GL( V)-modules, of degree n, 
where n = dim V and Z, denotes the symmetric group on n letters. This 
equivalence is given by two covariant functors that are inverse to each 
other: 
* 
C,-Mod , 4 ’ GL( I’)-Mod. 
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4 is simply Hom,J Pn, -) with the action of C, on VBn via permutations. 
To define II/ consider the embedding T,, --) GL( V). Then given a GL( V)- 
module A. We set 
lj(A)={aEA:(t I,..., tn).a=t,~..:t,a}, 
i.e., A consists of the elements of the maximal content. It is easy to see that 
$(A) is a Z:,-module with the action induced by the standard embedding 
Z, + GL( V) via matrices of permutations. 
EXAMPLES 3.4. Let S* denote the Specht X,-module associated with the 
partition 1 of n. 
0) @(S,V)=S”, 
(ii) &S”)=S,V, which f 11 o ows from the simplicity of the Schur 
module in characteristic zero. 
(iii) $(,4’(S, V)) can be identified with the following Z,,-module 
defined by the generations and relations. The generators are the sequences 
of ordered pairs 
C,, acts on it through the permutation of the indices. The set of relations 
is generated by 
(a) . . . (XZkP r, X,,) . . . = . . . (XZk, X,,- I) . . . 
lb) . . . (Xx-1, X,,Ux+,, x,/c+,) ... 
= -~~~(~2,+,,~2,+*)~(~*,~,,~*,).... 
Analogously one can express $/i’(n’V) taking into account the relation 
. . . (XZk-r, X2,) . . . = - . . . (X2,,,‘“-‘) . . . instead of (a). It is clear that 
$n’(S, V) = $,4’(n’V) @ S”, where S” denotes th one-dimensional Specht 
module with the action through the signature. Similarly $S,(S, V) and 
Il/S,( n 2 V) @ S” are isomorphic C,,-modules. 
Summing up these considerations we obtain 
PROPOSITION 3.5. Let dim VP 0. Then S,F appears in the minimal 
graded S. (S, V)-resolution of S. (S, I/)-graded, GL( V)-module M iff SA - E 
appears in the minimal graded S. ( A2 V)-resolution of S. (A2 V)-graded, 
GL(V)-module M-. Here as before F= V@S.(S,V), E= V@S.(A2V). 
Observe that in this context it is natural and fruitful to treat both 
algebras S. (S, V) and S. (/i 2 V) simultaneously. 
In particular let M= Coker(/i,,+,,,,+,,,, F-+ A,,,z2, F) be an 
S. (S2 V)-module, considered before. Then the dual S. (/i’V)-graded GL( V)- 
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module is M’ = Coker(SB, + r,82 + ,,S,, E + S,,, 82, E) (p = 5). Therefore we 
see that the “Young duality” produces for every partition /I and every 
natural number t the complex Kj,, of free S . (/i 2 V)-modules, satisfying 
properties described in Theorem 3.1. 
Observe that if B = a, t = 1 then Ki., is nothing but the usual Koszul 
resolution 
We finish this section with a digression. Namely as a simple illustration 
of these methods we will describe several series of perfect GL( V)-invariant 
ideals in symmetric algebras S. (S, V) and S. (A’V). They were investigated 
in [AdF], where their classification was given and some of their algebraic 
properties (e.g., primary decomposition, integral closure, etc.) were con- 
sidered. 
The starting point of our investigation is [L], [JPW], where one can 
find a description of characteristic zero syzygies of the determinantal ideals 
in S. (S, V) and S. (A’V). The scheme of our operations can be pictorially 
expressed as 
s (S ,V) SCA2Vl 
Lb)= 0 2p+2 
2 1 
1- 2E I332 
2p+2 r+l 2 
# 
2B I 
2p+2 
m 
2p+2 
2 
Here the diagrams denote the Schur modules, which span the respective 
ideals: -+ denotes the Young duality and ++ stands for a pushing down of 
a complex. 
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We shall consider only G.C( T/)-invariant ideals generated by the “rec- 
tangulars.” We define 
0) Z(r, P) = S2p+2,+, ( v s. (S, v = s. (S, v, 
(ii) J(P, r) = S,+ 12p+2 (V)S.(n’V)cS.(n’V). 
Of course Z(r, 0), J( p, 0) are the determinantal ideals investigated in 
[L, JPW]. It follows easily from [AdF] that depth J(p, r) = 
depth J( p, 0) = (n ;2”). Similarly depth Z(r, p) = depth Z(r, 0) = (‘~ ;’ ‘). 
Let L(r, p) resp. K(p, r) denote the minimal graded S. (S, I/)-resolution 
(resp. S. (/i’V)-resolution) of Z(r, p) (resp. J( p, r)). 
PROPOSITION 3.6. (i) L’(0, p) = @m+k =, S,F, where the summation 
ranges over all partitions of the shape 
t 
Y” 
E?l3 
x 
t 2p+l 
and m = - 1~1/2, k= pt. More precisely: there exists a partition 
y = (j,, . . . . j,) such that 
cr=(t+2p+l+j ,,..., t+2p+l+j,,k ,,..., k,), where y5=(k ,,..., k,). 
In particular L-‘(0, p) = S,,,F. 
(ii) Kk(O, r)= Om+k=r S,E, where the summation ranges over all 
partitions of the shape 
Y- 
2t PI3 f 
2t r-l 
and m = - 181/2, k = r rank /I/2. More precisely: there exists a partition 
y = (jI, . . . . j2,) such that N= (2t + r - 1 + j,, . . . . 2t + r - 1 + jZtr k,, . . . . k,), 
where ji = (k, , . . . . k,). In particular K-‘(0, r) = S,r+ I,*E. 
Proof: The assertion is an immediate consequence of Theorems 3.14 
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and 3.19 in [JPW] and the duality described in Proposition 3.5. Of course 
K(0, Y) = Z&,+ , is a particular case of complexes considered previously. 
COROLLARY 3.7. (i) Z(0, p)-the smallest GL( V)-invariant ideal con- 
taining permanents of degree p of the symmetric matrh-is Gorenstein. 
(ii) J(0, r) is perfect. Moreover it is Gorenstein iff n = dim V is even. 
ProoJ: (i) The last term of the resolution Z(0, p) corresponds to the 
diagram 
n 
El 
n+2p+l 
Since this module appears on the place - (“: ‘), and also depth 
Z(0, p) = (n; I), hence the assertion follows. 
(ii) The last term of the resolution K(0, r) corresponds to the 
diagram 
n+r-1 
1 
n-l 
ml 
if n 1s odd 
n-l r-l 1 
In both cases this module appears on the place -(‘;). But depth 
J(0, r) = (T), so the corollary is proved. 
Now we are going to use a certain geometric construction to investigate 
the syzygies of the ideals Z( 1, p), J( p, 1). Let X = Spec S. (,4* V) and let E 
denote a trivial vector bundle over P‘ of rank n = dim V. Moreover let 
cp: E -+ E* be the canonical antisummetric morphism. Consider a relative 
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grassmannian G,-,(E) -+R X with a tautological sequence 0 -+ R + 
n*E + Q + 0. Define the antisymmetric morphism 
l 
which induces a cosection @J : A*R + 0G (for the details of this construction 
we refer to [JPW] ). Since 4 is a generic antisymmetric morphism (see 
[JPW, Lemma 3.11) therefore the complex R. = K’(0, 1; @) is a minimal 
resolution of C&/J(O, 1; 4). Denote by B” a rc,-acyclic resolution of the 
complex k defined similarly as the corresponding one on the page. 
Let us compute now the cohomologies of the columns in B” or equiva- 
lently the first term of the spectral sequence of hypercohomology associated 
with i? and r-c,. 
LEMMA 3.8. If Ey-k = Wk?c, (@‘), then 
m,k 0 E, = 
if k#pt, tEZ 
0 S,E if k=pt, t>O. 
The summation ranges over all the partitions /3 satisfying 
(1) m=(rkP- IPIY2. 
(2) There exists a partition y = (j,, . . . . j2[) such that 
p = (2t + j,, . . . . 2t + j2(, t, . . . . t, k,, . . . . k,), 
2P 
where 7 = (k, , . . . . k,) is the conjugate partition to y : 
2P 
B= 
2t 
kf- 
k Y 
( 1 # 
2t 
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Proof We argue using Bott’s theorem, Lemma 3.4 from [JPW], and 
the description of g. in Proposition 3.6. 
Observe that the first term of the pth row corresponds to the rectangular 
2p+2 
I 
2 
COROLLARY 3.9. (i) .G@“x,OG/J(O, 1;$) = oT/J(p, l), 
(ii) &rr*Co,/J(O,)l; $)=Ofor i>O. 
Using exactly the same procedure (involving n,-acyclic resolution) 
which was described in Section 3 in [JPW] we obtain from Lemma 3.8 and 
Corollary 3.9 the following conclusion. 
PROPOSITION 3.10. R( p, 1) = @ m + k =, S, E, where m = (rkp - 1 PI )/2, 
k = rkb. p, and the summation ranges over all the partitions of the shape 
( f 1. 
Looking at the last module in the resolution we infer: 
COROLLARY 3.11. J( p, 1) is perfect; moreover it is Gorenstein ideal iff n 
is even. 
Applying once again the Young duality (see Proposition 3.5), we get 
PROPOSITION 3.12. L’(l,p)= @m+k,rS,F, where m=(rka-lcrl)/2, 
k = rkcr . p, and a ranges over the partitions of the shape 
2t 2P 
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COROLLARY 3.13. Z( 1, p) is perfect. Moreover it is Gorenstein iff n is 
even. 
EXAMPLE 3.14. n=6, p= 1, r= 1; J(1, l), 
444444 
I 422211 
442222 - 432221- + - 32221- 2222 
33222 I 
4. THE GENERIC RING FOR THE TYPE (1, n,n, 1): APPLICATIONS 
In Sections 2 and 3 we have proved that the ring R= 
H’(G/P, rc,*qV,[a;‘]) is the generic ring for the resolutions of type 
(1, n, n, 1). In fact our method shows also that the ring R has the following 
decomposition into Schur functors: 
where /? denotes the partition complementary to /? in the rectangle (fl, x n) 
(we skip here the Schur functors on F3 because dim F3 = 1). 
This formula is very complicated, mainly because of the kernel in the 
brackets, which is difficult to express directly as a sum of Schur functors. 
However, the following representations (except for d,, a,, and b) seem to be 
fundamental: 
(4.2) The case /I= q , I=a= 1, b=c=O; we get 
/i”~‘F,*OKer(F:On”~‘F:~n,,,~.,,,,F:)=n”~-’F,*On”~‘F:. 
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(4.3) The case p=@, I= -a+l,b=O; now we get 
F,*OKerS,(~“~2Fp)~/i(n_,,~F:OS,..2(nn~2F:) 
F2*0A,,+l,,-z,F: for 21<n. 
All examples we have computed seem to suggest he following 
Conjecture 4.4. The representations (4.2) and (4.3) together with 
d,, d’, d,, a2, a,, h generate R, so R is Noetherian. 
Let us identify the maps corresponding to (4.2) and (4.3): (4.2) is easily 
identified with the multiplication c: F, @ F2 -+ F3 so we recover fully the 
multiplicative structure on the resolution. To get (4.3) let us denote by e, 
the map corresponding to I;z* Q A*‘F, . The equations for e, can be 
expressed as 
S,F,*@A*‘F, c S,(F,*@A’F,) 
(4.5) 
I 
(S,~,F,QS,-,F,*)Q(E;*QA’F,) 
The partitions S,F,* @ A2’F, inside (d,)‘- ’ x e, and inside of the per- 
manents of degree I of h are equal. 
The other way to get e,‘s was pointed out by W. Bruns in his letter. 
Namely, e2 comes from the comparison map from the Koszul complex: 
O- R - F2 -FL-R 
(4.6 1 
. . . - A4F 17 A3F, 6 A’F, 6 F, 7 R 
Here d, v6 = 0 so vS = 0 and this gives the relation w between (d,),‘s. By 
exactness of the resolution, w factorises 
F2- F, - R 
K \ 
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Now we can get e3 by observing that the composition 
A’F, ---p A4F, - F2 ‘2 7 F, 
is zero, so we get the diagram 
0 ----+R - F, 
(4.7) I 
4 -YyF,TR 
t” 
I ‘2 
A6F, - A’F, - A4F, 
and again d,v’6 = 0 so ~‘6 = 0 and we get the relation w’ and the map e3 
as before. Continuing like this we get all e,‘s. 
One can easily prove that both definitions of e,‘s agree by comparing 
them for splitting resolutions with arbitrary choice of 6. It amounts to 
rather tedious calculations in the polynomial ring; we omit these calcula- 
tions. 
We can compare now our result with the structure theory of Gorenstein 
ideals of depth 3 [BE3]. The fact which makes the distinction between the 
case of n even and odd is that for n even det c = 0 in R. One can get it from 
(4.1), where it results from the fact that the plethysm S.(A*F) contains 
only the partitions with even columns. We give now a simpler proof. If 
det c # 0, then det c is not a nilpotent in R because R is reduced so we can 
consider any localisation T= R[det c- ‘1,. Over T after some change of 
basis c becomes the identity matrix, so d, becomes skew-symmetric. This 
contradicts the rank condition for exactness. 
Considering the ring R[det c] -’ for n odd gives us the ring and the 
resolution which is Gorenstein in all localisations. The maps e, correspond 
to various size Pfaftians of map d2. 
PROBLEM. Is R[det c-‘1 the generic ring for Gorenstein resolutions 
over not necessarily local rings? 
We see in any case that the perfect ideals over local rings are those for 
which the theorem c degenerates, i.e., becomes invertible. One can consider 
a family of such ideals for other theorems also. These families by definition 
have many good properties: they localize, are closed under liftings, and 
under taking infinitesimal deformations. 
Let us look now at the simplest possible family-the family of resolu- 
tions of type (1,4,4, 1) for which e, degenerates. Over local ring this 
means we can put e, = (1, 0, 0,O). 
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Equations (4.5) in this case can be written in the form 
kd,W + (ezM),= c L*/l?*b,.y*P. 
IzByS)= :1 4) 
Substituting e, = (1, 0, 0,O) gives 
(4.8) (41, = c br,cr*8*bl,y*6*. 
Similar computations show that 
(4.8’) 
(4)rk = c ClYbKYk 
(4),k =; C,Ybl.Yk for j>l 
(d,),= c c,,b,,c&;ya. 
,,(apy6; = (1 4) 
Thus we see that all the differentials are expressed in this case by the multi- 
plicative structure of the resolution. Let {fI, . . . . f4} and { g,, . . . . g4} be the 
basis of F, and Fz, respectively. The multiplication is given by 
f,. g, = Cl.,. 
In terms of multiplication we have 
(4.9) (do,= 1 f (I-, .fci IfpMf,),,. 
[@y)= [I 4}- :rj 
One observes easily using (4.1) that C, (e*),c,,, = 0 in R. This means that 
g, F, = 0. This leads to the idea of constructing all the resolutions in 
question directly from the multiplicative structure together with the choice 
of the vector orthogonal to F1. 
Let us write F2 = Rg, + H, and let us consider the generic commutative, 
associative graded algebra 
A=R+F,+H@RglfR 
0 1 2 3 
(4.10) 
for which g, is orthogonal to F,. We observe that the coefficients (f, .f/&, 
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are independent from the others, so the generic ring for this structure is the 
polynomial ring in six variables b,,, over the generic ring for the smaller 
algebra 
(4.11) 
A’=R+F,+H+R 
0 1 2 3. 
We denote these rings by T and T’, so T = T’ @ S . (A’F, ). We want to 
describe T’. Let us start with the ring 
(4.12) 
T,=S.(HOF,0H*OA2F,)/A21F, in degree (1, 1). 
C b 
The relation corresponds to the associativity condition. By dimension 
arguments we find, however, that Spec T, is reducible. Indeed, the libre of 
natural projection to the c part of the structure over the matrix of rank 3 
has dimension 1, and the libre over c = 0 has dimension 18. We see that T 
corresponds to the component of Spec T, which is the closure of those 
points (b, c) E Spec T, with rank c = 3. We observe next that all functors 
S, H* @ S,F, with E, 3 1 vanish in T’ (we check it over the libre c,, = 6,). 
This shows that T’ comes from Kempf’s construction, 7” = rr* (T’), where 
T’ comes from the analogous construction 
(4.13) 
T’=S.(HOQ+H*OA2Q)/A21Q, det c’ - NZD on T 
C’ 6’ 
over the grassmannian Grass, (F, ) with tautological sequence 
O+R-+F,+Q+O. 
To get the relations on T’ we observe that A2i H* @A3H@A3Q vanishes 
in T’, and that both relations we have so far written in the matrix form 
give b’c’ = c’b’ = c( . 13. 
Thus T’ c S . (H @ Q) @ S . (A 3Q)[det c’ ~ ‘1 is the subalgebra generated 
by c’, CC, and (ck/det c’)cc. That finally gives the decomposition of T’: 
(4.14) T’= c S;~H@S,Q@(A3HOA3Q)oO(A3Q)b. 
1.,<2,b>O,u+b50 
3a+2b+&+&aO 
Zo+b+&,O 
Moreover we find that the ring of invariants (T’)L” (U’ c 
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GL(H) x CL(Q)) is a torus embedding, so it has rational singularities. Now 
by a theorem of Kraft, [Bn], T’ itself has rational singularities, and by 
the theory of Kempf, T’ has rational singularities. Moreover, we get the 
following standard basis for T’: 
Here we do not have higher direct images, because only the representations 
of Q are involved. Now we are ready to state the structure theorem. 
THEOREM 4.16. The formulas (4.8), (4.8’) gioe ouer T= T’@S.(A*F,) a 
complex T: 0 + T + T4 + T4 -+ T which is acyclic. This is the generic resolu- 
tion for the resolutions of type (1, 4, 4, 1) for which e2 degenerates over local 
rings. 
ProoJ: It suffices to check that T is acyclic. We check that T is a com- 
plex on the fibre over cV = 6,], where h,,,, = -b,,,, = b,,,,, other b,,x8 are 
0 for j> 1, b,,,, are variables, and this is easy. The rank conditions are 
obviously satisfied, and the conditions depth Z(d,) >/ j are checked using 
CohenMacaulayness. We check here depth Z(d,) > 3 leaving the rest to the 
reader. 
It is obviously enough to show that (d3)2, (d,),, (d3)4 form a regular 
sequence. Let us remind the reader that 
Now b,,,, are variables, so by the result of Avramov [A] it suffices to 
check that for the 3 x 6 matrix 
b 2.12 b2.n b,,,, b2.2, b,.,, b,,,, 
b3.z b,,,, b3.14 b3.23 b3.2, b,,,, 
b 4.12 b,,, b,,,, b,,x bw b.3, 
we have depth Z,(B) 2 3, depth I,(B) 3 2, and depth Z,(B) > 1. This is easily 
checked by dimension counting. 
PROBLEM. Characterise the ideals for which e, degenerates. 
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APPENDIX 
This appendix contains an explicit construction of L;21.3. The notation is 
the same as in Section 3. 
s bubd,ddd,4 Module L’: Comes from: 
(12) 
uw3) 
100000 12 
0 0 
a 0 
EL 12 
12 
_9s 0 0 0 0 12 
(Q) 
CR) 
(Q) 
CR) 
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s h,b,,b,dz,bd,, Module L': Comes from: 
122000 14 
14 
1 
13 
13 
12 0 0 m 0 0
12 13 
Bb 13 14 14 
14 4 14 
13 
13 (RI 
12 
0 0 
0 0 12 13 13 14 14 
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s bbbbbb 12 13 14 23 24 3.4 Module L’ : Comes from: 
(12)(13)(23)(14) 122200 
II 
(12)(13)(14)(23) 
(12)(13)(14)(23)(24) 122220 
IL4 I
CR) 
14 
14 24 
r 13 24 13 23 12 23 
CR) 
(Q) 
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s W+,b,Abd,, Module L’ : Comes from: 
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