A detailed calculation of the energy bands of germanium and silicon has been performed by use of the pseudopotential method. The first three potential coefficients have been determined empirically, and all higher ones set equal to zero. This potential was used to compute the energy eigenvalues at 50 000 points throughout the Brillouin zone. By use of this sample, we calculated the imaginary part of the dielectric constant in the optical and near ultraviolet where direct transitions between the valence and low-lying conduction bands dominate the response. Photoelectric yield curves were obtained for comparison with recent experiments. In all cases agreement of theory and experiment was reasonable. Energy contours were constructed in several of the principal symmetry planes. These were used to explain the structure in the optical properties of Ge and Si in terms of transitions near certain important critical points. Effective masses and the static dielectric constant were also computed.
I. INTRODUCTION ECENTLY, very precise reactivity measurements have been taken on' Ge and' Si in the optical and near ultraviolet region of the electromagnetic spectrum.
When the reflectance,~r(co)~', is plotted as a function of co, the resulting curves show detailed structure. The energies involved (1.5 eV&hco&10 eV) are such that direct interband transitions between states lying near to the forbidden gap are expected to dominate the dielectric properties of these materials.
Before attempting an explanation of the observed data, it is necessary to know the behavior of the valence and low-lying conduction bands throughout the Brillouin zone. Prior theoretical work on the energy bands ofa ' Ge and' ' Si has been confined to calculations at points and along lines of particularly high symmetry. This is inadequate for our purposes; we 6nd it necessary to extend the energy-band calculations so as to sample all of the zone. The previous energy-band work will, however, be used as a starting point. First of all, we sha)1 employ a simpliled version of the orthogonalized plane-wave method (OPW method) utilized in Refs. 3 -9. Secondly, we shall make use of the eigenvalues at symmetry points in order to deduce the numerical values of the pseudopotential matrix elements used as computational parameters in this simplified approach (see Sec. III of this paper). A reasonably precise knowledge of these eigen- ' H. R. Philipp and E. A. Taft, Phys. Rev. 113, 1002 (1959) .
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values (or rather the differences between them) is necessary to undertake the present computations.
For our purposes the energy levels can be put into two categories: levels which are sensitive to small changes in the crystal potential and those which are not. The former have, in the past, been computed Ob initio with an uncertainty of order 3 eV, " while the latter were obtained to within -, eV. The principal features (peaks and edges) of the optical curves are separated by less than 1 eV. It is necessary, therefore, to know the levels with a considerably greater accuracy than the current a Priori calculations permit. Fortunately, a good deal of very fine experimental information is available which, when combined with the results of band theory, allows a sharp de6nition of both the sensitive and insensitive levels. Ehrenreich, Philipp, and Phillips" have given a good account of most of the main energy gaps at the symmetry points. Table I is largely taken from their work.
It should be emphasized at this point that Ehrenreich et a/. have deduced some of the energy gaps of Table I with the aid of several natural assumptions. They assume, for example, that the main features of the optical curves can be associated with direct transitions between levels at synimetry points. One of the primary purposes of the present work is to attempt a justification of such assumptions and working hypotheses. In order to illustrate further, Ehrenreich et al. " make use of certain characteristic properties of the reflectivity, as discussed bv Phillips, " in order to make their assignments in a definite way. For example, the edge near 2.2 eV in Ge has been resolved into a doublet" (see Table I ). This corresponds to the expected 0.2 eV spin-orbit splitting of the L3 level'4 provided the optical edge is taken as arising from transitions near L3 Rev. 125, 1931 Rev. 125, (1962 . "J.Tauc and A. Abraham, Phys. Chem. Solids 20, 190 (1961) .
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The subscripts e and s refer to filled and unfilled bands, respectively, and te, ,(k) = (E,(k) In this paper we shall adopt a pseudopotential having the form used by Bassani and Celli. For both Ge and Si this will be of the form
We mentioned earlier that for certain levels the OPW technique is only accurate to 3 eV. '0 Furthermore, the unwieldy nature of the orthogonalization terms makes it unsuitable for extensive calculations. These considerations imply that the OP% method is unsuited for our needs.
Research workers using the OPW method noticed that the eGect of orthogonalizing the plane waves to core orbitals was to greatly diminish the magnitude of the off-diagonal matrix elements in the secular equation. This led Phillips and Kleinman" to write the wave functions in the form
Here H~, i, is the core function constructed from the 1th core orbital, and g",s is a smooth wave function satisfying the wave equation In these units the center of the hexagonal face is located at (zc zc -, ') and the shortest nonzero 6; has length =V3'. 9 We are here distinguishing between V,ff which is uniquely defined by P) and (8) and V"winch is an approximation to V, ff.
Inserting V,ff into (6) gives exactly the same results as the OPW method from which it is derived, whereas V"does not.
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Here H"' &'=Qk+x,.~H "~pk+x, ) and gk+x, . at each point in the reduced zone. On the diago- Fig. 9 , where one easily sees how these artificial sampling peaks can be formed. Since they were judged to be spurious, the peaks have been eliminated from the joint density of states (solid lines in Fig. 8 ).
The most striking result is the large central peak. We remember that in our starting model the large optical peak was associated with transitions of the type X4 -+ X~. To understand how it arises in E4,5 we inspect In Fig. 8 the reader may notice that sharp corners have been drawn into the data. The analysis discussed earlier indicates that this is the correct behavior near a critical point.
Returning to Fig. 8(a In the 4 -5 histogram of Si there is an edge at 3.5 eV. This is identified with the peak at 3.5 eV in es(cp). Figure 11( Finally returning to the Ge histogram of Fig. 8(a) , we notice a shoulder near 3.2 eV. This is presumably caused by a point of inflection in E4, p(k) near the point k= (0.4,0,0) . This has the same effect as a weak pair of critical points of the Mo and 3f& category. We mention this as a possible explanation of a similar shoulder in es(cv) of Ge near the same energy. In our data it is less pronounced than in experiment owing to the nearness of the large peak which masks the shoulder.
That exhausts all of the interesting structure in the 4 -5 histograms. We wish to check that our critical-point analysis is complete. To do this we use a rule discussed by Phillips, " which says that 1V(3IIp) ,P 3 3~D . L. Greenaway, Phys. Rev. Letters 9, 97 (1962) . p' M. Cardona and D. L. Greenaway, Phys. Rev. 131,98 (1963) . Next we examine the contribution of the 4 -6 histogram. In Fig. 12, X4 ,s(~) is drawn. The main feature in the Ge data LFig. 12(a)] is the large peak at 5.3 eV. From the energy contours of Fig. 13 (a) , one can see that the structure is associated with L. In this case the transition being L3 -+ L3 which agrees with the interpretation of the corresponding optical peak.
The Si data are understood similarly. The L& -+ L& transition is responsible for the peak at 5.3 eV. The somewhat large peak at 5.8 eV is apparently a boundary sampling error of the type discussed in connection with the 4 -5 histogram. After matrix elements are accounted for, the remaining structure in X4,6 is too weak to make an observable contribution to the optical properties. For the same reason the remaining histograms contribute nothing to es(ra).
We are now in a position to use these results to construct ss(&o). First we shall give a very brief discussion of how the matrix elements were determined.
In order to develop a reasonable way of handling M",,(k)~' we computed matrix elements for m=4, s=5, and for e=4, s=6, at a number of points in the reduced zone. These were gotten by using the pseudopotential wave functions P",a. Such a procedure corresponds to using the smooth part of the OP% wave functions which according to Ref. 37 gives accuracy of better than 20%. ss The results are shown in Table III. The Si wave functions were used; however, we would get almost identical results with the Ge wave functions.
In obtaining the matrix elements for the symmetry we show the contributions to es(o&) of the 4 -5 and 4 -6
histograms. In Fig. 16 we take es(co) =es' (co)+es"(cu), that is, as the sum of the contributions from the 4 -5 and 4 -6 histograms, and compare with experiment. In previous work (see Refs. 40 and 41) es(co) was also taken as = es' '(~)+et' '(a&). Figure 6 shows our energy bands with the principal transitions marked.
To check our hypothesis regarding matrix elements it was decided to do Si with matrix elements included. We have seen that our treatment probably overestimates the matrix element so that it is not surprising that the computed strength is too large. In Fig. 17 chance that it is a density-of-states effect which we did not detect. The reader should see a further discussion concerning this point by Phillips. 4' The results of this section are summarized in "J.C. Phillips, Phys. Rev. Letters 10, 329 (1963 (27) in which it is assumed that the electron escapes with a negligible loss of energy. In Fig. 20(a) By analyzing the optical properties of Ge and Si using a very simple model we have succeeded in exploring the electronic structure of these materials over an energy range of order 10 eV. This range is an order of magnitude larger than that studied by infrared experiments. The precision of our study enables us not only to explain all the observed structure but also to predict new features, such as 3f0 thresholds.
Comparing the results for Ge and Si we 6nd that alterations in the crystal potential are small and lead to much smaller changes in the over-all band structure than might have been supposed from infrared data. This agrees with the ultraviolet experimental results. One Inay say that in Ge and Si the energy surfaces in k space are determined primarily by the shape of the Brillouin zone, i.e. , by symmetry considerations, and by V(3), which measures the strength of the covalent bond. 
APPENDIX
In Fig. 21 we plot E4,s(io;). This should be compared with E'4, s(~,) shown. in Fig. 8(a) of the text, which shows the effect of smoothing.
To do a rigorous statistical analysis of the smoothing process would be exceedingly complex and not particularly rewarding. By a few heuristic arguments we can, nevertheless, estimate the random errors entering the problem. Consider erst a one-dimensional situation. Suppose we have in this model a monotonically increasing E",(k) curve. In Fig. 22(a) imagine that the solid lines divide the energy range into intervals of 0.1 eV, that is, E",(k;~i) =E",(k;)+0.1 eV. Next suppose that a uniform net of sampling points is laid over the line. The result of this sample is used to approximate the true joint density of states. Suppose also that in computing E",(k) we had convergence noise 0.05 eV.
There are then two sources of error in the computed joint density of states. The first results from the fact that the last sampling point in an interval is not significant. For example, in Fig. 22(b) shifting the boundary at 0.2 eV very slightly to the left will, put the last point in the 0.1 -0.2 eV interval into the 0.2 -0.3 eV interval. The second source of error arises because our calculation does not locate the boundary energies exactly. The idea is sketched in. Fig. 22 (c) . One should note that the error in the energy eigenvalues is a dis-5000 ROOO lOOO '0 A further application has allowed us to explain some of the properties of Ge-Si alloys as well as high-pressure sects on the band structure (F. Bassa'ni and D. Brust, Phys. Rev. 131, 1524 (1963)j. If we take a sampling mesh of 1000 points and suppose that E",(ir),"=5 eV, then our one-dimensional sample contains 20 points per interval. These numbers roughly correspond to those of the actual problem. Then the error from boundary corrections is about 1 point per interval or 5%. The error arising from convergence noise can be 10 points per interval or 50%. The effect of the smoothing is clear. We take three times as many points while leaving the absolute error constant. Hence the dominant error is reduced from about 50% to about 20%
The situation in three dimensions is not so readily analyzed. The same sort of arguments ought to apply, however, we now have a two-dimensional surface for the boundaries of the energy intervals. The scatter resulting from boundary corrections and from convergence noise before smoothing is now estimated to be 20% and after,~10%
