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Abstrak 
Wajah merupakan salah satu dari ciri atau identitas unik yang dimiliki oleh manusia. Dalam mengenali 
wajah terdapat banyak metode yang bisa diimplementasikan. Salah satu dari implementasinya adalah 
dengan menggunakan Convolutional Neural Network (CNN). Convolutional Neural Network atau yang biasa 
disebut CNN merupakan bagian dari Deep Learning yang melakukan proses pembelajaran untuk mencari 
representasi terbaik. Dataset yang digunakan adalah The Extended Yale Face Database B, yang berupa 
dataset foto wajah. Dengan menggunakan proses dropout diperoleh hasil terbaik dengan tingkat akurasi 
pengenalan setinggi 89.73%. Sedangkan apabila dilakukan pengujian terhadap data testing akan diperoleh 
hasil akurasi pengenalan setinggi 75.79%. 
Kata kunci : Face Recognition, Deep Learning, Convolutional Neural Network, dropout 
Abstract 
Face is one of the identity owned by human. In recognizing someone’s face, we can use a lot of method which 
can be implemented. One of the method is using Convolutional Neural Network(CNN). Convolutional 
Neural Network or we called CNN is a part of Deep Learning which learning to find the best representation. 
The dataset used is The Extended Yale Face Database B, which is facial image dataset. Using dropout 
process produced best accuracy result with 89.73%. If the data was tested with testing data, the result is 
75.79%. 
Keywords : Face Recognition, Deep Learning, Convolutional Neural Network, dropout 
1. Pendahuluan 
 Wajah merupakan salah satu instrument yang dapat digunakan untuk mengidentifikasi seseorang. Wajah 
digunakan untuk mengidentifikasi karena wajah memiliki perbedaan yang paling tinggi dan sering digunakan 
dalam sistem otomasi pengenalan wajah seseorang [1]. Salah satu implementasinya sistem tersebut yaitu pada 
sistem keamanan. Pada sistem tersebut,  wajah akan dikenali sehingga akan diketahui identitasnya, apabila 
identitas sudah bisa diketahui maka bisa dilanjutkan penindakan selanjutnya seperti apakah seseorang itu berhak 
berada di dimana seseorang itu berada di suatu tempat tertentu atau tidak. 
 Masalah yang ada pada proses pengenalan wajah adalah adanya perbedaan intensitas cahaya dan juga 
perbedaan pose dalam data yang ada [2]. Salah satu implementasi terhadap face recognition system adalah 
penelitian yang pernah dilakukan oleh Soumendu Chakraborty dengan menggunakan Local Gradient Hexa Pattern 
terhadap dataset The Extended Yale Face Database B dengan tingkat rata – rata pengenalan 70,94% [3]. 
 Penelitian tersebut pada umumnya memiliki framework yang memproses input gambar wajah melalui suatu 
metode ekstraksi ciri lalu ekstraksi ciri tersebut dikenali oleh suatu metode classifier untuk dilakukan identifikasi. 
Pada Tugas Akhir ini akan dibuat sistem pengenalan wajah dengan menggunakan Convolutional Neural Network. 
Metode ini dipilih oleh penulis karena banyaknya modifikasi yang dilakukan oleh para peneliti dan memiliki 
tingkat akurasi yang tinggi terhadap masalah yang diselesaikan. 
 
 
 
 
2. Tinjauan Pustaka 
A. Convolutional Neural Network 
Convolutional Neural Networks menggabungkan tiga pokok arsitektur, yaitu local receptive fields, shared 
weight yang berupa filter, dan spatial subsampling yang berupa pooling. Konvolusi atau yang biasa disebut dengan 
convolution merupakan matriks yang berfungsi untuk melakukan filter [4]. Dalam melakukan proses filtering 
terdapat dua matriks, yaitu matriks pada value input dan matriks kernel. Dalam Convolutional Neural Network 
terdapat beberapa layer yang berfungsi untuk melakukan filter yang telah ditetapkan pada saat proses training 
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yaitu Convolutional Layer, Pooling Layer, dan Fully Connected Layer. Adapun arsitektur yang dimiliki oleh 
Convolutional Neural Network sebagai berikut. 
 
 
Gambar 0-1 Arsitektur Convolutional Neural Network [5] 
Convolution Layer memiliki beberapa parameter, yaitu ukuran kernel, skipping factors dan connection table. 
Kernel dalam CNN selalu bergeser  terhadap daerah yang ada pada gambar input, sedangkan Skipping factor 
merupakan jumlah pixel yang bergeser pada kernel [6]. Ukuran dari output pada map adalah : 
𝑀𝑥
𝑛 =
𝑀𝑥
𝑛−1 − 𝐾𝑥
𝑛
𝑆𝑥𝑛 + 1
+ 1; 𝑀𝑦
𝑛 =
𝑀𝑦
𝑛−1 − 𝐾𝑦
𝑛
𝑆𝑦𝑛 + 1
+ 1 (2.1) 
 
Yang dimana : 
𝑀𝑥 , 𝑀𝑦 = Ukuran feature maps 
𝑆𝑥 , 𝑆𝑦 = Skipping Factors 
𝐾𝑥 , 𝐾𝑦 = ukuran kernel 
n = Letak layer pada saat proses 
 
Tujuan dari pooling layer adalah mengurangi resolusi dari feature maps. Dalam pooling layer, terdapat 
beberapa operasi yaitu diantaranya: max pooling dan average pooling [7].  Resolusi feature map max pooling yang 
baru pada bisa didapat dengan cara : 
 
𝑎𝑗 = max
𝑁×𝑁
𝑎𝑖
𝑛×𝑛𝜇(𝑛, 𝑛)) (2.2) 
Yang dimana : 
𝑎𝑗  = value dari pooling map 
𝑎𝑗  = value dari input map 
𝜇(𝑛, 𝑛) = window function 
 
Berikut merupakan contoh proses dari Max Pooling dengan ukuran 2 x 2. 
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Gambar 0-2 Contoh Proses Pooling Layer 
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Fully Connected Layers menghubungkan setiap neuron dari Layer ke Layer lainnya. Berikut contoh dari 
Fully Connected Layers. 
Layer 1 Layer 2
Layer 3
 
Gambar 0-3 Fully Connected Layer 
B. Dropout 
Dropout merupakan proses mencegah terjadinya overfitting dan juga mempercepat proses learning. Dropout 
mengacu kepada menghilangkan neuron yang berupa hidden mapun layer yang visible di dalam jaringan. Dengan 
menghilangkan suatu neuron, berarti menghilangkannya sementara dari jaringan yang ada. Neuron yang akan 
dihilangkan akan dipilih secara acak. Setiap neuron akan diberikan probabilitas p yang bernilai antara 0 dan 1.0 
[8]. Berikut contoh Neural Network sebelum adanya proses dropout. 
 
Gambar 0-4 Neural Network sebelum terjadi dropout [8] 
Berikut contoh Neural Network yang sudah dilakukan proses dropout. 
 
Gambar 0-5 Neural Network setelah proses dropout [8] 
 
3. Perancangan Sistem 
Berikut ini adalah flowchart dari sistem pengenalan wajah dengan menggunakan Convolutional Neural 
Network: 
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Gambar 0-6 Flowchart Diagram Rancangan Sistem 
A. Pengkondisian Dataset 
Pengkondisian dataset dilakukan untuk mempersiapkan data agar bisa diproses di tahap selanjutnya. Dataset 
Yale terdiri atas 2423 foto wajah yang memiliki 39 subjek yang berbeda. Pada pembagian ini data memiliki rata – 
rata 30 jumlah Data Training, 20 jumlah Data Validasi dan 14 jumlah Data Testing. Contoh gambar wajah pada 
dataset terdapat pada gambar 3 – 2. 
 
Gambar 0-2 contoh gambar foto Dataset Yale 
 
B. Pelatihan Convolutional Neural Network 
Pelatihan Convolutional Neural Network dilakukan untuk membuat model yang akan diuji performansinya. 
Tahapan pada proses ini dapat dilihat pada gambar 3 – 3. 
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Gambar 0-3 Flowchart Diagram Pelatihan Convolutional Neural Network 
Pada proses pelatihan CNN terdapat beberapa tahapan, diantaranya adalah proses di dalam Convolution Layer, 
Pooling Layer, dan Fully Connected. Berikut penjelasan tahapan – tahapannya. 
ISSN : 2355-9365 e-Proceeding of Engineering : Vol.4, No.3 Desember 2017 | Page 4910
  
 
a. Convolutional Layer 
Proses pada Convolution Layer dapat digambarkan pada gambar 3-4. 
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Gambar 0-4 Proses Convolution Layer 
Yang dimana a merupakan matrix yang sudah terpotong dengan ukuran sesuai pada filter yang akan dilakukan 
konvolusi, b merupakan filter untuk melakukan proses konvolusi, dan c merupakan matriks titik hasil dari proses 
konvolusi. Pada proses yang terdapat pada Convolution Layer, memiliki input data yang berupa wajah yang akan 
diolah dengan filter yang telah dibuat. Output pada Convolution Layer merupakan matrix yang berisi dari hasil 
konvolusi yang telah dilakukan. Setiap pixel pada data akan dilakukan proses konvolusi dengan ukuran filter 𝑖 x 
𝑗. Perpindahan pengolahan pixel atau yang biasa disebut dengan stride yang digunakan memiliki nilai 1 x 1 pada 
setiap Convolution Layer. Jumlah filter dan juga ukuran filter disesuaikan dengan skenario yang telah dibuat. 
b. Pooling Layer 
Proses pada Max Pooling yang diterapkan pada pooling layer memiliki proses yang digambarkan sesuai 
dengan gambar 3 – 5. 
 
Gambar 0-5 Proses Max Pooling 
Pada Pooling Layer, akan dilakukan proses pooling yang memiliki input yang berasal dari hasil proses pada 
Convolution Layer dan memiliki output berupa kompresi data dengan metode Max Pooling. Ukuran pooling yang 
digunakan adalah 2 x 2 pada setiap Pooling Layer yang telah dibuat. 
c. Fully Connected Layer 
Proses pada Fully Connected Layer berfungsi untuk melakukan proses klasifikasi yaitu dengan menggunakan 
softmax yang sesuai dengan proses yang digambarkan pada gambar 3 – 6.  
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Gambar 0-6 Proses pada Fully Connected Layer 
Yang dimana Layer 1 akan dilakukan feedforwarding menuju layer 2 dengan menggunakan fungsi aktivasi 
RelU. Pada layer 2 akan dilakukan klasifikasi dengan menggunakan softmax. 
C. Pengujian Terhadap Data Validasi 
Pengujian terhadap Data Validasi dilakukan untuk mengukur performansi sistem yang dibuat terhadap data 
validasi. 
D. Pengujian Terhadap Data Testing 
Pengujian terhadap Data Testing dilakukan untuk mengukur performansi sistem yang dibuat terhadap Data 
Testing. 
 
4. Pengujian dan Hasil 
A. Hasil dan Analisis Pengujian Skenario 1 
Skenario pengujian 1 dilakukan untuk mengetahui pengaruh dari dropout terhadap performansi sistem. 
Skenario ini diuji terhadap data training dan juga data validasi. Hasil dari pengujian ini dapat dilihat pada Gambar 
4 – 1  dan gambar 4 – 2. 
 
 
Gambar 0-7 Pengaruh sistem tanpa menggunakan dropout  terhadap data training dan data testing  
Berdasarkan Gambar 4 – 1, didapatkan  bahwa sistem memiliki batas optimum pada epoch 100 yang memiliki 
nilai 100% pada data training dan 71.71% pada data validasi, yang dimana selisih akurasi diantara keduanya 
paling kecil yang memiliki nilai 28.29%. Setelah epoch 100 data menjadi overfit karena selisih akurasi antara jarak 
data training dan data testing bertambah seiring dengan bertambahnya epoch, yaitu 30.14% pada epoch 200 dan 
34.61% pada epoch 300. Pada data training, sistem belum mempelajari ciri dengan baik pada epoch 50 karena 
belum memiliki akurasi sebesar 100%, namun sistem sudah mempelajari ciri dengan baik pada epoch 100 karena 
memiliki akurasi sebesar 100%. 
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Gambar 0-8 Pengaruh sistem dengan menggunakan Dropout terhadap Data Validasi dan Data Testing 
Berdasarkan Gambar 4 – 2, dapat dibuktikan juga bahwa dropout mampu mempercepat proses learning. Hal 
ini dibuktikan dengan akurasi 100% terhadap data training yang sudah terjadi pada epoch 50. Sistem yang 
menggunakan dropout memiliki batas optimum terhadap data validasi yang terjadi pada epoch 100. Batas optimum 
yang terjadi memiliki nilai akurasi sebesar 86.71% dan memiliki selisih paling sedikit diantara epoch lainnya 
terhadap data training. Pada data training, sistem sudah mempelajari ciri dengan baik pada epoch 50 karena 
memiliki akurasi sebesar 100%. 
 
 
Gambar 0-9 Perbandingan rata – rata akurasi antara penggunaan dropout dan tidak menggunakan 
dropout 
Berdasarkan Gambar 4 – 3, sistem dengan menggunakan dropout memiliki performansi yang lebih tinggi 
daripada sistem yang tidak menggunakan dropout. Sistem yang menggunakan dropout memiliki nilai rata – rata 
akurasi sebesar 81.6075%, dan memiliki selisih rata – rata akurasi sebesar  12.37% terhadap sistem yang tidak 
menggunakan dropout yang memiliki akurasi rata – rata sebesar 69.2375%. 
B. Hasil dan Analisis Pengujian Skenario 2 
Skenario pengujian dilakukan bertujuan untuk menguji performansi sistem dengan menggunakan filter yang 
berbeda. Filter yang digunakan adalah filter yang memiliki ukuran 3 x 3 dan 5 x 5. 
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Gambar 0-10 Pengaruh Filter terhadap Data Validasi 
Berdasarkan gambar 4 – 4, sistem dengan filter 3 x 3 memiliki akurasi yang lebih tinggi daripada sistem 
dengan filter 5 x 5. Sistem dengan filter 5 x 5 memiliki tingkat akurasi optimal sebesar 86.71% yang terletak pada 
epoch 100. Sedangkan sistem dengan filter 3 x 3 memiliki tingkat akurasi optimal sebesar 89.73% yang terletak 
pada epoch 600. 
 
C. Hasil dan Analisis Pengujian Skenario 3 
Skenario pengujian dilakukan bertujuan untuk mengetahui performansi  sistem dengan parameter dan 
kombinasi terbaik hasil dari observasi skenario 1 dan 2  terhadap data yang benar – benar baru, yaitu data 
testing. 
 
Gambar 0-11 Hasil performansi sistem terhadap data testing 
 
5. Kesimpulan 
Berdasarkan hasil pengujian dan analisis yang telah dilakukan, maka dapat ditarik kesimpulan sebagai berikut 
: 
1. Sistem pengenalan wajah dengan menggunakan Convolutional Neural Network telah diimplementasikan 
terhadap Data Testing The Extended Yale Face Database B dengan hasil akurasi sebesar 75.79%. 
2. Sistem yang menggunakan dropout menghasilkan performansi terhadap Data Validasi yang lebih baik 
dibandingkan dengan sistem yang tidak menggunakan dropout. Apabila sistem menggunakan dropout 
didapatkan akurasi 86,71%, dengan selisih akurasi 15,00% terhadap sistem yang tidak menggunakan 
dropout yang memiliki akurasi 71.71%. 
3. Sistem dengan ukuran filter 3 x 3 memiliki akurasi pengujian terhadap data validasi yang lebih tinggi 
dibandingkan dengan sistem yang menggunakan filter dengan ukuran 5 x 5. Sistem dengan filter ukuran 
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3 x 3 memiliki nilai akurasi 89.73%, sedangkan sistem dengan filter ukuran 5 x 5 dengan nilai akurasi 
86.71%. 
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