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Abstract
We present a new method for obtaining the statistical weight of the
Gentile Statistics. In a recent paper, Perez and Tun presented an ap-
proximate combinatoric and an exact recursive formula for the statistical
weight of Gentile Statistics, beginning from bosonic and fermionic cases,
respectively [1]. In this paper, we obtain two exact, one combinatoric and
one recursive, formulae for the statistical weight of Gentile Statistics, by
an another approach. The combinatoric formula is valid only for special
cases, whereas recursive formula is valid for all possible cases. Moreover,
for a given q-maximum number of particles that can occupy a level for
Gentile statistics-the recursive formula we have derived gives the result
much faster than the recursive formula presented in [1], when one uses a
computer program. Moreover we obtained the statistical weight for the
distribution proposed by Dai and Xie in Ref. [2].
Keywords: Fractional statistics, Gentile distribution, Statistical Weight
———————————————————————
1 Introduction
An interesting property of low dimensional systems is that the particles in these
systems may obey different statistics other than Bose-Einstein and Fermi-Dirac
statistics [3] 1. Following the realization that there can be quasi particles, whose
many body wave function may have a general phase eiθ [4, 5, 6] -other than 1
or (−1)-, Haldene proposed a fractional statistics in arbitrary dimensions [7].
Then, Wu derived statistical weight for the Haldene fractional statistics [8]
Wi =
[gi + (ni − 1)(1− α)]!
ni![gi − αni − (1 − α)]!
. (1)
Here, ni gives the identical number of particles occupying a state i and gi is the
number of states. The parameter α in Eq.(1) yields an interpolation between
Bose-Einstein and Fermi-Dirac statistics. So, the statistical weight Wi in (1)
reduces to Bose-Einstein and Fermi-Dirac statistics, for α = 0 and α = 1,
respectively. On the other hand, Polychranakos suggested another form for the
statistical weight of the Haldene fractional statistics [9].
The possibility of intermediate statistics led to the new studies on Gentile
Statistics, which was proposed much before than the other generalizations of
1There is a huge literature about the intermediate statistics one can cite. For this reason,
we have chosen to cite a book.
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the Bose-Einstein and Fermi-Dirac statistics [10]. For example, Dut et. al have
shown that the expressions for distribution and other thermodynamic quanti-
ties derived using Gentile statistics are also valid for a q-fermion provided q is
a complex number and takes values on a unit circle [11]. Then, Chaturvedi and
Srinivasan compared different interpolations between Fermi and Bose Statis-
tics including Gentile statistics [12]. Bysto derived a thermodynamic Bethe
ansatz equation for relativistic particles obeying generalized extensive statistics
[13]. Moreover, Dai and Xie showed that Gentile statistics does not reduce to
Bose-Einstein statistics generally but only if fugacity z = eβµ < 1 [14]. In ad-
dition to that, they show that one can obtain Bose-Einstein distribution fBE ,
from Gentile distribution fG, in thermodynamic limit when one takes two lim-
its, maximum occupation number q → ∞, and the total number of particles
(N → ∞) in a given order (fBE ≡ lim<N>→∞ limn→∞ fG) [15]. Furthermore,
Donald and Zly derived thermodynamic properties for a harmonically confined
gas obeying Gentile statistics in d-dimensions and compared these results with
a similar system obeying Haldene-Wu statistics [16].
There are also rather mathematical studies about Gentile statistics. For
example, the relationship between Gentile statistics and restricted partitions is
investigated by Srivatson et. al. [17]. Moreover, Niven studied the combina-
torial entropies and statistics [18], and Mirza and Mohommadzeh investigated
thermodynamics geometry of fractional statistics [19].
It is also possible to obtain intermediate statistics from operator relations.
For example Melijenac et. al. studied exclusion statistics in the second quan-
tized approach which includes Gentile statistics as a special case [20]. In addition
to that, Dai and Xie obtained an operator realization for the angular momen-
tum algebra which naturally leads to Gentile distribution [21]. Whet significant
in this derivation is that one does not need to restrict the number of the parti-
cles by fiat as it is done in the Holstein-Primakoff representation [22] because it
arises naturally in this representation [21]. Then they applied this distribution
to the excitations of the spin magnetic waves for the one dimensional Heisenberg
chain and showed that the distribution they have obtained explains the exci-
tation spectrum better than the Hollstein-Primakoff method [21]. Moreover,
the same authors derived Gentile statistics from operator relations [23]. In this
study, the authors used an algebra similar to that of the one dimensional har-
monic oscillator algebra but in this algebra creation and annihilation operators
are not hermitian conjugate of each other. Using this more generalized algebra,
they showed that in the algebras where a number operator Nˆ can be defined a
quadratic function of creation and annihilation operators one gets the Gentile
distribution corresponding to this algebra [23].
Recently, several studies showed that, Gentile statistics can also be used to
describe realistic physical systems. Indeed, Gentile statistics is appropriate for
investigating two dimensional electron gases in two dimension when the elec-
trons are so dilute that the Coulomb interactions between them is negligible.
In this case, the behavior of the electrons is described by a Hamiltonian similar
to the harmonic oscillator hamiltonian but having one more degree of freedom.
Therefore, more than two electrons (including spin degeneracy) may occupy
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each single particle states but the maximum number of the electrons in a state
is limited by the magnetic field leading to the de Haas-van Alphen effect [24].
The statistical distribution of these electrons is the Gentile distribution. More-
over, Auccaise et.al. presented a description of nuclear magnetic resonance of
quadrupolar system [25]. In this work, using Holstein-Primakoff representation
[22] the authors proposed that NMR quadrupolar system have BEC like be-
havior and they experimentally verified their results for two different quadrapol
nuclei (23Na) and (133Cs) in lyotropic cyrstals which have nuclear spins I = 3/2
and I = 7/2, respectively. These system are interesting because their statical
properties may be obtained using the Gentile statistics[25]. Moreover, Shen
and Yin showed that cyclich hydrocarbon polyenes CNHN , called N-annules,
are physical realizations of Gentile systems [26].
In this paper, we present a new inductive method to obtain the statistical
weight of the Gentile statistics. The statistical weight for Gentile statistics is
first derived by Perez and Tun [1]. We will derive two formulae one combinatoric
and one recursive like in [1]. Both formulae are exact but the combinatoric
one is valid only for special cases. Since, the statistical weight for Gentile
statistics is derived earlier in [1], we owe to an explanation why we have done
this study. We obtain an exact combinatoric formula for all q values, maximum
number of particles which can occupy a state, which however is only valid for
(G − 1)q ≤ N ≤ Gq , where N is total number of the particle and G is the
number of different states, respectively. The combinatoric formula obtained in
[1] is valid only for q ≥ N/2. The recursive formulae are useful only when one
uses computers, and the recursive formula we obtained produces the statistical
weight much faster, compared to the recursive formula obtained in [1], when q
has a determined value like in N annules [26]. Moreover, the inductive method
constructed in this work can be applied to find the statistic weight constructed
in [2] by Xie and Dai which is more general than Gentile statistics. We will
denote this statistics as Dai-Xie distribution.
2 Method
In this section, we will present a new inductive method for obtaining the sta-
tistical weight of Gentile statistics. This method can also be used to obtain the
statistical weight for Bose-Einstein statistics. For the sake of simplicity, we first
apply the method for obtaining the statistical weight of Bose-Einstein statistics.
The statistical weight for bosons give the number of different ways of dis-
tributing N bosons to G levels, R(N,G). Since our method is inductive, we first
find how many different ways to distribute N bosons to two levels. (Obviously,
there is only one way to distribute N bosons to one level.)
In order to find the number of ways to distribute N bosons to two levels
R(2, N), we count all different cases (see Figure 1). There can be 0 bosons in
level 2 and all bosons can be level 1. Or, there can be 1 boson in level 2 and
N−1 bosons in level 1, 2 bosons in level 2 and N−2 bosons in level 1 and so on.
Counting the different cases, we find that there are (N + 1) ways to distribute
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N bosons two levels. Now, we will find R(3, N) using R(2, N). We again use
the same logic. We assume first there are 0 bosons in level 1. Thus there are N
bosons in level 2 and 3. Since we know R(2, N) = N + 1, we conclude if there
are 0 bosons in level 2, then three are (N + 1) ways to distribute N bosons to
there levels (see Figure 2). If, there is only one boson in level two, there are
N−1 bosons in level 2 and 3. Therefore, in this case, there are R(2, N−1) = N
different ways to distribute N bosons to three levels. By using the same logic
one can conclude, if there are two bosons in level 1 there are N − 1, if there are
three bosons in level 1 there are N − 2 ways to distribute N bosons to three
levels and so on. Generally, if there are i bosons in level 1, there are (N +1− i)
ways to distribute N bosons to three levels. Since there can be at least 0 bosons
and at most N bosons in level 1, the total number of ways to distribute N
bosons to three levels is
R(3, N) =
N∑
i=1
(N + 1− i) =
N+1∑
j=1
j =
(N + 1)(N + 2)
2
=
(
N + 2
2
)
. (2)
Similarly, it is easy to find R(4, N) =
(
N + 3
3
)
. Using results for R(3, N)
and R(4, N) we infer a general formula to distribute N bosons to G Levels:
R(G,N) =
(
N +G− 1
G− 1
)
. (3)
Now, we have to show that R(G + 1, N) =
(
N +G
G
)
assuming Eq. (3) is
valid to complete the induction. To do this, we use the method we have used to
find R(2, N) and R(3, N). We first assume that there 0 bosons in level 1. Thus,
there are N bosons in the remaining G levels and R(G,N) =
(
N +G− 1
G− 1
)
different ways to distribute N bosons to these levels. If there are 1 boson in the
first level, then there are R(G,N − 1) =
(
N − 1 +G− 1
G− 1
)
ways to distribute
Figure 1: Statistical weight of N bosons for two levels R(N, 2)
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Figure 2: Statistical weight of N bosons for three levels R(N, 3)
remaining N − 1 bosons to the G groups. Continuing this process and summing
the number of all different ways for the different numbers of bosons in level 1
we get
R(G+ 1, N) =
N∑
i=0
(
N +G− 1− i
G− 1
)
,
N+G−1∑
k=G−1
(
k
G− 1
)
=
(
N +G
G
)
. (4)
In order to get third term from the second one in Eq. (4) we have changed the
dummy index i to k = N + G − 1 − i. Moreover we have used the equality∑n
j=m
(
j
m
)
=
(
n+ 1
m+ 1
)
for n ≥ m. Since Eq. (4) is the same as the Eq.
(3) for G replaced by (G+1), we conclude that our assumption namely Eq. (3)
is valid.
The inductive method we have introduced in the previous paragraphs can
also be used to find the statistical weight for systems obeying Gentile distri-
bution (Gentile particles). For Gentile particles there is an upper limit for the
number of particles that can occupy a level and we denote this limit by q. By
using the inductive method for Gentile particles one has to take this limit into
account.
We will now find the the statistical weight for Gentile particles. Following
the notation introduced in [1], we will denote the statistical weight for Gentile
particles by Rq(G,N) which shows the number of different ways to distribute
N particles into G levels for a given q. The total number of Gentile particles
for given G and q has an upper limit Nmax = Gq.
We first investigate the case N ≤ q. In this case, Rq(G,N) is the same as the
boson distribution for all G. Since the limit q is greater than the total number
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of particles it does not effect the occupancy of a level 2. Therefore we can write
Rq(G,N) =
(
N +G− 1
G− 1
)
N ≤ q. (5)
In order to find the statistical weight for all cases, we again start with two levels,
i.e., we will first calculate Rq(2, N). We will separate the cases q < N ≤ 2q and
N ≤ q. Since for q ≥ N the statistical weight for Gentile particles is the same
as the statistical weight for bosons, we get
Rq(2, N) = R(2, N) = (N + 1) N ≥ q (6)
If q < N ≤ 2q, we count the number of different ways, separating level 1. One
can put minimum N − q (otherwise there would be more than q particles in
level 2, which is not allowed for Gentile particles), maximum q particles to level
1. Since there is only one level left, there is only one way to distribute the
remaining particles to the remaining level. Therefore, there are 2q + 1 − N
number of ways to distribute N particles to two levels if q < N ≤ 2q. Hence,
we can write
Rq(2, N) =
{
2q + 1−N q ≤ N ≤ 2q
N + 1 N ≤ q
(7)
The two equalities in Eq. (7) give the same number for N = q. So one can use
any of them for this case.
We will now try to find Rq(3, N). Since the case N ≤ q, is boson distribution
we will try to find Rq(3, N) for N > q. We separate cases 2q ≤ N ≤ 3q and
N < 2q. Because the formula for Rq(2, N) differs for cases q ≤ N and N < q. If
there are more than 2q Gentile particles to distribute to three levels, the total
number of particles in the levels 1 and 2 has to be more than q, because we can
put at most q particles to level 1. Therefore, one can see from Eq. (7) that the
expression for the statistical weight differ for 2q ≤ N ≤ 3q and for N < 2q.
We first begin with the case 2q ≤ N ≤ 3q. We will use the first equality in
Eq. (7) for Rq(2, N), because the total number of particles in the levels 2 and 3
is more than q for this case, as mentioned above. One can put at least (N − 2q)
and at most q particles to level 1 . If there are (N − 2q) particles in level 1,
one finds from Eq. (7) that there are only 2q + 1 − 2q = 1 way to distribute
remaining 2q particles into two levels. If there are i particles in level 1, there
are [2q + 1 − (N − i)] ways of distributing remaining (N − i) particles to the
remaining two levels (see Figure 3). Hence for 2q ≤ N ≤ 3q one obtains
Rq(3, N) =
q∑
i=N−2q
2q + 1− (N − i) =
(
3q + 2−N
2
)
2q ≤ N ≤ 3q. (8)
For q < N < 2q one can use the same logic but one must be careful. Because
now it is possible to put 0 to q particles to level 1 and the formula will change
2Thus, one can think there may be a very large limit for bosons to occupy a state.
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Figure 3: Statistical weight of N Gentile particles for three levels Rq(N, 3) when
2q ≤ N ≤ 3q
depending whether there are less than N − q particles in level 1 or more than
N − q particles in level 1. Because if there less than (N − q) particles in level
1 there are more than q particles in the remaining two levels and one uses the
first expression in Eq. (7) for Rq(2, N). If there are more than N − q particles
in level 1, there are less than q particles in the remaining two levels and one
uses the second expression in (7) for Rq(2, N). So, Rq(3, N) for q < N < 2q is
Rq(3, N) =
N−q∑
i=0
[2q + 1− (N − 1)] +
q∑
i=N−q
(N − i+ 1) (9)
(q + 1)(2N + 2− 3q) + 2(2q −N)(N + 1)
2
.
As one may notice this formula can not be written as a combinatoric formula.
Therefore, we continue cases where N is between (G − 1)q and Gq, first. If
the number of levels is 4 and if there are (3q ≤)N(≤ 4q) particles to distribute
to these 4 levels there can be at least N − 3q, at most q particles in level 1.
Using the Eq. (8) one can easily find the number of ways for distributing the
remaining particles to the remaining three groups and summing these results
one gets
Rq(4, N) =
q∑
i=N−3q
(
3q + 1− (N − i)
2
)
=
(
4q + 3−N
3
)
3q ≤ N ≤ 4q. (10)
From the formulae (7),(8) and (10) we propose that for (G− 1)q ≤ N ≤ Gq,
Rq(G,N) =
(
Gq +G− 1−N
G− 1
)
. (11)
7
Assuming Eq. (11) is true, it is easy to prove Rq(G + 1, N) =(
(G+ 1)q +G−N
G
)
. This is done by the logic we have used for all cases
until now: We separate level 1 from other G levels, then find for all number
of allowed number of particles (i) in level 1 the number of different ways to
distribute remaining (N − i) particles to the remaining G levels Rq(G,N − i)
using Eq. (11) and finally sum Rq(G,N − i) for all allowed i. Since we are, for
now, interested in the case Gq ≤ N ≤ (G + 1)q, there can be at least N −Gq,
at most q particles in level 1. Thus
Rq(G+ 1, N) =
q∑
i=N−Gq
(
Gq +G− 1− (N − i)
G− 1
)
=
(
(G+ 1)q +G−N
G
)
where Gq ≤ N ≤ (G+ 1)q (12)
This formula is the same as the Eq. (11) for G replaced by G+1. Thus, we have
shown by induction that the Eq. (11) gives the statistical weight for Gentile
particles when (G− 1)q ≤ N ≤ Gq.
One can see from the Eq.(9) if N < (G − 1)q for given G and q, it is
not possible to find a combinatoric formula for the statistical weight of Gentile
particles. However, the inductive method can still be used. In this case, one
can derive an recursive formula using the inductive method. In order to find
Rq(G,N) for N < (G− 1)q, we again separate level 1 from the remaining G− 1
levels. Since N is less than (G − 1)q, at least 0 bosons, at most q bosons may
occupy level 13. If there are i particles in level 1, there are N − i particles the
remaining G− 1 levels and there are Rq(G− 1, N − i) ways to distribute these
particles to the remaining G− 1 levels. Therefore we can write
Rq(G,N) =
q∑
i=0
Rq(G− 1, N − i). (13)
We know Rq(G,N) for small N values: Rq(G,N) is the same as the statistical
weight for bosons if N ≤ q, that is
Rq(G,N) =
(
N +G− 1
N
)
N ≤ q. (14)
So, for a given q, beginning from the statistical weights of small G and N values
and utilizing Eq. (14) when possible, it is easy to calculate Rq(G,N) recursively,
by means of a computer program. In the next section, we will first compare this
recursive formula with the recursive formula obtained by Perez and Tun (the
Eq. (4) in [1]).
The inductive method developed here is also applicable to the statistics
constructed in [2] by Xie and Dai which is more general than Gentile statistics.
3Recall that if N > (G − 1)q the minimum number of particles that can occupy a level is
N − (G − 1)q, because at most (G − 1)q particles are allowed to occupy remaining (G − 1)
levels.
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In this statistics the value of the variable q that is the maximum number of
particles that can occupy a state is not constant but may change in other words
also the value of the q is state dependent. Therefore we label the maximum
number of particles for different state by qi where i = 1, 2, ..G. The order of
labelling is not important in the calculation of the statistical weight. Therefore
we arrange the states such that the inequalities
q1 ≤ q2 ≤ . . . ≤ qG (15)
are satisfied. In this case the maximum number of particles that can be dis-
tributed to the G levels are
Nmax =
G∑
i=1
qi (16)
We will first show that the combinatoric formula given in Eq. (11) can be
extended for this case if the total number of particles N satisfies the inequality
Nmax − q1 ≤ N ≤ Nmax.
We will begin with two states as in the case of Gentile statistics. We assume
that there are two states. These states can be occupied by at most q1 and q2
particles and we order them such that q1 ≤ q2. If N ≤ q1 the distribution is
similar to the bosonic case and thus R{q}(G,N) = N + 1
4 . If q1 ≤ N ≤ q2
then there can be at least N − q1 and at most N particles in the second state.
Therefore R{q}(2, N)) = q1 + 1. If q2 ≤ N ≤ Nmax = q1 + q2 then there
can be at least N − q1 and at most q2 particles in the state two and thus
R{q}(2, N) = Nmax − N + 1. We can summarize the results obtained for the
statistical weight R{q}(2, N) as
R{q}(2, N) =


Nmax + 1−N =
(
Nmax + 1−N
1
)
q2 ≤ N ≤ Nmax (a)
q1 + 1 q1 ≤ N ≤ q2 (b)
N + 1 N ≤ q1 (c)
(17)
Using the results obtained for two states, we will find a combinatoric formula
for three states if Nmax − q1 ≤ N ≤ Nmax = q1 + q2 + q3. (For the other cases
it is not possible to find a combinatoric formula and we will derive a recursive
formula as in the Gentile statistics later.) Given condition Nmax − q1 ≤ N and
the fact that at most q3 particle can occupy the state 3, there can be at least
N − q3 particles in the state 3. Because we assume that the lower limit for the
total number of particles is Nmax − q1 = q2 + q3, N − q3 is larger or equal to q2
and we can use the condition (a) in the Eq. (17) for calculating the total number
of different ways of distributing the remaining particles to the remaining two
states. If there are i particles in the state 3 there will be N − i particles in the
4For the Xie-Dai distribution we denote the statistical weight as R{q}(2, N) since the value
of q is not constant. We denote by {q} = q1, q2, . . . , qG
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remaining two states and hence we get after some elementary calculations
R{q}(3, N) =
q3∑
i=N−(Nmax−q3)
[Nmax − q3 − (N − i) + 1]
=
(
Nmax + 2−N
2
)
for Nmax − q1 ≤ N ≤ Nmax. (18)
As in the case of Gentile statistics using the part (a) of Eq. (17) and Eq.
(18) we propose that the formula for a general number of states G is
R{q}(G,N) =
(
Nmax +G− 1−N
G− 1
)
for Nmax − q1 ≤ N ≤ Nmax. (19)
whereNmax is given by Eq. (16). Then assuming the Eq. (19) is valid we will get
the same formula G+1 states. In this case Nmax =
∑G+1
i qi. We assume again
that the total number of particles satisfy Nmax−q1 ≤ N ≤ Nmax. There can be
at most qG+1 particles in the state G+1. Since N ≥ Nmax−q1 = q2+ . . .+qG+1
the number of particles in the remaining states always satisfy the necessary
inequality given for Eq. (19). Since there can be at least N − NmaxG and at
most qG+1 particles in the state G+ 1 and we assume Eq. (19) is valid we get
R{q}(G+ 1, N) =
qG+1∑
i=N−NmaxG
(
NmaxG +G− 1− (N − i)
G− 1
)
for Nmax − q1 ≤ N ≤ Nmax. (20)
where NmaxG =
∑G
i=1 qi. Changing the dummy index as k = i− (N −NmaxG)
and using
∑n
j=m
(
j
m
)
=
(
n+ 1
m+ 1
)
for n ≥ m we get
R{q}(G+ 1, N) =
Nmax−N∑
k=0
(
k +G− 1
G− 1
)
=
Nmax−N+G−1∑
k=G+1
(
k
G− 1
)
=
(
Nmax −N +G
G
)
for Nmax − q1 ≤ N ≤ Nmax (21)
Since this equation is the same equation with Eq. (19) for G is replaced by
G+ 1, we conclude that the statistical weight for Xie-Dai distribution is given
by Eq. (19) if Nmax − q1 ≤ N leqNmax. Note that if all qis are equal to each
other Then Nmax = Gq and Eq. (19) reduces Eq. (11) as it must be.
Now we will derive a recursive formula for Xie-Dai statistics because like
in the case of the Gentile statistics it is not possible to derive a combinatoric
formula if q1 < N < Nmax− q1. The recursive formula we will derive is valid for
all possible cases. We will again use induction and separate the state G from
the other G − 1 states. If N > Nmax − q1 there can be at least N − Nmax
particles and if N ≤ Nmax − q1 there can be at least 0 particles in the state G.
10
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3.10´1071
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RqH500,100L
Figure 4: The statistical weight for Gentile particles when N = 50, G = 500 vs.
the maximum occupation number q. q changes from 3 to 50. The dots shows
the results of the recursive formula derived in [1], and the smooth curve show
the results of the recursive formula (13) obtained in the previous section.
If N > qG then there can be at most qG but if qG < N there can be at most N
particles in the state G. Therefore we define b = max[N, qG] and t = min[0, qG]
where max[a, b] and min[c, d] denote the larger one of the numbers a or b; and
the smaller one of the numbers c or d, respectively. As in the case of the Gentile
statistics, we realize that if there are i particles in level G, there are N − i
particles the remaining G − 1 levels and there are R{q}(G − 1, N − i) ways to
distribute these particles to the remaining G− 1 levels. Therefore we can write
R{q}(G,N) =
t∑
b
R{q}(G− 1, N − i) . (22)
This formula is valid for all possible cases. We will show the change of
R{q}(G,N) with N and G for different cases in the following section.
3 Results and Discussion
In the reference [1], the authors compared statistical weight of the Gentile dis-
tribution with the statistical weights of the Wu and Polychranokos statistics.
We will not repeat these comparisons here. However, we will show in Figure 4
that the recursive formulae derived by Perez and Tun, which is
Rq(G,N) =
[N/q]∑
j=0
(
G
j
)
Rq−1(G− j,N − qj) (23)
and the recursive formula we have derived in Eq. (13) is equivalent . In this
figure, the change of Rq(500, 50) with respect to q is shown calculated by using
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the recursive formula (13) and (23). One can see from the Figure 4 that the
result of these formulae coincide with each other. One can also calculate for
specific values and see that both formulae give exactly the same result.
Now we will compare the time needed for finding the statistical weight using
the recursive formulae found in this study and in Ref. [1]. We present in Figures
5, the time in seconds needed by a Mathematica program for finding the statis-
tical weight Rq(100, 100 q) (that is the statistical weight of q times 100 Gentile
particles distributed to G = 100 levels) using the recursive formula found by the
inductive method presented in the last section and using the recursive formula
given in Ref. [1], respectively. One can see from these figures the formula pre-
sented in this paper is approximately 600 times faster than the corresponding
formula derived in [1] for a given q.
One can see why the recursive formula we have derived, Eq. (13) in the
previous section produce the result of the statistical weight faster for a given
q than the formula
(
Eq. (23)
)
) found in [1]. When one uses the Eq. (23)
for finding Rq(G,N) one needs the statistical weights with smaller q values.
However, in the recursive formula given in Eq. (13) one needs only the statistical
weights for smaller N and G values for a given q. Therefore we may conclude
that if the system has a determined q like in N-annules the recursive formula
(13) is more useful than (23). However, if there are systems which may have
not a constant but a changing q values than the formula (23) obtained in [1] is
advantageous compared the formula we have obtained.
Now, we compare the change of statistical weights for the Fermi distribution
for G = 1000 and for the Gentile distributions for q = 10, G = 100; q = 20,
G = 50 with respect to the number of particles. We choose the values q and
G in Gentile distributions and G in Fermi distribution such that the maximum
5 10 15 20 25
q
2
4
6
8
10
TqHsL
Time Needed for Eq.813<
5 10 15 20 25 30
q
1000
2000
3000
4000
5000
6000
TqHsL
Time Needed for Eq.815<
Figure 5: The time in seconds needed by a mathematica program to calculate
Rq(100, 100 q) vs. the maximum occupation number q. The figure on the left
shows the time for the recursive formula (13) obtained in the previous section
and the figure on the right shows the time for the recursive formula derived in
[1].
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Figure 6: The comparison of the statistical weights for the Fermi distribution
for G = 1000 and for the Gentile distributions for q = 10, G = 100; q = 20,
G = 50 with respect to number of particles.
Figure 7: The statistical weight for the Xie-Dai distribution with respect to the
total number of particles when there are G = 50 states. We take q1 = 1, q2 =
2, . . . , q49 = 49, q50 = 50.
number of particles (Nmax) is 1000 for all cases. As one can see from the Figure
6 the peak value occurs at N = 500, which is the half of Nmax for all cases.
However the peak is sharper in fermion case (q = 1), and the peak is broadening
when q increases. Thus, it is possible to conclude that for Gentile particles with
a large q the steepest-descent method, which are widely used for calculating the
partition function for distributions with sharp peaks(see e.g. [27]), may not be
used.
Finally, we will show the change of the statistical weight for Xie-Dai distri-
bution with respect to the total number of particles for different cases using the
recursive formula in Eq. (22). First we show the change of R{q}(50, N) with
N where we take G = 50 and q1 = 1, q2 = 2, . . . , q49 = 49, q50 = 50, that is
the maximum number of particles in the state 1 is 1 and it increases succes-
sively for the following states. Since the total number of particles is limited by
Nmax =
∑50
i=1 i = 1275 for this case, we obtain a symmetric distribution with
respect to Nmax/2 as shown in Figure 7. Then, we have determined the maxi-
mum number for different states randomly and calculated the statistical weight
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Figure 8: The statistical weight for the Xie-Dai distribution with respect to the
total number of particles when qis are determined randomly.
using Eq. (22) for different values. In this case the total number of particles are
again limited by Nmax =
∑50
i=1 qi. We present the change of R{q}(50, N) with
respect to N for this case in Figure 8. Finally, we investigate the case studied by
Xie and Dai in [2]. In this study the authors take the first state as bosonic and
the other states as fermionic. That is the number of particles are not limited for
the ground state but only one particle can occupy the remaining excited states.
In this case the maximum number of particles is not limited and the statistical
weight is monotonically increasing with N . The change of R{q}(50, N) with N
is shown in Figure 9. There are almost infinite number of different cases one can
investigate for Xie-Dai distribution and we have studied the statistical weight
only for three different cases. However, one can use Eq. (22) for all possible
cases.
Figure 9: The statistical weight for the Xie-Dai distribution with respect to the
total number of particles when the ground state is bosonic and all the other
states are fermionic.
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