ABSTRACT To solve matrix-type linear time-varying equation more efficiently, a novel exponentialtype varying gain recurrent neural network (EVG-RNN) is proposed in this paper. Being distinguished from the traditional fixed-parameter gain recurrent neural network (FG-RNN), the proposed EVG-RNN is derived from a vector-or matrix-based unbounded error function by a varying-parameter neural dynamic approach. With four different kinds of activation functions, the super-exponential convergence performance of EVG-RNN is proved theoretically in details, of which the error convergence rate is much faster than that of FG-RNN. In addition, mathematics proves that the computation errors of EVG-RNN can converge to zero, and it possesses the capability of restraining external interference. Finally, series of computer simulations verify and illustrate the better performance of convergence and robustness of EVG-RNN than that of FG-RNN and FTZNN when solving the identical linear time-varying equation.
I. INTRODUCTION
Solving matrix-type linear time-varying equation plays a fundamental role in the field of science and engineering [1] - [4] . As an essential part of many problems (machine learning [5] - [7] , control system design [8] - [10] and robot inverse kinematics [11] - [14] ), linear time-varying matrix equations are widely applied and studied. Since the mid-1980s, various methods to solve online linear matrix equation problems have been proposed [15] - [17] . A well-accepted kind of methods to solve such a matrix-type linear equation is the numerical algorithms calculated on digital computers. Nevertheless, the minimal arithmetic operations are consistent with the cube of dimension of coefficient matrix [18] , which implies that numerical algorithms are not efficient enough for solving massive online applications or real-time problems. According to such a disadvantage of numerical algorithms, parallel computing method have been investigated and expanded on correlation application domain [19] - [22] . Among parallel computation methods, the neural-dynamic approach has been recognized as an influential tool for finding the approximate solution to matrix-type linear equations. With intensive study in neural networks, a large numbers of dynamic and analogous solvers were proposed and investigated. In the early days, to solve the time-invariant matrix/vector problems, a gradient-based neural network (GNN) was designed and proved to be efficient [1] , [23] . However, when coming up against time-varying matrix equations, GNN could not track the theoretical solutions [24] . Exactly, it could only work approximately, encountering significant dynamic delay error. Zeroing neural network (ZNN for short) was exploited and applied to solve the real-time problems, [25] - [27] . It is worth to single out that the ZNN model is designed based on the differential equation theory with a fixed value of designed parameter, and thus is termed as fixed-parameter recurrent neural network (FG-RNN). In the past few years, ZNN model has been applied in online solutions to various time-varying problems [28] - [30] . However, the designed parameter of ZNN model has to be set very large to decrease the computation deviation and perform better convergence, which is difficult to be satisfied in any situation. As an improved ZNN model, a finite-time zeroing neural network (FTZNN) presented and guarantee the finite-time convergence performance. In addition, the inductance-capacitance parameters of hardware circuits are usually changing with time in a real control system, so it is better to set the designed parameter of control model as time-varying to adapt to actual situations. Moreover, there always exist virous interferences in real applications because of the complicated working environment. Evidences show that ZNN model is not robust enough to keep it superior convergence performance [31] , [32] , which may lead to serious unknown results undesirably. Given all of these, a neural network with faster convergent rate and better robustness is required. Inspired by the above research, we designed and propose a novel exponential-type varying gain recurrent neural network in this paper. Being different from GNN with the conventional scalar-valued energy functions, the proposed EVG-RNN model is designed based on the matrix/vector-type error function [33] - [36] . In addition, the EVG-RNN model is described generally in implicit dynamics equation rather than explicit dynamics equation such as gradient-based neural networks. Compared with traditional ZNN model and finite-time zeroing neural network (FTZNN), a varying value of designed parameter is used in the EVG-RNN model, which ensures the EVG-RNN model with faster global convergence speed.
The remainder of this paper is arranged in the following five sections. The problem formulation, including problem preliminaries and the constructions of EVG-RNN model is presented in Section II. Section III give the theoretical proof of convergence and robustness performance of EVG-RNN. Section IV illustrate an example for solving a matrix-type linear time-varying equation in real time with the method of computer simulations. Conclusion is presented in Section V. The contributions of this paper is threefold.
• First, we propose a novel kind of exponential-type varying gain recurrent neural network (EVG-RNN), and it is applied to solve the matrix-type linear time-varying equation in real time. Being distinguished from most of the traditional recurrent neural networks, the designed parameter of the proposed EVG-RNN is time-varying, which is more flexible and consistent with the actual situation.
• Second, detailed mathematics analysis and proof of EVG-RNN with super-exponential convergence and strong robustness is presented, explained and discussed.
• Third, comparative simulations illustrate the faster convergence rate of the proposed EVG-RNN and stronger robustness of the proposed EVG-RNN model when solving linear time-varying matrix equations.
II. PROBLEM FORMULATION
The derivation process and analysis of EVG-RNN model for solving a matrix-type linear time-varying equation is given in this section.
A. PROBLEM PRELIMINARIES
Take the following matrix-type linear time-varying equation as an example
where continuous time t ∈ [0, +∞); M (t) ∈ R m×m , N (t) ∈ R n×n and K (t) ∈ R m×n are time-varying smooth coefficient matrices, and X (t) ∈ R m×n is the targrt matrix to be solved. M (t), N (t), and K (t) along with their corresponding time derivativesṀ (t),Ṅ (t), andK (t) are assumed to be known or can be calculated precisely.
B. CONSTRUCTION OF EVG-RNN MODEL
In order to solve the linear time-varying matrix equation (2.1), it is necessary to transform this matrix equation into a vector equation. According to vectorization techniques and Kronecker-product [37] , the matrix-type equation (2.1) is transformed into a vector-type equation.
where symbol ⊗ indicates the Kronecker product, M ⊗ N presents a large matrix that the ijth entry is n ij M (where n ij is the ijth entry of N ). Operator vec(·) denotes a column vector obtained by matrix quantization. Lemma: The unique-solution condition of matrix-type linear equation (2.1) is M (t) and N (t) are nonsingular matrices, which means the determinants of M (t) and N (t) are not zero when t ∈ [0, +∞) in EVG-RNN model.
Proof: See [38] . According to the varying-parameter neural dynamic design method [33] - [36] , the error function of Equation (2.1) is defined as
Evidently, the solution to Equation (2.1) can be obtained easily if Equation (2.3) reaches zero. It means that each elements e ij where i ∈ 1, 2, ..., m, j ∈ 1, 2, ..., n, of the error function derivativeĖ(t) should converge to zero. Second, to ensure the convergence of the error function [33] - [36] , the time derivative function with exponential-type designed parameter of Equation (2.3) can be obtained as follow
where the designed parameter (t) is time-varying, and it satisfies (t) > 0 when t ∈ [0, +∞). Many time-varying parameters, i.e., exponential-type, power-type, logarithmictype, can be selected on the premise that the requirements are met. And the most efficient and appropriate parameter can be selected according to the actual needs and the characteristics of the hardware components. In this paper, the exponentialtype parameter is chosen to ensure the exponential convergence rate of the EVG-RNN model. So, Equation (4.1) can be transformed into
Substituting Equation (2.3) into Equation (2.5), the implicit dynamic equation of Equation (2.1) can be
where X (t), starting from an initial value X (0) := X 0 ∈ R m×n , is the target matrix to be solved of Equation (2.1), and the optimal solution is denoted as X * (t). Based on Equation (2.2), the implicit dynamics (2.6) of EVG-RNN model can be changed into the following dynamic equation after quantization steps
where mass matrix
indicates a mapping R mn → R mn . For comparisons, the implicit dynamic equation of FG-RNN model can also be presented as bellow, i.e.,
where the coefficient matrices of FG-RNN (2.8) are defined as the same as before. According to Equation (2.7), we present the topological graph of EVG-RNN in Fig. 1 . It visually explain and illustrate the working process of solving Equation (2.1) by the EVG-RNN model. Starting from the initial X0, the EVG-RNN can converges to the unique optimal solution.
III. CONVERGENCE AND ROBUSTNESS
In this section, detailed discussion and theoretical results about convergence and robustness of the EVG-RNN model will be given. It also discusses the global exponential convergence rate of the ideal EVG-RNN model while using different activation functions. In addition, with model-implementation error and differentiation error, the anti-interference performance of EVG-RNN model is analyzed in detail. 
A. CONVERGENCE ANALYSIS
The theoretical analysis on convergence with global and exponential property is presented.
Theorem 1: If the unique-solution condition is satisfied and a monotone nondecreasing activation function F(·) is used, the target matrix X (t) of EVG-RNN model (2.6) can converges to the unique optimal solution globally with any initial X 0 .
Proof: Substituting the optimal solution X * (t) in Equation (2.1), the following matrix equation about the error function can be obtained, i.e.,
and its time derivative function iṡ
Supposed thatX (t) := X (t)−X * (t) denotes the residual error between the unique optimal solution X * (t) and the solution X (t) generated by the proposed EVG-RNN. By substituting Equations (3.1) and (3.2) into Equation (2.5), a new form implicit dynamics can be obtained as
, and it is composed of m × n equationsė
where the monotone nondecreasing odd f (·) indicates the ijth element of F(·). Define a Lyapunov function candidate
and its time derivative is
Since each function f (·) is monotone nondecreasing odd activation function, we can easily get f (−e ij (t)) = −f (e ij (t)). This condition guaranteesv ij (t) = 0 for e ij (t) = 0 anḋ v ij (t) < 0 for e ij (t) = 0. According to the Lyapunov stability theory, e ij (t) globally converges to 0 for any i ∈ 1, 2, ..., m, j ∈ 1, 2, ..., n, thus the global convergence of equation (3.4) can be guaranteed. In view of E(t) = M (t)X (t)N (t) and the unique solution condition, we obtain that lim t→∞ X (t) = X * (t). This means that the state variable X (t) converges to the optimal solution X * (t) globally. The proof of the global convergence is thus completed.
In order to simplify the process of solving differential equations and have more intuitive comparisons with the results, the general term of error function e ij (t) and calculation error ||X (t)|| F of EVG-RNN model while using different activation functions are given as the following theorem.
Theorem 2: If the unique-solution condition of the Equation (2.1) is satisfied (i.e., Lemma), and the mass matrix ||G −1 (t)|| F ≤ ρ 1 , the EVG-RNN model using different activation functions has general term of error function e ij (t) =
). And the model calculation error ||X (t)|| F is upper bounded with the maximal steady-state error around
Integrating both sides of Equation (3.7), we have
where C is a constant depended by the initial state of e ij (0). Define G(e ij (t)) = de ij (t)/f (e ij (t)), and G(e ij (t)) = −(ψt + (lnt) −1 ψ t ) + G(e ij (0)), and thus its inverse function is
It means that when the activation function is known, it is only to calculate the inverse function G −1 (e ij (t)), then substituting the inverse function G −1 (e ij (t)) into Equation (3.9), and the error function e ij (t) can be obtained. So Equation (3.9) is the general term of error function e ij (t) while EVG-RNN model using different activation functions.
The vector-type Equation (2.2) of the original matrix equation can be transformed into
where 
So when EVG-RNN model using different activation functions, Inequality (3.11) can describe the general term of the upper bound of the calculation error ||X (t)|| F . The proof is thus completed. Theorem 3: If the unique-solution condition of the Equation (2.1) is satisfied (i.e., Lemma), the EVG-RNN model can converge to unique optimal solution while using different activation functions (AF-linear, AF-bpsigmoid and AF-power). Besides, the calculation error ||X (t)|| F can decrease to zero with super-exponential rate as t → +∞, . In addition, the convergence performance of the EVG-RNN model with specific kind of activation function f (·) is 1) AF-linear with super-exponential convergence rate of ψ + ψ t /(t ln ψ); 2) AF-bpsigmoid with super-exponential convergence rate of ξ ψ/2 + ξ ψ t /(2tlnψ) for error range e ij (t) ∈ (−ln2/ξ, +∞); 3) super-exponential convergence for error range |e ij (t)| > 1 if AF-power f (e ij (t)) = e k ij (t) with k ≥ 3 is used. Proof: The following three cases are discussed.
(1) AF-linear: For the simple linear case, f (e ij (t)) = e ij (t). According to Equation (3.9), the error function of EVG-RNN model is
According to Equation (3.11),we can get the upper bound of the model calculation error ||X (t)|| F when using AF-linear.
(3.13) Equation (3.13) means that when using linear activation function f (e ij (t)) = e ij (t), the calculation error is upper bounded. As t → ∞, ||X (t)|| F will decrease to zero at the super-exponential convergence rate of ψ + ψ t /(tlnψ).
(2) AF-bpsigmoid: In this case, f (e ij (t)) = (1 − exp(−ξ e ij (t)))/(1 + exp(−ξ e ij (t))), where ξ 1. Equation (3.4) can be rewritten aṡ
The solution is e ij (t) = − ln(1 + p(t))/ξ , where 15) and constant η = exp(−ξ (e ij (0)) − 1) 2 /exp(−ξ e ij (0)). Using the Taylor series expansion formula ln(1
.
Since |p(t)| < 1, the error range is defined as e ij (t) > −ln2/ξ . According to Equation (3.11), we can get that
There
The model calculation error is obtained according to the general formula (3.11).
The similar conclusion can be conducted that superconvergence rate of EVG-RNN model with bipolar sigmoid activation function is ξ ψ/2 + ξ ψ t /(2tlnψ) for e ij (t) > −ln2/ξ .
(3) AF-power: Taking the kth power activation f (e ij (t)) = e k ij (t), according to Equation (3.9), the error function of EVG-RNN model is
Obviously, when k ≥ 3, as t → +∞, e ij (t) → 0. According to general formula (3.11), the calculation error when using power activation function is
which means when error range |e ij (t)| > 1, the neural network (2.6) has super-exponential convergence for f (e ij (t)) = e k ij (t) with k ≥ 3 is used.
The proof is thus completed.
In the three cases of using AF-linear, AF-bpsigmoid and AF-power, considering each of the Lyapunov function along with its time derivativev ij in (3.6), we can obtaiṅ v Bij (t) v Lij (t). Based on Lyapunov stability theory, it means that when using the power activation function, the deceleration magnitude is much larger than using linear and bipolar-sigmoid function, and the EVG-RNN with the power activation function has larger convergence rate for
for the sake of achieving better convergence property, we can define a high-powered activation function by integrating AF-power and AF-bpsigmoid (termed as AF-powersigmoid) with the error boundary |e ij (t)| = 1, i ∈ 1, · · ·, m , j ∈ 1, · · ·, n . The AF-powersigmoid can reformed as follow
where the designed parameters ξ and k take appropriate values.
B. ROBUSTNESS ANALYSIS
Because of the complexity of the environment in practical applications, there are always various disturbances and errors in neural network model. Thus, this section will investigate the performance of the EVG-RNN model in the presence of implementation error and differentiation error. Theorem 4: Supposing the coefficient matrices M (t), N (t) and K (t) of EVG-RNN model are perturbed with additive terms
Proof: According to Equation (2.6), considering the coefficient perturbation, the implicit dynamics (3.3) can be transformed intô
denotes the solution to the EVG-RNN system under the perturbation situation.
Based on Equation (3.10), we can get
Similar to the analysis of ||X * (t)|| F , the perturb solution ||X * (t)|| F is also bounded
Based on those discussions, if AF-linear is used, we can obtain
The results imply that the calculation error with the linear activation function is bounded. It should be pointed out that, when the EVG-RNN model with AF-bpsigmoid or AF-power is used, the same result can be reached. Due to the similar analysis process, the detailed analysis is omitted here. And the proof is thus completed. In the simulations or physical realizations, it is difficult to avoid differentiation errors as well as the dynamicsimplementation error. Therefore, supposing the EVG-RNN model is perturbed with differentiation error 1 (t) of matrix M (t), 2 (t) of matrix N (t) as well as the involved dynamicsimplementation error 3 (t), and the following perturbed EVG-RNN model is obtained, i.e.,
M (t)Ẋ (t)N (t) = − Ṁ (t) + 1 (t) X (t)N (t)
where 1 (t) ∈ R m×m , 2 (t) ∈ R n×n and 3 (t) ∈ R m×n . Considering the perturbed EVG-RNN model (3.28), we put forward the following theorem.
Theorem 5:
||N (t)|| F ≤ µ 2 , ||x * (t)|| F ≤ κ, || 1 (t)|| F σ 1 , || 2 (t)|| F σ 2 and || 3 (t)|| F σ 3 for any t ∈ [0, +∞), then the calculation error ||X (t)|| F of the perturbed EVG-RNN model (3.28) will be bounded by (1+ √ mn)ρ 1 (δ 3 −κε)/2(ς(ψ +ψ t )−ρ 1 ε) with ε = σ 1 µ 2 + σ 2 µ 1 . Besides, the calculation error will decrease to zero as t → +∞, .
Proof: Based on Equation (2.7), Equation (3.28) can be transformed into the following equation after quantization steps
G(t)ẋ(t) = −Ġ(t)x(t) +k(t) − (t)x(t) + λ 3 (t)
where (t) := N T (t) ⊗ 1 (t) + 2 (t) T ⊗ M (t), λ 3 (t) := vec( 3 (t)) and ||λ 3 (t)|| 2 ≤ δ 3 . The activation function mapping F(·) : R mn → R mn . Transforming Equation (2.3) into vector-form, we have
e(t) = G(t)x(t) − k(t).
(3.30)
We can then get the time derivativė
e(t) =Ġ(t)x(t) + G(t)ẋ(t) −k(t). (3.31)
According to Equations (3.29), (3.30) and (3.31), we havė
where e(t) := vec(E(t)) ∈ R mn×1 . Transforming Equation (3.1) and the definition of the error matrix (2.3) into x(t) = G −1 (t)e(t) + x * (t) with x * (t) = G −1 (t)k(t), substituting x(t) = G −1 (t)e(t) + x * (t) into Equation (3.32), we can obtaiṅ
where
To prove convergence property of the perturbed EVG-RNN, a Lyapunov function candidate is defined as v(t) = e T (t)e(t)/2 0, and it is easy to get its derivative function aṡ
F(e(t)) + H (t)e(t)
− (t)x * (t) + λ 3 (t) = − (ψ + ψ t )e T
(t)F(e(t)) + e T (t) H + H T 2 e(t) + e T (t)(λ 3 (t) − (t)x * (t)). (3.34)
According to the basic properties and operation rules of Frobenius norm, we have
According to the discussion in [39] , the second term of Equation (3.34) follows that 
38) According to lyapunov stability theory [38] , Equation (3.38) could be discussed into two situations 1) In the time interval
{1, 2, ..., n}, thenv < 0 which means the deviation function e(t) will decrease all the time, and it also converges to zero. In other words, X (t) will converge towards the optimal solution X * (t) asymptotically. 2) For any time instant, if (ψ +ψ t )f (e(t))−ρ 1 ε)|e ij (t)|− δ 3 + κε 0, ∃i ∈ {1, 2, ..., m}, j ∈ {1, 2, ..., n}, theṅ v 0. According to [40] , the upper bound of |e ij (t)| is
where ς denotes an constant between f (0) and f (e ij (0))/e ij (0), and the model parameter ψ + ψ t satisfies
It follows that
when t → ∞, with the increase of time-varying model parameter ψ + ψ t , the calculation error can fianlly converge to zero, i.e., lim t→∞ ||X (t)|| F = 0.
Theorem 6:
Considering the same perturbed EVG-RNN model (3.28) , the solution error ||e(t)|| 2 of the perturbed EVG-RNN model will exponentially converge or stay within the error bound (δ 3 − κε)α((ψ + ψ t )ς − ρ 1 ε). The rate of convergence is (1 − α)(ψς − ρ 1 ε) − (1 − α)ψ t /tlnψ, and its convergence time is less than the t c , which indicates the convergence time of FG-RNN with model parameter ψ
for any α ∈ (0, 1).
Proof: As the time derivative of the residual-error vector e(t) = M (t)x(t) − k(t) isė(t) =Ṁ (t)x(t) + M (t)ẋ(t) −k(t), the perturbed EVG-RNN model is then transformed into the following error dynamic equation with e(0) =
M (0)x(0) − k(0)ė (t) = − (t)x(t) + λ 3 (t) − (ψ + ψ t )
F(e(t)). (3.42)
Based on the derivation process in the proof of theorem 5, we can define a Lyapunov function v(t) = e T (t)e(t)/2. And its time derivative iṡ
Based on the inequalities (3.35) and (3.37), Equation (3.43) can be rewritten aṡ
where the weighting parameter α ∈ (0, 1). Obviously, the first term −(1 − α)((ψ + ψ t )ς − ρ 1 ε)||e(t)|| 2 2 < 0 with the initial designed-parameter requirement ψ + ψ t satisfies ψ + ψ t > ρ 1 ε/ς. Ifv(t) ≤ 0 always holds true, the following situation should be satisfied.
Thus, the solution error e(t) has its minimum value. It means
In the case of (3.46), Inequality (3.44) follows thaṫ
(3.48)
It means that the exponential convergence rate of EVG-RNN is
With the similar process, we can also obtain the minimum value of solution error e FP (t) of FG-RNN model with the same initial value e(0) as EVG-RNN.
and
So, we can calculate the convergence time t c of FG-RNN model
As for the convergence time of EVG-RNN model, substituting Equation (3.51) into Inequality (3.48), we have
where exp(−(1 − α)ψ t )/lnψ < 1.
As t c denotes the convergence time of FG-RNN, when t = t c , ||e FP (t c )|| 2 = 0. And from Inequality (3.52), the solution error of EVG-RNN model ||e(t)|| 2 ≤ ||e FP (t)|| 2 ≤ 0. It mean, when t = t c , the EVG-RNN model already converges to zero.
From above analysis, defining α ∈ (0, 1), if the initial ||e(0)|| 2 overtop of the bound, the solution error will decrease to the upper bound (δ 3 − κε)/α((ψ + ψ t )ς − ρ 1 ε) with exponential convergence rate −(1 − α)(ψς − ρ 1 ε) − (1 − α)ψ t /tlnψ within the convergence time t c , While the solution error will stay within it all time if ||e(0)|| 2 is already small enough, bellowing the bound. That means, no matter the initial ||e(0)|| 2 is large or small, the solution error will globally exponentially converge or stay within the error bound. The proof is thus completed. According to the above analysis, when perturbed with different realization errors, the EVG-RNN model shows strong robustness properties.
IV. COMPUTER SIMULATION AND COMPARISONS
In this section, An illustrative example of the matrix-type linear time-varying equation is conducted. In order to show the superiority of the proposed EVG-RNN, concrete and detailed comparisons between the EVG-RNN and FG-RNN as well as FTZNN in the case of both ideal and disturbed situation are illustrated.
A. AN ILLUSTRATIVE EXAMPLE
Consider the matrix-type linear time-varying Equation (2.1) with the following time-varying coefficient matrices M (t), N (t) and K (t)
+ 2cost]. Substituting these matrices into the original time-varying linear Equation (2.1), the optimal solution X * (t) can be calculated as X * (t) = cost −sint 0 sint cost 1 .
B. COMPARISONS WITH FG-RNN
First, Figs. 2 and 3 illustrate state changing process when EVG-RNN and FG-RNN models are used to solve the linear time-varying matrix equation. From Figs. 2 and 3 , we see that with any initial value of coefficient matrices randomly state in [−2, 2] 6 , the matrices X (t) of EVG-RNN and FG-RNN both converge to the optimal solution X * (t) of Equation (2.1). Besides, we can see from clearly from Fig. 2 and Fig. 3 that the convergent time of the EVG-RNN is shorter than that of FG-RNN with the same parameter. Moreover, by increasing the values of parameters ψ and p, the convergence time of EVG-RNN and FG-RNN both decrease a lot, while EVG-RNN model shows superior convergence performance. Second, Fig. 4 shows the calculation errors ||X (t)|| F of the two models with four different activation functions, i.e., AFlinear, AF-bpsigmoid, AF-power and AF-powersigmoid, when solving the specific matrix-type of linear time-varying VOLUME 6, 2018 equation. As can be seen from Fig. 4 , no matter which activation functions we used, the calculation errors of EVG-RNN approach to zero. When AF-linear with ψ = 2 is used, the calculation errors of EVG-RNN almost converge to zero within one second. While in the same situation, FG-RNN needs over two seconds. Compared with AF-linear, when EVG-RNN with a AF-bpsigmoid, the calculation errors decrease faster when the errors become already small. When AF-power is used, the calculation errors with large initial values of EVG-RNN would decrease very quickly. For instance, the calculation errors decrease to about half of the initial errors within only 0.3 second. And with the AF-powersigmoid, the convergence of EVG-RNN and FG-RNN all show their best, since the power-sigmoid activation function combines the advantages of both AF-bpsigmoid and AF-power. Table 1 lists the specific convergence time when EVG-RNN and FG-RNN models are used to solve Equation (2.1) with the same parameter when calculation errors reach 0.06. It needs to mention that by increasing the parameter ψ, the convergence performance of the EVG-RNN model can be improve a lot, but a very large parameter will bring about the problem of excessive computing. So it should choose ψ in practical value according to real application.
From the above simulation results, we can see that the proposed EVG-RNN always converge to optimal solution faster than the traditional FG-RNN with different activation functions and different parameters ψ and p.
Third, the proposed EVG-RNN is tested by considering differentiation errors as well as different kinds of dynamic implementation errors in simulations, so as to evaluate its robustness. For comparisons, we also presents the robustness of the traditional FG-RNN model. Specifically, both the EVG-RNN and FG-RNN models will be tested with sinusoidal-type, triangular-type and impulse-type implementation errors.
1) When sinusoidal-type implementation errors are considered, we can consider differentiation errors 1 (t), 2 (t) and 3 (t) as
where ω 1 , ω 2 and ω 3 denote the degree of disturbance. As can be seen from Fig. 5(a) , with the same differentiation errors, the calculation errors ||X (t)|| F with FG-RNN cannot decrease to zero. When the differentiation error become larger like in Fig. 5(b) , the calculation errors of FG-RNN even cannot converge with larger amplitude of deviation. By contrast, the calculation errors of EVG-RNN can decrease to zero. 2) When triangular-type implementation error is considered as 3 (t) in the perturbed EVG-RNN, the simulation result is shown in Fig. 6(b) . As shown in the Fig. 6(a) , when triangular-type disturbance with a period of 2 and an amplitude of 3 is applied in each element of the dynamicsimplementation 3 (t), the calculation error ||X (t)|| F of the EVG-RNN model can approach to zero, while the FG-RNN model cannot go to zero. This implies that the FG-RNN model cannot reach the theoretical value. It should point out that, in the decreasing process of the calculation error, EVG-RNN gains better anti-interference ability. As the convergence time goes on, the deviation of X * (t) becomes smaller and smaller, which matches well with the conclusion of Theorem 5. Contrast to this, FG-RNN does not show enhanced anti-interference ability over time.
3) EVG-RNN model also show great robustness with impulse-type of dynamics-implementation errors as shown in Fig. 7 (b) . Considering impulse-type error with an amplitude of 7 which are applied in the model at the time 2s, 4s and 6s like in 7 (a). Compared with FG-RNN model, the calculation error of EVG-RNN model is always smaller than FG-RNN when the error is introduced, and it decreases to zero more quickly too. Besides, we can find that the maximum value of its calculation error become smaller when each impulse-type error is applied.
In summary, the above simulation results show that the EVG-RNN model has better anti-interference ability when disturbed under the same inference. That is to say, EVG-RNN can guarantee the convergence performance with the exist of the differentiation implementation errors and dynamic implementation errors for solving the online solution to matrix-type linear time-varying equation problems.
C. COMPARISONS WITH FTZNN
Using sign-bi-power activation function (AF-sbp), the time derivative function of the error function E(t) to construct FTZNN model can be obtained as follow
where SBP(·) denotes
with design parameter k ∈ (0, 1) and function sgn k (·) is defined as
−|u| k , if u < 0 So the implicit dynamic equation of FG-RNN model can be presented as bellow, i.e.,
M (t)Ẋ (t)N (t) = −Ṁ (t)X (t)N (t) − M (t)X (t)Ṅ (t) +K (t)−ψSBP(M (t)X (t)N (t)−K (t)) (4.3)
To compare the convergence and robustness performance between EVG-RNN and FTZNN, the two model are tested in both ideal and disturbed situations, and FG-RNN is also investigated as a reference. We can see from Fig. 8(a) , FTZNN can converge to optimal solution in a short time, but EVG-RNN can converge even faster. EVG-RNN also show great anti-interference ability in high-noise situation like in Fig. 8(b) . Even if the calculation errors of EVG-RNN model increase to a larger value at the beginning, it will soon be reduced rapidly to zero. It need to mention that FG-RNN and FTZNN cannot convergence to theoretical solution, retaining the state with a large residual error. 
V. CONCLUSION
In this paper, an exponential-type varying gain recurrent neural network with super exponential convergence has been proposed for finding the online solution to matrix-type linear time-varying equation problems. With time-varying model parameter ψ + ψ t , this kind of neural network has been proved to have better convergence and robustness performance than the traditional FG-RNN both in theory and in simulation. With the existence of the differentiation and different kinds of dynamics implementation errors, EVG-RNN model has shown better anti-interference ability than FG-RNN in computer simulation results. EVG-RNN also perform superiorly than FTZNN both in ideal and disturbed situations. Besides, the new solution based on EVG-RNN model is able to compute various time-varying mathematics problems, and it has great potential on dealing with some real-time control problems on hardware equipments, i.e., manipulator, wheelchair, aircraft. 
