In this paper we present an exact likelihood ratio test (LRT) for testing the simple null hypothesis on all parameters of the linear regression model with normally distributed errors. In particular, we consider the simultaneous test for the regression parameters, β, and the error standard deviation, σ. The critical values of the LRT are presented for small sample sizes and a small number of explanatory variables for usual significance levels, α = 0.1, 0.05, and 0.01. The test is directly applicable for construction of the (1 − α)-confidence region for the parameters (β, σ) and the simultaneous tolerance intervals for future observations in linear regression models. For comparison, the suggested method for construction of the tolerance factors of the symmetric (1 − γ)-content simultaneous (1 − α)-tolerance intervals is illustrated by a simple numerical example.
Introduction
I n the paper we present an exact likelihood ratio test for testing the simple null hypothesis H 0 : (β, σ) = (β 0 , σ 0 ) against the alternative H 1 : (β, σ) (β 0 , σ 0 ) on the parameters β and σ of the linear regression model Y = Xβ + σZ with normally distributed errors, Z ∼ N(0, I n ).
Although the derivation of the exact distribution of the likelihood ratio test (LRT) statistic under the null hypothesis H 0 is straightforward, it seems that the result is not available in the standard (statistical) literature on linear regression models nor in the literature on their applications in measurement science and metrology.
The test is directly applicable for construction of the (1 − α)-confidence region for the parameters (β, σ) and for construction of the simultaneous tolerance intervals for future observations in linear regression models. The simultaneous tolerance intervals are important for many measurement procedures. The most common application for simultaneous tolerance intervals is the multiple-use calibration problem; see e.g. [7] , [6] , [1] . The tolerance intervals have been recognized and considered in various settings by many authors, see e.g. [9] , [8] , [10] , [3] , [4] , [5] , [6] , and [2] . These simultaneous tolerance intervals are constructed such that with given confidence level (1 − α) at least a specified proportion (1 − γ) of the population is contained in the tolerance interval for all possible values of the predictor variates. All known simultaneous tolerance intervals in regression are conservative in that the actual confidence level exceeds the nominal level (1 − α).
Here we present the method for computing the critical values of the LRT as well as the tables of the critical values for selected small sample sizes in the range n = k + 1, . . . , 100 with k explanatory variables, k = 1, . . . , 10, and usual significance levels α = 0.1, 0.05, and 0.01.
The suggested method for construction of the simultaneous tolerance intervals and/or the tolerance factors of the symmetric (1 − γ)-content simultaneous (1 − α)-tolerance intervals is illustrated by a simple numerical example.
Likelihood ratio test of the hypothesis
Consider the linear regression model Y = Xβ + σZ with normally distributed errors, where Y represents the n-dimensional random vector of response variables, X is the n × k matrix of non-stochastic explanatory variables (for simplicity, here we assume that X is a full-rank matrix), β is a k-dimensional vector of regression parameters, Z is an n-dimensional vector of standard normal errors, i.e. Z ∼ N(0, I n ), and σ is the error standard deviation, σ > 0. Here we consider the LRT for testing the simple null hypothesis H 0 : (β, σ) = (β 0 , σ 0 ) against the alternative H 1 : (β, σ) (β 0 , σ 0 ). Based on the above assumptions the log-likelihood function, denoted as (β, σ | Y = y, X), is given by
The (−2)-multiple of the logarithm of the LRT statistic, say λ(y | X) for observed value y of Y, and given X, for testing the null hypothesis H 0 : (β, σ) = (β 0 , σ 0 ) is given by
whereβ ML =β = (X X) −1 X y is the standard least squares estimate (LSE) of β (which is also the MLE of β) andσ ML is the maximum likelihood estimate (MLE) of the standard deviation σ, i.e.σ ML = (y − Xβ) (y − Xβ)/n. Under given model assumptions, and under the null hypothesis H 0 , it is straightforward to derive the distribution of the test statistic λ(Y | X):
where
n−k are two independent random variables with chi-square distributions, with k and n − k degrees of freedom, respectively. Note that the distribution of λ(Y | X) does not depend on the particular form of the regression design matrix X but only on the number of observations n and on k = rank(X) -the rank of the matrix
This LRT rejects the null hypothesis H 0 : (β, σ) = (β 0 , σ 0 ) for large values of the observed test statistic λ(y | X), i.e. for the given significance level α ∈ (0, 1) the test rejects the null hypothesis if
where λ 1−α is the (1−α)-quantile of the distribution of the random variable λ(Y | n, k), given in (3). The quantiles λ 1−α could be evaluated numerically, by inverting the cumulative distribution function, of the random variable λ(Y | n, k), denoted by F LR (·):
where F χ 2 k (·) denotes the cumulative distribution function of the chi-square distribution with k degrees of freedom, and f χ 2 n−k (·) denotes the probability density function of the chisquare distribution with n − k degrees of freedom.
Notice that since the family of normal distributions meets the regularity conditions, from the standard asymptotic result about the distribution of the LRT λ(Y | X) we get that λ 1−α → χ The critical values of the LRT are presented in the enclosed tables for different number of explanatory variables, k = 1, . . . , 10, selected small sample sizes, n = k +1 : (1) : 40, n = 45 : (5) : 100 and ∞, and for the usual significance levels α = 0.1 (Table 2) , α = 0.05 (Table 3) , and α = 0.01 (Table 4) .
Alternatively, the test of the hypothesis H 0 : (β, σ) = (β 0 , σ 0 ) could be based on the test statistic F defined as
Note that the leading term in F is the standard F-statistic for testing the hypothesis on regression parameters H 0 : β = β 0 against the alternative H 1 : β β 0 . Under null hypothesis H 0 : (β, σ) = (β 0 , σ 0 ) we get directly
Then, the test rejects the null hypothesis if
where F obs denotes the observed value of the statistic F and F 1−α is the (1 − α)-quantile of the distribution of the random variable F . Similarly as before, the quantiles F 1−α could be evaluated numerically, by inverting the cumulative distribution function of the random variable F , denoted by F F (x):
Numerical Algorithm
The Matlab algorithm for computing the quantiles λ 1−α and F 1−α is available upon request from the authors. For those interested in the idea of the algorithm, we present here a simplified working version of the Matlab code used for calculation of the quantiles of the distribution of the random variable λ(Y | n, k), which is based on the following functions available in Matlab: The function LRinv could be defined as follows (note that it is calling other auxiliary functions, given bellow):
+ n * log(q), k) .* chi2pdf(q, n-k);
Simultaneous tolerance intervals
The suggested exact tests, (4) and (8), for testing the simple null hypothesis H 0 : (β, σ) = (β 0 , σ 0 ), could be directly used to construct the exact simultaneous confidence region for all parameters of the linear regression model. In particular, based on LRT (4), the exact (1 −α)-confidence region for the parameters β and σ is given as
Moreover, the confidence regions based on the exact tests could be directly used for constructing the (1 − γ)-content simultaneous (1 − α)-tolerance intervals in linear regression model with normal errors. These intervals are constructed such that, with confidence 1 − α, we can claim that at least a specified proportion, 1 − γ, of the population is contained in the tolerance interval, for all possible values of the predictor variates, see e.g. [1] and [2] . Several authors considered the confidence-set approach for constructing the simultaneous tolerance intervals in linear regression. In [10] , Wilson used an ellipsoidal confidence set for the regression coefficients, β, and standard deviation of the residuals, σ, which imposes an unnecessary lower bound on σ, as noted by Limam and Thomas in [5] . They considered two alternative confidence sets. The first is a modification of Wilson's confidence set, which removes the lower bound imposed on σ, and the second is based on a product set formed from the ellipsoidal confidence set for β and a one-sided confidence interval for σ.
They found the tolerance intervals based on the product confidence set to be efficient and easy to compute compared with those constructed from the ellipsoidal and the modified ellipsoidal confidence sets.
Here we suggest a new procedure for simultaneous (1−α)-tolerance intervals covering at least the (1 − γ)-content about the true mean x β, for any vector x = (x 1 , . . . , x k ) of explanatory variables, based on the LRT (4) and the confidence set (10), defined by
where u γ 1 and u 1−γ 2 are the pre-specified quantiles of the standard normal distribution, and such that γ = γ 1 + γ 2 , with γ ∈ (0, 1).
As a special case we get the symmetric tolerance intervals about the fitted regression function, with γ 1 = γ 2 = γ/2. Notice, that immediately we get the following probability statement
where Z ∼ N(0, 1) is a standard normal random variable stochastically independent of the random vector Y. Note that considering the exact F -test (8) could be more appropriate for constructing the simultaneous tolerance intervals.
Traditionally, the symmetric tolerance intervals are presented in the form
is the tolerance factor which depends on particular values of predictors x, confidence coef-
Numerical Algorithm
Derivation of the tolerance bounds (11) requires numerical optimization for given x, α, γ, the design matrix X, and the observed vector y of Y.
A simplified version of the Matlab code used for calculation of the lower tolerance bound, given in (11), as well as the tolerance factor, (14), is based on the function: An alternative algorithm for the approximate solution based on Monte Carlo simulations, which is especially useful for linear regression models with k > 2, was suggested in [11] .
Example
For numerical illustration we consider fifteen hypothetical pairs of values (x i , y i ) selected for the speed-orifice problem, as considered and studied in [3] and [5] , the measurement values are given in Table 1 .
A simple linear regression model Y i = β 1 +β 2 x i +σZ i , with independent errors Z i ∼ N(0, 1), i = 1, . . . , 15 (i.e. n = 15 and k = 2), was considered for the analysis of the speed-orifice measurements. The ML estimatesβ of the regression parameter β = (β 1 , β 2 ) andσ ML of the standard deviation σ arê β = (−19041.86, 17929.64) ,σ ML = 121.50. Figure 1 . The (1 − γ)-content symmetric simultaneous (1 − α)-tolerance intervals for the speed-orifice problem calculated at several specified predictors at the significance levels α = 0.05 and for prespecified population content 1 − γ, with γ = 0.05. The data and the explicit values of the tolerance factors for the selected simultaneous tolerance bounds, depicted by the symbol ×, are presented in Table 1 .
For given k = 2, n = 15, and the significance levels α = 0.05, 0.01, the critical values of the test (4) and (8) Compare with the Table 3 and Table 4 . The tables of critical values F 1−α are not presented in this paper.
The tolerance factors of the (1 − γ)-content symmetric simultaneous (1 − α)-tolerance intervals for the speed-orifice problem calculated at several specified predictors f i , i = 1, . . . , 15, (see the Table 1 , columns 3-4, respectively), for different combinations of selected significance levels α = 0.05, α = 0.01, and population content 1 − γ, for γ = 0.05 and γ = 0.01, are given in Table 1 , (see the columns 5-8).
For illustration, using the function LowerBound for the speed-orifice data with the predictor vector x = (1, 1.3531), with the quantile of standard normal distribution u γ/2 = −1.96 for selected significance levels γ = 0.05 and with the quantile The upper tolerance bound could be calculated from the tolerance factor, see (13), or directly by using the function LowerBound -by minimizing the function −(x β + u 1−γ/2 ). Table 1 : Tolerance factors of the (1 − γ)-content symmetric simultaneous (1 − α)-tolerance intervals for the speed-orifice problem calculated at several specified predictors for different combinations of selected significance levels α = 0.05, α = 0.01, and population content 1 − γ, for γ = 0.05 and γ = 0.01. 
Discussion
The presented exact likelihood ratio test (4) for testing the null hypothesis H 0 : (β, σ) = (β 0 , σ 0 ) against the alternative H 1 : (β, σ) (β 0 , σ 0 ) on the parameters β and σ of the linear regression model Y = Xβ + σZ with normally distributed errors, Z ∼ N(0, I n ), is especially useful for construction of the simultaneous confidence region for the regression parameters, see (10) , and for the simultaneous tolerance intervals (11) , and/or the tolerance factors (14), respectively, for future observations predicted for any value of the predictor vector x. If compared with the (1 − γ)-content symmetric simultaneous (1 − α)-tolerance intervals based on the product-set approach, as proposed by Limam and Thomas in [5] , the suggested tolerance intervals given by (11) are slightly broader for the predictor values close to the middle of the fitted regression function, and became narrower for more distant predictors. Table 2 : Critical values of the likelihood ratio test (LRT) for testing the null hypothesis H 0 : (β, σ) = (β 0 , σ 0 ) against the alternative H 1 : (β, σ) (β 0 , σ 0 ) on parameters of the normal linear regression model with k, k = 1, . . . , 10, explanatory variables, selected small sample sizes n, n = k + 1, . . . , 100, and the significance level α = 0.1. Table 4 : Critical values of the likelihood ratio test (LRT) for testing the null hypothesis H 0 : (β, σ) = (β 0 , σ 0 ) against the alternative H 1 : (β, σ) (β 0 , σ 0 ) on parameters of the normal linear regression model with k, k = 1, . . . , 10, explanatory variables, selected small sample sizes n, n = k + 1, . . . , 100, and the significance level α = 0.01.
