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Con il termine effetto solvente si intende, in generale, la variazione, ad opera dell’ambiente
circostante, delle proprieta` fisiche e chimiche di una molecola, di cui le piu` note sono la
reattivita` e le proprieta` spettroscopiche. Questo fenomeno e` largamente noto ai chimici
almeno dalla meta` del diciannovesimo secolo.
Fin dalla seconda meta` del 1800, i chimici iniziarono a trovare evidenze dell’influenza di
diversi mezzi sulla velocita` di alcune reazioni [1], e sull’equilibrio chimico, in particolare
la tautomeria cheto-enolica [2, 3].
Allo stesso modo, nei primi decenni del 1900 era gia` noto che gli spettri di assorbimento
UV/VIS di alcuni cromofori erano influenzati, nella posizione, nella forma e nell’intensita`
delle bande, dalla natura del solvente in cui venivano disciolti [4, 5]. La prima legge
empirica che mette in relazione le proprieta` fisiche dei solventi con il loro effetto sulle
caratteristiche di assorbimento del soluto fu formulata gia` nel 1878 da Kundt1, e afferma
che, quanto maggiore e` l’indice di rifrazione (dispersione) del solvente utilizzato, tanto
piu` la banda di assorbimento di una sostanza si sposta verso il rosso. In seguito, l’effetto
dei solventi sullo spettro di assorbimento fu collegato alla presenza di un momento di
dipolo nel soluto e ai campi elettrici originati in risposta a tale dipolo [7].
In molti casi2 e` possibile correlare gli effetti del solvente sulla reattivita` di alcune molecole
1“[...] sostanze assorbenti, solubili in vari solventi, devono avere uno spostamento della banda di
assorbimento con il solvente (cioe` con la variazione del solvente) e quindi una banda di assorbimento,
mostrata dalla sostanza assorbente in un normale spettro di dispersione o diffrazione, sia spostata ge-
neralmente nell’estremita` rossa dello spettro, tanto piu` lontano quanto maggiore e` la dispersione del
solvente impiegato.” [6]
2Vedere per esempio i riferimenti [8] e [9]
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a quelli sulle proprieta` spettroscopiche di assorbimento, emissione o dispersione ottica.
Infatti, le cause prime di questi fenomeni sono da ricercare nelle forze di interazione
intermolecolari (elettrostatiche, legame a idrogeno, dispersione e repulsione), onnipresenti
in fase condensata, che alterano le differenze di energia — tra reagenti, prodotti e stati
di transizione nel caso delle reattivita`, oppure tra stato fondamentale e stati eccitati nel
caso delle spettroscopie.
1.1 Modelli classici
1.1.1 Scale di polarita`
Sono stati formulati diversi modelli empirici per razionalizzare questi effetti, creando e uti-
lizzando scale di polarita` dei solventi. Di solito queste scale sono costruite a partire dall’ef-
fetto che ha una vasta gamma di solventi su uno specifico processo (ad esempio, la velocita`
di una reazione [8], oppure l’energia di una particolare transizione elettronica [9]).3
Modelli piu` raffinati prendono in considerazione piu` parametri; in altre parole, invece di
costruire una scala di polarita`, utilizzano uno spazio in piu` dimensioni in cui vengono
localizzati i solventi in base a proprieta` di diversa natura. Questo approccio fu utilizzato
da Kamlet e Taft, che costruirono tre scale di solventi: una scala β di basicita` degli
accettori di legame a idrogeno (HBA) [11], una scala α di acidita` dei donatori di legame a
idrogeno (HBD) [12], e una scala pi∗ di polarita` [13]; queste scale sono state concepite in
modo che i tre parametri siano indipendenti tra di loro, e normalizzate in modo da avere
valori dei parametri che varino tra 0 e 1. Utilizzando i parametri α, β e pi∗ proposero
quindi un’equazione per predire la variazione di una proprieta` molecolare XYZ rispetto
al suo valore XYZ0 nel solvente di riferimento (cicloesano) [13]:
XYZ = XYZ0 + spi
∗ + aα + bβ (1.1)
I coefficienti di regressione s, a e b misurano la sensibilita` della proprieta` XYZ di un
soluto alla variazione del tipo di solvente. Un’equazione di questo tipo e` chiamata linear
solvation energy relationship (LSER), perche´ e` basata sul presupposto che le variazio-
ni delle proprieta` dei soluti siano lineari con la variazione dei parametri — i quali, se
non si considera la normalizzazione, hanno tutti le dimensioni di un’energia. Questo e`
3per una panoramica sulle diverse scale empiriche di polarita` dei solventi, vedere ref. [10]
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ragionevole quando i vari solventi sono abbastanza simili tra loro, ma la linearita` di que-
sti effetti e` stata verificata sperimentalmente in molti lavori, per “centinaia di proprieta`
chimico-fisiche” [14], a patto di includere ulteriori parametri nella regressione.
Il successo del modello empirico proposto da Kamlet e Taft e` dovuto, oltre all’abilita`
di correlare tra loro molte proprieta` diverse, anche alla scelta di parametri solvente-
dipendenti che hanno diversa origine fisica, permettendo di spiegare gli effetti dei solventi
in base a piu` fenomeni di natura differente.
1.1.2 Modelli continui
Un approccio completamente differente al problema della comprensione degli effetti di
un solvente sulla natura di una molecola e` basato sulla costruzione di un modello fisico
microscopico di interazione soluto-solvente.
Limitandosi a considerare la componente elettrostatica, il modello del campo di reazione,
sviluppato da Onsager nel 1936 [15] e basato su un precedente modello di Debye, descrive
la molecola di soluto come un dipolo elettrico orientato casualmente posto in una cavita`
sferica all’interno di un materiale dielettrico, continuo omogeneo e isotropo, sotto l’in-
flusso di un campo elettrico esterno. Il campo elettrico che agisce sul dipolo molecolare
viene scomposto in due termini: uno, chiamato campo di cavita`, proporzionale al cam-
po elettrico esterno e uno, chiamato campo di reazione, proporzionale allo stesso dipolo
della molecola e parallelo a quest’ultimo. Il campo di reazione causa sempre un aumento
del dipolo di una molecola immersa in un dielettrico, ma non contribuisce al momento
torcente che agisce sul dipolo (e quindi all’orientazione media del dipolo in soluzione).
Basandosi sul modello di Onsager, Bayliss [16] propose un modello per razionalizzare
gli effetti della polarita` dei solvente sulle transizioni elettroniche, per cui, per soluto e
solvente non dipolari, lo shift ∆ν e` espresso in funzione della forza dell’oscillatore f , della
polarizzabilita` α e dell’indice di rifrazione n del solvente
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dove µg e µe sono rispettivamente il momento di dipolo dello stato fondamentale e dello
stato eccitato, e a e` il raggio della cavita` in cui e` contenuto il soluto.
Un modello simile, sempre basato sulla descrizione di Onsager, sviluppato per razionaliz-
zare gli effetti del solvente sugli Stokes shift (la differenza tra il massimo dello spettro di
assorbimento e il massimo dello spettro di fluorescenza), fu proposto indipendentemente
da Lippert e Mataga [18]:












Diversamente dall’equazione (1.3), l’equazione (1.4) indica che, passando da un solvente
meno polare a uno piu` polare, lo Stokes shift non puo` che aumentare.
1.2 Modelli QM/Classici
Un approccio alternativo a quello di utilizzare un modello specifico – empirico o meno
– per descrivere una particolare proprieta` di un sistema molecolare, riducendo ad una
singola equazione la descrizione di effetti complessi, e` l’utilizzo di simulazioni computa-
zionali basate sui principi primi della meccanica quantistica, da cui si ricavano, per un
preciso soluto in un solvente, le proprieta` di interesse.
Grazie alla chimica computazionale, e` stato possibile riprodurre e interpretare molte
delle proprieta` di piccole molecole in fase gassosa. La descrizione delle fasi condensate
e`, tuttavia, molto piu` difficile della descrizione di una molecola isolata. Se si tratta di
fasi solide, cristalline, un aiuto e` dato dallo sfruttamento della simmetria traslazionale
del sistema, che riduce le dimensioni del problema a quelle di una singola cella. In una
fase liquida, invece, bisogna tenere conto del fatto che la distribuzione delle molecole
e` disordinata, per cui non si puo` sfruttare la periodicita` del sistema, e dinamica, cioe`,
dato che le molecole si possono muovere, le proprieta` del sistema saranno collegate anche
al moto di tutte le molecole. Tuttavia, l’interesse del chimico sta solo in una piccola
porzione dell’intero sistema, la molecola di soluto, le cui proprieta`, per interazione con
tutte le molecole del solvente, vengono modificate. Per questo e` in qualche modo naturale,
per riprodurre questo tipo di proprieta`, proporre dei modelli in cui la parte piu` importante
del sistema reale (che nel nostro caso e` la molecola di soluto) viene descritta nel modo
piu` accurato possibile, mentre il resto del sistema viene trattato a un livello piu` basso,
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che si limita a considerare le caratteristiche fondamentali dell’interazione con la parte piu`
importante. Modelli di questo tipo sono detti focalizzati.
Da un punto di vista fisico, possiamo formalizzare il concetto nel seguente modo: consi-
deriamo il nostro sistema reale U , suddiviso in due componenti: il sistema modello S e
l’ambiente circostante R. 4 Siano inoltre s e r le coordinate delle particelle appartenenti
rispettivamente a S e a R. Possiamo sempre scrivere l’Hamiltoniano del sistema intero
come somma di tre termini, di cui uno solo dipendente sia da s che da r:
HˆU(s, r) = HˆS(s) + HˆR(r) + Hˆ int(s, r) (1.5)
quest’ultimo termine e` chiamato Hamiltoniano di interazione. Possiamo ora pensare di
trattare ogni termine dell’Hamiltoniano totale a un diverso livello di approssimazione;
il termine HˆR(r) non dipende dalle coordinate del sistema modello, per cui puo` essere
approssimato a piacere. Possiamo anche ridurre il numero di gradi di liberta` di R, a
patto che Hˆ int descriva ancora correttamente l’effetto di R su S. Il tipo di descrizione
fisica che si fa di R, e il tipo di approssimazione fatta per scrivere HˆR(r) e Hˆ int(s, r)
definisce la classe di modelli focalizzati.
Ci sono essenzialmente due classi di modelli focalizzati, che riflettono due concezioni fi-
siche diverse del solvente: la prima, chiamata Quantum mechanics/Molecular Mechanics
(QM/MM) [19] e` basata su una descrizione atomistica, cioe` discreta, ma classica, dell’am-
biente R, in cui vengono eliminati i gradi di liberta` degli elettroni di R. L’Hamiltoniano
HˆR(r˜) e` allora un Hamiltoniano classico, in cui il termine di energia potenziale e` un’e-
spressione analitica, detta campo di forze, ricavata empiricamente da dati sperimentali o
da calcoli quantomeccanici accurati. In questo caso, esistono due Hamiltoniani efficaci,
per R e per S, che vengono risolti simultaneamente.
HˆSeff (s) = Hˆ
S(s) + Hˆ int(s; r˜)
HReff (r˜) = H
R(r˜) +H int(r˜; s˜)
(1.6)
La seconda classe di modelli focalizzati e` rappresentata dai modelli continui [19–22],
in cui il termine HˆR(r) viene eliminato, cos`ı come i gradi di liberta` r di R. Al po-
sto dell’Hamiltoniano di interazione Hˆ int(s, r) viene definito un potenziale di interazione
Vˆ int(s, χ(R,R′)), che agisce solo sulle coordinate s, e che dipende da una funzione di ri-
sposta, χ(R,R′), in cui R non e` un set di coordinate di R, ma solo un vettore posizione.
4La scelta del confine fisico tra le due componenti e` fondamentale per preservare l’accuratezza e la
consistenza della descrizione fisica.
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In questo modo si eliminano i gradi di liberta` di R, sostituendoli con una funzione di
risposta che puo` essere somma di termini con diverso significato fisico che descrivono le
varie interazioni esistenti tra S e R.
Tra i modelli continui, riveste grande importanza il Polarizable Continuum Model, abbre-
viato PCM, che fu formulato [23] da Miertus, Scrocco e Tomasi, a partire dalla teoria del
campo di reazione di Onsager [15]. Esso, nella formulazione originale, descrive il solvente
come un mezzo dielettrico continuo, al cui interno e` creata una cavita` vuota in cui e` po-
sto il soluto. La descrizione dell’interazione soluto-solvente e` quindi ottenuta risolvendo
l’equazione dell’elettrostatica in presenza del dielettrico, descrivendone la polarizzazione
per mezzo di una superficie di carica apparente posta al bordo della cavita`. Questo me-
todo e` applicabile ad una descrizione ab-initio del soluto. Questo permette di riprodurre
una grande varieta` di proprieta` solvente-dipendenti senza introdurre piu` di una manciata
di parametri empirici, tra cui la costante dielettrica del solvente.
Il modello PCM sara` ripreso piu` avanti nel capitolo 3, illustrando brevemente la sua
formulazione originale e quella con il formalismo delle equazioni integrali.
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Il problema della dispersione
Le interazioni intermolecolari, spesso chiamate interazioni di “non legame”, comprendono
le interazioni elettrostatiche tra densita` di carica delle molecole, le interazioni induttive,
la dispersione e la repulsione. Mentre le prime possono essere trattate sostanzialmente a
livello classico (cioe` usando le equazioni dell’elettrostatica classica), le seconde sono in-
trinsecamente legate al comportamento quantistico degli elettroni. Le forze di repulsione
generate tra due molecole a contatto sono originate principalmente dal principio di esclu-
sione di Pauli, per cui elettroni con lo stesso spin non possono trovarsi nella stessa regione
dello spazio; le forze di dispersione, invece, sono collegate alla correlazione a lungo raggio
tra i moti degli elettroni che appartengono a due molecole distinte. Per questo non e`
sorprendente che sia difficile sviluppare delle approssimazioni alla descrizione quantistica
delle molecole che riproducano, anche solo qualitativamente, queste forze.
La prima trattazione delle forze di dispersione si deve a Fritz London, che, utilizzando
la teoria perturbativa al secondo ordine, e approssimando il potenziale elettrostatico al







dove αA e αB sono le polarizzabilita` dipolari delle molecole A e B, RAB e` la distanza
intermolecolare, e IA e IB sono i potenziali di ionizzazione di A e B.
Al fine di riprodurre in un calcolo ab-initio il potenziale attrattivo dovuto alla dispersione,
e` necessario introdurre la correlazione dinamica quantomeno a livello perturbativo. Per
questo, il metodo perturbativo Møller Plesset al secondo ordine (MP2) e` in grado di
descrivere qualitativamente la dispersione, mentre Hartree-Fock e DFT, mancando il
10
primo della correlazione elettronica e il secondo della correlazione a lungo raggio, non
possono descriverla.
Dovendo calcolare le energie o le proprieta` di dimeri di Van der Waals in cui una com-
ponente predominante dell’interazione e` quella dispersiva [24], la scelta migliore e` usare,
se il costo computazionale lo permette, un metodo quantomeccanico accurato, come la
teoria delle perturbazioni a molti corpi Møller Plesset (MP) o i metodi Coupled Cluster
(CC), che riproduca correttamente la correlazione a lungo raggio. La teoria Coupled
Cluster si e` imposta come “golden standard” nella chimica teorica, specialmente nello
studio di complessi legati da forze di Van der Waals; il metodo CCSD(T), in cui le doppie
eccitazioni sono calcolate iterativamente, mentre il contributo delle triple e` incluso per
via perturbativa, ha mostrato grande accuratezza per descrivere i legami non covalenti,
soprattutto perche´ e` possibile estrapolare il limite di base completa (CBS). L’applica-
bilita` di questo metodo, pero`, e` molto limitata dal suo costo computazionale (che scala
come la settima potenza delle dimensioni del sistema) a poche decine di atomi. Il metodo
piu` usato [24] per il calcolo delle interazioni non covalenti e` la teoria perturbativa Møller
Plesset al secondo ordine (MP2), che e` l’approssimazione piu` grossolana all’energia di
correlazione, ma e` applicabile a una vasta gamma di complessi di Van der Waals. Sono
stati anche sviluppati diversi metodi per migliorare la descrizione MP2 di questo tipo di
legami.
Esistono dei metodi concepiti appositamente con lo scopo di descrivere le interazioni
intermolecolari, in primo luogo quelle di dispersione. Questi metodi considerano separa-
tamente due monomeri, e ne calcolano l’energia di interazione ripartendola in vari termi-
ni di diverso significato fisico. Un esempio e` la Symmetry-adapted Perturbation Theory
(SAPT), basata su una doppia espansione perturbativa dell’energia, dove i termini intra-
e intermolecolari sono trattati separatamente, e la simmetria della funzione d’onda e`
imposta [25]. Un altro metodo, chiamato Random Phase Approximation (RPA) [26],
calcola l’energia di correlazione non locale a partire dal cosiddetto fluctuation-dissipation
theorem (2.2)












χ(α)(r1, r2; iω)− χ(0)(r1, r2; iω)
)
(2.2)
dove la funzione χ(α)(r1, r2;ω) e` la componente di Fourier a frequenza ω della risposta
al punto r1 dovuta ad una perturbazione applicata in r2; tali funzioni, nel metodo RPA,
vengono calcolate all’ordine lineare tramite l’approccio TDDFT. Il parametro di accoppia-
mento α varia da 0 a 1 ed e` pari a zero per il sistema fittizio Kohn-Sham non interagente
(Vee = 0), mentre e` uguale a 1 nel sistema reale interagente.
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Questi metodi si rivelano molto accurati nel predire le energie di dispersione in picco-
li sistemi, ma non possono essere utilizzati per sistemi piu` grandi, ad esempio quelli
di interesse biologico. Sono comunque molto utili come benchmark dei metodi meno
accurati.
2.1 Metodi basati sulla teoria DFT
Al fine di trattare problemi di media grandezza, dove e` ancora possibile una descrizione a
livello quantistico di tutto il sistema, ma un calcolo accurato che includa la correlazione
sarebbe troppo costoso, sono state sviluppate delle correzioni ai metodi DFT per includere
gli effetti della correlazione a lungo raggio in modo approssimato [27–30]. La varieta` di
strategie proposte per includere questi effetti in un modo computazionalmente non troppo
costoso e` prova della speciale attenzione che prestano i chimici teorici a questo argomento.
Le correzioni ai metodi DFT comunemente utilizzate si dividono in diverse categorie, a
seconda del grado di empirismo, dell’accuratezza e del costo computazionale.
I funzionali doppiamente ibridi, oltre a includere una percentuale di scambio “esat-
to” Hartree-Fock, aggiungono correlazione dinamica a lungo raggio perturbativamente
al secondo ordine (cfr. ad esempio [31]); ovviamente il costo computazionale e` simile a
quello di un calcolo MP2, ma l’accuratezza dovrebbe essere simile se non piu` grande, a
causa della parametrizzazione. In ogni caso, questi funzionali non sono adatti a problemi
di media grandezza.
Un approccio privo di parametri empirici e` quello dei funzionali a lungo raggio, in






dr1dr2 ρ(r1)φ(r1, r2)ρ(r2) (2.3)
questo funzionale, detto Van der Waals density functional (vdW-DF), e` stato ricavato [32,
33] a partire dall’espressione RPA dell’energia di correlazione, approssimando la funzione
di risposta dipendente dalla frequenza. Il kernel di integrazione φ e` una funzione della
distanza r12, della densita` ρ e del suo gradiente ∇ρ calcolati in r1 e r2. La forma di φ
ha il corretto andamento asintotico per l’interazione di dispersione dato che decade come
r−612 per r12 → ∞; inoltre, EnlC [ρ] e` nullo per densita` costanti, giustificando la seguente
partizione del funzionale di scambio e correlazione:
EvdW-DFxc [ρ] = E
GGA
x [ρ] + E
LDA
c [ρ] + E
nl
c [ρ] (2.4)
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Tale funzionale e` stato poi implementato in maniera autoconsistente, ricavando la derivata
funzionale di Enlc [ρ], e utilizzando un algoritmo O(N2) a causa della necessita` di fare una
doppia integrazione [34]. Tuttavia, e` stata proposta una piu` efficiente implementazione
nei codici plane-wave che scala comeO(N logN) [35], scrivendo il kernel φ come somma di
fattori, rendendo quindi possibile la valutazione dell’integrale (2.3) nello spazio reciproco.
Con questo nuovo algoritmo, il calcolo dell’energia di dispersione e` solo leggermente piu`
costoso di un calcolo con un funzionale GGA.
Quest’ultima riformulazione del metodo VdW-DF lo ha reso una valida alternativa alle
correzioni al DFT che verranno presentate piu` avanti, meno costose computazionalmen-
te, ma “infarcite” di parametri empirici. Un altro vantaggio del vdW-DFT consiste
nell’autoconsistenza dell’energia di dispersione, che permetterebbe di utilizzare il funzio-
nale per calcolare l’effetto della dispersione sulle proprieta` molecolari. Altri funzionali
di correlazione non locale sono stati proposti successivamente [36, 37], mostrando ottimi
risultati.
Un approccio molto piu` semplice, chiamato generalmente DFT-D, e` l’aggiunta all’energia
di termini di legame calcolati a partire da fattori empirici. Dato che, solitamente, l’energia
di dispersione e` esprimibile come somma di contributi di coppia (cfr. anche piu` avanti),







Per eliminare la divergenza di Edisp a piccole distanze, e` necessario introdurre una funzione
di smorzamento fABdamp(RAB) che tenda a zero o ad una costante piccola per RAB → 0;
questa funzione dovra` dipendere dal funzionale usato, per ottenere il giusto andamento








Esistono numerosi metodi di questo tipo, che differiscono per la forma della funzione di
smorzamento, per la parametrizzazione dei coefficienti C6 e per la loro dipendenza dalla
densita`. Il metodo piu` usato per introdurre la dispersione nel DFT, sviluppato da Grimme
nel 2006 [38], e` noto come DFT-D2. I coefficienti C6 dipendono dalla coppia di atomi
AB, come media geometrica di parametri dipendenti dai singoli atomi: CAB6 =
√
CACB.
Questo metodo e` stato parametrizzato per gli atomi fino allo Xeno.
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Il principale svantaggio di questo approccio e` che non tiene conto dei differenti stati
di ossidazione e dell’ibridazione1 degli atomi, introducendo errori anche grossolani nella
valutazione delle energie di dispersione: ad esempio, i coefficienti C6 per un atomo di
carbonio sp3 sono piu` piccoli dei coefficienti per un carbonio sp2 [28]; trascurare questa
differenza porta ad avere una descrizione sbilanciata quando si confrontano le energie di
interazione di sistemi con differenti stati di ibridazione degli atomi di carbonio.
Una varieta` di soluzioni sono state proposte per mantenere il basso costo computazionale
del modello DFT-D e migliorarne l’accuretezza; tutte queste si propongono di “aggiu-
stare” i coefficienti CAB6 adattandoli all’intorno chimico degli atomi A e B. Il punto di
partenza e` la relazione di Casimir-Polder (2.7) che e` l’espressione asintoticamente “esatta”







dove α(iω) e` la polarizzabilita` dinamica dei frammenti. Quando un atomo e` legato
all’interno delle molecole, la sua polarizzabilita` generalmente si riduce rispetto a quella
dell’atomo isolato, perche´ gli elettroni, impiegati nei legami, sono meno liberi. Dalla
relazione (2.7) si ricava che anche il C6 sara` piu` piccolo.
Tkatchenko e Scheﬄer, in un lavoro del 2009 [39], stimano i coefficienti CAB6 a partire
dalle polarizzabilita` statiche degli atomi A e B e dai coefficienti C6 omopolari. Per ot-
tenere dei C6 dipendenti dall’intorno chimico, utilizzano volumi atomici efficaci (V
eff.)
calcolati a partire dalla densita` elettronica attribuita agli atomi con l’approccio di Hir-
shfeld, confrontandoli con i volumi atomici nel vuoto (V 0) e scalando i coefficienti C6
omopolari del fattore V
eff.
V 0
; nello stesso modo ottengono dei raggi di Van der Waals che
regolano le funzioni di smorzamento. Questo metodo, ora chiamato vdW(TS), si rivela
molto accurato, a dispetto della sua semplicita`.
Su un’idea interessante si basa il metodo di Grimme [40] sviluppato nel 2010, e conosciuto
come DFT-D3, che si propone come un miglioramento del gia` citato DFT-D2. Come nel
vdW(TS), i coefficienti C6 vengono calcolati a partire dalla formula di Casimir-Polder
(2.7) e scalati successivamente; in questo caso si fa dipendere il C6, invece che dal vo-
lume atomico, dal numero di coordinazione, in modo simile alle definizioni dei campi di
forze, dove atomi con ibridazione diversa hanno parametri diversi. Nel DFT-D3, invece
dell’ibridazione, si introduce una definizione di numero di coordinazione frazionario che
1il cosiddetto “tipo di atomo” utilizzato nei campi di forze per distinguere atomi in diverso stato di
ossidazione/ibridazione, o con diversi vicini.
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dia risultati vicini al numero di coordinazione corretto in varie molecole; il coefficiente
CAB6 viene calcolato tramite una funzione continua che interpola i valori dei C6 di diversi
stati di ibridazione. Inoltre, vengono calcolati anche contributi a ordini superiori (R−8,
R−10) i cui coefficienti possono essere ottenuti dai coefficienti C6 con formule di ricorsio-
ne. Questo metodo ha dato risultati ancora piu` accurati del vdW(TS), anche grazie alla
sistematica parametrizzazione; tuttavia non tiene conto dei diversi stati di ossidazione
degli atomi, che potrebbero essere importanti nei casi dei complessi metallici [28].
Il costo computazionale di questi metodi “semiempirici” e` di gran lunga trascurabile
rispetto al costo del calcolo DFT; anche quando devono essere calcolati i volumi atomici
oppure i numeri di coordinazione, questi calcoli non sono piu` dispendiosi di un calcolo di
cariche atomiche oppure della repulsione tra nuclei. Uno dei vantaggi del metodo DFT-
D3 e` che la formula per Edisp e` differenziabile analiticamente senza difficolta`: e` cos`ı molto
facile calcolare i contributi alle forze.
E` opportuno specificare che, nonostante il diverso grado di accuratezza, tutte le correzioni
al DFT qui presentate soffrono dello stesso problema: le interazioni che descrivono sono
additive a coppie [28], non tenendo conto dei termini a piu` di due corpi, mentre e` noto che
questi termini possono essere importanti, soprattutto nelle fasi condensate e nei sistemi
metallici [30, 41]. Alcuni autori hanno pero` mostrato che una semplice correzione a tre
corpi come quella proposta da Grimme [40] non migliora la descrizione di alcuni sistemi
modello [42].
La questione dei contributi non additivi alle forze di London e` di particolare importanza
quando si studiano i sistemi macromolecolari oppure le fasi condensate, dove trascurare
questi pur piccoli contributi puo` portare ad errori grossolani nell’energia totale.
2.2 Metodi focalizzati
Nell’ambito dei metodi focalizzati, in cui l’ambiente e` trattato a livello MM, oppure co-
me un dielettrico continuo, sono state adottate delle strategie per riprodurre gli effetti
delle forze di dispersione. Nei metodi QM/MM la dispersione, cos`ı come l’interazione
elettrostatica, e` resa tramite un potenziale a livello MM. Per calcolare l’interazione elet-
trostatica, il potenziale elettrostatico della parte QM viene utilizzato per fittare delle
cariche atomiche, che saranno usate per calcolare potenziali coulombiani atomo-atomo.
L’interazione di dispersione tra due atomi non legati viene approssimata con un poten-
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ziale simile a quello dell’equazione (2.1), che viene sempre accoppiato a un potenziale che
mima la repulsione. Quest’ultimo di solito e` un termine proporzionale a 1
R12
, che non
ha origine fisica, ma viene usato per semplificare il calcolo. Il potenziale che ne risulta e`


















dove σ e` la distanza di equilibrio e ε e` la profondita` della buca di potenziale; solitamente
si usano le relazioni σAB = σA + σB e εAB =
√
εAεB per esprimere il potenziale in fun-
zione di parametri specifici del tipo di atomo. Scrivendo il potenziale atomo-atomo in
questo modo, non e` possibile separare l’energia di dispersione dalla repulsione, e l’ener-
gia di dispersione viene scritta come somma di termini atomo-atomo; questa e` ritenuta
generalmente una buona approssimazione, soprattutto perche´ le forze di dispersione sono
a corto raggio.
Al contrario del termine elettrostatico QM/MM, che entra nell’Hamiltoniano della parte
QM come potenziale esterno prodotto dalle cariche MM, il valore dell’energia potenziale
di dispersione-repulsione viene semplicemente “aggiunto” all’energia totale del sistema,
quindi l’unico effetto – indiretto – risultante sulle proprieta` del soluto e` di modificare
la distribuzione delle molecole di solvente attorno a quest’ultimo, e conseguentemente la
distribuzione di carica di cui esso risente.
Un particolare metodo che puo` ricadere nella categoria dei metodi QM/MM e` quello chia-
mato Effective Fragment Potential (EFP) [43–45], che usa quantita` calcolate a partire
dagli orbitali molecolari localizzati (LMO) dei frammenti, calcolati a livello QM (solita-
mente HF), per definire il campo di forze, senza richiedere alcun parametro empirico. In
questo modo, l’interazione elettrostatica classica dei frammenti e` espressa tramite espan-
sioni multipolari cantrate sugli atomi e sui legami, le interazioni induttive sono espresse
in termini delle polarizzabilita` degli LMO, e il termine di repulsione e` espresso in fun-
zione degli integrali di sovrapposizione tra LMO di due frammenti diversi. L’energia di
dispersione, invece, e` ricavata a partire dalla formula di Casimir-Polder (2.7), sommando
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dove αk e αj sono le polarizzabilita` dinamiche degli orbitali localizzati k e j che appar-
tengono rispettivamente ai frammenti A e B. L’energia di dispersione tra la parte QM e
la parte MM(EFP) e` stata ricavata recentemente [46], e viene scritta come






























k e k′ indicano gli orbitali occupati di valenza della parte QM, r gli orbitali virtuali; L
e` la trasformazione unitaria che localizza gli orbitali molecolari k. Il termine F lv6 e` una
funzione di smorzamento che dipende dalla sovrapposizione degli orbitali l e v, o dalla
distanza tra i centroidi.
QM/continui
Uno dei primi a cogliere la necessita` di considerare, quando si descrive il solvente con
un modello continuo, anche le interazioni di dispersione fu Linder che, negli anni ’60,
generalizzo` la teoria del campo di reazione di Onsager [15] a dipoli oscillanti [47] per
calcolare l’energia di dispersione. Utilizzando il formalismo dell’elettrodinamica classica
espresse l’energia libera di dispersione di una molecola in una cavita` sferica immersa in
un dielettrico in funzione del dipolo quadratico medio 〈µ20〉; quest’ultimo viene ricavato
dalla teoria quantomeccanica dell’oscillatore armonico. Una teoria piu` generale [48] fu
ottenuta scrivendo il campo di reazione oscillante R(ω) come funzione lineare del dipolo
oscillante µ(ω); si dimostra che la costante di proporzionalita` complessa g˜(ω) soddisfa
le relazioni di Kramers-Kronig esattamente come la costante dielettrica complessa ε˜(ω).
L’energia libera di dispersione puo` essere scritta, in termini di g˜(ω) e della polarizzabilita`






di cui non sorprende la somiglianza con l’equazione (2.7); l’integrale viene poi riscritto nei
termini delle sole parti immaginarie di α˜ e g˜, che sono collegate agli spettri di assorbimento
del soluto e del solvente.
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Il modello di Linder e` stato generalizzato a cavita` arbitrarie [49], e per la prima volta e`
stato quantificato l’accoppiamento tra le interazioni induttive e quelle dispersive [50].
Allo stato attuale, per tener conto degli effetti della dispersione nell’ambito dei metodi
QM/continui, sono solitamente utilizzati dei modelli semiclassici, basati su parametri
empirici, qualitativamente non differenti da quelli dell’equazione (2.9). In questo caso
viene calcolata direttamente l’energia di dispersione come somma di contributi atomo-













Si puo` sostituire la somma sugli atomi di solvente con un integrale sul volume esterno
alla cavita`; approssimando la distribuzione degli atomi del solvente ad una distribuzione















(k − 3)σkσdσ (2.15)
dove nS e` la densita` numerale del solvente e NS e` il numero di atomi diversi presenti nel
solvente.
Anche in questo caso l’interazione di dispersione non entra nell’hamiltoniano della parte
QM, ma e` solo un termine costante aggiunto all’energia totale, che dipende solo dalla
geometria del soluto. Non modifica quindi la distribuzione elettronica del soluto, ma puo`
essere un termine importante perche´ altera le differenze di energia tra due isomeri o tra
conformazioni diverse di una molecola; e` quindi un termine che va tenuto in considerazione
quando si calcolano quantita` termodinamiche come l’energia libera di solvatazione, o
quando bisogna mediare una proprieta` molecolare su diversi conformeri.
Durante gli anni ’90 furono proposti altri metodi per calcolare, a partire dai principi
primi, il contributo dispersivo all’energia di solvatazione. Partendo direttamente dalla
teoria delle forze intermolecolari, Amovilli [53] ricavo` una formula che esprime l’energia
libera in termini delle singole eccitazioni della molecola di soluto, in modo equivalente
al metodo RPA [26]. Da questa formula Amovilli e Mennucci ricavarono un potenziale
efficace di dispersione [54] che puo` essere incluso nel campo di reazione PCM insieme al
contributo elettrostatico. Questo permette, in linea di principio, di calcolare direttamente
il contributo delle interazioni di dispersione alle proprieta` molecolari; il primo esempio
di questa applicazione e` stato il calcolo del contributo di dispersione e repulsione alle
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polarizzabilita` e iperpolarizzabilita` di molecole in soluzione [55]. Questi lavori non hanno
avuto un immediato seguito; tuttavia, nel 2010 il modello e` stato rivisto e utilizzato per
calcolare l’effetto della dispersione sulle energie di eccitazione di alcune molecole in diversi
solventi [56]. Il modello Amovilli-Mennucci, nella sua versione piu` recente, sara` ripreso
nel prossimo capitolo, per derivare la forma dell’hamiltoniano efficace del modello PCM
completo di tutti i contributi.
Recentemente, sono stati proposti modelli alternativi, sempre derivati dai principi primi,
per calcolare l’energia di dispersione all’interno dei modelli continui; uno di questi [57]
parte dall’espressione del funzionale di correlazione non locale dei modelli vdW-DF [36],
adattata alla descrizione implicita del solvente. Un altro utilizza invece un’espansione in
multipoli del contributo di dispersione [58] fino all’ordine ottupolare, considerando anche
la sovrapposizione delle funzioni d’onda di soluto e solvente.
Sul fronte delle proprieta` molecolari, e` stato proposto un modello semiempirico per cal-
colare direttamente il contributo della dispersione alle energie di eccitazione [59] a partire
dalle polarizzabilita` dello stato fondamentale e dello stato eccitato del soluto.
Negli ultimissimi anni si e` assistito a una crescita sostanziale dei lavori sulle interazioni
di dispersione nell’ambito dei modelli continui; il problema della dispersione, fino a poco
fa trascurato in larga parte dalla letteratura, sta diventando un argomento popolare nella
chimica teorica.
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Il modello PCM
Il modello PCM fa parte dei cosiddetti modelli continui, in cui viene definito un Hamil-
toniano efficace per descrivere l’interazione tra il soluto e l’ambiente che sta intorno ad
esso, descritto come un mezzo omogeneo, privo di una struttura, e caratterizzato da una
costante dielettrica ε. Per definire correttamente la forma dell’Hamiltoniano di intera-
zione, viene definito un processo di solvatazione in cui formalmente tutte le interazioni
vengono “accese” una dopo l’altra, a partire da soluto e solvente idealmente separati. Il
processo di solvatazione si puo` dividere idealmente in tre parti:
1. La creazione di una cavita` all’interno del solvente
2. Il trasporto del soluto all’interno della cavita`
3. L’“accensione” delle interazioni soluto-solvente.
L’energia coinvolta nel primo processo e` chiamata energia di cavitazione, ed e` una co-
stante che dipende solo dalla forma della cavita`, e quindi dalla geometria del soluto. La
determinazione di questa energia e` effettuata direttamente tramite un semplice calcolo, e
non sara` discussa in questa sede, non essendo essenziale per la descrizione delle proprieta`
molecolari.
Una volta che il soluto e` dentro la cavita`, l’interazione con il solvente permette il rilassa-
mento della sua densita` elettronica. La densita` elettronica rilassata, a sua volta, genera
nel solvente una risposta differente, che modifica di nuovo la densita`, fino a che la densita`
del soluto e la polarizzazione del solvente non sono in equilibrio tra di loro.
L’energia libera di solvatazione viene espressa come somma dei diversi termini:
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Gsolv = Gcav +Gdis +Grep +Gel (3.1)
Il termine elettrostatico puo` essere calcolato facendo ricorso alla fisica classica. L’inte-
razione elettrostatica tra il soluto e il solvente puo` essere vista nel seguente modo: la
densita` di carica ρM del soluto polarizza il mezzo dielettrico, producendo una densita` di
carica, che a sua volta polarizza la densita` elettronica del soluto. L’effetto della densita`
di carica sul soluto puo` essere visto come un potenziale “esterno” che viene aggiunto
all’Hamiltoniano del soluto, per cui, se in vuoto abbiamo
Hˆ(0)Ψ(0) = E(0)Ψ(0) (3.2)
nel solvente avremo un potenziale di reazione VˆR creato in risposta al campo elettrico del
soluto, che determina un Hamiltoniano efficace(
Hˆ(0) + VˆR[Ψ]
)
Ψ = EΨ (3.3)
Un analogo risultato, come sara` illustrato nelle sezioni 3.2 e 3.3, puo` essere ottenuto
per le interazioni di dispersione e di repulsione, che vengono espresse in termini di un
Hamiltoniano efficace.
Verra` qui brevemente presentata la formulazione originale del PCM [23] (ora nota come
DPCM per distinguerla dalla formulazione moderna), il cui formalismo sara` ripreso in
sezione 3.3 per giustificare la forma dell’energia libera di dispersione.
3.1 Interazioni elettrostatiche
Si consideri una cavita` vuota C in un materiale dielettrico, isotropo ed omegeneo, ca-
ratterizzato dalla costante dielettrica ε, e una distribuzione di carica ρM interamente
contenuta nella cavita`1. Sia Γ = ∂C la superficie che racchiude la cavita`. L’equazione di
Poisson per questo sistema e`
−∇2 Vin (r) = 4piρM(r) dentro a C
−ε∇2 Vout(r) = 0 fuori da C
(3.4)
1Naturalmente, se adottiamo una descrizione quantistica del soluto, non e` possibile che la distribuzione
di carica sia interamente contenuta nella cavita`. Questo problema e` stato risolto con l’introduzione di
una nuova formulazione del PCM che fa uso delle equazioni integrali e che sara` accennata piu` avanti.
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Le condizioni al contorno di questo problema sono, sulla superficie della cavita`, la conti-
nuita` del potenziale
Vout(r) = Vin(r) ∀r ∈ Γ (3.5)






∀r ∈ Γ (3.6)
dove abbiamo definito n come la direzione normale uscente dalla superficie della cavita`.
La discontinuita` di ∂V
∂n
nell’equazione (3.6) puo` essere interpretata come una densita` di
carica superficiale σ presente su Γ. Quest’ultima e` legata al vettore polarizzazione P
dalla relazione ben nota in elettrostatica classica
σ = −P · n (3.7)
La polarizzazione P e` a sua volta proporzionale al campo elettrico presente all’esterno




Eout = −ε− 1
4pi
∇Vout (3.8)





∇Vin · n (3.9)
Per linearita`, si puo` esprimere Vin come somma di due contributi dovuti alle due sorgenti
ρM e σ:
Vin = VM,in + Vσ,in







Allora σ e` definita dalla relazione (ricordando che E = −∇V )
σ = −ε− 1
4piε
(EM,in + Eσ,in) · n (3.10)
che e` una relazione implicita, perche´ Eσ,in al secondo membro dipende proprio da σ. Il
contributo di Eσ,in e` detto anche contributo di autopolarizzazione.




(s′ − s) · n
|s′ − s|3 σ(s
′) d2s′ (3.11)
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Allora (Dˆ†σ)(s) non e` altro che la componente normale alla superficie del campo elettrico
dell’intera distribuzione σ calcolato nel punto s. Per ricavare il campo elettrico di cui
risente la frazione infinitesima di carica dσ(s), bisogna sottrarre il campo generato dalla
stessa dσ. L’equazione (3.10) si riscrive allora nel modo seguente:
σ = −ε− 1
4piε
(
EM · n− Dˆ†σ − Eself · n
)
(3.12)
Il contributo Eself e` il campo elettrico in un punto della superficie Γ dovuto alla carica
superficiale nello stesso punto; vale quindi 2piσ ed e` diretto verso l’interno della cavita`,
perche´ abbiamo usato il campo elettrico interno nell’equazione (3.10). Utilizzando il fatto
che Eself · n = −2piσ, otteniamo l’equazione DPCM(
2pi
ε+ 1
ε− 1 − Dˆ
†
)
σ = −EM · n (3.13)
L’equazione (3.13) ha lo svantaggio di richiedere il calcolo del campo elettrico normale
sulla superficie della cavita`, anziche´ del potenziale. Ora sara` accennato un metodo piu`
avanzato, sviluppato piu` recentemente, che, facendo ricorso alle equazioni integrali, per-
mette di scrivere il problema solo in termini del potenziale elettrostatico V [22, 60]. Per
fare questo, si introducono altri due operatori integrali, Dˆ, che e` l’aggiunto dell’operatore





|s′ − s| σ(s
′) d2s′ (3.14)
Moltiplicando a sinistra nell’equazione (3.13) per l’operatore Sˆ, e usando la regola di
commutazione SˆDˆ† = DˆSˆ, otteniamo(
2pi
ε+ 1







− (2pi − Dˆ)VM = Sˆ ∂VM
∂n
(3.16)
otteniamo la formula generale dell’equazione IEF-PCM [60](
2pi
ε+ 1
ε− 1 − Dˆ
)
Sˆσ = −(2pi − Dˆ)VM (3.17)
L’equazione 3.17 e` formalmente identica alla 3.13; tuttavia, nel momento in cui si fanno
delle approssimazioni diverse da quelle accettate finora, le due equazioni non sono piu`
equivalenti. In particolare, questo succede quando per il calcolo numerico si suddivide la
superficie Γ in elementi finiti, oppure quando si considera una distribuzione di carica ρM
che non e` interamente contenuta nella cavita`.
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Qualunque forma delle equazioni PCM puo` essere scritta in forma compatta come una
generica equazione lineare
(Aˆσ)(s) = g(s) (3.18)
Essendo in ogni caso g(s) funzionale lineare di ρM , possiamo ribadire che σ(s) e` sempre
un funzionale lineare di ρM .
Andiamo ora a considerare il problema quantistico. Come ribadito precedentemente,
il potenziale di reazione si somma all’Hamiltoniano del soluto per generare l’Hamilto-
niano efficace del problema. Questo pero` introduce una nonlinearita` nel problema; per












Come notato precedentemente, sia σ che VM sono lineari con ρM , per cui E
int e` una
forma quadratica di ρM : questo giustifica matematicamente la comparsa del fattore
1
2
nell’espressione di Eint. Se discretizziamo la superficie della cavita` in elementi finiti, l’e-
quazione (3.18) diventa un’equazione matriciale con dimensioni pari al numero di elementi
in cui e` suddivisa la superficie, dove in questo caso la densita` di carica superficiale σ e`
approssimata attraverso un set di cariche puntiformi q, in modo che, su ogni elemento di
superficie Sj, qj = σjSj:
q = UV (3.20)
L’energia di interazione dell’equazione (3.19) diventa, sostituendo l’integrale con una







Consideriamo ora uno dei metodi piu` diffusi in chimica quantistica, il metodo di Hartree-
Fock. Lavorando in una base di orbitali atomici {χµ}, l’operatore di Fock e` scritto
F = h+G(P)
dove h e` l’operatore monoelettronico e G l’operatore bielettronico:




il primo e` lineare, mentre il secondo, dipendendo dalla matrice densita`, e` nonlineare.
Le equazioni di Hartree-Fock in vuoto si ottengono minimizzando il funzionale
EHF = 〈Φ|Hˆ|Φ〉
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dove |Φ〉 e` un singolo determinante costituito da un set di spinorbitali ortonormali. Sulla
base degli orbitali atomici, il funzionale energia EHF si scrive






che compare nell’equazione (3.22) deriva dalla nonlinearita` della matrice G,
che dipende dalla matrice densita`. Derivando EHF rispetto a P, si ottengono le componenti




= hµν +Gµν(P) (3.23)
Se al funzionale EHF aggiungiamo il potenziale di reazione V
R, otteniamo l’energia
HF/PCM nel solvente:












Derivando questo funzionale rispetto alla matrice densita` otteniamo l’operatore di Fock










Il termine PCM aggiuntivo che compare nell’espressione di GHF/PCM puo` essere, per













dove UNN e` l’energia delle cariche nucleari nel campo prodotto in risposta ai nuclei; le
matrici j e y contengono rispettivamente l’interazione elettrostatica tra le distribuzioni
di carica χµχν e il campo di reazione prodotto dai nuclei, e la corrispondente interazione
tra le cariche dei nuclei e il campo di rezione prodotto dalla distribuzione χµχν ; infine
la matrice X contiene l’interazione tra le distribuzioni di carica χµχν e il campo di rea-
zione prodotto dalle stesse distribuzioni elettroniche. Allo stesso modo si puo` riscrivere




(j+ y) + X(P) (3.27)
E` importante notare che il termine di rilassamento elettronico, vale a dire l’energia
necessaria a “distorcere” la densita` elettronica del soluto
〈Φ|Hˆ(0)|Φ〉 − 〈Φ(0)|Hˆ(0)|Φ(0)〉
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e` gia` contenuto nella definizione dell’energia data nell’equazione (3.24).
Per quanto il modello PCM non sia in grado per sua natura di tener conto di tutte le in-
terazioni specifiche tra un soluto e un solvente, e` spesso sufficiente per descrivere l’effetto
del solvente sulle proprieta` molecolari. E` possibile raffinare questa descrizione introdu-
cendo i termini non elettrostatici dell’interazione soluto-solvente, quali la dispersione e la
repulsione.
3.2 Interazioni repulsive
Contrariamente al termine elettrostatico, il termine di repulsione e` intrinsecamente di
natura quantistica, ed e` legato al principio di esclusione di Pauli. Consideriamo due
molecole A e B, ad una distanza tale per cui le densita` elettroniche si sovrappongono;
l’avvicinarsi di elettroni dello stesso spin “costringe” le nuvole elettroniche di A e B a
modificarsi, generando cos`ı un aumento dell’energia.
L’energia di repulsione tra due molecole A e B, poste a distanza R, puo` essere approssi-
















B (R | r1, r2) (3.28)
Consideriamo ora un soluto A in una cavita` C creata dal solvente B. Dato che nel modello
PCM la matrice densita` del solvente non e` nota, facciamo le seguenti assunzioni:
1. L’interazione di repulsione sara` dovuta esclusivamente ai doppietti di valenza del
solvente, mentre gli elettroni di core non contribuiscono; tali doppietti saranno
localizzati sugli atomi o sui legami in orbitali φBval.
2. La distribuzione dei doppietti di valenza del solvente sara` uniforme fuori dalla cavita`
molecolare, e nulla all’interno di essa.
Se indichiamo con ρ˜B la densita` numerale del solvente e con nval il numero di doppietti
di valenza presenti in una molecola di solvente, ρ
(1)




B (R | r1, r2)
〉
= ρ˜B nval · φval(r1 −R)φval(r2 −R) (3.29)
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Usando questa forma per φBval nella (3.29) e sostituendo nella (3.28), otteniamo















Si integra ora su R al di fuori della cavita`, per ottenere la seguente espressione:

































Con queste approssimazioni, anche grossolane, troviamo una proporzionalita` tra l’energia
di repulsione e la frazione di densita` elettronica che resta fuori dalla cavita`. Questo
risultato molto semplice trova una spiegazione fisica: la parte di densita` elettronica che
fuoriesce dalla cavita` va a “perturvare”, nel senso inteso dal principio di Pauli, gli elettroni
del solvente, dando origine a un aumento dell’energia.
Resta da riscrivere l’energia di repulsione in modo da ottenere un operatore efficace,
analogo all’operatore di Fock elettrostatico ottenuto nell’equazione (3.27). L’integrale
della (3.32) puo` essere visto come la differenza tra il numero totale di elettroni nel del
soluto e la carica qin contenuta all’interno della cavita`; questa quantita`, grazie al teorema
di Gauss 4piqin =
∮
Γ
E ·n dr, si puo` valutare come un integrale sulla superficie Γ della
cavita` , per cui:









Questa espressione si puo` riscrivere in termini della matrice densita`; indicando con Eµν
la componente del campo elettrico trasversale a Γ generata dalla distribuzione di carica







Il numero di elettroni si puo` scrivere come tr PS, dove S e` la matrice metrica, e quindi
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in forma matriciale,
Grep = tr Phrep (3.35)
Il fattore α e` stato determinato empiricamente [54], e fissato a un valore di 0.063, comune
a tutti i solventi.
Diversamente dal caso elettrostatico, l’operatore repulsione hrep = α(S−S(in)) non dipen-
de dalla matrice densita`, ma solo dalla base; e` quindi un operatore lineare. L’operatore




(j+ y) + X(P) + hrep (3.36)
3.3 Interazioni dispersive
Anche il termine di dispersione e` di natura quantistica, come si e` gia` visto nel capitolo 2,
e legato alla correlazione tra i moti degli elettroni di due molecole separate. Il contri-
buto dispersivo alla solvatazione sara` trattato in dettaglio, a partire dalla teoria delle
interazioni intermolecolari.
Consideriamo due distribuzioni elettroniche separate A e B nel loro stato fondamentale.
All’ordine zero, possiamo scrivere l’Hamiltoniano dell’intero sistema come la somma degli
Hamiltoniani di A e B; poiche´ e` possibile trascurare l’antisimmetria per scambio degli
elettroni di A con quelli di B, la funzione d’onda totale sara` il prodotto delle funzioni
d’onda delle due distribuzioni elettroniche.
L’energia di dispersione e` definita come il termine al secondo ordine2 dell’Hamiltoniano

















Ek − En (3.38)
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Poiche´ gli elettroni di A sono indistinguibili, cos`ı come quelli di B, tutti i termini delle
due somme danno lo stesso contributo:









drB 6=1 ψB∗l (rB)ψ
B
0 (rB) (3.40)
Nell’equazione (3.40) riconosciamo le densita` di transizione ρA0k, cos`ı definite:
ρA0k(r) = nA
∫
dr2 · · · drn ψ∗k(r, r2, . . . , rn)ψ0(r, r2, . . . , rn)








L’espressione nella (3.38) contiene il modulo quadro della (3.41), che si puo` scrivere come













































Vogliamo fattorizzare l’espressione in due somme, una sugli stati eccitati di A e una sugli




















riscriviamo la (3.43) come
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Ora le due somme su k e su l sono separabili. Richiamiamo ora la formula [61] della

















(X = A,B) (3.46)
e riscriviamo la (3.46) sull’asse immaginario, cioe` sostituiamo ω con iω, sotto l’ipotesi
che ρX0k sia reale:
ΠX(r, r

































D’ora in poi saranno usate unita` atomiche, in cui ~ = e = 1. La formula precedente e`
completamente generale, e vale per qualsiasi coppia di distribuzioni elettroniche separate,
che rispettino la condizione di ortogonalita` forte.
Consideriamo ora un soluto A in una cavita` C racchiusa da una superficie Γ. La FDP del
soluto, per comodita`, viene riscritta come somma sugli stati. L’equazione (3.48), scritta




























equazione che puo` essere semplificata riconoscendo che ΠB corrisponde, nel nostro mo-
dello, alla distribuzione di carica superficiale di polarizzazione σ, prodotta da ρA0k sul











1) = σB[εB(iω), ρ
A
0k](r2) (3.50)
La carica σB e` comunque nulla al di fuori della superficie Γ. Ora possiamo identificare





























Vogliamo trovare un’espressione calcolabile per la carica superficiale apparente
σB[εB(iω), ρ
A
0k](r2), che, fisicamente, e` la polarizzazione prodotta dalla densita` di carica
di transizione ρA0k(r
′






(E0k + EσB) · n (3.52)
Se trascuriamo gli effetti di autopolarizzazione, cioe` trascuriamo il contributo EσB , σB e`
proporzionale alla componente trasversale del campo elettrico E0k prodotto dalla distri-






E0k · n (3.53)
La costante dielettrica εB(iω) e` approssimata dalla relazione
εB(iω) = 1 + (η




dove I il potenziale di ionizzazione del solvente, che approssima un’energia di transi-
zione “media”, e η e` l’indice di rifrazione stimato a frequenza zero. Utilizzando queste








E0k · n dove Ω = ηI (3.55)













































In uno schema SCF, possiamo pensare considerare solamente le singole eccitazioni dal
determinante di riferimento: scrivendo quindi, per uno stato k corrispondente alla singola
eccitazione Φai :
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Questa espressione non puo` essere riscritta in termini della matrice densita`, e va semplifi-
cata. Per fare questo, notiamo che l’integrale di superficie nella (3.58) e` definito positivo
se la frazione di carica che resta fuori dalla cavita` e` trascurabile. Per cui esiste un’energia























CµiCνi = (S−1)µν − 1
2
Pµν

























L’ultimo passaggio della (3.60), possibile perche´ le matrici P e Q sono simmetriche, ser-
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L’integrale [µν|γδ] ha l’aspetto di un integrale bielettronico, ma e` una combinazione di
integrali monoelettronici. Inoltre, soddisfa la seguente proprieta`:
[µν|γδ] = [γδ|µν] = [νµ|γδ]
A questo punto puo` essere calcolato il contributo della dispersione all’operatore di Fock










L’operatore dell’equazione (3.63) e` composto da un termine monoelettronico, che chia-














L’energia libera di dispersione puo` essere infine scritta in forma matriciale








Il fattore β definito nell’equazione (3.62) contiene il fattore ωwa, definito come l’energia
di eccitazione media del soluto; non esiste comunque un’unica via per calcolarlo. La
formulazione originale di Amovilli e Mennucci [54] prevedeva il calcolo di ωwa come media
delle possibili transizioni tra orbitali occupati e virtuali che ricadono in una certa finestra
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di energie [−a, a]; e` stato mostrato [62] che questo procedimento introduce una forte
dipendenza di ωwa dal metodo utilizzato. Seguendo invece la piu` recente formulazione
del metodo [56], che ne rende possibile l’applicazione anche ai metodi DFT, ωwa viene
definito implicitamente come la quantita` tale per cui l’equazione (3.59) fornisce lo stesso
risultato dell’equazione (3.58). In pratica, il calcolo di Fdis viene effettuato in questo
modo:
1. Si calcola l’energia di dispersione Gdis “esatta” dall’equazione (3.58).














3. Si calcolano gli elementi di matrice di Fdis con l’equazione (3.63).
I dettagli sull’implementazione del metodo sono riportati nell’Appendice B.
Infine, tutte le energie sono scalate di un fattore empirico dipendente dal solvente in











(j+ y) + hrep + hdis +G(P) + Xel(P) + Xdis(P) (3.65)
Gli operatori contenuti nel secondo membro dell’equazione (3.65) non agiscono indipen-
dentemente, ma sono influenzati l’uno dall’altro. In particolare, gli operatori X el e Xdis,
dipendendo da P, sono influenzati ciascuno dall’effetto di tutti gli altri operatori sulla
densita` del soluto.
3.4 Proprieta` molecolari
In questa sezione saranno presentati i piu` comuni metodi utilizzati per calcolare proprieta`
molecolari, dinamiche e statiche, nell’ambito dei modelli Hartree-Fock e Kohn-Sham DFT,
e sara` illustrato il modo di includere la presenza del solvente PCM nel calcolo delle
proprieta`.
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3.4.1 Proprieta` statiche (CPHF)
Il formalismo Coupled-Perturbed Hartree-Fock, abbreviato CPHF, e il corrispondente
Coupled-Perturbed Kohn-Sham (CPKS) sono utilizzati per calcolare le proprieta` di rispo-
sta indipendenti dal tempo, come le polarizzabilita`, i gradienti, o le frequenze di vibra-
zione. Queste vengono calcolate come derivate dell’energia rispetto ad una perturbazione
λV .
E(λ) = E(0) + λE(λ) + λ2E(λλ) + . . . (3.66)
Utilizzando l’espressione dell’energia vista nell’equazione (3.22), e usando la proprieta`




= E(λ) = tr h(λ)P+
1
2
tr PG[λ](P) + tr FP(λ) (3.67)
dove h(λ) e P(λ) sono le derivate prime dell’operatore monoelettronico h e della matrice
densita` P, e G[λ] indica la derivata dell’operatore bielettronico a matrice densita` mantenu-
ta costante. Applicando l’equazione di Roothan FC = SCε e la condizione di ortogonalita`
C†SC = 1, si trova che E(λ) non dipende da P(λ), ma dipende solo dalla derivata di S
E(λ) = tr h(λ)P+
1
2
tr PG[λ](P)− tr WS(λ) (3.68)
dove




Il secondo e il terzo termine dell’equazione (3.68) sono non nulli solo quando le funzioni
di base dipendono dalla perturbazione, cioe` nel caso di derivate geometriche o proprieta`
magnetiche.
Il calcolo del secondo ordine dell’energia E(λ,η) richiede invece la conoscenza della derivata






tr PG[λ,η](P)−tr WS(λ,η)+tr h(λ)P(η)+tr P(η)G[λ](P)−tr W(η)S(λ) (3.69)
Anche in questo caso, alcuni termini sono nulli quando le funzioni di base non dipendono




= tr Ph(λ,η)+ tr h(λ)P(η) (3.70)
Il calcolo delle derivate della matrice densita` viene fatto con il formalismo CPHF, in cui
F, C, S, ε vengono espansi in serie di potenze della perturbazione (F = F(0) +λF(1) + . . . )
Cupellini Lorenzo Effetti non elettrostatici in sistemi solvatati 35
3. Il modello PCM
e si raccolgono i termini del primo ordine dell’equazione di Roothan e della condizione
di ortogonalita`. Nel caso in cui le funzioni di base non dipendono dalla perturbazione (S
costante),




C(0)†SC(1) + C(1)†SC(0) = 0
(3.71)
Ponendo C(1) = C(0)U(1) e Q(1) = C(0)†F(1)C(0), si ottiene
ε(0)U(1) − U(1)ε(0) = −Q(1) (3.72)
Dato che ε(0) e` diagonale, per i termini occupato-virtuale otteniamo
U(1)ia =
Q(1)ia
εa − εi (3.73)





Siccome la matrice di Fock F(1) dipende da P(1), l’equazione (3.73) deve essere risolta
iterativamente.
In uno schema PCM, le derivate dell’energia delle equazioni (3.68) e (3.69) devono
includere tutte le derivate dei termini dell’equazione (3.1), per cui [63]:
G(λ) = tr P[h(λ) + 1
2




















G(λ,η) = tr P[h(λ,η) + 1
2




dis ] + tr P(η)F˜(λ)+
+ 1
2
tr P[G[λ,η] + X[λ,η]el + X
[λ,η]

















εa − εi (3.76)
Dove F˜(1) e` la derivata della matrice di Fock con il contributo PCM (3.65) rispetto al
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Nel caso delle proprieta` elettriche, in cui le funzioni di base non dipendono dalla pertur-
bazione, le equazioni (3.74), (3.75) e (3.77) si semplificano e diventano
G(λ) = tr Ph(λ) (3.78)
G(λ,η) = tr Ph(λ,η) + tr P(η)F˜(λ) (3.79)
F˜(λ) = h(λ) +G(P(λ)) + Xel(P(λ)) + Xdis(P(λ)) (3.80)
Per il calcolo delle polarizzabilita`, in cui la perturbazione e` un campo elettrico, non si
richiedono le derivate degli integrali presenti nelle matrici Xel e Xdis, e le derivate delle
matrici hrep, hdis, j e y e` nulla, per cui l’estensione del calcolo delle proprieta` elettriche
di risposta alla dispersione e` relativamente semplice.
3.4.2 Risposta lineare TD
Nella teoria Time-dependent DFT con risposta lineare (TDDFT, conosciuto anche co-
me schema Time-dependent Kohn-Sham o TD-KS), le energie di eccitazione dallo stato
fondamentale sono calcolate come poli di una funzione di risposta lineare dipendente dal-
la frequenza della perturbazione. Nel formalismo della matrice densita`, l’equazione di
Kohn-Sham dipendente dal tempo si scrive [64]
FP− PF = i∂P
∂t
(3.81)
In uno schema di risposta lineare, la matrice densita` viene espansa al primo ordine
P = P(0) + P(1) (3.82)
dove P(0) e` la matrice densita` del sistema inperturbato nel suo stato fondamentale, solu-
zione dell’Hamiltoniano di Kohn-Sham F(0). Allo stesso modo si espande al primo ordine
anche F:
F = F(0) + F(1) (3.83)
dove in questo caso la variazione al primo ordine dell’hamiltoniano di Kohn-Sham com-
prende la perturbazione esterna oscillante g(ω) e il contributo dovuto alla variazione della
matrice densita`:
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Imponendo la linearita` della risposta nell’equazione (3.81) e sfruttando la condizione di
idempotenza della matrice densita` (al primo ordine, P(0)P(1) + P(1)P(0) = P(1)), si arriva























corrispondono alla variazione delle componenti della matrice densita`.
Le matrici A e B contengono le derivate seconde dell’energia dello stato fondamentale
rispetto alle componenti della matrice densita`:
Aai,bj = δabδij(εa − εj) + 〈ia|jb〉+ 〈ia|gxc|jb〉
Bai,bj = 〈ia|bj〉+ 〈ia|gxc|bj〉
(3.86)
Come nella notazione convenzionale, a e b indicano gli orbitali virtuali e i e j indicano






Con un formalismo diverso si puo` arrivare ad un analogo del sistema (3.85) anche per lo
schema TD-HF, chiamato anche Random Phase Approximation (RPA).
L’aggiunta della solvatazione PCM alle equazioni TD-HF/KS porta a un termine esplicito
che viene aggiunto alle matrici A e B:
Aai,bj → A˜ai,bj = Aai,bj + BPCMai,bj
Bai,bj → B˜ai,bj = Bai,bj + BPCMai,bj
(3.88)
Il termine BPCMai,bj si ottiene dalla derivata seconda dell’energia PCM calcolata rispetto alle
















Dei quattro termini sul lato destro dell’equazione (3.89), solo il primo e l’ultimo non sono
lineari, per cui facendo la derivata rimane




Solo una parte del contributo elettrostatico e di dispersione hanno effetto diretto sulle
energie di eccitazione nello schema di risposta lineare. Tuttavia, tutti i termini (elettrosta-
tico, dispersione e repulsione) contribuiscono a modificare la funzione d’onda dello stato
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fondamentale, per cui influiscono sugli integrali Aai,bj e Bai,bj con un’influenza indiretta
sulle energie di eccitazione e sulle densita` di transizione.
Esistono ancora due problemi da affrontare per ottenere una descrizione corretta delle
transizioni elettroniche in soluzione. Il primo e` legato alla natura fisica del solvente,
che risponde in modo diverso a seconda della frequenza della perturbazione. Quando si
tratta con le proprieta` dinamiche, quindi, bisogna tenere conto della risposta dinamica
del solvente. Si puo` facilmente intuire che la risposta del solvente ad un’oscillazione
veloce della densita` elettronica del soluto sia diversa dalla risposta ad un cambiamento
lento. In altre parole, durante una transizione elettronica, il solvente non si riportera`
istantaneamente in equilibrio con lo stato di arrivo, ma rilassera` solo in parte. Nel modello
PCM, per trattare questo problema, chiamato solvatazione di nonequilibrio, viene divisa
la polarizzazione totale in due termini;
P ' Pfast + Pslow (3.91)
il primo, “veloce”, descrive la polarizzazione a frequenze ottiche, dovuta al movimento
degli elettroni del solvente; il secondo termine identifica il rilassamento orientazionale del
solvente, che avviene in tempi molto piu` lunghi di quelli caratteristici di una transizione
elettronica. Dato che il primo termine e` la polarizzazione a frequenze ottiche, la sua
risposta sara` mediata dalla costante dielettrica a frequenze ottiche (ε∞ = η2); la restante
parte della risposta e` invece proporzionale a ε− ε∞.
Un altro problema, ben piu` insidioso, in questa trattazione, e` legato invece al metodo
utilizzato per descrivere lo stato eccitato del soluto. Il metodo TD-HF(KS), infatti,
a differenza dei metodi detti State Specific, che ottengono energia assoluta e funzione
d’onda dello stato elettronico di interesse, non risolve mai l’equazione di Schroedinger
per gli stati eccitati, e quindi non trova la densita` elettronica di tali stati. La soluzione
delle equazioni TD Linear Response, invece, e` la matrice densita` di transizione4.
La matrice densita` dello stato eccitato, detta anche matrice densita` rilassata, si puo`
ottenere indirettamente dalla matrice densita` di transizione T. Infatti, la matrice densita`
differenza, P∆ = PES − PGS, e` la somma di due termini:
P∆ = T+ Z (3.92)
4dalla quale si possono ricavare proprieta` come i dipoli di transizione, e quindi le intensita` di
assorbimento
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La matrice Z descrive il rilassamento degli orbitali dopo la transizione, e contiene solo
elementi Zia tra orbitali occupati e virtuali; si ottiene come soluzione di un’equazione
CPHF a partire dalle matrici PGS e T.
Nel limite di stati esatti, i metodi State Specific e i metodi Linear response sono perfetta-
mente equivalenti, e questo giustifica la scelta dei metodi Linear Response, che sono meno
costosi dei primi. Purtroppo, l’equivalenza tra i due schemi non e` piu` valida quando si
utilizza un Hamiltoniano efficace non lineare come quello PCM. Infatti, la descrizione fi-
sicamente corretta dello stato eccitato vorrebbe che la risposta del solvente (cioe` il campo
di reazione) fosse calcolata sulla densita` elettronica dello stato eccitato, ma lo schema vi-
sto sopra, nelle equazioni (3.88) e (3.89), e` equivalente a calcolare la risposta del solvente
sulla matrice densita` non rilassata, vale a dire PURES = PGS + T.
In principio, la descrizione corretta puo` essere ottenuta: l’approccio fisicamente corretto
richiederebbe il calcolo di Z per ottenere la matrice densita` rilassata, con cui calcolare la
risposta del solvente Vˆ PCM, e risolvere di nuovo per lo stato eccitato, iterando il procedi-
mento fino a che non si raggiunge l’autoconsistenza. Troncando questo procedimento al
primo ordine, si ottiene quella che e` chiamata Corrected Linear Response (cLR), cos`ı im-
plementata [65]: si risolvono una prima volta le equazioni TDDFT (3.85) senza includere i
termini PCM diretti (BPCMai,bj ) dell’equazione (3.90), ottenendo delle prime soluzioni da cui
si calcola P∆ rilassata, poi si risolvono una di nuovo le equazioni TDDFT, aggiungendo
questa volta i termini BPCMai,bj , calcolati pero` a partire da P∆. La cLR richiede un calcolo
separato per ogni stato eccitato di interesse, e diventerebbe molto costosa se si dovessero
calcolare molti stati (ad esempio per simulare uno spettro di dicroismo circolare).
Il metodo cLR, comunque, e` stato ricavato solamente per la parte elettrostatica, per cui









Al momento, la parte dispersiva, ossia il secondo termine dell’equazione (3.90), puo` essere
invece calcolata solo sulla matrice densita` non rilassata.
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Risultati e discussione
In questo capitolo verranno presentati e discussi alcuni risultati del modello PCM che
include la dispersione e la repulsione trattate a livello quantistico come mostrate nel pre-
cedente capitolo. Il primo problema ad essere analizzato sara` il calcolo dell’energia libera
di dispersione per alcune coppie soluto-solvente, i cui risultati saranno confrontati diret-
tamente con un altro modello in cui l’energia di dispersione e` calcolata con un approccio
atomistico. Successivamente verranno mostrati alcuni risultati sull’effetto delle interazio-
ni non elettrostatiche sulle proprieta` di alcune molecole; in particolare saranno prese in
considerazione le energie di eccitazione e gli spettri di dicroismo circolare elettronico.
4.1 Energia libera di dispersione.
Quando vengono valutate le performance dei modelli continui nel predire le energie di
dispersione, solitamente, si confrontano i risultati ottenuti con le energie libere di sol-
vatazione misurate sperimentalmente. Tuttavia, questo confronto e` per forza indiretto:
l’energia libera di solvatazione comprende piu` contributi, di diversa origine fisica, che
non sono tutti controllabili allo stesso modo nella simulazione computazionale. In questo
lavoro di tesi e` stato scelto un approccio diverso, cioe` quello di confrontare i risultati del
modello PCM con quelli di un modello radicalmente differente, basato su una descrizione
discreta del solvente, e valutare l’accordo tra i due modelli. Per fare questo sono stati in-
nanzitutto scelti e confrontati due metodi, DFT-D3 e VdW-DFT, per calcolare le energie
di dispersione soluto-solvente all’interno di un approccio discreto al solvente.
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4.1.1 Modello atomistico
Sono state calcolate le energie di dispersione di tre soluti in tre solventi utilizzando due
modelli discreti, che originariamente sono stati concepiti come correzione ai funzionali
DFT, entrambi descritti nella sezione 2.1; il primo, detto DFT-D3, calcola l’energia di
dipersione come somma di contributi di coppia atomo-atomo. Per fare questo, per ogni
coppia soluto-solvente, sono state condotte dinamiche molecolari classiche della durata
di 1ns, da ciascuna delle quali sono stati estratti 100 snapshot non correlati su cui e`
stato fatto il calcolo dell’energia di dispersione. Il valore dell’energia di interazione di
dispersione e` stato ottenuto sottraendo all’energia di dispersione di tutto il sistema quelle
del solo solvente e del solo soluto.
Nel secondo metodo qui usato, chiamato vdW-DFT, l’energia di dispersione e` calcolata
in maniera autoconsistente tramite un funzionale della densita`. In questo caso, per otte-
nere il contributo di dispersione all’energia di interazione sono stati eseguiti i calcoli di
energia assoluta di sistema, soluto e solvente due volte: una volta includendo e la seconda
escludendo il funzionale di correlazione non locale.
Essendo questo metodo piuttosto costoso, non e` stato possibile ripetere l’analisi su tutta
la dinamica, per cui sono stati fatti calcoli su soli 50 snapshot. Il raggiungimento della
convergenza e` stato confermato verificando che l’energia variasse di meno dell’1% dopo
aver escluso gli ultimi 10 calcoli. In Figura 4.1 e` mostrata la correlazione tra le energie
di dispersione calcolate con i due modelli.
I due metodi danno risultati ragionevolmente consistenti, anche considerando gli errori
statistici sulla distribuzione delle configurazioni. Il modello DFT-D3, pero`, sembra so-
vrastimare l’energia di dispersione di circa il 30% rispetto al vdW-DFT, che dovrebbe
essere piu` accurato. Questo si puo` imputare all’empirismo del DFT-D3: questo metodo
calcola la correzione dispersiva al DFT tramite dei parametri, i quali sono stati aggiustati
per riprodurre le energie di binding di un set di complessi di Van der Waals. E` possibile,
quindi, che questi parametri non siano adatti a riprodurre le energie di interazione di un
soluto con un intero solvente.
4.1.2 Confronto tra modelli atomistici e continui
Sono state calcolate le energie di dispersione di tre soluti in tre solventi con il modello
PCM quantistico, al livello B3LYP [66, 67], con la base correlation consistent [68] aug-
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Energia di dispersione VdW-DF (kJ/mol)





 y = 1.25x + 2.92 
 R2 = 0.96392
Figura 4.1. Confronto tra le energie di dispersione calcolate con vdW-DFT e con DFT-
D3. Le unita` di misura sono kJ/mol.
cc-pVDZ; i calcoli sono stati fatti utilizzando le cavita` United Atoms UA0 e le cavita`
All Atoms costruite con i raggi di Van der Waals di Bondi [69] scalati di un fattore 1.2.
A titolo di esempio, le due cavita` per il dimetiletere sono mostrate in Figura 4.2. Tutti
i calcoli sono stati effettuati con una versione di sviluppo di Gaussian. I risultati sono
stati confrontati con il modello discreto in cui l’energia di dispersione e` calcolata al livello
VdW-DFT. Per confronto e` stata inclusa anche l’energia di dispersione calcolata con un
modello semiclassico [51], che e` comunemente usato per i calcoli QM/PCM. Sono stati
presi in considerazione tre solventi, toluene, acqua e cloroformio, e tre soluti, benzonitrile,
acetonitrile e dimetiletere. I risultati sono riassunti in Tabella A.1.
Nel modello atomistico, l’energia e` calcolata come somma di contributi di coppia, senza
tenere conto del fatto che, in fase condensata, l’interazione viene schermata dal mezzo.
Per confrontare le energie di dispersione del modello atomistico con quelle del modello
continuo, allora, e` necessario scalare le energie calcolate dal modello atomistico; e` stata
utilizzata una formula suggerita da un lavoro di Amovilli e March [70]:
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(a) United Atoms UA0 (b) All Atoms











dove η e` l’indice di rifrazione del solvente. Questo fa s`ı che l’energia di dispersione Eatomdisp
venga ridotta di circa 10-15% a seconda del solvente. Il grafico in Figura 4.3 mostra
l’andamento delle energie di dispersione delle varie coppie soluto/solvente, calcolate con
i vari metodi.
Si osserva un accordo qualitativo tra i vari metodi; tuttavia, in tutti i solventi, il modello
continuo quantistico prevede l’energia di dispersione dell’acetonitrile piu` grande rispetto
a quella del dimetiletere, una tendenza opposta viene prevista dal modello atomistico e
dal modello continuo semiclassico.
In Figura 4.4 sono mostrati i risultati ottenuti utilizzando le cavita` All Atoms. In questo
caso, gli andamenti delle energie di dispersione sono coerenti tra tutti i metodi. L’utilizzo
delle cavita` All Atoms permette un accordo migliore con gli altri modelli per quanto
riguarda acetonitrile e dimetiletere, mentre la forma della cavita` ha scarsa influenza nel
caso del benzonitrile.
Per questo e` stata avanzata l’ipotesi che l’andamento non corretto dell’energia di disper-
sione tra acetonitrile e dimetiletere sia un artefatto indotto dalla forma della cavita` nelle
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Figura 4.3. Energie di dispersione calcolate, per vari soluti e solventi, con il modello
atomistico, con e senza scalatura, con il modello continuo quantistico con le cavita` UA0 e
con il modello continuo semiclassico.
molecole che hanno gruppi metilici: le cavita` costruite con il metodo United Atoms sono
costituite da un’unica sfera molto grande per il gruppo CH3 (vedi Figura 4.2), per cui la
superficie della cavita` e` troppo lontana dalla molecola; sebbene questa approssimazione
non abbia influenza sul contributo elettrostatico all’energia di solvatazione (perche´ in ef-
fetti i gruppi metilici contribuiscono poco all’interazione elettrostatica), puo` essere fonte
di errori nel calcolo dell’energia di dispersione.
Questi risultati suggeriscono che l’utilizzo delle cavita` United Atoms porti a sottostima-
re il contributo all’energia di dispersione dovuto ai gruppi metilici, per cui l’energia di
dispersione di una molecola sara` tanto piu` sottostimata quanti piu` sono i gruppi metili-
ci che la molecola contiene. Si spiega cos`ı l’inversione dell’andamento tra acetonitrile e
dimetiletere; dato che nel dimetiletere ci sono due gruppi metile e nell’acetonitrile uno
solo, l’energia di dispersione del dimetiletere sara` sottostimata rispetto a quella dell’ace-
tonitrile. Le cavita` All Atoms, invece, permettono di descrivere entrambi i sistemi con la
stessa accuratezza.
I risultati della Figura 4.4 mostrano un buon accordo tra il metodo continuo e quello
atomistico, soprattutto quando il solvente e` l’acqua. L’accordo peggiore si trova invece
nel caso del cloroformio, che e` comunque notoriamente un solvente difficile da descrivere.
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Figura 4.4. Energie di dispersione calcolate, per vari soluti e solventi, con il modello
atomistico, con e senza scalatura, con il modello continuo quantistico usando la cavita`
definita dai raggi di Bondi, e con il modello continuo semiclassico.
I valori delle energie di dispersione previsti dai due metodi continui sono in accordo
per tutti i solventi, dato che il modello quantistico e` stato parametrizzato su quello
semiclassico [56].
4.2 Energie di eccitazione
L’influenza delle interazioni di dispersione sulle proprieta` di assorbimento delle molecole
in soluzione e` ben nota, come testimonia la gia` citata regola di Kundt [6]. La dispersione,
per quasi tutti i soluti, abbassa l’energia dei primi livelli elettronici eccitati rispetto al
fondamentale spostando quindi verso il rosso la lunghezza d’onda di assorbimento della
molecola. Nei solventi apolari, dove la dispersione e` la piu` importante delle interazioni
intermolecolari, si osserva quindi sempre un red shift dell’assorbimento rispetto alla fase
vapore. Questo fenomeno si puo` ragionevolmente spiegare osservando che l’energia di
dispersione e` proporzionale alla polarizzabilita` del soluto, e che, generalmente, i primi
stati eccitati sono piu` polarizzabili del fondamentale, e quindi vengono stabilizzati di piu`
dalla dispersione.
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In questo lavoro di tesi si e` voluta verificare la capacita` del modello PCM di riprodurre
l’effetto della dispersione su transizioni elettroniche di diversa natura. Allo scopo di va-
lutare l’entita` dell’accoppiamento fra le interazioni elettrostatiche e quelle di dispersione-
repulsione, sono stati considerati tre schemi: lo schema PCM(ES), in cui considerate solo
le interazioni elettrostatiche, lo schema PCM(DR) in cui sono incluse solo le interazioni
non elettrostatiche (dispersione e repulsione), e lo schema PCM(ES+DR) in cui entrambe
le interazioni sono considerate. Se l’effetto delle interazioni di dispersione e repulsione
fosse indipendente dalle interazioni elettrostatiche, si potrebbe prevedere il risultato del
terzo schema dai risultati dei primi due.
Sono state calcolate le energie di eccitazione, in uno schema di risposta lineare TDDFT
con i funzionali B3LYP, M06-2X [71] e CAM-B3LYP [72], e con lo schema CIS. utilizzando
il basis set 6-311+G(d) [73]. Le energie di eccitazione sono state calcolate prima in vuoto,
e poi in due solventi di diversa polarita`; la scelta del solvente e` stata limitata ai solventi per
cui era disponibile la parametrizzazione e alla presenza in letteratura di dati sperimentali
sugli shift solvatocromici. Come solvente polare e` stato considerato l’acetonitrile, mentre
come solventi apolari sono stati considerati eptano e cicloesano.
Il calcolo in solvente e` stato effettuato una volta includendo solamente gli effetti elet-
trostatici (ES), poi la dispersione-repulsione (DR), e infine accoppiando i due effetti
(ES+DR). Il contributo elettrostatico alle energie di eccitazione e` stato sempre calcolato
con lo schema cLR (vedi p. 40). L’analisi e` stata condotta sulle transizioni n → pi∗ di
Acetone, Pirazina, Pirimidina e Piridazina, e sulla transizione pi → pi∗ della Julolidina
Malononitrile (Figura 4.9).
Perche´ questa analisi non fosse contaminata da fattori di altra natura, la geometria e`
stata tenuta fissata nei solventi, identica a quella ottimizzata in vuoto. Allo scopo di
riprodurre i dati sperimentali, invece, e` necessario, per i solventi polari, considerare anche
il contributo indiretto del solvente, che modifica la geometria di equilibrio dei soluti. Allo
scopo di riprodurre il dato sperimentale, sono stati fatti altri calcoli in solvente, al livello
B3LYP/6-311+G(d), utilizzando gli schemi PCM(ES) e PCM(ES+DR) con la geometria
ottimizzata nel solvente al livello B3LYP/6-311+G(d). E` comunque importante ribadire
che, quando si confrontano i dati di energie di eccitazione con i dati sperimentali di
assorbimento, bisogna considerare, oltre che i limiti del modello teorico, anche i limiti del
confronto stesso: infatti, il dato sperimentale si riferisce (qualunque sia la forma dello
spettro) alla lunghezza d’onda del massimo di assorbimento, mentre il dato calcolato e`
un’energia di transizione verticale, che trascura completamente tutti gli effetti vibronici.
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Questo e` un elemento di cui tenere conto soprattutto quando gli spettri di assorbimento
confrontati hanno forma diversa. Molto spesso, uno spettro misurato in fase gas mostra
una struttura vibronica ben risolta, mentre lo stesso spettro in soluzione puo` avere una
struttura vibrazionale meno risolta o addirittura assente. I dati sperimentali di shift
solvatocromico, quindi, possono essere affetti da errori piu` o meno grossolani, a seconda
del metodo utilizzato per ricavarne il valore. Solitamente, i dati di shift tra due solventi
diversi sono meglio confrontabili rispetto agli shift tra fase gas e solvente; tenendo a mente
queste limitazioni, cercheremo di valutare comunque, dove possibile, il comportamento


































Figura 4.5. Shift solvatocromici per la transizione n→ pi∗ dell’acetone, calcolati con vari
funzionali
I risultati relativi all’acetone sono riassunti nel grafico in Figura 4.5 e in Tabella A.2. I
vari funzionali DFT danno risultati tra di loro molto simili, mentre lo schema CIS prevede
un effetto elettrostatico piu` grande rispetto ai tre funzionali. L’effetto elettrostatico porta
sempre a un blue shift della transizione n→ pi∗, mentre l’effetto di dispersione e repulsione
e` sempre un red shift. Quando si includono entrambe le interazioni (ES+DR), i due effetti
tendono a compensarsi, anche se non sono perfettamente additivi.
Il confronto con i dati sperimentali (Tabella 4.1) mostra l’importanza degli effetti di
dispersione e repulsione, dato che, con l’inclusione del solo effetto elettrostatico, il solva-
tocromismo tra vuoto ed eptano e` previsto con il segno sbagliato. Il dato sperimentale
piu` recente [74], infatti, mostra un piccolissimo red shift (-0.0049 eV), mentre il modello
elettrostatico prevede un blue shift di circa 0.03÷0.05 eV a seconda del metodo. Inoltre,
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B3LYP exp. [74]
ES ES+DR
Acetonitrile-Vuoto 0.075 -0.063 0.058
Eptano-Vuoto 0.034 -0.138 -0.005
Acetonitrile-Eptano 0.041 0.076 0.063
Tabella 4.1. Shift solvatocromici (in eV) vuoto-acetonitrile-eptano per la transizione
n → pi∗ dell’Acetone, calcolati con le sole interazioni elettrostatiche (ES) e con anche la
dispersione e repulsione (ES+DR), e confronto con i dati sperimentali. I dati calcolati in
acetonitrile tengono conto del rilassamento della geometria.
gli shift tra vuoto e acetonitrile sono leggermente sovrastimati dal modello elettrostatico,
che prevede uno spostamento di 0.075 eV rispetto al dato sperimentale di 0.058 eV.
Quando viene inclusa anche l’interazione di dispersione, tuttavia, il modello passa da
un estremo all’altro, prevedendo degli shift vuoto-eptano molto piu` grandi, in valore
assoluto, del dato sperimentale, e degli shift vuoto-acetonitrile quasi nulli, o addirittura
del segno sbagliato (nel caso del funzionale B3LYP). Il contributo della dispersione allo
shift solvatocromico sembra quindi essere abbondantemente sovrastimato dal modello
PCM(ES+DR), almeno nel caso della transizione n→ pi∗ dell’acetone.
L’accordo con i dati sperimentali e` molto migliore per quanto riguarda lo shift tra i due
solventi: il modello PCM(ES) prevede uno shift di 0.04eV, sottostimando del 35% il
valore misurato; aggiungere la dispersione porta il modello a sovrastimare del 21% lo
stesso dato, migliorando comunque l’accordo. Gli errori del modello PCM(ES+DR) si
compensano, permettendo una descrizione bilanciata dei due solventi.
E` opportuno soffermarsi a considerare il contributo dispersivo alle energie di eccitazione, e
indagare su perche´ questo viene cos`ı sovrastimato dal modello PCM. Dal calcolo si trova
che lo stato eccitato n → pi∗ nell’Acetone e` descritto bene da una singola eccitazione
HOMO→LUMO, per cui ci concentreremo su questi due orbitali: la variazione della loro
energia nel solvente e` riassunta in Tabella 4.2.
La dispersione ha un effetto molto importante sulle energie degli orbitali di frontiera,
effetto che poi si riflette sull’energia di transizione; in particolare, la dispersione avvici-
na HOMO e LUMO soprattutto alzando l’energia del primo. L’effetto principale della
dispersione e` quindi quello di alterare significativamente le energie degli orbitali. Non si
puo` concludere, finora, se questa descrizione sia o meno fisicamente corretta.
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Orbitale vuoto PCM(ES) PCM(ES+DR)
LUMO -0.769 -0.923 -1.013
HOMO -7.068 -7.354 -7.197
εHOMO − εLUMO 6.299 6.431 6.184
Tabella 4.2. Energie degli orbitali di frontiera dell’Acetone, in vacuo e in acetonitrile,
con PCM(ES) e PCM(ES+DR). I valori sono in eV.
Saranno discussi ora i risultati relativi alle diazine: Pirazina (Tabella A.3 e Figura 4.6)
Pirimidina (Tabella A.4 e Figura 4.7) e Piridazina (Tabella A.5 e Figura 4.8). In questo
caso, l’unico dato sperimentale disponibile per il confronto e` lo shift solvatocromico tra
































Figura 4.6. Shift solvatocromici per la transizione n → pi∗ della pirazina, calcolati con
vari funzionali
Per tutte e tre le molecole, come per l’acetone, i vari funzionali danno valori molto simili
tra loro; anche il metodo CIS da` risultati in linea con i metodi DFT. Anche per queste
tre molecole, l’effetto delle interazioni elettrostatiche sulla transizione n → pi∗ e` un blue
shift, tanto piu` marcato quanto piu` e` grande il momento di dipolo, e molto piu` grande
nell’acetonitrile rispetto all’eptano; le interazioni di dispersione-repulsione da sole hanno
sempre un effetto batocromico, e bilanciano l’effetto elettrostatico.
In Tabella 4.3 sono riassunti i valori degli shift acetonitrile-eptano previsti dal modello
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Figura 4.8. Shift solvatocromici per la transizione n→ pi∗ della piridazina, calcolati con
vari funzionali
PCM elettrostatico e dal modello PCM che include anche la dispersione e la repulsione, e
confrontati con i dati sperimentali disponibili. Come si puo` notare, il modello riproduce
qualitativamente l’aumento del solvatocromismo all’aumentare del dipolo del soluto, pero`
sovrastima il valore dello shift. E` opportuno ribadire, a questo punto, le considerazioni
gia` espresse nell’introduzione a questa sezione: i dati sperimentali raccolti in Tabella 4.3
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B3LYP M06-2X CAM-B3LYP CIS exp. [75]
ES ES+DR ES ES+DR ES ES+DR ES ES+DR
Pirazina 0.047 0.086 0.044 0.083 0.047 0.084 0.049 0.077 0.016
Pirimidina 0.128 0.166 0.125 0.162 0.133 0.167 0.153 0.182 0.073
Piridazina 0.212 0.253 0.194 0.236 0.209 0.247 0.188 0.217 0.166
Tabella 4.3. Shift solvatocromici (in eV) acetonitrile-eptano per la transizione n→ pi∗ di
Pirazina, Pirimidina e Piridazina, calcolati con le sole interazioni elettrostatiche (ES) e con
anche la dispersione e repulsione (ES+DR), e confronto con i dati sperimentali riportati
direttamente dal riferimento [75]
sono solamente indicativi della magnitudine dello shift. Il valore assoluto di questi dati
e` influenzato, nella precisione, dalla diversa forma che hanno gli spettri in acetonitrile e
in isoottano; mentre nel primo le bande di assorbimento delle diazine sono larghe e non
risolte, nel secondo la sottostruttura vibrazionale e` ben visibile, soprattutto nei casi di
pirimidina e pirazina. L’incertezza su questi ultimi dati permette al piu` un confronto
qualitativo dei dati calcolati con quelli sperimentali. Sotto queste considerazioni, il mo-
dello PCM fornisce dei buoni risultati, conunque influenzati dalla dispersione in modo
significativo, soprattutto quando si considera la pirazina, che e` il soluto meno polare.
I risultati dei calcoli sulle diazine, assieme a quelli relativi all’acetone, sembrano indicare
che il modello della dispersione, che pure produce alcuni risultati qualitativamente cor-
retti, dia una descrizione in qualche modo sbilanciata dello stato eccitato e sovrastimi il






Figura 4.9. Struttura della Julolidina Malononitrile
La Julolidina Malononitrile (JM, vedi Figura 4.9) presenta, nella transizione pi → pi∗,
un effetto batocromico abbastanza marcato di 0.125 eV nel passaggio da cicloesano ad
acetonitrile [76]. I risultati riassunti in Figura 4.10 (vedere anche Tabella A.6) mostrano
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che, anche in questo caso, i risultati sono poco sensibili alla scelta del funzionale, e l’unico
































Figura 4.10. Shift solvatocromici per la transizione pi → pi∗ della Julolidina Malononi-
trile, calcolati con vari funzionali.
A differenza delle transizioni n→ pi∗ finora considerate, dove le interazioni di dispersione
avevano un effetto di segno opposto a quelle elettrostatiche, nella transizione pi → pi∗
della JM i due effetti vanno nella stessa direzione. Infatti, nel passaggio da vuoto al
solvente, il modello PCM elettrostatico prevede un red shift di circa 0.1÷0.2 eV (circa 0.1
eV per il cicloesano), e il modello PCM che include solamente gli effetti non elettrostatici
di dispersione e repulsione prevede sempre un red shift, intorno a 0.1 eV, e pressoche´
identico per tutti e due i solventi. Il contributo della sola dispersione e` circa la meta` di
quello elettrostatico nell’acetonitrile, e piu` grande nel cicloesano.
Diversamente da quanto succede nei casi sopra riportati, il modello PCM(ES+DR) non
sovrastima il contributo di dispersione, probabilmente a causa del diverso tipo di transi-
zione che qui e` considerato. Se si analizzano, come fatto prima, gli orbitali coinvolti nella
transizione, si osserva che, in questo caso, gli effetti della dispersione-repulsione, anche se
non sono trascurabili, sono meno drastici di quelli sugli orbitali n e pi∗ dell’acetone.
L’effetto netto delle interazioni non elettrostatiche sullo shift acetonitrile-cicloesano e`
sempre molto piccolo, quasi trascurabile, come era gia` stato osservato da Weijo et al. [56].
In questo caso gli effetti elettrostatici sono dominanti, anche perche´ la transizione pi → pi∗
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Orbitale vuoto PCM(ES) PCM(ES+DR)
LUMO -1.409 -1.434 -1.495
HOMO -6.985 -6.793 -6.682
εHOMO − εLUMO 5.576 5.359 5.187
Tabella 4.4. Energie degli orbitali di frontiera della JM, in vacuo e in acetonitrile, con
PCM(ES) e PCM(ES+DR). I valori sono in eV.
osservata ha parziale carattere di trasferimento di carica [76] dal gruppo donatore NR2
al gruppo accettore C(CN)2, come testimonia anche la forma degli orbitali coinvolti.
(a) Orbitale pi (HOMO) (b) Orbitale pi∗ (LUMO)
Figura 4.11. Orbitali di frontiera della Julolidina Malononitrile. La transizione
HOMO→LUMO e` una pi → pi∗ con carattere di charge transfer
A scopo di confronto con i dati sperimentali, sono stati effettuati altri calcoli che includo-
no l’effetto indiretto del rilassamento della geometria nel solvente polare. Riconoscendo
il carattere Charge transfer dello stato eccitato considerato, per questi ulteriori calcoli e`
stato scelto il funzionale CAM-B3LYP. I risultati ottenuti mostrano un ottimo accordo
con l’esperimento: il modello PCM(ES) prevede un red shift di 0.112 eV, contro il dato
sperimentale di 0.125 eV e il modello PCM(ES+DR), che si discosta di poco, prevedendo
un red shift di 0.109 eV. Tenendo in mente le limitazioni del confronto di questo tipo di
calcoli con l’esperimento, si puo` concludere che il modello PCM(ES) riproduce corret-
tamente l’andamento osservato, e che il contributo non elettrostatico allo shift tra due
solventi, in questo caso, e` trascurabile.
I risultati fin qui riportati mostrano che il contributo non elettrostatico all’effetto del
solvente sull’energia di una transizione elettronica e` sempre importante, ma puo` essere
sovrastimato dal modello PCM a seconda della transizione in esame. Grazie a una parziale
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cancellazione, gli shift solvatocromici tra due solventi diversi non sempre risentono del
contributo non elettrostatico, che pero` in diversi casi si e` rivelato non trascurabile.
4.3 Spettri CD
Le interazioni non elettrostatiche possono influire, oltre che sulle proprieta` di assorbi-
mento di un soluto, anche sugli spettri di dicroismo circolare elettronico (ECD). General-
mente, la forma di uno spettro ECD e` il risultato di piu` transizioni elettroniche, ognuna
delle quali sara` influenzata diversamente dalle interazioni di dispersione e repulsione, per
cui l’effetto di queste interazioni sara` di modificare la posizione e l’intensita` relative delle
bande.
Per questa analisi, sono stati considerati diversi sistemi chirali, piu` o meno polari, di cui
sono noti gli spettri ECD sperimentali in solvente. Chiaramente, i sistemi piu` interessanti
per valutare gli effetti delle forze non elettrostatiche sono quelli poco polari, dove queste
forze sono dominanti, ma e` interessante, per confronto, considerare anche sistemi polari.
L’attenzione si e` quindi rivolta a due composti idrocarburici, il pentaelicene (Figura 4.12)
e l’α-pinene (Figura 4.14), che hanno un cromoforo intrinsecamente chirale, e due metil-
aril-solfossidi, 1-naftil-metilsolfossido e 9-fenantril-metilsolfossido, che sono invece sistemi
eccitonici. Tutti gli spettri ECD sono stati calcolati nello schema TDDFT, scegliendo di
volta in volta il livello di teoria piu` adatto, e confrontando il modello PCM(ES) con il
modello che include anche le interazioni di dispersione e repulsione PCM(ES+DR).
Dallo schema TDDFT si puo` ottenere, per una transizione dallo stato fondamentale allo






dove µˆ e mˆ sono rispettivamente l’operatore momento di dipolo elettrico e magnetico.
La forza rotazionale e` legata alla forma dello spettro di dicroismo circolare, ed e` una








Lo spettro CD, a sua volta, puo` essere ricostruito dalle forze rotazionali R0k delle tran-




R0k S0k(ν − ν0k) (4.4)
Cupellini Lorenzo Effetti non elettrostatici in sistemi solvatati 55
4. Risultati e discussione
Solitamente, essendo la forma di riga influenzata da molti fattori, non tutti facilmente
calcolabili, si approssima S0k(ν − ν0k) con una funzione gaussiana. In questo lavoro di
tesi sono state utilizzate delle forme di riga gaussiane la cui larghezza e` stata determinata
di volta in volta per riprodurre al meglio gli spettri sperimentali.
Figura 4.12. Struttura tridimensionale del Pentaelicene
Pentaelicene. Lo spettro CD del pentaelicene e` stato simulato al livello di calcolo
B3LYP/6-31+G(d) in cicloesano, con e senza l’inclusione degli effetti non elettrostatici
di repulsione e dispersione. I risultati sono mostrati in Figura 4.13.
(-) (-) (+) (+)
ES 3.78 5.14 5.44 5.78
ES+DR 3.66 5.02 5.30 5.90
Tabella 4.5. Posizione (in eV) dei massimi e minimi delle principali bande ECD del
pentaelicene calcolate con i modello PCM(ES) e PCM(ES+DR). Il segno tra parentesi si
riferisce al segno della banda.
Confrontando i due spettri calcolati, con e senza le interazioni di dispersione e repulsione,
si nota come l’effetto delle forze non elettrostatiche sia principalmente quello di spostare la
posizione delle bande (vedi Tabella 4.5). Solo la banda a 225nm e` influenzata nell’intensita`
dalla dispersione. Le transizioni a piu` bassa energia sono tutte spostate verso il rosso
dalla dispersione, mentre la banda a 210nm e` l’unica a subire un blue shift, dimostrando
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che, per gli stati eccitati a piu` alta energia, le forze di dispersione possono anche indurre










 200  220  240  260  280  300  320  340  360
∆ε
Lunghezza d’onda λ (nm)
Pentaelicene in cicloesano
 Spettro CD
CD calcolato con PCM(ES+DR)
CD calcolato con PCM(ES)
CD sperimentale
Figura 4.13. Spettri CD del pentaelicene sperimentali e calcolati in cicloesano. Per
facilitare il confronto, gli spettri calcolati con PCM(ES) e PCM(ES+DR) sono stati traslati
rispettivamente di +0.23 eV e +0.35eV in modo da far coincidere il massimo della banda
negativa a 310nm (Le posizioni assolute delle bande sono riportate in Tabella 4.5). Lo
spettro sperimentale e` stato recentemente misurato da Nakai et al. [77]
Lo spettro sperimentale mostra una banda negativa a ∼310nm, con una forma particola-
re presumibilmente dovuta a una sottostruttura vibrazionale non completamente risolta,
che e` stata assegnata a una transizione 1Bb [78]; questa banda copre le transizioni proibite
1La e
1Lb. Il corrispondente stato calcolato e` di tipo pi → pi∗, ha simmetria B. A energie
piu` alte troviamo tre bande di segni alternati, la prima delle quali, a ∼270nm, e` probabil-
mente dovuta a piu` di una transizione [79]. Queste bande non sono state rigorosamente
assegnate. Infine c’e` una banda positiva, molto intensa, a 206nm, assegnata recentemente
a una transizione 1Ba [77].
Entrambi i modelli, PCM(ES) e PCM(ES+DR), riproducono correttamente l’andamento
qualitativo dello spettro ECD, e non ci sono abbastanza elementi per decidere se l’inclu-
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sione delle interazioni non elettrostatiche sia importante per riprodurre questo spettro
ECD.
α-pinene. Di questa molecola sono disponibili gli spettri di dicroismo circolare in
fase gas [80] e in solvente (cicloesano [81] e 3-metilpentano [82]) fino a 190nm. Questo
ci permette di valutare direttamente l’effetto del solvente sulle transizioni a piu` bassa
energia, e come questo viene riprodotto dai vari modelli.
Figura 4.14. Struttura del (+)α-pinene
Lo spettro sperimentale in fase vapore mostra una debole banda negativa intorno a 220nm,
vibrazionalmente ben strutturata, che e` stata assegnata ad una transizione di tipo Ryd-
berg, per confronto con l’analoga transizione pi → 3s dell’etilene [80, 82]. Tale banda
in soluzione non e` piu` visibile, perche´ si sposta verso il blu, come per l’etilene, e viene
coperta dalla piu` intensa banda positiva pi → pi∗. La terza banda negativa, intensa e
strutturata in fase vapore, ma non visibile nello spettro in soluzione perche´ al di sotto
del cutoff del solvente, e` stata invece assegnata a una transizione pi → σ∗.
Gli spettri ECD, in fase gas e in clicloesano, sono stati calcolati al livello di teoria M06-
2X/6-311+G(d,p) includendo una volta solo la risposta elettrostatica, poi la repulsione
e infine anche la dispersione. Gli spettri risultanti sono mostrati in Figura 4.15 assieme
agli spettri sperimentali. Il confronto dello spettro calcolato in vacuo con lo spettro
sperimentale in fase vapore mostra la discreta affidabilita` del funzionale utilizzato nel
riprodurre sia la transizione Rydberg che la pi → pi∗. Il primo stato eccitato previsto in
vuoto, a 5.89 eV, e` composto principalmente da una eccitazione HOMO→LUMO, che
hanno rispettivamente carattere pi e Ry, come si puo` vedere dalle immagini in Figura 4.16,
mentre la seconda coinvolge lo stesso orbitale pi e un orbitale pi∗.
Il modello PCM(ES) prevede uno spostamenti quasi nulli delle tre bande caratteristiche
dello spettro ECD, e soprattutto della banda Rydberg, che invece dovrebbe incorrere in
un blue shift fino ad essere coperta dalla banda positiva. Vediamo invece che basta ag-
giungere la repulsione perche´ la transizione Rydberg sia spostata verso il blu (Tabella 4.6)
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CD calcolato in cicloesano (ES)
CD calcolato in cicloesano (ES+Rep)
CD calcolato in cicloesano (ES+DR)
CD sperimentale in cicloesano
Figura 4.15. Spettri CD del (+)α-pinene sperimentali e calcolati in vuoto e in solvente
(cicloesano). Tutti gli spettri calcolati sono stati traslati di -0.124 eV, in modo da far
coincidere lo spettro calcolato in fase gas con il corrispondente spettro sperimentale, e cos`ı
facilitare il confronto.
e scompaia sotto la banda pi → pi∗. Naturalmente, con la sola repulsione, lo shift solvato-
cromico previsto rispetto al vuoto per quest’ultima transizione e` del segno sbagliato, ma
questo viene corretto dall’aggiunta della dispersione.
Da questi risultati si puo` osservare che anche la repulsione puo` avere un ruolo fondamen-
tale negli effetti del solvente, soprattutto quando ci sono transizioni a orbitali diffusi; in
questo caso le forze di repulsione sfavoriscono energeticamente tali orbitali, risultando in
un effetto ipsocromo per le transizioni che li coinvolgono.
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(a) Orbitale pi (HOMO) (b) Orbitale Ry (LUMO)
Figura 4.16. Orbitali di frontiera dell’α-pinene
Stato eccitato in vacuo PCM(ES) PCM(ES+Rep) PCM(ES+DR)
S1 Ry 5.891 5.883 6.177 6.105
S2 pi → pi∗ 6.244 6.197 6.277 6.170
Tabella 4.6. Energie di eccitazione (in eV) calcolate per le due transizioni a piu` bassa
energia α-pinene, in vase gas e in solvente con vari modelli PCM.
Solfossidi. Infine sono stati calcolati, al livello di teoria M06-2X/6-311+G(d), gli
spettri CD di due molecole piu` polari, (S)-1-naftil-metilsolfossido (Figura 4.18) e (S)-9-
fenantril-metilsolfossido (Figura 4.19), e confrontati con gli spettri sperimentali in ace-
tonitrile. Anche in questo caso e` stata valutata l’inclusione degli effetti di dispersione
e repulsione. Per entrambi i solfossidi, esistono due conformeri possibili, E e Z, che
differiscono per rotazione attorno al singolo legame anello-zolfo (In Figura 4.17 sono rap-
presentati i conformeri E ); sono state quindi ottimizzate, nel solvente, le strutture di
entrambi, e calcolata la differenza di energia. Lo spettro risultante e` stato ottenuto come
media, pesata sulla popolazione di Boltzmann a temperatura ambiente, degli spettri dei
due conformeri.
Gli spettri ECD di questi sistemi sono stati riprodotti qualitativamente gia` con un
modello eccitonico molto semplice [83], dimostrando che questi spettri derivano da un
accoppiamento di due cromofori, l’anello aromatico e il gruppo solfossido.
Lo spettro del (S)-1-naftil-metilsolfossido presenta una prima banda negativa, debole e
larga, a 288nm, assegnata ad una transizione 1La del naftalene. Le altre due bande piu`
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(a) (S)-1-naftil-metilsolfossido (b) (S)-9-fenantril-metilsolfossido
Figura 4.17. Struttura di (S)-1-naftil-metilsolfossido e (S)-9-fenantril-metilsolfossido
(-) (-) (+)
ES 4.57 5.77 6.55
ES+DR 4.48 5.68 6.48
Tabella 4.7. Posizione (in eV) dei massimi e minimi delle principali bande ECD dell’(S)-
1-naftil-metilsolfossido calcolate con i modello PCM(ES) e PCM(ES+DR). Il segno tra
parentesi si riferisce al segno della banda.
intense, la prima negativa a circa 220 e la seconda positiva a 199nm, sono state assegnate
rispettivamente alla transizione 1Bb del naftalene e alla σ → σ∗ del solfossido [84]. Solo
queste ultime due bande sono riprodotte nel modello eccitonico del riferimento [83].
Il funzionale utilizzato, accoppiato con il modello PCM, riproduce fedelmente tutte queste
caratteristiche spettrali, ma non le intensita` relative delle due bande a 199 e 220nm. L’ag-
giunta delle interazioni non elettrostatiche ha scarso effetto sullo spettro, essenzialmente
spostando verso il rosso tutte le bande di 0.03÷0.11 eV (cfr. Tabella 4.7), mentre solo la
banda a 199nm e` influenzata nell’intensita`. L’effetto delle interazioni non elettrostatiche,
per questo sistema, e` molto meno marcato che nei due casi precedenti.
(-) (+) (-) (+)
ES 5.05 5.79 6.21 6.72
ES+DR 4.94 5.75 6.17 6.69
Tabella 4.8. Posizione (in eV) dei massimi e minimi delle principali bande ECD del
(S)-9-fenantril-metilsolfossido calcolate con i modello PCM(ES) e PCM(ES+DR). Il segno
tra parentesi si riferisce al segno della banda.
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(S)-1-naftil-metilsolfossido  in acetonitrile
 Spettro CD
CD calcolato con PCM(ES+DR)
CD calcolato con PCM(ES)
CD sperimentale
Figura 4.18. Spettri CD sperimentali e calcolati per (S)-1-naftil-metilsolfossido in ace-
tonitrile. Per facilitare il confronto, gli spettri calcolati con PCM(ES) e PCM(ES+DR)
sono stati traslati rispettivamente di -0.26 eV e -0.17eV in modo da far coincidere le po-
sizioni della banda negativa a 220nm (Le posizioni assolute delle bande sono riportate in
Tabella 4.7).
Lo spettro del (S)-9-fenantril-metilsolfossido e` piu` strutturato del precedente, e presenta
nella regione a basse energie una banda poco intensa a circa 290nm, assegnata ad una
transizione 1La [83]. A lunghezze d’onda piu` piccole, compare una sequenza di bande
negative e positive, a 265 (assegnata a una transizione 1B del fenantrene), 250, 225 e
∼200nm, l’ultima delle quali e` leggermente rumorosa.
Il calcolo DFT, in questo caso, riproduce tutte le bande caratteristiche dello spettro ECD,
con scarsa accuratezza sulle intensita`. Le bande a 290nm e 265nm sono riprodotte con
intensita` molto maggiore di quelle sperimentali. La banda positiva a 240nm e` riprodotta
correttamente, mentre le ultime due sono piu` intense di quelle sperimentali. Qui l’effet-
to della dispersione e` piu` marcato, e si traduce in uno spostamento verso il rosso della
banda 1La a 290nm e nella leggera perdita di intensita` delle bande a 250nm e 225nm.
L’intensita` della banda a 265nm invece aumenta leggermente. Nel complesso, lo spet-
tro calcolato con il modello PCM(ES+DR) riproduce meglio alcune caratteristiche dello
spettro sperimentale.
Nei sistemi soluto/solvente piu` polari, le interazioni non elettrostatiche non sembrano
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(S)-9-fenantril-metilsolfossido in acetonitrile
 Spettro CD
CD calcolato con PCM(ES+DR)
CD calcolato con PCM(ES)
CD sperimentale
Figura 4.19. Spettri CD sperimentali e calcolati per (S)9-fenantril-metilsolfossido in
acetonitrile. Per facilitare il confronto, gli spettri calcolati con PCM(ES) e PCM(ES+DR)
sono stati traslati rispettivamente di 0.74 eV e -0.71 eV in modo da far coincidere il
massimo della banda negativa a 225nm (Le posizioni assolute delle bande sono riportate
in Tabella 4.8).
avere un ruolo fondamentale nel definire le caratteristiche spettrali delle molecole, perche´
in questi casi il contributo all’effetto solvente dato dalle interazioni elettrostatiche e` do-
minante. La dispersione e la repulsione possono essere invece piu` importanti nei sistemi
poco polari, oppure nei soluti dove avvengono transizioni elettroniche molto sensibili a
queste interazioni.
Cupellini Lorenzo Effetti non elettrostatici in sistemi solvatati 63
Capitolo 5
Conclusioni
Nel corso di questo lavoro di tesi, sono stati analizzati i contributi di dispersione e repul-
sione all’energia di solvatazione e all’effetto dei solventi su alcune proprieta` molecolari.
L’attenzione e` stata focalizzata soprattutto sulla dispersione, mostrando la difficolta` nel-
la trattazione di questa interazione in vari ambiti della chimica teorica e le soluzioni che
sono state adottate per descriverla, concentrandosi in particolare sulle teorie piu` recenti.
E` stato presentato in maniera sistematica il modello PCM, nella formulazione che permet-
te di trattare a livello quantistico, cos`ı come la parte elettrostatica, anche la repulsione
e la dispersione. Quest’ultima e` stata trattata piu` in dettaglio, sia nella presentazione
della teoria della dispersione nei modelli continui, che e` stata derivata a partire dalla
teoria delle forze intermolecolari, sia nei particolari dell’implementazione in Gaussian 09.
Inoltre, sono stati esposti gli aspetti fondamentali della teoria della risposta e del suo
accoppiamento con il modello PCM, prendendo in considerazione i due casi della risposta
statica e della risposta dinamica, e discutendo in modo particolare le questioni legate
all’utilizzo del modello PCM assieme a quest’ultima.
Dopo aver presentato gli aspetti della teoria, si e` passato a riportare i principali risultati
dei calcoli numerici effettuati per valutare da una parte l’effettiva importanza delle forze
non elettrostatiche nel modificare varie proprieta` molecolari, dall’altra la capacita` del
modello PCM di riprodurre gli effetti di queste forze, oltre a prevedere correttamente le
energie di solvatazione.
Innanzitutto e` stato confrontato il modello PCM con un modello atomistico accoppiato
alla dinamica molecolare, verificando la coerenza tra i due metodi nel predire il contributo
dispersivo all’energia di solvatazione. Il modello PCM con una descrizione quantistica
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della dispersione ha dato risultati soddisfacenti, ma da questa prova e` emersa l’importanza
della definizione della cavita` PCM in relazione al contributo dispersivo che, diversamente
dal contributo elettrostatico, perde accuratezza quando si usa una cavita` United Atoms.
Successivamente, l’analisi si e` spostata sulla capacita` del PCM di descrivere la risposta
del solvente alle transizioni elettroniche, di conseguenza sono state considerate molecole
che presentano stati eccitati di varia natura e sono stati valutati gli effetti delle diverse
interazioni sull’energia di eccitazione. I risultati che riportiamo indicano la fondamentale
importanza, nel modulare l’effetto dei solventi sulle transizioni di molecole poco pola-
ri, delle interazioni non elettrostatiche. Tuttavia, sono stati riscontrati anche i limiti
del modello PCM cos`ı formulato nel trattare queste ultime, soprattutto in alcuni casi
particolari. Nonostante questi limiti, l’aggiunta delle interazioni non elettrostatiche alla
descrizione quantistica della risposta del solvente ha permesso di migliorare, in alcuni ca-
si, l’accordo qualitativo della simulazione con l’esperimento, messe in conto le limitazioni
del confronto.
Infine, e` stato indagato l’effetto della dispersione e della repulsione sulle proprieta` di
assorbimento elettronico delle molecole chirali, osservando prima di tutto che queste inte-
razioni sono molto piu` rilevanti nei sistemi apolari. E` stata riconosciuta anche la grande
influenza della repulsione sulle transizioni elettroniche che coinvolgono orbitali diffusi.
Nel complesso, il modello PCM per le interazioni non elettrostatiche ha mostrato risultati
molto promettenti, d’altra parte questo lavoro ne ha anche messi in luce i limiti, che
inpediscono una descrizione accurata degli stati eccitati con questo modello.
Il completamento questo lavoro, quindi, richiedera` il superamento di questi limiti. Questo
comprende, in primo luogo, una nuova parametrizzazione del modello, che dovra` tenere
conto della descrizione fedele della risposta agli stati eccitati, oltre che delle questioni
connesse alla forma della cavita`. Inoltre, sara` necessario derivare un modello di risposta
lineare corretta anche per la dispersione.
Ulteriori sviluppi del modello comprenderanno:
• L’estensione del modello a trattare proprieta` di risposta magnetiche, che permettera`
di valutare l’effetto della dispersione sul chemical shielding e sulla rotazione ottica.
• L’estensione a trattare proprieta` geometriche, per poter osservare l’effetto diretto
di dispersione e repulsione sulla geometria molecolare.
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Sfruttando le analogie tra il modello PCM e il modello QM/MMPol, sara` possibile ge-
neralizzare il modello Amovilli-Mennucci ad una descrizione atomistica dell’ambiente,
trattando quantisticamente le interazioni di dispersione, utilizzando come punto di par-
tenza sempre l’equazione (3.48). Questo da una parte consentira` di valutare la natura
direzionale delle interazioni di dispersione in soluzione, dall’altra dara` modo di studia-
re l’effetto diretto della dispersione in sistemi non omogenei, come le proteine, gli acidi
nucleici, o i materiali.
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Altri risultati
Soluto Edisp atomistico Gdisp PCM (quantistico) Gdisp PCM (semiclass.)
Toluene
Benzonitrile -91.69 -71.07 -65.55
Acetonitrile -41.21 -29.41 -35.71
Dimetiletere -44.93 -25.56 -42.41
Acqua
Benzonitrile -90.36 -84.76 -67.66
Acetonitrile -41.52 -34.85 -36.87
Dimetiletere -47.60 -30.42 -43.84
Cloroformio
Benzonitrile -89.03 -61.79 -49.57
Acetonitrile -40.67 -25.54 -26.87
Dimetiletere -51.45 -22.29 -31.77
Tabella A.1. Energie di interazione di dispersione soluto-solvente per benzonitrile,




vac ACN ∆ν vac-ACN HEP ∆ν vac-HEP ∆ν ACN-HEP
ES 4.427 4.554 0.128 4.460 0.034 0.094
DR 4.427 4.291 -0.136 4.255 -0.172 0.036
ES+DR 4.427 4.418 -0.009 4.288 -0.138 0.129
M062X
vac ACN ∆ν vac-ACN HEP ∆ν vac-HEP ∆ν ACN-HEP
ES 4.188 4.328 0.140 4.225 0.037 0.102
DR 4.188 4.0517 -0.137 4.015 -0.173 0.036
ES+DR 4.188 4.1916 0.003 4.053 -0.136 0.139
CAM-B3LYP
vac ACN ∆ν vac-ACN HEP ∆ν vac-HEP ∆ν ACN-HEP
ES 4.475 4.607 0.132 4.510 0.035 0.097
DR 4.475 4.349 -0.126 4.316 -0.160 0.034
ES+DR 4.475 4.481 0.006 4.350 -0.125 0.131
CIS
vac ACN ∆ν vac-ACN HEP ∆ν vac-HEP ∆ν ACN-HEP
ES 5.203 5.406 0.203 5.258 0.055 0.148
DR 5.203 5.098 -0.105 5.070 -0.133 0.028
ES+DR 5.203 5.300 0.097 5.125 -0.078 0.175
Sperimentale
4.460 4.518 0.058 4.455 -0.005 0.063
Tabella A.2. Energie di eccitazione (in eV) per la transizione n → pi∗ dell’Acetone e
shift solvatocromici tra fase gas, acetonitrile e eptano
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B3LYP
vac ACN ∆ν vac-ACN HEP ∆ν vac-HEP ∆ν ACN-HEP
ES 3.963 4.022 0.059 3.975 0.012 0.047
DR 3.963 3.814 -0.149 3.774 -0.189 0.040
ES+DR 3.963 3.872 -0.091 3.786 -0.177 0.086
M062X
vac ACN ∆ν vac-ACN HEP ∆ν vac-HEP ∆ν ACN-HEP
ES 3.982 4.036 0.054 3.993 0.011 0.044
DR 3.982 3.837 -0.145 3.797 -0.185 0.040
ES+DR 3.982 3.890 -0.092 3.807 -0.175 0.083
CAM-B3LYP
vac ACN ∆ν vac-ACN HEP ∆ν vac-HEP ∆ν ACN-HEP
ES 4.189 4.249 0.060 4.201 0.013 0.047
DR 4.189 4.053 -0.135 4.016 -0.172 0.037
ES+DR 4.189 4.112 -0.077 4.029 -0.160 0.084
CIS
vac ACN ∆ν vac-ACN HEP ∆ν vac-HEP ∆ν ACN-HEP
ES 5.137 5.199 0.062 5.151 0.014 0.049
DR 5.137 5.032 -0.105 5.002 -0.134 0.030
ES+DR 5.137 5.093 -0.044 5.016 -0.121 0.077
Sperimentale
3.937 3.920 0.016
Tabella A.3. Energie di eccitazione (in eV) per la transizione n → pi∗ della pirazina e
shift solvatocromici tra fase gas, acetonitrile e eptano
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B3LYP
vac ACN ∆ν vac-ACN HEP ∆ν vac-HEP ∆ν ACN-HEP
ES 4.302 4.471 0.169 4.343 0.040 0.128
DR 4.302 4.156 -0.146 4.117 -0.185 0.039
ES+DR 4.302 4.3230 0.020 4.157 -0.145 0.166
M062X
vac ACN ∆ν vac-ACN HEP ∆ν vac-HEP ∆ν ACN-HEP
ES 4.452 4.615 0.164 4.490 0.038 0.125
DR 4.452 4.311 -0.141 4.273 -0.179 0.038
ES+DR 4.452 4.473 0.022 4.311 -0.141 0.162
CAM-B3LYP
vac ACN ∆ν vac-ACN HEP ∆ν vac-HEP ∆ν ACN-HEP
ES 4.587 4.762 0.175 4.629 0.042 0.133
DR 4.587 4.454 -0.133 4.418 -0.169 0.036
ES+DR 4.587 4.626 0.039 4.459 -0.128 0.167
CIS
vac ACN ∆ν vac-ACN HEP ∆ν vac-HEP ∆ν ACN-HEP
ES 5.910 6.110 0.120 5.956 0.046 0.153
DR 5.910 5.804 -0.106 5.773 -0.137 0.030
ES+DR 5.910 6.001 0.091 5.819 -0.091 0.182
Sperimentale
4.320 4.246 0.073
Tabella A.4. Energie di eccitazione (in eV) per la transizione n→ pi∗ della pirimidina e
shift solvatocromici tra fase gas, acetonitrile e eptano
70 Tesi di laurea Magistrale 9 settembre 2013
B3LYP
vac ACN ∆ν vac-ACN HEP ∆ν vac-HEP ∆ν ACN-HEP
ES 3.560 3.843 0.283 3.631 0.071 0.212
DR 3.560 3.403 -0.157 3.361 -0.199 0.042
ES+DR 3.560 3.685 0.125 3.432 -0.128 0.253
M062X
vac ACN ∆ν vac-ACN HEP ∆ν vac-HEP ∆ν ACN-HEP
ES 3.655 3.914 0.260 3.721 0.066 0.194
DR 3.655 3.501 -0.154 3.459 -0.196 0.042
ES+DR 3.655 3.761 0.106 3.525 -0.130 0.236
CAM-B3LYP
vac ACN ∆ν vac-ACN HEP ∆ν vac-HEP ∆ν ACN-HEP
ES 3.815 4.096 0.281 3.887 0.072 0.209
DR 3.815 3.672 -0.143 3.633 -0.182 0.039
ES+DR 3.815 3.952 0.137 3.705 -0.110 0.247
CIS
vac ACN ∆ν vac-ACN HEP ∆ν vac-HEP ∆ν ACN-HEP
ES 4.919 5.174 0.255 4.986 0.067 0.188
DR 4.919 4.811 -0.108 4.781 -0.139 0.031
ES+DR 4.919 5.064 0.146 4.847 -0.072 0.217
Sperimentale
3.853 3.687 0.166
Tabella A.5. Energie di eccitazione (in eV) per la transizione n→ pi∗ della piridazina e
shift solvatocromici tra fase gas, acetonitrile e eptano
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B3LYP
vac ACN ∆ν vac-ACN CHX ∆ν vac-CHX ∆ν ACN-CHX
ES 3.277 3.120 -0.157 3.199 -0.078 -0.078
DR 3.277 3.168 -0.109 3.165 -0.112 0.003
ES+DR 3.277 3.011 -0.266 3.087 -0.190 -0.076
M062X
vac ACN ∆ν vac-ACN CHX ∆ν vac-CHX ∆ν ACN-CHX
ES 3.484 3.284 -0.120 3.381 -0.103 -0.097
DR 3.484 3.389 -0.095 3.388 -0.096 0.001
ES+DR 3.484 3.192 -0.292 3.287 -0.197 -0.095
CAM-B3LYP
vac ACN ∆ν vac-ACN CHX ∆ν vac-CHX ∆ν ACN-CHX
ES 3.495 3.307 -0.187 3.399 -0.096 -0.091
DR 3.495 3.403 -0.0920 3.402 -0.093 0.001
ES+DR 3.495 3.218 -0.277 3.307 -0.188 -0.090
CIS
vac ACN ∆ν vac-ACN CHX ∆ν vac-CHX ∆ν ACN-CHX
ES 4.196 4.073 -0.124 4.128 -0.069 -0.055
DR 4.196 4.129 -0.067 4.130 -0.067 -0.000
ES+DR 4.196 4.006 -0.190 4.061 -0.135 -0.055
Sperimentale
2.719 2.844 -0.125
Tabella A.6. Energie di eccitazione (in eV) per la transizione pi → pi∗ della JM e shift
solvatocromici tra fase gas, acetonitrile e cicloesano
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Appendice B
Implementazione
In questa appendice e` brevemente illustrata l’implementazione del calcolo delle quantita`
relative alla dispersione all’interno del programma Gaussian DV [85]. Il contributo della
dispersione entra nell’operatore di Fock efficace (vedi sezione 3.3), e quindi viene calcolato
ad ogni ciclo SCF; bisogna calcolare il contributo della dispersione anche nel calcolo delle
proprieta` molecolari (vedi sezioni 3.4.2 e 3.4.1).
SCF. Il calcolo del contributo dispersivo all’operatore di Fock, con il procedimento
descritto a p. 34, e` fatto da tre subroutine:
• La subroutine enedis calcola l’energia di dispersione con l’equazione (3.58), e salva
in memoria anche i valori di Via·Eia che servono successivamente.
• La subroutine calcwa calcola ωwa tramite l’inverso dell’equazione (3.59), con i valori
di Via·Eia gia` in memoria. Questa subroutine ha quindi un costo computazionale
trascurabile.
• La subroutine QDis fast calcola gli elementi di matrice degli operatori hdis e Xdis
tramite l’equazione (3.63), e ricalcola l’energia di dispersione.
TD-SCF e CPHF. I contributi della dispersione alle proprieta` statiche e dinamiche,




E` stata valutata la performance delle subroutine enedis e QDis fast all’aumentare delle
dimensioni del sistema. Per fare questo, e` stata considerata la serie degli alcani lineari,
da 3 a 15 atomi di carbonio. Per ogni calcolo, e` stato misurato il tempo della prima
























Figura B.1. Time scaling
Il grafico in Figura B.1 mostra il tempo di calcolo per le due subroutine in funzione del
numero di elettroni, per calcoli fatti utilizzando la base aug-cc-pVDZ. Il tempo impiegato
dalla subroutine enedis scala approssimativamente con la terza potenza del numero di
elettroni, mentre per la subroutine QDis fast il tempo di calcolo e` proporzionale a N4.
La subroutine enedis deve eseguire una somma innestata su tre indici: le tessere della
cavita`, e due indici della base atomica, quindi il suo costo computazionale scala teorica-
mente con la terza potenza del numero di elettroni, assumendo che il numero di tessere
sia proporzionale al numero di elettroni. Invece, la subroutine QDis fast, eseguendo una
somma su quattro indici della base piu` le tessere, dovrebbe scalare con la quinta potenza
delle dimensioni; tuttavia, un’implementazione efficace permette di calcolare la matrice
F tramite delle operazioni tra matrici che permettono di velocizzare il calcolo.
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Time scaling B.1
Il costo computazionale diventa in questo modo proibitivo per sistemi di grandi dimen-
sioni, limitando, almeno per il momento, l’applicabilita` di questo metodo.
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