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Au cours de cette thèse, nous nous sommes intéressés à deux principales problématiques de 
la télédétection spatiale de milieux urbains qui sont : le "démélange spectral " et la "fusion". 
 Dans la première partie de la thèse, nous avons étudié le démélange spectral d'images 
hyperspectrales de scènes de milieux urbains. Les méthodes développées ont pour objectif 
d'extraire, d'une manière non-supervisée, les spectres des matériaux présents dans la scène 
imagée. Le plus souvent, les méthodes de démélange spectral (méthodes dites de séparation 
aveugle de sources) sont basées sur le modèle de mélange linéaire. Cependant, lorsque nous 
sommes en présence de paysage non-plat, comme c'est le cas en milieu urbain, le modèle de 
mélange linéaire n'est plus valide et doit être remplacé par un modèle de mélange non-
linéaire. Ce modèle non-linéaire peut être réduit à un modèle de mélange linéaire-
quadratique/bilinéaire. Les méthodes de démélange spectral proposées sont basées sur la 
factorisation matricielle avec contrainte de non-négativité, et elles sont conçues pour le cas 
particulier de scènes urbaines. Les méthodes proposées donnent généralement de meilleures 
performances que les méthodes testées de la littérature. 
 La seconde partie de cette thèse à été consacrée à la mise en place de méthodes qui 
permettent la fusion des images multispectrale et hyperspectrale, afin d'améliorer la résolution 
spatiale de l'image hyperspectrale. Cette fusion consiste à combiner la résolution spatiale 
élevée des images multispectrales et la haute résolution spectrale des images hyperspectrales. 
Les méthodes mises en place sont des méthodes conçues pour le cas particulier de fusion de 
données de télédétection de milieux urbains. Ces méthodes sont basées sur des techniques de 
démélange spectral linéaire-quadratique et utilisent la factorisation en matrices non-négatives. 
Les résultats obtenus montrent que les méthodes développées donnent globalement des 
performances satisfaisantes pour la fusion des données hyperspectrale et multispectrale. Ils 
prouvent également que ces méthodes surpassent significativement les approches testées de la 
littérature. 
Mots-clés: Imagerie hyper/multispectrale, amélioration de la résolution spatiale/spectrale, 
démélange spectral linéaire-quadratique/bilinéaire, factorisation en matrices non-négatives 




In this thesis, we focused on two main problems of the spatial remote sensing of urban 
environments which are: "spectral unmixing" and "fusion". 
In the first part of the thesis, we are interested in the spectral unmixing of hyperspectral 
images of urban scenes. The developed methods are designed to unsupervisely extract the 
spectra of materials contained in an imaged scene. Most often, spectral unmixing methods 
(methods known as blind source separation) are based on the linear mixing model. However, 
when facing non-flat landscape, as in the case of urban areas, the linear mixing model is not 
valid any more, and must be replaced by a nonlinear mixing model. This nonlinear model can 
be reduced to a linear-quadratic/bilinear mixing model. The proposed spectral unmixing 
methods are based on matrix factorization with non-negativity constraint, and are designed for 
urban scenes. The proposed methods generally give better performance than the tested 
literature methods. 
The second part of this thesis is devoted to the implementation of methods that allow the 
fusion of multispectral and hyperspectral images, in order to improve the spatial resolution of 
the hyperspectral image. This fusion consists in combining the high spatial resolution of 
multispectral images and high spectral resolution of hyperspectral images. The implemented 
methods are designed for urban remote sensing data. These methods are based on linear-
quadratic spectral unmixing techniques and use the non-negative matrix factorization. The 
obtained results show that the developed methods give good performance for hyperspectral 
and multispectral data fusion. They also show that these methods significantly outperform the 
tested literature approaches. 
Keywords: Hyper/multispectral imaging, spatial/spectral resolution enhancement, linear-
quadratic/bilinear spectral unmixing, linear-quadratic/bilinear nonnegative matrix 




ﻭ " ﻲﺍﻟﻄﻴﻔ ﺍﻟﻔﺼﻞ: " ﻋﻦ ﺑﻌﺪ ﻟﻠﺒﻴﺌﺎﺕ ﺍﻟﺤﻀﺮﻳﺔ ﻭﻫﻤﺎ ﺰﻧﺎ ﻋﻠﻰ ﻣﺸﻜﻠﺘﻴﻦ ﺭﺋﻴﺴﻴﺘﻴﻦ ﻟﻼﺳﺘﺸﻌﺎﺭﮜﺮﺳﺎﻟﺔ، ﺭﻓﻲ ﻫﺬﻩ ﺍﻟ
 ":ﺍﻟﺪﻣﺞ"
ﻟﻠﺒﻴﺌﺎﺕ  ﻣﺘﻌﺪﺩﺓ ﺍﻷﻁﻴﺎﻑ ﺟﺪ ﻋﻦ ﺑﻌﺪ ﺍﻻﺳﺘﺸﻌﺎﺭ ﻟﺼﻮﺭ ﻫﺘﻤﻨﺎ ﺑﺎﻟﻔﺼﻞ ﺍﻟﻄﻴﻔﻲﺇ ،ﺍﻷﻁﺮﻭﺣﺔﻓﻲ ﺍﻟﺠﺰء ﺍﻷﻭﻝ ﻣﻦ 
ﻲ ﻓ. ﺍﻟﻤﺼﻮﺭ ﻜﺎﻥﻓﻲ ﺍﻟﻤ ﺍﻟﻤﻮﺟﻮﺩﺓ ﺃﻁﻴﺎﻑ ﺍﻟﻤﻮﺍﺩ ﻻﺳﺘﺨﺮﺍﺝ، ﺑﻄﺮﻳﻘﺔ ﻏﻴﺮ ﺧﺎﺿﻌﺔ ﻟﻠﺮﻗﺎﺑﺔ، ﻁﺮﻕﺗﻢ ﺗﺼﻤﻴﻢ . ﺍﻟﺤﻀﺮﻳﺔ
 ﻟﻜﻦ. ﺇﻟﻰ ﻧﻤﻮﺫﺝ ﺍﻟﺨﻠﻂ ﺍﻟﺨﻄﻲ( ﻟﻠﻤﺼﺎﺩﺭ ﻜﻔﻮﻑﻤﻔﺼﻞ ﺍﻟﺍﻟﺍﻟﻄﺮﻕ ﺍﻟﻤﻌﺮﻭﻓﺔ ﺑﺎﺳﻢ )ﺍﻟﻄﻴﻔﻲ ﻔﻚ ﺍﻟﻣﻌﻈﻢ ﺍﻷﺣﻴﺎﻥ، ﺗﺴﺘﻨﺪ ﻁﺮﻕ 
 ،ﺎﺻﺎﻟﺤﻻ ﻳﺼﺒﺢ ﺨﻠﻂ ﺍﻟﺨﻄﻲ ﺍﻟﻁﺒﻴﻌﻴﺔ ﻏﻴﺮ ﻣﺴﻄﺤﺔ، ﻛﻤﺎ ﻫﻮ ﺍﻟﺤﺎﻝ ﻓﻲ ﺍﻟﻤﻨﺎﻁﻖ ﺍﻟﺤﻀﺮﻳﺔ، ﻧﻤﻮﺫﺝ  ﻣﻨﺎﻅﺮﺩﺭﺍﺳﺔ  ﻋﻨﺪ
ﺛﻨﺎﺋﻲ /ﻐﻴﺮ ﺍﻟﺨﻄﻲ ﺇﻟﻰ ﻧﻤﻮﺫﺝ ﺧﻠﻂ ﺧﻄﻲ ﺗﺮﺑﻴﻌﻲﺍﻟﻳﻤﻜﻦ ﺗﺨﻔﻴﺾ ﻫﺬﺍ ﺍﻟﻨﻤﻮﺫﺝ . ﺤﻞ ﻣﺤﻠﻪ ﻧﻤﻮﺫﺝ ﺧﻠﻂ ﻏﻴﺮ ﺧﻄﻲﻳﻭﻳﺠﺐ ﺃﻥ 
ﺍﻟﻄﺮﻕ ﺍﻟﻤﻘﺘﺮﺣﺔ . ﻟﻤﺸﺎﻫﺪ ﺣﻀﺮﻳﺔ، ﻣﺼﻤﻤﺔ ﻏﻴﺮ ﺳﻠﺒﻴﺔ ﺗﺤﻠﻴﻞ ﺇﻟﻰ ﻣﺼﻔﻮﻓﺎﺕ ﻋﻠﻰ ﺍﻟﻤﻘﺘﺮﺣﺔ ﻕ ﻓﻚ ﺍﻟﻄﻴﻔﻲﺗﺴﺘﻨﺪ ﻁﺮ. ﺧﻄﻲ
 .ﺘﻘﻠﻴﺪﻳﺔﺍﻟ ﺍﻟﻄﺮﻕ ﻣﻊ ﻣﻘﺎﺭﻧﺔ ﻋﻤﻮﻣﺎ ﺗﻌﻄﻲ ﺃﺩﺍء ﺃﻓﻀﻞ 
ﺟﺪ ﻣﺘﻌﺪﺩﺓ  ﺪﻣﺞ ﺻﻮﺭ ﻣﺘﻌﺪﺩﺓ ﺍﻷﻁﻴﺎﻑ ﻭﺑ ﺧﺼﺺ ﻟﺘﻨﻔﻴﺬ ﺍﻷﺳﺎﻟﻴﺐ ﺍﻟﺘﻲ ﺗﺴﻤﺢ ﻓﻘﺪ ،ﺃﻣﺎ ﺍﻟﺠﺰء ﺍﻟﺜﺎﻧﻲ ﻣﻦ ﻫﺬﻩ ﺍﻷﻁﺮﻭﺣﺔ
ﺪﻣﺞ ﺍﻟﺪﻗﺔ ﺍﻟﻤﻜﺎﻧﻴﺔ ﺍﻟﻌﺎﻟﻴﺔ ﻟﻠﺼﻮﺭ ﻣﺘﻌﺪﺩﺓ ﺑ ﻟﻚﺫﻭ  ،ﺟﺪ ﻣﺘﻌﺪﺩﺓ ﺍﻷﻁﻴﺎﻑﻣﻦ ﺃﺟﻞ ﺗﺤﺴﻴﻦ ﺍﻟﺪﻗﺔ ﺍﻟﻤﻜﺎﻧﻴﺔ ﻟﻠﺼﻮﺭﺓ ﺍﻷﻁﻴﺎﻑ 
ﻴﺎﻧﺎﺕ ﺍﻻﺳﺘﺸﻌﺎﺭ ﻋﻦ ﺑﻌﺪ ﺍﻟﻄﺮﻕ ﺍﻟﻤﻨﻔﺬﺓ ﻫﻲ ﻁﺮﻕ ﻣﺼﻤﻤﺔ ﻟﺒ. ﻣﺘﻌﺪﺩﺓ ﺍﻷﻁﻴﺎﻑﺟﺪ ﻟﻠﺼﻮﺭ  ﺔ ﺍﻟﻌﺎﻟﻴﺔﺍﻟﻄﻴﻔﻴ ﻭ ﺍﻟﺪﻗﺔﺍﻷﻁﻴﺎﻑ 
ﺍﻟﺼﻮﺭ ﻣﺘﻌﺪﺩﺓ ﺍﻷﻁﻴﺎﻑ ﻭ  ﻟﺪﻣﺞ ﻴﺪﺎ ﺃﻥ ﺍﻷﺳﺎﻟﻴﺐ ﺍﻟﻤﻘﺪﻣﺔ ﺗﻌﻄﻲ ﺃﺩﺍء ﺟﺗﻈﻬﺮ ﺍﻟﻨﺘﺎﺋﺞ ﺍﻟﺘﻲ ﺗﻢ ﺍﻟﺤﺼﻮﻝ ﻋﻠﻴﻬ. ﺍﻟﺤﻀﺮﻳﺔ
  .ﻠﻴﺪﻳﺔﺍﻟﻄﺮﻕ ﺍﻟﺘﻘﻭﺗﻈﻬﺮ ﺃﻳﻀﺎ ﺃﻥ ﻫﺬﻩ ﺍﻷﺳﺎﻟﻴﺐ ﺗﺘﻔﻮﻕ ﺑﺸﻜﻞ ﻣﻠﺤﻮﻅ ﻋﻠﻰ . ﺍﻟﺼﻮﺭ ﺟﺪ ﻣﺘﻌﺪﺩﺓ ﺍﻷﻁﻴﺎﻑ
  
ﺍﻟﻄﻴﻔﻲ، ﺍﻟﻔﺼﻞ ﺍﻟﻄﻴﻔﻲ ﺍﻟﻐﻴﺮ /ﺻﻮﺭ ﻣﺘﻌﺪﺩﺓ ﺍﻷﻁﻴﺎﻑ ﻭ ﺟﺪ ﻣﺘﻌﺪﺩﺓ ﺍﻷﻁﻴﺎﻑ، ﺗﻌﺰﻳﺰ ﺍﻟﻘﺮﺍﺭ ﺍﻟﻤﻜﺎﻧﻲ :ﻛﻠﻤﺎﺕ ﺍﻟﻤﻔﺘﺎﺡ 
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Dans cette introduction, des généralités sur les principes de base de l’imagerie de 
télédétection spatiale pour des applications d’observation de la Terre sont données. Nous 
commençons par présenter les principales caractéristiques à prendre en compte lors du choix 
des images de télédétection. Nous abordons aussi les différentes étapes du processus d'analyse 
de l'imagerie de télédétection et d’extraction d’informations. Par la suite, nous détaillons les 
problématiques abordées ainsi que les objectifs de cette thèse. 
1. L'imagerie de télédétection en observation de la Terre 
La télédétection (Remote Sensing) est la technique qui, par l'acquisition, permet d'obtenir 
de l'information sur la surface de la Terre par des mesures effectuées à distance et collectées 
par des dispositifs (avion, satellite…etc.) qui ne sont pas en contact direct avec celle-ci [1].  
Le développement des techniques de la télédétection résulte, d’une part de l'invention des 
ballons, plates-formes satellitaires et aéroportées qui permettent de mesurer un signal en 
provenance des surfaces observées, et d’autre part de la constante évolution des capteurs 
permettant d'enregistrer ce signal, pour le suivi de multiples phénomènes qui affectent la 
surface de la Terre ou de l'atmosphère. 
Cette évolution a permis d’élargir les champs d’application de la télédétection spatiale. En 
effet, ces possibilités d’application se sont multipliées dans de nombreux domaines : la 
météorologie, la climatologie, la cartographie ou la géographie, la géologie, la prospection 
minière, l’agriculture, l’aménagement des territoires, l’urbanisme, la surveillance des 
catastrophes naturelles, l'océanographie et bien d'autres applications. 
Il existe deux types de capteurs en télédétection : les capteurs passifs, qui dépendent d'une 
source d'énergie externe, généralement le soleil. Ils captent, d'une manière générale, l'énergie 
réfléchie par l'objet ou la zone observés. D'autre part, les capteurs actifs, ont leur propre 
source d'énergie. Ils émettent de l'énergie qui est rétrodiffusée par la zone observée et détectée 
par le même capteur. Dans ce manuscrit, nous nous intéresserons exclusivement aux capteurs 
passifs. 
L’acquisition d’informations à distance se fait sous forme d’images à l’aide d’un capteur. 
Le porteur de ce flux d’informations entre l’objet et le capteur, est un rayonnement 
électromagnétique. Ce dernier est une onde électromagnétique qui est, d'une manière 
générale, réfléchie par le corps observé. La télédétection utilise les propriétés du rayonnement 




électromagnétique pour l’analyse des caractéristiques physiques et biologiques de la surface 
observée. En effet, chaque objet réagit différemment au rayonnement électromagnétique, et 
l'énergie réfléchie est mesurée par le capteur. La variation de la réflectance (rapport entre 
l'énergie réfléchie et celle reçue) en fonction de la longueur d’onde, elle constitue la 
"signature spectrale" de l’objet. 
Les images de télédétection spatiale sont des données agencées en cubes avec deux 
dimensions spatiales et une dimension spectrale (dans le cas d'une image hyperspectrale, il est 
appelé "hypercube" (Figure 1)), où un spectre est associé à chaque pixel. Chaque cube est 
représenté comme une superposition d'images spectrales correspondant chacune à une des 
bandes spectrales utilisées. Ces images sont issues de capteurs embarqués à bord de systèmes 
d’observation. Ces capteurs sont caractérisés par trois types principaux de résolution : la 
résolution spatiale, la résolution spectrale, et la résolution radiométrique [1]. 
 
 
Figure 1 : Représentation d’une image hyperspectrale sous forme d’hypercube. 
 
- La résolution spatiale d'un capteur désigne l'aptitude de ce dernier à distinguer deux 
objets spatialement adjacents, et elle dépend principalement de son "champ de vision 
instantanée" (en anglais, Instantaneous Field Of View (IFOV)).  






Figure 2 : Images de télédétection spatiale optique avec différentes résolutions spatiales. 
(a) Image de basse résolution spatiale. (b) Image de haute résolution spatiale. 
Ainsi les images sur lesquelles nous ne pouvons distinguer que de grands éléments sont de 
faible résolution spatiale, tandis que les images sur lesquelles nous pouvons discerner de 
petits objets sont de haute résolution spatiale (Figure 2).                   
- La résolution spectrale désigne l’aptitude d’un capteur à discerner les différentes 
longueurs d’onde. Nous parlons de capteurs multispectraux lorsque ces derniers utilisent une 
dizaine de bandes spectrales larges et le plus souvent non contiguës pour amasser les données. 
Lorsque ces capteurs produisent des centaines de bandes spectrales étroites et contiguës, nous 
parlons de capteurs hyperspectraux (Figure 3).  
 
Figure 3 : (a) Spectre multispectral (vu par le capteur multispectral Landsat Thematic 
Mapper). (b) Spectre hyperspectral (vu par le capteur AVIRIS). 




- La résolution radiométrique d’un capteur est définie comme la capacité à 
reconnaître, dans une bande spectrale définie, de petites différences dans l'énergie réfléchie et 
codée. Plus la résolution radiométrique est fine, plus le capteur est sensible à de petites 
différences dans l'intensité de l'énergie reçue.  
La conception d’un capteur satellitaire passe inévitablement par un compromis entre ces 
différentes résolutions. Plus la résolution spatiale est fine, plus la quantité d'énergie reçue 
diminue et donc plus la résolution radiométrique est faible. Si nous voulons augmenter la 
résolution radiométrique sans réduire la résolution spatiale, cela nécessite d’élargir les 
intervalles spectraux du capteur, ce qui revient à diminuer la résolution spectrale. 
Inversement, une basse résolution spatiale permet une résolution radiométrique plus grande et 
une résolution spectrale plus fine. 
2. Analyse d'images de télédétection et extraction d’informations 
Le processus d’analyse d’images de télédétection passe par plusieurs étapes, depuis la 
réception des données brutes fournies par le capteur jusqu'à l’extraction d’informations pour 
les utilisateurs de la scène observée dans différentes applications. Ces différentes étapes du 
processus d’analyse et d’extraction d’informations utilisant des images de télédétection 
spatiale sont représentées sur la figure suivante : 
 
Figure 4 : Schéma de base des différentes étapes du processus d’analyse d'images et 
extraction d’informations en télédétection spatiale. 
- L’étape d’acquisition est réalisée par un capteur embarqué sur une plate-forme 
(exemple : satellite d’observation de la Terre). Ce capteur a pour objectif d’enregistrer le 
rayonnement réfléchi qui lui parvient, et de le traduire en une image numérique. 
 
- L’étape de pré-traitement vise à améliorer les images acquises et réduire les erreurs 
induites par le bruit lié aux capteurs ou bien les erreurs dues aux conditions atmosphériques 














- L’étape de traitement et d’analyse des données a pour objectif d’extraire les 
informations recherchées à partir des images prétraitées. Cette dernière étape a par exemple 
pour rôle la réalisation de cartes d’occupation des sols à l’aide du processus dit de 
classification.  
3. Problématiques de la thèse 
Comme expliqué ci-dessus, la télédétection a pour objectif l’analyse et l’interprétation des 
images acquises pour en extraire des informations utiles. En effet l’information extraite 
(spatiale ou spectrale) permet l’identification et la classification des différents matériaux 
présents dans une scène imagée.  
L'imagerie multispectrale est actuellement connue pour avoir une meilleure résolution 
spatiale que les images hyperspectrales. Cependant, le nombre de bandes spectrales utilisées 
est généralement inférieur à dix. Par contre, dans l’imagerie hyperspectrale le nombre de 
bandes spectrales utilisées est généralement supérieur à cent.   
Lorsque la résolution spatiale des capteurs utilisés n'est pas assez fine, ces derniers 
fournissent des pixels plus hétérogènes, appelés également "mixels", dans lesquels plusieurs 
"matériaux purs" sont présents comme illustré dans la Figure 5. Par conséquent, le spectre de 
réflectance observé au niveau de ce pixel est un mélange des spectres de réflectance des 
matériaux purs présents dans ce même pixel. Dans ce cas, nous parlons de "mélange spectral" 
(spectral mixing). 
 
Figure 5 : Illustration d’un mixel (pixel mélangé) contenant plusieurs matériaux purs. 




La présence de mixels dans une image de télédétection peut générer des erreurs dans le 
processus classificatoire en cartographie, en particulier dans le cas où nous voulons mesurer la 
superficie de la région associée à une classe particulière. 
Dans cette thèse, nous nous intéressons à deux principales problématiques de la 
télédétection spatiale qui sont : le "Démélange Spectral (Spectral Umixing (SU))" et la 
"Fusion". Ces deux problématiques sont présentées dans deux parties différentes. 
Il est à noter que la fusion ici est celle relative à l’amélioration de la résolution 
spatiale/spectrale des capteurs. Aussi, les méthodes développées sont issues du domaine du 
démélange spectral. 
Dans la première partie de ce manuscrit (Démélange Spectral), nous proposons de mettre 
en place des méthodes non-supervisées, permettant à partir de signaux observés (spectres), qui 
sont des mélanges, d’estimer les signaux sources (spectres) qui sont à l’origine de ces 
mélanges. Généralement, cette estimation se fait sans beaucoup d’informations a priori sur ces 
sources et sur les paramètres de mélange. De ce fait, notre problème de démélange peut être 
considéré comme un problème de Séparation Aveugle de Sources (SAS) [4-6].     
 Le but de cette première partie est de développer des méthodes de démélange spectral qui 
consistent à extraire de nos données (ici des images hyperspectrales), les composantes 
spectrales pures contenues dans une image, qui sont appelées "endmembers", et à déterminer 
leurs proportions dans chaque pixel de l’image considérée.  
Le modèle le plus couramment utilisé pour modéliser le mélange est le modèle linéaire. 
Dans ce type de modèle, le spectre du pixel est considéré comme une combinaison linéaire 
des spectres de réflectance des matériaux purs présents dans ce dernier [7, 8]. Un tel modèle 
de mélange est valide lorsque nous nous intéressons à une scène avec des reliefs relativement 
plats. Cependant, lorsque nous sommes en présence de paysage non-plat dans la scène 
observée (comme en milieu urbain), le modèle le plus adéquat pour représenter le mélange 
présent dans le pixel est le modèle non-linéaire, qui peut être réduit à un modèle de mélange 
linéaire-quadratique [7, 9-11]. Dans cette partie de notre manuscrit, nous présentons nos 
approches proposées pour déterminer la composition de nos images hyperspectrales en 
matériaux purs. Nous nous intéressons plus particulièrement à des images de milieux urbains. 




Dans la seconde partie, nous abordons la deuxième problématique qui est la fusion 
d’images de télédétection spatiale. En effet, en imagerie de télédétection spatiale, les capteurs 
hyperspectraux ont une résolution spectrale élevée, mais leur résolution spatiale est souvent 
inférieure à celle des capteurs multispectraux à faible résolution spectrale. Une façon 
d'améliorer la résolution spatiale des données hyperspectrales est de fusionner l’information 
spectrale de ces dernières avec l’information spatiale obtenue pour la même scène à partir de 
données multispectrales à haute résolution spatiale. Ce processus est appelé multisharpening 
ou bien hypersharpening [12, 13]. 
Dans cette deuxième partie, nous proposons de nouvelles méthodes de multisharpening 
pour améliorer la résolution spatiale des données hyperspectrales correspondant au modèle de 
mélange non-linéaire, plus particulièrement au modèle linéaire-quadratique. Cette approche 
originale, basée sur le concept de démélange spectral linéaire-quadratique (en anglais Linear-
Quadratic Spectral Unmixing (LQSU)), utilise l'algorithme multiplicatif LQNMF (Linear-
Quadratic Nonnegative Matrix Factorization) [10]. Les méthodes développées consistent 
d'abord à démélanger les données hyperspectrales de faible résolution spatiale et les données 
multispectrales de haute résolution spatiale. Les informations spectrales et spatiales de haute 
résolution obtenues sont ensuite recombinées, selon le modèle de mélange considéré, afin 
d'obtenir des données hyperspectrales à haute résolution spatiale non observables. 
4. Plan du manuscrit 
Notre manuscrit est constitué de deux parties : 
La première partie "Démélange Spectral" est organisée comme suit : dans le premier 
chapitre, nous commençons par présenter ce qu'est la Séparation Aveugle de Sources (SAS), 
où un état de l’art des méthodes les plus répandues est donné. Par la suite, nous nous 
intéressons aux méthodes de démélange spectral. Nous présentons ainsi les principales 
méthodes conçues pour le modèle de mélange linéaire, puis les méthodes dédiées au modèle 
de mélange non-linéaire. Dans le deuxième chapitre, nous présentons le modèle de mélange 
considéré ainsi que ses contraintes, et nous décrivons nos méthodes de démélange spectral 
proposées et testées pour le cas d’images hyperspectrales d’environnements urbains. Enfin, 
nous détaillons dans le dernier chapitre les résultats des tests réalisés sur des données 
synthétiques, où les performances des méthodes proposées sont comparées avec celles des 
méthodes de la littérature. 




Dans la seconde partie de notre manuscrit, nous commençons dans le premier chapitre par 
présenter un état de l’art des méthodes les plus populaires pour la fusion d'images de 
télédétection spatiale. Dans le deuxième chapitre, nous présentons nos méthodes pour la 
fusion de données hyperspectrales et multispectrales de télédétection. Ces méthodes sont 
conçues pour le cas particulier de données de milieux urbains. Par la suite, les performances 
des méthodes proposées obtenues avec des données synthétiques et réelles sont données dans 
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La Séparation Aveugle de Sources (SAS) (Blind Source Separation (BSS)) est devenue 
depuis ces dernières décennies un des problèmes importants en traitement du signal et 
d’images. Le problème de la séparation de sources a tout d’abord été développé par Hérault, 
Jutten et Ans au début des années 1980, époque à laquelle ils ont décrit le problème 
biologique qui a initié les travaux sur cette discipline. Leur travaux consistaient à modéliser 
les messages véhiculés par le système nerveux [14].  
Depuis les années 90, la séparation aveugle de sources a connu une constante évolution et 
diverses techniques ont été développées pour résoudre ce problème, dans divers champs 
d’application : l’audio, l’acoustique, le domaine biomédical, les télécommunications, 
l’astrophysique, la télédétection spatiale, la détection et la localisation radar et bien d'autres 
applications [5, 15-20]. 
La SAS consiste à estimer, avec très peu d'informations a priori, un ensemble de signaux 
sources inconnus à partir d'un ensemble d'observations qui sont des mélanges des ces signaux 
sources. Plusieurs classes de méthodes ont été proposées dans la littérature pour résoudre le 
problème de la SAS, dans le cadre de mélanges linéaires. Parmi ces méthodes : l'Analyse en 
Composantes Indépendantes, l'Analyse en Composantes Parcimonieuses et la Factorisation en 
Matrices Non-négatives. Cependant le modèle de mélange linéaire considéré dans ces 
méthodes peut s'avérer insuffisant pour décrire certains phénomènes réels. 
Le but de notre travail de thèse, dans cette première partie, est de développer des méthodes 
de séparation de sources pour des applications en imagerie de télédétection spatiale, dans 
lesquelles l'image considérée représente l'observation, les spectres de matériaux présents dans 
l'image sont les signaux sources et les coefficients d'abondances représentent le mélange 
considéré.  
Les méthodes proposées sont basées sur le concept de démélange spectral pour le cas 
particulier d'images hyperspectrales de milieux urbains, où le modèle de mélange considéré 
est le mélange linéaire-quadratique/bilinéaire [11], qui prend en compte les réflexions 
doubles, entre différents matériaux, observées dans ce type de données considéré. Ces 
méthodes utilisent le concept de la factorisation matricielle proposé dans [21]. 




Dans cette première partie, nous commençons dans le premier chapitre par présenter des 
généralités sur la séparation aveugle de sources ainsi que les modèles de mélange usuels. Par 
la suite, un état de l’art des méthodes de séparation de sources les plus répandues est donné. 
Nous présentons, dans la section suivante, quelques méthodes de séparation de sources 
développées dans le cadre du démélange spectral. Dans cette section, nous commençons par 
détailler les principales méthodes de démélange spectral pour le cas du mélange linéaire, puis 
nous présentons quelques méthodes conçues pour des mélanges non-linéaires. Dans le 
deuxième chapitre, nous présentons le modèle mathématique du mélange considéré pour le 
cas particulier de données de télédétection en milieux urbains. Nous présentons par la suite les 
méthodes développées pour résoudre notre problématique. Ces méthodes sont basées sur la 
factorisation en matrices avec contraintes de non-négativité. Les tests et performances de nos 
méthodes sont présentés dans le dernier chapitre. 
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Ce premier chapitre est dédié en partie à un état de l’art sur la discipline de séparation 
aveugle de sources (SAS), dans lequel nous présentons d’une manière générale cette 
problématique, ainsi que les différents modèles de mélange usuels. Nous présentons dans la 
section consacrée aux méthodes de séparation de sources, les différentes catégories de 
méthodes et critères utilisés en SAS, où un panorama des principaux travaux effectués dans 
chaque catégorie est aussi donné.  
Par la suite, nous nous proposons de détailler quelques méthodes de séparation de sources 
développées pour le démélange spectral, nous nous intéressons particulièrement aux méthodes 
de démélange spectral pour l’imagerie de télédétection spatiale qui est le domaine 
d'application sur lequel sont basés nos travaux. Nous commençons d’abord par décrire les 
méthodes de démélange spectral pour le modèle linéaire, puis nous nous intéressons plus 
particulièrement au cas non-linéaire. Nous donnons aussi une description des principales 
méthodes existantes basées sur la SAS. 
1.2. Présentation de la Séparation Aveugle de Sources (SAS) 
La SAS consiste à extraire ܯ signaux sources ݏ௝	inconnus à partir de ܰ signaux observés 
ݔ௜	 qui correspondent à des mélanges de ces sources sans ou avec très peu d’informations a 
priori sur ces dernières, d’où le terme "aveugle". Ces observations sont des mélanges des 
signaux sources reçus sur plusieurs capteurs, tels que des antennes, des microphones, des 
capteurs CCD…  
L’objectif des méthodes de séparation est de déterminer à partir des observations, la 
fonction de démélange qui permet d'estimer les signaux qui correspondent aux sources réelles. 
En général, le problème de la séparation de sources peut être divisé en deux parties (Figure 
1.1) : 
 





Figure 1.1 : Structure générale du problème de séparation de sources. 
– Modélisation du problème : estimation du modèle de mélange qui lie les observations et 
les sources réelles, appelé problème d’Identification Aveugle de Mélanges (IAM) (Blind 
Mixture Identification (BMI)) [22]. 
– Traitement du problème : estimation des sources à partir des observations afin de 
résoudre le problème [6]. 
1.3. Les modèles de mélange usuels 
Nous pouvons classer les problèmes de séparation aveugle de sources en fonction de la 
nature de la fonction de mélange. 
1.3.1. Mélanges linéaires 
Nous retrouvons dans la littérature plusieurs types de mélanges. Les plus étudiés sont les 
mélanges linéaires. Dans ces modèles, les observations sont des mélanges linéaires des 
signaux sources. Cette catégorie est découpée en trois sous-catégories : 
- Mélange linéaire instantané  
C’est le mélange le plus simple et le plus répandu dans la littérature, l’observation s’écrit 
comme une combinaison linéaire des sources  
ݔ௜ሺݐሻ ൌ ∑ ܽ௜௝ ݏ௝ሺݐሻெ௃ୀଵ , (1.1)
avec ݔ௜ la ݅-ème observation, les ܽ௜௝ sont les coefficients de mélange et ݏ௝ la ݆-ième source à 
estimer.  
Nous parlons ici de mélange "instantané" car à un instant donné ݐ, l’observation ݔ௜ dépend 
uniquement des valeurs des sources ݏ௝ à ce même instant ݐ. Dans le cas par exemple où les 




signaux observés sont des images multispectrales ou hyperspectrales (voir Figure 1- Figure 3 
de l'introduction générale), ce modèle de mélange peut également être réécrit de la manière 
suivante :  
ݔ௜ ൌ ∑ ܽ௜௝ݏ௝ெ௝ୀଵ . (1.2) 
ici ݔ௜ ∈ 	ܴା௅ൈଵ correspond au signal observé pour un pixel de l'image, composé de ܮ 
échantillons spectraux. Les ݏ௝ ∈ 	ܴା௅ൈଵ correspondent aux signaux sources et les ܽ௜௝ aux 
coefficients de mélange.  
À partir de cette dernière équation (1.2), nous pouvons exprimer ce mélange sous la forme 
matricielle suivante (toujours pour l'exemple de signaux images) : 
ܺ ൌ ܣܵ, (1.3) 
où la matrice ܺ ൌ 	 ሾݔଵ, … , ݔ௉ሿ் ∈ 	ܴା௉ൈ௅ est la matrice des observations (signaux réels 
positifs), la matrice ܵ ൌ 	 ሾݏଵ, … , ݏெሿ் ∈ ܴାெൈ௅  est la matrice des sources et ܣ ൌ 	 ൣܽ௜,௝൧ ଵஸ௜ஸ௉
ଵஸ௝ஸெ
∈
ܴା௉ൈெ  est la matrice de mélange, avec ܲ le nombre d’observations (ou mélanges) 
correspondant à l'indice ݅ de l'équation (1.2), ܮ le nombre d’échantillons par signal source et 
ܯ correspondant au nombre de sources. ሾ. ሿ୘ représente la transposition d'un vecteur.  
- Mélange linéaire à atténuations et retards 
Dans ce type de mélange, le temps de propagation est pris en considération. 
ݔ௜ሺݐሻ ൌ ∑ ܽ௜௝ݏ௝ሺݐ െ ݐ௜௝ሻெ௃ୀଵ , (1.4) 
où ݐ௜௝, correspond au retard de la source ݏ௝ sur le capteur ݅. 
- Mélange linéaire convolutif 
Dans ce type de mélange, une observation s’écrit comme une somme des sources 
convoluées chacune par un filtre qui lui est propre [23, 24]. 
ݔ௜ሺݐሻ ൌ ∑ ܽ௜௝ ∗ ݏ௝ሺݐሻெ௃ୀଵ , (1.5) 




où * désigne l'opérateur de convolution et ܽ௜௝  la réponse impulsionnelle du filtre propre à 
l’observation ݅ et à la source ݆. 
1.3.2. Mélanges non-linéaires 
La seconde catégorie concerne les mélanges non-linéaires. Ces modèles ont été proposés 
dans les cas où le modèle linéaire est insuffisant pour décrire les données dans certaines 
applications réelles. Parmi les configurations les plus connues de cette dernière catégorie de 
mélanges, le mélange post-non-linéaire [5, 9, 25] et le mélange linéaire-quadratique/bilinéaire 
[9, 11, 26]. 
- Mélange post-non-linéaire 
Dans ce type de mélanges, chaque observation est considérée comme une fonction non-
linéaire instantanée des sorties d’un premier étage du mélange instantané, ou parfois 
convolutif [27]. 
- Mélange linéaire-quadratique/bilinéaire 
Le mélange linéaire-quadratique/bilinéaire a suscité un intérêt croissant au cours de ces 
dernières années pour sa capacité à modéliser les effets de diffusions doubles. C’est d’ailleurs 
le modèle de mélange qui sera utilisé dans nos applications de télédétection en milieu urbain. 
Le modèle linéaire-quadratique s'écrit comme suit [11, 28] : 
ݔ௜ ൌ ∑ ܽ௜௝ݏ௝ ൅ ∑ ∑ ܽ௜ሺ௝,௟ሻݏ௝ ⊙ ݏ௟ெ௟ୀ௝ெ௝ୀଵெ௝ୀଵ . (1.6) 
Comme pour le cas linéaire, ݔ௜ ∈ 	ܴା௅ൈଵ correspond ici à un signal observé composé de ܮ 
échantillons. Les ݏ௝ ∈ ܴା௅ൈଵ correspondent aux signaux sources et les ܽ௜௝ aux coefficients 
linéaires du mélange. En plus de ces termes viennent s'ajouter les termes quadratiques 
suivants : les ݏ௝ ⊙ ݏ௟ correspondent aux produits terme à terme des signaux sources et les 
ܽ௜ሺ௝,௟ሻ correspondent, quant à eux, aux coefficients quadratiques du mélange.  
Un cas particulier du mélange linéaire-quadratique est le mélange bilinéaire. Dans ce 
modèle, les doubles réflexions possibles impliquant une même source ne sont pas prises en 
compte [26, 29] : 




ݔ௜ ൌ ∑ ܽ௜௝ݏ௝ ൅ ∑ ∑ ܽ௜ሺ௝,௟ሻݏ௝ ⊙ ݏ௟ெ௟ୀ௝ାଵெିଵ௝ୀଵெ௝ୀଵ . (1.7) 
Le problème de séparation aveugle de sources peut aussi être classé suivant le nombre ܲ 
d'observations considérées et le nombre ܯ de sources : nous parlons de mélange sous-
déterminé lorsque le nombre de sources est supérieur au nombre d'observations, de mélange 
sur-déterminé lorsque le nombre d'observations est supérieur au nombre de sources, et de 
mélange déterminé lorsque les nombres de sources et d'observations sont égaux. 
Comme les sources et le mélange sont inconnus, leurs estimations ne peuvent pas être 
uniques [5, 6]. Très souvent, les sources sont estimées avec les indéterminations suivantes : 
 Indétermination d’échelle : les sources sont estimées à un facteur près.  
 Indétermination sur l’ordre des sources : une possible permutation dans l’ordre des 
signaux sources retrouvés. 
Néanmoins, ces indéterminations peuvent être dans certains cas réduites en ajoutant des 
contraintes supplémentaires (certaines contraintes sont détaillées dans ce qui suit) [5, 6]. 
L’originalité de la SAS provient de la faible exploitation des connaissances a priori sur les 
sources et/ou paramètres de mélange. Toutefois, un certain nombre de contraintes ou 
d’hypothèses est nécessaire au bon fonctionnement des méthodes de SAS. Ces contraintes ou 
hypothèses dépendent du type de données traitées [6], elles donnent ainsi lieu à différentes 
familles de méthodes de séparation.  
1.4. Méthodes de séparation de sources pour les mélanges 
linéaires 
Il existe différentes méthodes permettant de résoudre le problème de séparation de sources. 
Ces méthodes sont généralement répertoriées dans trois grandes catégories : les méthodes 
d’Analyse en Composantes Indépendantes (Independent Component Analysis (ICA)), les 
méthodes d’Analyse en Composantes Parcimonieuses (Sparse Component Analysis (SCA)) et 
les méthodes de Factorisation en Matrices Non-négatives (Non-negative Matrix Factorization 
(NMF)). 
 




Une quatrième catégorie de méthodes de séparation peut être considérée dans le cas 
d’applications en imagerie de télédétection, ces méthodes sont le plus souvent basées sur des 
critères géométriques [30-32]. 
Il est possible de trouver plus d’informations sur ces méthodes de séparation ainsi qu’un 
panorama général des méthodes dans [5, 6, 18, 25, 30-36]. 
Dans cette section nous nous intéressons aux méthodes de séparation les plus connues dans 
la littérature pour le cas de mélanges linéaires. Nous présentons les classes de méthodes de 
SAS dans le cadre général. Par la suite, nous évoquons les méthodes de séparation dans le cas 
particulier de la télédétection où des hypothèses supplémentaires sur les données sont 
considérées.  
1.4.1. Méthodes basées sur l’Analyse en Composantes Indépendantes  
L'ICA constitue l’une des catégories de méthodes les plus utilisées en séparation. Cette 
catégorie de méthodes exploite l’hypothèse de l’indépendance statistique mutuelle des 
signaux sources. Dans [4], P. Comon a généralisé le principe de l'ICA permettant d'obtenir 
des signaux de sortie, statistiquement indépendants, égaux aux signaux sources dans le cadre 
du mélange linéaire instantané, inversible et non bruité avec la présence d’au plus une source 
gaussienne. Pour une analyse plus détaillée sur des méthodes ICA et sur la séparation aveugle 
de sources, il est possible de se référer à [5, 6, 33]. Différents critères peuvent être utilisés 
pour réaliser l'ICA, parmi eux nous citons : 
1) La minimisation de l’information mutuelle 
Cette approche, issue de la théorie de l’information, est basée sur la minimisation de 
l’information mutuelle entre les sources estimées, ce qui consiste à maximiser l’indépendance 
entre elles. Plusieurs méthodes ont été développées en utilisant l’information mutuelle comme 
critère pour résoudre le problème de séparation de sources, notamment les travaux de P. 
Comon [4], M. Babaie-Zadeh [37, 38], L. B. Almeida [39] et D. T. Pham [40, 41]. 
2) La maximisation de la vraisemblance 
Cette approche a pour objectif de retrouver les paramètres des mélanges qui maximisent la 
vraisemblance de réalisation des observations. L’inconvénient majeur du critère de 




maximisation de la vraisemblance réside dans le fait que nous ne connaissons pas la densité 
de probabilité des signaux sources. Nous pouvons alors soit la supposer connue a priori, soit 
supposer qu'elle appartient à une famille donnée de distributions. 
Les premières méthodes basées sur la maximisation de la vraisemblance ont été introduites 
par M. Gaeta et J. L. Lacoume [42]. Nous pouvons aussi citer les travaux de D. T. Pham [43, 
44], A. Belouchrani et J. F. Cardoso [45] et les travaux de R. Guidara, S. Hosseini et Y. 
Deville [46]. 
3) La maximisation de la non-gaussianité 
Cette dernière approche est l’une des approches les plus utilisées en ICA, le principe de ce 
genre d'approches est de forcer la non-gaussianité de chaque signal de sortie.  
En pratique, le kurtosis, qui est le cumulant d’ordre quatre normalisé, est le critère le plus 
utilisé pour mesurer la non-gaussianité [47, 48]. Un deuxième critère de mesure de la non-
gaussianité est basé sur l’entropie différentielle ou la néguentropie. L’une des méthodes les 
plus connues basées sur la maximisation de la non-gaussianité est FastICA [33, 49]. 
4) Les approches tensorielles 
Les approches tensorielles sont basées généralement sur l'utilisation de cumulants d’ordre 
4 pour retrouver les signaux sources. Parmi les approches basées sur un tel critère, la méthode 
JADE (Joint Approximate Diagonalization of Eigenmatrices) [50]. 
5) Méthodes basées sur les statistiques d’ordre deux 
Les approches d’ICA présentées ci-dessus font l'hypothèse que chaque source est non 
gaussienne et i.i.d. (indépendante et identiquement distribuée). Cependant dans les méthodes 
basées sur les statistiques d'ordre deux, l'hypothèse de la non-gaussianité est relâchée (les 
sources peuvent être gaussiennes) [51], et la séparation peut être effectuée en supposant une 
des deux hypothèses suivantes :  
a) Les méthodes ICA basées sur les statistiques d’ordre deux avec l’hypothèse 
d’autocorrélation des signaux sources : parmi ces méthodes, nous pouvons citer : AMUSE 
(pour : Algorithm for Multiple Unknown Signals Extraction) [52] et SOBI (Second-Order 
Blind Identification) [53].  




b) Les méthodes ICA basées sur les statistiques d’ordre deux avec l’hypothèse de la 
non-stationnarité des signaux sources : parmi les travaux traitant des signaux sources non-
stationnaires, citons par exemple les travaux de [54, 55]. 
 
1.4.2. Méthodes basées sur l’Analyse en Composantes Parcimonieuses  
L’analyse en composantes parcimonieuses est une catégorie de méthodes actuellement très 
populaire en séparation aveugle de sources. Elles partent de l’hypothèse que les signaux ont 
une structure particulière. Un signal est dit parcimonieux dans un domaine de représentation 
donné (temporel, spatial, fréquentiel, temps-fréquence, temps-échelle) si la plupart de ses 
coefficients dans ce domaines sont nuls. Nous distinguons ainsi trois types d'approches tirant 
parti de la parcimonie des sources : 
1) Approches basées sur l’hypothèse de fortes conditions de parcimonie  
Appelées WDO (W-Disjoint-Orthogonality), elles supposent l'Orthogonalité W-Disjointe 
des sources, ce qui suppose qu’au plus une source est présente ou active dans chaque point du 
domaine d’analyse. La WDO permet de séparer les sources dans les cas dits "sous-
déterminés". Parmi les méthodes basées sur cette approche, nous pouvons citer celles dans 
[56, 57]. 
2) Approches basées sur la quasi-non-parcimonie 
Ces méthodes nécessitent de petites zones du domaine d’analyse, dans lesquelles chaque 
source est isolée. Ces zones "mono-sources" (où une seule source est présente) sont 
retrouvées par l’utilisation d’un critère de détection. Parmi les méthodes basées sur cette 
approche, celles proposées par F. Abrard et Y. Deville. Les méthodes LI-TEMPROM et LI-
TIFROM [58] utilisent la variance des rapports des observations pour la détection des zones 
mono-sources. Les méthodes LI-TEMPCORR et LI-TIFCORR [59] utilisent quant à elles la 
corrélation pour la détection de ces zones.   
D’autres méthodes ont été proposées comme extensions des différentes méthodes citées ci-
dessus afin de pallier certaines de leur limitations [60, 61]. 
 
 




3) Approches hybrides  
Ces approches "hybrides" se basent à la fois sur les méthodes utilisant le concept de la 
WDO et sur celui de la quasi-non-parcimonie. Parmi les méthodes qui utilisent cette 
approche, la méthode d’Arberet, R. Gribonval et F. Bimbot proposée dans [62]. 
1.4.3. Méthodes basées sur la Factorisation en Matrices Non-négatives  
1) Principe général 
Les méthodes de factorisation en matrices non-négatives (NMF), sont une catégorie de 
méthodes basées sur l'hypothèse de "positivité" ou de "non-négativité" des données (sources 
et coefficients de la matrice de mélange comme dans le cas d’applications en télédétection 
spatiale). Nous exploitons dans nos travaux cette catégorie de méthodes étant donné la 
propriété de non-négativité de nos données (positivité des observations, des sources et des 
coefficients de mélange). 
Initialement proposée par Paatero et Tapper avec des travaux fondés sur la Factorisation en 
Matrices Positives (Positive Matrix Factorization (PMF)) [63], la NMF a connu un succès 
depuis le milieu des années 90, suite aux travaux de D. D. Lee et H. S. Seung [64, 65], comme 
une nouvelle technique de séparation aveugle de sources. 
Le principe de la factorisation en matrices non-négatives en terme de séparation de 
sources, consiste à décomposer la matrice non-négative des observations ܺ ∈ ܴା௉ൈ௅, ܲ et ܮ 
étant respectivement les nombres d'observations et d'échantillons, sous la forme suivante 
[65] : 
ܺ ൎ ܣܵ, (1.8)
et sous contrainte de positivité des matrices ܣ	 ∈ ܴା௉ൈெ et ܵ ∈ ܴାெൈ௅, respectivement la 
matrice de mélange et la matrice des sources, avec ܯ	 ൑ ݉݅݊ሺܲ, ܮሻ, correspondant au nombre 
de sources que nous cherchons à séparer. 
Il existe plusieurs types de méthodes de NMF qui diffèrent par la mesure du critère utilisé 
pour évaluer l'écart entre ܺ et le produit des matrices estimées ܣܵ. Lee et Seung [65] ont 
proposé deux méthodes basées sur la minimisation de deux fonctions objectives ܬ (ou 
fonctions de coût ܬଵ ou ܬଶ) différentes, sous la contrainte de positivité :  




min஺,ௌ ܬሺܺ, ܣ, ܵሻ, avec  ܣ ൒ 0 ݁ݐ ܵ ൒ 0. (1.9) 
La première méthode est basée sur la minimisation de la norme de Frobenius de la matrice 
ܺ െ ܣܵ, qui équivaut à la distance euclidienne entre la matrice des observations ܺ et le 
produit ܣܵ. Celle-ci est définie comme suit : 
ܬଵሺܺ, ܣ, ܵሻ ൌ 	 ଵଶ ‖ܺ െ ܣ ܵ‖ிଶ ൌ ∑ ሺ ௜ܺ௝ െ ሺܣ ܵሻ௜௝ሻଶ௜௝ . (1.10)
La deuxième méthode est basée sur la minimisation de la divergence de Kullback-Leibler 
(KL)  entre ܺ et le produit ܣܵ. Cette dernière est définie comme suit: 
ܬଶሺܺ, ܣ, ܵሻ ൌ 		∑ ௜ܺ௝௜௝ ݈݊ ሺ ௑೔ೕሺ஺ ௌሻ೔ೕ െ ௜ܺ௝ ൅ ሺܣ ܵሻ௜௝ሻ. (1.11)
2) Unicité de la solution et convergence 
D. D. Lee et H. S. Seung [65] ont prouvé que les algorithmes proposés font décroître les 
deux fonctions objectives à chaque itération, et convergent toujours vers une solution de 
l’approximation (1.8). 
Dans [66], D. Donoho et V. Stodden présentent une interprétation géométrique de la NMF. 
Dans ce travail, les auteurs définissent la NMF comme étant une procédure permettant 
l'identification d’un cône appartenant à l’orthant positif englobant le nuage de points des 
données observées. Il est donc possible de voir à partir de la Figure 1.2 que le cône identifié 
n'est pas toujours unique sans contraintes supplémentaires. 
 
Figure 1.2 :  Différents cônes englobant des données observées [67]. 




L’un des principaux inconvénients que présente la NMF est que le problème d'optimisation 
de l'équation (1.8) est convexe soit suivant ܣ	ou ܵ, mais pas pour les deux, ce qui signifie que 
les algorithmes garantissent la convergence uniquement vers un minimum local [65]. Par 
conséquent, le résultat de convergence dépend fortement de l’initialisation de l’algorithme. 
Dans la pratique, les utilisateurs de la NMF comparent souvent les minimas locaux de 
plusieurs initialisations différentes, et utilisent les résultats du meilleur minimum local trouvé.  
- Initialisation 
La convergence de la NMF dépend fortement de l’initialisation, un bon choix 
d’initialisation permet une convergence plus probable vers la solution souhaitée. Plusieurs 
méthodes d’initialisation ont été proposées dans la littérature suivant les applications [68-71].  
- Contraintes sur les matrices produit  
Dans la littérature, différentes méthodes ont été proposées pour contraindre la factorisation, 
en ajoutant un terme de pénalité à la fonction objective usuelle de NMF (la divergence de KL 
ou la distance euclidienne). Ces contraintes peuvent concerner une seule des deux matrices 
produit ou les deux. Quelle que soit la contrainte considérée, ces algorithmes partagent une 
approche commune, plutôt que la minimisation exclusive d’un terme ܬ quantifiant l’erreur de 
reconstruction (la divergence de KL ou la distance euclidienne), la fonction de coût globale ܬ 
à minimiser inclut un terme ܬ௖ quantifiant la propriété que nous souhaitons imposer. Le 
problème de la NMF avec contraintes s’écrit alors sous la forme suivante : 
	min஺,ௌ ሺ ܬሺܺ, ܣ, ܵሻ ൅  ܬ௖ሺܣ, ܵሻሻ ,avec  ܣ ൒ 0 ݁ݐ ܵ ൒ 0, (1.12)
où λ est un paramètre de pondération. 
Différentes contraintes peuvent être imposées selon la nature des données traitées. Parmi 
les contraintes les plus utilisées dans la littérature : la parcimonie [68, 72] et la contrainte de 
lissage [73, 74]. 
3) Algorithmes de type NMF 
Divers algorithmes NMF ont été préposés pour chacune des fonctions de coût envisagées. 
Dans ce manuscrit nous présentons ces algorithmes en considérant la fonction 	ܬଵ	décrite dans 




(1.10) qui correspond à la norme de Frobenius. Nous chercherons donc à minimiser la 
fonction suivante : 
min஺,ௌ ܬଵሺܺ, ܣ, ܵሻ ൌ min஺,ௌ ቀଵଶ ‖ܺ െ ܣ ܵ‖ிଶቁ, avec  ܣ ൒ 0 ݁ݐ ܵ ൒ 0. (1.13)
- Algorithme multiplicatif 
L'algorithme multiplicatif est le plus populaire des algorithmes NMF. Initialement proposé 
par Lee et Seung [65], il est une extension de l’algorithme du gradient, où le pas est exprimé 
en fonction des matrices ܣ	et ܵ de façon à obtenir une forme multiplicative. Dans le cas où la 
fonction objective est la norme de Frobenius (1.10), les règles de mise à jour des deux 
matrices s’expriment sous la forme suivante [65] :  
ܣ	 ← ܣ⊙ ሺ்ܺܵ ⊘ ܣ்ܵܵሻ, (1.14)
ܵ	 ← ܵ ⊙ ሺܣ்ܺ ⊘ ܣ்ܣܵሻ. (1.15)
L’avantage de cet algorithme est que toutes les composantes de ܣ et ܵ restent non- négatives 
pour toutes les itérations [65, 68], à partir du moment où elles sont initialisées par des valeurs 
non-négatives. 
Une bibliographie détaillée sur les algorithmes de ce type ainsi que sur leur contraintes 
peut être consultée dans la référence [75].  
- Algorithme du gradient projeté 
Les méthodes considérées ici utilisent un algorithme de type gradient avec projection des 
mises à jour, à chaque itération, sur le sous-ensemble des nombres réels non-négatifs ܴା [75, 
76]. Ainsi, les règles de mises à jour dans le cas d’une NMF par algorithme de gradient 
projeté sont données par les expressions matricielles suivantes :  
ܣ	 ← ቂܣ െ ஺ డ௃డ஺ቃା, (1.16)
ܵ	 ← ቂܵ െ ௌ డ௃డௌቃା, (1.17)




avec ∗ un pas positif, dont la valeur peut être fixe ou calculée par une méthode automatique 
pour l’adapter aux différentes itérations. [.]+ correspond à la projection sur ܴା. Cette 
projection, notée ሾξሿା, peut être effectuée en remplaçant toutes les valeurs de ξ, si elles sont 
négatives, par zéro, ou dans la pratique, par un petit nombre ε positif afin d'éviter des 
instabilités numériques. Cela nous donne ሾξሿା = max [ε, ξ] [76-78] .  Les expressions de mise 
à jour deviennent comme suit : 
ܣ	 ← ݉ܽݔ ቂߝ , ሺܣ െ ஺ డ௃డ஺ሻቃ, (1.18)
ܵ	 ← ݉ܽݔ ቂߝ , ሺܵ െ ௌ డ௃డௌሻቃ. (1.19)
- Algorithme des moindres carrés alternés  
L'algorithme ALS (pour Alternating Least Squares), est un algorithme itératif qui met à 
jour alternativement chacune des matrices estimées en fixant l’une d’elles et en calculant 
l’autre par moindres carrés avec contraintes de positivité [79, 80]. 
 
Dans cette première partie du manuscrit, nous nous intéressons seulement aux méthodes 
basées sur la factorisation en matrices non-négatives et particulièrement aux algorithmes de 
type multiplicatif et de type gradient projeté dans le développement de nos approches. 
1.5. Méthodes de séparation de sources pour les mélanges non-
linéaires  
Comme indiqué auparavant, les mélanges linéaires peuvent s’avérer insuffisants pour 
décrire toutes les situations réelles. Dans ces cas il est nécessaire de considérer une extension 
de ce modèle. Beaucoup moins étudiés dans la littérature de séparation de sources, les 
modèles de mélanges non-linéaires ont été proposés afin de représenter d’une façon plus 
générale les phénomènes existants. Dans cette section, nous nous intéressons plus 
particulièrement au modèle linéaire-quadratique, nous donnons un panorama de l’essentiel 
des travaux effectués dans le cadre de ce type de mélange [81]. 
Parmi les méthodes basées sur l’ICA du modèle linéaire-quadratique sur-déterminé, les 
premiers travaux sont attribués à M. Krob et M. Benidir [82], qui proposent une méthode 




d'identification aveugle d'un mélange linéaire-quadratique en utilisant des statistiques d’ordre 
2 et 3.  
K. Abed-Meraim, A. Belouchrani et Y. Hua, dans [83], abordent le problème 
d’identification aveugle du mélange linéaire-quadratique instantané de variables aléatoires 
statistiquement indépendantes. Il propose une nouvelle technique basée sur la diagonalisation 
conjointe d'un ensemble de matrices de corrélation.  
Dans [84] et [85], les auteurs proposent une approche pour la séparation du mélange 
linéaire-quadratique des sources réelles et statistiquement indépendantes. La méthode est 
basée sur une structure de séparation de type réseau récurrent [86], qui utilise soit les 
statistiques d'ordre supérieur, soit le maximum de vraisemblance. Une extension à leur 
approche a été proposée dans [87, 88], et l’intérêt est d’optimiser les problèmes de stabilité du 
réseau récurrent rencontrés dans les travaux précédents grâce à des degrés de liberté 
supplémentaires. Dans [87], les auteurs présentent une généralisation de leur approche à 
d'autres classes de mélanges plus complexes.  
F. Mokhtari dans [89] présente une autre approche pour la séparation de sources de 
mélange bilinéaire. L’algorithme utilise la même structure récurrente que dans [84] et [85] 
pour séparer ces mélanges. Cependant, au lieu d'une approche basée sur le maximum de 
vraisemblance, l’algorithme proposé est basé sur la minimisation de l'information mutuelle 
des sorties pour récupérer les composantes indépendantes.  
Dans [90], les auteurs proposent une extension à l’approche et modèle proposés dans [84, 
85], en utilisant la structure de séparation qui y est proposée pour traiter des images scannées. 
Nous terminons ce panorama des méthodes, en citant quelques travaux basés sur la 
parcimonie pour les mélanges linéaire-quadratiques. Parmi ces méthodes, une extension de la 
méthode LI-TEMPCORR [59] au modèle linéaire-quadratique est proposée dans [91]. Une 
autre méthode basée sur la parcimonie est présentée dans [92]. Les auteurs proposent une 
nouvelle approche de séparation pour les mélanges linéaires-quadratiques sur-déterminés. La 
méthode permet l'annulation de la partie non-linéaire du processus de mélange et après cela, 
la séparation peut être réalisée par des algorithmes de séparation linéaires.  
Nous abordons dans ce qui suit d’autres approches de séparation de sources dédiées 
principalement à l’imagerie de télédétection spatiale, aussi bien dans le cas de mélange 




linéaire que non-linéaire. Ces approches de démélange spectral sont détaillées davantage dans 
la section suivante. 
1.6. Le démélange spectral 
Comme expliqué en introduction de la thèse, les images de télédétection spatiale sont 
généralement prises sur des scènes hétérogènes, dans lesquelles plusieurs matériaux dits 
"matériaux purs" sont présents. Ainsi un pixel d’une image de télédétection spatiale peut 
contenir plusieurs matériaux purs, nous parlons alors de pixel mélangé appelé "mixel", et le 
spectre de ce mixel est un mélange des réponses spectrales des différents matériaux purs 
présents dans ce même pixel [7].  
Afin d’analyser ce type d'images, il est nécessaire de retrouver les principaux matériaux 
présents (chaque matériau étant caractérisé par sa propre signature spectrale). Pour ce faire, 
nous réalisons un démélange spectral (en anglais Spectral Unmixing (SU)). Cette procédure 
permet la décomposition d’un spectre issu d’un pixel mélangé en un ensemble de spectres de 
matériaux purs appelés "endmembers", ainsi qu’un ensemble de coefficients d’abondances qui 
représentent les proportions d’apparition de chaque endmember dans le pixel mélangé.  
Il est à rappeler que les méthodes utilisées pour le démélange spectral peuvent être 
considérées comme étant des méthodes de séparation aveugle de sources [67, 93, 94]. 
1.6.1. Méthodes de démélange spectral pour le mélange linéaire 
Ces méthodes de démélange spectral reposent sur un modèle de mélange linéaire, dans 
lequel chaque spectre de pixel est considéré comme étant la combinaison linéaire de ܯ 
endmembers représentant les spectres de réflectance des matériaux purs présents dans ce 
même pixel (comme représenté dans la Figure 1.3).  
 





Figure 1.3 :  Illustration du modèle de mélange linéaire [8]. 
La représentation mathématique du spectre de réflectance, qui est non-négatif, associé à un 
pixel ݅ est donc la suivante : 
ݔ௜ ൌ ∑ ௝ܽሺ݅ሻݏ௝ெ௝ୀଵ , (1.20)
où 
 ݏ௝ (vecteur colonne de taille ܮ) est le spectre de réflectance non-négatif du ݆-ième 
matériau pur. 
 ௝ܽሺ݅ሻ est le coefficient d’abondance du ݆-ième endmember dans le pixel ݅. Il représente 
la proportion de surface occupée par le matériau ݆ dans le pixel ݅. Compte tenu de la nature 
des données que nous traitons, des contraintes supplémentaires sont considérées, les 
coefficients d’abondances ௝ܽሺ݅ሻ doivent vérifier les conditions suivantes : 
- Contrainte de non-négativité 
௝ܽሺ݅ሻ ൒ 0, ݆ ൌ 1…ܯ, ݅ ൌ 1…ܲ, (1.21)
car la surface occupée au sol est positive ou nulle. 
- Contrainte de somme égale à un 
∑ ௝ܽሺ݅ሻெ௝ୀଵ ൌ 1, ݅ ൌ 1…ܲ, (1.22)
car la somme des proportions de surface occupées par les endmembers, correspond à la 
surface totale du pixel. 
 ܯ est le nombre d'endmembers (matériaux purs) présents dans la scène observée. 




 ܮ est le nombre de bandes spectrales de l’image. 
Le modèle donné dans l’équation (1.20) peut être réécrit sous forme matricielle pour 
ܲ ൒ 	2, ܲ étant le nombre de pixels (observations) de l’image de télédétection : 
ܺ ൌ ܣ ܵ, (1.23)
où ܺ représente ici l'image de télédétection observée de dimension ܲ ൈ ܮ, est définie comme 
suit : 
ܺ	 ൌ ሾݔଵ …	ݔ௉ሿ୘,	 ܽݒ݁ܿ ݔ௜ ൌ ሾݔ௜ሺ1ሻ… ݔ௜ሺܮሻሿ୘. (1.24)
La matrice ܣ de dimension ܲ ൈܯ contient les coefficients d’abondances des endmembers 
présents dans l'image considérée. Celle-ci est présentée comme suit : 
ܣ	 ൌ 	 ൥
ܽଵሺ1ሻ ⋯ ܽெሺ1ሻ⋮ ⋱ ⋮
ܽଵሺܲሻ ⋯ ܽெሺܲሻ
൩. (1.25)
La matrice ܵ de dimension ܯ ൈ ܮ représente la matrice des spectres, elle est définie comme 
suit : 
ܵ	 ൌ 	 ሾݏଵ …	ݏெሿ୘, ܽݒ݁ܿ ݏ௝ ൌ ൣݏ௝ሺ1ሻ… ݏ௝ሺܮሻ൧୘. (1.26)
En tenant compte des contraintes physiques présentées ci-dessus, de nombreuses méthodes 
ont été proposées pour résoudre le problème de démélange spectral dans le domaine de la 
télédétection. Dans ce qui suit nous allons citer certaines de ces méthodes appliquées aux 
images de télédétection basées sur le modèle linéaire. Nous commençons par citer les 
méthodes géométriques de démélange spectral, puis nous exposons d’autres types de 
méthodes fondées sur les mêmes principes que les méthodes classiques de SAS, où des 
contraintes supplémentaires liées à la nature des données sont considérées.  
1.6.1.1. Méthodes géométriques de démélange spectral 
Parmi les méthodes les plus populaires pour le démélange spectral d'images de télédétection, 
sont celles qui exploitent les propriétés géométriques du problème. Selon ces approches 
géométriques, les observations (les pixels) sont contenues dans un simplexe dont les sommets 




correspondent aux spectres des endmembers recherchés dans le mélange, comme l’illustre la 
figure 1.4. 
Si nous considérons une scène constituée de ܯ matériaux, tous les pixels purs 
correspondent à des points qui sont localisés aux sommets d'un simplexe de dimension ܯ െ
1. Les mixels (pixels mélangés) sont à l'intérieur du simplexe. Ainsi, plus un pixel est proche 
d’un des sommets, plus il est pur. Le but du démélange est alors de retrouver les sommets de 
ce simplexe [30-32].  
 
Figure 1.4 : Représentation en deux bandes des observations contenues dans un simplexe. 
1) Estimation des spectres d'endmembers 
Nous distinguons deux types de méthodes d'extraction des spectres d'endmembers qui 
utilisent la géométrie du simplexe [8, 31].  
a) Méthodes avec existence de pixels purs 
L’hypothèse principale sur laquelle reposent ces méthodes est l’existence de pixels purs 
pour chaque matériau dans l’image étudiée pour extraire les endmembers à partir de ces 
pixels. Ces méthodes ont pour but de retrouver un simplexe englobant les observations dont 
les sommets sont les éléments purs. Parmi ces méthodes, les plus populaires sont : 
- La méthode PPI (Pixel Purity Index) [95] utilise une MNF (Maximum Noise 
Fraction) comme une étape de pré-traitement pour réduire la dimensionnalité. Cette méthode 
cherche à retrouver le simplexe d’intérêt à partir de projections sur des espaces appropriés. 
 




- La méthode N-FINDR [96] est une des méthodes d'estimation des composantes pures 
les plus utilisées. Elle repose sur le calcul itératif du simplexe de plus grand volume englobant 
l'ensemble des points de l'image considérée. 
 
- La méthode SMACC (Sequential Maximum Angle Convex Cone) développée dans 
[97] est basée sur un modèle de cône convexe pour représenter des vecteurs spectraux. 
L'algorithme commence avec un seul endmember et augmente de façon incrémentielle en 
dimension. Un nouveau endmember est identifié en fonction de l'angle qu'il fait avec le cône 
existant, le vecteur de données formant l'angle maximal avec le cône existant est choisi 
comme le suivant endmember pour agrandir l'ensemble d'endmembers. 
 
- La méthode VCA (Vertex Component Analysis) [98] est une méthode qui exploite 
la projection dans des sous-espaces orthogonaux afin de retrouver directement les 
endmembers. 
Plus de détails sur ce type de méthodes sont présentés dans [8]. 
b) Méthodes sans l'hypothèse d'existence de pixels purs 
Ces méthodes ne font pas l’hypothèse d'existence de pixels purs dans l’image traitée. Les 
méthodes de cette catégorie ont pour but de chercher à minimiser le volume du simplexe 
formé par les données projetées. Parmi ces méthodes, nous pouvons citer : 
- La méthode MVC-NMF (Minimum Volume Constrained Non-negative Matrix 
Factorization), développée par L. Miao et H. Qi [99], introduit dans la NMF un terme de 
régularisation du volume afin de retrouver le plus petit simplexe parmi ceux possibles 
pouvant contenir les données. 
 
- La méthode MVSA (Minimum Volume Simplex Analysis) de J. Li et J.M. Bioucas-
Dias [100] résout ce problème en implémentant une séquence de sous-contraintes 
quadratiques. 
 
- La méthode SISAL (Simplex Identification via Split Augmented Lagrangian) [101] 
résout le problème d'optimisation en ayant recours à un algorithme de type Lagrangien 
augmenté. 




Les deux algorithmes MVSA et SISAL utilisent une initialisation issue de la méthode 
VCA, et ces deux méthodes remplacent la contrainte de non-négativité des abondances par 
une contrainte plus souple. Cette dernière est réalisée en rajoutant à la fonction d'optimisation 
utilisée dans la version de base un terme de régularisation. 
La connaissance du nombre d'endmembers présents dans une image est généralement 
obligatoire pour extraire ces derniers. Ce nombre peut être estimé en effectuant une PCA 
comme dans [7], ou en utilisant la méthode proposée par J.M. Bioucas-Dias et J.M.P. 
Nascimento [102] appelée Hyperspectral Signal identification by minimum error (HySime), 
ou encore les méthodes HFC ou NWHFC décrites dans [103].  
 
2) Estimation des fractions d'abondances 
Il existe des méthodes qui permettent d’estimer les fractions d’abondances une fois que les 
spectres d'endmembers sont connus, ces méthodes sont appelées méthodes de régression. 
Parmi les méthodes les plus connues dans la littérature nous citons, la méthode Non-
Negativity Constrained Least Squares (NCLS) proposée par C-I. Chang [104], Fully 
Constrained Least Squares (FCLS) de D. C. Heinz et C. I. Chang [105], la Split Gradient 
Method (SGM) de C. Theys [106], et les méthodes bayésiennes proposées dans [107].  
1.6.1.2. Les méthodes basées sur l'analyse en composantes indépendantes  
Ces méthodes sont des méthodes qui supposent l’indépendance statistique des sources, et 
sur ce principe plusieurs approches ont été proposées dans la littérature : J. Bayliss [108] 
introduit une méthode basée sur le maximum de vraisemblance appliquée à des problèmes de 
démélange spectral en considérant les  "sources = abondances" (cette méthode repose sur un 
algorithme proposé par B.A. Pearlmutter et L. Parra [109]). Dans [110], les auteurs proposent 
une méthode en considérant les "sources = spectres". Cependant, ces méthodes se basent sur 
l’indépendance des sources, ce qui n’est pas le cas pour des images de télédétection car dans 
le cas d’approche "sources = spectres", l'hypothèse d'indépendance statistique n'est pas 
respectée du fait de la nature de ces spectres dans certains cas très corrélés (notamment 
lorsqu’ils appartiennent à la même grande classe par exemple : végétation …etc.), tandis que 
dans le cas d’approche "sources = abondances", l’indépendance statistique n'est également pas 
respectée du fait des contraintes de somme égale à un sur chaque pixel des cartes 
d’abondances [67].  




Dans [111], les auteurs proposent une comparaison entre plusieurs méthodes d'ICA et où 
l’efficacité de ces méthodes est étudiée. Ils démontrent ainsi que la dépendance des sources 
altère les performances de ces méthodes, ces méthodes sont donc difficilement applicables au 
problème de démélange des images de télédétection. 
Dans [112, 113], les auteurs proposent une approche appelée Modified Independent 
Component Analysis for initializing Non-negative Matrix Factorization (ModifICA-NMF). 
Cette approche permet de mieux résoudre le problème de démélange spectral des images 
hyperspectrales, en utilisant les résultats d'une ICA modifiée comme initialisation d'une NMF. 
1.6.1.3. Les méthodes basées sur l'analyse en composantes parcimonieuses 
Plusieurs méthodes de démélange basées sur la SCA  ont été proposées dans la littérature. 
Les méthodes proposées dans [114-116] sont des approches pour démélanger chaque pixel 
d’une image contenant des pixels purs. Ces méthodes sont basées sur un critère de corrélation. 
Dans [94], les auteurs proposent le même type d'approche, applicable à des images 
multispectrales/hyperspectrales de télédétection spatiale, qui reposent sur l'hypothèse de 
présence de zones à deux sources. Dans [117], les auteurs proposent une méthode, qui permet 
d'extraire les spectres d'endmembers à partir d’une image hyperspectrale  contenant des pixels 
purs, en utilisant une méthode de SCA basée sur la variance spatiale.  
D'autres méthodes utilisent une approche qui permet l’estimation des spectres 
d’endmembers qui interviennent dans le mélange en utilisant une bibliothèque de spectres 
(comme par exemple la bibliothèque U.S.G.S [118] contenant plus de 1300 spectres de divers 
matériaux naturels, mesurés au niveau du sol par des spectroradiomètres, ou bien la 
bibliothèque spectrale AGC [119]). En général, ces méthodes imposent la parcimonie de la 
solution (elles imposent aux pixels mixtes d'être composés de peu de matériaux) en 
minimisant un critère sous contraintes (un des critères les plus utilisés, revient à minimiser la 
norme l1) [8]. 
1.6.1.4. Les méthodes basées sur la factorisation en matrices non-négatives 
Ces méthodes sont basées sur la non-négativité des données. Elles consistent de manière 
générale à factoriser une matrice en un produit de deux matrices dont les coefficients sont 
aussi positifs. L’inconvénient majeur de ces méthodes est leur problème de non-unicité de la 
solution.  Plusieurs méthodes ont été proposées afin d’éviter ce problème ainsi que celui de 




l’initialisation. Dans [120], l’algorithme NMF a été appliqué pour le démélange d’images 
hyperspectrales. Ce dernier met à jour alternativement les matrices des sources suivant 
l’hypothèse de non-négativité. Cependant, il ne tient pas compte de la contrainte d’additivité.   
Il est possible de se référer aux articles suivants [8, 30, 32, 121] ainsi que les références qui 
y sont citées pour plus de détails sur les méthodes linéaires. 
1.6.2. Méthodes de démélange spectral pour des mélanges non-linéaires 
La plupart des procédures de démélange spectral supposent que le modèle de mélange est 
linéaire en raison de sa relative simplicité. Cependant, le modèle linéaire peut s’avérer 
insuffisant pour décrire la complexité de certains phénomènes physiques [7, 8]. Cela est le 
cas lorsque la lumière réfléchie par la cible interagit avec plusieurs matériaux avant de 
remonter vers le capteur comme illustré dans la Figure 1.5. Ce phénomène de réflexions 
multiples se produit généralement lorsque la scène observée présente un relief non plat (par 
exemple une scène urbaine) [122], ou dans le cas de présence de mélange intime (mélange 
homogène) (par exemple le cas des grains de sable) [123]. Dans ces conditions, un modèle 
non-linéaire est plus adapté pour représenter la complexité du mélange spectral.  
 
Figure 1.5 : Illustration du modèle de mélanges non-linéaires : (a) réflexions multiples, (b) 
mélange intime. 
Récemment dans la littérature, des méthodes ont été proposées pour résoudre le problème 
de démélange spectral en palliant les limitations des modèles linéaires tout en tenant compte 
de la non-linéarité des données traitées. Pour plus de détails sur ce type de modèles et des 
méthodes de démélange correspondantes il est possible de se référer à [10, 124]. 




1.6.2.1. Méthodes de démélange spectral pour des modèles de mélange non-linéaires 
non-définis 
Le processus de démélange spectral est d’autant plus difficile lorsque le modèle de 
mélange est inconnu. Plusieurs méthodes non-linéaires ont été proposées pour résoudre ce 
problème sans modèle de mélange (non-linéaire) prédéfini, comprenant des méthodes non-
supervisées basées sur des techniques d'apprentissage de variété [125-127]. Les approches 
basées sur un noyau adaptatif (Kernel-based) ont également reçu un intérêt croissant ces 
dernières années. Dans [123, 128], les auteurs ont proposé l'algorithme KFCLS (Kernel Fully 
Constrained Least Squares), qui est  une généralisation de l’algorithme FCLS [105], dans 
lequel ils introduisent une fonction noyau dans le critère à minimiser, avec un paramètre 
réglable qui dépend de la linéarité du mélange, avec le but de tenir compte de la non-linéarité 
des mélanges.  
Plus récemment, dans [129], les auteurs ont proposé un algorithme non-linéaire supervisé 
(RKHS (Reproducing Kernel Hilbert Spaces)) qui prend en compte les interactions non-
linéaires des endmembers lorsque ces derniers sont supposés être connues a priori. Dans 
[130], une autre approche a été proposée, et celle-ci est basée sur une réduction de la 
dimension en utilisant un modèle de variable latente de processus gaussien (GPLVM 
(Gaussian Process Latent Variable Model)). L'algorithme proposé dans [130] estime les 
paramètres du noyau, les spectres des endmembers et les abondances. 
Dans la suite de ce manuscrit, nous nous intéressons particulièrement au modèle de 
mélange linéaire-quadratique/bilinéaire, étant donné que ce modèle est le plus adapté pour 
décrire la complexité des phénomènes physiques des scènes de milieux urbains [11].  
1.6.2.2. Méthodes de démélange spectral pour des modèles de mélange non-linéaires 
spécifiques 
Il existe dans la littérature des méthodes non-linéaires de démélange spectral qui reposent 
sur un modèle de mélange spécifique. Ces méthodes ont pour but de tenir compte des 
interactions entre les différents matériaux en présence de relief, ce qui est souvent le cas pour 
les images acquises sur des scènes avec végétation et/ou en milieux urbains [10, 131, 132]. 
Nous nous intéressons dans cette section aux différents modèles non-linéaires proposés dans 




la littérature ainsi que les modèles sur lesquels sont basées nos approches. Nous citons par la 
suite quelques méthodes de démélange pour ces modèles non-linéaires.    
Plusieurs modèles ont été proposés pour décrire analytiquement les interactions entre les 
différents matériaux présents dans une scène imagée. Cependant, ces modèles ne prennent en 
compte que les interactions d’ordre deux " n’impliquant que les interactions entre deux 
matériaux" (les interactions d’ordres supérieurs à deux sont négligées). Parmi ces modèles 
nous citons :  
1) Les modèles bilinéaires  
Les modèles bilinéaires ont reçu un intérêt croissant au cours des dernières années pour 
leur capacité à représenter le phénomène de diffusion double se produisant dans les images 
hyperspectrales, lorsque la lumière diffusée par un matériau donné se reflète sur d'autres 
matériaux avant d'atteindre le capteur. 
La plupart des modèles bilinéaires proposés dans la littérature peuvent être exprimés sous 
la forme suivante : 
ݔ௜ ൌ ∑ ௝ܽሺ݅ሻݏ௝ ൅ ∑ ∑ ߚ௝,௟ሺ݅ሻ ݏ௝ ⊙ ݏ௟ெ௟ୀ௝ାଵெିଵ௝ୀଵெ௝ୀଵ . (1.27)
Le premier terme du côté droit de l’équation contient la partie linéaire du mélange, tandis que 
le second terme modélise les interactions non-linéaires entre les matériaux. Le paramètre 
supplémentaire ߚ௝,௟ሺ݅ሻ est un coefficient qui détermine la quantité de non-linéarité entre les 
composants ݏ௝ et ݏ௟ dans le pixel ݔ௜. Plusieurs alternatives pour imposer des contraintes sur 
ces coefficients non-linéaires ont été proposées : 
Nascimento et Bioucas-Dias  [133] ont proposé d’imposer les contraintes suivantes : 
ቐ
௝ܽሺ݅ሻ ൒ 0,								
ߚ௝,௟ሺ݅ሻ ൒ 0,						 ݆ ൏ ݈
∑ ௝ܽሺ݅ሻ ൅ ∑ ∑ ߚ௝,௟ሺ݅ሻெ௟ୀ௝ାଵெିଵ௝ୀଵெ௝ୀଵ ൌ 1.
. (1.28)
Comme pour le cas du modèle (1.27), le modèle proposé appelé "Modèle Nascimento (NM) ", 
peut être considéré comme un modèle linéaire où les endmembers des termes quadratiques 
sont considérés "virtuels", n’ayant pas d’existence physique dans la surface représentée par un 
pixel. 




Dans [131], les auteurs proposent un deuxième modèle bilinéaire, connu comme le modèle 
de Fan, dans lequel la non-linéarité est exprimée en fonction des coefficients d'abondances 
linaires :  ߚ௝,௟ሺ݅ሻ ൌ 	 ௝ܽሺ݅ሻ	ܽ௟ሺ݅ሻ	ሺ݆ ൏ ݈ሻ. Le modèle est représenté par l'équation suivante :  
ݔ௜ ൌ ∑ ௝ܽሺ݅ሻ	ݏ௝ ൅ ∑ ∑ ௝ܽሺ݅ሻ ܽ௟ሺ݅ሻ ݏ௝ ⊙ ݏ௟ெ௟ୀ௝ାଵெିଵ௝ୀଵெ௝ୀଵ , (1.29)
où ௝ܽሺ݅ሻ et ܽ௟ሺ݅ሻ sont les abondances de la partie linéaire, correspondant aux matériaux ݆ et ݈. 
Les contraintes présentées dans (1.28) sont aussi imposées à ce modèle. Si le ݆-ième matériau 
est absent du pixel ݔ௜, soit ௝ܽሺ݅ሻ 	ൌ 0,  il n’y a donc pas d’interaction entre le spectre du 
matériau ݏ௝ et les spectres d’autres matériaux ݏ௟ ሺ݆ ് ݈ሻ présents dans ce même pixel.  
Dans [134], les auteurs présentent une nouvelle proposition pour le modèle bilinéaire : le 
Modèle Bilinéaire Généralisé (Generalized Bilinear Model GBM), basé sur le modèle de Fan 
qui généralise le modèle de mélange linéaire. Ce modèle est représenté par l'équation 
suivante : 




∑ ௝ܽሺ݅ሻெ௝ୀଵ ൌ 1,
0 ൑ ௝,௟ሺ݅ሻ ൑ 1. ݆ ൏ ݈
, (1.31)
où ௝,௟ሺ݅ሻ est le coefficient d'interaction, qui quantifie l'interaction non-linéaire entre les 
composantes spectrales des matériaux ݏ௝ et ݏ௟. Le modèle bilinéaire généralisé GBM a 
l’avantage de généraliser à la fois le modèle linéaire (௝,௟ሺ݅ሻ 	ൌ 0) et le modèle de Fan 
(௝,௟ሺ݅ሻ 	ൌ 1). 
2) Le modèle linéaire-quadratique 
Dans [11], un nouveau modèle de mélange est présenté : le modèle Linéaire-Quadratique 
(LQ). En effet, les auteurs montrent dans leur travaux basés sur une analyse physique de 
scènes modélisant du relief de type urbain (en présence de structures 3D) [135], que le modèle 
linaire-quadratique décrit mieux les phénomènes de réflexions dans ce type de scènes. Le 
modèle linéaire-quadratique proposé est décrit comme suit : 








∑ ௝ܽሺ݅ሻெ௝ୀଵ ൌ 1, ݆ ൌ 1…ܯ
0 ൑ ௝ܽ,௟ሺ݅ሻ ൑ 0.5. 1 ൑ ݆ ൑ ݈ ൑ ܯ
, (1.33)
où ௝ܽ,௟ሺ݅ሻ est le coefficient de mélange correspondant à la partie quadratique du modèle. 
Contrairement aux modèles bilinéaires qui modélisent uniquement les réflexions doubles 
entre différents matériaux, ce dernier prend en compte des réflexions impliquant un même 
matériau ݏ௝ ⊙ ݏ௝	, ݆ ൌ 1…ܯ. 
Nous trouvons aussi dans la littérature d’autres propositions de modèles non-linéaires. 
Dans [136] par exemple, les auteurs proposent un modèle d’approximations capable de 
décrire une large classe de non-linéarités.. 
3) Méthodes de démélange spectral  
Plusieurs méthodes de démélange spectral ont été proposées afin de faire face aux non-
linéarités dans les scènes hyperspectrales. Dans [134], les auteurs proposent un algorithme de 
démélange non-linéaire pour le modèle de mélange bilinéaire dans lequel ils introduisent des 
termes quadratiques pour modéliser les effets de diffusion de la lumière sur les différents 
matériaux. La méthode de démélange proposée commence par inspecter l’ensemble de 
l’image afin de détecter les pixels purs de chaque classe de matériaux d’une manière 
supervisée. Par la suite, les abondances (matrice de mélange) sont estimées par une méthode 
de moindres carrés avec contraintes. 
Dans [131] et [134], des algorithmes dédiés respectivement aux modèles de Fan et GBM 
sont proposés. Ces derniers sont considérés comme une approximation au premier ordre, par 
séries de Taylor, d’un modèle non-linéaire inconnu. Dans [134], l'algorithme proposé permet 
d’estimer les abondances en connaissant les endmembers qui sont préalablement estimés par 
l’algorithme VCA [98]. Lorsque les endmembers présents dans un modèle doivent également 
être identifiés en plus des abondances, des algorithmes de démélange plus ambitieux doivent 
être conçus. Dans [137], les auteurs proposent un algorithme qui permet d’estimer à la fois les 
spectres et les abondances. Ce dernier généralise l'algorithme de SPICE (Sparsity-Promoting 




Iterated Constrained Endmember (ICE)) [138], proposé pour le mélange linéaire, au modèle 
Nascimento (NM). D’autres algorithmes non-supervisés de démélange spectral basés sur la 
factorisation en matrices non-négatives (NMF) ont été proposés : [139] pour le modèle 
bilinéaire généralisé GBM et [10, 11, 93] pour le modèle linéaire-quadratique (LQ). Parmi ces 
méthodes, nous pouvons citer : La NMF linéaire multiplicative étendue (en anglais Linear 
Extended NMF (Lin-Ext-NMF)) [10], cette méthode est une extension de la méthode NMF 
linéaire multiplicative [64], dans laquelle les termes quadratiques ("pseudo-endmembers" 
issus des interactions entre les vrais endmembers) sont considérés comme des endmembers 
supplémentaires, sans tenir compte du lien entre ces pseudo-endmembers et les vrais 
endmembers. Cette méthode utilise les mêmes règles de mise à jour que l’algorithme 
multiplicatif de Lee et Seung [64], auquel les deux contraintes supplémentaires liées au 
modèle de mélange sont ajoutées : 
ሾܽଵሺ݅ሻ …		ܽெሺ݅ሻሿ 	← ሾܽଵሺ݅ሻ … ܽெሺ݅ሻሿ / ∑ ௝ܽሺ݅ሻெ௝ୀଵ , (1.34)
௝ܽ,௟ሺ݅ሻ 	← min ൛ ௝ܽ,௟ሺ݅ሻ , 0.5ൟ. (1.35)
Dans [10], les auteurs ont proposé la méthode  NMF Linéaire-Quadratique à Gradient  (en 
anglais Gradient Linear-Quadratic NMF (Grd-LQNMF)), qui est basée sur un algorithme de 
gradient projeté à pas fixe, qui minimise une fonction coût. Cette  méthode, contrairement à la 
précédente, tient compte du fait que les pseudo-sources (pseudo-endmembers) sont le produit 
des vraies sources dans les calculs, donnant lieu à de nouvelles règles de mise à jour. Une 
version multiplicative de cette dernière méthode a également été proposée dans [10]. 
1.7. Conclusion 
Dans ce chapitre, des généralités sur la séparation aveugle de sources ont été introduites. 
Dans une première partie, nous avons décrit les différents modèles de mélange usuels, ensuite 
un panorama des principales méthodes de séparation de sources a été présenté pour le cas des 
mélanges linéaires. Nous avons ainsi décrit les trois grandes catégories de méthodes pour ce 
type de mélange : la première  basée sur l’Analyse en Composantes Indépendantes, la 
deuxième basée sur l’Analyse en Composantes Parcimonieuses (SCA), et enfin la catégorie 
des méthodes de Factorisation en Matrices Non-négatives (NMF). Puis nous avons présenté 
l’essentiel des travaux effectués dans le cas des mélanges non-linéaires, plus précisément des 




mélanges bilinéaires et linéaire-quadratiques, ces derniers cas étant ceux qui seront étudiés 
dans cette thèse. 
Dans la deuxième partie de ce chapitre, nous nous somme intéressés aux méthodes de 
séparation de sources pour le démélange spectral. Nous avons ainsi présenté un panorama des 
méthodes de démélange spectral en télédétection. Dans cette partie, un état de l’art des 
principales méthodes existantes a été donné dans le cas d'un modèle linéaire puis dans le cas 
de modèles non-linéaires. Par la suite, nous avons présenté certaines méthodes de démélange 
spectral non-linéaires, et plus particulièrement celles dédiées aux mélanges bilinéaires et aux 
mélanges linéaire-quadratiques, qui sont ceux qui modélisent le mieux les phénomènes 
étudiés dans ce manuscrit. 
Dans le chapitre suivant, nous nous proposons de décrire les méthodes, de démélange 
d’images hyperspectrales, développées et conçues dans le cadre de cette thèse pour des 
modèles non-linéaires adaptés aux milieux urbains.  
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Dans le chapitre précédent, nous avons présenté les principales méthodes de démélange 
spectral qui existent dans la littérature, ainsi que les différentes classes de méthodes de 
séparation aveugle de sources (SAS) en rapport avec le domaine de la télédétection. Nous 
avons aussi défini les différents modèles de mélange sur lesquels sont basées ces méthodes. 
Dans ce chapitre, nous présentons les méthodes proposées dans notre thèse. Ces méthodes 
sont basées sur la factorisation matricielle avec contraintes de non-négativité conçues pour le 
cas particulier d'images hyperspectrales de milieux urbains. La réduction du nombre de 
variables considérées, lors de l'optimisation de la fonction de coût utilisée, constitue 
l'originalité principale des méthodes proposées.   
Pour rappel, le modèle de mélange le plus couramment utilisé dans les méthodes de 
démélange spectral est le modèle linéaire. Cependant, lorsque nous sommes en présence de 
paysage non-plat dans la scène observée (comme en milieu urbain), le modèle de mélange 
linéaire n'est plus valide et doit être remplacé par un modèle de mélange non-linéaire. Ce 
modèle non-linéaire peut être réduit à un modèle de mélange linéaire-quadratique ou 
bilinéaire [11]. Dans ce chapitre nous commençons donc par présenter notre modèle 
mathématique de données pour notre cas d'images hyperspectrales de scènes de milieux 
urbains. Par la suite, nous présentons nos approches développées pour le démélange spectral 
non-supervisé, basées sur la NMF, et adaptées au modèle de mélange linéaire-quadratique ou 
bilinéaire présent dans le type des données considérées.  
2.2. Modèle mathématique de données 
Nous rappelons que la problématique abordée dans cette première partie de la thèse est 
l’extraction des spectres d’endmembers à partir d’images hyperspectrales de milieux urbains. 
Le modèle de mélange considéré dans notre étude est le modèle linéaire-quadratique ou 
bilinéaire [11] introduit dans le chapitre précédent. Dans ce modèle, chaque vecteur spectral 
associé à un pixel dans une image de télédétection est supposé être un mélange linéaire-
quadratique ou bilinéaire de différents spectres de matériaux purs (spectres d'endmembers). 
Mathématiquement, le spectre de réflectance non-négatif ݔ௜ d’un pixel ݅ (݅	 ൌ 	1. . . ܲ	, ܲ étant 
le nombre de pixels) est donné par [10] (pour le mélange linéaire-quadratique, qui englobe le 
mélange bilinéaire) : 




xi = ∑ ௝ܽሺ݅ሻݏ௝ ൅ ∑ ∑ ௝ܽ,௟ሺ݅ሻݏ௝ ⊙ ݏ௟ெ௟ୀ௝ெ௝ୀଵெ௝ୀଵ , (2.1) 
avec 
 ݏ௝ : (vecteur colonne de taille ܮ) est le spectre de réflectance non négatif du ݆-ième 
endmember (ݏ௝ ⊙ ݏ௟ est considéré ici comme le spectre d’un "pseudo-endmember") 
 ௝ܽሺ݅ሻ et ௝ܽ,௟ሺ݅ሻ : correspondent respectivement aux fractions d'abondances linéaires et 
quadratiques pour le pixel ݅. 
 ܮ et ܯ : correspondent respectivement au nombre de bandes spectrales dans l'image et 
au nombre d’endmembers présents dans la zone observée. 
Notons que dans l’équation (2.1), nous considérons ௝ܽ,௟ ൌ 	 ܽ௟,௝. Ce dernier terme ne peut 
être présent au maximum qu'une seule fois pour le couple ሺ݆, ݈ሻ = ሺ݈, ݆ሻ donné. 
Le modèle de mélange considéré dans nos travaux doit également répondre à certaines 
contraintes pour le démélange spectral des images hyperspectrales de milieux urbains. Ces 
contraintes concernent les fractions d'abondances du modèle considéré [11]  : 
ቐ
∑ ௝ܽሺ݅ሻெ௝ୀଵ ൌ 1,
௝ܽሺ݅ሻ ൒ 0,				 ݆ ൌ 1…ܯ
0	 ൑ ௝ܽ,௟ሺ݅ሻ ൑ 0.5, 1 ൑ ݆ ൑ ݈ ൑ ܯ
 . (2.2) 
Afin de mettre en évidence les termes linéaires, les auto-termes et les termes croisés 
d'ordre deux du modèle de mélange considéré dans nos méthodes, nous choisissons de 
réécrire le modèle présenté dans l’équation (2.1) comme suit : 
ݔ௜ ൌ ∑ ௝ܽሺ݅ሻݏ௝ ൅ ∑ ∑ ௝ܽ,௟ሺ݅ሻݏ௝ ⊙ ݏ௟ெ௟ୀ௝ାଵெିଵ௝ୀଵ ൅ ∑ ௝ܽ,௝ሺ݅ሻݏ௝ ⊙ ݏ௝ெ௝ୀଵெ௝ୀଵ , (2.3) 
où 
 ∑ ௝ܽሺ݅ሻݏ௝ெ௝ୀଵ  représente les termes linéaires. 
 ∑ ∑ ௝ܽ,௟ሺ݅ሻݏ௝ ⊙ ݏ௟ெ௟ୀ௝ାଵெିଵ௝ୀଵ  représente les termes croisés, où ݏ௝ ⊙ ݏ௟ (avec ݆	 ് 	݈) 
représente le spectre d’un "cross-pseudo-endmember". 
 ∑ ௝ܽ,௝ሺ݅ሻݏ௝ ⊙ ݏ௝ெ௝ୀଵ  représente les auto-termes, où ݏ௝ ⊙ ݏ௝	représente ici le spectre d’un 





L'équation (2.3) décrit l'expression générale du modèle linéaire-quadratique pour le 
spectre de réflectance non-négatif ݔ௜ d’un pixel ݅. Si nous négligeons les termes au carré 
(dernier terme à droite de l'équation) cette dernière décrit alors l'expression du modèle 
bilinéaire. 
Le modèle décrit dans l’équation (2.3) peut être reformulé sous forme matricielle comme 
suit (pour ܲ	pixels, ܲ	 ൒ 	2) : 
ܺ	 ൌ 	ܣܵ	 ൌ ܣ௔ ܵ௔ ൅ ܣ௕ ܵ௕ ൅ ܣ௖ ܵ௖ , (2.4) 
où ܺ	 ൌ 	 ሾݔଵ …	ݔ௉ሿ୘(matrice des spectres des pixels observés, de dimension ܲ ൈ ܮ), ܣ	 ൌ
	ሾܣ௔	ܣ௕	ܣ௖ሿ (matrice des fractions d'abondances linéaires et quadratiques), et  ܵ	 ൌ 	 ൥
ܵ௔ܵ௕ܵ௖
൩ 
(matrice des spectres d’endmembers et pseudo-endmembers), avec : 
ܣ௔ 	ൌ ൥
ܽଵሺ1ሻ ⋯ ܽெሺ1ሻ⋮ ⋱ ⋮
ܽଵሺܲሻ ⋯ ܽெሺܲሻ
൩, (2.5) 
ܣ௕ ൌ 	 ቎
ܽଵ,ଶሺ1ሻ ܽଵ,ଷሺ1ሻ ⋯ ܽெିଵ,ெሺ1ሻ
⋮ ⋱ ⋮
ܽଵ,ଶሺܲሻ ܽଵ,ଷሺܲሻ ⋯ ܽெିଵ,ெሺܲሻ
቏, (2.6) 
ܣ௖ 	ൌ ቎
ܽଵ,ଵሺ1ሻ ܽଶ,ଶሺ1ሻ ⋯ ܽெ,ெሺ1ሻ
⋮ ⋱ ⋮
ܽଵ,ଵሺܲሻ ܽଶ,ଶሺܲሻ ⋯ ܽெ,ெሺܲሻ
቏, (2.7) 
Sa = [s1… sM]T, (2.8) 
Sb = ሾݏଵ ⊙ ݏଶ			ݏଵ ⊙ ݏଷ … ݏெିଵ ⊙ ݏெሿ୘, (2.9) 
Sc = ሾݏଵ ⊙ ݏଵ	 ݏଶ ⊙ ݏଶ … ݏெ ⊙ ݏெሿ୘. (2.10) 
Dans les méthodes proposées, nous imposons un ordre de position des termes quadratiques 
de notre modèle de mélange : les spectres cross-pseudo-endmembers sont ainsi contenus dans 
la matrice Sb et les spectres auto-pseudo-endmembers sont contenus dans la matrice Sc. Ces 




termes quadratiques sont calculés à partir des ܯ spectres de la partie linéaire par une 
multiplication élément par élément. Le modèle présenté ci-dessus est le cas général du modèle 
linéaire-quadratique. Dans le cas d’un modèle bilinéaire, où les termes au carré ne sont pas 
pris en compte, les matrices Ac et Sc n'existent pas. 
Les lignes de la matrice ܵ	(matrice des spectres d’endmembers et pseudo-endmembers) 
sont utilisées pour décomposer les vecteurs lignes de la matrice ܺ (matrice des spectres des 
pixels observés), tandis que la matrice ܣ contient les fractions d’abondances (linéaires et 
quadratiques) de cette décomposition.  De plus, la matrice ܵ	est contrainte comme décrit  dans 
(2.8), (2.9) et (2.10), où seule la partie supérieure de la matrice (soit les ܯ lignes supérieures), 
qui contient les spectres d'endmembers, est libre, toutes les lignes qui suivent sont des 
produits élément par élément de ces ܯ lignes supérieures [21]. La matrice ܣ est contrainte par  
(2.5)-(2.7). 
Il est à noter que dans nos travaux, le nombre de matériaux ܯ est supposé connu. 
Cependant il peut être automatiquement calculé par des méthodes d’estimation de nombre 
d'endmembers qui existent dans la littérature: [102, 103] dans le cas du modèle linéaire et 
[140] pour le cas non-linéaire. 
2.3. Méthodes proposées 
L’objectif de nos travaux est de développer des méthodes de démélange spectral qui 
permettent de bien estimer les spectres de réflectance des endmembers (qui correspondent à la 
composition réelle des pixels) dans le cas de mélange linéaire-quadratique ou bilinéaire, et 
cela en tenant compte des interactions possibles représentées par les termes quadratiques (afin 
d’améliorer l’estimation des spectres des endmembers dans le cas où ces termes ne peuvent 
être négligés). Les méthodes de démélange proposées dans cette partie du manuscrit sont 
basées sur le concept du démélange spectral linéaire-quadratique (LQSU (Linear-Quadratic 
Spectral Unmixing)) et utilisent la NMF. 
2.3.1. Critère optimisé 
Les méthodes de type NMF ont pour objectif de retrouver à partir d'une matrice 
d'observation ܺ non-négative, deux autres matrices ܣሚ et ሚܵ (qui visent à estimer 
respectivement les matrices ܣ et ܵ) également non-négatives, où la factorisation est effectuée 




en minimisant une fonction de coût avec contraintes et donnant lieu à différentes règles de 
mise à jour. Pour les méthodes mises en place dans cette première partie du manuscrit, nous 
avons choisi de minimiser le critère classique de la norme de Frobenius défini comme suit : 
ܬଵ ൌ 	 ଵଶ ฮܺ െ ܣሚ ሚܵฮி
ଶ , avec ܣሚ, ሚܵ ൒ 0. (2.11) 
Nos méthodes proposées pour l’estimation de la matrice des spectres d'endmembers sont 
basées sur l’approche présentée dans [21] : 
 Seuls les élément des ܯ premiers vecteurs lignes de la matrice ሚܵ sont considérés 
comme des variables maîtresses. 
 Les  éléments de la matrice ܣሚ sont considérés comme des variables esclaves, où ܣሚ est 
définie par la solution de moindres carrés optimale qui minimise la fonction de coût ܬଵ pour 
une valeur considérée de ሚܵ, qui est supposée être de rang de ligne plein. 
Ainsi, la matrice ܣሚ est prédéterminée comme suit : 
ܣሚ௢௣௧ ൌ ܺ ሚ்ܵሺ ሚܵ ሚ்ܵሻିଵ. (2.12) 
En remplaçant la matrice ܣሚ par sa valeur optimale ܣሚ୭୮୲ dans l’équation (2.11), nous 
obtenons une nouvelle fonction de coût à optimiser qui est comme suit : 
ܬଶ ൌ 	 ଵଶ ฮܺ െ ܺ ሚ்ܵሺ ሚܵ ሚ்ܵሻିଵ ሚܵฮி
ଶ . (2.13)
Cette expression de la fonction de coût  ܬଶ, est réécrite comme suit : 
ܬଶ ൌ 	 ଵଶ ܶݎ ቆቀܺ െ ܺ	 ሚ்ܵ൫ ሚܵ ሚ்ܵ൯
ିଵ ሚܵቁ ቀܺ െ ܺ ሚ்ܵ൫ ሚܵ ሚ்ܵ൯ିଵ ሚܵቁ்ቇ, (2.14)
ൌ	 ଵଶ ܶݎ ൬ቀܺ െ ܺ	 ሚ்ܵ൫ ሚܵ ሚ்ܵ൯
ିଵ ሚܵቁ ቀ்ܺ െ ሚ்ܵ൫ ሚܵ ሚ்ܵ൯ିଵ ሚܵ ்ܺቁ൰, (2.15)
  





் െ	ܺ ሚ்ܵ൫ ሚܵ ሚ்ܵ൯ିଵ ሚܵ ்ܺ െ ܺ ሚ்ܵ൫ ሚܵ ሚ்ܵ൯ିଵ ሚ்ܵܺ 
൅ܺ	 ሚ்ܵሺ ሚܵ ሚ்ܵሻିଵ ሚܵ ሚ்ܵ൫ ሚܵ ሚ்ܵ൯ିଵ ሚܵ ்ܺሻ,
(2.16)
ൌ	 ଵଶ ܶݎ ቀ்ܺܺ െ 	2 ൈ ቀܺ ሚ்ܵ൫ ሚܵ ሚ்ܵ൯
ିଵ ሚܵ ்ܺቁ ൅ ܺ ሚ்ܵ൫ ሚܵ ሚ்ܵ൯ିଵ ሚ்ܵܺቁ,	 (2.17)
ൌ	 ଵଶ ܶݎ ቀ்ܺܺ െ ܺ ሚ்ܵ൫ ሚܵ ሚ்ܵ൯
ିଵ ሚ்ܵܺቁ. (2.18)
Lorsque nous considérons que la matrice ሚܵ a plus de colonnes que de lignes, comme c’est 
le cas dans nos approches, 	 ሚܵ୘൫ ሚܵ ሚܵ୘൯ିଵ est remplacée par ሚܵା (la matrice pseudo-inverse de 
Moore-Penrose de ሚܵ) dans l’expression (2.18). Cela nous donne une nouvelle expression de 
ܬଶ: 
ܬଶ ൌ 	12ܶݎ൫ܺܺ
் െ ܺ ሚܵା ሚ்ܵܺ൯. (2.19) 
2.3.2. Première méthode proposée : méthode à gradient projeté 
Cette méthode vise à modéliser la fonction de mélange définie par l’équation (2.4). Les 
variables, impliquées dans la méthode de démélange considérée, sont constituées des deux 
matrices ܣሚ et ሚܵ, où ܣሚ est remplacée par son expression (2.12).  
Nous commençons par calculer l’expression du gradient de ܬଶ par rapport à un élément 
̃ݏ௠௟, élément de la ligne ݉ parmi les ܯ lignes maîtresses de la matrice ሚܵ (les variables ̃ݏ௠௟ 
sont les seules variables à considérer dans le calcul du gradient). Ce dernier peut être calculé à 











்ሻቇ െ ܶݎ ቆ డడ௦̃೘೗ ൫ܺ ሚܵ
ା ሚ்ܵܺ൯ቇ൱, (2.21) 




ൌ െଵଶ 	ܶݎ ቆ
డ
డ௦̃೘೗ ൫ܺ ሚܵ
ା ሚ்ܵܺ൯ቇ, (2.22) 
ൌ െଵଶ 	ܶݎ ቆ
డ௑
డ௦̃೘೗ 	 ሚܵ
ା ሚ்ܵܺ ൅ ܺ డడ௦̃೘೗ ൫ ሚܵ
ା ሚ்ܵܺ൯ቇ, (2.23) 
ൌ െଵଶ 	ܶݎ ቆܺ
డ
డ௦̃೘೗ ൫ ሚܵ
ା ሚ்ܵܺ൯ቇ, (2.24) 
ൌ െଵଶ 	ܶݎ ቀܺ
డௌሚశ
డ௦̃೘೗
ሚ்ܵܺ ൅ ܺ ሚܵା డడ௦̃೘೗ ൫ ሚܵܺ
்൯ ቁ. (2.25) 
Cette dernière expression contient deux termes à dériver. La dérivée du premier terme est la 
suivante : 
பௌሚశ
ப௦̃೘೗ ൌ ൫ܫ െ ሚܵ
ା ሚܵ൯ பௌሚ౐ப௦̃೘೗ ൫ ሚܵ ሚܵ
୘൯ିଵ െ ሚܵା பௌሚப௦̃೘೗ ሚܵ
ା. (2.26) 
La dérivée du second terme est la suivante : 
ப
ப௦̃೘೗ ൫ ሚܵܺ
୘൯ ൌ பௌሚப௦̃೘೗ ܺ
୘. (2.27) 
Ainsi, l’expression du gradient de ܬଶ par rapport à ̃ݏ௠௟ est donnée comme suit : 
ப௃మ
ப௦̃೘೗ ൌ Tr ቆ൫ܺ ሚܵ
ା ሚܵ െ ܺ൯୘ܺ ሚܵା ቀ பௌሚப௦̃೘೗ቁቇ, (2.28) 
ப௃మ
ப௦̃೘೗ ൌ Tr ቆ൫ܺ ሚܵ
ା ሚܵ൯୘ܺ ሚܵା ቀ பௌሚப௦̃೘೗ቁቇ െ Tr ቆX
୘ܺ ሚܵା ቀ பௌሚப௦̃೘೗ቁቇ , (2.29) 
ப௃మ
ப௦̃೘೗ ൌ Tr ቆ ሚܵ
ା ሚܵ	X୘ܺ ሚܵା ቀ பௌሚப௦̃೘೗ቁቇ െ TrቆX
୘ܺ ሚܵା ቀ பௌሚப௦̃೘೗ቁቇ , (2.30) 
Nous rappelons que dans cette première approche deux modèles de mélange différents sont 
considérés (le linéaire-quadratique et le bilinéaire). Ainsi l’expression finale du gradient de ܬଶ 
par rapport à un élément ̃ݏ௠௟ peut être facilement déduite en calculant la valeur de பௌሚப௦̃೘೗. Cette 
valeur dépend du modèle de mélange considéré, donnant lieu à deux algorithmes différents : 




2.3.2.1. Algorithme pour mélanges bilinéaires  
Le premier algorithme proposé est l'algorithme Grd-NS-LS-BMF pour "Gradient-based 
Nonnegative Spectra Least-Squares Bilinear Matrix Factorization", dans lequel le modèle de 
mélange considéré est le modèle bilinéaire qui est un cas particulier du modèle linéaire-
quadratique. Dans cet algorithme, la matrice பௌሚப௦̃೘೗ est une matrice de dimension ቂܯ ൅
ெሺெିଵሻ
ଶ ቃ 	ൈ ܮ dont la valeur de ቂ
பௌሚ
ப௦̃೘೗ቃ௣௤(un élément de cette matrice à la position ሺ݌, ݍሻ) est 





ۓ 1 ܵ݅ ݌ ൌ ݉ ݁ݐ ݍ ൌ ݈
̃ݏ௠ᇲ௟ 	Si  	݉ ∈ ሼ1,… ,ܯ െ 1ሽ,݉
ᇱ ∈ ሼ݉ ൅ 1,… ,ܯሽ	/
݌ ൌ ܯ ൅ ሾܤሿ௠௠ᇲ	, et	ݍ ൌ ݈
0 ݈݈ܽ݅݁ݑݎݏ
. (2.31) 
La matrice ܤ est une matrice symétrique de dimension ܯ ൈܯ dont la diagonale principale 
est inutilisée, et dont la partie supérieure est organisée comme suit : chaque élément ሾܤሿ௥௧ à la 
position ሺݎ, ݐሻ dans la matrice ܤ avec ݐ ൐ 	ݎ, correspond au cross-pseudo-endmember ݏ௥ ⊙ ݏ௧ 
et est égale à l'indice de la ligne dans la matrice ሚܵ௕	qui contient ce cross-pseudo-endmember. 
Ces valeurs ሾܤሿ௥௧ sont des nombres entiers  et sont stockées de gauche à droite et de haut en 
bas dans la partie supérieure de la matrice ܤ dans l'ordre croissant, c'est à dire de 1 à ሺܯ െ 1ሻ 
dans la première rangée, de ܯ à ሺ2ܯ െ 3ሻ dans la deuxième rangée et ainsi de suite. Ces 
valeurs peuvent ainsi être calculées en utilisant l'expression suivante (pour ݐ ൐ 	ݎ) : 
ሾܤሿ௥௧ ൌ ଵଶ ሾܯሺܯ െ 1ሻ െ ሺܯ െ ݎሻሺܯ െ ݎ ൅ 1ሻሿ ൅ ሺݐ െ ݎሻ. (2.32) 
La matrice ܤ est identique dans toutes les équations suivantes. 
L'expression finale du gradient de ܬଶ par rapport à un élément ̃ݏ௠௟ donne la règle de mise à 
jour suivante (pour les éléments maîtres ̃ݏ௠௟ des ܯ lignes supérieures de ሚܵ) en appliquant la 
méthode de descente du gradient : 
̃ݏ௠௟ 	← ̃ݏ௠௟ െ ߙ ப௃మப௦̃೘೗ , (2.33) 




avec un taux d'apprentissage fixe ߙ (pas du gradient), pour tous les éléments ̃ݏ௠௟	, choisi 
suffisamment petit pour que l’algorithme converge. 
Cette règle de mise à jour n’est pas suffisante pour garantir la non-négativité de nos 
variables. Afin d’assurer cette contrainte, une nouvelle règle itérative de mise à jour est 
déduite de la précédente. Cette règle consiste à projeter l’élément ̃ݏ௠௟ obtenu avec la règle de 
mise à jour (2.33) sur ܴା. La règle itérative finale de mise à jour du gradient projeté est alors 
exprimée comme suit : 
̃ݏ௠௟ 	← max ቂߝ, ̃ݏ௠௟ െ ߙ ப௃మப௦̃೘೗ ቃ, (2.34) 
où ε est un nombre positif et très petit. 
Notons que dans cette approche les variables esclaves de ሚܵ sont mises à jour conjointement 
avec les variables maîtresses. Nous avons donc pour chaque itération les règles de mise à jour 
suivantes : 
- Règle de mise à jour des variables maîtresses de ሚܵ : 
̃ݏ௠௟ 	← ̃ݏ௠௟ െ 	ߙ ൭ܶݎ ቆ൫ܺ ሚܵା ሚܵ െ ܺ൯்ܺ ሚܵା ቀ డௌሚడ௦̃೘೗ቁቇ൱, avec  ݉ ∈ ሼ1,… ,ܯሽ,	 
݈ ∈ ሼ1,… , ܮሽ, 
(2.35)
et 
̃ݏ௠௟ 		← ݉ܽݔ ሾߝ, ̃ݏ௠௟ሿ. (2.36) 
- Règle de mise à jour des variables esclaves de ሚܵ : 
̃ݏ௞௟ 	← ̃ݏ௠௟ ൈ ̃ݏ௠ᇲ௟, avec ݇ ൌ ܯ ൅ ሾܤሿ௠௠ᇲ  / ݉ ∈ ሼ1,… ,ܯ െ 1ሽ, 
݉ᇱ ∈ ሼ݉ ൅ 1,… ,ܯሽ et ݈ ∈ ሼ1,… , ܮሽ	. 
(2.37) 
2.3.2.2. Algorithme pour mélanges linéaire-quadratiques  
Le deuxième algorithme proposé est l'algorithme Grd-NS-LS-LQMF "Gradient-based Nonnegative 
Spectra Least-Squares Linear-Quadratic Matrix Factorization". Le modèle de mélange considéré ici est 




le modèle linéaire-quadratique. La matrice பௌሚப௦̃೘೗ est une matrice de dimension  ቂ2ܯ ൅
ெሺெିଵሻ
ଶ ቃ 	ൈ ܮ 







ۓ 1 Si ݌ ൌ ݉ et ݍ ൌ ݈
̃ݏ௠ᇲ௟ Si ݉ ∈ ሼ1,… ,ܯ െ 1ሽ,݉ᇱ ∈ ሼ݉ ൅ 1,… ,ܯሽ	/݌ ൌ ܯ ൅ ሾܤሿ௠௠ᇲ, et	ݍ ൌ ݈
2̃ݏ௠௟
0
Si	݌ ൌ ܯ ൅	ெሺெିଵሻଶ ൅ ݉	et	ݍ ൌ ݈
݈݈ܽ݅݁ݑݎݏ
. (2.38)
- Règle de mise à jour des variables maîtresses de ሚܵ : 
̃ݏ௠௟ 	← ̃ݏ௠௟ െ 	ߙ ൭Tr ቆ൫ܺ ሚܵା ሚܵ െ ܺ൯୘ܺ ሚܵା ቀ பௌሚப௦̃೘೗ቁቇ൱, avec  ݉ ∈ ሼ1,… ,ܯሽ,	 
݈ ∈ ሼ1,… , ܮሽ, 
(2.39) 
et 
̃ݏ௠௟ ← maxሾߝ, ̃ݏ௠௟ሿ. (2.40) 
- Règle de mise à jour des variables esclaves de ሚܵ : 
̃ݏ௞௟ 	← ̃ݏ௠௟ ൈ ̃ݏ௠ᇲ௟, avec ݇ ൌ ܯ ൅ ሾܤሿ௠௠ᇲ  / ݉ ∈ ሼ1,… ,ܯ െ 1ሽ, 
݉ᇱ ∈ ሼ݉ ൅ 1,… ,ܯሽ et ݈ ∈ ሼ1,… , ܮሽ	. 
(2.41) 
̃ݏ௡௟ 	← ̃ݏ௠௟ଶ, avec 	݊ ൌ ܯ ൅	ெሺெିଵሻଶ ൅ ݉,݉ ∈ ሼ1,… ,ܯሽ et ݈ ∈ ሼ1, … , ܮሽ. (2.42) 
La méthode présentée dans cette section a été développée pour l'extraction des spectres 
d’endmembers hyperspectraux. Celle-ci est conçue pour les mélanges linéaire-quadratiques et 
les mélanges bilinéaires, avec des contraintes de non-négativité liées à la nature de nos 
données. Cette approche donne des résultats assez encourageants (voir chapitre 3), néanmoins 
elle a comme inconvénient une convergence relativement lente dû à l’utilisation d’un pas fixe 
dans la descente de gradient. Afin de remédier à ce dernier problème, nous proposons dans la 




section qui suit une variante de cette méthode qui permet de s’affranchir du choix du pas. 
2.3.3. Deuxième méthode proposée : méthode multiplicative 
Afin de s’affranchir du pas de descente dans les algorithmes de gradient, nous nous 
proposons de développer une nouvelle méthode qui est une version multiplicative de ces 
derniers, dans laquelle le calcul de la mise à jour de la matrice ሚܵ se fait à partir de la mise à 
jour des algorithmes précédents.  
A partir de l'équation (2.30), la dérivée ப௃మப௦̃೘೗ de notre fonction de coût ܬଶ par rapport à un 







où la fonction  ப௃మశப௦̃೘೗, idéalement positive, correspond aux termes précédés d'un signe plus, 
tandis que la fonction ப௃మషப௦̃೘೗, idéalement positive aussi, correspond aux termes précédés d'un 
signe moins. La contrainte de non-négativité peut alors être satisfaite en initialisant ̃ݏ௠௟ avec 
une valeur non-négative et en choisissant la valeur de chaque pas ߙ௠௟ comme suit [65] :  




, avec  ݉ ∈ ሼ1,… ,ܯሽ et ݈ ∈ ሼ1,… , ܮሽ.  (2.44) 
En remplaçant l’expression du pas ߙ௠௟ dans l’équation (2.33), le calcul de la mise à jour de 
̃ݏ௠௟	élément de la matrice ሚܵ se fait comme suit : 








où ε (positif et très petit) est ajouté au dénominateur de (2.46) pour éviter les éventuelles 
divisions par zéro. 




Notons ici que la matrice pseudo-inverse ሚܵା peut contenir des valeurs négatives. Afin 
d’assurer la non-négativité de nos variables, la contrainte suivante est ajoutée avant le calcul 
de la mise a jour de ̃ݏ௠௟ (2.46).  
ሚܵା 	← max ൣߝ, ሚܵା ൧. (2.47) 
Comme dans l’approche présentée précédemment section 2.3.2, l’expression finale de mise 
à jour dépend de la valeur de la matrice பௌሚப௦̃೘೗. La valeur de cette dernière dépend alors du 
modèle de mélange considéré. Nous obtenons ainsi deux algorithmes différents : 
2.3.3.1. Algorithme multiplicatif pour mélanges bilinéaires 
L'algorithme proposé dans cette section est l'algorithme Multi-NS-LS-BMF "Multiplicative 
Nonnegative Spectra Least-Squares Bilinear Matrix Factorization", le modèle de mélange 
considéré dans ce dernier est le modèle bilinéaire. 
- Règle de mise à jour des variables maîtresses de ሚܵ : 
̃ݏ௠௟ 	← ̃ݏ௠௟ 	ൈ 	
	்௥ቆ௑೅௑ௌሚశ൬ ങೄ෩ങೞ෤೘೗൰ቇ
்௥ቆௌሚశௌሚ௑೅௑ௌሚశ൬ ങೄ෩ങೞ෤೘೗൰ቇା	ఌ
, avec  ݉ ∈ ሼ1,… ,ܯሽ, ݈ ∈ ሼ1,… , ܮሽ, (2.48) 
où l'expression de  డௌሚడ௦̃೘೗ est définie par (2.31). 
 
- Règle de mise à jour des variables esclaves de ሚܵ : 
Les variables esclaves de ሚܵ sont calculées en utilisant l'expression (2.37). 
2.3.3.2. Algorithme multiplicatif pour mélanges linéaire-quadratiques 
L'algorithme proposé pour le modèle linéaire-quadratique est l'algorithme Multi-NS-LS-










- Règle de mise à jour des variables maitresses de ሚܵ : 




où l'expression de  డௌሚడ௦̃೘೗ est ici définie par (2.38). 
- Règle de mise à jour des variables esclaves de ሚܵ : 
Les variables esclaves de ሚܵ sont calculées en utilisant les expressions (2.41) et (2.42). 
L’intérêt de l’approche proposée dans cette section est de s’affranchir de l’inconvénient du 
choix du pas de descente dans l’algorithme de gradient.  
Les algorithmes de cette deuxième approche ont une convergence plus rapide que ceux de 
l’approche présentée dans la section précédente, ce qui réduit le temps de calcul de ces 
dernières.  
Les performances des approches proposées ainsi que les performances des méthodes de la 
littérature sont comparées dans le chapitre suivant. 
2.4. Conclusion 
Dans ce chapitre, nous avons présenté nos méthodes pour le démélange non-supervisé dans 
le cas d’images hyperspectrales urbaines. Ces méthodes sont conçues pour un modèle de 
mélange linéaire-quadratique ou bilinéaire. Ces méthodes sont aptes à modéliser le 
phénomène de diffusions doubles qui se produit dans de telles scènes et cela en tenant compte 
de la fonction de mélange non-linéaire entre matériaux. Deux approches basées sur la 
factorisation en matrices non-négatives ont été présentées. La première approche est une 
approche de type gradient projeté, où deux algorithmes ont été proposés, l’un conçu pour un 
modèle de mélange bilinéaire et l’autre pour un modèle de mélange linéaire-quadratique. La 
deuxième, est une approche multiplicative, où là encore deux algorithmes ont été proposés. 
Les performances de ces méthodes sont présentées et comparées dans le chapitre suivant.
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Dans ce chapitre, nous présentons les différents tests réalisés dans cette première partie de 
notre thèse ainsi que les performances des méthodes testées. Les résultats présentés sont 
obtenus à partir de tests réalisés sur des données synthétiques générées à partir de spectres 
réels issus de bibliothèques spectrales. 
Nous commençons tout d’abord par présenter dans la première section les protocoles et les 
conditions de test, où nous décrivons également les différents critères utilisés pour évaluer les 
performances des méthodes. Dans la section suivante, nous détaillons les différents tests 
réalisées ainsi que les résultats obtenus avec nos méthodes sur les différents types de données 
considérées. Dans cette seconde section une comparaison avec les performances de méthodes 
de la littérature est également donnée. 
3.2. Protocoles de test 
Dans cette section nous présentons les protocoles de test afin d’évaluer les performances 
des méthodes testées. 
3.2.1. Initialisation des algorithmes 
Comme tous les algorithmes basés sur la factorisation en matrices avec des contraintes de 
non-négativité, nos algorithmes ne garantissent pas de fournir une solution unique et leur 
convergence dépend de leur initialisation. Pour cette raison, et afin d’évaluer le comportement 
global de nos algorithmes, plusieurs initialisations sont testées : 
3.2.1.1. Initialisations sans information a priori (init 1) 
Dans cette première configuration, nous supposons qu’aucune information a priori sur les 
spectres n’est disponible. Les spectres d’endmember ܵ௔෪ሺ଴ሻ sont alors initialisés avec une 
valeur constante égale à 0.5. Les spectres de pseudo-endmembers initiaux  ܵ௕෪ሺ଴ሻ et ܵ௖෩ ሺ଴ሻ sont 
déduits de la matrice initiale des spectres ܵ௔෪ሺ଴ሻ en utilisant la multiplication élément par 
élément. 
Pour ce qui est de la matrice des fractions d’abondances linéaires ܣ௔෪ሺ଴ሻ, cette dernière est 
initialisée avec une valeur constante égale à 1/ܯ (ܯ nombre d’endmembers). Les matrices 




des fractions d'abondances quadratiques ܣ௕෪ሺ଴ሻ et  ܣ௖෪ሺ଴ሻ sont déduites de la matrice ܣ௔෪ሺ଴ሻ 
suivant le principe du modèle de Fan [131] comme suit : pour un pixel ݅, chaque élément 
ఫܽ,௟෦ ሺ଴ሻሺ݅ሻ (avec  ݆ ൏ 	݈) de la matrice ܣ௕෪ሺ଴ሻ est égal au min {0.5, ෤ܽ௝ሺ଴ሻሺ݅ሻ	. ෤ܽ௟ሺ଴ሻሺ݅ሻ} et chaque 
élément ఫܽ,ఫ෦ ሺ଴ሻሺ݅ሻ de la matrice ܣ௖෪ሺ଴ሻ est égal au min {0.5, ෤ܽ௝ሺ଴ሻሺ݅ሻ	. ෤ܽ௝ሺ଴ሻሺ݅ሻ}, où ෤ܽ௝ሺ଴ሻሺ݅ሻ et 
෤ܽ௟ሺ଴ሻሺ݅ሻ sont deux éléments de la matrice ܣ௔෪ሺ଴ሻ. 
3.2.1.2. Initialisation avec information a priori (init 2) 
Afin d’éviter une initialisation aléatoire des algorithmes, les ܯ spectres d’endmembers  
ܵ௔෪ሺ଴ሻ sont initialisés en utilisant la méthode SISAL [101]. Les spectres de pseudo-
endmembers initiaux  ܵ௕෪ሺ଴ሻ et ܵ௖෩ ሺ଴ሻ sont déduits de la matrice initiale des spectres 
d’endmember ܵ௔෪ሺ଴ሻ en utilisant la multiplication élément par élément. 
Pour ce qui est de l’initialisation de la matrice des fractions d’abondances ܣ௔෪ሺ଴ሻ, deux 
initialisation différentes sont utilisées : 
1. La matrice des fractions d’abondances linéaires ܣ௔෪ሺ଴ሻ est initialisée avec une valeur 
constante égale à 1/ܯ (ܯ nombre d’endmembers). Nous désignons cette initialisation par init 
2.1. 
2. La matrice initiale des fractions d’abondances linéaires  ܣ௔෪ሺ଴ሻ est déduite de l'image ܺ 
et de la matrice initiale des spectres ܵ௔෪ሺ଴ሻ (des ܯ spectres d'endmembers), au moyen de la 
méthode des moindres carrés avec contraintes (FCLS) [105]. Nous désignons cette 
initialisation par init 2.2. 
Pour ces deux initialisations (init 2.1 et init 2.2), les matrices des fractions d'abondances 
quadratiques ܣ௕෪ሺ଴ሻ et ܣ௖෪ሺ଴ሻ sont déduites de la matrice ܣ௔෪ሺ଴ሻ de la même manière que pour 
init 1 (section 3.2.1.1). 
3.2.2. Critères de performances 
Afin d’évaluer les performances des approches considérées pour l’extraction des spectres 
d’endmembers à partir des données considérées, différents critères sont utilisés pour mesurer 




la ressemblance entre les vrais spectres et les spectres estimés. Dans cette section, nous 
présentons les critères de performances utilisés dans ce chapitre. 
- L’Angle Spectral (AS) (Spectral Angle Mapper (SAM)) 
ܵܣܯ௝ ൌ ܽݎܿ݋ݏ ൬ 〈௦ೕ,௦̃ೕ〉ฮ௦ೕฮమ.ฮ௦̃ೕฮమ൰, (3.1)
avec ݆ ൌ 1…ܯ, où ݏ௝ et ̃ݏ௝ sont respectivement le ݆-ième spectre réel et le ݆-ième spectre 
estimé, 〈ݏ௝, ̃ݏ௝〉 représente le produit scalaire, ฮݏ௝ฮଶ et ฮ̃ݏ௝ฮଶ représentent respectivement la 
norme de ݏ௝ et ̃ݏ௝. 





మ  . (3.2) 
- Divergence d'Information Spectrale (Spectral Information Divergence (SID)) [142] 
SID௝ ൌ หݏ௝୘݈݊	ሺݏ௝ ⊘ ̃ݏ௝ሻ ൅ ̃ݏ௝୘݈݊ ሺ̃ݏ௝ ⊘ ݏ௝ሻห. (3.3) 
où ݈݊ሺ. ሻ désigne le logarithme népérien et ⊘ désigne la division élément par élément. 
Notons que la comparaison des performances des algorithmes testés est réalisée sur la 
base des valeurs moyennes des critères cités ci-dessus sur les spectres d’endmembers estimés. 
Des valeurs plus petites de ces critères indiquent une meilleure extraction des spectres. 
 




3.3. Résultats et discussion 
Dans cette section nous présentons les différents tests réalisés, avec les différents types de 
données synthétiques utilisées, afin de comparer les performances des méthodes proposées 
dans le chapitre précédent et qui sont notées comme suit : 
- Grd-NS-LS-BMF: Gradient-based Nonnegative-Spectra Least-Squares Bilinear Matrix 
Factorization et sa version multiplicative (Multi-NS-LS-BMF). 
- Grd-NS-LS-LQMF: Gradient-based Nonnegative-Spectra Least-Squares Linear-
Quadratic Matrix Factorization et sa version multiplicative (Multi-NS-LS-LQMF). 
Ces méthodes seront aussi comparées aux performances de méthodes de la littérature qui 
sont : 
- NMF linéaire [65]. 
- Lin-Ext-NMF (qui est une extension de la NMF, dans laquelle les termes quadratiques 
sont pris en compte [10]). 
- Mult-LQNMF (Multiplicative Linear-Quadratic NMF). 
- Grd-LQNMF (Gradient Linear-Quadratic NMF) et Grd-New-LQNMF (Gradient-
Newton Linear-Quadratic NMF) [10]. 
Chacune de ces méthodes testées est initialisée de la manière expliquée dans la section 
3.2.1. De plus, certains paramètres sont également pris en compte durant nos tests : 
 Un pas fixé à ߙ	 ൌ 	0.001 pour les algorithmes à gradient projeté. 
 Une précision de ɛ	 ൌ 	10ି଺  pour le critère d'arrêt défini comme suit :  
ቚ	௃ሺ೟ሻି ௃ሺ೟శభሻ௃ሺ೟ሻ ቚ ൑ ɛ, (3.4) 
où ܬ désigne la fonction de coût de la méthode considérée et ݐ  désigne une itération. 
 Un nombre maximal d'itérations fixé à 50, pour chacune des méthodes testées, est 
utilisé comme critère d'arrêt supplémentaire, pour éviter un nombre élevé d'itérations dans le 
cas où le premier critère d'arrêt n'est pas atteint. 




3.3.1. Test 1 
Comme premier test, les méthodes proposées ainsi que les méthodes de la littérature citées 
plus haut sont testées sur des images synthétiques générées de la manière suivante : 
 Deux ensembles de huit spectres hyperspectraux (ܯ ൌ 8 endmembers) sont choisis 
dans des bibliothèques spectrales, mesurées de 0.4 à 2.5 μm  avec ܮ	 ൌ 	184 bandes spectrales 
différentes. Le premier ensemble contient huit spectres sélectionnés aléatoirement à partir de 
la bibliothèque spectrale compilée par United States Geological Survey (USGS) (Figure 
3.1(a)) [118]. Le second ensemble contient huit spectres de matériaux utilisés en milieux 
urbains, choisis aléatoirement parmi la bibliothèque spectrale compilée par l'Université Johns 
Hopkins (JHU) (Figure 3.1(b)) [143]. 
 
 Huit cartes de fractions d’abondances contenant chacune ܲ ൌ 20 ൈ 20 pixels, qui 
correspondent à la partie linéaire, générées aléatoirement et uniformément sur l’intervalle 
[0,1], puis normalisées pour avoir une somme égale à 1. En plus des cartes de fractions 
d’abondances de la partie linéaire, les cartes de fractions d’abondances correspondant à la 
partie quadratique sont générées à partir des abondances linéaires en utilisant le modèle de 
Fan [131]. 
 
 Les spectres hyperspectraux et les cartes d'abondances sont ensuite utilisés pour 
générer deux images hyperspectrales de 20×20 pixels (ܲ ൌ 400 pixels) pour chaque ensemble 
de spectres. Ainsi, une image hyperspectrale est générée suivant le modèle de mélange 
bilinéaire et une autre image hyperspectrale est générée suivant le modèle de mélange 
linéaire-quadratique [10]. 
Afin de tester les performances des méthodes développées, dix images sont générées à 
partir de dix différentes cartes de fractions d’abondances générées de façon aléatoire. Par la 
suite, nous calculons les moyennes des résultats obtenus.  
L'intérêt de ce premier test est d'étudier le comportement global des méthodes testées avec 
différentes initialisation. Ces tests sont réalisés dans quatre configurations : 
 Données générées selon le modèle de mélange bilinéaire avec une sélection aléatoire 
de spectres réels issus de la bibliothèque spectrale USGS (Figure 3.1(a))  que nous nommons 
dataset 1.1.  




 Données générées selon le modèle de mélange bilinéaire avec une sélection  aléatoire 
de spectres réels de milieux urbains issus de la bibliothèque spectrale JHU (Figure 3.1(b))  
que nous nommons dataset 2.1.  
 Données générées selon le modèle de mélange linéaire-quadratique avec une sélection 
aléatoire de spectres réels issus de la bibliothèque spectrale USGS que nous nommons dataset 
1.2.  
 Données générées selon le modèle de mélange linéaire-quadratique avec une sélection 
aléatoire de spectres réels de milieux urbains issus de la bibliothèque spectrale JHU que nous 




Figure 3.1 : Spectres originaux. (a) Premier ensemble : spectres sélectionnés aléatoirement 
(USGS).   (b) Deuxième ensemble : spectres de milieux urbains (JHU). 




























3.3.1.1. Résultats avec l’initialisation init 1 
Les tableaux ci-dessous (Tableau 3.1-Tableau 3.4) montrent les moyennes des résultats 
obtenus avec une initialisation aléatoire (init 1) sur les images synthétiques du Test 1, 
générées pour chacun des modèles de mélange (bilinéaire et linéaire-quadratique).  
 
Tableau 3.1 : Moyennes des valeurs des critères obtenues sur l’ensemble de données 
dataset 1.1 (générées selon le modèle de mélange bilinéaire) du Test 1. 
SAM (°) NMSE (%) SID 
Grd-NS-LS-BMF 48.87 80.55 331.87 
Multi-NS-LS-BMF 49.27 99.61 438.87 
NMF 24.10 58.84 35.44 
Lin-Ext-NMF 24.46 56.63 30.69 
Mult-LQNMF 23.98 56.88 30.70 
Grd-LQNMF 26.89 63.09 46.68 




Tableau 3.2 : Moyennes des valeurs des critères obtenues sur l’ensemble de 
données dataset 2.1 (générées selon le modèle de mélange bilinéaire) du Test 1. 
SAM (°) NMSE (%) SID 
Grd-NS-LS-BMF 49.05 451.34 303.78 
Multi-NS-LS-BMF 46.94 186.35 302.51 
NMF 14.60 153.23 22.15 
Lin-Ext-NMF 13.70 103.42 19.77 
Mult-LQNMF 14.08 117.42 19.72 
Grd-LQNMF 19.86 377.12 94.12 











Tableau 3.3 : Moyennes des valeurs des critères obtenues sur l’ensemble de données 
dataset 1.2 (générées selon le modèle de mélange linéaire-quadratique) du Test 1. 
SAM (°) NMSE (%) SID 
Grd-NS-LS-LQMF 49.05 126.28 417.72 
Multi-NS-LS-LQMF 45.29 79.64 560.64 
NMF 24.12 60.67 39.69 
Lin-Ext-NMF 24.51 57.23 31.40 
Mult-LQNMF 23.99 57.28 31.86 
Grd-LQNMF 26.89 63.10 46.73 




Tableau 3.4 : Moyennes des valeurs des critères obtenues sur l’ensemble de données 
dataset 2.2 (générées selon le modèle de mélange linéaire-quadratique) du Test 1. 
SAM (°) NMSE (%) SID 
Grd-NS-LS-LQMF 44.09 540.18 339.07 
Multi-NS-LS-LQMF 30.93 386.66 186.14 
NMF 14.88 164.48 23.51 
Lin-Ext-NMF 13.73 109.52 19.67 
Mult-LQNMF 14.23 123.87 19.91 
Grd-LQNMF 19.86 377.24 94.15 
Grd-New-LQNMF 19.56 362.40 88.41 
 
A partir des résultats présentés dans les tableaux 3.1 et 3.2, nous pouvons remarquer que 
pour les images générées suivant le modèle de mélange bilinéaire, la méthode Lin-Ext-NMF 
donne globalement de meilleures performances que nos approches, mais aussi de meilleures 
performances que les autre méthodes testées de la littérature, avec un NMSE moyen égal à 
56.63% et un SID moyen égal à 30.69, obtenus sur l'ensemble de données dataset 1.1 et un 
SAM moyen égal à 13.70° et un NMSE égal à 103.42%, obtenus sur l'ensemble de données 
dataset 2.1. 
Pour ce qui est des résultats obtenus avec les images générées suivant le modèle de 
mélange linéaire-quadratique, les tableaux 3.3 et 3.4 montrent également que la méthode  Lin-
Ext-NMF donne de meilleures performances avec un NMSE égal à 57.23% et SID égal à 




31.40 pour l'ensemble de données dataset 1.2, et un SAM égal à 13.73°, un NMSE égal à 
109.52% et un SID égal à 19.67 l'ensemble de données dataset 2.2.  
A partir de ces tableaux (Tableau 3.1-Tableau 3.4) nous pouvons conclure que pour une 
initialisation des spectres d'endmembers avec une valeur constante, les méthodes proposées 
dans ces travaux de thèse donnent de moins bonnes performances comparées à la meilleure 
des méthodes testées de la littérature. Ceci peut être expliqué par le fait que l'initialisation 
considérée peut amener les algorithmes proposés à des minimas locaux non souhaités.  
3.3.1.2. Résultats avec l’initialisation init 2  
Dans cette section, nous comparons les résultats obtenus avec nos méthodes ainsi que les 
méthodes de la littérature testées sur les différentes données utilisées dans cette première 
expérience. Ces méthodes sont testées dans le cas d’une initialisation avec information a 
priori (init 2).  
Les tableaux ci-dessous (Tableau 3.5-Tableau 3.8) représentent les moyennes des résultats 
obtenus avec l’initialisation init 2 sur les différentes images générées pour chacun des 
modèles de mélange (bilinéaire et linéaire-quadratique).  
Tableau 3.5 : Moyennes des valeurs des critères obtenues sur l’ensemble de données dataset 
1.1 (générées selon le modèle de mélange bilinéaire) du Test 1. 
 SAM (°) NMSE (%) SID 
Grd-NS-LS-BMF Init 2 2.98 7.91 1.19 
Multi-NS-LS-BMF Init 2 2.99 8.15 1.22 
NMF 
Init 2.1 5.67 27.31 4.49 
Init 2.2 3.26 23.37 3.51 
Lin-Ext-NMF 
Init 2.1 5.88 10.65 2.48 
Init 2.2 3.12 7.77 1.22 
Mult-LQNMF 
Init 2.1 5.98 10.81 2.30 
Init 2.2 3.00 8.16 1.21 
Grd-LQNMF 
Init 2.1 3.35 22.67 3.48 
Init 2.2 3.34 22.69 3.49 
Grd-New-LQNMF 
Init 2.1 3.42 21.74 3.40 
Init 2.2 3.39 21.87 3.35 
 
 






Tableau 3.6 : Moyennes des valeurs des critères obtenues sur l’ensemble de données dataset 
2.1 (générées selon le modèle de mélange bilinéaire) du Test 1.  
 SAM (°) NMSE (%) SID 
Grd-NS-LS-BMF Init 2 4.66 14.50 0.73 
Multi-NS-LS-BMF Init 2 4.70 14.51 0.74 
NMF 
Init 2.1 7.55 26.13 1.73 
Init 2.2 5.07 17.14 1.19 
Lin-Ext-NMF 
Init 2.1 7.25 19.60 1.32 
Init 2.2 4.60 14.63 0.73 
Mult-LQNMF 
Init 2.1 7.28 17.36 1.04 
Init 2.2 4.62 14.62 0.73 
Grd-LQNMF 
Init 2.1 5.06 17.12 1.17 
Init 2.2 5.06 17.07 1.16 
Grd-New-LQNMF 
Init 2.1 5.01 17.03 1.12 
Init 2.2 5.02 16.89 1.07 
 
Tableau 3.7 : Moyennes des valeurs des critères obtenues sur l’ensemble de données dataset 
1.2 (générées selon le modèle de mélange linéaire-quadratique) du Test 1.  
 SAM (°) NMSE (%) SID 
Grd-NS-LS-BMF Init 2 3.35 9.77 0.78 
Multi-NS-LS-BMF Init 2 2.54 14.52 1.24 
NMF 
Init 2.1 6.08 35.01 7.10 
Init 2.2 3.54 33.78 5.86 
Lin-Ext-NMF 
Init 2.1 6.28 12.53 2.18 
Init 2.2 2.62 12.37 1.00 
Mult-LQNMF 
Init 2.1 6.36 17.28 2.53 
Init 2.2 2.54 14.42 1.22 
Grd-LQNMF 
Init 2.1 3.37 36.43 6.34 
Init 2.2 3.35 36.48 6.33 
Grd-New-LQNMF 
Init 2.1 3.55 35.40 6.05 









Tableau 3.8 : Moyennes des valeurs des critères obtenues sur l’ensemble de données dataset 
2.2 (générées selon le modèle de mélange linéaire-quadratique) du Test 1. 
 SAM (°) NMSE (%) SID 
Grd-NS-LS-BMF Init 2 2.87 5.80 0.22 
Multi-NS-LS-BMF Init 2 3.15 17.14 1.28 
NMF 
Init 2.1 7.59 25.66 2.35 
Init 2.2 3.25 12.01 0.99 
Lin-Ext-NMF 
Init 2.1 7.28 11.56 0.73 
Init 2.2 2.83 6.45 0.29 
Mult-LQNMF 
Init 2.1 6.87 12.41 0.66 
Init 2.2 2.94 6.18 0.24 
Grd-LQNMF 
Init 2.1 5.10 11.31 1.22 
Init 2.2 4.71 12.38 1.21 
Grd-New-LQNMF 
Init 2.1 3.82 14.24 1.20 
Init 2.2 3.69 15.11 1.21 
 
À partir des résultats reportés ci-dessus, nous remarquons que la méthode Grd-NS-LS-BMF 
donne, en général, de meilleures performances que les méthodes testées de la littérature, pour 
les tests sur les images générées suivant le modèle de mélange bilinéaire (Tableau 3.5 et 3.6), 
avec une valeur moyenne de l’angle spectrale (SAM) égale à 2.98° et un SID moyen égal à 
1.19, pour l'ensemble de données dataset 1.1. Pour ce qui est des résultats obtenus sur les 
images générées avec une sélection aléatoire de spectres de milieux urbains (dataset 2.1), là 
encore la méthode Grd-NS-LS-BMF donne de meilleures performances, avec une valeur 
moyenne égale à 14.50% pour le NMSE et une moyenne de 0.73 pour le SID, alors que la 
méthode Lin-Ext-NMF donne de meilleurs performances en terme d'angle spectrale (SAM 
moyen égal à 4.60°) obtenue avec l'initialisation init 2.2. 
Pour les images générées suivant le modèle linéaire-quadratique, les tableaux 3.7 et 3.8 
montrent également que notre méthode à gradient Grd-NS-LS-LQMF donne de meilleurs 
résultats en terme de NMSE (9.77%) et de SID (0.78) pour l'ensemble de données dataset 1.2, 
et un NMSE moyen égal à 5.80% et un SID moyen égal à 0.22 pour l'ensemble de données 
dataset 2.2. 




À partir de ces tableaux (Tableau 3.5 - 3.8), nous constatons également que pour ce type de 
données, les méthodes à gradient mises en place donnent des résultats très satisfaisants 
comparés à leurs versions multiplicatives (Multi-NS-LS-BMF et Multi-NS-LS-LQMF). 
Néanmoins, ces dernières restent assez concluantes par rapport à certaines méthodes testées 
de la littérature. 
Dans les figures suivantes (Figure 3.3 - Figure 3.6) nous présentons respectivement, un des 
spectres utilisés ainsi que ses spectres estimés avec les méthodes proposées pour l'extraction 
des spectres et cela dans les quatre configurations considérées. 
 
Figure 3.2 : Exemple d'un spectre original (dataset 1.1 du Test 1-  générées selon le modèle 
de mélange bilinéaire)  avec ses estimées.  
 
Figure 3.3 : Exemple d'un spectre original (dataset 2.1 du Test 1-  générées selon le modèle 
de mélange bilinéaire)  avec ses estimées. 




   
Figure 3.4 : Exemple d'un spectre original (dataset 1.2 du Test 1-  générées selon le modèle 
de mélange linéaire-quadratique)  avec ses estimées. 
 
Figure 3.5 : Exemple d'un spectre original (dataset 2.2 du Test 1-  générées selon le modèle 
de mélange linéaire-quadratique)  avec ses estimées. 
Globalement et à partir des figures 3.2-3.5, nous pouvons conclure que l’estimation des 
spectres avec nos méthodes proposées est assez précise pour les données générées suivant le 
modèle de mélange bilinéaire et un peu moins précise pour les données générées suivant le 
modèle linéaire-quadratique : nous remarquons que la forme des spectres estimés est assez 
fidèle à celle des spectres originaux. Nous constatons également que les spectres obtenus avec 
les méthodes à gradient Grd-NS-LS-BMF et Grd-NS-LS-LQMF représentent plus fidèlement 
les spectres originaux que les spectres obtenus avec leur versions multiplicatives, en 
particulier dans le cas de données générées avec un modèle de mélange linéaire-quadratique.  




À partir de ces premiers résultats, nous pouvons conclure que les méthodes développées 
pour l’extraction des spectres hyperspectraux, à partir d’images qui présentent des modèles de 
mélange adaptés au cas urbain, donnent des performances assez satisfaisantes, surtout en ce 
qui concerne les méthodes à gradient (Grd-NS-LS-BMF et Grd-NS-LS-LQMF) et cela pour les 
différentes configurations (bilinéaire et  linéaire-quadratique) de données considérées.  
Nous concluons également que les performances de nos méthodes dépendent fortement du 
type d’initialisation. En effet, nous remarquons que les résultats obtenus à partir d’une 
initialisation avec information a priori sur les spectres sont de meilleures performances que 
ceux obtenus avec une initialisation aléatoire. Pour ce qui est des résultats obtenus avec 
l’initialisation init 2 (initialisation avec information a priori), nos méthodes proposées offrent 
dans l'ensemble de meilleures performances sur ce type de données que les méthodes de la 
littérature testées, en particulier en termes de critères NMSE et SID. 
3.3.2. Test 2 
Dans cette section nous testons les performances de nos approches ainsi que les méthodes 
considérées de la littérature sur de nouvelles données synthétiques générées de la manière 
suivante :  
 Deux ensembles de huit spectres hyperspectraux (ܯ ൌ 8 endmembers) sont choisis 
dans des bibliothèques spectrales, mesurées de 0.4 à 2.5 μm  avec ܮ	 ൌ 	184 bandes spectrales 
différentes (spectres utilisés dans Test 1 section 3.3.1). 
 Huit cartes de fractions d'abondances linéaires (Figure 3.6) sont indépendamment 
créées à partir d'une classification réelle de la couverture terrestre, en moyennant les valeurs 
des pixels de la classification sur une fenêtre glissante de taille 5x5 pixels. 
 Les fractions d'abondances quadratiques sont générées à partir des fractions 
d'abondances linéaires en utilisant le modèle de Fan [131]. Dans le cas d'images générées 
suivant le modèle de mélange bilinéaire, nous ne considérons pas les termes au carré, tandis 
que dans le cas d'images générées suivant le modèle de mélange linéaire-quadratique, les 
termes au carré sont pris en compte. 




   
   
  
Figure 3.6 : Cartes de fractions d'abondances linéaires. 
 Ces cartes d'abondances sont ensuite utilisées pour générer deux images 
hyperspectrales de 80×80 pixels (ܲ ൌ 400 pixels) pour chaque ensemble de spectres : une 
image hyperspectrale générée suivant le modèle de mélange bilinéaire et une image 
hyperspectrale générée suivant le modèle de mélange linéaire-quadratique [10]. Nous 
obtenons ainsi quatre configurations de données comme pour les tests précédents, et nous 
choisissions de les nommer dataset 1.1, 1.2, 2.1 et 2.2 comme en section 3.3.1.  
Les tableaux ci-dessous (Tableaux 3.9-3.12) représentent les valeurs obtenues des critères 
utilisés sur les données synthétiques décrites dans le Test 2.  
Dans cette deuxième expérience, les algorithmes testés sont initialisés avec init 2.2, décrite 
dans la section 3.2.1.2, qui est l'initialisation ayant donné les meilleurs résultats dans la 
première expérience pour l'ensemble des méthodes testées. 





Tableau 3.9 : Moyennes des valeurs des critères obtenues sur les données dataset 
1.1 (générée selon le modèle de mélange bilinéaire) du Test 2. 
SAM (°) NMSE (%) SID 
Grd-NS-LS-BMF 5.60 11.70 14.07 
Multi-NS-LS-BMF 12.40 27.88 29.96 
NMF 6.26 27.18 6.69 
Lin-Ext-NMF 8.72 99.99 869.7 
Mult-LQNMF 5.54 12.55 23.92 
Grd-LQNMF 13.00 24.43 54.56 




Tableau 3.10 : Moyennes des valeurs des critères obtenues sur les données dataset 
2.1 (générée selon le modèle de mélange bilinéaire) du Test 2. 
SAM (°) NMSE (%) SID 
Grd-NS-LS-BMF 1.40 4.76 0.34 
Multi-NS-LS-BMF 1.92 9.25 1.83 
NMF 1.91 9.18 1.81 
Lin-Ext-NMF 1.53 5.30 0.58 
Mult-LQNMF 1.50 5.44 0.61 
Grd-LQNMF 10.04 26.19 6.38 




















Tableau 3.11 : Moyennes des valeurs des critères obtenues sur les données dataset 
1.2 (générée selon le modèle de mélange linéaire-quadratique) du Test 2. 
SAM (°) NMSE (%) SID 
Grd-NS-LS-LQMF 5.44 11.76 9.18 
Multi-NS-LS-LQMF 7.18 11.70 32.93 
NMF 5.63 25.34 21.99 
Lin-Ext-NMF 5.44 12.04 19.84 
Mult-LQNMF 5.38 12.71 19.84 
Grd-LQNMF 6.34 25.70 12.56 
Grd-New-LQNMF 8.76 21.78 21.80 
 
 
Tableau 3.12 : Moyennes des valeurs des critères obtenues sur les données dataset 
2.2  (générée selon le modèle de mélange linéaire-quadratique) du Test 2. 
SAM (°) NMSE (%) SID 
Grd-NS-LS-LQMF 1.87 8.87 0.22 
Multi-NS-LS-LQMF 22.65 91.55 18.53 
NMF 1.94 9.57 1.18 
Lin-Ext-NMF 1.24 4.16 0.51 
Mult-LQNMF 1.28 4.47 0.80 
Grd-LQNMF 2.07 7.07 2.01 
Grd-New-LQNMF 5.58 15.33 2.21 
 
Les tableaux ci-dessus (Tableaux 3.9-3.12) montrent que nos méthodes donnent des 
résultats assez satisfaisants pour l’extraction des spectres d’endmembers hyperspectraux pour 
ces données synthétiques comparativement aux résultats obtenus avec certaines des méthodes 
de la littérature testées. En outre, ces tableaux révèlent également que les méthodes proposées 
à gradient produisent des performances globales meilleures que celles obtenues avec leurs 
versions multiplicatives. 
Pour les données dataset 1.1 générées avec une sélection aléatoire de spectres et suivant le 
modèle de mélange bilinéaire, le tableau 3.9 montre que la méthode Mult-LQNMF donne de 
meilleures performances en terme d'angle spectral (5.54°) suivi de notre méthode à gradient 
Grd-NS-LS-BMF avec un SAM moyen égal à 5.60°, tandis que la méthode Grd-NS-LS-BMF 
donne de meilleures performances pour le critère NMSE avec une valeur moyenne égale à 
11.70%. 




 Pour les données dataset 2.1 générées avec une sélection de spectres de matériaux urbains, 
le tableau 3.10 montre que la méthode Grd-NS-LS-BMF donne de meilleurs résultats pour 
l'extraction des spectres hyperspectraux d'endmembers, avec une valeur moyenne pour le 
critère SAM égale à 1.40°, alors que les méthodes de la littérature utilisées atteignent une 
moyenne entre 1.50° et 10.04° pour ce même critère. Pour les mêmes données, et pour le 
critère NMSE, le tableau 3.10 montre que la méthode Grd-NS-LS-BMF est capable d'atteindre 
une valeur moyenne de 4.76%, tandis que les méthodes de la littérature utilisées atteignent 
une moyenne entre 9.18% et 26.19%. Ce tableau rapporte également que la méthode Grd-NS-
LS-BMF donne une valeur moyenne de 0.34 pour le critère SID, tandis que les méthodes de la 
littérature donnent une valeur moyenne entre 0.58 et 6.38 pour ce critère. 
A partir de résultats reportés sur ces tableaux (Tableau 3.9 et Tableau 3.10) nous pouvons 
également conclure que la version multiplicative de notre méthode (Multi-NS-LS-BMF) donne 
des performances moins bonnes que la plupart des méthodes testées.  
Dans les tableaux 3.11 et 3.12 sont données les valeurs moyennes obtenues des critères 
utilisés pour le cas de données générées suivant le modèle de mélange linéaire-quadratique. 
Les résultats présentés dans ces tableaux suivent les mêmes tendances que ceux des tableaux 
précédents pour le modèle de mélange bilinéaire. Pour les résultats obtenus avec les données 
dataset 1.2 générées suivant le modèle linéaire-quadratique, avec une sélection de spectres 
aléatoire dans la bibliothèque USGS [118], le tableau 3.11 montre qu'en terme d'angle 
spectrale la méthode Mult-LQNMF donne de meilleures performances avec un SAM moyen 
égal à 5.38°, tandis que nos méthodes proposées produisent de meilleures performances en 
terme des critères NMSE et SID, avec une valeur moyenne égale à 11.70% pour le NMSE 
(obtenu avec la méthode Multi-NS-LS-LQMF),  et un SID moyen égal à 9.18 (obtenu avec la 
méthode Grd-NS-LS-LQMF). 
Pour les données dataset 2.2 générées avec une sélection de spectres de matériaux urbains, 
le tableau 3.12 montre qu'en général la méthode Lin-Ext-NMF produit de meilleures 
performances en comparaison avec les méthodes testées, avec un SAM moyen égal à 1.24° et 
un NMSE moyen égal à 4.16%, cependant la méthode Grd-NS-LS-LQM  produit de meilleurs 
résultats en terme de critère SID (SID moyen égal à 0.22). 
A partir des tableaux 3.11 et 3.12 nous pouvons également remarquer que la version 
multiplicative de notre méthode (Multi-NS-LS-LQMF) donne, en général, de moins bons 




résultats que notre méthode à gradient, mais aussi de moins bons résultats que la plupart des 
méthodes testées en particuliers pour sur données dataset 2.2.  
Les figures ci-dessous (Figure 3.7- Figure 3.10) montrent quatre parmi les huit spectres 
originaux qui correspondent à l’ensemble de spectres de matériaux urbains, ainsi que leurs 
versions estimées par les différentes méthodes testées sur les deux données dataset 2.1 et 
dataset 2.2 considérées dans le Test 2. 
Ces figures montrent que dans l’ensemble, nos méthodes proposées à gradient arrivent à 
estimer correctement la plupart des spectres, avec une allure globale assez fidèle aux spectres 
originaux, en particulier en ce qui concerne les spectres estimés avec la méthode Grd-NS-LS-
BMF à partir des données générées suivant le modèle bilinéaire, où nous arrivons à obtenir 
une superposition sur certains des vrais spectres. Aussi, ces figures montrent que la méthode 
multiplicative Multi-NS-LS-LQMF estime moins bien les spectres par rapport à la version à 
gradient pour les données générées avec un modèle de mélange bilinéaire, et encore moins 
bien que les méthodes de la littérature testées pour le cas des données générées avec le modèle 
de mélange linéaire-quadratique. Cela peut s'expliquer par l'opération de projection (2.47) 























Figure 3.7 : Spectres originaux (spectres N°1-N°4) et spectres estimés - spectres de milieux 
urbains - données dataset 2.1 du Test 2- générées selon le modèle de mélange bilinéaire. 












Figure 3.8 : Spectres originaux (spectres N°5-N°8) et spectres estimés - spectres de milieux 
urbains - données dataset 2.1 du Test 2- générées selon le modèle de mélange bilinéaire. 












Figure 3.9 : Spectres originaux (spectres N°1-N°4) et spectres estimés - spectres de milieux 
urbains - données dataset 2.2 du Test 2- générées selon le modèle de mélange linéaire-
quadratique. 












Figure 3.10 : Spectres originaux (spectres N°5-N°8) et spectres estimés - spectres de milieux 
urbains - données dataset 2.2 du Test 2- générées selon le modèle de mélange linéaire-
quadratique. 





Dans ce chapitre nous avons présenté les performances des méthodes proposées dans le 
cadre de cette thèse pour l’extraction des spectres d’endmembers hyperspectraux. Ces 
méthodes ont été développées pour le cas de données de milieux urbains, dans lesquelles le 
modèle de mélange considéré est le modèle bilinéaire ou linéaire-quadratique. 
Globalement, les résultats obtenus sur données synthétiques sont satisfaisants. Ils montrent 
que les méthodes proposées, particulièrement les méthodes à gradient projeté, produisent dans 
l'ensemble de meilleures performances pour l’extraction des spectres d’endmembers 
hyperspectraux que les méthodes testées de la littérature. 
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Conclusion et perspectives 
Dans cette partie de notre manuscrit de thèse, nous nous sommes intéressés à la 
problématique de séparation aveugle de sources pour des applications en télédétection. Le but 
de notre travail de thèse était de développer des méthodes de SAS pour le démélange spectral 
d'images hyperspectrales de milieux urbains afin d'en extraire les spectres des matériaux 
présents dans une scène imagée. 
Dans le premier chapitre, nous avons présenté des généralités sur la séparation aveugle de 
sources ainsi que sur les modèles de mélange utilisés. Après, un état de l'art sur ces principaux 
aspects a été donné. Dans la section suivante, nous nous sommes intéressés aux méthodes de 
SAS qui utilisent le concept de démélange spectral de données de télédétection spatiale sur 
lequel est basé notre travail. Nous avons présenté ainsi un panorama des méthodes les plus 
connues dans la littérature pour un mélange linéaire puis pour les mélanges non-linéaires.   
Le deuxième chapitre a été consacré à la description de nos méthodes proposées pour le 
démélange spectral d'images hyperspectrales de télédétection spatiale. Dans ce chapitre, nous 
avons commencé par établir le modèle mathématique considéré pour le cas particulier de 
données de milieux urbains. Par la suite, nous avons présenté les différentes approches de 
démélange développées dans le cadre de notre thèse pour le cas particulier de modèles de 
mélange linéaire-quadratique et bilinéaire. Ces méthodes sont basées sur la factorisation en 
matrices avec contraintes de non-négativité. 
Dans le dernier chapitre, les méthodes mises en place ont été évaluées sur des données 
synthétiques et comparées aux performances de méthodes de la littérature. Les tests ont été 
réalisés avec différentes configurations qui peuvent être rencontrées en milieux urbains. 
Les premiers tests ont été réalisés sur des données synthétiques générées à partir de 
spectres issus de bibliothèques spectrales et de cartes d'abondances générées d'une manière 
aléatoire, tandis que les seconds ont été réalisés sur des données synthétiques générées à partir 
de cartes d'abondances issues d'une classification réelle de la couverture terrestre.  Les 
résultats obtenus montrent que les méthodes proposées donnent généralement de meilleures 
performances comparées aux méthodes testées de la littérature, et cela dans les deux 
configurations de données (mélanges linéaire-quadratique et bilinéaire). 
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Les résultats obtenus avec nos méthodes, pour le démélange spectral non-linéaire de 
données de milieux urbains, sont finalement assez satisfaisants et très encourageants, ce qui 
nous permet d'envisager plusieurs perspectives :  
 Validation des méthodes proposées sur des données réelles de milieux urbains. 
 Pour les approches à gradient avec pas fixe, tester les performances de ces dernières 
avec un pas variable. 
 Évaluer les performances des fractions d'abondances calculées (ܣሚ௢௣௧) à partir des 
spectres d'endmembers estimés, et faire tourner par la suite une NMF, avec comme 
initialisation les spectres et les fractions d'abondances estimées, pour voir l'apport de la 
NMF sur les performances des méthodes proposées. 
 Tester les performances des méthodes proposées sur des données avec ou sans pixels 
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Les satellites d’observation de la Terre ont permis à la télédétection spatiale de devenir un 
outil incontournable pour la compréhension et la connaissance de notre environnement. En 
effet, les satellites d’observation de la Terre fournissent différentes données issues de divers 
capteurs passifs ou actifs qui peuvent présenter des caractéristiques très différentes, en 
particulier en termes de résolutions spatiale, spectrale, temporelle et radiométrique. 
Dans cette thèse nous nous intéressons particulièrement aux capteurs optiques (passifs). 
Les images produites par ces capteurs ont pour objectif  la distinction entre différents 
matériaux. 
Au cours des deux dernières décennies, le nombre de bandes spectrales dans la technologie 
de télédétection optique a continué à croître de façon constante, passant des ensembles de 
données multispectrales aux ensembles de données hyperspectrales. Les images 
hyperspectrales emploient des centaines de bandes spectrales étroites et contiguës pour 
capturer des informations spectrales sur une plage de longueurs d’onde (Figure 1(a)), par 
opposition aux dizaines de bandes spectrales utilisées dans les images multispectrales (Figure 
1(b)) [144]. Cette augmentation de la précision spectrale fournit plus d'informations, ce qui 
permet toute une gamme d'applications nouvelles et plus précises.  Cependant, il existe un 
compromis entre les résolutions spatiale et spectrale en raison de limitations physiques de 
transfert de données. Dans la plupart des cas, les résolutions spatiale et spectrale élevées ne 
sont pas disponibles en une seule image, ce qui rend la résolution spatiale des images 
hyperspectrales plus faible que celle des images multispectrales [145].  
 
(a) (b) 
Figure 1 : Illustration de spectres obtenus à partir d'images de télédétection : (a) image 
hyperspectrale, (b) image multispectrale. 




Dans la pratique, de nombreuses applications nécessitent une grande précision à la fois 
spectrale et spatiale, ce qui inspire la recherche sur les techniques d'amélioration de la 
résolution spatiale pour l'imagerie hyperspectrale [145]. 
 
(a)            (b) 
Figure 2 : Images de télédétection spatiale avec différentes résolutions spatiales : (a) image 
hyperspectrale de faible résolution spatiale, (b) image multispectrale de haute 
résolution spatiale. 
La Figure ci-dessus montre des images de télédétection spatiale de différentes résolutions 
spatiales. La Figure 2(a) représente une image hyperspectrale à faible résolution spatiale, sur 
laquelle seuls les objets de grandes dimensions sont visibles, tandis que la Figure 2(b) 
représente une image multispectrale à haute résolution spatiale, sur laquelle nous pouvons 
distinguer des objets de plus petites dimensions. 
Une des procédures les plus connues qui permet d'améliorer la résolution spatiale des 
images est la fusion (appelée aussi sharpening), dans laquelle une image de résolution 
spectrale élevée est généralement fusionnée à une image de résolution spatiale élevée pour 
obtenir une image de haute résolution à la fois spectrale et spatiale. La plupart des techniques 
de fusion pour l'amélioration de la résolution spatiale ont été développées dans le but 
d'améliorer la résolution spatiale d'une image multispectrale ou hyperspectrale en utilisant une 
image panchromatique de résolution spatiale plus élevée. Cette technique est appelée 
"Pansharpening". Parmi les méthodes les plus connues, nous citons celles basées sur 
l’Analyse en Composantes Principales (ACP) et La transformée Intensity-Hue-Saturation 
(IHS) [146, 147]. D’autres techniques ont aussi été développées pour le pansharpening, qui 
utilisent des transformées en ondelettes et l’analyse multirésolution. Une description détaillée 
et une comparaison de ces techniques est donnée dans [146-148]. Plus récemment, de 
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nouvelles approches ont été proposées pour réaliser le processus de "Multisharpening" [145, 
149-153] qui consiste à fusionner des données hyperspectrales de haute résolution spectrale 
mais de faible résolution spatiale avec des données multispectrales de faible résolution 
spectrale mais de haute résolution spatiale. Les méthodes de multisharpening récentes sont 
celles qui utilisent des techniques de démélange spectral (SU) [8], basées sur la Factorisation 
en Matrices Non-négatives (NMF) [12, 64, 65, 154-156] qui, pour rappel, consistent à 
décomposer une matrice non-négative en un produit de deux matrices non-négatives. 
Le but de cette partie de notre thèse est donc d’améliorer la résolution spatiale des images 
hyperspectrales tout en préservant l’information spectrale. Une manière de procéder est de 
combiner l'information spectrale issue de données hyperspectrales à haute résolution 
spectrale/faible résolution spatiale et des informations spatiales obtenues à partir de données 
multispectrales à faible résolution spectrale/haute résolution spatiale.  
Il s’agit donc de développer de nouvelles méthodes de multisharpening pour la fusion de 
données hyperspectrale et multispectrale de télédétection spatiale. Les méthodes proposées 
sont conçues pour le cas particulier de fusion de données de milieux urbains. Ces méthodes 
originales sont basées sur les techniques de démélange spectral conçues pour un modèle de 
mélange linéaire-quadratique qui considèrent les réflexions multiples entre différents 
matériaux dans une zone observée, et utilisent l'algorithme multiplicatif LQNMF proposé 
dans [10]. Cette technique de démélange spectral a été présentée dans la première partie de 
cette thèse. 
Dans cette partie du manuscrit, nous commençons par présenter dans le premier chapitre 
un état de l’art des méthodes de fusion des images de télédétection spatiale, dans lequel nous 
détaillons davantage les méthodes citées ci-dessus, en nous focalisant sur les méthodes de 
fusion des images hyperspectrale et multispectrale. Dans le deuxième chapitre, nous décrivons 
notre modèle mathématique de mélange considéré pour le cas particulier de données de 
milieux urbains, et nous présentons par la suite les méthodes proposées pour résoudre notre 
problématique. Les tests et performances de nos méthodes sont présentés dans le dernier 
chapitre avant la conclusion de cette partie du manuscrit. 
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Dans ce chapitre, nous présentons un état de l’art des différentes méthodes de fusion 
d’images satellitaires (panchromatiques, multispectrales et hyperspectrales). Nous 
commençons par donner un panorama des méthodes de pansharpening proposées dans la 
littérature, qui consistent à fusionner une image hyperspectrale ou multispectrale avec une 
image panchromatique dans le but de produire une image avec des résolutions spatiale et 
spectrale élevées. Nous nous intéressons dans la section suivante aux méthodes de 
multisharpening, pour la fusion des images hyperspectrale et multispectrale. Les méthodes 
présentées dans cette section sont par la suite comparées aux méthodes de fusion développées 
dans le cadre de cette thèse.  
1.2. Hypothèses 
La plupart des méthodes de fusion font l’hypothèse que les deux capteurs impliqués dans le 
processus de fusion observent la même scène en même temps ou à un intervalle de temps 
réduit. Si le temps d'acquisition est différent (plusieurs heures, jours, mois, etc.), certaines 
différences peuvent apparaître : changement dans le paysage, variation de l'éclairage. Ces 
dernières peuvent générer des distorsions dans le processus de fusion. Les images doivent 
aussi représenter la même physique et doivent avoir la même unité de mesure (luminance ou 
réflectance). Pour optimiser au mieux ces méthodes de fusion, il est nécessaire d’opérer un 
certain nombre de prétraitements dans les images de télédétection. La phase de prétraitement 
vise à réduire les distorsions possibles issues de la phase d’acquisition. En général, ces 
distorsions sont de nature radiométrique ou géométrique, dues principalement aux conditions 
atmosphériques, à la géométrie de vision, ou encore à la réponse du capteur.  
1.3. Méthodes de Pansharpening 
Une large collection de méthodes de pansharpening a été proposée dans la littérature afin 
d’améliorer la résolution spatiale des images hyperspectrales ou multispectrales en utilisant 
les informations spatiales provenant d’une image panchromatique. Ces méthodes peuvent être 
classées en plusieurs catégories selon la technique principale qu'elles utilisent : 




1.3.1. Les méthodes à substitution de composantes 
Ces méthodes sont basées sur la transformation de l’image de résolution spectrale élevée 
d’un espace vers un autre, dans le but de séparer l’information spectrale de l’information 
spatiale [147]. Une fois la composante contenant l’information spatiale isolée, cette dernière 
est remplacée par l’image panchromatique qui possède une meilleure résolution spatiale. 
Enfin, l’image fusionnée est obtenue par la transformation inverse pour le retour vers l'espace 
d'origine [146, 157]. 
Cette catégorie de méthodes comprend de nombreuses approches populaires pour le 
pansharpening, parmi ces approches : 
- La méthode basée sur la transformation Intensity Hue Saturation (IHS)  
Cette méthode fait passer l’image multispectrale "sur-échantillonnée spatialement" (à la 
résolution spatiale de l’image panchromatique) de l’espace RVB (espace Rouge Vert et Bleu) 
à l’espace IHS (espace Intensité, Teinte et Saturation (ITS)), où la composante intensité est 
remplacée par l’image panchromatique. Par la suite, une transformation inverse d’espace est 
réalisée pour obtenir une image multispectrale fusionnée de haute résolution spatiale comme 
le montre la Figure 1.1 [158-160].  
 
Figure 1.1 : Schéma de la méthode IHS [161]. 
L’inconvénient de cette méthode est qu’elle se limite aux images multispectrales à trois 
bandes. Dans [160], les auteurs ont proposé une méthode (Generalized IHS (GIHS)) qui 
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permet de remédier à cet inconvénient. Cette dernière généralise la méthode basée sur l’IHS à 
des images avec plus de trois bandes spectrales. 
- La méthode basée sur l'Analyse en Composantes Principales (ACP) 
Cette méthode présente l’avantage de pouvoir traiter un nombre de bandes spectrales 
supérieur à trois [162]. 
 
Figure 1.2 : Schéma du principe de fusion par l'analyse en composantes principales [161]. 
 Après avoir appliqué une ACP à l’image hyperspectrale/multispectrale sur-
échantillonnée spatialement, afin de la ramener à la même résolution que l'image 
panchromatique, la première composante principale (PC1) est remplacée par la bande 
panchromatique. Par la suite, une transformation inverse est appliquée pour revenir à l’espace 
de départ (Figure 1.2). Dans [163], une méthode de fusion fondée sur l’Analyse en 
Composantes Principales Non Linéaire (NLPCA) est proposée. Celle-ci combine à la fois la 
réduction de dimensionnalité et la fusion pour améliorer la résolution spatiale des images 
hyperspectrales. 
- La méthode de Gram-Schmidt (GS) 
Cette méthode a été inventée par Laben et Brover en 1998 et brevetée par Eastman Kodak 
[164]. Le processus de pansharpening commence par l'utilisation, comme première 
composante de l'entrée de la transformation GS, d'une image panchromatique synthétique à 
faible résolution (à la même résolution spatiale que l'image hyperspectrale/multispectrale 
[165]). Une décomposition orthogonale complète est ensuite effectuée, en commençant par 




cette composante. La procédure de pansharpening est complétée en remplaçant cette 
composante par l'image panchromatique à haute résolution, et en inversant la décomposition. 
Dans [166], les auteurs ont proposé une version améliorée, appelée GS Adaptative (GSA), 
dans laquelle l’image panchromatique à faible résolution est générée par la moyenne pondérée 
des bandes de l’image hyperspectrale/multispectrale avec des poids estimés par la 
minimisation de l'erreur quadratique moyenne entre la composante estimée et la version sous-
échantillonnée de l'image panchromatique. 
Les méthodes de cette catégorie sont généralement rapides et faciles à mettre en œuvre. 
Cependant, elles souffrent de distorsions spectrales en raison des différences entre les 
caractéristiques des images panchromatiques et des images hyperspectrales/multispectrales 
[147, 148]. Pour remédier à cette faiblesse, certaines solutions ont été proposées dans [166-
168]. 
1.3.2. Les méthodes d'analyse multirésolution 
Les méthodes de pansharpening de cette catégorie sont basées sur l’Amélioration de la 
Résolution Spatiale par Injection de Structures (ARSIS), qui consiste à injecter des 
composantes à hautes fréquences spatiales obtenues à partir de l’image panchromatique par 
filtrage spatial [169]. Ces approches extraient des informations spatiales de l'image 
panchromatique, qui sont par la suite injectées dans l'image à faible résolution spatiale 
(l’image hyperspectrale/multispectrale).  
Plusieurs techniques basées sur l’analyse multirésolution existent dans la littérature. Les 
plus connues sont : Smoothing Filter-based Intensity Modulation (SFIM) [170], la pyramide 
laplacienne [171] et la transformation en ondelettes [172]. La plupart de ces techniques ont été 
utilisées dans le pansharpening des images panchromatique et multispectrale. 
- Modulation d'intensité basée sur le filtre de lissage (Smoothing Filter-based 
Intensity Modulation (SFIM)) 
 
La technique SFIM [170, 173] consiste à appliquer un filtre moyenneur à l'image 
panchromatique pour obtenir une version dégradée à la taille de l'image de faible résolution 
spatiale. Par la suite, les détails spatiaux issus de l'image panchromatique sont injectés par 
multiplication comme le montre l'équation (1.1) : 
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où ௌܺிூெ೔ et ௟ܺ௢௪೔	représentent respectivement un pixel, de la ݅-ème bande spectrale, de 
l'image fusionnée de haute résolution spatiale et de l'image originale de faible résolution 
spatiale recalée par rapport à l'image panchromatique ܺ௛௜௚௛. ܺ௠௘௔௡ est la version dégradée de 
l'image de haute résolution ܺ௛௜௚௛.  
- Pyramide laplacienne 
La pyramide laplacienne (Laplacian Pyramid (LP)) est une technique qui a été développée 
par Burt et Adelson dans [171] et inspirée de la pyramide gaussienne (Gaussian Pyramid 
(GP)). Dans la GP, l'image originale est convoluée avec un filtre gaussien, produisant une 
version filtrée passe-bas de l'image originale. La différence entre l'image originale et la 
version passe-bas filtrée représente le laplacien. Dans [174], la LP a été étendue à un schéma 
plus général (GLP) permettant l'utilisation d'un facteur d'échelle différent de deux (entre deux 
niveaux adjacents de la pyramide).  
- Transformation en ondelettes 
La fusion basée sur une transformée en ondelettes est une approche bien connue des 
méthodes de pansharpening multirésolution. Le principe de ces méthodes est de fournir un 
cadre pour la décomposition des images dans une hiérarchie avec un degré décroissant de 
résolution, permettant la séparation des informations spatiales détaillées entre les niveaux 
successifs [175]. En général, les méthodes de fusion à base d'ondelettes ont produit des 
résultats encourageants [176]. L’approche discrète de la transformée en ondelettes, appelée 
transformée en ondelettes discrètes (Discrete Wavelet Transform (DWT)), peut être réalisée 
en utilisant plusieurs algorithmes différents. Parmi les algorithmes les plus connus pour le 
pansharpening d’images, nous pouvons citer celui de Mallat [169, 177-179] et l'algorithme "à 
trous" [180-182]. La méthode "à trous" est rapidement apparue comme une méthode 
produisant des résultats très satisfaisants pour la fusion d'images [176]. 




Un aperçu des techniques de fusion d'images basées sur la transformée en ondelettes est 
donné dans [176]. Une comparaison détaillée entre l'algorithme de Mallat et "à trous"  pour la 
fusion d’images est donnée dans [175]. 
1.3.3. Les méthodes variationnelles 
L’idée principale des méthodes variationnelles est de développer une énergie fonctionnelle 
basée sur certaines propriétés de l’image, où une faible valeur de l'énergie fonctionnelle 
correspond à une image de bonne qualité. Différents termes pour leur énergie fonctionnelle 
sont utilisés selon la méthode considérée [183-185]. Cette catégorie de méthodes comprend 
plusieurs méthodes, la plus connue étant la méthode P + XS :  
- La méthode P + XS 
Cette méthode a été développée pour l'amélioration de la résolution spatiale des images 
SPOT multispectrales (XS), à l'aide de l'image panchromatique associée (P). Dans cette 
méthode, chaque bande spectrale de l’image fusionnée est obtenue par une combinaison 
linéaire des bandes spectrales de l’image multispectrale [186]. 
Il convient de noter que certaines méthodes peuvent être classées dans plus d'une 
catégorie et que l'hybridation entre les méthodes des catégories citées ci-dessus est possible. 
En outre, il est naturel de s'attendre à ce que la réalisation d'un pansharpening avec des 
données hyperspectrales soit plus complexe que son exécution avec des données 
multispectrales [146]. En effet, cela s'explique par le fait que la bande spectrale de l'image 
panchromatique englobe généralement les bandes spectrales des images multispectrales, alors 
qu’elle n'inclut pas toutes les bandes spectrales des images hyperspectrales, ce qui peut 
provoquer des distorsions spectrales pendant le processus de fusion. Ainsi, les approches de 
pansharpening ont été étendues au cours des dernières décennies, afin de fusionner des images 
hyperspectrale et multispectrale de télédétection. Ce processus de fusion est appelé 
"Multisharpening". Contrairement au pansharpening où l'information spatiale à haute 
résolution n'est contenue que dans une bande spectrale, dans le processus de multisharpening 
l'information spatiale à haute résolution est contenue dans plusieurs bandes spectrales. 
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1.4. Méthodes de Multisharpening 
Les méthodes de multisharpening d’images hyperspectrale et multispectrale, comparées 
aux méthodes de pansharpening d’images panchromatique et multispectrale/hyperspectrale, 
peuvent diminuer la distorsion spectrale dans l’image fusionnée du fait que les deux images 
initiales contiennent des informations spectrales. Les méthodes de multisharpening [145, 149-
153] visent à combiner l'information spectrale obtenue à partir de données hyperspectrales à 
haute résolution spectrale mais de faible résolution spatiale avec l’information spatiale 
obtenue à partir des données multispectrales à haute résolution spatiale mais de faible 
résolution spectrale. L'application de ces processus de multisharpening aux images 
hyperspectrales observables permet d'effectuer une détection, identification et classification 
précises d'une région imagée à une résolution spatiale plus élevée. 
Récemment, d’autre méthodes [12, 155, 156, 187, 188] ont été proposées afin d'améliorer 
la résolution spatiale d'un donnée hyperspectrale en utilisant une image multispectrale, en 
utilisant des techniques de démélange spectral linéaire (LSU) [8]. Ces techniques sont basées 
sur la factorisation en matrices non-négatives (NMF) [64, 65, 154]. Nous rappelons que les 
techniques LSU, qui correspondent au problème typique de séparation aveugle de sources [5, 
189], consistent à démélanger linéairement les données de télédétection en une collection de 
spectres d’endmembers et leurs fractions d'abondances correspondantes.  
Un aperçu des principales méthodes de multisharpening est donné dans [190], ainsi qu'une 
étude comparative des performances de ces différentes techniques.  
1.4.1. Les méthodes bayésiennes 
Cette catégorie de méthodes utilise les caractéristiques statistiques des images 
hyperspectrales à faible résolution spatiale et des images multispectrales à haute résolution 
spatiale dans le processus de multisharpening, où la fusion peut être formulée de manière 
pratique dans le cadre d’inférence bayésienne [151, 152, 191-193]. Cette formulation permet 
une interprétation intuitive du processus de fusion par la distribution postérieure du modèle de 
fusion. Les méthodes bayésiennes offrent un moyen pratique de régulariser le problème de 
fusion en définissant une distribution a priori appropriée pour la scène d'intérêt. 




Suivant cette stratégie, différents estimateurs bayésiens pour la fusion des images 
multispectrales recalées à haute résolution spatiale et des images hyperspectrales à haute 
résolution spectrale ont été conçus. La plupart de ces estimateurs bayésiens sont utilisés pour 
résoudre le problème de fusion des images hyperspectrale et multispectrale en utilisant une 
formulation Maximum à Posteriori (MAP) [192, 193], ou encore l’erreur quadratique 
moyenne linéaire minimale (LMMSE) [194].  
1.4.2. Méthodes fondées sur la Factorisation en Matrices Non-négatives 
Mathématiquement, l’approche de factorisation matricielle pour la fusion des images 
hyperspectrale et multispectrale vise à décomposer deux matrices ܺ non-négatives, dont l'une 
correspond à l'image hyperspectrale et la deuxième à l'image multispectrale, chacune d'elle en 
un produit de deux matrices non-négatives. Chaque décomposition peut être formulée comme 
suit pour rappel : 
ܺ ൌ ܣܵ, (1.2)
où ܺ ൌ 	 ሾݔଵ, … , ݔ௉ሿ୘ ∈ ܴା௉	ൈ௅ représente l’image observée ayant été préalablement redéfinie 
d’un cube 3D en une matrice 2D, ܣ ൌ ൣܽ௜,௝൧ ଵஸ௜ஸ௉
ଵஸ௝ஸெ
∈ ܴା௉ൈெ et ܵ ൌ 	 ሾݏଵ, … , ݏெሿ୘ ∈
ܴାெൈ௅	représentent respectivement la matrice contenant les fractions d’abondances et la 
matrice des spectres d’endmembers. ܲ	correspond au nombre de pixels, ܮ est le nombre de 
bandes spectrales de l'image observée et ܯ représente le nombre d’endmembers. 
Notons que dans les approches de factorisation matricielle pour la fusion d'images de 
télédétection spatiale, la matrice des fractions d’abondances est soumise à la contrainte de 
somme-à-un, où la somme de toutes les entrées de n'importe quel vecteur ligne de ܣ est égale 
à 1. 
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Figure 1.3 : Décomposition d’une image sous forme matricielle. 
Notons ici que les techniques de démélange spectral par NMF ont également été utilisées 
pour le pansharpening des images multispectrales [155, 195-197]. 
Le modèle de mélange considéré par les méthodes NMF pour le démélange spectral des 
données hyperspectrale et multispectrale est le modèle linéaire. Ce modèle de mélange est 
couramment utilisé dans littérature pour le démélange spectral, en raison de son efficacité 
physique et de sa simplicité mathématique. Dans ce cas, le spectre de chaque pixel est 
supposé être une combinaison linéaire de plusieurs spectres d'endmembers. Afin d’utiliser la 
NMF avec le modèle linéaire, chacune des images hyperspectrale et multispectrale est donc 
reformulée sous forme matricielle comme suit : 
ܺ௛ ൌ ܣ௛ܵ௛, (1.3)
ܺ௠ ൌ ܣ௠ܵ௠, (1.4)
où ܺ௛ ∈ ܴା௉೓ൈ௅೓ est l’image hyperspectrale à haute résolution spectrale mais de faible 
résolution spatiale, ܺ௠ ∈ ܴା௉೘ൈ௅೘ est l’image multispectrale à faible résolution spectrale mais 
de haute résolution spatiale. ܮh (respectivement ܮm) correspond au nombre de bandes 
spectrales de l'image hyperspectrale (respectivement l’image multispectrale). ௛ܲ 
(respectivement ௠ܲ) correspond au nombre de pixels de l'image hyperspectrale 
(respectivement l’image multispectrale). Les matrices ܣ௛ 	∈ ܴା௉೓ൈெ et ܣ௠ 	∈ ܴା௉೘ൈெ 




représentent respectivement les cartes des fractions d’abondances issues des images 
hyperspectrale et multispectrale. ܵ௛ ∈ ܴାெൈ௅೓ et ܵ௠ ∈ ܴାெൈ௅೘ représentent respectivement les 
matrices des spectres d’endmembers hyperspectraux et  multispectraux. 
Toujours et pour rappel en télédétection, les méthodes NMF ont largement été utilisées ces 
dernières années, pour connaître la composition des pixels mélangés, aussi appelés "mixels". 
L'objectif est de trouver des estimations de ܣ et ܵ, respectivement ܣሚ et ሚܵ  de sorte que : 
ܺ ൎ ܣሚ ሚܵ. (1.5)
La qualité de la factorisation est alors évaluée au moyen d’une mesure d'écart ou de 
divergence ܬ entre ܺ et ܣሚ ሚܵ. Un algorithme de NMF est donc un algorithme de minimisation 
de cette mesure : 
݉݅݊஺෨ ,ௌ෩ஹ଴ ܬ൫ ܺ ∣∣ ܣሚ ሚܵ ൯. (1.6)
Diverses stratégies de minimisation ont été proposées dans le but d'accélérer la 
convergence de l'algorithme itératif NMF standard de Lee et de Seung [64]. Trois familles 
d’algorithmes sont généralement citées : 
 Algorithme NMF standard avec mise à jour multiplicative [64, 65]. 
 Algorithmes des moindres carrés alternés (Alternating Least Square (ALS)) [79, 80]. 
 Algorithmes du gradient projeté [76]. 
Dans ce qui suit, nous détaillons quelques méthodes pour la fusion des images 
hyperspectrale et multispectrale basées sur la factorisation en matrices non-négatives qui 
utilisent le concept de démélange spectral. 
1.4.2.1. Méthode dite Coupled Non-negative Matrix Factorization (CNMF) 
La CNMF a été proposée pour la fusion des données hyperspectrales à faible résolution 
spatiale et des données multispectrales à haute résolution spatiale pour produire des données 
fusionnées avec des résolutions spatiale et spectrale élevées [156]. Elle est basée sur le 
démélange non-supervisé, où les données hyperspectrale et multispectrale sont décomposées 
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"alternativement" et "itérativement" par NMF, pour obtenir les spectres hyperspectraux 
d’endmembers et les cartes d'abondances à résolution spatiale élevée obtenues à partir de 
données multispectrales. Ceci permet de générer des données hyperspectrales à haute 
résolution spatiale. La figure suivante illustre le concept de la CNMF [156]. 
 
Figure 1.4 : Concept de la CNMF [156]. 
La CNMF a aussi été utilisée pour la fusion panchromatique, multispectrale et 
hyperspectrale, où seules les images multispectrale et hyperspectrale sont "alternativement" 
démélangées par NMF. Par la suite, les cartes d'abondances à haute résolution spatiale sont 
estimées à partir de l’image panchromatique en utilisant les cartes d'abondances 
hyperspectrales et  multispectrales [198].  
La CNMF utilise une boucle externe dans laquelle ܺ௛ et ܺ௠ sont démélangées 
alternativement par factorisation en matrices non-négatives (NMF) [64] (en utilisant deux 
boucles internes). Ceci permet d’estimer la matrice ܣሚ௠	des fractions d'abondances à haute 
résolution spatiale et la matrice des spectres hyperspectraux ሚܵ௛ qui contient les signatures 
spectrales des endmembers.  
La CNMF commence par démélanger ܺ௛ pour estimer la matrice des spectres 
hyperspectraux ሚܵ௛. En tant que phase d'initialisation, le nombre d’endmembers ܯ est fixé et 
la matrice des endmembers ሚܵ௛ est initialisée par la méthode VCA [98]. ܣሚ௛ est initialisée en 
tant que valeur constante 1/ܯ. Comme phase d’optimisation, les matrices ܣሚ௛ et ሚܵ௛ sont mises 
à jour alternativement dans une première boucle interne en utilisant les règles multiplicatives 




de Lee et Seung (1.7)-(1.8) [65] de sorte à minimiser la fonction coût ଵଶ ฮܺ௛ െ ܣሚ௛ ሚܵ௛ฮி
ଶ . Par la 
suite, la matrice ሚܵ௛ est sous-échantillonnée (par échantillonnage spectral sur les domaines de 
longueurs d'ondes considérés dans l'image multispectrale) afin d’être utilisée dans la seconde 
boucle interne comme initialisation de la matrice des spectres multispectraux.  
ܣሚ௛ 	← 	ܣሚ௛.∗ ቀܺ௛ ሚܵ௛்ቁ ./ ቀܣሚ௛ ሚܵ௛ ሚܵ௛்ቁ, (1.7) 
ሚܵ௛ 	← 	 ሚܵ௛.∗ ቀܣሚ௛்ܺ௛ቁ ./ ቀܣሚ௛்ܣሚ௛ ሚܵ௛ቁ, (1.8) 
ܣሚ௠ 	← 	ܣሚ௠	.∗ ቀܺ௠ ሚܵ௠்ቁ ./ ቀܣሚ௠ ሚܵ௠ ሚܵ௠்ቁ, (1.9) 
ሚܵ௠ 	← 	 ሚܵ௠.∗ ቀܣሚ௠்ܺ௠ቁ ./ ቀܣሚ௠்ܣሚ௠ ሚܵ௠ቁ. (1.10)
Dans la seconde boucle interne, la matrice ܣሚ௠ est estimée à partir des données de 
résolution spatiale élevée ܺ௠, où la matrice	 ሚܵ௠ est initialisé à partir de la matrice ሚܵ௛ (par 
sous-échantillonnage spectral). ܣሚ௠ est initialisée en tant que valeur constante 1/ܯ. Comme 
phase d’optimisation, ܣሚ௠ et  ሚܵ௠ sont alternativement mises à jour par (1.9) et (1.10) de sorte à 
minimiser ଵଶ ฮܺ௠ െ ܣሚ௠ ሚܵ௠ฮி
ଶ . La matrice ܣሚ௠ est ensuite sous-échantillonnée (par sous-
échantillonnage spatial) et utilisée, lors de la prochaine itération de la boucle externe, comme 
initialisation de la matrice ܣሚ௛ dans la première boucle interne. Les deux étapes de démélange 
sont répétées alternativement jusqu'à convergence. 
Enfin, l’image hyperspectrale ௙ܺ ∊ ܴା௉೘ൈ௅೓ à haute résolution spatiale est produite en 
multipliant ܣሚ௠ par ሚܵ௛ comme suit : 
௙ܺ ൌ ܣሚ௠ ሚܵ௛. (1.11)
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La contrainte de somme-à-un des abondances est implémentée en utilisant une méthode 
donnée dans [105]. En tant que condition de convergence, celle selon laquelle le rapport de 
changement de la fonction de coût atteint une valeur inférieure à un seuil donné ߝ est utilisée. 
La CNMF est facile à mettre en œuvre en raison de ses règles de mise à jour simples, et 
offre des données fusionnées avec des résolutions spatiale et spectrale élevées qui permettent 
une meilleure identification et classification des matériaux observés. Cependant son coût de 
calcul est élevé, car elle utilise un processus alternatif de démélange par NMF impliquant 
toute une série d'étapes à chaque fois qu'elle change entre l'adaptation des variables 
multispectrales et hyperspectrales. 
1.4.2.2. Méthode dite Joint Non-negative Matrix Factorization (JNMF) 
La méthode JNMF [12] est une méthode qui utilise le démélange spectral linéaire (LSU), 
dans lequel les données hyperspectrales à faible résolution spatiale et multispectrales à haute 
résolution spatiale sont "simultanément" (contrairement à l'algorithme CNMF) démélangées 
par NMF. Elle consiste à optimiser une fonction de coût étendue (ଵଶ ฮܺ௛ െ ܣሚ௛ ሚܵ௛ฮி
ଶ ൅
ଵ
ଶ ฮܺ௠ െ ܣሚ௠ ሚܵ௠ฮி
ଶ) en utilisant les règles de mise à jour multiplicatives de Lee et Seung [65]. 
En plus, deux règles supplémentaires sont aussi utilisées pour la mise à jour conjointe des 
matrices hyperspectrale et multispectrale : 
ܣሚ௛ 	← ሺ1 െ ሻܣሚ௛ ൅ ܣሚௗ௠, (1.12)
ܣሚ௠ 	← ሺ1 െ ሻܣሚ௠ ൅ ܣሚ௨௛, (1.13)
où  ܣሚௗ௠ et ܣሚ௨௛ représentent respectivement la version sous-échantillonnée de ܣሚ௠ et la 
version sur-échantillonnée de ܣሚ௛ obtenues en utilisant la méthode d'interpolation des ݇ plus 
proches voisins. 
La JNMF commence par démélanger "conjointement" ܺ௛ et ܺ௠ en utilisant la NMF 
étendue pour estimer la matrice ܣሚ௠ des cartes des fractions d’abondances de haute résolution 
spatiale et la matrice ሚܵ௛ des spectres d’endmembers hyperspectraux. En tant que phase 
d'initialisation, le nombre d’endmembers ܯ est automatiquement détecté en appliquant 




l'algorithme décrit dans [199] et la matrice des spectres d’endmembers hyperspectraux	 ሚܵ௛ est 
initialisée par la méthode SISAL (Simplex Identification via Split Augmented Lagrangian) 
[101].  Les cartes des fractions d'abondances de faible résolution spatiale ܣሚ௛ sont initialisées 
au moyen de la méthode FCLS (Fully Constrained Least Squares) [105]. La matrice des 
spectres d’endmembers multispectraux ሚܵ௠ est initialisée à partir de la matrice initiale des 
spectres hyperspectraux ሚܵ௛, en faisant simplement la moyenne des échantillons de ces 
derniers spectres sur les régions de longueurs d'onde utilisées dans l'image multispectrale. Les 
cartes des fractions d'abondances de faible résolution spatiale ܣሚ௛ sont sur-échantillonnées (en 
utilisant la méthode d’interpolation des ݇ plus proches voisins) pour obtenir les cartes des 
fractions d'abondances initiales de haute résolution spatiale ܣሚ௠. Comme phase d’optimisation, 
les matrices ܣሚ௛, ሚܵ௛, ܣሚ௠et ሚܵ௠ sont conjointement mises à jour comme défini par les équations 
dans l'ordre suivant (1.12),(1.7)-(1.8) et (1.13),(1.9)-(1.10). Pour satisfaire la contrainte de 
somme-à-un des abondances durant cette phase d'optimisation, la méthode décrite dans [105] 
est adoptée. En tant que critère de convergence, la condition selon laquelle le nombre 
d'itérations atteint un nombre maximal d'itérations prédéfini est utilisée. 
L'image hyperspectrale fusionnée à haute résolution spatiale ௙ܺ 	 ∈ ܴା௉೘ൈ௅೓ est ensuite 
obtenue par (1.11). 
La méthode JNMF offre de bonnes performances de reconstruction spatiale et spectrale 
avec l’avantage d’être plus rapide que la méthode CNMF. 
Dans notre thèse nous nous intéressons davantage aux méthodes de multisharpening de 
données hyperspectrales basées sur la factorisation en matrices non-négatives (NMF). 
1.5. Conclusion 
Dans ce chapitre nous avons dressé un panorama des différentes méthodes proposées dans 
la littérature permettant la fusion d’images de télédétection spatiale. Nous les avons ainsi 
classées en différentes catégories selon la technique principale qu'elles utilisent. Tout d’abord, 
nous avons donné un état de l’art des différentes méthodes pour le pansharpening, qui 
consistent à fusionner des images panchromatiques à haute résolution spatiale avec des 
images hyperspectrales ou multispectrales à faible résolution spatiale mais à haute résolution 
spectrale. Nous avons ainsi choisi de classer ces méthodes en trois catégories : les méthodes 
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de type projection-substitution, les méthodes d'analyse multirésolution et enfin, les méthodes 
variationnelles. 
Par la suite, nous nous sommes intéressés aux méthodes de multisharpening pour la fusion 
des images hyperspectrale et multispectrale. Nous avons détaillé davantage les méthodes qui 
utilisent des techniques de démélange spectral linéaire en faisant appel à la factorisation en 
matrices non-négatives (NMF) qui font l'objet des travaux de cette thèse. Nous avons ainsi 
présenté deux principales méthodes de multisharpening basées sur ce principe. 
Dans le chapitre suivant, nous présentons les méthodes de multisharpening proposées dans 
notre thèse, qui utilisent des techniques de démélange spectral adaptées au modèle de mélange 
considéré dans notre cas (environnements urbains) et basées sur la factorisation en matrices 
non-négatives (NMF). Une comparaison des performances de ces méthodes proposées ainsi 
que des méthodes présentées dans ce chapitre sera réalisée dans le troisième chapitre. 
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Dans le chapitre précédent nous avons donné un panorama des méthodes de fusion qui 
existent dans la littérature. Par la suite, nous nous sommes intéressés aux méthodes de 
multisharpening pour la fusion des images hyperspectrale et multispectrale,  particulièrement 
aux méthodes qui utilisent des techniques de démélange spectral linéaire (LSU) basées sur la 
Factorisation en Matrices Non-négatives (NMF). Ces méthodes améliorent la résolution 
spatiale des images hyperspectrales en utilisant des images multispectrales à haute résolution 
spatiale. Ces techniques LSU sont conçues pour un modèle de mélange linéaire, dans lequel 
on suppose que chaque spectre observé est une combinaison linéaire de plusieurs spectres 
d'endmembers. Les techniques LSU utilisées consistent à démélanger linéairement les 
données de télédétection en une collection de spectres d’endmembers et leurs fractions 
d'abondances correspondantes [5, 189]. 
Cependant, lorsque nous sommes en présence de paysage non plat et/ou d’hétérogénéité de 
l'irradiation dans la zone imagée (comme dans le cas d’environnements urbains), le modèle de 
mélange linéaire utilisé dans les techniques LSU n'est plus valide et doit être remplacé par un 
modèle de mélange non-linéaire [124]. Ce modèle non-linéaire peut être réduit à un modèle de 
mélange linéaire-quadratique [9, 11].  
Dans ce chapitre, de nouvelles méthodes de multisharpening sont proposées pour la fusion 
de données hyperspectrale et multispectrale de télédétection. Ces méthodes sont conçues pour 
le cas particulier de fusion de données de télédétection de milieux urbains. Les méthodes de 
multisharpening proposées sont basées sur des techniques de démélange spectral linéaire-
quadratique (LQSU) et utilisent l'algorithme NMF Linéaire-Quadratique Multiplicatif décrit 
dans [10]. 
Nous commençons ce chapitre par décrire le modèle de mélange linéaire-quadratique 
considéré dans le concept LQSU ainsi que ses contraintes. Par la suite, nous présentons les 
différentes méthodes de multisharpening développées pour notre cas particulier de données de 
milieux urbains. Les performances des méthodes proposées seront données dans le chapitre 
suivant. 




2.2. Modèle mathématique de données 
Le modèle de mélange considéré dans les méthodes de multisharpening proposées dans ce 
manuscrit est le modèle linéaire-quadratique. Le modèle linéaire-quadratique considère les 
interactions de second ordre entre différents spectres d’endmembers et suppose que les 
interactions de troisième ou de haut ordre sont négligeables.  
2.2.1. Rappel sur le modèle mathématique d'une image de télédétection 
Dans nos travaux, chaque vecteur spectral associé à un pixel dans une image de 
télédétection (soit une image multispectrale ou hyperspectrale) est censé être un mélange 
linéaire-quadratique de différents spectres d'endmembers. Mathématiquement, le spectre de 
réflectance non négatif ݔ௜ (vecteur colonne de taille ܮ), du pixel ݅ de l'image de télédétection 
est modélisé comme suit [10] : 




ۖۓݏ௝ ൒ 0,					 ݆ ൌ 1…ܯ∑ ௝ܽሺ݅ሻெ௝ୀଵ ൌ 1,																																
௝ܽሺ݅ሻ ൒ 0,																											 ݆ ൌ 1…ܯ
0	 ൑ 	 ௝ܽ,௟ሺ݅ሻ ൑ 0.5, 1 ൑ ݆ ൑ ݈ ൑ ܯ
, (2.2)
où 
 ݏ௝ : (vecteur colonne de taille ܮ) est le spectre de réflectance non négatif du ݆-ième 
endmember (ݏ௝ ⊙ ݏ௟ est considéré ici comme le spectre d’un "pseudo-endmember"). 
 ௝ܽሺ݅ሻ et ௝ܽ,௟ሺ݅ሻ : correspondent respectivement aux fractions d'abondances des parties 
linéaire et quadratique du modèle de mélange. 
 ܮ et ܯ : correspondent respectivement aux nombres de bandes spectrales et 
d’endmembers présents dans la région observée. 
Il est à noter que le modèle de mélange considéré est contraint selon (2.2). Ces contraintes 
sont imposées en fonction de l'analyse physique rapportée dans [10] : analyse effectuée en 
considérant des environnements urbains et en utilisant plusieurs données synthétiques 
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simulées avec la modélisation 3D avancée du Transfert Radiatif Atmosphérique pour les 
Surfaces Inhomogéniques (3D Advanced Modelling of the Atmospheric Radiative Transfer for 
Inhomogeneous Surfaces (AMARTIS v2)) [135]. 
Le modèle décrit dans l’équation (2.1) peut être reformulé sous la forme matricielle comme 
suit (pour ܲ	pixels, ܲ	 ൒ 	2) [10] : 
ܺ	 ൌ ܣ ܵ ൌ ܣ௔ܵ௔ ൅ ܣ௕ܵ௕ (2.3)
avec ܺ	 ൌ 	 ሾݔଵ …	ݔ௉ሿ்(matrice de spectres de pixels observés, de dimensions ܲ ൈ ܮ , où 
chaque vecteur colonne de ܺ	contient une bande spectrale [10]), ܣ	 ൌ 	 ሾܣ௔	ܣ௕ሿ (matrice des 
fractions d'abondances linéaires et quadratiques), et ܵ	 ൌ 	 ൤ܵ௔ܵ௕൨ (matrice des spectres 
d’endmembers et pseudo-endmembers), avec : 
ܣ௔ 	ൌ ൥





ܽଵ,ଵሺ1ሻ ܽଵ,ଶሺ1ሻ ⋯ ܽெ,ெሺ1ሻ
⋮ ⋱ ⋮
ܽଵ,ଵሺܲሻ ܽଵ,ଶሺܲሻ ⋯ ܽெ,ெሺܲሻ
቏, (2.5) 
ܵ௔ = [ݏଵ  …  ݏெ]T, (2.6) 
ܵ௕ = [ݏଵ⊙ݏଵ ݏଵ⊙ݏଶ …   ݏெ⊙ݏெ]T, (2.7) 
où les sous-indices ܽ et ܾ, respectivement, se réfèrent aux parties linéaire et quadratique des 
variables considérées.  




2.2.2. Modèles mathématiques des images multispectrales et 
hyperspectrales considérées 
Le but du multisharpening de données hyperspectrales est de produire des données 
hyperspectrales à haute résolution spectrale et haute résolution spatiale non observables 
௙ܺ ∈ ܴା௉೘ൈ௅೓ à partir de données hyperspectrales observables à haute résolution spectrale et 
faible résolution spatiale ܺ௛ ∈ ܴା௉೓ൈ௅೓ et des données multispectrales à faible résolution 
spectrale et haute résolution spatiale		ܺ௠ ∈ ܴା௉೘ൈ௅೘. Chaque vecteur colonne des matrices ci-
dessus (ܺ௛, ܺ௠et ௙ܺ) contient une bande spectrale [10]. Les images hyperspectrale et 
multispectrale observables sont supposées être corrigées radiométriquement et 
géométriquement recalées. 
Comme expliqué ci-dessus, ܺ௛ et ܺ௠ peuvent être reformulées sous forme matricielle 
comme suit : 
ܺ௛ = ܣ௛ܵ௛= ܣ௛௔ܵ௛௔ ൅ ܣ௛௕ܵ௛௕, (2.8)
ܺ௠ = ܣ௠ܵ௠= ܣ௠௔ܵ௠௔ ൅ ܣ௠௕ܵ௠௕, (2.9)
avec ܣ௛ = [ܣ௛௔		ܣ௛௕], ܵ௛ ൌ 	 ൤ܵ௛௔ܵ௛௕൨ , ܣ௠ = [ܣ௠௔		ܣ௠௕] et ܵ௠ ൌ 	 ൤
ܵ௠௔ܵ௠௕൨. Les indices ݄ et ݉ se 
réfèrent, respectivement, aux entités hyperspectrales et multispectrales. 
2.3. Les méthodes de multisharpening proposées 
Les méthodes de fusion proposées dans ce manuscrit utilisent le concept du démélange 
spectral linéaire-quadratique LQSU, qui considère la diffusion multiple de la lumière entre les 
endmembers dans la zone observée, ce qui est le cas lorsque nous disposons d’images 
d’environnements urbains [11]. Ces méthodes sont basées sur la NMF qui consiste à déduire, 
à partir des données considérées, les estimations ܵ௛௔෪  et ܵ௛௕෪  des ensembles ܵ௛௔ et ܵ௛௕ des 
spectres d’endmembers et pseudo-endmembers hyperspectraux (pour plus de détails voir 
partie I du manuscrit) et les estimations ܣ௠௔෪  et ܣ௠௕෪  des ensembles ܣ௠௔ et ܣ௠௕ des fractions 
d’abondances linéaires et quadratiques à haute résolution spatiale. L'image hyperspectrale ௙ܺ 
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à haute résolution spectrale et haute résolution spatiale souhaitée est alors obtenue par la 
formule suivante : 
௙ܺ ൌ ܣ௠௔෪ ܵ௛௔෪ ൅ ܣ௠௕෪ ܵ௛௕෪ . (2.10)
2.3.1. Critères optimisés 
Les méthodes présentées dans ce manuscrit comprennent deux processus de démélange 
LQSU et utilisent l'algorithme NMFLQ Multiplicatif itératif décrit dans [10]. Le premier 
processus consiste à démélanger l’image hyperspectrale en optimisant le critère suivant : 
ܬଵ ൌ 	 ଵଶ ฮܺ௛ െ ܣ௛௔෪ ܵ௛௔෪ െ ܣ௛௕෪ ܵ௛௕෪ ฮி
ଶ , (2.11)
Ce critère peut être formulé sous forme scalaire comme suit [10] : 
 ܬଵ ൌ 	 ଵଶ∑ ൣܺ௛ െ ܣ௛௔෪ ܵ௛௔෪ െ ܣ௛௕෪ ܵ௛௕෪ ൧௜೓,௡೓
ଶ
௜೓,௡೓ ,  (2.12)
 ܬଵ ൌ 	 ଵଶ∑ ሾሾܺ௛ሿ௜೓,௡೓ െ ൣܣ௛௔෪ ܵ௛௔෪ ൧௜೓,௡೓ െ ൣܣ௛௕෪ ܵ௛௕෪ ൧௜೓,௡೓ሿଶ௜೓,௡೓ ,  (2.13)
ܬଵ ൌ ଵଶ∑ ቂሾܺ௛ሿ௜೓,௡೓ െ ∑ ܽ௛ണ෦ ሺ݅௛ሻൣܵ௛෪൧௝,௡೓




où ሾܺ௛ሿ௜೓,௡೓ est l'élément de ܺ௛ avec des indices de ligne et de colonne respectivement égaux 
à ݅௛ et ݊௛. Des notations similaires sont utilisées pour les autres matrices. En outre, ݅௛ 
correspond à un pixel hyperspectral et ݊௛ est l'indice des composantes du spectre 
hyperspectral, c'est-à-dire les longueurs d'ondes hyperspectrales. Les variables 	ܽ௛ണ෦ ሺ݅௛ሻ et 
ܽ௛ണ,೗෦ ሺ݅௛ሻ représentent respectivement un élément de la matrice ܣ௛௔෪  et ܣ௛௕෪ , avec	݆	 ൌ 	1	. . . ܯ 
et 1	 ൑ ݆	 ൑ ݈	 ൑ ܯ. 
 




De même, le deuxième processus optimise la norme suivante afin de démélanger l’image 
multispectrale : 
ܬଶ ൌ 	 ଵଶ ฮܺ௠ െ ܣ௠௔෪ ܵ௠௔෪ െ ܣ௠௕෪ ܵ௠௕෪ ฮி
ଶ . (2.15)
Comme le critère précèdent  ܬଵ, ce critère peut être formulé sous forme scalaire comme suit 
[10] : 
 ܬଶ ൌ ଵଶ∑ ൣܺ௠ െ ܣ௠௔෪ ܵ௠௔෪ െ ܣ௠௕෪ ܵ௠௕෪ ൧௜೘,௡೘
ଶ
௜೘,௡೘ ,  (2.16)
 ܬଶ ൌ 	 ଵଶ ∑ ሾሾܺ௠ሿ௜೘,௡೘ െ ൣܣ௠௔෪ ܵ௠௔෪ ൧௜೘,௡೘ െ ൣܣ௠௕෪ ܵ௠௕෪ ൧௜೘,௡೘ሿଶ௜೘,௡೘ ,  (2.17)
ܬଶ ൌ 	 ଵଶ ∑ ቂሾܺ௛ሿ௜೘,௡೘ െ ∑ ܽ௠ണ෦ ሺ݅௠ሻൣܵ௠෪൧௝,௡೘ െ




où ሾܺ௠௛ሿ௜೘,௡೘ est l'élément de ܺ௠avec des indices de ligne et de colonne respectivement 
égaux à ݅௠ et ݊௠ (݅௠ correspond à un pixel multispectral et ݊௠ est l'indice des composantes 
du spectre multispectral). ൣܵ௠෪൧௝,௡೘est l'élément  (j, nm) de la matrice ܵ௠෪  (l’estimée de la 
matrice ܵ௠),	ܽ௠ണ෦ ሺ݅௛ሻ et ܽ௠ണ,೗෧ሺ݅௛ሻ représentent respectivement un élément de la matrice ܣ௠௔෪  
et ܣ௠௕෪ . 
Différentes méthodes de multisharpening pour l'amélioration de la résolution spatiale des 
données hyperspectrales ont été proposées dans ce manuscrit.  Ces méthodes proposées visent 
à minimiser les critères décrits dans les équations (2.14) et (2.18) avec des contraintes 
relatives à notre modèle de mélange, donnant lieu à différentes règles de mise à jour selon 
l’approche considérée.  
Dans les sections suivantes, nous nous proposons de décrire ces différentes méthodes 
proposées ainsi que leurs règles de mise à jour. 
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2.3.2. Première méthode proposée  
Les méthodes de multisharpening décrites dans cette section utilisent l'algorithme NMF 
linéaire-quadratique multiplicatif (LQNMF) [10]. Elles consistent d'abord à démélanger les 
données hyperspectrales observables à haute résolution spectrale/faible résolution spatiale et 
les données multispectrales à faible résolution spectrale/haute résolution spatiale. Les 
informations spectrale et spatiale de haute résolution obtenues sont ensuite recombinées, selon 
le modèle de mélange linéaire-quadratique, pour obtenir des données hyperspectrales à haute 
résolution spectrale/haute résolution spatiale non observables. Pour ce faire, quatre approches 
ont été proposées : 
2.3.2.1. Première approche : HMF-LQNMF 
Dans cette première approche, appelée Hyperspectral and Multispectral data Fusion based 
on LQNMF (HMF-LQNMF), les variables hyperspectrales et multispectrales sont optimisées 
"indépendamment", une fois qu'elles ont été initialisées de manière cohérente. Ainsi, les 
variables correspondant à chaque image considérée sont mises à jour "alternativement" selon 
l'algorithme LQNMF multiplicatif. Pratiquement, cette première approche proposée comprend 
deux boucles successives au cours de la phase d'optimisation. Les matrices hyperspectrales 
sont mises à jour dans la première boucle en optimisant le critère ܬଵ. Cette première boucle 
utilise les règles de mise à jour et les contraintes suivantes [10] : 




















ሾܦ௛ሿ௣,௡೓ ൌ ቂܣ௛௔෪் ܣ௛෪ܵ௛෪ቃ௣,௡೓ ൅ ෍ ൣܵ௛௔




൅2ൣܵ௛௔෪ ൧௣,௡೓ ൈ ቂܣ௛௕෪் ܣ௛෪ܵ௛෪ቃሺ௣௣ሻ,௡೓. 
(2.20)
Le terme ε dans le dénominateur de (2.19) est sélectionné de sorte à être positif et très petit 
(généralement réglé sur la valeur par défaut de Matlab Epsilon) et est destiné à éviter une 
division possible par zéro, ݌ est un indice pour le spectre d’endmember [10] et ሺ݆݌ሻ est 
l'indice de la colonne des matrices ܣሚ∗௕ correspondant aux coefficients ܽ∗ೕ,೛ሺ݅ሻ, c'est aussi 
l'indice de la ligne contenant ݏ∗௝ ⊙ ݏ∗௣	dans la matrice ሚܵ∗௕ (il est par exemple égal à un pour  
݆	 ൌ 	݌	 ൌ 	1). 
- Règle de mise à jour (donnée sous forme scalaire) de la matrice ܵ௛௕෪  en utilisant ܵ௛௔෪  :  
ൣܵ௛௕෪ ൧ሺ௝௣ሻ,௡೓ ← ൣܵ௛௔෪ ൧௝,௡೓ ൈ ൣܵ௛௔෪ ൧௣,௡೓. (2.21)
- Règle de mise à jour (donnée sous forme matricielle) de la matrice ܣ௛෪  : 
ܣ௛෪ ←	ܣ௛෪ ⊙ ሺሺܺ௛ܵ௛்෪ሻ⊘ ሺܣ௛෪ܵ௛෪ܵ௛்෪ ൅ ߝሻሻ. (2.22)
- Contrainte sur la partie linéaire de la matrice ܣ௛෪  : 
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- Contrainte sur la partie quadratique de la matrice ܣ௛෪  : 
ܽ௛ണ,೗෦ ሺ݅௛ሻ ← min ቄ0.5, ܽ௛ണ,೗෦ ሺ݅௛ሻቅ. (2.24)
Les variables multispectrales sont mises à jour dans la seconde boucle en optimisant le 
critère ܬଶ. Cette deuxième boucle utilise les mêmes règles de mise à jour et les mêmes 
contraintes que ci-dessus, sauf qu'elles sont appliquées aux données multispectrales, au lieu 
des données hyperspectrales. L'algorithme résultant est donc le même que (2.19) - (2.24), où 
les indices matriciels "݄" sont remplacés par "݉" : 
- Règle de mise à jour (donnée sous forme scalaire) de la matrice ܵ௠௔෪  : 
ൣܵ௠௔෪ ൧௣,௡೘ ← ൣܵ௠௔෪ ൧௣,௡೘ ൮
ൣܣ௠௔෪் ܺ௠൧௣,௡೘ ൅ 2ൣܵ௠௔෪ ൧௣,௡೘ቂܣ௠௕෪் ܺ௠ቃሺ௣௣ሻ,௡೘
ሾܦ௛ሿ௣,௡ ൅ ߝ
൅










൅2ൣܵ௠௔෪ ൧௣,௡೘ ൈ ቂܣ௠௕෪் ܣ௠෪ ܵ௠෪ቃሺ௣௣ሻ,௡೘. 
(2.26)
- Règle de mise à jour (donnée sous forme scalaire) de la matrice ܵ௠௕෪  en utilisant ܵ௠௔෪  : 
ൣܵ௠௕෪ ൧ሺ௝௣ሻ,௡೘ ← ൣܵ௠௔෪ ൧௝,௡೘ ൈ ൣܵ௠௔෪ ൧௣,௡೘. (2.27)
 




- Règle de mise à jour (donnée sous forme matricielle) de la matrice ܣ௠෪  : 
ܣ௠෪ ←	ܣ௠෪ ⊙ ሺሺܺ௠ܵ௠்෪ሻ⊘ ሺܣ௠෪ ܵ௠෪ܵ௠்෪ ൅ ߝሻሻ. (2.28)
- Contrainte sur la partie linéaire de la matrice ܣ௠෪  : 




- Contrainte sur la partie quadratique de la matrice ܣ௠෪  : 
ܽ௠ണ,೗෧ሺ݅௠ሻ ← min ቄ0.5, ܽ௠ണ,೗෧ሺ݅௠ሻቅ. (2.30)
2.3.2.2. Deuxième approche : CHMF-LQNMF 
La deuxième approche proposée, appelée Coupled Hyperspectral and Multispectral data 
Fusion based on LQNMF (CHMF-LQNMF), peut être considérée comme une extension de la 
méthode CNMF [156] à un modèle de mélange linéaire-quadratique, puisque la méthode 
CNMF est conçue pour un mélange linéaire. Dans cette approche, nous utilisons une boucle 
externe, dans laquelle les variables hyperspectrales et multispectrales sont mises à jour "en 
alternance" en utilisant deux boucles internes successives.  
Dans la première boucle interne, les variables hyperspectrales sont mises à jour afin de 
minimiser le critère ܬଵ en utilisant les règles de mise à jour définies par (2.19)-(2.22) et les 
contraintes (2.23) et (2.24). Les parties spectrales de ces variables hyperspectrales obtenues en 
utilisant les règles de mise à jour (2.19), (2.20) et (2.21) sont ensuite sous-échantillonnées en 
faisant la moyenne des échantillons de ces derniers spectres sur les domaines de longueurs 
d'ondes considérés dans l'image multispectrale. Ces parties obtenues sont ensuite injectées 
comme initialisation des spectres utilisés dans la seconde boucle interne. Dans cette boucle, 
les variables multispectrales sont mises à jour afin de minimiser le critère ܬଶ en utilisant les 
règles de mise à jour et contraintes définies dans (2.25)-(2.30) destinée aux variables 
multispectrales. 
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Les parties spatiales optimisées de ces variables multispectrales sont ensuite sous-
échantillonnées spatialement (au moyen de la technique d'interpolation des ݇ plus proches 
voisins) et sont utilisées lors de la prochaine itération de la boucle externe comme 
l'initialisation de la première boucle interne.  
2.3.2.3. Troisième approche : JHMF-LQNMF 
Cette troisième approche, appelée Joint Hyperspectral and Multispectral data Fusion based 
on LQNMF (JHMF-LQNMF), est  une extension de la méthode JNMF [12]  pour un mélange 
linéaire-quadratique. Cette troisième approche utilise une seule boucle, dans laquelle les 
variables hyperspectrales et multispectrales considérées sont mises à jour "conjointement" en 
utilisant, à chaque boucle d’itération, les règles de mise à jour des variables hyperspectrales et 
multispectrales suivant l'algorithme LQNMF multiplicatif considéré. L'algorithme complet de 
cette troisième approche proposée comprend deux règles supplémentaires (en plus de (2.19)-
(2.24) de la partie hyperspectrale et de (2.25)-(2.30) de la partie multispectrale) qui sont : 
ܣ௛෪ 	← ሺ1 െ ߙሻܣ௛෪ ൅ ߙ ܣௗ௠෪ , (2.31)
ܣ௠෪ 	← ሺ1 െ ߙሻܣ௠෪ ൅ ߙ ܣ௨௛෪ , (2.32)
où la matrice ܣௗ௠෪  (respectivement ܣ௨௛෪ ) représente la version sous-échantillonnée 
(respectivement sur-échantillonnée) spatialement de ܣ௠෪  (respectivement ܣ௛෪) obtenue au 
moyen de la technique d'interpolation des ݇ plus proches voisins. Ces règles de mise à jour 
supplémentaires forcent les cartes des fractions d’abondances linéaires et quadratiques de 
faible et haute résolution spatiale à être mises à jour de manière cohérente en utilisant un petit 
paramètre positif ߙ	 ∈ 	 ሿ0, 1ሾ. 
2.3.2.4. Quatrième approche : Multi-JCLQNMF 
Cette quatrième approche est la méthode Multi-JCLQNMF (pour Multiplicative Joint-
Criterion LQNMF). Elle est basée sur la NMF Linéaire-Quadratique Multiplicative avec 
critère conjoint. Elle est inspirée des méthodes NMF standard qui utilisent des règles de mise 
à jour multiplicatives [8] pour réaliser le processus de démélange considéré. Cette approche 
peut être considérée comme une extension de la méthode HMF-LQNMF, ou encore une 
extension au modèle de mélange linéaire-quadratique de la méthode pour le modèle de 




mélange linéaire proposée dans [13]. L'approche proposée, contrairement aux autres 
approches proposées dans ce manuscrit, consiste à optimiser le nouveau critère étendu 
suivant : 
ܬଷ ൌ 	 ఈଶ ฮܺ௛ െ ܣሚ௛ ሚܵ௛ฮி
ଶ ൅	ఉଶ ฮܺ௠ െ ܣሚ௠ ሚܵ௠ฮி
ଶ ൅ ఊଶ ฮܣሚ௛் െ ܣሚௗ௠் ฮி
ଶ . (2.33)
L'approche proposée optimise ce nouveau critère conjoint ܬଷ, qui exploite un modèle de 
dégradation spatiale entre les images considérées (les images hyperspectrale et 
multispectrale), en utilisant de nouvelles règles de mise à jour multiplicatives, où ߙ, ߚ et ߛ 
sont des coefficients d'équilibrage. La matrice  ܣሚௗ௠்  représente la version dégradée 
spatialement de la matrice ܣሚ௠. Cette matrice dégradée peut être exprimée comme suit [13] : 
ܣሚௗ௠் ൌ ܣሚ௠் ܦ, (2.34)
où ܦ est un opérateur linéaire, qui effectue la dégradation spatiale [200]. Cet opérateur peut 
être vu comme une matrice de décimation qui est une matrice diagonale parcimonieuse ayant 
des valeurs de filtre gaussien. Par conséquent, le critère à optimiser devient comme suit : 
ܬଷ ൌ 	 ఈଶ ฮܺ௛ െ ܣሚ௛ ሚܵ௛ฮி
ଶ ൅	ఉଶ ฮܺ௠ െ ܣሚ௠ ሚܵ௠ฮி
ଶ ൅ ఊଶ ฮܣሚ௛் െ ܣሚ௠்ܦฮி
ଶ . (2.35)
Notons ici que le critère ܬଷ est une extension du critère utilisé dans la méthode HMF-
LQNMF auquel est ajouté le terme ฮܣሚ௛் െ ܣሚ௠்ܦฮி
ଶ  pour la mise à jour conjointe des variables  
multispectrales et hyperspectrales.  
Le critère ܬଷ peut être réécrit comme suit : 
ܬଷ ൌ 		 ߙ2 Tr൫ܺ௛ܺ௛் െ 2 ൈ ܺ௛ ሚܵ௛் ܣሚ௛் ൅ ܣሚ௛ ሚܵ௛ ሚܵ௛் ܣሚ௛்൯ 
                  ൅	ఉଶ Tr൫ܺ௠ܺ௠் െ 2 ൈ ܺ௠ ሚܵ௠்ܣሚ௠் ൅ ܣሚ௠ ሚܵ௠ ሚܵ௠்ܣሚ௠்൯ 
   ൅ ఊଶ Tr൫ܣሚ௛்ܣሚ௛ െ 2 ൈ ܣሚ௛்ܦ்ܣሚ௠ ൅ ܣሚ௠்ܦܦ்ܣሚ௠൯. 
(2.36)
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Cette formulation permet facilement le calcul des expressions de gradient dans notre méthode. 
Le calcul du gradient par rapport aux matrices  ܣሚ௛	et  ܣሚ௠ diffère en comparaison avec le cas 
de l'approche  HMF-LQNMF du fait de l'utilisation du nouveau critère ܬଷ pour la mise à jour 
conjointe des variables multispectrales et hyperspectrales. A partir de (2.36), les expressions 
de gradient par rapport à ces matrices sont comme suit : 
డ௃య
డ஺෨೓ ൌ 	ߙ൫ܣሚ௛ ሚܵ௛ ሚܵ௛் െ ܺ௛ ሚܵ௛் ൯ ൅  ሺܣሚ௛ െ ܦ்ܣሚ௠ ሻ,  (2.37)
డ௃య
డ஺෨೘ ൌ ߚ൫ܣሚ௠ ሚܵ௠ ሚܵ௠் െ ܺ௠ ሚܵ௠்൯ ൅  ൫ܦܦ்ܣሚ௠ െ ܦܣሚ௛൯. (2.38)
Cependant, le calcul du gradient par rapport aux matrices ሚܵ௛	et ሚܵ௠ n'est pas altéré par le 
nouveau critère considéré [10], par rapport à  l'approche  HMF-LQNMF. En effet, le critère 
(2.36) a la même dépendance vis-à-vis de ces matrices que cette approche. Pour effectuer ce 
calcul, le critère ܬଷ (2.35) est réécrit sous forme scalaire comme suit : 
	ܬଷ ൌ 	ߙ2 ෍ ቎ܺ௛௜೓,௡೓ െ	෍ ෤ܽ௛ೕሺ݅௛ሻ ሚܵ௛,௝௡೓
ெ
௝ୀଵ









൅	ߚ2 ෍ ቎ܺ௠௜೘,௡೘ െ෍ ෤ܽ௠ೕሺ݅௠ሻ ሚܵ௠௝,௡೘
ெ
௝ୀଵ













où ݊௛ (respectivement ݊௠) est l'indice des composantes hyperspectrales (respectivement 
multispectrales) et ݅௛ (respectivement ݅௠) correspond à un pixel hyperspectral 
(respectivement multispectral). ሚܵ௛௝,௡೓est l'élément (j, nh) de la matrice ሚܵ௛௔ et ሚܵ௠௝,௡೘est 
l'élément (j, nm) de la matrice ሚܵ௠௔. Ces éléments peuvent être notés ൣ ሚܵ௔௛൧௝,௡೓et ൣ ሚܵ௔௠൧௝,௡೘. 
En utilisant (2.39), les expressions de gradient par rapport à un élément ൣ ሚܵ௔௛൧௝,௡೓et 
ൣ ሚܵ௔௠൧௝,௡೘peuvent être écrites comme suit : 




                     డ௃యడሾௌሚೌ೓ሿ೛೙೓ ൌ 	െ	ߙ	ൣܣ
ሚ௔௛் ሺܺ௛ െ ܣሚ௛ ሚܵ௛ሻ൧௣,௡೓  
																																					െ		ߙ ෍ ൣ ሚܵ௔௛൧௝,௡೓ ൈ ൣܣሚ௕௛




                            െ	2	ߙ	ൣ ሚܵ௔௛൧௣,௡೓ ൈ ൣܣሚ௕௛





ൌ 	െ		ൣܣሚ௔௠் ሺܺ௠ െ ܣሚ௠ ሚܵ௠ሻ൧௣,௡೘ 




																									 െ	2		ൣ ሚܵ௔௠൧௣,௡೘ ൈ ൣܣሚ௠௕் ሺܺ௠ െ ܣሚ௠ ሚܵ௠ሻ൧ሺ௣௣ሻ,௡೘. 
(2.41)
En appliquant l'algorithme de la descente du gradient, les règles de mise à jour suivantes sont 
obtenues : 
ܣሚ௛ 	← 	ܣሚ௛ െ ߮஺෨೓ డ௃యడ஺෨೓, (2.42)
ൣ ሚܵ௔௛൧௣,௡೓ ← 	 ൣ ሚܵ௔௛൧௣,௡೓ െ ߮ሾௌሚೌ೓ሿ೛,೙೓ ቂ
డ௃య
డௌሚೌ೓ቃ௣,௡೓, (2.43)
ܣሚ௠ 	← 	ܣሚ௠ െ ߮஺෨೘ డ௃యడ஺෨೘, (2.44)
ൣ ሚܵ௔௠൧௣,௡೘ ← 	 ൣ ሚܵ௔௠൧௣,௡೘ െ ߮ሾௌሚೌ೘ሿ೛,೙೘ ቂ
డ௃య
డௌሚೌ೘ቃ௣,௡೘, (2.45)
où ߮஺෨೓, ߮ሾௌሚೌ೓ሿ೛,೙೓ , ߮஺෨೘ et ߮ሾௌሚೌ೘ሿ೛,೙೘sont des taux d'apprentissage exprimés en tant que 
fonctions des matrices considérées, dans cette approche, afin de produire des mises à jour 
multiplicatives et de préserver la non-négativité. La multiplicativité est garantie si ces taux 
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d'apprentissage contiennent le terme de la variable mise à jour considérée dans leur 
numérateur, pour permettre une factorisation de cette variable mise à jour. Pour garantir la 
contrainte de non-négativité, tous les termes, dans les expressions de gradient ci-dessus, 
précédés d'un signe plus doivent être supprimés de (2.42)-(2.45) pour obtenir une somme de 
termes positifs dans ces règles de mise à jour. Ceci est obtenu en plaçant ces termes dans le 
dénominateur du taux d'apprentissage utilisé, ce qui permet d'éliminer ces termes en réduisant 
l'expression entière dans le côté droit de (2.42)-(2.45) au même dénominateur [10]. Sur la 
base de ce principe, les taux d'apprentissage sont donnés comme suit : 










																		൅2	ߙ	ൣ ሚܵ௔௛൧௣,௡೓ ൈ ൣܣሚ௕௛
் ܣሚ௛ ሚܵ௛൧ሺ௣௣ሻ,௡೓, 
(2.48)










																	൅2		ൣ ሚܵ௔௠൧௣,௡೘ ൈ ൣܣሚ௕௠் ܣሚ௠ ሚܵ௠൧ሺ௣௣ሻ,௡೘. 
(2.51)




Par conséquent, les règles de mise à jour multiplicatives finales pour les entités 
hyperspectrales de l'algorithme proposé sont : 
- Règle de mise à jour de ܣሚ௛ 
ܣሚ௛ 	← 	ܣሚ௛ ⊙ ሺ൫ܺ௛ܵ௛் ൅ 	ܦ்ܣሚ௠൯⊘ ሺܣሚ௛ ሚܵ௛ ሚܵ௛் ൅ ܣሚ௛ ൅ ߝሻሻ. (2.52)
En plus de cette règle de mise à jour, la matrice ܣሚ௛ est contrainte par (2.23) et (2.24). 
- Règle de mise à jour de ሚܵ௛௔ 
ൣ ሚܵ௛௔൧௣,௡೓ ← ൣ ሚܵ௛௔൧௣,௡೓ ൈ 
ቆఈൣ஺
෨ೌ೓೅ ௑೓൧೛,೙೓ାଶ	ఈ	ሾௌሚ೓ೌሿ೛,೙೓ൈൣ஺෨೓್






ൣ ሚܵ௛௕൧ሺ௝௣ሻ,௡೓ ← ൣ ሚܵ௛௔൧௝,௡೓ ൈ ൣ ሚܵ௛௔൧௣,௡೓. (2.54)
Les règles de mise à jour multiplicatives finales pour les entités multispectrales sont : 
- Règle de mise à jour de ܣሚ௠ 
ܣሚ௠ 	← 	ܣሚ௠ ⊙ ሺ൫	ܺ௠ܵ௠் ൅ 			ܦܣሚ௛൯ ⊘ ሺܣሚ௠ ሚܵ௠ ሚܵ௠் ൅  ܦܦ்ܣሚ௠ ൅ ߝሻሻ. (2.55)
En plus de cette règle de mise à jour, la matrice ܣሚ௠ est contrainte par (2.29) et (2.30). 
- Règle de mise à jour de ሚܵ௠௔ 
ൣ ሚܵ௠௔൧௣,௡೘ ← ൣ ሚܵ௠௔൧௣,௡೘ ൈ 
ቆ	ൣ஺෨ೌ೘
೅ ௑೘൧೛,೙೘ାଶ		ሾௌሚ೘ೌሿ೛,೙೘ൈൣ஺෨೘್
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ൣ ሚܵ௠௕൧ሺ௝௣ሻ,௡೘ ← ൣ ሚܵ௠௔൧௝,௡೘ ൈ ൣ ሚܵ௠௔൧௣,௡೘. (2.57)
Par rapport aux approches précédentes, l'approche décrite dans cette section optimise un 
nouveau critère qui permet une mise à jour "conjointe" des variables hyperspectrales et 
multispectrales. Les mises à jour des variables ൣ ሚܵ௛௔൧௣,௡೓, ൣ ሚܵ௛௕൧ሺ௝௣ሻ,௡೓, ൣ ሚܵ௠௔൧௣,௡೘ et 
ൣ ሚܵ௠௕൧ሺ௝௣ሻ,௡೘restent inchangées par rapport à la première approche HMF-LQNMF, cependant 
les mises à jour des variables ܣሚ௛ et ܣሚ௠ diffèrent de celles de la première approche, du fait de 
la présence du critère conjoint entre les variables hyperspectrales et multispectrales.  
L'intérêt de proposer cette méthode (extension de l'approche HMF-LQNMF)  est d'évaluer 
l'apport du critère conjoint dans le processus de fusion sur la qualité des données obtenues. 
Les performances de cette méthode sont données dans le chapitre suivant. 
2.3.3. Deuxième méthode proposée  
Lorsque le modèle de mélange n'est pas connu à l'avance, il est difficile de choisir la 
technique de démélange à utiliser (LSU ou LQSU). Dans cette section, une nouvelle méthode 
de multisharpening "local" des données hyperspectrales est proposée : Local Hyperspectral  
Data Multi-Sharpening Based on Linear/Linear-Quadratic NMF by Integrating Lidar Data 
(Local- HMF-LQNMF), basée sur la NMF Linéaire et Linéaire-Quadratique Multiplicative en 
intégrant des données LIDAR. Cette méthode intègre un modèle numérique de surface 
(Digital Surface Model (DSM)) obtenu à partir de données LIDAR. Ces données DSM sont 
utilisées pour déterminer les élévations d’objets, et ainsi détecter le modèle de mélange 
(linéaire ou linéaire-quadratique) présent dans la zone considérée. 
Le Lidar (acronyme anglais de Light Detection And Ranging, détection et télémétrie par 
ondes lumineuses) [201] est une technique de télédétection optique qui utilise la lumière laser 
en vue d'un échantillonnage dense de la surface de la Terre, et produit des mesures d'une 
grande précision. Le lidar est un capteur optique actif aéroporté qui fonctionne avec un 
système de multi-échos, où une source laser balaye très rapidement la surface terrestre. Des 
impulsions laser sont alors interceptées par la végétation, les bâtiments et le sol, et sont 
réfléchies en direction du capteur qui détecte l’intensité et le temps de retour du signal, 
donnant ainsi une description plus approfondie de la topographie terrestre, de la végétation 




et du milieu urbain.  Ce temps de retour dépend de l’altitude du point d’impact, c’est 
pourquoi il est possible d'estimer les hauteurs relatives entre deux points. Le lidar fournit 
deux types de modèles d'altitude, le modèle de surface numérique (DSM) et le modèle 
numérique de terrain (MNT). 
Dans la méthode Local-HMF-LQNMF, la nature du modèle de mélange "local" est 
détectée en utilisant la variance locale des élévations d'objets obtenues à partir des données 
DSM. Les images hyperspectrale et multispectrale sont alors explorées à l'aide de petites 
zones. Dans chaque zone, la variance des élévations d'objets est calculée à partir des données 
DSM de cette même zone. Cette variance est ensuite comparée à un seuil afin de déterminer la 
technique de démélange spectral adéquate à utiliser dans la zone considérée pour démélanger 
"localement" et "indépendamment" les données hyperspectrale et multispectrale locales, en 
utilisant l’approche de démélange adéquate. Les informations spectrale et spatiale obtenues, 
extraites respectivement des images hyperspectrale et multispectrale sont ensuite 
recombinées, selon le modèle de mélange sélectionné, afin de réaliser la fusion dans la zone 
considérée. 
L’originalité de cette approche proposée réside dans l’intégration du modèle numérique de 
surface (DSM) obtenu à partir de données LIDAR pour détecter automatiquement la nature du 
modèle de mélange local. À partir des données DSM nous calculons la variance des 
élévations d'objets dans chaque zone de l'image considérée, lorsque la valeur de cette variance 
est inférieure à un seuil donné cela signifie que les données DSM présentent de faibles 
variations d'élévations, dans ce cas le modèle de mélange considéré est le modèle linéaire. 
Cependant lorsque la valeur de cette variance est supérieure au seuil, cela signifie que les 
données DSM présentent de grades variations d'élévations, le modèle de mélange considéré 
dans ce cas est le modèle linéaire-quadratique.  
Il convient de noter ici qu'il existe d'autres méthodes de la littérature dans lesquelles les 
données DSM sont utilisées pour fournir des informations supplémentaires à l'information 
spectrale des données hyperspectrales [202-204], contrairement à l'approche proposée ici 
dans laquelle ces données DSM sont utilisées pour améliorer la résolution spatiale des 
données hyperspectrales à l'aide de données multispectrales. 
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Lorsque le modèle de mélange local est linéaire, chaque vecteur spectral associé à un pixel 
dans une zone locale d'une image de télédétection est supposé être un mélange linéaire des 
spectres d’endmembers dans le pixel.  
Pour rappel, dans le modèle de mélange linéaire, le spectre de réflectance non-négatif 
ݔ௜	(vecteur colonne de taille ܮ), du pixel ݅ de l'image locale est donné par [8] : 
ݔ௜ ൌ ∑ ௝ܽሺ݅ሻݏ௝ெ௝ୀଵ , (2.58)
avec ቊ ௝ܽሺ݅ሻ, ݏ௝ ൒ 0, ݆ ൌ 1…ܯ∑ ௝ܽሺ݅ሻெ௝ୀଵ ൌ 1, . (2.59)
Le modèle linéaire local (2.58) peut être écrit sous forme matricielle comme suit (pour ܲ 
pixels dans une zone locale, avec ܲ	 ൒ 	2) 
X = AS. (2.60)
Maintenant, si le modèle de mélange local est linéaire-quadratique, le modèle ci-dessus 
(2.58) est remplacé par (2.1). Comme ci-dessus, le modèle linéaire-quadratique local peut être 
écrit sous forme matricielle, et la forme matricielle (2.60) du modèle linéaire est ainsi 
remplacée par (2.3) [10]. 
Notons ici, ܺ௛೗೚೎ೌ೗ ∈ ܴା
௉೓೗೚೎ೌ೗ൈ௅೓ (respectivement ܺ௠೗೚೎ೌ೗ ∈ ܴା
௉೘೗೚೎ೌ೗ൈ௅೘) la matrice non-
négative locale contenant, dans chacun de ses vecteurs colonnes, une bande spectrale corrigée 
radiométriquement et géométriquement de l’image hyperspectrale locale à faible résolution 
spatiale (respectivement de l’image multispectrale locale à haute résolution spatiale). ܮ௛ 
(respectivement ܮ௠) est le nombre de bandes spectrales de l'image hyperspectrale 
(respectivement multispectrale). ௛ܲ೗೚೎ೌ೗(respectivement ௠ܲ೗೚೎ೌ೗) indique le nombre de pixels 
de l'image hyperspectrale locale (respectivement multispectrale locale). 
Par conséquent, les matrices ܺ௛೗೚೎ೌ೗ et ܺ௠೗೚೎ೌ೗ ci-dessus, qui correspondent aux images 
hyperspectrale/multispectrale locales, peuvent être écrites sous forme de matrice comme suit : 




൜ ܺ௛೗೚೎ೌ೗ ൌ 	ܣ௛೗೚೎ೌ೗ܵ௛೗೚೎ೌ೗ܺ௠೗೚೎ೌ೗ ൌ 	ܣ௠೗೚೎ೌ೗ܵ௠೗೚೎ೌ೗, lorsque le modèle de mélange local est linéaire, (2.61)
ou 
൜ ܺ௛೗೚೎ೌ೗ ൌ 	ܣ௛௔೗೚೎ೌ೗ܵ௛௔೗೚೎ೌ೗ ൅	ܣ௛௕೗೚೎ೌ೗ܵ௛௕೗೚೎ೌ೗ܺ௠೗೚೎ೌ೗ ൌ 	ܣ௠௔೗೚೎ೌ೗ܵ௠௔೗೚೎ೌ೗ ൅	ܣ௠௕೗೚೎ೌ೗ܵ௠௕೗೚೎ೌ೗ , lorsque le modèle de mélange local 
est linaire-quadratique.  
(2.62)
Lorsque le modèle de mélange local est linéaire, les processus locaux de démélange 
entraînent l’estimation des ensembles ሚܵ௛೗೚೎ೌ೗	des spectres d’endmembers hyperspectraux 
locaux (un ensemble par zone locale) et l’estimation  des ensembles ܣሚ௠೗೚೎ೌ೗ des fractions 
d'abondances locales à haute résolution spatiale. Dans le cas contraire, lorsque le modèle de 
mélange local est linéaire-quadratique, les processus locaux de démélange entraînent 
l’estimation des ensembles ሚܵ௛௔೗೚೎ೌ೗ et ሚܵ௛௕೗೚೎ೌ೗des spectres d’endmembers et pseudo-
endmembers hyperspectraux locaux et l’estimation des ensembles ܣሚ௠௔೗೚೎ೌ೗ et ܣሚ௠௕೗೚೎ೌ೗ des 
fractions d'abondances linéaires et quadratiques locales à haute résolution spatiale. Les 
processus de démélange utilisés sont les mêmes que ceux décrits précédemment. 
Les informations spectrales et spatiales locales extraites des images 
hyperspectrale/multispectrale locales sont ensuite recombinées dans la zone considérée, selon 
le modèle de mélange sélectionné. L'image hyperspectrale locale ݂݈ܺ݋݈ܿܽ à haute résolution 
spatiale non-observable est ensuite obtenue comme suit : 
௙ܺ೗೚೎ೌ೗ ൌ ܣሚ௠೗೚೎ೌ೗ ሚܵ௛೗೚೎ೌ೗, lorsque le modèle de mélange local est linéaire, (2.63)
ou 
௙ܺ೗೚೎ೌ೗ ൌ ܣሚ௠௔೗೚೎ೌ೗ ሚܵ௛௔೗೚೎ೌ೗ ൅	ܣሚ௠௕೗೚೎ೌ೗ ሚܵ௛௕೗೚೎ೌ೗ , lorsque le modèle de mélange local 
est linaire-quadratique. (2.64)
L'intérêt de cette méthode est d'évaluer les performances d'une approche de 
multisharpening local, dans laquelle les images sont considérées comme étant un ensemble 
d'imagettes, auxquelles nous appliquons le processus de démélange/fusion suivant le modèle 
de mélange détecté dans chaque imagette. Par rapport aux méthodes de fusion linéaire et 
linéaire-quadratique basées sur la NMF, qui sont utilisées sur l'ensemble des données, 
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l'approche locale proposée s'avère très attrayante pour le multisharpening des données 
hyperspectrales à faible résolution spatiale, à condition de disposer des données DSM de la 
scène imagée. 
2.4. Conclusion 
Dans ce chapitre, nous avons présenté les différentes méthodes de multisharpening 
proposées dans le cadre de cette thèse pour résoudre notre problème, à savoir l’amélioration 
de la résolution spatiale des images hyperspectrales de milieux urbains dans lesquelles le 
modèle de mélange linéaire-quadratique est considéré. Cinq approches ont été développées 
pour résoudre notre problème. Ces approches utilisent des techniques de démélange spectral 
linéaire-quadratique LQSU basées sur la NMF Linéaire-Quadratique Multiplicative. Les 
performances de ces méthodes sont présentées et comparées dans le chapitre suivant. 
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Dans ce chapitre, nous présentons les performances des différentes méthodes décrites dans 
le chapitre précédent ainsi qu'un comparatif entre celles-ci et des méthodes linéaires de la 
littérature. Les résultats présentés sont obtenus à partir de tests réalisés sur des données 
synthétiques générées à partir de spectres réels issus de bibliothèques spectrales, ainsi que sur 
des données réelles.  
Nous commençons par présenter dans la première section, les différents types de données 
testées (création de nos données synthétiques et description des données réelles utilisées), puis 
nous décrivons la procédure d’initialisation de nos algorithmes, ainsi que les critères de 
performances utilisés pour évaluer les performances des méthodes. Dans la section suivante, 
nous présentons les résultats obtenus à partir des tests effectués sur nos données synthétiques 
et réelles, ainsi qu’une comparaison des performances des méthodes proposées. 
3.2. Protocoles de tests  
3.2.1. Données testées 
3.2.1.1. Données synthétiques 
Les performances de nos approches proposées sont évaluées sur différents ensembles 
d’images synthétiques générées comme suit : 
a) Premier jeu de données synthétiques 
Ce premier jeu de données contient deux ensembles d’images synthétiques générées de la 
manière suivante : deux ensembles de huit spectres hyperspectraux sont sélectionnés dans des 
bibliothèques spectrales, avec des mesures effectuées de 0,4 à 2,5 μm. Le premier ensemble 
contient huit spectres d’endmembers choisis aléatoirement dans la bibliothèque spectrale 
compilée par United States Geological Survey (USGS) [118]. Le deuxième ensemble contient 
huit spectres de matériaux utilisés dans les zones urbaines choisis aléatoirement dans la 
bibliothèque spectrale compilée par l'Université Johns Hopkins (JHU) [143]. A partir de ces 
deux ensembles de spectres hyperspectraux, deux autres ensembles de huit spectres 
d’endmembers multispectraux sont créés en calculant simplement la moyenne des 
échantillons de ces derniers spectres hyperspectraux sur les domaines de longueurs d'ondes 
utilisés dans les bandes Landsat TM 1-5 et 7 (c'est-à-dire 0.45-0.52, 0.52-0.60, 0.63-0.69, 




0.76-0.90, 1.55-1.75, et 2.08-2.35 μm). Ensuite, ces spectres hyperspectraux et multispectraux 
sont utilisés pour produire deux ensembles d'images synthétiques. Chaque ensemble d'images 
correspond à l'un des deux ensembles de spectres ci-dessus et contient deux sous-ensembles 
d'images. Le premier sous-ensemble d'images est créé selon le modèle de mélange linéaire, et 
le second sous-ensemble est généré selon le modèle de mélange linéaire-quadratique.  
Notons ici que les modèles de mélanges linéaire et linéaire-quadratique sont considérés 
pour évaluer les performances des méthodes linéaires et linéaire-quadratiques utilisées 
lorsque ces méthodes sont appliquées sans aucune information sur la nature du mélange de 
données. 
Chaque sous-ensemble du premier ensemble contient : une image hyperspectrale de 
200×200 pixels à haute résolution spectrale/haute résolution spatiale (utilisée comme image 
de référence), une image hyperspectrale de 100×100 pixels à haute résolution spectrale/faible 
résolution spatiale et une image multispectrale de 200×200 pixels à haute résolution 
spatiale/faible résolution spectrale. Dans le deuxième ensemble, chaque sous-ensemble 
contient : la même image hyperspectrale de référence à haute résolution spectrale/haute 
résolution spatiale de 200×200 pixels, une image hyperspectrale à haute résolution 
spectrale/faible résolution spatiale de 50×50 pixels et une image multispectrale haute 
résolution spatiale/faible résolution spectrale de 200×200 pixels. Chaque image 
hyperspectrale dans chaque ensemble est générée avec 184 bandes spectrales, tandis que 
chaque image multispectrale est générée avec 6 bandes spectrales. 
Les fractions d'abondances linéaires des images hyperspectrale et multispectrale à haute 
résolution spatiale sont créées à partir d'une classification réelle de la couverture terrestre, 
avec huit classes, en faisant la moyenne des valeurs de classification des pixels sur une fenêtre 
glissante de 2×2 pixels sans chevauchement afin de créer des pixels mixtes. Les fractions 
d'abondances linéaires des images hyperspectrales à haute résolution spectrale/faible 
résolution spatiale sont créées par sous-échantillonnage des fractions d'abondances linéaires à 
haute résolution ci-dessus. Le processus de sous-échantillonnage est effectué au moyen de la 
technique d'interpolation spatiale des ݇ plus proches voisins et en considérant, 
respectivement, dans les premier et deuxième ensembles d'images, deux facteurs d'échelle (2 
et 4) entre les images hyperspectrale et multispectrale considérées. Les fractions d'abondances 
quadratiques sont générées à partir des abondances linéaires, en utilisant le modèle de Fan 
[131]. 
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b) Deuxième jeu de données synthétiques 
Dans ce deuxième jeu, les données synthétiques sont générées à partir d'une image 
hyperspectrale réelle, d'une vérité terrain associée et de données DSM réelles (figure 3.1) 
[202]. Ces données synthétiques sont générées à partir d'une image hyperspectrale avec 144 
bandes spectrales dans la région de 0.40-2.50 μm, d’une résolution spatiale de 2.5 m, de 
60×380 pixels. Une classification réelle avec 15 classes est aussi utilisée pour générer ces 
données synthétiques. 
Tous les pixels de cette image réelle hyperspectrale sont classés en utilisant la vérité 
terrain. La fraction de pixels dans une classe donnée, sur une petite sous-zone spatiale, donne 
les coefficients d'abondances linéaires de cette classe pour un seul pixel mélangé de notre 
image synthétique à haute résolution spatiale. Les fractions d'abondances à faible résolution 
spatiale (pour créer les images hyperspectrales à faible résolution spatiale), sont créées par 
sous-échantillonnage (en utilisant la méthode d'interpolation des ݇ plus proches voisins) des 
fractions d'abondances linéaires à haute résolution spatiale. Les spectres d'endmembers 
hyperspectraux et les coefficients d'abondances à faible résolution spatiale sont utilisés 
(encore, selon chaque modèle de mélange local (se référer au chapitre 2 de cette seconde 
partie du manuscrit pour plus de détails)) pour générer l’image hyperspectrale à faible 
résolution spatiale. En outre, uniquement dans les zones où les données DSM présentent de 
grandes variations d'élévations, le modèle de Fan [131] est utilisé pour créer des coefficients 
d'abondances quadratiques à haute résolution spatiale.  
 
Figure 3.1 : Image réelle hyperspectrale associée aux données DSM déduites du LIDAR 
[202]. 
 




La vérité terrain est également utilisée pour générer les spectres d'endmembers 
hyperspectraux, en faisant la moyenne des spectres dans chaque classe. Par la suite, les 
spectres d'endmembers hyperspectraux et les coefficients d'abondances à haute résolution 
spatiale sont utilisés pour générer (selon chaque modèle de mélange local) l'image 
hyperspectrale haute résolution spatiale de référence. À partir des spectres d'endmembers 
hyperspectraux, les spectres d'endmembers multispectraux sont créés en faisant simplement la 
moyenne des échantillons de ces derniers spectres hyperspectraux sur les domaines de 
longueurs d'ondes utilisés dans les bandes Landsat TM 1-5 et 7. Ces spectres multispectraux 
sont utilisés, avec les coefficients d'abondances à haute résolution spatiale (également selon 
chaque modèle de mélange local) pour générer l'image multispectrale à haute résolution 
spatiale. 
Notons ici que les données DSM sont également utilisées pour détecter localement la 
nature du modèle de mélange lors de l'exécution de la fusion d'image hyperspectrale à faible 
résolution spatiale avec l'image multispectrale à haute résolution spatiale. 
3.2.1.2. Données réelles 
Dans cette thèse, des données réelles sont également utilisées pour tester les performances 
des méthodes proposées. Ces données réelles (radiométriquement corrigées et 
géométriquement recalées), acquises le même jour (3 mars 2003) et en même temps, couvrent 
une partie de la zone urbaine d'Oran, en Algérie. L'image hyperspectrale à haute résolution 
spectrale/faible résolution spatiale provient du capteur Hyperion Earth Observing-1 (EO-1). 
Cette image a une résolution spatiale de 30 m, contient 125 bandes spectrales (après retrait, à 
partir du cube de données d’origine de 242 bandes spectrales, les bandes spectrales à faible 
rapport signal/bruit ainsi que les bandes spectrales non-calibrées et chevauchantes). Deux 
images multispectrales (images multispectrales pansharpened) sont utilisées. La première est 
acquise par le capteur Landsat Enhanced Thematic Mapper plus (ETM +), se caractérise par 6 
bandes spectrales et une résolution spatiale de 15 m. La seconde est acquise par le capteur 
EO-1 Advanced Land Imager (ALI), avec une résolution spatiale de 10 m, contient 9 bandes 
spectrales. 
3.2.2. Initialisation des algorithmes 
Les méthodes basées sur la LQNMF, comme les méthodes basées sur la NMF linéaire 
standard, ne garantissent pas de fournir une solution unique et leurs points de convergence 
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peuvent dépendre de leurs initialisations. Par conséquent, et afin d’éviter l'initialisation 
aléatoire des méthodes, les spectres d’endmembers hyperspectraux initiaux estimés ܵ௛௔෪ ሺ଴ሻ 
sont calculés par la méthode SISAL [101], qui est une des méthodes les plus avancées pour 
l'extraction des spectres d'endmembers, permettant ainsi une meilleure initialisation de ces 
spectres. La méthode SISAL requiert de connaître le nombre ܯ d’endmembers. Ce nombre 
peut être déterminé automatiquement en utilisant la méthode décrite dans [140]. Les pseudo-
spectres hyperspectraux initiaux estimés  ܵ௛௕෪ ሺ଴ሻ	sont déduits de la matrice initiale ܵ௛௔෪ ሺ଴ሻen 
utilisant la multiplication élément par élément.  
Ensuite, les fractions d'abondances linéaires initiales estimées à faible résolution spatiale 
ܣ௛௔෪ ሺ଴ሻ sont déduites de l'image hyperspectrale ܺ௛ et de la matrice initiale estimée ܵ௛௔෪ ሺ଴ሻ, au 
moyen de la méthode FCLS [105] (appliquée séparément à chaque pixel de l'image 
hyperspectrale). De la matrice ܣ௛௔෪ ሺ଴ሻ, les fractions d'abondances quadratiques à faible 
résolution spatiale initiales estimées ܣ௛௕෪ ሺ଴ሻ sont déduites en utilisant le modèle de Fan [131] 
avec les contraintes afférentes comme suit : pour un pixel hyperspectral donné ݅௛, chaque 
élément ܽ௛ണ,೗෦ ሺ଴ሻሺ݅௛ሻ (avec	݆	 ൑ 	݈) de la matrice ܣ௛௕෪ ሺ଴ሻ est fixé à min{0.5, 
ܽ௛ണ෦ ሺ଴ሻሺ݅௛ሻ. ܽ௛೗෦ ሺ଴ሻሺ݅௛ሻ},  où ܽ௛ണ෦ ሺ଴ሻሺ݅௛ሻ et ܽ௛೗෦ ሺ଴ሻሺ݅௛ሻ sont deux éléments de la matrice ܣ௛௔෪ ሺ଴ሻ. 
Les spectres d'endmembers multispectraux initiaux estimés ܵ௠௔෪ ሺ଴ሻ sont déduits des spectres 
d’endmembers hyperspectraux initiaux estimés ܵ௛௔෪ ሺ଴ሻen faisant la moyenne des échantillons 
de ces derniers spectres sur les domaines de longueurs d'ondes considérés dans l’image 
multispectrale. Les variables multispectrales restantes, c'est-à-dire ܵ௠௕෪ ሺ଴ሻ, ܣ௠௔෪ ሺ଴ሻ et  ܣ௠௕෪ ሺ଴ሻ  
sont déduites de la même manière que les variables hyperspectrales initialisées ci-dessus. 
L'initialisation interdépendante ci-dessus des variables hyperspectrales et multispectrales 
permet d'éviter une permutation possible entre les résultats des deux processus de démélange 
des images hyperspectrale et multispectrale considérées. En outre, la contrainte de somme-à-
un, sur les fractions d’abondances linéaires à faible et haute résolution spatiale, permet 
d'éviter le problème connu du facteur d'échelle qui peut apparaître dans les résultats des deux 
processus de démélange. 




3.2.3. Critères de performances 
Dans cette section sont présentés les différents critères utilisés pour évaluer les 
performances de nos méthodes. L'évaluation est effectuée dans les domaines spectral et 
spatial. Pour les données synthétiques testées, les qualités spectrale et spatiale de l'image 
hyperspectrale fusionnée à haute résolution spectrale/haute résolution spatiale non-observable 
estimée sont évaluées en la comparant à l'image hyperspectrale de référence.  
- Pour évaluer la qualité de la reconstruction spectrale, les critères de performances 
utilisés sont calculés entre chaque spectre dans l'image hyperspectrale de référence et son 
analogue dans l'image hyperspectrale fusionnée. Ces critères sont définis comme suit :  
 
 L’Angle Spectral (AS) (Spectral Angle Mapper (SAM)) [156] 
ܵܣܯ௜ ൌ ܽݎܿ݋ݏ ቀ 〈௫೔ ,௫෤೔〉‖௫೔‖మ.‖௫෤೔‖మቁ, (3.1) 
avec ݅ ൌ 1…ܲ (ܲ nombre de pixels), où ݔ௜ et ݔ෤௜ sont respectivement le ݅-ème spectre de pixel 
de l’image de référence et de l’image fusionnée, 〈ݔ௜, ݔ෤௜〉 représente le produit scalaire 
et	‖ݔ௜‖ଶ	et ‖ݔ෤௜‖ଶ représentent respectivement les normes de ݔ௜ et ݔ෤௜. 
 L'Erreur Quadratique Moyenne Normalisée (EQMN) (Normalized Mean Square 
Error (NMSEλ) 
ܰܯܵܧఒ೔ ൌ ‖௫೔ ି ௫෤೔‖మ‖௫೔‖మ  . (3.2) 
Une valeur plus petite de ces critères spectraux indique une meilleure reconstruction spectrale. 
- Pour évaluer la qualité de la reconstruction spatiale, les critères spatiaux sont calculés 
entre chaque bande spectrale dans l'image hyperspectrale de référence et son analogue dans 
l'image hyperspectrale fusionnée. Ces critères sont définis comme suit : 





 , (3.3) 
PARTIE 2 : Chapitre 3 : Tests et performances 132 
 
   
où ௙ܺೖet ෨ܺ௙ೖreprésentent respectivement la ݇-ième bande spectrale de l’image de référence et 
de l’image fusionnée. 
 L’Indice de Qualité d'Image Universel (Universal Image Quality Index (UIQI)) 
[205] 
ܳ൫ ௙ܺ	, ෨ܺ௙൯ ൌ




où le terme ߜ௑೑	௑෨೑ représente la covariance entre l’image hyperspectrale de référence ௙ܺ	et 
l’image hyperspectrale fusionnée ෨ܺ௙ , ߪ௑೑ଶ  et ߪ௑෨೑ଶ  représentent respectivement la variance de 
௙ܺ et ෨ܺ௙ et ߤሺ ௙ܺሻ, ߤሺ ෨ܺ௙ሻ représentent respectivement la moyenne des pixels de l'image de 
référence et de l'image fusionnée.  
Ce critère est calculé pour chaque bande hyperspectrale, la valeur finale de ce dernier 
représente la moyenne des valeurs obtenues sur toutes les bandes hyperspectrales. 
Cet indice de qualité permet de mesurer la similarité entre l'image hyperspectrale de 
référence et l'image fusionnée. La valeur du critère UIQI varie de -1 à 1. La valeur 1 
correspond à la meilleure qualité de reconstruction spatiale. 
 Le rapport Signal / Bruit (Peak Signal to Noise Ratio (PSNR)) [156] 
ܴܲܵܰ௞ ൌ 20 ൈ ݈݋ ଵ݃଴ ቀ௠௔௫ሺ௑೑ೖሻோெௌாೖ ቁ , (3.5) 
ܴܯܵܧ௞ ൌ 	ටଵ௉ ∑ ൫ ௙ܺೖ െ ෨ܺ௙ೖ൯
ଶ
௜,௝ . (3.6) 
ܴܯܵܧ௞ pour Root Mean Square Error, où ܲ représente le nombre de pixels de l’image 
hyperspectrale à haute résolution spatiale. Le PSNR est exprimé en décibel (dB), plus la 
valeur du ܴܲܵܰ est élevée, meilleure est la qualité de la reconstruction spatiale. 
 Erreur Relative Globale Adimensionnelle de Synthèse (ERGAS) [206] 







௅௟ୀଵ , (3.7) 




où ݎ représente le rapport entre la résolution spatiale de l’image hyperspectrale à faible 
résolution spatiale et celle de l’image hyperspectrale fusionnée et ܮ est le nombre de bandes 
de l’image hyperspectrale. Cet indice est capable de mesurer la distorsion spatiale globale 
entre deux images. 
- Pour les tests avec des données réelles, un critère modifié de qualité sans référence 
(modified Quality with No Reference ܴ݉ܳܰ) est utilisé pour l'évaluation de la qualité de la 
reconstruction spectrale et spatiale. Partant du critère QNR [207] utilisé pour évaluer la qualité 
de reconstruction des méthodes de pansharpening, une version modifiée est proposée dans 
cette thèse afin de l'utiliser dans les procédés de multisharpening considérés. Ce critère 
spatial-spectral modifié est donné comme suit : 
ܴ݉ܳܰ ൌ ሺ1 െ ܦఒሻఙሺ1 െ ܦ௦ሻఘ, (3.8)
où ߪ et ߩ sont des exposants entiers (mis à 1 dans les tests effectués), et ܦ஛ et ܦ௦ sont 
respectivement des indices de distorsions spectrale et spatiale. L'indice spectral est décrit 
comme suit: 






où ߱ est un exposant entier positif (mis à 1 dans les tests effectués). ௙ܺ∗ 	est une bande 
spectrale de l'image fusionnée. ܺ௛∗ est une bande spectrale de l'image hyperspectrale.  
L'indice de distorsion spatiale ܦ௦ est calculé comme suit : pour chaque bande spectrale de 
l'image multispectrale, un sous-indice de distorsion spatiale est calculé en utilisant l'indice 
standard défini dans [207], entre la bande multispectrale considérée et les bandes 
hyperspectrales qui sont couvertes par la bande multispectrale considérée. L'indice final de 
distorsion spatiale ܦ௦ représente la moyenne des sous-indices calculés. Ces deux indices de 
distorsion utilisent l'indice de qualité image universel (UIQI) défini dans (3.4). Les indices 
ܴ݉ܳܰ, ܦ஛ et ܦ௦ délivrent des valeurs comprises dans l’intervalle [0, 1]. Une valeur plus 
élevée du critère ܴ݉ܳܰ	indique une qualité de reconstruction spectrale-spatiale plus élevée. 
Une plus petite valeur de distorsion spatiale ܦ௦ (respectivement spectrale ܦఒ) indique une 
meilleure reconstruction spatiale (respectivement spectrale). 
Notons que la comparaison des méthodes est réalisée sur la base des valeurs moyennes 
obtenues avec les critères cités ci-dessus. 
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3.3. Résultats et discussion 
Les méthodes développées sont appliquées aux données définies dans la section 3.2.1. Le 
nombre maximum d'itérations utilisées dans chacune des deux boucles (boucles pour la mise à 
jour des variables hyperspectrales et multispectrales) des méthodes HMF-LQNMF, Multi-
JCLQNMF  et de la méthode Local-HMF-LQNMF est fixé à 10. Le même nombre est 
également considéré dans la méthode JHMF-LQNMF dans laquelle le paramètre ߙ est fixé à 
0.01. Dans la méthode CHMF-LQNMF, le nombre maximum d'itérations de la boucle externe 
(respectivement interne) est fixé à 3 (respectivement 10). 
Dans cette dernière méthode nous nous contentons de ce nombre d'itérations pour la 
boucle externe, car selon [156] un nombre plus élevé semble donner des performances 
similaires, mais avec un coût de calcul plus important. 
Dans les tests effectués, deux méthodes de fusion de la littérature basées sur la NMF 
linéaire sont également appliquées aux données considérées. La première est la méthode de 
Factorisation en Matrices Non-négatives Couplée (CNMF) [156], et la seconde est la méthode 
de Factorisation en Matrices Non-négatives Conjointe (JNMF) [12].  
Les méthodes CNMF et JNMF sont utilisées dans deux scénarios. La différence entre ces 
deux derniers réside dans les tailles des matrices considérées dans le processus de fusion. 
Dans le premier (Sc. 1), seuls les spectres d’endmembers et les fractions d'abondances  
linéaires sont considérés (équations (2.4) et (2.6) de cette seconde partie du manuscrit), tandis 
que dans le deuxième scénario (Sc. 2), en plus des spectres d’endmembers et des fractions 
d'abondances linéaires, les spectres de pseudo-endmembers et les fractions d'abondances 
quadratiques sont considérés comme de nouveaux spectres d’endmember et de nouvelles 
fractions d'abondances linéaires (équations (2.4)- (2.7)). Ces deux scénarios sont considérés 
afin d'évaluer les performances de ces deux méthodes linéaires de la littérature lorsqu'elles 
sont appliquées sans aucune information sur la nature du mélange des données. 
La CPU utilisée dans les expériences menées est un processeur Intel (R) Core (TM) i5 
fonctionnant à 1,80 GHz, avec une capacité de mémoire de 4 Go. 
Les coûts de calcul et les moyennes des critères spectraux et spatiaux des méthodes testées 
sont donnés dans les sections suivantes. 




Il convient de noter ici que les coûts de calcul (pour tous les tests effectués) ne sont pas 
utilisés comme critères de comparaison. Ces coûts de calcul ne sont donnés qu'à titre indicatif 
du temps d'exécution de chaque méthode utilisée. En effet, il est difficile de comparer des 
méthodes construites différemment (avec des nombres différents de boucles utilisées), en 
n'utilisant que leurs coûts de calcul. 
3.3.1. Performances de l'approche HMF-LQNMF 
Dans cette section, nous comparons les performances de notre méthode de fusion HMF-
LQNMF proposée en section 2.3.2.1 dans les deux configurations des données traitées 
(linéaire et linéaire-quadratique) avec les performances de la méthode CNMF et la méthode 
JNMF dans les deux scénarios. Les résultats obtenus dans cette section sont issus de tests 
réalisés sur des données synthétiques et réelles. 
3.3.1.1. Résultats avec les données synthétiques 
Dans cette section nous testons notre méthode ainsi que les deux méthodes linéaires de la 
littérature sur le premier jeu de données synthétiques (voir section 3.2.1.1(a)). Chacune de ces 
méthodes est initialisée comme décrit dans la section 3.2.2. Nous comparons donc ces 
méthodes dans quatre cas :  
 Données générées selon le modèle de mélange linéaire avec une sélection aléatoire de 
spectres réels issus de la bibliothèque spectrale USGS, que nous nommons dataset 1.1. 
 Données générées selon le modèle de mélange linéaire avec une sélection aléatoire de 
spectres réels de milieux urbains issus de la bibliothèque spectrale JHU, que nous nommons 
dataset 2.1. 
 Données générées selon le modèle de mélange linéaire-quadratique avec une sélection 
aléatoire de spectres réels issus de la bibliothèque spectrale USGS, que nous nommons dataset 
1.2. 
 Données générées selon le modèle de mélange linéaire-quadratique avec une sélection 
aléatoire de spectres réels de milieux urbains issus de la bibliothèque spectrale JHU, que nous 
nommons dataset 2.2. 
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Les performances de notre méthode de fusion HMF-LQNMF ainsi que les performances 
obtenues avec la méthode CNMF et la méthode JNMF dans les deux scénarios (Sc. 1 et Sc. 2 ) 
sont présentés dans les tableaux ci-dessous. 
 
 
Tableau 3.1 : Coûts de calcul et moyennes des critères spectraux et spatiaux pour l’ensemble 
de données dataset 1.1. 
 
Méthodes de fusion basées sur le démélange spectral 
CNMF JNMF HMF-




Temps (sec) 25.10 36.06 3.13 6.45 9.51 
Critère Valeur idéale    
SAM (°) 0 1.88 5.80 1.58 1.70 0.81 
NMSEλ (%) 0 3.51 12.12 2.94 6.18 1.66 
UIQI 1 0.9884 0.9534 0.9787 0.9753 0.9980 
NMSEs (%) 0 3.98 11.88 5.95 7.70 1.65 
PSNR (dB) ∞ 34.83 25.16 30.62 28.23 42.05 




Temps (sec) 5.40 17.31 2.06 5.18 8.50 
Critère Valeur idéale    
SAM (°) 0 3.78 5.79 3.33 3.39 0.82 
NMSEλ (%) 0 7.18 12.14 6.14 8.33 1.64 
UIQI 1 0.9649 0.9533 0.9686 0.9647 0.9980 
NMSEs (%) 0 7.43 11.92 7.17 8.72 1.65 
PSNR (dB) ∞ 29.10 25.14 29.02 27.20 42.06 
















Tableau 3.2 : Coûts de calcul et moyennes des critères spectraux et spatiaux pour l’ensemble 
de données dataset 2.1. 
 
Méthodes de fusion basées sur le démélange spectral 
CNMF JNMF HMF-




Temps (sec) 13.59 31.09 1.89 2.74 5.29 
Critère Valeur idéale    
SAM (°) 0 1.33 1.09 0.84 0.97 0.29 
NMSEλ (%) 0 2.53 2.11 1.73 8.08 0.87 
UIQI 1 0.9318 0.9727 0.9595 0.9508 0.9989 
NMSEs (%) 0 3.78 3.04 4.62 9.34 1.05 
PSNR (dB) ∞ 36.99 38.04 33.27 26.23 45.76 




Temps (sec) 13.16 30.42 2.68 5.31 10.43 
Critère Valeur idéale    
SAM (°) 0 1.43 1.16 1.70 1.78 0.37 
NMSEλ (%) 0 2.91 2.41 3.47 8.52 0.92 
UIQI 1 0.9236 0.9702 0.9428 0.9335 0.9982 
NMSEs (%) 0 42.02 3.35 5.60 10.02 1.04 
PSNR (dB) ∞ 35.49 36.76 31.61 25.68 41.63 
ERGAS 0 19.15 16.60 20.81 28.42 8.01 
Tableau 3.3 : Coûts de calcul et moyennes des critères spectraux et spatiaux pour l’ensemble 
de données dataset 1.2. 
 
Méthodes de fusion basées sur le démélange spectral 
CNMF JNMF HMF-




Temps (sec) 7.30 22.86 1.60 2.98 6.07 
Critère Valeur idéale    
SAM (°) 0 3.31 4.68 1.68 1.71 1.34 
NMSEλ (%) 0 6.16 9.36 3.09 5.97 3.22 
UIQI 1 0.9742 0.9687 0.9838 0.9815 0.9967 
NMSEs (%) 0 6.26 9.25 5.37 7.12 2.77 
PSNR (dB) ∞ 30.90 27.76 31.87 29.25 38.52 




Temps (sec) 6.49 17.35 2.71 5.19 8.82 
Critère Valeur idéale    
SAM (°) 0 3.31 4.97 3.08 3.06 1.17 
NMSEλ (%) 0 6.24 9.78 5.67 7.54 2.70 
UIQI 1 0.9746 0.9677 0.9774 0.9752 0.9965 
NMSEs (%) 0 6.40 9.74 6.34 7.69 2.83 
PSNR (dB) ∞ 30.69 27.49 30.41 28.59 37.48 
ERGAS 0 7.33 9.04 7.36 8.28 4.96 
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Tableau 3.4 : Coûts de calcul et moyennes des critères spectraux et spatiaux pour l’ensemble 
de données dataset 2.2. 
 
Méthodes de fusion basées sur le démélange spectral 
CNMF JNMF HMF-




Temps (sec) 17.82 38.12 1.23 3.14 5.31 
Critère Valeur idéale    
SAM (°) 0 1.34 1.11 1.03 1.09 0.73 
NMSEλ (%) 0 2.62 2.23 2.70 8.40 3.18 
UIQI 1 0.9332 0.9726 0.9598 0.9498 0.9937 
NMSEs (%) 0 3.82 3.13 5.23 1.00 3.46 
PSNR (dB) ∞ 36.91 37.89 31.79 25.61 35.60 




Temps (sec) 12.87 35.03 2.40 4.91 10.58 
Critère Valeur idéale    
SAM (°) 0 1.35 1.13 1.83 1.90 0.47 
NMSEλ (%) 0 2.86 2.50 3.91 8.66 1.84 
UIQI 1 0.9305 0.9707 0.9424 0.9328 0.9973 
NMSEs (%) 0 4.14 3.41 5.87 10.33 2.10 
PSNR (dB) ∞ 35.43 36.50 31.08 25.41 39.82 
ERGAS 0 9.32 8.23 10.40 14.30 5.35 
 
Globalement, les tableaux ci-dessus (Tableaux 3.1-3.4) montrent que l'approche de fusion 
proposée offre de très bonnes fidélités spatiale et spectrale pour les images hyperspectrales 
fusionnées. Ces tableaux montrent aussi que notre méthode HMF-LQNMF proposée surpasse 
significativement les méthodes linéaires de la littérature testées (dans les deux scénarios) dans 
les deux configurations linéaire et linéaire-quadratique. 
Il convient de noter ici que la supériorité de notre méthode dans la configuration linéaire-
quadratique est assez attendue, car cette méthode est conçue pour le modèle de mélange 
linéaire-quadratique, ce qui n'est pas le cas des méthodes linéaires utilisées. En outre, nous 
nous attendons à ce que notre méthode fournisse d’assez bons résultats dans le cas de la 
configuration linéaire en annulant automatiquement les fractions d'abondances quadratiques 
estimées dans l'étape d'optimisation.  
Les figures ci-dessous (Figure 3.2 - Figure 3.5) montrent la bande spectrale, dans la région 
de 0,815 μm de l'image hyperspectrale à haute résolution spatiale de référence, l'image 
hyperspectrale à faible résolution spatiale et les images hyperspectrales à haute résolution 
spatiale estimées par notre méthode HMF-LQNMF ainsi que les méthodes linéaires testées. 
Les figures représentent une bande spectrale des images considérées dans les deux 




configurations (linéaire et linéaire-quadratique), avec les deux ensembles de spectres (spectres 
d’une sélection aléatoire issus de la bibliothèque spectrale USGS et spectres d’une sélection 
aléatoire de milieux urbains) et avec un facteur d'échelle entre les résolutions spatiales des 
données hyperspectrales et multispectrales égal à 4. 
Originale Faible résolution CNMF (Sc.1) 
 CNMF (Sc.2) JNMF (Sc.1) JNMF (Sc.2) 
 HMF-LQNMF 
Figure 3.2 : Bande spectrale (dans la région de 0.815 μm) de l'image hyperspectrale de 
référence (originale) à haute résolution spatiale, image hyperspectrale à faible résolution 
spatiale, images hyperspectrales à haute résolution spatiale fusionnée. - ensemble de données 
dataset 1.1, facteur d'échelle 4. 
 
 
PARTIE 2 : Chapitre 3 : Tests et performances 140 
 
   
Originale Faible résolution CNMF (Sc.1) 
 CNMF (Sc.2) JNMF (Sc.1) JNMF (Sc.2) 
 HMF-LQNMF 
Figure 3.3 : Bande spectrale (dans la région de 0.815 μm) de l'image hyperspectrale de 
référence (originale à haute résolution spatiale, image hyperspectrale à faible résolution 
spatiale, images hyperspectrales à haute résolution spatiale fusionnée. - ensemble de données 










Originale Faible résolution CNMF (Sc.1) 
 CNMF (Sc.2) JNMF (Sc.1) JNMF (Sc.2) 
 HMF-LQNMF 
Figure 3.4 : Bande spectrale (dans la région de 0.815 μm) de l'image hyperspectrale de 
référence (originale) à haute résolution spatiale, image hyperspectrale à faible résolution 
spatiale, images hyperspectrales à haute résolution spatiale fusionnée. - ensemble de données 






PARTIE 2 : Chapitre 3 : Tests et performances 142 
 
   
Originale Faible résolution CNMF (Sc.1) 
 CNMF (Sc.2) JNMF (Sc.1) JNMF (Sc.2) 
 HMF-LQNMF 
Figure 3.5 : Bande spectrale (dans la région de 0.815 μm) de l'image hyperspectrale de 
référence (originale) à haute résolution spatiale, image hyperspectrale à faible résolution 
spatiale, images hyperspectrales à haute résolution spatiale fusionnée. - ensemble de données 
dataset 2.2, facteur d'échelle 4. 
À partir de ces figures, il est difficile de déterminer les différences entre les bandes 
spectrales des images de référence et des images estimées avec une inspection visuelle. Par 
conséquent, pour une meilleure discrimination entre les méthodes testées, les figures suivantes 
(Figure 3.6 - Figure 3.9) montrent l'histogramme des valeurs du critère ܵܣܯ pour tous les 
pixels et les valeurs du critère ܴܲܵܰ sur tous les pixels et pour toutes les régions de longueurs 
d'onde hyperspectrales, pour les données synthétiques utilisées dans les deux configurations 
(mélanges linéaire et linéaire-quadratique), avec un facteur d'échelle égal à 4. 






Figure 3.6 : Histogramme des valeurs du critère SAM (en degrés) et valeurs du critère PSNR 
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Figure 3.7 : Histogramme des valeurs du critère SAM (en degrés) et valeurs du critère PSNR 
(en décibels) - ensemble de données dataset 2.1, facteur d'échelle 4. 
 






Figure 3.8 : Histogramme des valeurs du critère SAM (en degrés) et valeurs du critère PSNR 
(en décibels) - ensemble de données dataset 1.2, facteur d'échelle 4. 
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Figure 3.9 : Histogramme des valeurs du critère SAM (en degrés) et valeurs du critère PSNR 
(en décibels) - ensemble de données dataset 2.2, facteur d'échelle 4. 
 
À partir de ces figures, il est clair que la méthode proposée produit globalement moins de 
distorsions spectrale et spatiale que les méthodes de la littérature testées. En effet, à partir des 
histogrammes des valeurs du critère spectral SAM (en degrés), nous remarquons que notre 
méthode HMF-LQNMF offre dans l’ensemble de meilleures performances dans le domaine 









souvent inferieures à 2°, et cela dans les deux configurations (mélanges linéaire et linéaire-
quadratique) et pour les ensembles de données considérés. 
En ce qui concerne le domaine spatial, les histogrammes du PSNR montrent que notre 
méthode offre de meilleures performances avec des valeurs pouvant atteindre 50 dB, très 
souvent largement supérieures aux valeurs qu’offrent les autres méthodes testées. 
3.3.1.2. Résultats avec les données réelles 
Pour les données réelles, les résultats obtenus avec notre méthode HMF-LQNMF ainsi que 
les méthodes linéaires de la littérature sont donnés dans les tableaux suivants (Tableaux 3.5-
3.6). Notons ici, que nous avons choisi de fixer le nombre d’endmembers à 10 dans les 
méthodes de fusion testées. Ce nombre a été estimé par la méthode décrite dans [140]. 
 
Tableau 3.5 : Valeurs des coûts de calcul et des critères d'évaluation pour les données réelles 
: EO-1 Hyperion avec Landsat ETM +. 
 
Méthodes de fusion basées sur le démélange spectral 
CNMF JNMF HMF-LQNMF Sc. 1 Sc. 2 Sc. 1 Sc. 2 
Temps (sec.) 8.32 33.24 1.92 4.27 6.35 
Critère Valeur idéale    
ܦ஛ 0 0.11 0.13 0.10 0.09 0.13 
ܦ௦ 0 0.60 0.59 0.59 0.59 0.27 mQNR 1 0.35 0.35 0.37 0.38 0.64 
 
 
Tableau 3.6 : Valeurs des coûts de calcul et des critères d'évaluation pour les données réelles 
: EO-1 Hyperion avec EO-1 ALI. 
 
Méthodes de fusion basées sur le démélange spectral 
CNMF JNMF HMF-LQNMF Sc. 1 Sc. 2 Sc. 1 Sc. 2 
Temps (sec.) 11.83 42.37 2.98 7.76 10.84 
Critère Valeur idéale    
ܦ஛ 0 0.23 0.25 0.23 0.24 0.24 
ܦ௦ 0 0.71 0.70 0.69 0.69 0.44 mQNR 1 0.23 0.22 0.24 0.23 0.43 
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Ces tableaux confirment également les bonnes performances globales de la méthode HMF-
LQNMF proposée par rapport aux méthodes linéaires de la littérature (la méthode JNMF et 
CNMF). Il convient de noter ici que la méthode proposée offre globalement de meilleurs 
résultats pour les mesures ܦ஛ et ܦ௦. Cependant, l'amélioration est meilleure en ce qui concerne 
le critère	ܦ௦. Cela peut être dû au fait que les données réelles considérées sont issues de 
milieux urbains, par conséquent, elles mettent en jeu des non-linéarités (de type linéaire-
quadratique) qui génèrent des coefficients d'abondances linéaire-quadratiques non nulles qui 
représentent l'aspect spatial du modèle de mélange considéré. Ainsi, le fait de tenir compte de 
ces coefficients linéaire-quadratiques peut expliquer l'amélioration de l'indice ܦ௦ pour les 
données fusionnées avec notre méthode. 
 Ces tableaux montrent aussi que les performances de notre méthode s'améliorent lorsque 
le facteur d'échelle entre les résolutions spatiales des données hyperspectrale et multispectrale 
est plus faible. En effet, les résultats obtenus avec la fusion des données réelles d'Hyperion 
EO-1 avec Landsat ETM + (où le facteur d'échelle est égal à 2) sont significativement 
meilleurs que ceux obtenus avec la fusion des données réelles d'Hyperion EO-1 avec ALI (où 
Le facteur d'échelle est égal à 3).  
Les figures ci-dessous (Figure 3.10 - Figure 3.11) montrent la bande spectrale dans la 
région de 0.815 μm, pour les données réelles de l'image hyperspectrale à faible résolution 
spatiale et des images hyperspectrales estimées (par notre méthode HMF-LQNMF proposée et 













Faible résolution CNMF (Sc.1) CNMF (Sc.2) 
 JNMF (Sc.1) JNMF (Sc.2) HMF-LQNMF 
 
Figure 3.10 : Bande spectrale (dans la région de 0.815 μm) pour les données réelles (EO-1 
Hyperion et EO-1 Landsat ETM +), de l'image hyperspectrale à faible résolution spatiale et 
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Faible résolution CNMF (Sc.1) CNMF (Sc.2) 
 JNMF (Sc.1) JNMF (Sc.2) HMF-LQNMF 
  
Figure 3.11 : Bande spectrale (dans la région de 0.815 μm) pour les données réelles (EO-1 
Hyperion et EO-1 ALI), de l'image hyperspectrale à faible résolution spatiale et des images 
hyperspectrales estimées. 
Ces figures (Figure 3.10 - Figure 3.11) montrent également que notre méthode donne des 
résultats visuels assez bons, néanmoins il est difficile de déterminer à l'œil nu les 
améliorations apportées par notre méthode par rapport aux méthodes de la littérature testées. 
3.3.2. Comparaison des performances des méthodes proposées 
Dans cette section, une comparaison des résultats obtenus avec les différentes méthodes 
proposées : HMF-LQNMF, CHMF-LQNMF, JHMF-LQNMF et Multi-JCLQNMF ainsi que 
la méthode Local- HMF-LQNMF est donnée. Les résultats présentés ici sont issus de tests sur 
données synthétiques et réelles. 




3.3.2.1. Résultats avec les données synthétiques 
Dans cette section, nous comparons les performances obtenues avec nos méthodes sur les 
données synthétiques décrites dans la section 3.2.1.1  
 
a) Résultats avec le premier jeu de données synthétiques 
Dans cette section, une comparaison des résultats obtenus avec les différentes variantes de 
notre première méthode proposée (voir section 2.3.2) est présentée. Cette comparaison est 
effectuée dans le domaine spectral et spatial sur notre premier jeu de données synthétiques 
(voir section 3.2.1.1(a)). 
Les tableaux suivants (Tableaux 3.7-3.10) représentent les coûts de calcul et moyennes des 
critères spectraux et spatiaux obtenus avec les différentes méthodes de multisharpening 
proposées, et cela dans les deux configurations (linéaire et linéaire-quadratique) et avec les 
deux ensembles de spectres (spectres d’une sélection aléatoire issus de la bibliothèque 
spectrale USGS et spectres d’une sélection aléatoire de milieux urbains). 
 
Tableau 3.7 : Coûts de calcul et moyennes des critères spectraux et spatiaux pour l’ensemble 
de données dataset 1.1. 
 













Temps (sec) 9.51 30.14 20.59 7.02 
Critère Valeur idéale  
SAM (°) 0 0.81 0.77 0.76 0.80 
NMSEλ (%) 0 1.66 2.79 1.54 1.64 
UIQI 1 0.9980 0.9974 0.9982 0.9980 
NMSEs (%) 0 1.65 2.72 1.59 1.65 
PSNR (dB) ∞ 42.05 37.46 42.27 42.03 




Temps (sec) 8.50 29.04 19.02 11.47 
Critère Valeur idéale  
SAM (°) 0 0.82 0.76 0.77 0.80 
NMSEλ (%) 0 1.64 2.83 1.54 1.64 
UIQI 1 0.9980 0.9974 0.9981 0.9980 
NMSEs (%) 0 1.65 2.75 1.60 1.65 
PSNR (dB) ∞ 42.06 37.33 42.21 42.06 
ERGAS 0 3.13 3.91 3.10 3.13 
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Tableau 3.8 : Coûts de calcul et moyennes des critères spectraux et spatiaux pour l’ensemble 
de données dataset 2.1. 
 













Temps (sec) 5.29 28.67 24.12 6.90 
Critère Valeur idéale  
SAM (°) 0 0.29 0.29 0.27 0.30 
NMSEλ (%) 0 0.87 1.79 0.80 1.00 
UIQI 1 0.9989 0.9988 0.9990 0.9987 
NMSEs (%) 0 1.05 1.67 1.05 1.21 
PSNR (dB) ∞ 45.76 41.54 45.56 44.26 




Temps (sec) 10.43 25.03 22.07 25.55 
Critère Valeur idéale  
SAM (°) 0 0.37 0.30 0.30 0.31 
NMSEλ (%) 0 0.92 1.77 0.88 0.95 
UIQI 1 0.9982 0.9988 0.9990 0.9990 
NMSEs (%) 0 1.04 1.66 1.07 1.07 
PSNR (dB) ∞ 45.82 41.59 45.34 45.61 
ERGAS 0 8.01 8.93 8.12 8.06 
 
Tableau 3.9 : Coûts de calcul et moyennes des critères spectraux et spatiaux pour l’ensemble 
de données dataset 1.2. 
 













Temps (sec) 6.07 31.12 24.71 14.28 
Critère Valeur idéale  
SAM (°) 0 1.34 1.13 1.55 1.59 
NMSEλ (%) 0 3.22 3.80 3.13 3.21 
UIQI 1 0.9967 0.9955 0.9970 0.9967 
NMSEs (%) 0 2.77 3.70 2.74 2.78 
PSNR (dB) ∞ 38.52 35.18 38.64 38.50 




Temps (sec) 8.82 30.46 20.28 26.32 
Critère Valeur idéale  
SAM (°) 0 1.17 1.02 1.12 1.17 
NMSEλ (%) 0 2.70 3.58 2.59 2.70 
UIQI 1 0.9965 0.9961 0.9965 0.9965 
NMSEs (%) 0 2.83 3.48 2.78 2.83 
PSNR (dB) ∞ 37.48 35.84 37.61 37.48 
ERGAS 0 4.96 3.35 4.91 4.95 




Tableau 3.10 : Coûts de calcul et moyennes des critères spectraux et spatiaux pour 
l’ensemble de données dataset 2.2. 
 













Temps (sec) 5.31 32.74 25.83 13.04 
Critère Valeur idéale  
SAM (°) 0 0.73 0.33 0.71 0.73 
NMSEλ (%)     0 3.18 2.10 3.21 3.07 
UIQI 1 0.9937 0.9984 0.9932 0.9936 
NMSEs (%) 0 3.46 1.97 3.50 3.38 
PSNR (dB) ∞ 35.60 39.38 35.39 35.71 




Temps (sec) 10.58 30.61 23.18 11.47 
Critère Valeur idéale  
SAM (°) 0 0.47 0.33 0.47 0.47 
NMSEλ (%)     0 1.84 2.10 1.85 1.84 
UIQI 1 0.9973 0.9984 0.9971 0.9973 
NMSEs (%) 0 2.10 1.99 2.16 2.08 
PSNR (dB) ∞ 39.82 39.86 39.47 39.86 
ERGAS 0 5.35 4.81 5.38 5.33 
 
Les tableaux ci-dessus montrent dans l’ensemble que nos méthodes de multisharpening des 
images hyperspectrales donnent des résultats assez proches dans les deux configurations des 
données synthétiques testées, avec des performances (spectrales et spatiales) relativement 
meilleures pour la méthode JHMF-LQNMF proposée dans le cas de données générées selon le 
modèle de mélange linéaire (avec les deux ensembles de spectres) et dans le cas de données 
générées selon le modèle de mélange linéaire-quadratique avec une sélection aléatoire de 
spectres réels issus de la bibliothèque spectrale USGS . Au contraire, la méthode CHMF-
LQNMF donne les meilleurs résultats pour les données générées selon le modèle de mélange 
linéaire-quadratique et avec une sélection de spectres réels de milieux urbains issus de la 
bibliothèque spectrale JHU. 
De plus, les résultats présentés dans ces tableaux confirment les bonnes performances de 
nos méthodes dans les deux configurations par rapport aux performances obtenues avec les 
méthodes linéaires de la littérature (voir Tableaux 3.1-3.4). 
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b) Résultats avec le deuxième jeu de données synthétiques 
Ci-dessous est présentée une comparaison des résultats obtenus avec nos méthodes (voir 
section 2.3.2 et 3.2.3). Cette comparaison est effectuée dans le domaine spectral et spatial sur 
notre deuxième jeu de données synthétiques (voir section 3.2.1.1(b)). 
Pour la méthode Local-HMF-LQNMF, un nouveau paramètre est pris en compte, ce 
paramètre représente le seuil d'élévation, comparé à la variance des élévations d'objets qui est 
calculée à partir des données DSM. Il permet de déterminer la nature du modèle de mélange 
(linéaire ou linéaire quadratique) présent dans chaque zone des images considérées afin de 
déterminer la technique de démélange/fusion adéquate à employer dans chaque zone. 
Les moyennes des critères spectraux et spatiaux et les coûts de calcul des méthodes testées 
sont donnés dans le tableau suivant. Ce tableau montre que les approches proposées donnent 
de bonnes fidélités spatiale et spectrale pour la fusion des images. En outre, ce tableau montre 
également que la méthode basée sur la LQNMF pour le multisharpening local des données 
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Afin de comparer les performances globales des méthodes développées avec les données 
synthétiques décrites dans cette section, la figure suivante (Figure 3.12) montre l'histogramme 
des valeurs du critère SAM sur tous les pixels et les valeurs du critère PSNR pour les 
longueurs d'onde hyperspectrales. 
La Figure 3.12 ci-dessous montre que la méthode de multisharpening locale offre de 
meilleures performances globales que les méthodes de multisharpening mises en place et les 
méthodes de la littérature testées, qui sont utilisés sur l'ensemble de l’image. Pour 
l’histogramme des valeurs de SAM, la majorité des valeurs obtenues avec la méthode de 
fusion locale est inférieure à 3°, néanmoins il existe des valeurs plus élevées mais qui restent 
de proportion moins importante que ces dernières. 
A partir des valeurs du PSNR, là aussi nous remarquons que la méthode de 
multisharpening locale offre de meilleurs résultats avec des valeurs généralement comprises 











Figure 3.12 : Histogramme des valeurs du critère SAM (en degrés) et valeurs du critère 
PSNR (en décibels). 
3.3.2.2. Résultats avec les données réelles 
Dans cette section, sont présentés les résultats des tests effectués (Tableau 3.12 - Tableau 
3.13) avec des données réelles (section 3.2.2.2) avec les méthodes proposées. 
Notons ici que la méthode Local- HMF-LQNMF  ne figure pas dans cette comparaison des 
résultats obtenus, du fait que nous ne disposons pas d'une vérité terrain associée à nos 
données réelles et de données DSM qui sont essentielles au fonctionnement de cette méthode 
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(pour la détection du modèle de mélange local et la méthode de démélange/fusion locale à 
utiliser). 
Les tableaux ci-dessous montrent les résultats obtenus lors des tests effectués avec les 
méthodes proposées sur des données réelles. Dans l’ensemble, les méthodes de 
multisharpening proposées donnent des résultats assez proches avec des performances 
relativement meilleures pour la méthode CHMF-LQNMF proposée. De plus les résultats 
présentés dans ces tableaux confirment les bonnes performances de nos méthodes par rapport 
aux méthodes linéaires de la littérature (voir Tableaux 3.5-3.6). 
 
Tableau 3.12 : Valeurs des coûts de calcul et des critères d'évaluation pour les données 
réelles: EO-1 Hyperion avec Landsat ETM +. 
 









Temps (sec) 6.35 14.11 13.73 14.23 
Critère Valeur idéale  
Dλ 0 0.13 0.05 0.14 0.08 
Ds 0 0.27 0.32 0.29 0.37 
mQNR 1 0.64 0.64 0.60 0.58 
 
 
Tableau 3.13 : Valeurs des coûts de calcul et des critères d'évaluation pour les données 
réelles: EO-1 Hyperion avec EO-1 ALI. 
 
 









Temps (sec) 10.84 26.23 25.94 26.12 
Critère Valeur idéale  
Dλ 0 0.24 0.07 0.24 0.24 
Ds 0 0.44 0.48 0.45 0.51 
mQNR 1 0.43 0.48 0.42 0.37 





Dans ce chapitre, nous avons présenté les performances obtenues avec les méthodes 
proposées pour la fusion des images hyperspectrale à haute résolution spectrale/faible 
résolution spatiale et multispectrale à haute résolution spatiale/faible résolution spectrale de 
milieux urbains. Ces méthodes, liées aux techniques de démélange spectrale linéaire-
quadratique (LQSU), sont basées sur l'algorithme multiplicatif LQNMF. 
Les résultats obtenus sur des données synthétiques et réelles sont satisfaisants et 
encourageants. Ils montrent que nos méthodes produisent de bonnes fidélités spectrale et 
spatiale globales pour le multisharpening des données hyperspectrales et dépassent de manière 
significative les méthodes de multisharpening linéaires de la littérature (JNMF et CNMF). Les 
méthodes développées sont faciles à mettre en œuvre, et les qualités élevées des données 
fusionnées obtenues peuvent certainement contribuer à l'identification et à la classification 
précise d'une région observée à une résolution spatiale plus fine. 
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Conclusion et perspectives 
Dans cette deuxième partie, nous nous sommes consacrés à l'étude de la fusion des images 
de télédétection spatiale. Le but des travaux de cette partie est de développer des méthodes 
pour améliorer la résolution spatiale des images hyperspectrales tout en préservant 
l’information spectrale de ces dernières. La procédure adoptée était de fusionner une image 
hyperspectrale de haute résolution spectrale et une image multispectrale de haute résolution 
spatiale. Cette fusion est réalisée en combinant l'information spectrale issue des données 
hyperspectrales avec l’information spatiale issue des données multispectrales.  
Dans le premier chapitre, nous avons présenté un état de l'art des principales méthodes de 
la littérature : tout d'abord sur les familles de méthodes de pansharpening, qui consistent à 
fusionner des données panchromatiques avec des données multispectrales/hyperspectrales, 
puis sur les familles de méthodes de multisharpening, qui consistent à fusionner des données 
hyperspectrales avec des données multispectrales. Cette dernière étant l'axe de nos travaux, 
nous avons ainsi présenté quelques méthodes de multisharpening en nous focalisant davantage 
sur les méthodes basées sur la factorisation en matrices non-négatives.   
Le deuxième chapitre a été consacré à la description des méthodes mises en place dans 
cette thèse pour le multisharpening d'images de télédétection spatiale pour le cas particulier de 
données de milieux urbains. Dans ce chapitre, nous avons donc présenté le modèle 
mathématique de données, qui est le modèle linéaire-quadratique, puis nous avons présenté 
les méthodes de multisharpening développées dans le cadre de cette partie de thèse pour la 
fusion des données hyperspectrale et multispectrale de télédétection. Ces méthodes sont 
basées sur les techniques de démélange spectral conçues pour le modèle de mélange linéaire-
quadratique et utilisent le principe de la factorisation en matrices non-négatives.  
Dans le dernier chapitre, les performances des méthodes de multisharpening proposées ont 
été comparées aux performances de méthodes de la littérature. Les premiers tests ont été 
réalisés sur des données synthétiques issues d'une classification réelle de la couverture 
terrestre. Ces données ont été générées suivant le modèle de mélange linéaire-quadratique, 
tandis que les seconds tests ont été réalisés sur des données réelles qui représentent une partie 
de la zone urbaine d'Oran, en Algérie.  Les résultats obtenus montrent que nos méthodes 
donnent généralement de meilleures performances en comparaison avec les résultats obtenus 
par des méthodes de la littérature, et cela pour les deux ensembles de données considérés. 




Les résultats obtenus avec nos méthodes, pour le multisharpening de données 
hyperspectrales de milieux urbains, sont très satisfaisants et encourageants, ce qui nous 
permet d'envisager plusieurs perspectives :  
 Validation de nos méthodes proposées sur d'autres données réelles de milieux urbains. 
 Utiliser des données panchromatiques pour améliorer davantage le processus de 
multisharpening des données hyperspectrales. 
 Tester notre méthode Local-HMF-LQNMF de multisharpening locale sur des données 
réelles. 
 Utiliser les méthodes de démélange spectral proposées dans la première partie de la 





Dans ce travail de thèse nous avons développé des méthodes de "Démélange Spectral" et 
de "Fusion" d'images de télédétection spatiale de scènes de milieux urbains.  Les méthodes 
proposées ont pour objectif de tenir compte de la nature particulière de ce type de scènes, à 
savoir les phénomènes de réflexions multiples dues à la présence de structures 
tridimensionnelles (3D). 
Deux problématiques de la télédétection ont donc été abordées durant cette thèse : 
Dans la première partie, nous avons étudié le démélange spectral non-supervisé, qui 
consiste à extraire d'une image de télédétection spatiale les spectres des composants purs 
présents dans l'image. Nous nous sommes particulièrement intéressés aux images 
hyperspectrales de scènes de milieux urbains. Les approches développées peuvent être 
considérées comme des approches dites de Séparation Aveugle de Sources (SAS).   
Dans le premier chapitre de cette première partie, nous avons commencé par donner un état 
de l'art des méthodes de séparation de sources développées dans la littérature. Nous avons 
ainsi présenté les grandes catégories de méthodes de séparation conçues pour le cas de 
mélange linéaire, qui sont : l'Analyse en Composantes Indépendantes, l'Analyse en 
Composantes Parcimonieuses, la Factorisation en Matrices Non-négatives et les méthodes 
géométriques. Par la suite, nous avons présenté les méthodes non-linéaires les plus connues de 
séparation. Dans un second lieu, d’autres approches de séparation de sources dédiées 
principalement à l’imagerie de télédétection spatiale ont été présentées aussi bien pour le cas 
du modèle de mélange linéaire que pour le cas des mélanges non-linéaires.  
Le second chapitre de cette première partie a été consacré à la description des méthodes 
développées dans le cadre du démélange spectral d'images hyperspectrales de milieux urbains. 
Tout d'abord, nous avons commencé ce chapitre par présenter notre modèle mathématique de 
données qui est le modèle bilinéaire/linéaire-quadratique. Ce modèle de mélange permet de 
tenir compte des interactions multiples entre les différents matériaux en présence de relief, ce 
qui est souvent le cas pour les images de scènes urbaines. Par la suite, les algorithmes 
développés pour le démélange spectral non-supervisé ont été présentés. Ces algorithmes sont 
basés sur la factorisation en matrices non-négatives, adaptée au modèle de mélange présent 
dans le type des données considéré. 




Dans le troisième chapitre, les performances des algorithmes proposés ont été évaluées sur 
des données synthétiques. Les résultats obtenus montrent que les approches proposées offrent 
d'assez bonnes performances en termes d'extraction de spectres d'endmembers à partir 
d'images hyperspectrales de télédétection urbaine. De plus, ces résultats ont montré que les 
approches proposées offraient de meilleurs résultats que les méthodes de littérature testées.  
La seconde partie de ce manuscrit a été consacrée à la fusion d'images de télédétection 
spatiale. Dans cette partie, nous avons ainsi présenté les méthodes développées pour la fusion 
des images hyperspectrale et multispectrale de scènes de milieux urbains, pour fournir une 
image fusionnée avec une haute résolution spatiale et spectrale.  
Tout d'abord, nous avons commencé cette partie par donner un état de l'art des principales 
familles de méthodes de pansharpening, qui consiste à fusionner des données 
panchromatiques avec des données multispectrales ou hyperspectrales, puis sur les familles de 
méthodes de multisharpening, qui consistent à fusionner des données hyperspectrales avec des 
données multispectrales. Cette dernière étant l'axe de nos travaux, nous avons ainsi présenté 
quelques méthodes de multisharpening en nous focalisant davantage sur les méthodes basées 
sur la factorisation en matrices non-négatives. 
Le deuxième chapitre, a été dédié à la description des méthodes proposées pour le 
multisharpening d'images de télédétection spatiale pour le cas particulier de données de 
milieux urbains. Dans ce chapitre, nous avons commencé par présenter le modèle de mélange 
de données qui est le mélange linéaire-quadratique. Par la suite, nous avons présenté les 
méthodes de multisharpening développées. Ces méthodes, basées sur le concept de démélange 
spectral sont conçues pour le modèle de mélange linéaire-quadratique et utilisent le principe 
de la factorisation en matrices non-négatives. 
Dans le dernier chapitre, les méthodes de multisharpening développées ont été testées sur 
des données synthétiques et réelles, et leurs performances ont été comparées avec celles de 
méthodes de la littérature. À partir des résultats obtenus, nous pouvons conclure que les 
méthodes proposées sont très attractives pour la fusion des images hyperspectrale et 
multispectrale de télédétection spatiale. 
Les travaux réalisés dans cette thèse ouvrent la voie à plusieurs perspectives, dont 
quelques-unes ont déjà été citées dans les conclusions propres à chaque partie, telles que : 
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 Validation de nos méthodes non-linéaires de démélange spectral sur d'autres jeux de 
données, en particulier sur des données réelles de milieux urbains, et test des 
performances de ces méthodes sur des données avec ou sans présence de pixels purs. 
 Validation des méthodes de multisharpening proposées sur d'autres données réelles, et 
éventuellement extension de ces méthodes pour la fusion de différents types d'images 
(panchromatiques, multispectrales et hyperspectrales).  
 Test de notre méthode Local-HMF-LQNMF de multisharpening locale sur des données 
réelles, et automatisation du choix du seuil utilisé pour la détection de la nature du 
modèle de mélange présent dans les zones de l'image étudiée. 
 Utilisation des méthodes de démélange spectral proposées dans la première partie de la 
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Méthodes de démélange et de fusion des images multispectrales et hyperspectrales de télédétection 
spatiale 
Au cours de cette thèse, nous nous sommes intéressés à deux principales problématiques de la télédétection spatiale de milieux urbains qui sont : le 
"démélange spectral " et la "fusion". 
 Dans la première partie de la thèse, nous avons étudié le démélange spectral d'images hyperspectrales de scènes de milieux urbains. Les méthodes 
développées ont pour objectif d'extraire, d'une manière non-supervisée, les spectres des matériaux présents dans la scène imagée. Le plus souvent, 
les méthodes de démélange spectral (méthodes dites de séparation aveugle de sources) sont basées sur le modèle de mélange linéaire. Cependant, 
lorsque nous sommes en présence de paysage non-plat, comme c'est le cas en milieu urbain, le modèle de mélange linéaire n'est plus valide et doit 
être remplacé par un modèle de mélange non-linéaire. Ce modèle non-linéaire peut être réduit à un modèle de mélange linéaire-
quadratique/bilinéaire. Les méthodes de démélange spectral proposées sont basées sur la factorisation matricielle avec contrainte de non-négativité, 
et elles sont conçues pour le cas particulier de scènes urbaines. Les méthodes proposées donnent généralement de meilleures performances que les 
méthodes testées de la littérature. 
 La seconde partie de cette thèse à été consacrée à la mise en place de méthodes qui permettent la fusion des images multispectrale et 
hyperspectrale, afin d'améliorer la résolution spatiale de l'image hyperspectrale. Cette fusion consiste à combiner la résolution spatiale élevée des 
images multispectrales et la haute résolution spectrale des images hyperspectrales. Les méthodes mises en place sont des méthodes conçues pour le 
cas particulier de fusion de données de télédétection de milieux urbains. Ces méthodes sont basées sur des techniques de démélange spectral 
linéaire-quadratique et utilisent la factorisation en matrices non-négatives. Les résultats obtenus montrent que les méthodes développées donnent 
globalement des performances satisfaisantes pour la fusion des données hyperspectrale et multispectrale. Ils prouvent également que ces méthodes 
surpassent significativement les approches testées de la littérature. 
Mots-clés: Imagerie hyper/multispectrale, amélioration de la résolution spatiale/spectrale, démélange spectral linéaire-quadratique/bilinéaire, 
factorisation en matrices non-négatives linéaire-quadratique/bilinéaire, fusion de données. 
 
Unmixing and fusion methods for remote sensing multispectral and hyperspectral images 
In this thesis, we focused on two main problems of the spatial remote sensing of urban environments which are: "spectral unmixing" and "fusion". 
In the first part of the thesis, we are interested in the spectral unmixing of hyperspectral images of urban scenes. The developed methods are 
designed to unsupervisely extract the spectra of  materials contained in an imaged scene. Most often, spectral unmixing methods (methods known 
as blind source separation) are based on the linear mixing model. However, when facing non-flat landscape, as in the case of urban areas, the linear 
mixing model is not valid any more, and must be replaced by a nonlinear mixing model. This nonlinear model can be reduced to a linear-
quadratic/bilinear mixing model. The proposed spectral unmixing methods are based on matrix factorization with non-negativity constraint, and are 
designed for urban scenes. The proposed methods generally give better performance than the tested literature methods. 
The second part of this thesis is devoted to the implementation of methods that allow the fusion of multispectral and hyperspectral images, in order 
to improve the spatial resolution of the hyperspectral image. This fusion consists in combining the high spatial resolution of multispectral images 
and high spectral resolution of hyperspectral images. The implemented methods are designed for urban remote sensing data. These methods are 
based on linear-quadratic spectral unmixing techniques and use the non-negative matrix factorization. The obtained results show that the developed 
methods give good performance for hyperspectral and multispectral data fusion. They also show that these methods significantly outperform the 
tested literature approaches. 
Keywords: Hyper/multispectral imaging, spatial/spectral resolution enhancement, linear-quadratic/bilinear spectral unmixing, linear-
quadratic/bilinear nonnegative matrix factorization, data fusion, multi-sharpening. 
 
 ﻕﺮﻁﻟﺍﺭﻮﺻ ﺞﻣﺩﻭ ﻲﻔﻴﻄﻟﺍ ﻞﺼﻔ ﺪﻌﺑ ﻦﻋ ﺭﺎﻌﺸﺘﺳﻻﺍ ﻑﺎﻴﻁﻷﺍ ﺓﺩﺪﻌﺘﻣ ﺪﺟ ﻭ ﻑﺎﻴﻁﻷﺍ ﺓﺩﺪﻌﺘﻣ  
 ﺎﻤﻫﻭ ﺔﻳﺮﻀﺤﻟﺍ ﺕﺎﺌﻴﺒﻠﻟ ﺪﻌﺑ ﻦﻋ ﺭﺎﻌﺸﺘﺳﻼﻟ ﻦﻴﺘﻴﺴﻴﺋﺭ ﻦﻴﺘﻠﻜﺸﻣ ﻰﻠﻋ ﺎﻧﺰﮜﺭ ،ﺔﻟﺎﺳﺮﻟﺍ ﻩﺬﻫ ﻲﻓ" :ﻲﻔﻴﻄﻟﺍ ﻞﺼﻔﻟﺍ " ﻭ"ﺞﻣﺪﻟﺍ:" 
ﻲﻔﻴﻄﻟﺍ ﻞﺼﻔﻟﺎﺑ ﺎﻨﻤﺘﻫﺇ ،ﺔﺣﻭﺮﻁﻷﺍ ﻦﻣ ﻝﻭﻷﺍ ءﺰﺠﻟﺍ ﻲﻓ ﺭﻮﺼﻟ ﺭﺎﻌﺸﺘﺳﻻﺍ ﺌﻴﺒﻠﻟ ﻑﺎﻴﻁﻷﺍ ﺓﺩﺪﻌﺘﻣ ﺪﺟ ﺪﻌﺑ ﻦﻋﺔﻳﺮﻀﺤﻟﺍ ﺕﺎ .ﻕﺮﻁ ﻢﻴﻤﺼﺗ ﻢﺗ  ﺮﻴﻏ ﺔﻘﻳﺮﻄﺑ ،ﺝﺍﺮﺨﺘﺳﻻ
ﺭﻮﺼﻤﻟﺍ ﻥﺎﻜﻤﻟﺍ ﻲﻓ ﺓﺩﻮﺟﻮﻤﻟﺍ ﺩﺍﻮﻤﻟﺍ ﻑﺎﻴﻁﺃ ،ﺔﺑﺎﻗﺮﻠﻟ ﺔﻌﺿﺎﺧ . ﻲﻔﻴﻄﻟﺍ ﻚﻔﻟﺍ ﻕﺮﻁ ﺪﻨﺘﺴﺗ ،ﻥﺎﻴﺣﻷﺍ ﻢﻈﻌﻣ ﻲﻓ)ﺭﺩﺎﺼﻤﻠﻟ ﻑﻮﻔﻜﻤﻟﺍ ﻞﺼﻔﻟﺍ ﻢﺳﺎﺑ ﺔﻓﻭﺮﻌﻤﻟﺍ ﻕﺮﻄﻟﺍ ( ﺝﺫﻮﻤﻧ ﻰﻟﺇ
ﻲﻄﺨﻟﺍ ﻂﻠﺨﻟﺍ .،ﺔﺤﻄﺴﻣ ﺮﻴﻏ ﺔﻴﻌﻴﺒﻁ ﺮﻅﺎﻨﻣ ﺔﺳﺍﺭﺩ ﺪﻨﻋ ﻦﻜﻟ ،ﺎﺤﻟﺎﺻ ﺢﺒﺼﻳ ﻻ ﻲﻄﺨﻟﺍ ﻂﻠﺨﻟﺍ ﺝﺫﻮﻤﻧ ،ﺔﻳﺮﻀﺤﻟﺍ ﻖﻁﺎﻨﻤﻟﺍ ﻲﻓ ﻝﺎﺤﻟﺍ ﻮﻫ ﺎﻤﻛ  ﻂﻠﺧ ﺝﺫﻮﻤﻧ ﻪﻠﺤﻣ ﻞﺤﻳ ﻥﺃ ﺐﺠﻳﻭ
ﻲﻄﺧ ﺮﻴﻏ .ﻲﻌﻴﺑﺮﺗ ﻲﻄﺧ ﻂﻠﺧ ﺝﺫﻮﻤﻧ ﻰﻟﺇ ﻲﻄﺨﻟﺍ ﺮﻴﻐﻟﺍ ﺝﺫﻮﻤﻨﻟﺍ ﺍﺬﻫ ﺾﻴﻔﺨﺗ ﻦﻜﻤﻳ/ﻲﻄﺧ ﻲﺋﺎﻨﺛ . ،ﺔﻴﺒﻠﺳ ﺮﻴﻏ ﺕﺎﻓﻮﻔﺼﻣ ﻰﻟﺇ ﻞﻴﻠﺤﺗ ﻰﻠﻋ ﺔﺣﺮﺘﻘﻤﻟﺍ ﻲﻔﻴﻄﻟﺍ ﻚﻓ ﻕﺮﻁ ﺪﻨﺘﺴﺗ
ﺔﻳﺮﻀﺣ ﺪﻫﺎﺸﻤﻟ ﺔﻤﻤﺼﻣ . ﺔﻧﺭﺎﻘﻣ ﻞﻀﻓﺃ ءﺍﺩﺃ ﻲﻄﻌﺗ ﺎﻣﻮﻤﻋ ﺔﺣﺮﺘﻘﻤﻟﺍ ﻕﺮﻄﻟﺍ ﺔﻳﺪﻴﻠﻘﺘﻟﺍ ﻕﺮﻄﻟﺍ ﻊﻣ. 
 ﻦﻴﺴﺤﺗ ﻞﺟﺃ ﻦﻣ ﻑﺎﻴﻁﻷﺍ ﺓﺩﺪﻌﺘﻣ ﺪﺟ ﻭ ﻑﺎﻴﻁﻷﺍ ﺓﺩﺪﻌﺘﻣ ﺭﻮﺻ ﺞﻣﺪﺑ ﺢﻤﺴﺗ ﻲﺘﻟﺍ ﺐﻴﻟﺎﺳﻷﺍ ﺬﻴﻔﻨﺘﻟ ﺺﺼﺧ ﺪﻘﻓ ،ﺔﺣﻭﺮﻁﻷﺍ ﻩﺬﻫ ﻦﻣ ﻲﻧﺎﺜﻟﺍ ءﺰﺠﻟﺍ ﺎﻣﺃ ﺓﺭﻮﺼﻠﻟ ﺔﻴﻧﺎﻜﻤﻟﺍ ﺔﻗﺪﻟﺍ
 ﺔﻴﻧﺎﻜﻤﻟﺍ ﺔﻗﺪﻟﺍ ﺞﻣﺪﺑ ﻚﻟﺫ ﻭ ،ﻑﺎﻴﻁﻷﺍ ﺓﺩﺪﻌﺘﻣ ﺪﺟﻑﺎﻴﻁﻷﺍ ﺓﺩﺪﻌﺘﻣ ﺪﺟ ﺭﻮﺼﻠﻟ ﺔﻴﻟﺎﻌﻟﺍ ﺔﻴﻔﻴﻄﻟﺍ ﺔﻗﺪﻟﺍ ﻭ ﻑﺎﻴﻁﻷﺍ ﺓﺩﺪﻌﺘﻣ ﺭﻮﺼﻠﻟ ﺔﻴﻟﺎﻌﻟﺍ . ﺕﺎﻧﺎﻴﺒﻟ ﺔﻤﻤﺼﻣ ﻕﺮﻁ ﻲﻫ ﺓﺬﻔﻨﻤﻟﺍ ﻕﺮﻄﻟﺍ
ﺔﻳﺮﻀﺤﻟﺍ ﺪﻌﺑ ﻦﻋ ﺭﺎﻌﺸﺘﺳﻻﺍ .ﻴﻁﻷﺍ ﺓﺩﺪﻌﺘﻣ ﺪﺟ ﺭﻮﺼﻟﺍ ﻭ ﻑﺎﻴﻁﻷﺍ ﺓﺩﺪﻌﺘﻣ ﺭﻮﺼﻟﺍ ﺞﻣﺪﻟ ﺪﻴﺟ ءﺍﺩﺃ ﻲﻄﻌﺗ ﺔﻣﺪﻘﻤﻟﺍ ﺐﻴﻟﺎﺳﻷﺍ ﻥﺃ ﺎﻬﻴﻠﻋ ﻝﻮﺼﺤﻟﺍ ﻢﺗ ﻲﺘﻟﺍ ﺞﺋﺎﺘﻨﻟﺍ ﺮﻬﻈﺗﻑﺎ . ﺮﻬﻈﺗﻭ
ﺔﻳﺪﻴﻠﻘﺘﻟﺍ ﻕﺮﻄﻟﺍ ﻰﻠﻋ ﻅﻮﺤﻠﻣ ﻞﻜﺸﺑ ﻕﻮﻔﺘﺗ ﺐﻴﻟﺎﺳﻷﺍ ﻩﺬﻫ ﻥﺃ ﺎﻀﻳﺃ.  
ﺡﺎﺘﻔﻤﻟﺍ ﺕﺎﻤﻠﻛ : ،ﻑﺎﻴﻁﻷﺍ ﺓﺩﺪﻌﺘﻣ ﺪﺟ ﻭ ﻑﺎﻴﻁﻷﺍ ﺓﺩﺪﻌﺘﻣ ﺭﻮﺻ ﻲﻧﺎﻜﻤﻟﺍ ﺭﺍﺮﻘﻟﺍ ﺰﻳﺰﻌﺗ/،ﻲﻄﺧ ﺮﻴﻐﻟﺍ ﻲﻔﻴﻄﻟﺍ ﻞﺼﻔﻟﺍ ،ﻲﻔﻴﻄﻟﺍ  ﺞﻣﺩ ،ﺔﻴﺒﻠﺳ ﺮﻴﻐﻟﺍ  ﺕﺎﻓﻮﻔﺼﻤﻟﺍ ﻰﻟﺇ ﻞﻴﻠﺤﺗ ﻕﺮﻁ
ﺭﻮﺼﻟﺍ. 
