Interesting patterns often occur at varied levels of support. The classic association mining based on a uniform minimum support, such as Apriori, either misses interesting patterns of low support or su ers from the bottleneck of itemset generation caused by a low minimum support. A better solution lies in exploiting support constraints, which specify what minimum support is required for what itemsets, so that only the necessary itemsets are generated. In this paper, we present a framework of frequent itemset mining in the presence of support constraints. Our approach is to \push" support constraints into the Apriori itemset generation so that the \best" minimum support is determined for each itemset at run time to preserve the essence of Apriori. This strategy is called Adaptive Apriori. Experiments show that Adaptive Apriori is highly e ective in dealing with the bottleneck of itemset generation.
Introduction
The association rules mining, rst studied in 2, 3] for market-basket analysis, is to nd all association rules above some user-speci ed minimum support and minimum con dence. The bottleneck of this problem is nding frequent itemsets (and their support), i.e., itemsets that have a support above the minimum support. Since frequent itemsets serve as an estimation of joint probabilities of events, the importance of mining frequent itemsets goes far beyond market-basket analysis. For
The reality is not uniform
In reality, however, there are many good reasons that the minimum support is not uniform. First, deviation and exception often have much lower support than general trends. For example, rules for accidents are much less supported than rules for non-accidents, but the former are often more interesting than the latter. Second, the support requirement often varies with the support of items contained in an itemset. Rules containing bread and milk usually have higher support than rules containing food processor and pan. A similar scenario is that dense attributes such as States have less support than sparse attributes such as Gender. Third, item presence has less support than item absence. Fourth, the support requirement often varies at di erent concept levels of items 9, 21] . Fifth, hierarchical classi cation like 25] requires feature terms to be discovered at di erent concept levels, thereby, requiring a non-uniform minimum support. Finally, in recommender systems 23], recommendation rules are required to cater for both big and small groups of customers. In general, rules of high support are well known to the user, and it is the rules of low support that may provide interesting insights and need to be discovered.
With existing algorithms that assume a uniform minimum support, the best that one can do is to apply such algorithms at the lowest minimum support speci ed and lter the result using the other minimum supports. This approach will generate many candidates that are later discarded. From our experience (see Section 7) , the increase in the number of candidates often causes a non-linear increase of execution time and a drastic performance deterioration once page swapping takes place between memory and disk, during the support counting that reads both candidates minimum support 0.6 of fb 0 ; b 1 ; b 2 g to be \pushed" down to fb 0 ; b 1 g, on the ground that fb 0 ; b 1 ; b 2 g \depends on" fb 0 ; b 1 g, and further down to fb 0 g and fb 1 g. The pushed minimum support, i.e., 0.6, is lower than the speci ed minimum support for fb 0 ; b 1 g, fb 0 g, fb 1 g, i.e., 0.8, but is higher than the lowest minimum support 0.2. In this sense, we have pruned the minimum support 0.2 for certain itemsets and tightened up the search space. Our goal is to prune low minimum supports as much as possible while still generating all itemsets above their speci ed minimum supports.
Order sensitivity. The above example has implicitly assumed that b 3 does not follow b 2 in the item ordering used by the Apriori itemset generation. Suppose instead that b 3 follows b 2 in the ordering. fb 0 ; b 1 ; b 2 ; b 3 g would then depend on fb 0 ; b 1 ; b 2 g, and the minimum support 0.2 for fb 0 ; b 1 ; b 2 ; b 3 g would be pushed down to fb 0 ; b 1 ; b 2 g, and transitively, down to fb 0 ; b 1 g, fb 0 ; b 2 g, fb 0 g; fb 1 g; fb 2 g. In this case, a lower minimum support is pushed, compared with 0.6, and more itemsets will be generated. The key idea of tightening up the search space is to order items so that the highest possible minimum support is pushed in each case. 2
Here is the overview of our approach. We de ne a framework for specifying support constraints in Section 3. We then present a strategy for pushing support constraints into the Apriori itemset generation in Section 4. The constraint pushing exploits the dependency between itemsets, represented by an enumeration tree of bin sets, and determines the highest minimum support to be pushed to each itemset. This phase makes use of the information of given support constraints, but not the database. It turns out that the ordering of nodes in an enumeration tree drastically impacts the pushed minimum support. We present several ordering strategies to maximize the pushed minimum support in Section 5. At the itemset generation phase, candidates are generated as in Apriori but the pushed minimum support is used to determine whether a candidate is frequent. We call this strategy Adaptive Apriori, to emphasize that the pushed minimum support is determined individually for each itemset and that Adaptive Apriori generalizes Apriori to the case of non-uniform minimum support while preserving the Apriori itemset generation. The mining algorithm is presented in Section 6. We evaluate the e ectiveness of this approach in Section 7. Finally, we conclude the paper in Section 8.
Related work
The support-based Apriori pruning was rst studied in 2, 3] , and a similar idea in 14] . Nearly all later frequent itemset minings rely on Apriori as a basic pruning strategy. Constraints other than the minimum support are considered in 16, 22] . However, none of these approaches considers pushing support constraints like ours. The correlation approach 1, 5] considers the support requirement relative to the independence assumption, but not general support constraints or constraint pushing. Instead of abandoning the support requirement like in 7], our approach is to make the requirement more realistic by allowing it di erent for di erent itemsets. 10] abandons the Apriori itemset generation, but still critically relies on a uniform support requirement.
13] deals with a non-uniform minimum support. In 13], a minimum item support (or MIS) is associated with each item, and the minimum support of an itemset is de ned to be the lowest MIS associated with the items in the itemset. This speci cation is unnatural for three reasons. (i) The MIS of individual items has to re ect the minimum support of unseen itemsets at the speci cation time.
(ii) In some applications the user may have a minimum support for an itemset as a single concept, e.g., fwhite; maleg, but not for individual items in the itemset (e.g., white or male).
This \minimum itemset support" is usually lower than the minimum item support. (iii) Di erent minimum supports cannot be speci ed for two itemsets, like fwhite; maleg and fwhite; male; gradg, if a common item has the lowest MIS, like white. We overcome these di culties by specifying the minimum support directly for itemsets. We will show that our speci cation can model the MIS speci cation, but the converse is not true. Our conference paper 24] reports the preliminary work of the approach considered here. In this paper, we extend that report by presenting the mining algorithm and detailed experimental studies.
Specifying support constraints
As in 2, 3], the database is a collection of transactions. Each transaction is a set of items taken from a xed universe. A k-itemset is a set of k items. The support of an itemset I, denoted sup(I), is the fraction of the transactions containing all the items in I.
The support speci cation
The task of support speci cation is to specify the minimum support for each itemset. Clearly, it is not practical to enumerate all itemsets. Our approach is to partition the set of items into bins, denoted as B j , such that items that need not be distinguished in the speci cation are in the same bin. Therefore, given a bag or multiset = fB 1 ; : : :; B k g of bins, all k-itemsets fi 1 ; : : :; i k g, where i j 2 B j , have the same minimum support. is called the schema of itemsets fi 1 ; : : :; i k g. To specify the minimum support for itemsets, we will specify the minimum support for schemas. This motivates the notion of support constraints. We can construct association rules from frequent itemsets. There are three approaches to the construction, depending on which parts of rules the SCs are speci ed. Let minconf denote the user-speci ed minimum con dence for association rules. . In addition, for Type I, II, III, respectively, SCs are further enforced over the antecedent X, the consequent Y , and both the antecedent and the consequent. For Type I and Type III rules X ! Y , the con dence sup(XY )=sup(X) can be computed directly using frequent itemsets because both XY and X are frequent. For Type II rules X ! Y , the antecedent X (i.e., I 0 ? I) is not necessarily frequent and an additional database scan is needed to nd sup(X). If only the default SC is speci ed, all types degenerate to the classic association rules.
Typical scenarios of speci cation
Until now, we have not said much about how the end user determines bins B j and minimum support i in a SC. Though this decision largely depends on applications, we consider several typical scenarios and hope that they are indicative to the end user.
Support-based speci cation. Typically, the minimum support for an itemset is a function of the support of some or all items contained in the itemset. Example 3.2 and the MIS speci cation are based on this idea. These examples illustrate three useful points. First, a bin B j usually contains similarly supported items. Such bins can be found by computing the support of items in one pass of the transactions and then clustering the items based on their supports. Second, i is usually a function of some representative supports of bins (such as the maximum, minimum, or average support in the bin), and the function of i can be either chosen from a menu of built-in functions or supplied by the user. Third, if the user does not have particular schemas in mind for speci cation, a generic speci cation in the form of a non-ground SC can be used.
Concept-based speci cation. In the presence of an item concept hierarchy, it is desirable to specify SCs based on the generality of the item concepts. For example, SC 1 Attribute-based speci cation. For a database in the form of a relational table, it makes sense for each bin to correspond to the set of (attribute, value) pairs from the same attribute. Enumeration-based speci cation. The most exible speci cation is explicitly enumerating the items in a bin, on the basis that they are not distinguishable with respect to the speci cation. 8 itemset containing at least one item in B 1 and one item in B 2 has minimum support 0.1. In this case, the user is interested in only milk and cheese, rather than all dairy products, and only boots and sock, rather than all footwear products.
For the rest of the paper, we assume that a support speci cation is chosen.
Adaptive Apriori
A key idea of our approach is to push SCs following the \dependency chain" of itemsets in the itemset generation in Apriori. This dependency is best described by a schema enumeration tree. In Several comments follow. (i) Unlike the static lexical ordering in a standard set enumeration tree 18], the ordering of nodes in a schema enumeration tree is determined dynamically on a per-node basis to achieve a certain optimality of constraint pushing. We will consider the ordering issue in Section 5. (ii) There is an one-to-one correspondence between nodes and the schemas represented by them. Thus, the terms \schema" and \node" are interchangeable. (iii) There should be no confusion between B i as a label and B i as a schema (of length 1). As a label, B i can occur at several nodes (like B 2 in Figure 2 ), but as a schema, B i is represented by a unique node. (iv) We can associate minsup with nodes, in the way of associating it with schemas. (v) A label B i is allowed to repeat on a path to cover those itemsets containing more than one item from B i . 
The pushed minimum support

Determining Pminsup
Consider the running example and Figure 2 . In subtree(B 2 ), no schema matches SC 1 (B 1 ; B 3 ) 0:2 and SC 2 (B 3 ) 0:4 because label B 3 does not occur in the subtree. In this sense, these SCs or minimum supports are pruned from subtree(B 2 ). The same goes for subtree(B 1 ) and subtree(B 0 ). In general, for two generating nodes l and r (which must be siblings) with l on the left and r on the right, the node generated by l and r is a child of l and has label L(r), and L(r) occurs in subtree(l), but not in subtree(r). This has two implications, stated below. Corollary 4.1 Consider any node v in a schema enumeration tree T. 1 . Only the labels of nodes in RS(v) can occur in subtree(v). As such, all SCs containing the labels of nodes in LS(v) are pruned from subtree(v). Figure 4 . This change is caused by placing labels B 1 and B 3 at the right end at level 1 in Figure 4 , which makes SC 1 (B 1 ; B 3 ) 0:2 applicable in subtree(B 2 B 1 ) and subtree (B 0 B 2 ) . Clearly, this example shows that the order of sibling nodes has an impact on Pminsup. In general, however, no \optimal" order exists, as the next theorem shows. Therefore, a reasonable thing to do is to order sibling nodes heuristically to maximize Pminsup. In the rest of this section, we consider several such heuristics. Assume that s 1 ; : : :; s k are the siblings from left to right. From Corollary 4.1(1), for i < j, L(s i ) does not occur in subtree(s j ), and all SCs containing L(s i ) are pruned from (s j ). Therefore, if we want to prune as early as possible the SCs specifying low minimum supports, label L(s 1 ) for the rst sibling s 1 should occur in such SCs. Subsequently, to determine L(s 2 ) for the second sibling s 2 , we remove the SCs containing L(s 1 ) and repeat the same consideration for the remaining SCs.
The strategy is to greedily prune the lowest minimum support from all sibling subtrees on the right.
Put another way, this strategy maximizes the chance of Sminsup(s i ) < Sminsup(s j ), for all right siblings s j of s i , and thus, the chance of the condition in The above Strategy 1 is dynamic in that there is a separate round of selection for each sibling. In static Strategy 1 all siblings are selected in a single round, ignoring the interaction between siblings. Our second strategy is to greedily prune as many SCs as possible, in the hope that the default SC, which always speci es the highest minimum support, can be used as early as possible. Thus, at each sibling from left to right, we select the label that occurs in the most number of remaining SCs. In e ect, this prunes all the SCs containing this label from the sibling subtrees on the right of the current sibling. Like Strategy 1, this strategy can be either dynamic or static. Unlike Strategy 1, the information about the minimum support in SCs is not used here.
Strategy 2 Select the label specifying the most number of SCs as the next sibling. 2
We can go one step further to maximize the number of s i such that the default SC is used in subtree(s i ). A necessary and su cient condition for such s i is that a \cover" of (p) is on the left of s i , where p is the parent node of s i . A cover C of a set of SCs is a set of labels such that each non-default SC contains at least one label in C. A minimum cover is a cover of the minimum size. If a cover of (p) is on the left of s i , all non-default SCs in (p) are pruned in subtree(s i ) because at least one label is missing for each SC. In this case, Sminsup(s i ) is either the default SC or unde ned. On the other hand, if no cover of (p) is on the left of s i , some non-default SC remains applicable in subtree(s i ). To determine the relative order within a selected minimum cover, either Strategy 1 or Strategy 2 can be applied. This strategy is computationally feasible only for a speci cation of a small size because nding a minimum cover is NP-complete. For a speci cation of a large size, we can use a \small" cover to substitute for a minimum cover. Strategy 2 can be considered as such a substitution, as it greedily selects the label that covers the most number of SCs.
Strategy 3 Select a minimum cover of (p) as the rst few siblings, for the parent p. 2 Example 5.2 In Example 5.1, if Strategy 3 is applied, the minimum cover C = fB 2 ; B 3 g of (root) is selected as the rst two siblings at level 1. To determine the relative order of B 3 and B 2 , we apply Strategy 1 or Strategy 2, both selecting B 3 rst. Thus, the order is the same as O 2 in Example 5.1. 2
We conclude this section by making a few remarks. First, it is possible to have a hybrid strategy that combines more than one of the above rationales. For example, Strategy 1 can be used to break the tie arising from Strategy 2, or vice versa. More generally, one can de ne some scoring function to take such combinations into account. Such a scoring function can be easily incorporated without a ecting the rest of our algorithm. Second, the rationale of our node ordering is di erent from that of the item ordering in 6, 4] . The purpose of the item ordering is to reduce the cost of traversing the enumeration tree of itemsets during the support counting 6] 6.1 Phase 1 Figure 5 gives the code for generating nodes s i and determining Pminsup(s i ) and (s i ). To expand to level k, three steps are performed.
Step 1 creates child nodes s i at level k and Step 2 orders these nodes according to one of the strategies proposed in Section 5.
Step 3 computes (s i ) and
Pminsup(s i ). We explain Step 3 using an example. 
Phase 2
In this phase, we compute frequent(Pminsup) itemsets for all schemas s i at level k. The detail is given in Figure 6 . This part is similar to the Apriori itemset generation. If k = 1, we nd all frequent(Pminsup) 1-itemsets 
Evaluation
We study the scalability with respect to the lowest minimum support speci ed. The scalability is measured by the dead point, de ned as the lowest minimum support at which page swapping between memory and disk starts to takes place. In our experiments, we observed that whenever the available physical memory dropped to a few Mbytes, the run did not nish within 3 hours and much longer time was needed. So, practically the dead point was taken as the lowest tested minimum support for which a run nishes within 3 hours. All experiments were performed on PII 300-MMX with 128MB memory and NT Server 4.0. A major advantage of preserving the Apriori itemset generation is that nearly all improvements of Apriori over the last several years, by being smart in candidate generating and support counting, e.g., 6, 17, 19] , are immediately applicable to Adaptive Apriori. Therefore, it is not necessary to compare Adaptive Apriori with every such improvement. We chose only two algorithms for comparison: Apriori 3] and Max Miner 4]. Apriori provides a baseline for measuring the bene t of our approach. Max Miner generates only maximal frequent itemsets, so a good candidate to overcome the bottleneck of itemest generation. Also, the ability of Max Miner to mine long itemsets makes Max Miner attractive in dealing with low minimum support. Since neither Apriori nor Max Miner handles general support constraints, the lowest minimum support in a support speci cation was used for these algorithms.
The synthetic dataset
Our rst experiment is to study the e ectiveness of Adaptive Apriori over a range of support specications. We used the synthetic dataset from 3] with the following settings: 100K transactions of Figure 8 shows the minimum support in these SCs. B 1 was excluded because S(B 1 ) is too low. For each non-empty subset of the 7 SCs, we created one support speci cation by adding SC 0 () 0:03 as the default SC. In this way, we generated all the 127 support speci cations not involving B 1 .
Benchmarking against Apriori
The bene t of Adaptive Apriori is measured by benchmarking it against the classic Apriori. We considered four measures: the execution time, the number of candidates generated, the number of frequent(Pminsup) itemsets, and the number of frequent(minsup) itemsets. A relative measure is the ratio of the measure for Adaptive Apriori to the measure for Apriori. Figure 9 All points lie southwest of the corner point (1, 1) . This shows that Adaptive Apriori is more e cient than Apriori in both time and space for all support speci cations considered.
There are three clusters of points in Figure 9 (a), indicated by the three boxes. Cluster 1 contains the 64 points with 0 x 0:1, corresponding to the 64 speci cations containing the SC of length 3, i.e., SC 1 1 . Cluster 2 contains the 54 points with 0:2 x 0:8 and 0 y 0:7, mostly representing the speci cations that contain more SCs of length 2 than SCs of length 1. Cluster 3 contains the 9 points with x 0:7 and y 0:8, mostly representing the speci cations that contain more SCs of length 1 than SCs of length 2. Intuitively, Clusters 1, 2, and 3 correspond to large, medium, and small variances of minimum supports in support speci cation, thereby, good, average, and bad cases for Adaptive Apriori.
Cluster 1 has a small relative time. At = 15, the minimum support for Apriori is 1 = 0:00047. At such a low minimum support, page swapping between memory and disk took place when the hash-tree was traversed for counting the support of candidates. This drastically increased the execution time of Apriori. In fact, we had to stop Apriori after 3 hours of running and used the measures obtained for the higher minimum support 0.0006, which nished in 9,858 seconds, as the replacement in computing the above relative measures. On the other hand, all runs of Adaptive Apriori nished in less than 538 seconds without page swapping, by bene ting from using higher minimum supports in a speci cation.
Cluster 2 represents the normal case where no page swapping took place in Apriori. In this case, the execution time was proportional to the number of candidate generated, and both Apriori and Adaptive Apriori were reasonably fast. As a result, the relative time is not very small. (recall that = 15). Only 815 itemsets satis ed this minimum support. As a result, the other minimum supports, i.e., 0.0058, 0.014, 0.028, and 0.03, are too high for most itemsets, and Adaptive Apriori could not bene t from using them.
were omitted. The right-most point on each curve represents the dead point, with the understanding that for the next lowest minimum support tested, the run did not nish within 3 hours.
For speci cation A, Apriori rst reached the dead point (0.00065), followed by Max Miner (0.00060), \average" (0.00035), and \static 2" and \static 1"(0.00016). In fact, at the dead point of \static 1", for 22% of the nodes expanded, Pminsup is higher than the lowest minimum support 0.00016. This explains why \static 1" has a much smaller dead point. The experiment also shows that even the random ordering of nodes can do better than not pushing support constraints at all. For Max Miner, as the minimum support became very low, the number of candidates grew fast because most lookahead tests failed. For Max Miner, the execution time does not include the post-processing time for computing the support of all (not necessarily maximal) frequent itemsets.
The result for speci cation B in Figure 10 (B) is similar to speci cation A, except that the di erence between \static 1" and \static 2" diminished. The dead points are: 0.00067 for Apriori, 0.00060 for Max Miner, 0.00038 for \average", 0.00023 for \static 1" and \static 2". For speci cation C, the dead points are: 0.00077 for Apriori, Max Miner, and \average", and 0.00039 for \static 1" and \static 2". As mentioned in Section 7.1.2, the problem with speci cation C is that Adaptive Apriori could not exploit the higher minimum supports due to low support in the data. For example, at the dead point of \static 1", only 5% of the nodes expanded used a Pminsup larger than the lowest minimum support 0.00039. As was reduced, 5 ; 6 ; 7 remained unchanged, and so did this problem.
The census dataset
We also experimented on the census data used in 20], which is a 5% random sample of the data collected in Washington state in the 1990 census. The data has 23 attributes, 77 items 4 and 126,229 transactions. Each transaction corresponds to an individual, and each item corresponds to an attribute/value pair. Figure 11(a) shows the distribution of item support. Unlike the synthetic dataset in Section 7.1, many items have a high support, say above 0.1, and the support varies over a wide range. We like to verify that Adaptive Apriori will bene t from this favorable case.
To generate the support speci cation, we grouped the items from the same attribute into a bin, where V i is a bin variable and k K for the maximal itemset size K speci ed by the user. Each speci cation is de ned by a pair of and K values. The lower bound of minimum support is 0.0000158, corresponding to the support requirement of at least 2 transactions. Since the occurrence of bins is symmetric, Strategy 2 and Strategy 3 do not impose a bias on the ordering of nodes, so are not considered here. We report only \static 1" as the \dynamic 1" did not make a tangible di erence. \average" refers to the average of 10 random orders for Adaptive Apriori.
We varied and K to simulate di erent support requirements. In general, as decreases and K increases, the lowest minimum support in a speci cation decreases. The bottom of Figure 12 shows the lowest minimum support for each ( ; K) pair. In Figure 12 , on the left are the measures for = 5, and on the right are the measures for = 20. In Figure 12(4a,4b) , the y-value for Max Miner is the number of maximal frequent itemsets. As before, the dead point is represented by the right-most point on a curve. All algorithms were terminated after K iterations for the given K. For a small K, Max Miner worked very well. But as K increased, it lost to Adaptive Apriori because most lookahead tests failed. In general, Apriori and Max Miner reached the dead point earlier than \static 1" and \average". \static 1" and \average" performed better at = 20 than at = 5. This is because minimum supports are well spread at = 20, as shown in the table in Figure 12 .
To get an insight into how Pminsup is actually distributed in the schema enumeration tree, we plotted Pminsup vs nodes numbered in the breath-rst ordering for the dead point of \static 1" at the settings ( = 20; K = 7) and ( = 5; K = 5). See Figure 13 and Figure 14 . Though the two cases have the same lowest minimum support, 0.0000158, for the case of ( = 20; K = 7), the minimum supports are well spread and Adaptive Apriori was able to exploit a higher Pminsup for 99% of the nodes expanded! For the case of ( = 5; K = 5), the minimum supports tended to be crowded towards 0.0000158, and only 88% (still a lot) of the nodes expanded have Pminsup higher than 0.0000158.
In summary, these experiments strongly supported our claim that if itemsets are of varied supports, pushing support constraints is an e ective strategy to deal with the bottleneck of itemset generation. Often, the di erence is not an order of magnitude, but the feasibility of solving a problem using given resources.
Conclusion
One contribution of this work is introducing the notion of support constraints into frequent itemset mining. We motivated the need for support constraints and discussed the representation and speci cation of support constraints. Another contribution is the framework for pushing support constraints into the Apriori itemset generation. The challenge is that the classic Apriori is lost in the presence of a non-uniform minimum support. Instead of using the lowest minimum support speci ed, our approach is to use the best \run time" minimum support pushed for each itemset that preserves the Apriori itemset generation. We call this strategy Adaptive Apriori. A major advantage of preserving the Apriori itemset generation is that nearly all improvements of Apriori over the last several years are immediately applicable to Adaptive Apriori. Unlike earlier constraint pushings, Adaptive Apriori does not rely on a uniform support requirement. A key issue for Adaptive Apriori is to order items so that the \run time" pushed minimum support is maximized. We proposed several strategies for this and studied their e ectiveness. Experiments showed that pushing support constraints is highly e ective in dealing with the bottleneck of itemset generation. The e ectiveness is not in an order of magnitude, but the feasibility of problem solving using given resources. As a future work, we like to study how the mining framework for non-uniform minimum support can be extended beyond the Apriori itemset generation. For example, 10] nds frequent itemsets without generating candidates like in Apriori. It is interesting to see how our approach can be extended in this direction.
