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We use a topological method, which is based on the Friedrichs version 
[l] of Poincare’s perturbation method, to make a qualitative study of 
the existence and stability of periodic solutions of the system, 
where vector notation is used and ,u is a small parameter. This topological 
method was developed in previous papers [2-61 for the case in which 
A(t) is a constant matrix and the large forcing term g(t) is zero. Here 
we generalize the method to study the equation above and show that the 
generalized method provides a unified treatment of certain topics (some- 
what diverse from the physical viewpoint) which arise in nonlinear 
theory: subharmonic oscillations, entrainment of frequency, asynchronous 
oscillations, and parametric excitation. These topics have been included 
under the name nonlinear resonance by Minorsky [7]. 
The relation of this topological method to the work of other writers, 
in particular Friedrichs [I], Lefschetz [lo, 111 and Bass [12] has been 
described in [a]. For references on nonlinear resonance, see Minorsky 
[7-91. 
I. GENERAL THEORY 
Given an N-dimensional system 
where F is periodic in t and has continuous first derivatives and (1) has 
a periodic solution ye(t) at ,U = 0; then if we write 
y(t) = Y&J +!4* 
* The research in this paper was sponsored by the Office of Ordnance Research, 
U.S. Army. 
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the problem of determining if there is a periodic solution y(t) of (1) for 
small // can be reduced to the problem of finding periodic solutions of: 
.i = A(t)% + g(t) + pf(x, hp) 
where A(t) is a matrix. (See Friedrichs [l, Chap. IV 1.) 
Throughout this paper, we study Eq. (2). 
(2) 
HYPOTHESIS 1. The elements of matrix A(t) and the components 
of g and f have continuous first derivatives in all variables. 
M’e want to determine if for sufficiently smallp, Eq. (2) has solutions 
of period T in t. We obtain first a necessary condition that such periodic 
solutions exist. Let x(t, ,u, c) be the solution of (2) which has initial value 
c at t = 0, i.e., x(O,p, c) = 0. The existence of such a solution is assured 
by Hypothesis 1 and the general existence theorems for differential 
equations [ll, 141. Sow suppose that for each sufficiently small ,u, 
solution x(t, ,u, c) has period T in t. Then i(t, ,u, c) has period T in t and 
hence by (2), the expression 
A(4x(t,pu, c) + g(t) +pf[@,p., c)t,p 
has period T, i.e., for all t and all sufficiently small ,u, it is true that 
A (t + TMt + T, p, 4 + g(t + T) +,uf[x(t + ‘r,p, 4, t + T, c7 
- A(t)x(t,p, c) - g(t) -pfTx(t,p, c), t, c] = 0 
or 
jA(t + T) - A(t)Mpu, 4 + dt + T) - g(t) (3) 
p{f [x(t, p> 4, t + T, p1 - fCx(t,p, 4, kpl} = 0. 
Now suppose A(t) is a constant matrix. Then the first term in (3) vanishes, 
and it follows that g(t) must have period T. Otherwise we obtain a 
contradiction to (3) by taking ,U sufficiently small. Also if A(t) is constant 
and g(t) has period T, then f(x, t, ,B) has period T in t except possibly 
at ,u = 0. The continuity of f  then shows that f(x, t, 0) has period T 
in t. Thus we have: 
THEOREM 1. I f  A(t) zs constant and if (2) has a solutiolz x(t,,u, c) of 
period T for all sufficiently small ,u, then g(t) has period T and f(x, t,p) 
has period T in t for all x in the range of x(t, ,u, c). 
Theorem 1 implies that if A(t) is constant, Eq. (2) can have harmonic 
or subharmonic solutions but cannot have ultraharmonic or ultrasub- 
harmonic solutions. In view of Theorem 1 we impose the following 
hypothesis on (2); 
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HYPOTHESIS 2. In Eq. (2), functions f and g have period T in t and 
the elements of A(t) each have period T. 
Now again let x(t,p, c) be the solution of (2) which has initial value 
c at t = 0. We express x(&p, c) in terms of the variation of constants 
formula. To do this, let Y(t) be the matrix each of whose columns is a 
solution of the variational equation 
and such that Y(0) = E, the identity matrix. Then we have: 
X(&p, 4 = W)c + y(t) [y(s)l-l {g(s) + /-Jf[x(s,p, c), s,pl> as. (4) 
0 
By Hypothesis 2, the condition that x(t, p, c) have period T is simply: 
@Apu, c) = x(T,p, c). 
Using (a), we may state this condition as: 
T  
[Y(T) - 0 + Y(T) [W)l-1g(4ds 
0 
+ pY(T) [WI-lf [x(s,pu, 4, s>,ul as = 0. 
Equation (5) is a system of n equations in the n unknowns which are 
the components of the initial value vector c. Thus the problem has been 
reduced to that of solving (5) for c as a function of p. The derivation 
of (5) is the procedure followed by Friedrichs [l, Chap. IV]. For conve- 
nience, we write (5) in the abbreviated form 
Bc + d +,uh(c,,u) = 0 (6) 
where B is the constant matrix [Y(T) - E], vector d is the constant 
vector 
T  
Y(T) PWl-lg(s)ds 5 
0 
and the remaining term in (5) is denoted by&c, 1~) where the components 
of h have continuous derivatives in c and ,u. 
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In solving (6), it is essential to know whether B is singular or non- 
singular. We have the following well-known theorem: 
THEOREM 2. The variational eqzlation 
f = A(t)x 
has q linearly indefielzdent solutions of period T if and only if matrix B 
has rank 12 - q. 
PROOF: See Friedrichs [l, p. IV-g]. 
First we obtain a version of the classical theorem of Poincare. 
THEOREM 3. If the variational equation has no nonzero solutions of 
period T, then for each sufficiently smallp, there is a uniqzle solution x(t, p, c) 
of period T in t of Eq. (2). Also 
lim x(t,,u, c) = [Y(t)][- B-lo!] + Y(t) [Y(s)]-lg(s) as. 
w-0 
0 
PROOF: Apply the implicit function theorem to (6) using the initial 
solution : ,u=O and c= - B-Id, and observe that each solution c,, 
of (6) for fixed,u = p,, yields a solution x(t, pO, co) of (2) which has period T. 
If B is singular, we have the so-called degenerate case which often 
occurs inapplications. Supposethe rank of B is n - q where 0 < n - q < n. 
(If n - q = 0, then B = 0.) The number q is called the degree of degeneracy 
of the system. 
First if B = 0, then d = 0. For if d # 0, then (6) would have no 
solutions c(p), continuous in ,u, for sufficiently small ,LL because h(c,p) 
is bounded in the domain considered. Thus if B is 0, Eq. (6) becomes 
h(c,p) = 0. (7) 
Now suppose the rank n - q of B is such that 0 < n - q < n. Let 
Eq. (6) be written in terms of a basis xi,. . . , 4, xg +r, . . . , x, where 
Xl,. f ., x( is a basis for E,, the null space of B and x,, +i, . . . , x, is a basis 
for Elt-,,, the complementary space of E,. Then there is a nonsingular 
matrix H such that 
HB = P,,-‘, 
where P,,-, is the projection onto E,-,. (See [15, pp. 35-371.). Writing 
(6) in terms of this basis and applying H, we have: 
cn--q + Hd +pHh(c,p) = 0. (8) 
432 CRONIN 
where P-P is the projection of c on En-,. Let P, be the projection on 
E,. Apply PQ to (8) and obtain: 
P4 Hd +,uP, Hh(c,,u) = 0. (9) 
Applying P,- I to (8), we obtain: 
c”-‘I + Pn-+ Hd +,uP,,-, Hh(c,,u) = 0. (10) 
To solve (6) for c is to solve (9) and (10) simultaneously for cnm9 and C~ 
in terms of p. Thus we have proved: 
THEOREM 4. If the rank n - q of B is such that 0 < n - q < n, thelz 
a necessary condition that (6) can be solved for wfficiently small ,u (and 
cotiseqtiently that (2) have a solution of period T for all sufficiently small 
,u) is that 
P,Hd=O. 
Assuming that P, Hd = 0, we write (9) and (10) as: 
,uPqfW,p) = 0 
b-g + Pn--q Hd +pP,,mr Hh(c,p) = 0 
or dividing by ,,u in the first of these two equations: 
Pq Hh(c,p) = 0 
Cn-P+ P,-,Hd+pP,-,Hh(c,p) =o. 
(11) 
(12) 
Notice that if ,u = 0 in (12), then 
p-9 = - p n-q Ha. 
The system of equations given by vector equation (11) yields the bifurca- 
tion equations or branching equations if ,u = 0 and Pnmg c is given a 
constant value. Now we state some results concerning the topological 
degrees of the mappings defined by the left sides of (11) and (la), i.e., 
the mapping which takes the vector (c,,. . ., c~, c~+~,. . ., c,) into the 
vector whose first q components are given by Pq Hh(c, ,u) and whose 
last (n - q) components are given by 
C”-f + P,,-,Hd +,uP,,-rlHh(c,p). 
We assume that the topological degrees referred to exist. Discussion 
of the significance of the existence of the topological degree may be 
found in [2] ma [3]. 
By the same arguments as in [2, p. 2551, we obtain: 
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THEOREM 5. The topological degree at zero of the mapping described by 
the left sides of (11) and (12) with ,u sufficietitly small and relative to a 
sphere in n-space with center (0,. . . , 0, - P, _ 4 Hd) and radius R is equal 
to the topological degree at zero and relative to the sphere of radius R in 
q-space with center (0,. . . , 0) of the mapping M from E, into E, defined by: 
M:cq-+P,Hh[d- P,-,Hd,O] 
where cq = (c,, . . . , cp, 0,. . . , 0) = P, c. 
If 0 < n - q < n, mapping M is described in the statement of Theorem 
5. If n - q = 0, let M be defined by the left side of (7), i.e., M: c -+ h(c, 0). 
Denote the topological degree at zero of M by d(M, 0). We have the 
following theorems. 
THEOREM 6. Suppose Jd(M, O)l = d > 0 and E is an arbitrary fixed 
positive number; then there exists a vector fzcnction k(t) of period T with 
a continuous second derivative and such that maxI lk(t)( < E and such that 
if f(x, t,,u) in equation (2) is replaced by f(x, t,,u) + k(t), then for sufficiently 
small ,q the resulting differential equation has a finite set of continuous 
families of periodic solutions consisting of D distilzct continzlous families 
(where D > d and D s d(mod 2)) : x1(& ,u, c(r)), . , . , x,(t, ,q &‘I) of solutions 
all of which have period T. Also 
lim xj(t,,u, c(i)) = Y(t)&) + Y(t) [Y(s)]-lg(s) ds (j= l,...,D) 
P-4 
where Y(t) is the matrix each of whose columns is a so&ion of 3 = A(t)x. 
That is, each xJt,,u, c(i)) “branches out” from a periodic solution of 
i = A (t)x + g(t). 
PROOF: Except for the last statement, this theorem was proved in 
[5] for the case in which A(t) is constant and g(t) E 0. The argument 
proceeds in the same way for nonconstant A(t) and g(t) $0. 
THEOREM 7. If the components of f(x, t, 0) are polynomials in the 
components of s and if m is the maximum of the degrees of these polynomials, 
then an upper bound for the number D of continuous families +t,,u, c(i)) 
obtained in Theorem 6 is mq. 
PROOF: This theorem was proved by using topological degree in 
[6] for the case A(t) constant and g(t) G 0. The proof for A(t) nonconstant 
and g(t) f 0 proceeds in the same way. 
Using the same kind of arguments as were used in [4] for the case 
A a constant matrix and g(t) z 0, we obtain also: 
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LEMMA. If (2) is a 2-dimensional system, the Jacobian J of the Left 
side of (6) is nonzero at each of the vectors c(l), . . . , ~(~1, referred to in the 
statement of Theorem 6. The trace T of the matrix of which J is the deter- 
minant is also nonzero at c(l), . . , , 15~). 
THEOREM 8. Let (2) be a two-dimensional system. Suppose ,u > 0 and 
8”) is ooze of the vectors c(l), . . . , dD). If J(c(“‘)) > 0 and T(c(~)) > 0, the 
periodic so&ion x,,,(t,p, c(~)), described in Theorem 6, is orbitally a- 
symptotically (o.a.) tinstable. If J(c(“)) > 0 and T(c@“)) < 0, the% x,(&p, c(@) 
is o.a. stable. If ,u < 0, J(c(“)) > 0 and T(c@‘)) > 0, solzltion x,,,(t,p,c(*)) 
is o.a. stable. If ,u < 0, J(c(‘“)) > 0 and T(c(“)) < 0, sol&ion xm(t,,u,c(“‘)) 
is o.a. unstable. If J(c(“‘)) < 0, then x,(&p, cc”‘)) is o.a. conditionally 
stable. 
In order to apply Theorems 6, 7, and 8, we must compute the 
topological degree of M. If we require that the components of f(x, t, 0) 
be polynomials in the components of x, then the problem of computing 
d(M, 0) becomes that of computing the topological degree of a mapping 
described by polynomials. This problem has been studied in another 
paper [16]. In particular if 4 = 2, the topological degree can be computed 
simply by approximating the real roots of odd multiplicity of two 
polynomials. 
II. APPLICATIONS OF THE GENERAL THEORY 
A. Harmolzic and Subharmonic Solutions 
We want to investigate the existence of harmonic and subharmonic 
solutions of period T of 
2 = A (4x + g(t) + pf (x, t, 1~) (12) 
in which we assume that Hypotheses 1 and 2 of Section I hold. First we 
assume that 
i = A(t)x 
has no solutions of period T. Then by Theorem 3, there is a unique 
solution x(t,,u, c) of period T for each sufficiently small ,u. Also 
lim x(t,p,c) = [Y(t)J[- B-ld] + Y(t) [Y(s)]-lg(s)ds. 
P’O 
0 
From the definition of B and d, it follows that 
t 
Y(t) [- B-ld] + Y(t) c [Y(s)]-lg(s) ds = w(t) 
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has period 1‘. If g(t) and f(~, t,,u) have minimum period T, then ~(t,,u, c) 
is a harmonic solution. If w(t) has minimum period T, then the minimum 
period of x(t, ch, c) is T. Hence if g(t) has period T/m where m is an integer 
such that m > I, then x(t, p, c) is a subharmonic solution. Similarly 
if f(x, t, p) has period T/m where m is an integer greater than one, then 
x(t, p, c) is a subharmonic solution. 
Now suppose that 3i = A(t) x has nonzero solutions of period T. In 
this case, matrix B is singular, and we apply Theorems 4, 5, 6, 7 and 8 
of Section I. Then if a “small” term k(t) is added to /(x, t,,u), equation 
(2) has a finite set of distinct families of periodic solutions xl@, ,D, cc’)), . . . , 
x,(t u P)) where ,( II 
lim x&p, c(i)) = Y(t)&) + Y(t) [Y(S)]-l g(S) a.5 = v(t). 
/r-Al I 0 
As in the nondegenerate case, if g(t) has minimum period T, then each 
xi(t,p, c(i)) is a harmonic solution. If g(t) has period T/m and if v(t) has 
minimum period T then each xi(t, ,u, c(i)) is a subharmonic solution. 
Similarly if f(x, t,p) has period T/m. 
The treatment described above will now be applied to an example 
which includes properly the class of equations studied by the Mandelstam- 
Papelexi method as described by Minorsky [8, 91. Since our example 
is intended only as a nontrivial illustration of the theory, we make it 
as simple as possible. More elaborate examples of n-dimensional systems 
can be set up at the cost of more laborious calculations. In particular, 
this can be carried out by applying the theory of Coddington and Levinson 
113, 141. 
UTe consider the system 
i1 = x2 f gl(t) +&(x1, x2, sin m t, cos m&p) (13) 
4 = - x1 + g,(t) + pLf2(x1, x2, sin mt, cos mt, p) 
where gl(t) and g2(t) have period 2n/n where integer vz is greater than one 
and integer m is greater than one. The minimum period of the free 
oscillation, i.e., the minimum period of the solutions of 
is 2~. 
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The condition that the solution have period 2n is 










co5 s sin s 
Y(s) = 
- sin s I- toss ’ 
g and f denote the vectors (gi, gs) and (fi, fs) ; and we have written the 
arguments of f in abbreviated form. The first term vanishes, i.e., 





[Y(s)]-lg(s) ds = 0. 
0 
If this condition is satisfied, equation (14) becomes: 
(15) 
We want to determine the topological degree at zero of the mapping 
defined by the left side of (16) for small ,u. If p = 0, Eq. (16) becomes: 
s 
[Y(a)]-l g(u) da, sin ms, cos ms, 0 (17) 
0 
[Y(o)]-lg(a) do, sinms, cosms,O as =0 
0 
{(sin s)fi + (cos s) f,)ds = 0. 
0 
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Now assume that fi, fs are polynomials in xi, x2, sin ms, cos ms, p. Then 
the expression on the left in (16) are just polynomials in ci and ca. In 
particular, by using the same kind of argument as in [S, pp. 259-2601 
we obtain: 
THEOREM 9. I f  necessary condition (14) is satisfied; if for i = 1, 2, 
fl(xl, x2, sin mt, cos mt, 0) = +(x1, x2) + #i(sin mt, cos mt) 
where $Q, & are polynomials in the indicated variables; if the topological 
degree exists; then for all sufficiently smallp, there is at least ose subharmonic 
solution of period 2n of (13). 
Another example is the following: 
3i.,= x2 + q[(COSt)(XJ21 
where n is an integer such that n > 1. The topological degree in this 
case is + 2 and the Jacobian is positive except at the origin. If the term 
sin nt is deleted, then computation of the trace T and application of 
Theorems 6, 7, and 8 shows that there are two possible situations: either 
there are two families of solutions such that for each value of ,u there 
is one o.a. stable solution and one o.a. unstable solution or there are 
four distinct families such that for each values of p there are two o.a. 
stable solutions and two o.a. unstable solutions. 
B. Entrainment of Frequency or Synchronization 
If a forcing term of frequency wi is impressed on a system with a 
free oscillation of frequency w and z~r - w is sufficiently small, then the 
only oscillations which occur have frequency wi. The free frequency ze, 
is said to be “entrained” by the forcing frequency ze~i. See Minorsky 
[S, p. 154 ff. ; 9, p. 93 ff.]. This phenomenon can be described by using 
the method of Section I, and our method seems to yield more results 
than previous studies. 
We consider the equation 
i = Ax + g(t,p) +pf(%t,pU) (18) 
where A is a constant matrix. Suppose that g and f have period 
T(l + ,u~(,u)) in t where V(U) is a twice differentiable function of p. In 
order to apply the method of Section I, we follow the technique of 
Friedrichs [l, Chap. IV] and make a change of variables. Let 
s = (1 + pq(p))-1 t. 
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Then (17) becomes: 
W,P) = Ml +P?(Pu)s~Pu)l[l +P?w1 
Equation (18) may also be written as: 
ax 
- = Ax +/.4c‘4x +/a +p~b)w% s*p) + %A. 
0% 
(20) 
where F(x, s,,u) and G(s,,u) both have period T. This is an example of 
a problem to which the theorems of Section 1 may be applied. (Since 
G is a function of ,u, vector d is a function of ,u and the necessary condition 
of Theorem 4 must hold for all sufficiently small ,u). 
C. Asynchronous Oscillations or Asynchronom Quenching 
The physical meaning of this phenomenon is discussed by Minorsky 
[B, p. 170 ff.]. The mathematical question is this: given the equation 
i = A (4x + g(t) + p/(x, t, ,4 
where g(t) and f(z, t,p) have period T and 
(21) 
f = A(t)x 
has no solutions of period T, to determine if (20) has solutions of period T 
for small p. Theorem 3 shows that there is such a solution. 
D. Parametric Excitation 
Now we indicate briefly the computations involved in an example 
in which A(t) is nonconstant and 2 = A(t) x has solutions of period T. 
The condition that A(t) is nonconstant is typical of problems of parametric 
excitation. See Minorsky [B, p. 156ff.l. Our method does not give any 
quick results in this case because the computations become laborious. 
Despite disadvantage, there are two points of interest. First the reason 
the computations become laborious lies entirely in the linear part of the 
problem. Roughly speaking, if A is constant, the periodic solutions of 
2 = Ax are just sines and cosines, i.e., functions about which we have 
complete information. But if A(t) is nonconstant, then we must deal 
with the solutions of f = A(t) x, and even in the simplest such case, 
the problem becomes much more complicated. 
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(According to the Floquet theory (see Lefschetz [12, pp. 73-751) it is 
possible to transform variables so that A(t) becomes a constant matrix. 
The disadvantage to the use of such an approach is that it is difficult 
to determine explicitly the transformation of variables to be used. See 
Lefschetz [12, p. 75, Remark (12.10)].) 
Secondly the computations involve integrating functions of the 
solutions of i = A (t)x over the interval [O, T]. This means that we must 
have detailed knowledge of the values of the solutions of i = A(t)x on 
[0, T], but no other information about the solutions. Thus we get 
stability information without studying the asymptotic behavior of the 
solutions of i = A (t) x. 
We consider the equation 
2 + (a - 2qcos2t)x =pf(x, i,t,pU) (22) 
where f has period 2x in t and a and q are constants. The equation 
~+(u-2qcos2t)x==O (23) 
is a Mathieu equation. We assume that constants a and q are related so 
that ce,(t, q), which has period 2.x (see McLachlan [17, p. 13]), is a solution 
of (22). Then the second linearly independent solution of (22), denoted 
by fe,(t, q), is not periodic (McLachlan [17, p. 1471.) Thus in this case, 
we have n = 2 and q = 1. The matrix A(t) is 
0 
A(t) = 
2q cos 2t - a 
and the linearly independent solutions of f = A(t) x are : 
The necessary condition of Theorem 4 is automatically satisfied because 
g z 0. The mapping whose topological degree is to be computed in 
this case is simply a mapping from E, into E,. 
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