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We present a practical method to segment large medical
images that takes the whole 3-dimensional structure into
account. We use a Union-Find data structure to record
and maintain the necessary information during the seg-
mentation process. Due to the large data size, we are
forced to divide our process in two parts: a “weak seg-
mentation” of the individual sections and a global inte-
gration of all the data. This method shows good results
on computer tomographies.
1 Introduction and Overview
In this paper we present a method to perform real 3-
dimensional segmentation of tomography images (for
a more general issue on medical imaging, see e.g.
[Her83]). The data in these images is a set of cross-
sectional (slice) digital images of a part of a human
body. Certain parts of this image, such as organs, bones,
..., may need to be visualized and manipulated in order
to study the patient. But the extraction of such parts, as
well as the definition of their boundaries is fundamental
to visualization, manipulation and analysis.
In the 2-dimensional case, the problem of the def-
inition of boundaries and relative notions as connect-
edness have long been studied, see [KR89] for a sur-
vey. In the 3-dimensional case, the topology of im-
ages is still well-studied, see e.g. [Kov89, KKM90,
Lat93, AAF95]. Once the model of boundaries and
connectedness is chosen, an algorithm which realizes
the extraction of the boundaries of an object is neces-
sary. There are many works on this problem, see e.g.
[AFH81, KU92, RKW91, Udu94]. But all these algo-
rithms take a binary digital image as input such that the
“lightened” voxels are those which belong to the object
to be described., i.e. the object in question has already
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been extracted.
Several methods which perform such extraction exist,
see [UH91], but the common and non-satisfactory ap-
proach is to segment each slice separately and identify
in each of them the region(s) or the edges which match
the object (organ in our case) that is to be extracted, see
e.g. [GL93]. There is another approach described in
[MBA93] which also take a binary image but where a
3D-edge segmentation is assumed to be done (as for ex-
ample the one described in [MDMC90]) and perform a
topological reconstruction.
Our approach is slightly different, since we will take
the 3-dimensional image into account and then identify
volumes in this image as a whole. So afterwards, only
the volume that is to be displayed must be selected, no
additional operation to retrieve the 3 information is nec-
essary.
We define a volume in the classical way as a set of
connected voxels, where the connectivity relation is the
6-connectivity relation (see [KR89] for a definition).
Our method will perform volume growing, by extend-
ing the region growing in the 2D case. We are start-
ing with small volumes and we merge them together ac-
cording to a predicate. This predicate will use statistical
informations of the volume to take its decision. Note
that our method allows to use local criteria as well as
global ones. Indeed our structure provide us with a con-
nected component labeling, so for a given pair of voxels
we have local informations related to the voxels them-
selves, and global informations relative to the segment1
they belong to.
First we shortly present the basics of Union-Find and
how it can be applied to image segmentation. Then, our
approach is presented: we justify the use of a procedure
in 2-parts , “weak segmentation” and show how we deal
with with the entire 3-dimensional image. It follows a
description of an application to computer tomographies
and a presentation of results. Finally some perspectives
are given.
1which can be retrieve by a Find operation.
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2 Using Union-Find for Segmenta-
tion
The use of Union-Find data structures for image seg-
mentation is immediate: segments are just sets if we
suppress the connectivity for a moment; the Union oper-
ation then corresponds to the merging of two segments;
the Find to the identification of a particular segment. To
add the connectivity constraint, we only have to ensure
that only pairs of adjacent pixels are taken in order to
ask for the merging of two segments. Then the corre-
sponding segment are guaranted to be adjacent and the
merging of the two is indeed connected.
2.1 Basics
The general Union-Find problem, or more precisely the
disjoint set-union problem, can be formulated as fol-
lows. Given is a set S, the ground-set, of elements that
form one-element subsets at the beginning; the goal us
to perform arbitrary sequences of Union and Find opera-
tions in the best time complexity possible. Here a Union
works on two disjoint subsets fusing them into one, a
Find identifies the subset a certain element belongs to.
For an introduction and overview to Union-Find see e.g.
[Meh84, GI91]; for recent results see [vKO93].
Efficient implementations of the Union-Find problem
use tree data structures to represent sets (i.e. segments
in our case), the root of the tree being the representative
of the region. To perform an Union operation it suffices
to link the two roots of the corresponding tree, creating
thereby a new tree. The Find operation identifies the re-
gion by finding the root of the tree in an iterative pointer
search.
In the general case, the best complexity known has
been first obtained by Tarjan, see [Tar75], who has
shown that general Union-Find algorithms perform in
O(α(n;m)m) where α is a very slowly growing func-
tion. and n<m are the amounts of calls to a a Union and
Find operation respectively. In [Gus95] it is shown that
the Union-Find problem can been solve in linear time
on a RAM for special classes of graphs, in particular
for d-dimensional grids for fixed d and 8-neighborhood
graphs of a 2 dimensional grid.
So theoretically there is no problem since an im-
age can be considered as a 2-dimensional grid and
a 3-dimensional image as a 3-dimensional grid. But
the algorithms described in [Gus95] are very complex
and the application to image segmentation is not triv-
ial. But there exist linear algorithms (see [DST92,
FG96]) that perform in linear time in the special case
of 2-dimensional image segmentation. The theoreti-
cal complexity of these algorithms translate very well
in short running-time. The method described here is
based on the algorithms given in [FG96]. Let us now
present shortly how the Union-Find problem can be ap-
plied to image segmentation and more precisely to 3-
dimensional image segmentation.
2.2 Application to 3-dimensional Images
Let us first examine the 2D case. Clearly at the begin-
ning of the process of region growing all the pixels form
regions of only one element. So you have to choose
a scanning strategy (line-by-line, linear quad-tree, ran-
dom), examine all pairs of pixels of the image, and for
each pair decide whether or not to perform the merg-
ing of the two regions the pixels belong to. Note that
the scanning strategy plays an important role in the pro-
cess and its outcome. A deterministic strategy will lead
to better efficiency, but will influence the shape of the
obtained regions in particular line-by-line strategy. An
ideal strategy would be a random scan ensuring an ho-
mogeneous growing of the regions.
Note that Union-Find segmentation has the particu-
larity to be driven by the pixels. So we can use both
local (i.e. relative to the pixels) and global (i.e. relative
to the regions) merging criteria, this leads to a contour-
region cooperation. Moreover, since we can identify the
region each pixel belongs to, such a method, in paral-
lel to the segmentation process, provides us with a con-
nected component labeling.
This method can – in theory – easily be generalized
to 3-dimensional images. The same technique applies,
just replace pixel by voxel in the above text. But to im-
plement such an approach, there is a problem due to the
limitation of memory. A Union-Find data structure is a
greedily space consuming. At the beginning, each voxel
is a segment, so one may have the structure for a seg-
ment for each voxel. And in addition to the grey level
of the pixel and the pointer to the father in the tree, this
structure must record all the data needed for the merg-
ing criteria, such as e.g. number of pixels in the region,
sum of the grey levels of all the pixels of the region,
etc. For example, in our application the size of such a
structure is about 16 bytes. So it is difficult to handle
all the 3-dimensional image in memory2 at once, that is
why we have used a 2-parts procedure as described in
the following.
3 Description of our Approach
As we have already mentioned, we cannot create a
Union-Find structure for the entire 3-dimensional im-
2In our application, the size of the image is 512512178, so all
the image structure will require about 710 MB of memory!
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age at once and load it into memory. So we will proceed
slice by slice, from the first to the last. For each slice a
weak segmentation will reduce the number of segments
to be integrated in the global Union-Find structure, and
it will then be possible to feed the entire structure ob-
tained into memory. This scanning that is actually cho-
sen is not the only possible but it is the simplest. For
a discussion of the scanning order, see section 5. The
general procedure can be summarize as follow:
Algorithm 1: Volume Segmentation
for i = 1 to number of slices do
1 load slice Si;
2 weak segmentation of Si;
3 write Si to disk;
4 integration of the surviving segments into the
global data structure;
if i 6= 1 then
5 volume segmentation according to Si 1;
6 free memory occupied by Si 1;
end
end
7 save the result slice by slice;
The steps 1,2 and 3 form the first part of our al-
gorithm. Its goal is to reduce the amount of data in
each slice in order to be able to deal with the entire 3-
dimensional image.
The second part consist in the step 4,5 and 6. It re-
alizes the global integration of the data as a whole by
managing the global Union-Find structure and creating
volumes by the merge of the segments of the slices.
Our algorithm handles two Union-Find structures at
two different levels, a ”slice level” and a general level,
i.e. the global 3-dimensional structure. The so called
”slice structure” is a classical Union-Find structure for a
2D image as described for example in [FG96]. A record
is created for each voxel of the slice and so the slice
structure is relatively big compared to the 2D image.
After such a slice has been integrated into the global
data structure its segment information is written on disk
to free the memory that was used by it and to make the
saving slice by slice of the final result possible in the
step 7.
The global structure will keep all the segments found
after a weak-segmentation of each slice. It is dynam-
ically constructed, slice after slice. So the number of
elements of this structure will be equal to the total num-
ber of segments extracted by the weak segmentation of
all the slice. In our case it is about the same size as
an individual slice. So this structure will be not more





Figure 1: after a weak-segmentation
3.1 Weak Segmentation of Individual
Slices
Since we need to reduce the amount of data, we are
forced to segment each slice. But we choose parameters
of the merging criteria such that the regions obtained
are still relatively small. This is what we call a “weak
segmentation”.
The intention for this is that we want to do a real
3-dimensional segmentation in order to obtain a vol-
ume description of the image. By doing a complete
segmentation of each slice, we would not take the 3-
dimensional information of the image into account. In
fact we would fall back into classical methods which
segment each slice separately and would have to per-
form a 3d-reconstruction of the image afterwards.
So we use the segmentation process in each slice as a
preprocessing tool performing a filtering on the original
image. In keeping regions small we ensure that:
 no abusive merging will be performed on any slice,
 the 3-dimensional information is still pertinent.
For a discussion of the merging criteria that was used in
out application and that in fact was able to guarantee the
properties we want see the discussion below.
The segmentation process used is fast and provides a
connected component labeling (see [FG96]). This last
point is important since we will need it when doing the
3-dimensional segmentation.
Now, after the weak segmentation, the number of re-
gions in a slice is substantially reduced. We have the
data structure like the one represented in Figure 1.
Before integrate these data into the global structure,
we will perform an additional process which will ensure
a better complexity in the final algorithm and thus a bet-
ter performance. This process, called ”flatten the slice”
consists in linking all the voxels directly to the segment
they belong to. This realizes the component labeling of
the slice effectively.
Note that the complexity of such a process is linear





Figure 2: structure obtained after a flatten
voxel we do an iterative pointer search of the root, and
on the path followed we link all the voxel directly to
the root (path compression). So each edge of the tree
which is not link to the root or a leaf, will be visited
only one time since after an iterative pointer search all
other voxels which are linked to a voxel of this path will
find directly the root from it. Each extremal edge (i.e.
edge linked to a leaf or the root) will be used one time
for each leaf. So the total number of pointer jumps is
at most equal to two times the number of edges in the
tree which is equal to the number of element of the tree
minus one, that’s give us a linear time complexity. For
a complete discussion see [FG96].
Figure 2 presents the structure obtained.
Note that the structure of a slice is still big since you
always have a structure for each voxel. But we will not
keep such a structure for each slice of the 3-dimensional
image, in fact we will have at most 2 slice at the same
time in the memory as it will be shown in the following.
3.2 Global Integration of all the Data
The surviving segments of the precedent part will be
introduced in the global data structure. They are now
considered as volumes of the image, but they are not to-
tally integrated in the segmentation since we have not
yet tried to merge them with the volume previously de-
termined to which they are adjacent. In order to realize
this, we always keep the last slice involved in the pro-
cess in addition to the new one.
Two such structures can be combined to perform a
volume segmentation. Thanks to the connected com-
ponent labeling, one just has to match corresponding
voxels to find for each segment those volumes to which
it is adjacent. For each pair of matching voxel we de-
cide whether or not merge the segment they belong to
(see Figure 3). Clearly after that we don’t need the ”old
slice” anymore and we can free it. Thus, we always
have at most 2 slice-structures in memory. In our practi-
cal application the weak segmentation of each slice give










Figure 3: matching of two segmented slices
as the size of one individual slice. In section 4.3 on
the next page you will give some information about the
memory demand in our application.
At the end of the algorithm we get an Union-Find
structure which describes the volume segmentation of
the image. We must now save this information. After
each weak segmentation, the slice is saved on the disk.
For each voxel of the slice we keep the segment identi-
ficator it belong to. Now, at the end of the 3-dimension
segmentation, we always have all these segments and
for each of them we know which volume it is a part of.
So we load each slice, and for each voxel replace the
segment identificator by the volume identificator.
Thus we have realized a volume segmentation of this
image and furthermore we are able to say for each voxel
which volume it belongs to.
4 Application to Computer Tomo-
graphies
In this section, we present some results obtained by our
algorithm on a computer tomography image of a part of
a human body, see Figure 6 for a look at the skeleton
found inside this part.
4.1 Description of the Data
We have 178 slices of a computer tomography start-
ing at the 8th chest vertebra and going down to the
knee. Each slice is a 256 grey levels image of size of
512 512. Figure 4 on the following page shows the
28th slice. It represents a cut through the body at about
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Figure 4: 28th slice of the image
the 11th chest vertebra. In this 2D image one can easily
identifies the vertebra, the kidneys at the right and left
of it and the liver.
The real distance between two slices is not the same
as the one between two pixels of a slice (about 2 times).
So our voxels are not cubic but parallelepipedic.
We thus have a 512  512  178 image, that is
46:661:632 voxels.
4.2 The Merging Criteria
In our application we ensure that the properties needed
to have a good performance by choosing a global merg-
ing criterion that gives a tight bound on the variance of
the regions obtained. Since we also want to avoid that
large regions, as the background, arbitrarily eat up small
ones, such a guarantee on the variance alone would not
suffice. So we use a new criterion that combines these
two prerequisites but which to describe extends the lim-
ited scope of this paper.
Besides that, we use two other simple local crite-
ria. They are two threshold values which help us
to distinguish the background and a great part of the
bones. A more pertinent local information would be
a 3-dimensional edge, i.e. the presence of local dis-
continuities as gived by such an algorithm described in
[MDMC90]. We intend to include such more sophisti-
cated local criteria in the near future to obtain segmen-
tations that respect boundaries of organs even better.
We use the same criteria for the weak segmentation as
for the volume segmentation, but the parameter chosen
are more restrictive in order to merge less.
4.3 Statistics (Data Size, Processing Time)
The following table summarizes some statistics. The
numbers given are mean values or approximations. The
images are saved in a compressed TIFF format.
time segments memory disk
orig. slice n/a 260:000 n/a 78 Kb
for one slice
(step 1,2,3)
9s. 700 4 MB 24 Kb
volume
(step 4,5,6)
4s. 220 2 MB n/a
“Total”
(after step 7)
42 mn. 40:000 10 MB 4 MB
Observe that the total number of volumes is still im-
portant. It is only 1
3
of the total number of segments in
all the slices after a weak-segmentation. And the mean
size of volumes (without taking into account the back-
ground) is about 600 voxels. This is due to our restric-
tive merging criteria. But the important parts (as bones
or organs) are only formed by a very few number of vol-
umes, generally only one. This will be shown in the re-
sults presented in the section 4.4. This means that there
are numerous small volumes in the rest of the image.
The merging of these volumes needs more criteria. We
think that the use of a Volume Adjacency Graph (VAG
for short) will solve this problem. We discuss this im-
provement in the conclusion of this paper.
The final segmented 3-dimensional image is about 4
MBytes disk space. Note that the original image takes
about 13 MBytes.
The total computation time is about 42 minutes, but if
you already have the weak segmented slices, the volume
segmentation takes only about 15 minutes, this time in-
cludes the disk access, i.e. load and save each of the 178
slices.
4.4 Some Results
The following images are the projection of selected vol-
umes found by our algorithm. We have used a home
maid tool to do the rendering, since it is not our spe-
cialty, the images are not so good as with a professional
rendering software.
The Figure 5 on page 7 presents the 28th slice after
the weak-segmentation. Note that here the grey levels
are not the mean of the grey levels of the region. In
fact we use an RGB format to save the number of the
region3. The image has been converted in grey levels
in order to be printable. The pixels of a same region
have the same grey level but due to the limitation on
the number of grey levels (256), some different regions






















Figure 6: Skeleton found (the body is tilted by 67)
Page 6
Figure 5: 28th slice after the weak-segmentation
Figure 7: part of the skeleton found in a single volume
can have the same grey level, but they should not be
adjacent.
The Figure 6 on the preceding page shows the skele-
ton found in the image. This image displays a set of 13
volumes. In fact in one single volume we get the most
part of all the bones, see Figure 7. Here we have an
additional volume for the sternum, since it is not con-
nected to the rips. Moreover the image is only a part of
a body, and the cut starts at the 8th rip. So all the rips
above, are not in entirely present and thus not connected
to the spinal column. So it is impossible to get them into
the same volume as the rest of the bones.
Our algorithm succeeds not only in getting the bones
but some organs too. For example, Figure 8 shows the
stomach which is found as one volume.
Figure 9 shows the two kidneys we have isolated,
each in one volume. You can see that some “leaks” oc-
curs in the right kidney, Figure 9.(b). This is due to
some little volumes that have been improperly merged.
Figure 8: The stomach
(b) right (a) left
Figure 9: The kidneys
We think that the use of more sophisticated local crite-
ria such as a 3-dimensional edge (see e.g. [MDMC90])
will solve this sort of problems.
5 Conclusion and Perspectives
In this paper we have presented a new approach to do
3D segmentation. The algorithm shows good results
on a computer tomography image. This approach use
a Union-Find data structure in order to deal with the
data as a whole. Moreover it provides us with a con-
nected component labeling and we are able to use local
and global criteria.
No reconstruction are necessary afterwards, since we
have already identified volumes and are able to say for
each voxel the volume it belongs to. So to display an
organ, for example, it is sufficient to point to a voxel in
the image which belongs to it, in order to display the
volume representing this organ.
Some improvements are in study, as for example dif-
ferent scanning orders. The slice-by-slice scanning used
is the simplest but has a default: the volumes to be
merged are disproportionate, especially at the end of the
process. We think that a binary-tree order would be bet-
ter. Moreover this scanning order can lead to a paral-
lelization of the process.
The way to do the merging can also be improved. As
we have already mentioned, the local criteria we used
are quite simple and it will be easy to add more sophis-
ticated criteria based on local discontinuities, such the
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one described in [MDMC90]. Note that the computa-
tion time will increase since it will be necessary to pre-
compute the map of the 3D-edges.
Another perspective is the use of a Volume Adjacency
Graph. This graph can be constructed during the volume
segmentation and maintained in parallel to the Union-
Find structure. Then after the volume segmentation as
described in this paper, we would be able to merge vol-
umes or set of volumes according to the graph. This sort
of approach has been already used with success in the
2-dimensional case. So it would be not very difficult to
implement it in the 3-dimensional case. The only prob-
lem could be the memory usage. But since we have
already reduced considerably the memory consuming
(only 10 MBytes), it could be done without problem.
Aknowledgement
We are grateful to people of the SFB Hyperthermie sup-
plying us with the computer tomographie that forms the
base of the pratical results presented in this paper.
Page 8
References
[AAF95] Ehoud Ahronovitz, Jean-Pierre Aubert,
and Christophe Fiorio. The star-topology:
a topology for image analysis. In 5th
Discrete Geometry for Computer Imagery,
Proceedings, pages 107–116. Groupe
GDR PRC/AMI du CNRS, september
1995.
[AFH81] E. Artzy, G. Frieder, and G.T. Herman.
The theory, design, implementation and
evaluation of a three-dimensional surface
detection algorithm. Computer Graphics
and Image Process., 15:1–24, 1981.
[DST92] Michael B. Dillencourt, Hanan Samet,
and Markku Tamminen. A general ap-
proach to connected-component labeling
for arbitrary image representation. J. of
the Association for Computing Machinery,
39(2):253–280, April 1992.
[FG96] Christophe Fiorio and Jens Gustedt. Two
linear time Union-Find strategies for im-
age processing. Theoretical Computer Sci-
ence, 154:165–181, 1996.
[GI91] Zvi Galil and Giuseppe F. Italiano. Data
structures and algorithms for disjoint set
union problems. ACM Computing Sur-
veys, 23(3):319–344, September 1991.
[GL93] Muhittin Gökmen and Ching-Chung Li.
Edge detection and surface reconstruc-
tion using refined regularization. IEEE
trans. Pattern Analysis and Machine Intel-
ligence, 15(5):492–499, may 1993.
[Gus95] Jens Gustedt. Efficient union-find for pla-
nar graphs and other sparse graph classes.
Preprint Reihe Mathematik 476/1995, TU
Berlin, 1995.
[Her83] G.T. Herman. Special issue on comput-
erized tomography. IEEE Proc., 71:291–
435, 1983.
[KKM90] Efim Khalimsky, Ralph Kopperman, and
Paul R. Meyer. Boundaries in digital
planes. J. of Applied Mathematics and
Stochastic Analysis, 3(1):27–55, 1990.
[Kov89] V.A. Kovalevsky. Finite topology as ap-
plied to image analysis. Computer Vi-
sion, Graphics, and Image Processing.,
46:141–161, 1989.
[KR89] T.Y. Kong and A. Rosenfeld. Digital
topology: introduction and survey. Com-
puter Vision, Graphics, and Image Pro-
cessing., 48:357–393, 1989.
[KU92] T.Y. Kong and J.K. Udupa. A justi-
fication of a fast surface tracking algo-
rithm. CVGIP: Graphical Models and Im-
age Processing, 54:162–170, 1992.
[Lat93] L. Latecki. Topological connected-
ness and 8-connectedness in digital pic-
tures. CVGIP: Image Understanding,
57(2):261–262, 1993.
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