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Abstract: Recently, some work has been devoted to the task of obtaining closed-form expressions for important classes 
of orthogonal polynomials. This has been done successfully for the associated Jacobi polynomials and their special 
cases, including the associated Laguerre and Hermite polynomials. Such expressions allow one to write closed-form 
expressions for the [n -l/n] PadC approximants to important transcendental functions, for instance, expressions for 
the associated Jacobi polynomials provide in closed form the truncates of Gauss’ continued fraction. 
In this paper, we continue this work by developing closed-form expressions for the Pollaczek polynomials 
P,“(x; a, b, c). These expressions involve a finite number of terms, each algebraic in character. This is to be contrasted 
with the traditional representation, which is a ratio of cross products of Gaussian hypergeometric functions, an 
expression not algebraic in the variable and not identifiably a polynomial. We examine some special cases of this 
formula, including the associated ultraspherical polynomials and the Chihara-Ismail polynomials. Finally, we 
determine the [n - l/n] PadC approximants to a certain ratio of Gaussian hypergeometric functions. 
Keywords: Pollaczek polynomials, orthogonal polynomials, hypergeometric functions, associated Laguerre polynomi- 
als, associated Hermite polynomials, associated Jacobi polynomials, PadC approximations. 
1. Introduction 
In [l] it was shown that the associated Laguerre polynomials ,5:(x; c) which satisfy the 
recurrence relation 
(n+c+1)L~+,-(2n+2c+a+1-x)L,“+(n+ar+c)L~_,=0, 
n=o, 1,2 )...) LY,=O, L,“=l, 
can be written explicitly in polynomial form, 
L,“(x; c) = 
(c+(Y+l), n (-4kXk 
,Fo (c+l),(c+a+l)k3FZ 
k-n, c, c+a 
c+a+k+l, c+k+l 
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These polynomials are orthogonal on [0, co) with respect to a rather complicated weight 
function, which may be expressed in terms of the confluent hypergeometric function 9, 
J 
00 LzLzx” eCx dx 
0 ]\k(c,l-a; xepni)12 
= T(n+a+c+1)T(c+1)2g 
T(n+c+l) mn’ 
(For conditions, see the cited reference. Unless indicated otherwise, our notation for special 
functions will be that of the Bateman manuscript volumes [5].) 
The fact that these polynomials could be obtained by taking certain limits of a class of 
polynomials studied by Pollaczek made us suspect that these more general polynomials could 
also be written in closed form, by which we mean, as a finite sum of iz + 1 terms algebraic in the 
quantity x. The only known expression for these polynomials was as a ratio of cross products of 
Gaussian hypergeometric functions whose argument and parameters depended in a complicated 
way on x. However, there are certain advantages, particularly from the point of view of Pad6 
approximation, to having a closed-form expression for these polynomials, see [l,lO]. It turns out 
that the Pollaczek polynomials can also be expressed in closed form, and we explore some of the 
consequences in this paper. 
2. Definitions and basic properties of the Pollaczek polynomials 
Let x be a complex variable. We define 
T=T(x):=x+iKY?, xE[-l,l], 
and elsewhere in the complex plane 
T=x+dx2-1. 
We take the branch for T which makes the square root positive for x > 1. Also let 
(1) 
t=t(x):= ;z$, XE [-Lll, 
= i( ax + b) 
/Z-i- 
otherwise. (2) 
In [8] Pollaczek introduced a four-parameter family of orthogonal polynomials P,“(x; a, b, c). 
The polynomials satisfy the orthogonality relation 
J l P,“P,^wl(x) dx = (2A + 4&n -1 (c+1),2(X+a+c+n) 
w (x> = (2dl-)2h-1 exp[(2 arcos x - ~)t] 1 T(A + c + it) 1 2 
1 
2nr(2x+c)r(~+l)~~F,( ‘,-,“;$; T2)i2 . 
(For conditions see the cited reference.) 
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The recurrence relation satisfied by these polynomials is elegant and simple: 
(n+ c+ l)P,x+r -2[(n +h+a+c)x+ b]P,h+ (n + 2x+ c- l)P,“_l =o, 
n=O, 1,2 ,..., P?,=O, Pt=l. (3) 
However their only known representation is a complicated cross ratio of Gaussian hypergeomet- 
ric functions. Let 
g, = g,(k c, w, Y) := 
n = -l, O, ly... . 
Then 
P,” = T”D,(A, c, it, 1 - Te2). (4) 
(This representation is only valid when 2X is not an integer, but when this is not the case, limits 
are easily taken to yield a valid representation.) 
The problem with this representation is that it is impossible to recognize the right-hand side of 
(4) as a polynomial in x, and thus to obtain much information from it. 
By considering the limit as e --+ 0 of 
P,” 6X + cos $; - 
i 
sin C$ -sin + cos (p 
6 ’ c ,c 2 1 
Pollaczek arrived at a system of polynomials Qi(x; +, c) which satisfy the orthogonality 
relationship 
J _LQ,^Q;w,(x) dx = (2;c++c;;“n, n 
w2b) = 
(2 sin +)2h eX(2+-71) 1 r( X + c + ix) 1 2 
2 . 
27rr(2h + c)T( c + 1) ’ ,-,“TjT; ’ ; e2ie 
11 
(For conditions, see the cited reference.) 
The recurrence satisfied by Q,” is 
(n+c+l)Q,“+, -2[(n+X+c)cos~+xsin~+]Q,“+(n+2h+c-l)Q:_,=O, 
n = 0, 1, 2,. . . ,Q”,=O, Q,“=l. 
(5) 
A representation in terms of Gauss’ functions follows immediately from (4): 
Q,^= e”“Po,(h, c, ix, 1 - e-2i+). (6) 
As shown in [l] the associated Laguerre polynomials and their orthogonality and recurrence 
relation can be obtained from known information about Q,” by taking the limit as + + 0 of 
Q;a+1)‘2 f& ; +, c). i 
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3. The main result 
Theorem 1. Let c + 1, c + 2A # 0, - 1, - 2, . . . . Then 
&(A, c, w, Y) = i A,/& 
k=O 
A,, = A&, X, w) := 
(c+2X).(-n)k(C+X+W)k 
n!(c + l)k(C + 2A), 
x44 
-n+k, c+X+w+k, c, c+2X-1; 1 
c+k+l, c+k+2X, c+X+w . (7) 
Proof. Denote the right-hand side of (7) by u,,. We shall show that u,, satisfies the difference 
equation 
(n+c+l)v,+,+[(y-2)(n+c+X)+wy]u,+(n+c+2X-1)(1-y)u,_,=0. 
(8) 
A,, may be written 
A 
nk 
nck ( -n)r+k(C + x + w + &(c),(c + 2x - l)r 
+ + 2x>r+k(c + %+k ’ r=O 
(9) 
Putting u,, into (8) and selecting the coefficient, call it a,, of yk gives for n = 0, 1, 2,. . . 
4 = (n + c + mn+1,0 -2(n+c+X)A,,+(n+c+2h-l)A,_,,,, (104 
6k = b + c + l)An+l,k -2(n+c+h)A,,+(n+C+X+W)A,,,_, 
+ (Tl + C + 2A - l)A,_,,, -(n+c+2X-l)A,_,,,_,, k=l,2,3 ,,.., n+l, 
A 
TZO 
= (c+W. 
n! jF2 
-n,c,c+2X-lil 
c+1, c+2x 
= c(c+2A-l)(c+2h), n b>k 
n! c k!(c+k)(c+2X+k-1)’ 
k=O 
(lob) 
Putting the above expression into (lOa) and expanding the right-hand side in partial fractions in 
terms of the functions l/( c + k), k = 0, 1, 2,. . . , ~1, shows that So = 0. 
Next we replace all the A’s in (lob) by the representation (9). Let a,, b,, b,, a2, b, denote the 
quantities on the right-hand side of (lob) in that order. A straightforward (but gruesome) 
computation shows that when the b, terms are combined under a single summation, they cancel 
the combined aj terms. Thus 6, = 0 for all k, so u, satisfies the equation. 
The difference equation in question is merely that for the polynomial 
Qi(x; C#B, c) e-‘“@‘, (11) 
where 1 - e -2i+ has been replaced by y and ix by w, see (5). Further, by examining the initial 
values uo, ul, we see that we can actually identify u,, in terms of the polynomial (11). Using the 
representation (6), with the appropriate changes of variable, gives the required result. Cl 
The first consequence of this theorem results directly from (4). 
Corollary 2. 
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P,“(x; a, b, c) = (‘+nf”)’ 5 (x + i/C7)n~k(2il:1)k ‘c~~;,‘f~ ::;\: 
k=O 
-n+k, c+A+k+it, c, c+2h-1; I ax + b 
x44 c+k+l, c+k+2A, c+h+it ’ ‘=/me 
w 
The Pollaczek polynomials for general c are the associated polynomials for the polynomials 
with c = 0. For these we have a very simple representation. 
Corollary 3. 
P,“(x; a, b,O)= 
(This formula is known; see 15, volume 2, 10.21(21)].) 
Corollary 4. 
Q,“(x; c, +) = e’“+ i (1- e-2i”)kA,k(c, A, ix). 
k=O 
Taking the limits indicated in Section 2 gives the formula found in [l], as shown in the next 
corollary. 
Corollary 5. 
L,*(x; c) = 
(c+(Y+l), n b>kXk k-n, c, c+a 
n! k;. (c+l)k(c+a+l)k3F2 c+ar+k+l, c+k+l 
Note that taking the limit as x + + 1 in Theorem 1 confirms a fact that can be verified 
directly from the recurrence (3) 
P,“(+l; a, b, ~)=(kl)“L;‘-~(-2[ufb]; c). 
Thisgeneralizes Novikoffs result for A = :, c = 0, see [7, p.3(7)]. 
When a = b = 0, c = y, A = /3, we get the associated ultraspherical polynomials Ciy)(x; p) 
studied by Bustoz and Ismail [2]. These satisfy the recurrence 
(n+y+1)C,‘:)I-2x(n+p+y)CJ(Y)+(2P+n+y-l)C~(11)1=0, n=0,1,2,..., 
cc; = 0 7 Co(Y) = 1 
Formula (12) provides for these polynomials two interesting explicit formulas. 
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Corollary 6. 
C,(y)(x; /3) = i (x + i 
k=O 
B 
nk 
= (y+2P).(-n)k(Y+P)k -n+k, y+/3+k, y, y+2p-1 
n!(Y + l)k(Y + 2b)k 4F3 y+k+l, y+k+2P, y+p 
03) 
When the association parameter y = 0 reduces this, via a standard quadratic transformation of 
a 2FI [5, volume 1, 2.11(30)], to the usual series definition of the ultraspherical polynomial 
C,P(x). 
The other explicit formula we shall give here is in terms of the Chebyshev polynomials T,(X), 
u,(x). 
Let x E [ - 1, 11. Recall that T, and U, have the representations 
T” + T” T n+1 
T,= 2 
_ Tn+l 
) n=o, 1,2 )...) u, = 
2iK? ’ 
n=o, 1,2 )... . 
When (13) is averaged with its complex conjugate we obtain the following corollary. 
Corollary 7. 
c,“‘(X; p) = k&nk(-1)k'2(2i)kTn-k(X) 
<n-l 
+ ,$ &k(-l) (k+1)/2(21:1-X2)ki:l_XZ~_k_1(X). 
Interestingly, the above formulas differ from the explicit formula which is obtained by 
specializing a formula due to Wimp [lo] for the associated Jacobi polynomials. That formula 
yields 
c(v)(x. 
n 9 
p> = (-1)“(2y +2,@n i cx + l)k(-n)k(n + 2Y + 2b)k 
iZ! 
k=O 2k(Y+%C(Y+P+:)k 
x F k-n, n+k+2y+2P, y+p-:, y 
i 4 3 k+y+P+;, k+y+1,2y+2P-1 
The above 4F3 has a special structure; it is balanced (or Saalschutzian) and a denominator 
parameter is twice a numerator parameter. We doubt, however, that there is a simple expression 
for it (e.g., in terms of ratios of gamma functions). 
Corollary 8 (Chihara-Ismail polynomials). The polynomials satisfying the recurrence 
(n+c+l)p,+,-[(n+a+c)x+b]p,+p,_,=O, p-1=O, po=l, 
can be written 
dx> = k+. (f+f;,3F2 
l-f, k-n, k+l 
1, c+k+l 
f:=a+f--$. 
04) 
(15) 
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Proof. In (l), (2) and (12), replace T and t by their complex conjugates. Then let P, 
+ irx, b + +rb, h + :r2, a + a - ir’. We find 
T= k + 0(rp3), A-it =f+ 0(rp2). 
Letting r -+ co in (3) then gives the recurrence (14). Letting r + 00 in (12) gives 
n (--n)/J-l)k(C+f)kX2k k-n, c, c+f+k 
(~+l)~ c+f,c+k+l 
307 
r”p,, x 
(16) 
Using a transformation of a 3F2(1) given in [6, volume 1, p.104(10)] and turning the sum around 
gives the desired result. 0 
The above polynomials were introduced by Chihara and Ismail [4]. They are the associated 
polynomials for a set of orthogonal polynomials (c = 0) which arise in modeling theory. Many 
interesting cases of these polynomials, including the orthogonality property (with respect to a 
discrete weight mass) and generating function, are given in the cited reference. In fact, the 
formula (15) may be derived from a generating function those authors give. 
Putting c = 0 in (16) yields the known formula 
PA) = g t (E)(f )kXZk. 
* k=O 
07) 
It is intriguing that neither of the representations (16), (17) give any clue that the functions p,, 
are polynomials in x, though of course this is clear from the recurrence. A direct proof that (16) 
and (17) represent polynomials would be very interesting. 
4. Some Pad6 approximants 
As is well known, the recurrence for any set of orthogonal polynomials can be used to generate 
rational approximations. The simplest procedure produces the [n - l/n] Pad& approximants for 
a function, that is, essentially, the Stieltjes transform for the distribution of the polynomials. We 
shall follow the construction given in [5, volume 2, 10.51. 
Let R,, S,, be two sequences generated from the recurrence (3) for P,” corresponding to the 
initial values 
c+l 
R-1= - 2A+c-1 T R,=O; S-1 = 0, S,=l. 08) 
Then, obviously, 
R, = Pi-,(x; a, b, c+ l), S, = Pi(x; a, b, c), n=o, 1,2 )... . 
Let x P [ - 1, 11. We shall show the rational approximations RJS,, converge and ascertain the 
rate of convergence. 
One solution of the recurrence is 
u, := T”g,(h, c, it, 1 - Tm2). - 
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Another is T”h,, but we shall prefer to take instead 
T-“r(2A + n + c) 
w ‘=T(~+n+A+l-it)~~ 
n i 
2X+c+n, A-it; T-2 
1 l+h+c+n-it . 
(This is a solution by [5, volume 1, 2.9(43)].) 
Remembering that 1 T 1 > 1, we use a simple majorization argument to establish 
w, = (1 - T-2)- h+“nh+it-lT-n(l + o(n-l)). 
Also, a result of Watson cited in [6, volume 1, p.241(24)] shows 
u,,=(~-T-~) 
-A-ir r(2A) 
r(X - it) 
n-h-it n 
T (1 + O(n-l)). 
R,/S,, may be determined in terms of the solutions u,, w, by means of the initial conditions 
(18). The result is 
We see that 
(1 _ T-2)2it( 5 _ z) 
Thus we have exponential convergence 
lim 2 =f(x), 
n-CC n 
(c+ l)T-',F,J ;yc”; ;;;:; T-') 
f(x)‘= (c+X_it)2~~(2~~~c1,~-it; 51-2)’ 
(c + l)T-‘,F,( it’,“; ,“_‘ilt; (1 - T2)-l) 
= (c + A - it)2Fl( ““,~~~~; ’ ; (1 - T2)-*) * 
It is clear from the nature of the remainder term that the rational approximation 
R -.L= P,“_,(x; a, b, c + 1) 
4 c%c a, b, 4 
is the [n - l/n] Padi? approximant (about x = cc) to f(x). This is a very strange sort of PadC 
approximant (remember that t and T depend on the variable x) and seems to have no relation to 
the known PadC approximants to Gauss’ continued fraction, see [lo]. 
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Putting a = b = 0 gives a sequence of rational approximations (in terms of the associated 
ultraspherical polynomials discussed by Bustoz and Ismail) for a ratio of Legendre functions off 
the cut, see [5, volume 1, 3.2(45)], 
Q;;:/-',,,(x) = (2/3+y-l)c,'Lf"(x; ,8) 
Q;;&(x) (y+ m?'(x; P) 
+O(n-'T-2"), 
T:=x+JX2-_ xe [-l,l]. 
The case of the Chihara-Ismail polynomials produces an interesting sequence of Pad6 
approximants. Denote the solution of the recurrence (14) by p,(x; c). Taking the limits indicated 
in the proof of Corollary 8 gives the approximant 
I%-1(x; c + 1) (c + l)~le~U~“‘uc(l - u)~-~ du 0 
Pn(X; 4 = cx le-u/x2uc-1 
J 
(1 - u)‘+ du 
) pa+&&. 
X 
0 
In the case c = 0 the function on the right reduces to 
1 le-u,x2 
X0 J (1 - u)‘-l du. 
These results can be inferred from [4]. 
5. Conclusions 
When this work was started, we had the hope of discovering “ladder” operators for the 
Pollaczek polynomials, i.e., expressions of the form 
&P”(x) = A,(x)P$(x) + Mx)P,“_,(x), n=o, 1,2 )... . 
Ladder operators are known for the Jacobi polynomials and their special cases, see [9]. 
When this is the case, the polynomials can be shown to satisfy second-order differential 
equations, as demonstrated in [3]. An explicit expression for the polynomials would be helpful in 
obtaining ladder operators. However, the fact that the variable occurs as a parameter of the 
hypergeometric function in the explicit formula (12) makes it very unlikely that such formulas 
exist. 
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