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Abstract 
This article presents a literature review of the use of the OR technique of 
discrete-event simulation (DES) in conjunction with the big data analytics (BDA) 
approaches of data mining, machine learning, data farming, visual analytics and 
process mining. The two areas are quite distinct. DES represents a mature OR 
tool using a graphical interface to produce an industry strength process modelling 
capability. The review reflects this and covers commercial off-the-shelf DES 
software used in an organisational setting. On the contrary the analytics 
techniques considered are in the domain of the data scientist and usually involve 
coding of algorithms to provide outputs derived from big data. Despite this 
divergence the review identifies a small but emerging literature of use-cases and 
from this a framework is derived a DES development methodology that 
incorporates the use of these analytics techniques. The review finds scope for two 
new categories of simulation and analytics use: an enhanced capability for DES 
from the use of BDA at the main stages of the DES methodology as well as the 
use of DES in a data farming role to drive BDA techniques. 
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Introduction 
Analytics is built upon various approaches to data-driven analysis and is defined by 
Liberatore and Luo (2010) as the process of transforming data into actions through 
analysis and insights in the context of organisational decision making and problem 
solving. Robinson et al. (2010) and Lustig et al. (2010) provide an original classification 
of analytics into descriptive analytics – a set of technologies and processes that use data 
to understand and analyze business performance, predictive analytics – the extensive 
use of data and mathematical techniques to uncover explanatory and predictive models 
of business performance representing the inherit relationship between data inputs and 
outputs/outcomes and prescriptive analytics – a set of mathematical techniques that 
computationally determine a set of high-value alternative actions or decisions given a 
complex set of objectives, requirements, and constraints, with the goal of improving 
business performance. Royston (2013) states that there is a clear and considerable 
mutual advantage in pulling analytics and OR more explicitly together, not least that it 
should strengthen links to real-world concerns. Ranyard et al. (2015) state that “the case 
for Business Analytics is that it includes a novel tool set that has only partially been 
absorbed into OR, whilst expanding the range of applications, e.g. in credit risk & 
scoring and on-line marketing. The result is an expansion of OR’s opportunities.” 
Discrete Event Simulation (DES) (Banks et al., 2000) is arguably the most popular OR 
simulation technique (Jahangirian et al., 2010) and the most used OR technique in 
practice (Brailsford, 2014). Law (2015) defines discrete-event simulation as concerning 
“the modelling of a system as it evolves over time by a representation in which the state 
variables change instantaneously at separate points in time. These points in time are the 
ones at which an event occurs, where an event is defined as an instantaneous occurrence 
that may change the state of the system.” Leemis and Park (2006) note that “the word 
simulation is used not only to characterise the computational model (computer program) 
but also the computational process of using the discrete-event simulation model to 
generate output statistical data and thereby analyse system performance.”  Robinson 
(2014) describes three options for developing discrete-event models of spreadsheets, 
programming languages and specialist simulation software. In this investigation the 
focus is on specialist simulation software, defined here as commercial off-the-shelf 
software (COTS) which provides a relatively fast and easy model development for 
practitioners in an organisational setting. Hlupic (2000) reported that the majority 
(55.5%) of industrial users employ simulators (COTS), 22% employ simulation 
languages and the remaining users employ ad hoc programs in a general purpose 
language or spreadsheets. 
In general, both analytics and OR are concerned with the collection and analysis 
of data in order to find patterns for possible explanations or for testing a hypothesis. The 
distinction lies in that in analytics the role of models is often subsidiary whilst in OR 
models play an essential role and all other steps are oriented toward assisting the model-
building process as well as to test the validity of the model (Barcelo, 2015). Thus whilst 
analytics is data-driven and has a focus on data and outputs and may have little 
knowledge of underlying processes, simulation is model-driven with a deep knowledge 
about processes. Thus it is claimed that simulation provides a more detailed and flexible 
way to evaluate potential process changes (Miller et al., 2013). Relating simulation to 
analytics it can be considered for use for descriptive, predictive and prescriptive 
outcomes (Greasley, 2019). For descriptive purposes simulation can be used in trace 
mode in which an historical data set is used to replicate past performance. This can be 
used to provide ‘as-is’ metrics or to check for conformance. Simulation’s main role is 
for its predictive capabilities with its ability to project future scenarios. Simulation can 
also be used for prescriptive purposes. This can be undertaken by repeated 
experimentation to find a best solution either manually or by using optimisation 
software. 
 
In order to investigate the relationship between analytics and OR further, a 
literature review is presented of the current use of DES as a modelling tool applied in 
the context of analytics. Powell and Mustafee (2017) argue that big data analytics can 
enhance simulation studies, but do not go into detail as to how. Business analytics is 
concerned primarily with the context in which techniques from OR and data science are 
deployed (Hindle and Vidgen, 2018) and the review will help establish how the 
analytics toolkit can be applied to one of the most used techniques in OR. It will also 
help establish the relevance to DES in achieving one of the main aims of analytics: to 
derive decisions and actions (Davenport and Harris, 2017).  
Addressing these questions is important as Mortenson et al. (2015) state that 
with other academic and practitioner communities engaging with analytics and 
increasing research in these areas, OR is in danger of being left behind; thus OR should 
follow the original conception of the discipline to use the most relevant methods 
available to solve business problems. This article contributes to the body of knowledge 
by providing a framework that assists in the integration of DES with analytics 
techniques by identifying the relationship between big data analytics techniques such as 
data mining and process mining and the main steps in a DES methodology. 
In the next section the scope of the review around the categories of analytics 
techniques considered is outlined; the methodology for the literature review is presented 
in the section that follows. Summary results of the review are then provided with DES 
and analytics software identified. The paper goes on to outline the application of the 
analytics techniques in the context of a DES study methodology, and present a 
framework for the integration of DES and analytics tools. The final sections summarise 
the outcomes of the study, offer a research agenda and present the conclusions of the 
study. 
Defining the categories of big data analytics techniques covered in the review 
There are many analysis techniques that can be considered analytics techniques. 
Davenport and Harris (2017) list techniques for internal processes such as activity-based 
costing and multiple regression analysis; and techniques for external processes 
including econometric modelling, time series experiments and yield management. 
Members of the OR community would consider some of these to be OR techniques. To 
avoid joining an as-yet unresolved discussion, the scope of this article is confined to 
what is often referred to as big data analytics (BDA) (De Reyck et al., 2017), which 
relates to the main analytic techniques which are used for analysis on large-scale 
datasets termed ‘big data’. Big data analytics covers techniques such as association rule 
mining, decision trees, support vector machines and neural networks that undertake 
functions such as optimisation, classification, association and clustering (Nguyen et al., 
2018). Articles that undertook big data analytics in conjunction with DES were found 
and categorised under the approaches of data mining, machine learning, process mining, 
visual analytics and data farming. These categories were chosen based upon the 
keywords used by the authors in the research found in this search. A brief description 
follows of each of these main approaches to big data analytics and the techniques 
associated with them. More details of the use of big data analytics techniques are in 
Dasgupta (2018), Evans (2017) and Foreman (2014) and in the individual review 
papers.  
Data Mining  
The distinction between data mining and machine learning is far from clear in the 
literature. This study uses the definitions of Davenport and Harris (2017) who define 
data mining in terms of identifying patterns in complex and ill-defined data sets. 
Particular data mining techniques include the following: identifying associations 
involves establishing relationships about items that occur at a particular point in time; 
identifying sequences involves showing the sequence in which actions occur (e.g. click-
stream analysis of a web site); classification involves analysing historical data into 
patterns to predict future behaviour (e.g. identifying groups of web site users who 
display similar visitor patterns); and clustering involves finding groups of facts that 
were previously unknown (e.g. identifying new market segments of customers or 
detecting e-commerce fraud). Data mining techniques found in the review include Self-
Organising Maps (SOM) (Kohonen, 1995) which provide a visual map of data 
dependencies and Flexible Pattern Mining (FPM) (Bandaru et al., 2017) which aims at 
extracting patterns of rules within a given data set. 
Machine Learning 
According to Davenport and Harris (2017), machine learning describes technologies 
that can learn from data over time. Machine learning may use data mining techniques 
such as classification and clustering to manipulate data, but is distinguished by the use 
of algorithms that can learn from data, and therefore can build decision models that try 
to emulate regularities from training data in order to make predictions (Bishop, 2006). 
The machine learning techniques found in the review are defined as follows 
(Dasgupta, 2018). Association rules mining (ARM) uses a rules-based approach to 
finding relationships between variables in a dataset. Decision trees (DT) generate rules 
that derive the likelihood of a certain outcome based on the likelihood of the preceding 
outcome. In general, decision trees are typically constructed similarly to a flowchart. 
Decision trees belong to a class of algorithms that are often known as CART 
(Classification and Regression Trees). Random Forest Decision Trees are an extension 
of the decision tree model, where many trees are developed independently and each 
“votes” for the tree that gives the best classification of outcomes. Support vector 
machines (SVM) are a class of machine learning algorithm that are used to classify data 
into one or another category using a concept called hyperplanes. k-Nearest Neighbours 
(k-NN) is a classification algorithm that attempts to find similarity based on closeness. 
Neural networks or Artificial Neural Networks (ANN) are a network of connected 
layers of (artificial) neurons. These mimic neurons in the human brain, that “fire” 
(produce an output) when their stimulus (input) reaches a certain threshold. Only the 
network’s overall input and output layers are “visible”; the others are hidden. Neural 
networks with three or more hidden layers are generally known as deep neural networks 
or deep learning systems. Naïve Bayes Classifier (NBC) is a supervised machine 
learning technique which employs a training set for classification. For more details on 
the techniques mentioned here, and references to some of the earliest work, see Frias-
Martinez et al. (2006). 
Process Mining 
The concept of process mining is to use factual data to obtain an objective view on how 
processes are really executed (Mans et al., 2013). Process mining uses event data, 
recorded in an event log, which at a minimum contains information regarding the case 
(such as patient or order), the activity (what happened) and the time that the activity 
happened. The chronological ordering of events for a particular case yields a trace. A 
trace is similar to a simulation run in that it is only one example of possibly many 
different behaviours (van der Aalst, 2016). Process mining can be used to generate a 
type of simulation termed ‘short-term simulation’ (Rozinat et al., 2009b). Here 
historical data is projected forward and the simulation runs from the current state with 
the focus of the analysis on the transient behaviour. Process mining applications may 
use fuzzy mining which is a process discovery analytics technique that views process 
models as if they are geographic maps (van der Aalst, 2016).  
Visual Analytics 
The basic idea of visual analytics is to present large-scale data in some visual form, 
allowing the human to get insight into the data, draw conclusions, and interact with the 
data to confirm or disregard those conclusions (Feldkamp et al., 2015). Soban et al. 
(2016) characterise visual analytics as particularly suited to exploring and 
understanding a particular data set with no preconceived notions of the expected 
outcome. 
Data Farming 
Data farming is purposeful data generation from any model evaluated computationally, 
including simulation models (Lucas et al., 2015). The machine learning literature often 
refers to data generated in this way as synthetic data (Patki et al., 2016). In this role 
Sanchez (2015) outlines the use of simulation to provide capabilities in data farming by 
generating large data sets. Here large-scale simulation experiments can be initiated by 
varying many input variables, examining many different scenarios or both. 
Method 
Current reviews of the use of DES typically are based within an application domain 
such as manufacturing (Negahban and Smith, 2014), focus on a specific application 
such as healthcare (Gul and Guneri, 2015) or a specific research issue such as 
behavioural modelling (Greasley and Owen, 2018). In order to provide an overview of 
the nature and scale of articles presenting the use of DES in the context of big data 
analytics and owing to the lack of any current reviews of this nature, a literature search 
was performed using the Scopus, ScienceDirect, Google Scholar, Emerald Insight and 
Web of Science databases. The review covers the period from 2006 which is associated 
with the popularisation of the use of BDA open source software such as Hadoop, R and 
Python (Davenport, 2017) and the publication of the seminal article ‘Competing on 
Analytics’ (Davenport, 2006). The review period runs until November 2018. The 
identified keyword terms simulat* in combination with either discrete-event or discrete 
event were searched (by full-text if the database allowed) to identify studies in the 
domain of discrete-event simulation. These keywords were combined with the keyword 
terms visual analytics, data farming, data mining, machine learning, process mining, 
data analytics, big data analytics, business analytics. Papers were filtered for relevance 
by title and then at abstract and finally at article level. This review is focused on the 
practical use of DES in conjunction with analytics in an organisational setting. Thus 
articles in domains such as disease outbreaks (Budgaga et al., 2016) are not considered 
and only implementations using what could be termed commercial off-the-shelf (COTS) 
DES software are considered (as defined in the INFORMS software survey at 
www.orms-today.org). Articles must contain an actual implementation of the DES 
model, providing details of the DES software and analytics software employed. 
Examples of excluded articles are Arroyo et al. (2010) that uses agent-based simulation 
rather than DES and Opçin et al. (2017) which does not employ a COTS DES software. 
The review of titles, abstracts and articles was undertaken by the authors of this article 
between June and November 2018. The review follows the Preferred Reporting Items 
for Systematic reviews and Meta-Analysis (PRISMA) guidelines (Moher et al., 2009) 
and the procedure is shown in Figure 1. 
[TAKE IN FIGURE 1 ABOUT HERE] 
The inclusion and exclusion criteria are shown in Table 1. The criteria for 
exclusion (numbered 1 to 5) are shown in brackets in Figure 1 and can be cross-
referenced with the criteria numbered in Table 1. The literature review found 18 articles 
that met the criteria filtered from an original search count of 2883. These articles are 
listed in Table 2. 
[TAKE IN TABLE 1 ABOUT HERE] 
[TAKE IN TABLE 2 ABOUT HERE] 
Results 
Table 2 lists the 18 articles that were identified. This low number is probably due to the 
infancy of the area and the strict inclusion criteria demanding actual implementation of 
big data analytics techniques in conjunction with DES. These criteria were designed to 
ensure actual implementation details such as software and analytical techniques could 
be assessed. Articles are categorised by their area of analytics with data farming 
identified as the category for those articles that use DES to generate data. 
In terms of a statistical analysis 18 articles were identified over the years 2006-
2018 with 15 of these articles published since 2014 (Figure 2). The infancy of the area 
is emphasised by the relatively high proportion of conference papers found in the 
review (11 papers) compared to journal articles (7 papers). Of the 11 conference papers 
found, 7 of these were presented at the Winter Simulation Conference (WSC) organised 
by INFORMS (https://connect.informs.org/simulation/conferences/wsc-conferences). 
Two of the articles are in the Journal of the Operational Research Society and 2 in the 
Journal of Simulation. 
[TAKE IN FIGURE 2 ABOUT HERE] 
One issue when using a combination of OR techniques and analytics is the 
background of the practitioners themselves. An overview of this issue is provided by 
Harris and Mehrotra (2014) who conducted a survey of analytics professionals to see 
how they viewed their work in the organisation. About one-third of participants viewed 
themselves as data scientists with a computer science background, using tools such as R 
and Python that access and manipulate big data on distributed servers such as Hadoop. 
The remaining participants viewed themselves as analysts with an OR background 
working mainly with numeric data, using statistical and modelling tools to report, 
predict and optimise. For this review the background of the authors for the 18 articles 
was categorised using the affiliation information supplied with the papers. The results 
are that for the 58 academic authors identified the majority of authors (45) are from 
Information Systems (26) and Engineering departments (19). Of the 13 authors from 
Business and Management Schools, only 7 are associated with articles from the post-
2013 period. Although based on a small sample these results could indicate that the 
majority of recent research in analytics in relation to DES is being developed from a 
data science rather than an operational research perspective. A lack of interdisciplinary 
research teams is evident in that all articles have author teams assigned exclusively to 
one of the three discipline areas. One article has a further 2 people from industrial 
organisations cited bringing the total author count to 60. 
Discussion 
Well known examples of DES methodologies include Law (2015: 67) and Robinson 
(2014: 64). Here, in order to relate DES methodology to the big data analytics 
techniques found in the review articles, an adaption of the methodology of Greasley 
(2004) is used and shown in Figure 3. This has been chosen because it provides a useful 
correspondence between the stages of process mapping with process mining and 
modelling input data with data mining and machine learning applications.  
[TAKE IN FIGURE 3 ABOUT HERE] 
From the review it became apparent that DES is used in two main ways in conjunction 
with big data analytics. Figure 4 shows the use of DES to drive the BDA of machine 
learning and visual analytics. The analytics techniques are then used to facilitate stages 
of the DES methodology (Figure 3). 
[TAKE IN FIGURE 4 ABOUT HERE] 
 
Figure 5 shows the use of the BDA techniques of process mining, machine 
learning and data mining to facilitate stages of the DES methodology (Figure 3). 
[TAKE IN FIGURE 5 ABOUT HERE] 
  
In order to investigate how big data analytics techniques can improve the 
capability of DES the review articles are now thematised around the main stages of the 
DES methodology presented in Figure 3 and from the perspectives shown in Figures 4 
and 5. The relationships found are then presented as a framework for the use of 
analytics in DES. 
Data Collection 
Data quality and availability are two of the challenging issues in many simulation 
projects. Inefficient data collection has been identified as one of the serious barriers to 
developing and deploying useful models within an appropriate timeframe and within 
budget (Onggo and Hill, 2014). In a study of data readiness of SMEs for DES 
modelling, Ivers et al. (2014) found that 88% of companies indicated that some or most 
of their data was collected manually with only 12% having fully automated collection 
by an IT system. Furthermore only 40% of data was held on centralised/integrated IT 
systems with 44% on local PCs and 16% held on paper. Volovoi (2016) outlines how 
DES is currently mainly an “offline” activity where the collection and processing of 
input data creates a major bottleneck in the modelling process. Volovoi (2016) further 
states that big data changes this balance by providing abundant data for input modelling 
and shifting the bottleneck to the modelling stage but may well require specific 
preparation in terms of infrastructure and data compatibility. An example of 
infrastructure requirements is provided by Kuo et al. (2015) who propose as a 
preparation to the use of a DES model the installation of RFID enabled devices for data 
collection. In terms of data quality, data generated from sensors may also require a 
cleaning or pre-processing stage. Zhou et al. (2014) outlines the following procedures 
for preparing event log data which are automatically executed using Matlab. They 
consist of removing typos such as misspelt or joined up words, removing outliers such 
as out of range numeric values and replacing missing values with approximations. 
Marshall et al. (2015) address some of the practical considerations when integrating the 
use of big data with simulation models, such as gaining access to big data, data cleaning 
and privacy and security issues. 
Real-time DES applications imply the need for interoperability between 
simulation software and software applications to provide automated data collection. In a 
review of data exchange standards Barlas and Heavey (2016) find that the only standard 
originating from the area of DES, CMSD (Core Manufacturing Simulation Data) is the 
most implemented standard for data exchange between simulation and other software 
applications. The standard is incorporated into COTS DES software such as Arena and 
ProModel and an example of the use of DES and CMSD is provided in Byrne et al. 
(2015). An example of a real-time DES application is provided by Celik et al. (2010). 
Here the aim is to incorporate real-time dynamic data into an executing DES model in 
order to facilitate short term decisions in a semiconductor manufacturing supply chain. 
Specifically the application provides a dynamic preventative maintenance schedule 
based on a DES prediction derived from real-time information obtained from machine 
sensor data. 
A number of articles show how the need for historical big data can be avoided 
by the use of simulation to generate synthetic data, referred to as data farming (Lucas et 
al., 2015). An advantage of data farming is that the data generated is under the control 
of the modeller with the amount generated solely dependent on the experimental setup 
and on the performance measures of interest, and can be adjusted through intelligent 
design of simulation experiments (Feldkamp et al., 2015). An example of the use of data 
farming is provided by Feldkamp et al. (2016) who present a case study of truck 
haulage in a gold mining facility. One aspect of the analysis is to investigate the 
relationship between haulage cost per ton and productivity. This was achieved by 
simulating 262,144 design points and using cluster analysis to group the results of the 
simulation runs.  
In terms of the use of simulation as a generator of big data, none of the articles 
actually specifies the size of the data files generated. Traditionally big data is defined as 
a volume of data over 1 terabyte (Kumar, 2017). Whether these applications meet this 
criteria or not, what can be seen is the need for new data architectures and processing 
techniques that simulation practitioners may now be required to use. Feldkamp et al. 
(2017a) provides an example of the infrastructure used at these high volume data levels: 
0.5 million simulation runs are performed using the COTS Siemens Plant 
Simulation (DES) parallelized on 10 machines 
Output data is streamed in small blocks of files to a dedicated Apache Hadoop 
Distributed File System (HDFS) server 
Data is then clustered using the k-means package from the Apache Spark 
Computing Framework 
Data is then used to train a decision tree model using the Hoeffding Tree 




In terms of the DES methodology the review finds that articles showing the use of 
process mining are relevant in the process mapping stage (Figure 5). This stage involves 
defining the scope and level of detail of the simulation, and using a diagramming tool 
such as a process map or activity cycle diagram to define the process flow of the model. 
Lamine et al. (2015) use process mining to build a conceptual model of an emergency 
call service that is then used to build a DES. The process mining was undertaken using 
the Fluxicon DISCO software tool (https://fluxicon.com/disco/) in order to discover the 
control flow of the incoming call regulation process. Zhou et al. (2014) also use the 
DISCO tool for process mining of an outpatient clinic. Fuzzy mining is used to generate 
a process map and k-means clustering is used to group patient types. Abohamad et al. 
(2017) use process mining to identify the workflows of patients in an emergency 
department of a hospital. Here a real-time patient tracking information system generated 
a data set with 229,971 event logs representing 40,777 patients. Process mining 
software was used to generate process flow models from this data which were 
subsequently used to develop a DES model. The authors state that the use of the process 
mining technique uncovered a large number of unique control-flows and identifying 
these process flows would have been an impossible task using traditional information 
sources for conceptual modelling.  
  
Modelling Input Data 
The review finds that data mining is relevant to the modelling input data stage. In a 
study of a hospital emergency department, Ceglowski et al., (2007) used data mining to 
group patients by similarity of treatment using a non-parametric method called SOM 
(Kohonen, 1995) which is similar to a k-means clustering method (Kennedy et al., 
1998) and undertaken using the Viscovery SOMine software tool. The analysis is 
abstracted to a level of how patient and treatment differences affect queue time, rather 
than modelling the physical movement of patients. 
The remaining articles in this section are concerned with the use of machine 
learning. Bergmann et al. (2014) outline the identification of job dispatching rules with 
production data being used to train an artificial neural network (ANN). This application 
was developed in Bergmann et al. (2017; 2015) to include an assessment of various 
methods such as classification, decision trees and neural networks. The integration of 
these methods, including ANN, is considered as doable in every DES which supports 
external library interfaces and the studies are seen as the first step in achieving 
automatic simulation model generation. Priore et al. (2018) use simulation to generate 
training and test sets which are used for a variety of machine learning techniques in 
scheduling a flexible manufacturing system (FMS). The simulation is used to randomly 
generate 1100 combinations of 7 control attributes (such as work-in-progress and mean 
utilisation of the FMS). The simulation is then used to compare the scheduling 
performance of the trained machine learning based algorithms and further traditional 
scheduling rules such as SPT (shortest process time).  
Glowacka et al. (2009) use association rule mining (ARM) to generate decision 
rules for patient no-shows in a healthcare service. The ARM method generates a 
number of rules and a subset of these were embedded as conditional and probability 
statements in the DES model. The authors state that when establishing the nature of the 
association between variables, the use of a rule-based approach such as ARM has 
advantages over a linear regression approach in that the variables (model factors) do not 
need to be traded off against each other and the rule-based model is easy to explain to 
practising managers. 
Gyulai et al. (2014) use simulation in conjunction with the random forest tree-
based machine learning technique. The aim is to assign products to assembly lines in a 
way that minimises the overall cost of production. The article states that the main 
limitation of using random forest tree techniques for regression is that the regression 
cannot be applied beyond the ranges of the training dataset. 
 
Building the Model 
Dynamic-Data-Driven Application Systems (DDDAS) (Darema, 2004; Fujimoto 
et al., 2018) create online, adaptable data-driven models that change their specification 
in real-time in response to the event log data. This review has identified an example of a 
DDDAS using the Arena DES software in Celik et al. (2010). Here sensors installed in 
machines obtain data from the real system and transmit it to the simulation through a 
web server. From this data, algorithms embedded in the DES using the VBA facilities 
of Arena run to generate control tasks such as data filtering of abnormal behaviour, 
limiting data use due to availability of computational resources and providing a 
prediction of future performance. It is clear that the generation of real-time adaptable 
data-driven DES models poses particular challenges, with models needing to readjust 
on-the-fly and consistently perform validation, analysis and optimisation (Adra, 2016). 
Distributed simulation architectures are often needed to provide the speed of execution 
required (Taylor, 2018) and there is a need for an architecture for the interaction 
between the physical and simulated system (Onggo et al., 2018). These concepts can be 
considered within the related area of the use of simulation to provide a Digital Twin. A 
Digital Twin can be defined as an integrated simulation of a complex product/system 
that, through physical models and sensor updates, mirrors the life of its corresponding 
twin (Negri et al., 2019).  
Experimentation and Analysis 
In terms of experimentation the main method employed in DES is to perform multiple 
replications of the simulation and construct confidence intervals of metrics of interest. 
Additional statistical tests such as t-tests may also be undertaken (Law, 2014) in which 
scenarios are compared based on variable input parameters. 
Kibira et al. (2015) use association techniques of data mining to discover 
simulation input parameters that have a significant impact on the performance metric of 
energy consumption in a manufacturing plant. The authors call for standards in the areas 
of data collection, data representation, model composition and system integration in 
order to implement their framework for analytics and simulation optimisation. Uriarte et 
al. (2017) show the use of a multi-objective optimisation technique to find optimal 
solutions from simulation experiments. The use of the data mining technique of flexible 
pattern mining (FPM) (Bandaru et al., 2017) provides specific knowledge about the 
solutions generated by the optimisation stage. Aqlan et al. (2017) use a traditional 
simulation methodology to develop a model of a high-end server fabrication process. 
The model reports on a number of performance measures including cycle time and 
defective work. The defect parameters obtained from the simulation, such as product 
number and root cause for the defect, are written to an Excel spreadsheet. The 
spreadsheet then serves as an input data file for a neural network (ANN) model which 
predicts the defect solution (such as scrap, repair or return to supplier) and the 
corresponding confidence value of the prediction. The neural network has previously 
been trained using data collected on defect parameters. The authors intend to develop 
the model to operate in real-time and provide decision support to failure analysis 
workers. 
Visual Analytics are also relevant in the experimentation stage: four articles 
from the same team cover this area. Feldkamp et al. (2015) conduct a design of 
experiments analysis using the Plant Simulation software. For this large scale 
simulation experimental design it was found that a full factorial design would generate 
too many experiments, so a nearly orthogonal Latin hypercube (NOLH) sampling 
method was employed, with the number of experiments reduced to 491,160. This data 
was stored on a MongoDB noSQL database which provided the flexibility required to 
adapt to dataset modifications. Clustering methods were then used to explore simulation 
output data by treating each object in a cluster as a single simulation run allocated on 
selected parameter results. For example, in a two dimensional analysis the variables 
cycle time and throughput time may be used. Once the clusters are mapped out visually, 
analysts can investigate which input settings led to the corresponding systems 
performance measures that define this cluster. This example is developed in Feldkamp 
et al. (2016) who recognise a challenge in this type of analysis in terms of the speed and 
flexibility of the software required. In this study a nearly balanced nearly orthogonal 
hypercube design (Vieira et al., 2011) was used to generate 262,144 design points. The 
DES model was implemented using the SLX software (Strassburger, 2015) which is 
known for its speed of execution (Henriksen, 1999). Data is written to a MongoDB 
noSQL database and experiment design and data mining performed by MatLab. 
Feldkamp et al. (2017a) analyse simulation data with online stream-based data mining 
algorithms that work incrementally and allow data mining while simulation experiments 
are running. It was found that valid assumptions about the underlying system could be 
made even when only 10% of the experiments were completed. Feldkamp et al. (2017b) 
investigate a manufacturing system’s robustness against variance in the product mix. A 
visual analytics investigation is undertaken based on a binary decision tree that maps the 
relationship between simulation input factors and output factors. 
These articles show that Visual Analytics has the potential to provide a useful 
additional tool when interpreting simulation output data. It is particular relevant to big 
data applications in that the visual method provides a way of synthesising large amounts 
of data and helps to reveal patterns and relationships between variables that might 
otherwise be hidden or difficult to find. However, the identification of relationships 
using visual inspection may be less precise and more open to interpretation than 
traditional approaches (Feldkamp et al., 2015). It will also require the training in and 
use of new analytics software and analysis methods by simulation practitioners. 
A Methodology for the use of BDA in DES  
The review articles present a number of DES methodologies for the use of the specific 
big data analytics techniques outlined in the individual articles. These include Kibira et 
al. (2015) who link the collection of raw data and information from the simulation 
conceptual development to generate analytics to assist the simulation build and 
optimisation stage. Lamine et al. (2015) and Abohamad et al. (2017) present 
methodologies in which process mining generates a process map that can be used as the 
basis for an as-is simulation model. Feldkamp et al. (2015; 2016) present a methodology 
for the use of DES for data farming which then through a process of data mining and 
visual analytics leads to knowledge discovery. Uriarte et al. (2017) present an approach 
to decision making in healthcare that combines DES, simulation-based multi-objective 
optimization (SMO) and data mining. Priore et al. (2018) present a framework for the 
use of DES to generate training and test examples for a machine learning algorithm. 
Further articles that outline a simulation methodology that employs BDA include 
Onggo et al. (2018) that present the components of a symbiotic simulation system 
incorporating machine learning and Taylor (2019) that presents a workflow for 
distributed simulation in operational research that employs BDA techniques to analyse 
large-scale simulation output. 
However these articles do not present a methodology that shows the relationship 
between each stage of the DES methodology and all the main categories of BDA 
techniques. Building on the DES methodology presented in Figure 3 and from an 
analysis of the linkages between BDA and stages in the DES methodology found in the 
review presented in Figures 4 and 5, a methodology for the use of BDA in DES is 
presented in Figure 6. 
[TAKE IN FIGURE 6 ABOUT HERE] 
In Figure 6 the direction of the data flow between the big data analytics 
techniques and the DES methodology stages is indicated by the flow line arrows. Firstly 
at the data collection stage Figure 6 shows that there may now be a requirement to 
collect big data instead of or supplemental to the traditional simulation data collection 
methods. The process mapping stage can now be facilitated by the techniques of process 
mining. The modelling input data, building the model and experimentation and analysis 
stages can be facilitated by data mining or machine learning techniques, and the 
experimentation and analysis stage can also be facilitated by visual analytics. The 
experimentation stage can be used to facilitate data farming to in turn generate big data 
as an alternative to collection from real system data sources. The methodology also 
incorporates the use of simulation to generate synthetic data to train and test machine 
learning algorithms for use in an analytics application rather than use in a subsequent 
simulation study. From Figure 6 it can be seen that big data analytics has the potential 
for impact at all stages of the DES methodology. There now follows a discussion of the 
theoretical and practical implications of the relationship between DES and big data 
analytics techniques. 
Summary 
This section presents the theoretical and practical contributions in the context of OR and 
analytics and provides a research agenda around the challenges in enhancing DES with 
big data analytics derived from the review. 
Theoretical Contribution 
In general terms the review has provided exemplars of the combined use of the model-
driven technique of DES with data-driven analytics techniques of data mining, machine 
learning, process mining, visual analytics and data farming. The relationship between 
these techniques identified in the review in terms of the nature of the data that is driving 
each category is presented in Figure 7. 
[TAKE IN FIGURE 7 ABOUT HERE] 
The categories in Figure 7 cover data-driven analytics techniques that use raw 
data to learn from the past to represent a selected reality based on the variables and 
observations included; and model-driven simulation techniques that use sampled data 
from the past to represent a simplified reality. The predictive capabilities of both of 
these approaches are limited by the transient nature of organisational processes. No 
matter how large the dataset used in a data-driven approach it may not describe a future 
behaviour owing to changes in the system causing that behaviour. This will occur at 
least until the new behaviour has been incorporated into the data provided to the 
learning algorithms. For model-driven approaches no matter how large the model we 
may not incorporate a future behaviour owing to the simplified representation of the 
model, at least until we have recoded the model to incorporate the cause of that 
behaviour. 
The outcome of this review has been to identify exemplars in two further 
categories, also shown in Figure 7. Data-driven simulation that uses data from analytics 
to drive simulation to provide a digital reality; and model-driven analytics that use data 
from simulation to drive analytics techniques to provide a farmed reality. 
In terms of data-driven simulation applications these are demonstrated in a 
number of articles to facilitate a digital reality. These applications allow big data 
processed through process mining, data mining and machine learning techniques to 
advance DES process mapping, modelling input data, building the model and 
experimentation (figure 5). The use of data-driven tools to provide model building 
capabilities and thus enable reconfiguration of the simulation model to reflect the actual 
state of a system is a particularly important advance represented by the use of 
applications such as Digital Twins. This is termed digital reality as the approach is used 
to construct a real-time digital replica of a physical object. Thus the review shows the 
potential contribution of data-driven analytics techniques to all the main stages of the 
DES methodology, but DES practitioners need to take into account the limitations of the 
data-driven approach in terms of the use of historical data to represent future system 
behaviour. 
In terms of model-driven analytics a number of articles use DES to create a 
farmed reality based on simulated data. From the review it is clear that there is a role for 
DES in training and testing machine learning algorithms that may be used in analytic 
applications or for subsequent use in simulation studies for input modelling and 
experimentation. Also large scale experiments can be observed using visual analytics 
(figure 4). This is termed a farmed reality in reference to the term data farming which 
refers to the use of a simulation model to generate synthetic data. Here the limitation is 
based around the use of a sampled dataset that is a simplification of the raw data 
generated by the real system. 
Practical Contribution 
The review provides exemplars for practitioners in the use of big data analytics with 
DES software. DES practitioners in the OR domain typically combine the technical 
knowledge required to undertake DES such as model building and statistical methods 
with an understanding of an application domain such as manufacturing or healthcare. In 
a business setting Vidgen et al. (2017) found that analytics was undertaken by teams 
consisting of data scientists with data, statistical and IT skills, business analysts with 
deep domain knowledge and IT professionals to develop data products. 
However, outside OR one often finds a much less charitable perspective on the 
role of business analysts, and by implication OR specialists generally. A recent article in 
a widely-read technology magazine compared the difference between a data scientist 
and a business analyst to that between a medical researcher and a lab technician 
(https://searchenterpriseai.techtarget.com/answer/Data-scientist-vs-business-analyst-
Whats-the-difference). This may be related to perceptions of coding abilities. Although 
many experienced simulation practitioners began their simulation careers coding models 
in simulation languages such as SIMAN and using languages such as FORTRAN for 
file processing, in the light of the development of drag and drop interfaces in such tools 
as Arena, recent users may find it a particular challenge to adapt to the need for coding 
when developing a machine learning algorithm in Matlab, R or Python. This could be a 
reason why this review found that the majority of authors come from a data scientist 
background based in Information Systems and Engineering departments. This coding 
issue, potentially affecting wider credibility and respectability, applies to all analytics 
techniques, not just big data analytics, and to many other areas of OR as well as DES. 
One way of addressing this issue may be to emphasise the need for training of DES 
practitioners in data science techniques (Marshall et al., 2016) and the adoption of a 
multi-disciplinary approach to research and training in the OR community (Taylor, 
2015; Mortenson et al., 2015). An increase in interdisciplinary collaborative work 
between OR specialists and data scientists might serve to improve the perceptions each 
has of the other, but it is a salutary lesson to note that the review found no examples of 
such a collaboration. 
Finally it may be that clients for these tools may lack knowledge of OR 
techniques or even statistics. Thus it may require approaches such as Visual Analytics 
to be used in collaboration with experts from academic institutions or private 
companies. Uriate et al. (2017) emphasise that whilst this can open the door to fruitful 
collaboration between research and practice it is important that the results of a project 
are adapted and presented in a way that meets the needs and backgrounds of the 
decision makers as much as possible. 
Further Work and Research Agenda 
The analysis leading to the framework for using DES with analytics raises a number of 
issues that together form a research agenda. 
Data Interoperability 
Simulation in conjunction with big data analytics techniques will require data 
interoperability which may be achieved through the use of data exchange standards. 
Barlas and Heavey (2016) discuss the high learning curve needed to implement data 
exchange standards correctly, and suggest as a potential future direction of research that 
more guidelines and tutorials be developed for the use of data exchange formats such as 
CMSD. 
Using Simulation to Train and Test Machine Learning Algorithms 
DES in data farming mode can be used to train and test machine learning algorithms 
without any further use in the DES study (Gyulai et al., 2014; Priore et al. 2018). Data 
farming provides a repeatable and reliable environment in which the performance of 
machine learning algorithms can be compared and these studies may even include the 
simulation of poor quality data (Bergmann et al., 2015). Data farming may also be 
useful because even if real data is available it may not be available in the quantity 
required. For example in a factory environment of any complexity when testing a 
robot’s performance it is unlikely that a dataset is available that is large enough to 
contain every possible combination of actions a robot may take. Data farming is also 
particularly relevant to the machine learning technique of reinforcement learning 
(Sutton and Barto, 2018) which involves an autonomous agent which learns to interact 
with its environment via trial and error. Deploying an untrained real system in a trial 
and error approach may be dangerous and so simulation provides a platform in which 
the agent can interact with its environment safely. Thus there is the possibility of further 
research in the use of DES for training and testing algorithms for current systems and 
for systems that do not currently exist. 
Embedding Machine Learning Algorithms in DES 
Bergmann et al. (2017) address the issue of how the decision rules derived by machine 
learning techniques can be used during the simulation run. The approaches suggested 
are to either call an external machine learning tool from the simulation system, or 
transfer or (re-)implement the decision model into the simulation system using its 
modelling and programming facilities. Bergmann et al. (2014) implement the first 
approach using an interface between the simulation and the Matlab Neural-Network 
Toolbox. The second approach is used by Bergmann et al. (2017) who translate a 
decision tree into nested “if- statements” that can be coded into the model. Further 
research is needed to evaluate the use of approaches to embed machine learning 
algorithms in DES. 
Continuous Machine Learning in DES 
It should be noted all the examples found in the review of the use of machine learning 
use previously trained algorithms (trained using big data or data farming) to facilitate 
stand-alone DES models. Furthermore in the article by Celik et al. (2010) which uses 
DES in a real-time mode an embedded algorithm is used to detect abnormal sensor 
measurements. Here the algorithm is recalibrated at runtime in response to the data 
stream, but is described as static as its structure does not change dynamically during the 
simulation run (Celik et al., 2010). However Bergmann et al. (2014) do suggest that an 
ANN could be constantly trained in online simulation mode. Further studies are 
required to investigate the use of continuous (constantly trained) machine learning 
during simulation run-time for both stand-alone (offline) and real-time (online) 
applications. 
Digital Twins 
Although significant challenges are apparent in developing Digital Twin applications 
they offer the promise of extending the use of simulation from traditional stand-alone 
system design applications to simulation as a core functionality of systems by means of 
seamless assistance across the entire lifecycle from design, engineering, operations to 
service (Boschert and Rosen, 2016). Tao et al. (2019) present a review of the recent 
rapid growth of Digital Twin applications in industry. 
One requirement for a Digital Twin is the ability for real-time model adaption 
which is considered under the term Dynamic-Data-Driven Application Systems 
(DDDAS). In the model building stage an example of a DDDAS was identified 
implemented using the Arena COTS DES (Celik et al., 2010). The implementation of 
adaptable data-driven models can be achieved through the use of a data-driven 
simulation approach (Goodall et al, 2019). This is primarily achieved by the definition 
of generic model objects with key data passed into the simulation from external files 
(Smith et al., 2018).  
Apart from real-time model adaption, a simulation requirement for a Digital 
Twin is to provide an architecture for the interaction between the physical and simulated 
system which is considered under the term Symbiotic Simulation System (SSS) (Onggo 
et al., 2018). An SSS architecture proposes the use of simulation with BDA and data 
streaming technology.  
In addition there is a need for an architecture to enable fast simulation execution 
speed when enabling a Digital Twin and this is considered under the term Distributed 
Simulation (DS) which uses parallel and distributed computing techniques and multiple 
computers to allow the processing of large-scale big simulations and the processing of 
associated outputs (Taylor, 2019). In terms of implementation using a COTS DES, Jain 
et al. (2017) state that the High Level Architecture (HLA) (Kuhl et al., 1999) standard 
for distributed simulation, updated for web services support (IEEE, 2010) and the 
standard for COTS Simulation Package Interoperability (SISO, 2010) are developments 
that have significantly facilitated the use of distributed simulation arrangements. 
Examples of cloud platforms that can facilitate rapid simulation execution include 
COTS DES packages such as Simio (https://www.simio.com/software/simio-portal.php) 
which uses the Microsoft Azure platform and Anylogic 
(https://www.anylogic.com/features/cloud/) which uses the Amazon Web Services 
platform. Taylor et al. (2009) discuss interoperability between models using identical 
COTS simulation packages and between models using different COTS simulation 
packages.  
Further applied case studies are required to evaluate the use of DES and BDA in 
Digital Twin implementations. 
 
Simulation Experimental Design 
In terms of the experimentation stage, analytics techniques which can be incorporated 
into DES methodology include data mining and visual analytics. Here one example of 
data mining is concerned with the analysis of the results of a DES optimisation (Uriarte, 
2017). Over the last decade there has been substantial growth in the use of optimisation 
in DES (Hoad et al., 2015); further research in this area will assist in leveraging the 
capability of big data analytics in developing and refining optimisation methods for 
DES. Examples of visual analytics found by the review (Feldkamp et al., 2015; 2016; 
2017a; 2017b) point to this being of most relevance to large scale simulation 
experimentation studies. This finding supports previous studies that have called for 
further research into the use of visualisation techniques across the breadth of OR/MS 
methods (Mortenson et al., 2015). 
Generation of the Process Map using Process Mining 
The link between the DES process mapping stage and process mining is direct and the 
capability of process mining to generate representative process maps for DES is shown 
in the review (Abohamad, 2017; Lamine, 2015; Zhou, 2014). Process mining offers the 
promise of fast construction of representations of complex processes incorporating 
activities that may not be captured by traditional manual development of the DES 
process map (Lamine et al., 2015). However process mining does not generally generate 
a usable process map directly from the event logs but uses a variety of analytics 
techniques such as inductive mining for abstraction, dealing with issues such as noisy 
and incomplete data. Also current approaches to event log abstraction try to abstract 
events in an automated way that does not capture the required domain knowledge to fit 
business activities (Baier et al., 2014). Thus process mining does not necessarily 
generate process maps that are accurate and in the correct form for a DES study. 
Abohamad et al. (2017) suggest that process maps derived using process mining should 
be cross-checked and validated prior to developing simulation models using information 
obtained from interviews and process documentation. Thus there are research questions 
around the validation of DES models when using the data-driven abstraction methods of 
process mining. 
Input Modelling using Machine Learning 
Rabe and Scheidler (2014) propose the merging of data mining with standard simulation 
input modelling in order to increase the accuracy of DES input. Here an addition to 
input modelling in simulation methodology is presented in terms of the use of data 
mining (Ceglowski et al., 2007) and machine learning (Glowacka et al., 2009; 
Bergmann et al., 2014; 2015; 2017) to generate decision rules. The main issue for 
simulation methodology here is ensuring model validity. The logic of rules developed 
using techniques such as ARM can be inspected, but those using black-box analytics 
techniques (such as ANN or other deep learning approaches) cannot.  
Integrating BDA capabilities into a COTS DES 
The integration of BDA capabilities into a COTS DES would help facilitate the 
increased use of the combination in future applications by reducing the technical 
expertise required to interface DES and BDA. A barrier to this may be the number of 
BDA libraries available and the need to carefully match the BDA library to the 
particular needs of the simulation study. In terms of current approaches to combining 
DES and BDA the main approach is to use the library-based application programming 
interfaces (APIs) provided in COTS DES packages. For example the review found the 
use of the C interface of the Tecnomatix Plant Simulation to access the functions of 
MatLab (Bergmann et al., 2017). The COTS DES Simio offers Visual C# user 
extensions in areas such user defined model selection rules. AnyLogic offers Java user 
extensions that can make use of Java-based libraries such as Deeplearning4j 
(https://deeplearning4j.org/). This approach does require coding ability so there is 
further work in embedding BDA capabilities using the current facilities of COTS DES 
software packages. 
Limitations 
In terms of limitations this article is based on a literature review method; although every 
effort was made to include all publications relevant to the topic of enhancing DES with 
big data analytics, some articles may not have been captured, especially those written in 
languages other than English. Furthermore, the process of evaluation and interpretation 
of the articles is reliant on the academic judgement of the author team. 
Conclusion 
This article provides an examination of the use of DES in the context of the main areas 
of big data analytics: data mining, machine learning, process mining, visual analytics 
and data farming. It is clear that the use of these techniques can lead to benefits for 
DES. The use of process mining offers the promise of providing a means of capturing 
complex processes which have formerly been simplified out of the model. In addition 
the use of data mining and machine learning can supplement the input modelling, model 
building and experimentation stages of the DES methodology. Furthermore DES can be 
used to generate synthetic data for training and testing machine learning algorithms and 
for data visualisation studies. These combinations represent two new categories of using 
simulation and analytics of data-driven simulation creating a digital reality and model-
driven analytics creating a farmed reality. Achieving these benefits requires progress on 
a research agenda around the integration of data-driven and model-driven methods that 
ensures valid DES models. It also requires DES practitioners with an operational 
research background to extend their capabilities into the areas of the data scientist - or to 
team up with data scientists - to avail themselves of these opportunities. 
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