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Abstract 
The occurrence of a Hopf bifurcation in a free boundary problem for a parabolic partial differential equation is 
investigated. The bifurcation parameter r is contained in the equation which describes the evolution of the free 
boundary. The problem investigated in this paper arises as the singular limit of a system of reaction-diffusion 
equations with McKean reaction dynamics. Numerical evidence is examined, which shows the emergence of periodic 
steady states for small positive values of r. A regularization of the problem is introduced, making it possible to deal 
with the Heaviside discontinuity in the reaction term, and well-posedness of the free boundary problem is obtained 
by application of results from the theory of nonlinear evolution equations to the regularized problem. It is then 
shown that a pair of complex eigenvalues of the linearized problem crosses the imaginary axis as r + 0, and the 
existence of a Hopf bifurcation is proved, using an implicit function theorem argument. 
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1. Introduction 
In this paper we investigate a Hopf bifurcation in a free boundary problem (more precisely, a 
free interface problem) for a parabolic partial differential equation. We are dealing with the 
following problem: 
I 
v,=Dv -c”v+H(x-s(t)), for (x, t)Efl-UR+, 
z&(0, t;lo=v,(l, t), for t>O, 
u(x, 0) = &j(x), for OG<x< 1, 
! $ = C(V(~(~>, t)), for t>O, s(O) = so, 
(1) 
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Fig. 1. The (x, t)-domain for problem (1). 
where, in addition, U(X, t) and u,(x, t) are assumed continuous in R (this last requirement 
imposes a kind of boundary condition at the interface). Here H(y) is the Heaviside function, 
L! = (0, 1) x (0, 001, a-= ((x, t) EL?: 0 <X <s(t)] and R+= {(x, t) E R: s(t) <X < 1) (see Fig. 
1). 
This problem has its origins in some work of Fife [2,3] on 
of internal layers in reaction-diffusion equations. The free 
of work done by Mimura, Nishiura and their coworkers 
starting point a system of two reaction-diffusion equations 
E7U, = E2U,, +f(u, U), uI=4,+g(u, u), 
depending on two small parameters E and r. Here u and u 
asymptotic analysis of the dynamics 
boundary problem is an outgrowth 
[5,8-lo]. These authors take as a 
(2) 
measure the levels of two diffusing 
quantities. The functions u and u are assumed to satisfy Neumann boundary conditions at 
x = 0, 1. The functions f and g are assumed to be of bistable type, i.e., the equation f = 0 
determines u as a triple-valued function of u and the curves defined by f = 0, g = 0 have three 
points of intersection, which determine all of the interactions between u and U. The term 
bistable refers to the fact that these points of intersection correspond to equilibria of the 
system (21, two of which are stable, the third unstable. The situation is illustrated in Fig. 2. In 
the figure the stable equilibria are denoted by (u,‘, ~$1, the unstable equilibrium is denoted by 
<u;, u;>. 
When E and T are chosen to be very small, system (2) models a situation in which the 
quantity measured by u reacts much faster than that measured by u (r small), while at the 
same time u diffuses slower than u (E small). The principal interest in systems like (2) comes 
from the fact that there exist families of stationary solutions parametrized by E, which approach 
discontinuous functions of x as E -+ 0. When E is small, the stationary solution, being smooth, 
exhibits an abrupt but continuously differentiable transition at the location of the limiting 
discontinuity. The transition takes place in an x-interval of length O(E). An x-interval, in which 
such an abrupt change takes place, is loosely called a layer - a boundary layer when it is 
adjacent to an endpoint of the interval or an internal layer when it is in the interior of the 
interval. 
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Fig. 2. Null-clines f = 0 and g = 0 for the bistable system (2). 
In 1981, Mimura et al. [8] proved the existence of nontrivial internal layer solutions to the 
stationary (time-independent) problem associated with (2). The question of the stability of 
these stationary layer solutions when E is small was later dealt with in a pair of papers; one [9] 
for the case where 7 is large and the solution is asymptotically stable and the second [lo] for 
the case where G- is small and there is a breakdown in the stability of the stationary solutions as 
r approaches 0. In the latter paper, a particularly dramatic phenomenon occurs as the 
stationary solutions lose stability. The loss of stability results from a Hopf bifurcation and 
produces a kind of periodic oscillation in the location of the internal layers. (The amplitudes of 
the solutions also undergo a somewhat less pronounced periodic oscillation.) These periodic 
solutions are called “breathers” or “breathing solutions” because of the nature of the 
oscillation in the position of the internal layer. 
In this paper, we are interested in the singular limit E JO of the system (2). In this case, an 
analysis of the layer solutions suggests that the layer of width O(E) converges to an interfacial 
curve x = s(t) in the (n, t&space as E JO. An analysis of the dynamics of this process has been 
shown (see, for example, [S,lOl) to lead a free boundary problem consisting of the initial- 
boundary value problem 
‘l;t*=DL:,‘,+g(h+(u), u), for (x, t) Go*, 
U,(O, t) = 0 = U,‘(l, t), for t>O, 
( U-(s(t), t) = u+(s(t), t), for t > 0, 
~;(.s(t), t) = uT(s(t), t), for t > 0, 
U +(X, 0) = U”(X), 
together with an initial-value problem for the interface 
ds 1 
- = ;C(U(S(t), t)), 
dt 
t > 0, S(0) =sO. 
(3) 
(4) 
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Here a-, on+ have the same meaning introduced earlier in problem (1). The function C(u) in 
(41, which specifies the evolution of the interface s(t), is determined from the first equation in 
(2) using asymptotic techniques. Details in the derivation of (3) and (4) from (2) can be found in 
[2,6,101. 
In [5], Hilhorst et al. have investigated the well-posedness of problem (3), (4) and they give 
an analysis of problems which arise in the large diffusion (D t ccl> limit. In the paper, the 
authors make use of a fixed-point argument to prove results on the existence and uniqueness of 
solutions. The main result is that the problem has a unique solution on a maximal time interval 
[O, T*] and that either T” = 00 or T* < 0~) and the interfacial curve s(t) hits one of the 
boundary points at t = T*. 
In the present work, we establish the occurrence of a Hopf bifurcation as 7 JO in the free 
boundary problem (31, (4). This free boundary problem comes from the problem (21, which has 
a Hopf bifurcation, and there is a strong case based on numerical evidence that (31, (4) also 
experiences a Hopf bifurcation. To see this, consider the case where the reaction terms f and g 
are of the type investigated by McKean [7], namely 
f(u, u) =H(” -u) --u -u, g(u, u) = u - YU, 
where H(y) is the Heaviside function. For this choice, the velocity of the interface c(u) can be 
calculated explicitly as 
2(” +a) - 1 
c(9= J(1 -u-a)(u+a) * 
The corresponding picture of the null-clines with y = 1 and a = f is illustrated in Fig. 3. 
Using these reaction terms and parameters D = 1, c2 = 2, a = i and y = 1, we have carried 
out a series of numerical experiments to illustrate the evolution of the free boundary. Graphs 
of the (x, t)-domain of the solution along with a graph of s(t), for three values of T, are given 
Fig. 3. Reaction terms of McKean [7]. 
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Fig. 4. (left) 7 = 1.5; (right) T = 0.5. 
in Figs. 4 and 5. With the parameter values given above, the free boundary problem (1) has a 
stationary solution (u*(x), s”) with s” = i for all T (illustrated by the dashed line in the center 
of each of the figures). In each of the simulations, the initial function u0 was taken to be 
U,(X) = +.X. 
Fig. 4 (left) shows that for T = 1.5, the interfacial curve s(t) returns after a short excursion to 
the equilibrium value s(t) = 3. In Fig. 4 (right) with T = 0.5, the free boundary s(t) undergoes a 
damped oscillation about the steady state. In both of these figures, the initial value sa of free 
boundary was taken to be 0.7. 
Fig. 5 corresponds to T = 0.17 and shows the evolution of s(t) toward a periodic steady state. 
In Fig. 5 (left), starting with the initial condition s0 = 0.51, the curve s(t) spirals outward 
toward a periodic curve and in Fig. 5 (right) with initial condition s0 = 0.7, the curve s(t) spirals 
inward toward a similar periodic curve. 
2 = 0.5 
10.0 
t 
O_ 
Fig. 5. T = 0.17. 
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Based on the results of these numerical approximations, the following picture of the behavior 
of the free boundary problem as a function of the parameter T emerges. For large values of 7, 
the equilibrium solution with s(t) = 0.5 is stable and solutions to (1) tend to this equilibrium as 
t + ~0. As 7 decreases, the stability begins to weaken and the convergence of solutions to (1) to 
the equilibrium solution takes on the form of damped oscillations. At a critical value of 7, the 
equilibrium solution loses stability and a branch of stable periodic solutions appears - a Hopf 
bifurcation. These periodic solutions increase in amplitude as 7 is further decreased. This 
suggests a subcritical bifurcation in the sense that there exists a critical TV such that the steady 
state is stable for 7 > 7, and unstable for 7 < TV, and that 7, is a bifurcation point for a stable 
branch of periodic orbits which turns in the direction 7 < 7,. 
In this paper, we will establish the existence of the Hopf bifurcation described above by an 
application of the implicit function theorem along the lines of the results in [l]. In order to 
apply the implicit function theorem, we require more regularity of the solution than that 
obtained in [5]. Our approach to the problem of well-posedness and to the Hopf bifurcation is 
to write (1) in the form of an abstract evolution equation on a Banach space X which is the 
product of a function space and an interval of real numbers. Once we have done this, we are 
able to apply standard results from the theory of nonlinear evolution equations (see, for 
instance, [4]) to show well-posedness of the problem and, more importantly, give an analysis of 
the Hopf bifurcation. 
Before we proceed to the main results of the paper, we first point out a particular problem 
which arises in the formulation of (1) as an abstract evolution equation. Briefly stated, the idea 
is to write (1) in the form 
d(u, s) 
~ +A(u, s) =F(u, s), 
dt GJY m9 = M-L %>7 
of a differential equation in a Banach space X of the form X=X X J, where X is a space of 
functions and J is a real interval. For the problem (1) this could be done, for instance, by 
identifying the operator A, represented in matrix form, as 
I 
d2 
\ 
A:= --Ddx,+c2 0 
0 0, 
and the nonlinear operator F by 
‘F&c t>, s(t)) \ ’ w -s(t)) ’ 
F(u, s) = 
F&4., t), S(t)) := 
\ I \ 
;c(u(s(t), t)) * 
I 
The Neumann boundary conditions are incorporated in the definition of the Banach space X. 
The difficulty comes from the fact that the nonlinear forcing term F(u, s) contains a 
Heaviside function in its first component. The combination of this jump discontinuity and the 
nature of the dependence of u on s in the second component of F makes it impossible to find 
a function space of the form X = L,, 1 G p G 03, such that F satisfies a Lipschitz condition on 
Xcxx R. 
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In Section 2, a change of variables is given which regularizes problem (1) in such a way that 
results from the theory of nonlinear evolution equations can be applied. In this way, we give an 
alternative proof of well-posedness and obtain enough regularity of the solution for an analysis 
of the bifurcation, In Section 3, we show that as Q- decreases, a Hopf bifurcation occurs at a 
critical value of 7,. Because of the special nature of the regularization techniques, our results 
are limited, at present, to the case of McKean reaction dynamics. Also, we will not be able to 
establish differentiability of the bifurcating solution branch in the bifurcation point, which in 
turn forbids a straightforward application of a theorem on exchange of stability, though it 
seems like a generalized version of such a theorem should be applicable here (see numerical 
results). The final section of the paper contains a brief description of the numerical algorithm 
used to generate the figures used in the paper. 
2. Regularization, existence, uniqueness and dependence on initial conditions 
Motivated by the previous section, we now examine a free boundary value problem depend- 
ing on a parameter p E R of the form 
I 
u, +Au =H(x -s), x E (0, l>\{~), t > 0, 
(F) s’(t) = /-@(S(t), f)), t > 0, 
U(X, 0) = U,,(X), s(0) =sc,. 
Here A is the operator Au = -L/‘,, + c2u together with Neumann boundary conditions u,(O) = 
u,(l) = 0. Note that by a resealing of t in (l), we can always achieve that D = 1. For the 
purposes of the results in this section, A can also be any other invertible second-order 
operator. On the function C, we assume that 
c: Ic Open -+ R is continuously differentiable. 
For the application of semigroup theory to (F), we choose the space 
X:= &((O, l)), with norm 11.]12. 
Definition 1. We call (L’, s) a solution of (F), if it satisfies the following natural properties. 
There exists T > 0 such that U(X, t) is defined for (x, t) E [0, l] x [0, T), s(t) E (0, 1) and 
u(s(t), t) E I for t E [0, T), 
(a) c(., t) E C’([O, 11) for t > 0 with ~~(0, t) = ~~(1, t> = 0, 
(bl s E C”([O, T)) n C’((O, T)) with s(O) = s(, E (0, l), 
(c) (Au)(x, t> and u,(x, t) exist for x E (0, l>\{S(t)} and t E (0, T), 
(d) t ++ u(., t> E C”([O, T), X) with u(., 0) = u,, EX, and 
(e> u and s solve the differential equation for t E (0, T) and x E (0, 1) \ (s( t)). 
As a first step we obtain more regularity for the solution by semigroup methods, considering 
A as a densely defined operator 
! 
A: D(A) cdenseX+X> 
D(A) := {u EH*,*((O, 1)): u,(O) = u,(l) = 0). 
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For fixed s satisfying Definition 1, the map t t--, H(. - s(t)) is locally Holder-continuous into X 
on (0, T), so by standard results for parabolic problems (see, e.g., [4]), we obtain from the first 
equation in (F) that the following regularity holds for u. 
Proposition 2. of (u, s) is a solution of (F), then UC *, t) ED(A) and the mw tc, ~('7 t) is in 
cO([o, 59, 23 n MO, 0, 23. 
An existence proof for (F) can be obtained along these lines (see [5]), but it is impossible to 
get differential dependence on initial conditions this way, because the right-hand side H(. - s) 
is not regular enough, and it is this differentiability that is needed for an application of the 
Hopf bifurcation theorem. 
To overcome this difficulty, we decompose u in (F) into a part u, which is a solution to a 
more regular problem, and a part g, which is worse but explicitly known in terms of the 
Green’s function G of the operator A. 
Proposition 3. Let G: [0, l]* + R be a Green’s function of the operator A. Define g: [O, 112 + R: 
g(x, S) := I^lG(x, y) dy =A-‘(H(* -s))(x) 
s 
and y : [0, 11 + R: 
Y(S) :=g(s, s). 
Then g(., s> ED(A) f or all s, (3g/k)(x, s> = -G(x, s> is in H’3”((0, 1) X (0, 1)) and y E 
Cm 11). 
Proof. Everything follows from the fact that G is in II”” and C” on either Ix < y] or {x > y], 
and that H( * - s) E L*. •I 
Using these preliminary observations, we decompose a solution (u, S) of (F) into two parts by 
defining 
u(t)(x) := u(x, t) -g(x, s(t)). 
Then, 
u’(t)(x) = u,(x, t) + G(x, s(t))s’(t) 
= -(Au)(x, t) +f+ -s(t)) +G(x, s(t))/-+(+), t)) 
= - W(t))(-4 + 44t)(4t)) + y(s(t)))G(x, s(t)) 
and 
s’(t) = PC(W(W) + YW))). 
This system can be written as an abstract evolution equation with a nonlinear forcing term f 
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defined on the set I&‘:= {(u, S> E C’([O, 11) X (0, 1): U(S) + y(s) E I} c openC1([O, 11) X R! as fol- 
lows: 
f: W+XX R, f(k s> :=f*(u, s)(fr(s), I), 
where 
fr: (0, 1) +X, fr(~)(~) := G(x, s> and f2: W+ Iw, f2(u, S) := C(u(s) + y(s)). 
We denote the space XX [w by ?? and define 
D(A) := D(A) x II& A: D(A) c de”seX+2, A(u, S) := (Au, 0). 
The initial-value problem for (u, S> can then be written as 
(R) $(k s) +A@, s) =/Jf(u, s>, (% s)(O) = (u(O), s(O)) = (%I, so>. 
The advantage of (R) over (F) is that the right-hand side of (R) is one step more regular than 
that of (F), since it involves G(x, S> instead of H(x - s). More precisely, we can show the 
following lemma. 
Lemma 4. The functions f 1 : (0, 1) + X, f2 : W + R and f : W + d are continuously differentiable 
with derivatives given by 
f;(S) = $(.> s>, 
Df*(u, s)(C, q = C’(u(.s) + y(s))(u’(s).C+ y’(s)%?+ ii(s)), 
Of@, s)(k s^> =f2( u, s)(fi(s), 0); + Df2(4 s)(k s^)(f&+ 1). 
Proof. (a) fl: The function (aG/ay)(x, S) exists for x #s and is bounded independent of s as a 
function of x in L2((0, 1)). Moreover, it is continuous almost everywhere in [O, 11 X [O, 11. 
Lebesgue’s theorem then implies that f, is continuously differentiable. 
(b) f2: For f2 one mainly has to differentiate the function 
r: C’[O, l] x (0, 1) --, [w, T(U, S) :=u(s). 
For perturbations 2, s^ of u, S, there exists, by the mean value theorem, a 13 E (0, 1) such that 
T(u+ci, s+s^)-qu, S)-u’(s)s^-G(s)= ( u S+~)+qS+q-u(S)-u’(S)&qS) 
=sI(u’(s + 0;) -u’(s)) + l;‘(S + 8;); 
:=I+, s”) 
and 
As a result, r is differentiable with derivative given by 
DT(u, S)(ii, s^) = u’(s)s^ + 2(S). 
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Furthermore, since 11 DT(u,, sl) - DT(u,, s2) 1) G 11 u1 - u2 IIcl + ) s1 - s2 1, the mapping (u, s> 
HDT(u, s> is continuous. 
From the relation f2(u, S) = C(T(u, S) + y(s)) we obtain that f2 is continuously differen- 
tiable with derivative 
D&(u, s)(ci, s^) = C’(Z+, s) + Y(S))(DZ(U, S)(k s^> + Y’(S)s^), 
which was to be shown. 
Therefore, by the product rule, the derivative of f can be calculated as indicated, and, 
moreover, Of is continuous. 0 
We can now apply semigroup theory to (R) using domains of fractional powers (Y E 10, 11 of 
A and 2: 
X” := D( A”), + := Z++), X”=X”XR. 
For this we need to find an cy E (0, 1) such that X* c C’([O, ll), because then f : W n J? + ;k; 
is continuously differentiable [4, Theorem 1.6.11, for example, ensures that this is the case for 
(Y > f. Standard applications of theorems for existence, uniqueness and dependence on initial 
conditions (cf. [4]) together with the starting regularity of solutions to (F) (Proposition 2) as well 
as the regularity of the functions g and y (Proposition 3) then give the following result. 
Theorem 5. (i) For any 1 > a > i, (ZQ, so) E W’n2?” and p E R, there exists a unique solution 
(u, s)(t) = (4 s)(t; ug, so, P) 
of (R). The solution operator 
(u0 7 so, p) - (4 s)(t; uo, so7 P) 
is continuously differentiable from 2? X [w into J?’ for t > 0. The functions 
U(X, t) :=u(t)(x) +g(x, s(t)) 
and s then satisfy (F) with UC *, 0) E X”, u(so, 0) E I. 
(ii) Zf (u, s) is a solution of (F) f or some p E R with initial condition u. E X”, 1 > (Y > :, so E 
(0, l), vo(so) E I, then (uo, s,,) := (u. - g(. , x0), so> EJ@ f~ Wand 
(u(-, q, s(t)) = (4 s)(t; uo, so, P) + (g(., s(t))7 O)> 
where (u, s>(t; uo, so, p) is the unique solution of (RI. 
(iii) For any 1 > (Y > $, p E [w, (ug, so) E U := ((0, s) E X” x (0, 1): u(s) E I} the problem (F) 
has a unique solution 
(u(x, t), s(t)) = (k s>(x, t; uo> so, l-4. 
Additionally, the mapping 
(uo7 so, P) c, (u, s>(., t; uo, so, P) 
is continuously differentiable from X” X R2 into X” X FL 
Remark 6. It seems to be difficult to extend this approach for existence and uniqueness to a 
larger class of initial conditions. If we want the operator f to be locally Lipschitz continuous in 
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(u, s), then, since it involves the map T(u, sl = U(S), we necessarily have to take a definition 
set with u E C”,‘((O, 1)). In terms of the problem of finding the right exponent (Y for _J? there 
is no difference between C’ and Co,‘. 
3. Stationary solutions and Hopf bifurcation 
We now assume the special forms for A and C which result from the bistable system with 
the McKean reaction mechanism 
Au := = -u,, + c=u, c > 0, 
C:Z+R, I=(-a, l-a), O<a<l, C(y):= 1 
2a+2r-1 
4 J(u +r)(1 -a 9) ’ 
which corresponds to choosing p = 4/r as a new parameter. With this choice, the function 
y(s) = /,‘G(s, y) dy then becomes 
Y(S) = $ l- 
sinh(c(2.s - 1)) 
sinh c ’ 
and we have 
y’(s) < 0, y(0) = $7 Y(l) = 0. (5) 
The stationary problem, corresponding to (R), is given by 
Au* = P&(u*, ~*)fi(s*), 0 =/J./+*, s*>, 
for (u*, s*) E D( A> n IV. For p # 0 this system is equivalent to the pair of equations 
U *_ -0, c(y(s*)) = 0. 
We thus obtain the following proposition. 
(6) 
Proposition 7. Zf 0 < 3 - a < l/c=, then (R) has a unique stationary solution (0, s*> for all 
p # 0 with s” E (0, 1). The linearization offat (0, s*> is 
Df(0, s”)(&, s^) = @(s*) + r’(s*)s^)(f,(s*), 1). 
The pair (0, s”) corresponds to a unique steady state (u*, s”) of (F) for p # 0 with 
U*(x) =g(x, s*). 
Proof. Since C(r) = 0 iff r = 3 - a, (6) is solvable with s” E (0, 1) iff (see (5)) y(0) > 3 - a > y(l), 
which means l/c2 > i - a > 0. 
The formula for 0~70, s*> follows from Lemma 4 and the relation C’( i - a) = 1. The 
corresponding steady state (u*, s*> for (Fl is obtained using Theorem 5. q 
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We next want to show that there is a Hopf bifurcation from the curve p * (0, s”) of steady 
states, and we therefore introduce the following definition. 
Definition 8. Under the assumptions of Proposition 7, define 
B E IQ?“, 8): 
B := Df(0, s”). 
We then define (0, s*, p*) to be a Hopf point for (RI if and only 
Cl-curve 
(for 1 2 (Y > f) the operator 
if there exists an Em > 0 and a 
(Yc denotes the complexification of the real space Y) of eigendata for -A’ + PB with 
(8 ( -A + PB)(~(P)) = Am, (-A + ,~B)($(E_L)) = h(CL)m; 
(ii) A(,LL*) = ip with p > 0; 
(iii) Re A # 0 for all A E a( -A’ + p*B) \ { f ip}; 
(iv) Re A’(p*) f 0 (transversality). 
A Hopf point (0, s*, p*) is the origin of a CO-curve of initial conditions (uo, so> for nontrivial 
periodic solutions. This basically follows from a theorem in [l], but the proof requires a little 
reinvestigation, for the theorem is only stated for C2-nonlinearities f and then yields a 
Cl-curve of bifurcating periodic orbits. Since we are unable to meet the C* requirement, we 
indicate briefly how to modify the proof, using an implicit function theorem that only requires 
differentiability with respect to one part of the arguments. 
Theorem 9 (Hopf bifurcation). Assume (0, s’, ,u*> is a Hopf point for 03). Then there exists 
cl > 0 and a CO-curve 
E E (-El, q) c, (u&)7 so(E), P(E), /J(E)) ET+ x lQ+x F 
such that 
(4 s)( - ; %(E)> SO(E), I-+>) 
is a periodic solution of (R) with (primitive) period p(e). 
Moreover, u,(O) = 0, s,(O) = s*, p(O) = 2~/@, ~(0) = p* and 
lim (Uo(4 SO@) -s*j = Re 4(p*) 
e-0 E 
Proof. We follow the argument of [l]. By a resealing, we can first assume that p = 2~. Then by 
a second resealing involving the unknown period p of the bifurcating orbits, we can restrict 
ourselves to finding one-periodic solutions. 
Define C,(??) to be the space of continuous functions from [w to J? with period 1, and 
C,(g*) as the space of continuous functions h : [0, 11 --+ xa with h(0) = 0. Without loss of 
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generality, we can assume f has been extended to all of _@. We abbreviate (u, S) EJ? as ~2. 
Define then F : C,(J?) x R+X R + Cocka> by the equation 
F(fi, p, p)(t) := i;(t) - e -ptAfi(0) -p&3 -p(t-T)Af((O, s*) + ii(~)) dr. 
0 
Solving F(ii, p, p) = 0 is equivalent to finding a p-periodic solution to (R) for the parameter 
P* 
The kernel of the operator D,F(O, 1, p*) is spanned by ($1, tiL21 with 
$r( t) = e(-A+p*B)f Re 4(p*), 4,(t) = c (-A+P*IL*BV Im 4@*)* 
If I/ is chosen such that C,(%*) = span{+,, I,!Q) @ I/ and the operator G : [w X VX [WfX [w + 
C&T@) is defined by 
G(E, L;, P, P) := 
lF(~($I + :), P, P), E + 0, 
E 
D,F(O, P, /A)(& + c)> E =O, 
then G(0, 0, 1, p*> = 0, and by the same argument as in [l], the transversality condition implies 
that 
D- cu, p, PjG(O, 0, 1, F*) is an isomorphism. 
(Note that G(0, . , . , -> is C’.) An implicit function theorem which yields Co-curves of 
solutions is, e.g., formulated in [ll, p.1701. We want to obtain a solution curve parametrized by 
E, and therefore have to check that 
and 
The 
G is continuous, (7) 
that the mapping 
(~9 c> P, 1-4 -DC,, ,,, Pj G(E, 5, p, II) is continuous. (8) 
continuity condition (7) follows from Df being continuous. For (81, we observe that 
D,G(E, fi, p, /J)G = 
D,F(+, + c), P, P)& E + 0, 
D,F(O, P, ,+A E = 0, 
so D,G is continuous since Df is. For D,, we have 
D,D,F(O, P, P)(+I + G), 6 = 0, 
which is continuous since D,D,F = D,D,F is. By a similar argument, DPG is continuous. 
As a result, by the implicit function theorem, there is a Co-curve E ++ ($E), P(E), P(E)) such 
that G(E, c1(~), p(c), P(E)) = 0 with $0) = 0, p(O) = 1 and ~(0) = p*. This translates into a 
curve E c* (Us, So, p(e), P(E)) which has the required properties via the definition 
(%(E), Q(E)) := (0, s*> +41(0) ++)(0). 
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Note that the main reason why this proof works is that D,F can be differentiated again with 
respect to E_L and p. q 
We next have to check (R) for Hopf points. For this we have to solve the eigenvalue problem 
-A(u, s) +/.LuB(u, s) =A@, s), 
which by Proposition 7 is equivalent to 
(A + A)u = E_L(~‘(s*)s + +*))G(* , s”), As = p(y’(s*) + u(s*)). (9) 
As a first result, we obtain that it suffices to find a unique, purely imaginary eigenvalue 
A = ip of (9) with p > 0 for some p* in order for (0, s*, p*) to be a Hopf point. 
Theorem 10. Assume that for p* E R! \ { 0) the operator --A’ + p*B has a unique pair { kip} of 
purely imaginary eigenvalues. Then (0, s*, p*> is a Hopf point for (R). 
Proof. Without loss of generality, let p > 0, and let +* be the (normalized) eigenfunction of 
-A’+ p*B with eigenvalue ip. We have to show that (+*, ip> can be extended to a C’-curve 
,u ++ (4(p), A(p)) of eigendata for --A’+ PB with A’(p*) # 0. 
For this let $* = ($,,, so> E D(A) x R. First, we see that s0 # 0, for otherwise, by (91, 
(A + ip)$O = ipsOG(., s*> = 0, which is not possible because A is symmetric. So without loss 
of generality, let s0 = 1. Then by (9), E($,, ip, p*) = 0, where 
E(u, A, /.Q := ((A + A)u - j+‘(s*) + +*))G( *, s*), A - /@(s*) + u(s*))). 
The equation Ecu, A, ~1 = 0 is equivalent to A being an eigenvalue of -A’+ p.B with 
eigenfunction (u, 1). We want to apply the implicit function theorem to E, and therefore have 
to check that E is C’ and that 
D cu,hjE(+,,, i/3, pO) E L( D( A), X @, Xc X C) is an isomorphism. 
Now it is easy to see that 
(10) 
D,E(u, A, ,+2 = ((A + A)ii - j_+*)G( ., s*), -jL+*)), 
D,E(u, A, p)Ah =i(u, l), 
D,E(u, A, p)fi = -,+‘(s*) + +*))(G( a, s*>, 1). 
so E is C’. In addition, the mapping 
D cU, AjE($O, ip, p*)(ci, i) = ((A + ip)i; - p*fi(s*)G( *, s”) + /i$o, -p*ii(s*) + h”) 
is a compact perturbation of the mapping 
(C;, i) c) ((A + ip)fi, h”), 
(11) 
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which is invertible. As a consequence, D (‘, “)E($,, i/3, p*) is a Fredholm operator of index 0. 
Thus to verify (lo), it suffices to show that the system 
(A + ip)i; + /~I,!J” = p*Ci(s*)G( *, s*), i = p*qs*) (12) 
,. 
necessarily implies that fi = 0, A = 0. Thus let (a, /i> be a solution of (121, and define 
$r, := (cl0 - G(. , s”). Then, 
(A + ip)i; + h^+,, = 0. (13) 
On the other hand, since tiO solves (9) with h = ip and s = 1, we have 
i@G( *, s*) =A$, + ipeO = A$,, + 6,* + iPG(. , s”) 
in the weak sense. Here 6, is the delta distribution centered at s. So +I is a solution to the 
equation 
(A + ip)+r = -a,,, (14) 
and 
ip = p*(r’(s*) + $a(~*)) = p*(y’(s*) + $1(~*) + G(s*, s”)). 
Eq. (14) implies that 
(15) 
-ILl(s*)=j11A1/2~l~2+il[jj^gl~~l~2, 
0 
so that 
Now y’(s*) and G(s*, s*) in (15) are real-valued; therefore, since /3 # 0, 
IL*/nllg, I2 = 1. (16) 
From (14) we can then calculate %s*) as /,‘$,(A + i/3>; = -i;(s*), which together with (131, 
(14) and (16) implies that 
As a result, 
q/,il+,I’-~~) =o> 
which implies h^ = 0, for otherwise Im @I = Im $0 = 0, which is a contradiction. So we conclude 
that h^ = 0, and with this that also ci = 0. 
We have thus shown (lo), and therefore get a Cl-curve p ++ (4(p), A(E_L)) of eigendata such 
that +( p*) = 4* and A(p*) = i/3. It remains to be shown that Re A’(,u*) # 0. Let +(F) = 
(+(p), 1). Implicit differentiation of E(r,!~(p.), A(p), ~1 = 0 (see (11)) implies that 
D cp,A++,,7 0% ~*)(IcI’(ti*), X(P*)) = (Y’(s*) ++‘(P*)(s*MG(-, s*), 1). 
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This means that the function ii := $‘<p*> and i := A’I(p*) satisfy the equations 
(A + ip)fi - p*Ci(.s*)G( a, s*) + h”$, = (y’(s*) + ;(s*))G(. , s*) 
and 
/L*i;(.s*) + h^ = y’(s*) + ii( 
Putting (18) into (17) and using I,!J~ := $a - G( *, s*), as before, we obtain 
(A + ip)i; + ~^I+!J, = 0
and from here with (14) that 
(17) 
(18) 
where we have used (16) for the last step. We thus get h^ = ,u*zXs*) and via (18) that 
h^=ReA^= -p*y’(s*)#O. 0 
Remark 11. In fact (16) shows that a Hopf point necessarily has to occur where p* > 0, the 
reasonable case for our model. From y’(s*) < 0, we conclude then that Re A’(p*) = -p*-y’(s*) 
> 0, so the steady state loses stability as I_L increases beyond p*. 
As a final result we will now show that, whenever (R) admits a stationary solution, there is a 
unique p* > 0 such that (0, s*, p*> is a Hopf point, thus p* is the origin of a branch of 
nontrivial periodic orbits. To do this, we have only to show that the function (u, p, p) * 
E(u, i/3, ~1 has a unique zero with p > 0 and p > 0. This means solving the system 
(A + ip)u = p(y’(s*) + u(s*))G( a, s*), ip = p(y’(s*) + u(s*)). 
As before, with u := u - G( -, s*>, this system is equivalent to the weak system of equations 
(A + ip)u = -6,,, ip = p(y’(s*) + G(s*, s”) + u(s*)). (19) 
(Actually, this is just the eigenvalue problem for the formal linearization of(F) about (u*, ~“1.1 
Now the first equation in (19) has, for fixed p 2 0, the unique solution u = - GJ., s*), 
where Gp is the Green’s function for the operator A + ip. We are thus left with having to solve 
the complex-valued equation 
$3 =p(y’(s*) + G(s*, s*) - Gp(s*, s*)). 
Since y’(s*) + G(s*, s”) is real-valued, this is equivalent to the real-valued system 
y(s*) + G(s*, s”) - Re Gp(s*, s*) = 0, 
p Im Gp(s*, s*) +p =O. 
Since (20) does not depend on p, it suffices to find a 
the unique ,u* > 0 can then be calculated using (211, 
everything follows from the following lemma. 
(20) 
(21) 
unique solution p > 0 of (20); from this p 
provided Im GJs*, s*) is negative. Thus, 
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Lemma 12. The expression Re G,&s*, s*) is strictly decreasing in p E R+ with 
Re G,(s*, s*) = G(s*, s*), lim Re G,(s*, s*) = 0, 
P-00 
and Im GJs*, s*> < 0 for any /3 > 0. 
Proof. First we have (A + ip>-’ = (A - ip>(A* +p*)-l, so if L(p) := Re(A + ip>-’ and 
T(P) := Im(A + ip)-‘, then 
L(P) =A@* +p2)-l and T(P) = -p(A* + p”))‘. 
Since (A* + p*)-’ is a positive operator, it follows that -T(P) is positive for p > 0, which 
implies that Im GP(s*, s*)<O. Moreover, L(P)-+A-’ as p+O and L(p)+0 as p +m, 
which results in the corresponding limiting behavior for Re G&S*, s*>. 
Now to show that p e G&S*, s*> is strictly decreasing, define h(P)(x) := GJx, s*) - 
G(x, s”). Then (in the weak sense at first) 
(A + ip)h(p) = -iPG(*, s”). 
As a result h(P) E D(A), and h : R +-+ D(A), is differentiable with ih(P) + (A + ip>h’(p) = 
- iG( *, s” 1; therefore, 
(A + ip)h’(p) = -iGP(., s”). 
We thus get 
-ih’(p)(s*) = i’(A + i/3)2h’(/3)h’(P)(x)dx 
=/( ’ A + iP)h’(P)(A + iP)h’(p)dx 
= ;‘I Ah’(P) I2 - @*I h’(P) I2 dx + 2ip,lAh’(p)h’(P)dx. 
0 0 
It follows that 
Re h’(p)(s*) = -2p~i~A’/*h’(p)/* < 0, 
because Re h’(P) cannot vanish identically, and the lemma is proved. •I 
Now, since y’(s*) < 0 and y’(s*) + G(s*, s”) > 0, the existence of a unique solution (p, /..L*) 
of (20) and (21) with p > 0 and p* > 0 follows by an application of the mean value theorem. 
For given values of c and a, u* can be obtained numerically by applying Newton’s method to 
(20). For the symmetric situation a = i and c* = 2, we have found that 7, = 4/p* = 0.27. 
The following theorem summarizes the things we have proved. 
Theorem 13. Assume that 0 < i - a < 1/c2, so that CR), respectively (F), has a unique stationary 
solution (0, s*>, resp_ectively (v*, s”), for all t_~ > 0. Then there exists a unique t.2 > 0 such that 
the linearization -A + ,u*B has a purely imaginary pair of eigenualues. The point (0, s*, u*) is 
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then a Hopf point for (R) and there exists a Co-curve of nontrivial periodic orbits for (R), (F), 
respectively, bifurcating from (0, s, @ >, (v*, s”, $1, respectively. 
4. Numerics 
In Section 3 we have shown that the problem (F) undergoes a Hopf bifurcation as p + w. In 
this section, we will give a brief outline of the numerical algorithm used to produce the 
simulations of the free boundary problem given in Figs. 4 and 5. The numerical tools used are 
fairly elementary - a combination of Euler’s method and the trapezoidal rule is used to 
advance u and s in the time t direction, together with a finite-difference approximation of the 
two-point boundary value problem for u on each fixed time line. 
From a numerical perspective, the problem consists of approximating the solution to a 
partial differential equation for U, which we write in the form 
V xx =v,+2v-H(x-s), 
coupled with an ordinary differential equation for s, which we write in the form 
(22) 
ds 1 
x-7 
- -c( u(s)>, (23) 
subject to the initial conditions 
+, 0) = q+), s(0) = to, 
and the boundary conditions 
v,(O, t) = 0 = v,(l, t). (24) 
We introduce a grid on the domain [0, 11 x [0, 03) by setting a spatial increment Ax and a 
time increment At and defining xi = j Ax and t, = k At. The index j runs from 0 to nx with 
IZX Ax = 1. The quantities Ax and At remain fixed during the calculation. We denote by ujk 
and sk the numerical approximations to v(xj, tk) and s(t,>, respectively. Naturally vi0 = v,(x,$ 
and so = to. 
Assume now that vjk and sk, which approximate v and s on the time line t, = k At, have 
been calculated. We will now describe how to advance the solution to the next time line. The 
method proceeds in several stages, as follows. 
Stage 1: predictor. An initial apprOXiEKitiOn si+ 1 to sk+l is obtained by applying Euler’s 
method to the differential equation (23) for s in the form 
At 
‘k+l = Sk + -C(vk~s~), 
7 
where u k~sk is an approximation to v(sk, tk), obtained 
interpolation. (This interpolation is necessary because the 
spatial grid lines.) 
from the values of vk by linear 
values of sk will not usually fall on 
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Next an initial approximation u,$+ 1 is obtained from (22) by solving the second-order 
difference equation 
The boundary conditions (24) at x = 0 and x = 1 are approximated by 
‘x(‘, tk+l) = 
‘l,k+l - ‘-l,k+l 
=o and v,(l, tk+l) = 
“n.+l,k+l - vnx-l,k+l 
= 0. 
Ax Ax 
Under these assumptions, the finite-difference equation (25) can be written as a matrix 
equation of the form 
AV=F, 
where I/ is an (nx + 1) x l-dimensional column vector 
‘O,k+ 1 
\ 
‘l,k+l 
v= 
v ns-l,k+l 
\v ns+ l,k+l 
The coefficient matrix A is a tridiagonal matrix of the form 
A= 
b0 CO 
a1 bl Cl 
a ns b ’ c,, ns 
a ns+l b ns+l 
with ai= 1 for i= l,...,nx- 1, anx = 2, bj = -2 - (Axj2(2 + l/At> for i = 0,. . . , nx, and 
ci = 1 for i = 1,. . . , nx - 1, co = 2, and the 12~: + 1 x 1 vector f on the right-hand side is given by 
fi= -(“i+lk+l At+H(Xi-sk+,))(AX)2. 
This tridiagonal system is solved by a numerical implementation of Gaussian elimination 
with partial pivoting. 
Stage 2: corrector. In this corrector stage, an implicit scheme is used to correct the results in 
the predictor stage, in order to improve the accuracy of the approximation. An updated 
. . 
approximation sL+ 1 to sk+ 1 is obtained by applying the trapezoidal rule to the differential 
equation (23) as follows: 
‘k+l p,,) + +k,,>, 
where, again, linear interpolation is used to approximate the value vk(sk), 
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Using this si+ i, corrected approximations uik+ 1 are obtained by solving the difference 
equation (25). This concludes the advance of the solution from time t = t, to t = tk+l. The 
results of this correction step are stored as approximations to u and s for t = t,, I. 
In generating the figures which appear in Section 1, this algorithm was implemented with 
Ax = 0.025 (LX = 399) and At = 0.01. The initial conditions were given by u,(x) = ix. The 
critical value of 7 has been calculated from the equation given in Section 3, using Newton’s 
method, to be approximately 7 = 0.27. The numerical procedures described above give approxi- 
mate values of u and s which are accurate to the order predicted by the size of the time and 
spatial grids. 
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