This study assesses changes in the technical efficiency of commercial banks in Sri Lanka following the end of armed conflict in 2009. The weighted aggregate-efficiency technique, based on a group-wise heterogeneous subsampling bootstrap approach, is employed to compare efficiency levels during the periods 2007-2009 and 2010-2013. This technique allows for heterogeneity in environmental and regulatory conditions between the two periods while assuming homogeneity within each period. Our results reveal that the banking sector experienced a significant efficiency improvement post-conflict even with unprecedented branch expansion. The findings, therefore, controvert the mainstream view that bank efficiency declined with rapid industry expansion. Further, we conclude that geographical expansion of the banking sector is a viable and effective policy tool to achieve broad-based and inclusive growth for emerging economies like Sri Lanka, particularly in a period of post-conflict recovery. 
Introduction
At the end of the 26-year armed conflict between the government and the ethnic Tamil rebels in 2009, Sri Lanka's banking sector recorded a significant expansion in terms of geographical dispersion and number of branches. There were three main reasons for this development: 1) an overall expansion in the economy arising from the peaceful post-conflict domestic environment; 2) the pent-up demand for banking services with the expansion of agricultural land and revival of economic activities in conflict-affected areas; and 3) policies implemented by the Central Bank of Sri Lanka (CBSL) for geographical dispersion of bank branches aimed at improving broad based and inclusive access to finance. Banking sector expansion is generally encouraged by policy makers in developing countries since improvements in geographical coverage of banking services and greater access to finance are vital for 2 achieving broad-based and inclusive economic growth. However, a growing body of literature raises the possibility of a decline in bank efficiency due to "over-branching".
Increased banking costs, particularly with respect to employees and fixed assets, have been identified by some studies as contributing to a decline in banking efficiency subsequent to branch expansion Battese et al. 2000; Berger & De Young 2006; Vu & Turnell 2010) . In addition, informational asymmetries, lack of knowledge of new market conditions, and insufficient assessment of socio-economic conditions have been identified as additional factors dampening banking efficiency with branch expansion (Bhattacharyya et al. 1997; Buch 2003; Das & Ghosh 2006; Bhattacharyya & Pal 2013) . Therefore, an assessment of the efficiency of Sri Lankan banks, particularly the commercial banks which dominate the financial sector, is both timely and pertinent.
From a macroeconomic point of view, it is also crucial for Sri Lanka to achieve the highest possible level of banking efficiency to ensure the sustainability of the high economic growth achieved in the post-conflict era. Policy makers, at the same time, aim to ensure access to finance for people living in regional areas with the objective of eliminating economic disparities, generally identified as a root cause of armed conflict. Typically, there are tensions between policy objectives of achieving broad-based economic growth and raising efficiency in the banking sector. Hence, this study investigates the technical efficiency of the commercial banking sector in Sri Lanka between the period immediately before the end of the armed conflict (2007) (2008) (2009) and after the end of the conflict (2010) (2011) (2012) (2013) , to determine if there is any significant evidence of decreasing banking efficiency caused by the expansion of bank branch networks after 2009. 1 This study employs a weighted aggregate-efficiency framework based on data envelopment analysis (DEA) as introduced by Simar and Zelenyuk (2007) . Weighted aggregateefficiencies are calculated based on the proportional contribution of each bank to output. This technique assumes homogeneity in environmental and regulatory conditions within each period while allowing for heterogeneity between periods (Simar & Zelenyuk 2007 ). DEA does not require a presumed functional form between inputs and output which makes it prone to errors, particularly with small samples. Consequently, a bootstrapping simulation technique is utilised as a remedial measure to alleviate bias in the technical efficiency scores derived from DEA (Simar & Wilson 1998; .
This study contributes to the literature in two major respects. First, it provides an assessment of banking sector efficiency changes in a post-conflict emerging nation that has experienced both high economic growth and rapid branch expansion. Second, it implements the weighted aggregate-efficiency technique, rather than simply averaging performance across banks, which is new to the banking efficiency literature.
The remainder of the paper is structured as follows. Section 2 briefly reviews the literature on banking efficiency and branch expansion. Section 3 presents an overview of the banking sector in Sri Lanka. An explanation of the weighted aggregate-efficiency technique and the methodological framework adopted for the empirical analysis is provided in section 4.
Specification of inputs and outputs as well as a discussion of the data are presented in section 5. The empirical analysis and findings are presented in section 6, followed by concluding remarks and policy recommendations in section 7.
A Brief Review of the Literature
The geographical coverage of financial institutions has been growing globally due to economic developments and expansions in trade and information technology (Berger & DeYoung 2006; Berger 2007; Claessens & Van Horen 2014; Niepmann 2015) . Such an expansion in the banking sector, along with methodological developments in efficiency analysis, has provided the basis for several studies investigating the relationship between branch expansions and banking efficiency. A majority of studies have identified branch expansion as a negative factor for bank efficiency as it can lead to cost increases particularly with respect to employees and fixed assets Battese et al. 2000; Berger & De Young 2006; Vu & Turnell 2010) . While accepting this negative impact, some studies have still proposed branch expansion along with an improvement in geographical dispersion as a strategy to improve output generation and reduce bank risk through economic diversification (Hughes et al. 1996; 1999; Shiers 2002) .
2 When branch expansion takes place across territorial borders a low level of bank efficiency can occur mainly due to the so-called 2 Shiers (2002) explains the impact of geographic diversity on commercial bank risk measures.
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"home field advantage" hypothesis, which identifies low efficiencies caused by: lack of knowledge of the local market and socio-economic conditions; informational asymmetries;
and difficulties in establishing networks (Bhattacharyya et al. 1997; Buch 2003; Das & Ghosh 2006; Bhattacharyya & Pal 2013) . These factors can contribute to lower efficiency by pushing up bank costs. Further, geographical distance between branches and head office is also identified in the literature as a negative factor for the efficiency of banks due to higher informational and agency costs (Mian 2006) . On the other hand, advancements in information technology are identified as a factor which eases the monitoring of branch operations. Some studies have argued that the impact of technological advancement with geographical expansion negates the efficiency decline to some extent (Berger & DeYoung 2006; Havrylchyk 2006; Berger 2007; Lensink et al. 2008) .
Studies in support of improvements in efficiency due to branch expansion highlight the following arguments: 1) parent banks can use their superior skills, policies, controls and practices to improve the efficiency of regional level branches to offset the negative impact of distance (Grabowski et al. 1993; Berger & De Young 2001) 3 ; and 2) a possible increase in the volume of banking business consequent to branch expansion is identified as a positive factor for improvement in banking efficiency (Berger & De Young 2001; Bos & Kolari 2005; Mahathanaseth & Tauer 2014) . This literature on banking efficiency has investigated branch expansion and bank performance arising from acquisitions, mergers, liberalisation and other reforms Iimi 2004; Bos & Kolari 2005; Das & Ghosh 2006; Vu & Turnell 2010; Bhattacharyya & Pal 2013) . However, empirical evidence on the impact of branch expansion on bank efficiency when an economy is moving to a higher growth path, particularly in the context of emerging Asian nations, remains limited.
The existing literature on countries afflicted by internal conflict is quite limited, with efficiency studies mainly focusing on the post-conflict period. For instance, studies on countries such as Lebanon, Nigeria and Nepal showed an overall improvement in banking sector performance after the ending of armed conflict (Turk-Ariss 2008; Hui et al. 2013; Odeleye 2014) . These studies generally argue that a more rapid revival of economic activities occurs where there is a more conducive economic, social and political environment which provides more opportunities for banks to enhance their services in the post-conflict era (Chen et al. 2008) . None of the above-mentioned studies, however, has compared banking performance between the periods before and after the end of conflicts. This study fills this gap in the literature by investigating Sri Lanka's banking industry performance in both of these periods. Sri Lanka provides a unique case study for such analysis as it has also experienced a significant expansion with respect to branches and geographical dispersion in the post-conflict era, which, as mentioned earlier, can result in either an improvement or deterioration in banking sector performance.
Previous studies have mostly used average efficiency scores or dummy variables in regression models in comparing industry level banking efficiency between two periods or two groups of banks in the absence of a point estimate for a group comparison (Havrylchyk 2006; Vu & Turnell 2010; Manlagñit 2011; Mahathanaseth & Tauer 2012; Bhattacharyya & Pal 2013; Mahathanaseth & Tauer 2014) . Deviating from these conventional methods in comparing banking sector efficiency, this study has adapted a weighted aggregate-efficiency measure which is a more logical and representative point estimator for comparing efficiency between two periods and across different bank groups. This study also contributes to the limited literature on branch expansion and bank efficiency for Asian economies by focusing on the Sri Lankan economy. Although policy makers see expansion in banking sector activity in terms of geographical dispersion and number of branches as an important and necessary move for broad-based and inclusive growth, little is known about the effect of this expansion on the efficiency of the banking system. The post-conflict development era of Sri Lanka provides an interesting case in which to assess changes in banking efficiency during a period of rapid economic and branch network growth. Therefore, this study provides strong empirical evidence for the efficiency dynamics of the banking sector when the expansion is focused on achieving broad-based and inclusive growth. In addition, it is the first study to evaluate changes in banking efficiency in an era of post-conflict economic expansion.
The Banking Sector in Sri Lanka
With the regaining of the country's independence in 1948 the domestic banking sector primarily catered to the plantation industry developed by the British rulers who occupied the entire island from 1815. There were 9 foreign banks and 2 domestic banks operating in Sri Lanka, with a few finance companies and savings institutions in operation based mostly in The economy progressed to a higher growth path with an improved business climate after the ending of the conflict in 2009, and the banking sector also expanded in terms of service volumes and branch networks. 6 Policy directives of the CBSL for improving geographical 4 Bank penetration is commonly defined as the number of bank branches per 100,000 people. 5 The reforms occurred in the period 1977-1998 and included: introducing a managed floating exchange rate regime; opening the banking sector to more private and foreign banks; relaxing restrictions on the branch expansion of existing banks; controlling the money supply through statutory reserve requirements and open market operations; allowing banks to open foreign currency banking units; removing credit ceilings on nonpriority sectors; and establishing a secondary market for treasury bills. 6 A peacetime dividend.
7 dispersion of the banks, the overall economic growth and the pent-up demand for banking services with the revival of economic activities in conflict-affected areas provided the necessary ingredients for this expansion.
There are currently 25 licensed commercial banks, 7 licenced specialised savings banks and 46 registered finance companies operating in the country (CBSL 2015) . The commercial banks dominate the financial sector controlling and possessing more than 67% of banking sector assets and 48.7% of the country's total financial sector assets (see Table 1 ). As depicted in Table 2 , one foreign commercial bank and one domestic commercial bank entered the banking industry while one foreign bank exited during the period from 2007 to 2013.
During this period the total number of commercial bank branches and outlets increased by 46% from 1,792 to 2,616, as well as their geographical coverage.
<TABLES 1 AND 2 ABOUT HERE>
Since an efficient banking sector stimulates the economy by minimising the cost of funds and improving investment, maintenance of a higher efficiency level in the banking sector is important in sustaining the country's high economic growth achieved in the post-conflict era (Lucchetti et al. 2001; Koetter & Wedow 2010) . Therefore, the findings of this study will be useful for policy makers in order to formulate effective financial policies for eliminating disparities in banking services in the country to achieve broad-based economic growth while still maintaining the highest possible level of banking efficiency.
Methodology
Parametric stochastic frontier analysis (SFA) and non-parametric DEA are the two most commonly adopted methods used for estimating banking sector efficiency (Coelli et al. 2005; Margono & Sharma 2006; Bhattacharyya & Pal 2013; Hou et al. 2014; Manlagnit 2015) .
Both methods derive the efficiency of a firm (or a bank in this instance) against an estimated efficiency frontier. SFA derives efficiency by disentangling an inefficiency term from a composite error term. Then, the purely random error is assumed to be due to the impact of factors beyond the control of the production process (Aigner et al. 1977; Kalirajan & Shand 1994; Coelli et al. 2005) . In contrast, DEA estimates efficiency based on deviations of firms from an estimated efficiency frontier assuming that random errors average out to zero over time (Seiford & Thrall 1990; Henderson & Zelenyuk 2007) . Since SFA and DEA have their 8 own weaknesses and strengths, the researchers' choice of using one method over the other for measuring efficiency is mainly dependent on aspects such as the characteristics of the dataset and industry, the research question and the sample size. 7 This study employs DEA for the empirical analysis for two main reasons. First, DEA does not require a specific functional form to be followed by the data. This avoids the risk of contaminating efficiency measures due to misspecification of the functional form of bank production (Havrylchyk 2006) . In general, the production processes of the services sector, particularly banking services, are more complex than the production sector and it is challenging to accurately specify the functional form. Second, DEA works well with small samples relative to SFA. Unlike SFA, which needs a relatively large sample to estimate a substantial number of parameters, more consistent coefficients can be derived from DEA using a small sample (Seiford & Thrall 1990; Sathye 2001; Coelli et al. 2005; Wilson 2008 ).
DEA was first introduced and formalized in linear programming by Seitz (1971) for multiinputs and single output cases. Later, Charnes et al. (1978) proposed a multi-inputs and multi-outputs DEA model based on the assumption of constant returns to scale implying that firms are operating at optimal scale. However, financial sector institutions, particularly banks,
are not operating at an optimum scale most of the time due to imperfect competition, regulations and other limitations. Therefore, DEA under the variable returns to scale (VRS) assumption, as introduced by Afriat (1972) , Färe et al. (1983) and Banker et al. (1984) , is used in this study. The output-orientation approach, which measures the technical efficiency of firms by evaluating maximum possible output from given inputs, is also used in this study which assumes that banks are trying to maximise their intermediation services from given inputs (Banker et al. 1984) . Since maximisation of intermediation services provided by the banks is important for stimulating the economy, the output-orientation approach is more appropriate for deriving policy directions.
Technical efficiency
In compiling technical efficiency based on the above approaches, DEA uses a set of mathematical formulations incorporating a number of assumptions of the production process to mimic the technology set, using data gathered from banks in the real world. It is assumed that all banks have access to the same technology and that this technology set, T, satisfies the regulatory axioms. 8 Although this assumption is required to establish one efficiency frontier for all firms, some may deviate from the technological frontier due to factors such as management strategies, principal-agent problems and changes in the regulatory or business environment (Zelenyuk & Zheka 2006) . 9 Simar and Zelenyuk (2007) introduced a comprehensive framework to compare the efficiency of two groups based on their output weights, assuming heterogeneity between the groups and allowing for homogeneity within the groups. To evaluate differences in technical efficiency between groups of banks based on different periods this study employs weighted aggregate-efficiency introduced by Simar and Zelenyuk (2007) .
The methodology of comparing groups using aggregate-efficiency can be explained in the context of the banking industry by considering a sample of n banks.
an inputs vector comprised of N inputs,
, is used for the production of M outputs,
. Each bank is free to use technology that can be characterised by the technology set
Equivalently, the technology can be characterised by the following output set
Assuming the regularity axiom of production theory, the output oriented Shepherd (1970) distance function can be defined as:
The complete characterisation of the technology of bank k proves that:
Accordingly, Farrell's output oriented technical efficiency can be defined for all outputs k y as:
When the bank is "fully" efficient, 
where is an intensity variable.
The output set is estimated based on VRS assuming that banks are not operating at optimal scale due to the exogenous and endogenous factors mentioned above. Accordingly, individual bank efficiency scores based on DEA at a fixed point ( , ) , : ( ) max :
Since DEA assumes the nonexistence of random errors,
x y p x for the finite sample of banks. Therefore, DEA could rate banks as more efficient than they truly are. Although the bias could be avoided asymptotically with large samples, efficiency studies in banking mostly do not deal with large samples. 10 Since the efficiency scores are estimated in the absence of a true frontier, a bootstrap simulation procedure, introduced by Simar (1992) and Simar and Wilson (1998; , has been employed in this study to correct the bias of non-weighted efficiency scores.
The bootstrap procedure of Simar and Wilson is specifically designed to compute biascorrected efficiency scores as a development of the bootstrapping technique introduced by Efron (1979) . The large number of pseudo samples derived from the given data with replacement is used in the bootstrap technique to construct an approximation for the true frontier asymptotically. Then, the distribution of the difference between the estimated and true frontier is derived while treating the bootstrap frontier as the true frontier. Consistent individual efficiency scores and confidence intervals can be estimated through these techniques. The procedures and algorithms for generating DEA estimates based on the bootstrap technique are given in Simar and Wilson (1998; .
Aggregate technical efficiency
When all the banks are treated similarly, the relative importance of each bank to the industry's efficiency is ignored. Hence, non-weighted average efficiency may not be an appropriate representative measure of the industry's performance (Färe & Zelenyuk 2003) .
Therefore, in order to account for the contribution of individual firms the weighted aggregateefficiency of an industry can be estimated. In this study, in addition to the conventional nonweighed technical efficiency means, the (weighted) aggregate-efficiencies introduced by Färe and Zelenyuk (2003) and Simar and Zelenyuk (2007) It should be noted that the Färe and Zelenyuk (2003) aggregation procedure defines a common technology frontier which inherits its properties from those of the firms' technologies where each firm may have a different technology. Simar and Zelenyuk (2007) extended their result to aggregation within subgroups in a given group. In other words, they defined group efficiencies based on the aggregate-efficiency of all firms within each distinct group under the common technology where groups are distinguished by the heterogeneity of the operating environment in which production takes place. As defined in Färe and Zelenyuk (2003) , Simar and Zelenyuk (2007) also used the common technology frontier for both groups in compiling weighted aggregate-efficiency and unweighted efficiency for each firm as well as for each group.
Following Simar and Zelenyuk (2007) , this study defines two time-period groups (before the end of the conflict and the post-conflict period) by assuming homogeneity within each period 12 and heterogeneity between the two periods. In the case of Sri Lanka this grouping can be seen as highly appropriate due to changes in the business environment after the end of the conflict.
Since the two time-period groups considered in this study cover the period 2007-2013, the technology set is combined from all of the years. For similar studies on aggregate-efficiency analyses see Zelenyuk and Zheka (2006) , Henderson and Zelenyuk (2007) and Curi et al. 
Similarly, when the sample consists of L non-overlapping groups, the sample's aggregate technical efficiency of ( TE ) can be disaggregated into the weighted averages of technical efficiency of all L groups as follows:
When the price information is not available, price independent weights can be used instead of l S as detailed in Simar and Zelenyuk (2007) .
A bootstrap simulation technique, introduced by Kneip et al. (2003) , is employed to construct confidence intervals and remove possible bias in the aggregate-efficiency estimates. This procedure is in line with Simar and Wilson (1998; and more appropriate for comparing efficiency across the groups (Henderson & Zelenyuk 2007; Simar & Zelenyuk 2007) .
13
Although the overlapping of confidence intervals derived through bootstrap simulation is generally used to compare the two groups of banks, relatively strong conclusions can be derived through a hypothesis test based on a point estimate. Therefore, this study employs the RD statistic, as proposed by Simar and Zelenyuk (2007) , to compare the efficiency of the banking sector before and after the end of the armed conflict. The RD statistic in this study is the ratio of the aggregate-efficiency of the banks between two periods. It approaches unity when the aggregate-efficiencies of the two periods are equal. Therefore, the null hypothesis is defined as "equal aggregate-efficiency" of the banks between the periods before and after the end of the conflict. The null hypothesis can be rejected when the confidence interval of the RD statistic does not include unity.
11
In addition to this measure, following the recommendation of Simar and Zelenyuk (2006) , the Li (1996) test is also used to compare the unweighted efficiency scores of the two groups.
12
The Li test compares the densities of banking efficiency scores for the period [2007] [2008] [2009] against that of the period 2010-2013 in this study. 
Specification of inputs and outputs, and data
The core service of the banking sector has been identified in the literature as the provision of financial intermediation services by matching short-term liabilities with long-term assets (Diamond & Rajan 2001; Song & Thakor 2007) . The ability of banks to produce intermediation services was used by Sealey and Lindley (1977) 11 Algorithms for computation and comparison of bootstrap aggregate-efficiency are detailed in Simar and Zelenyuk (2007) .. 12 The procedures and algorithms for comparing the distribution of efficiency scores between two groups using the Li test are presented in detail in Simar and Zelenyuk (2006) . For a description of the Li test see Li (1996) .
This study also adopts the intermediation approach in identifying the inputs and outputs of the banks. The total number of permanent employees (x 1 ), total value of fixed assets (x 2 ) and cumulative deposits balance (x 3 ) are taken as the inputs, while output is defined as the cumulative balance of advances (y 1 ). Due to the unavailability of annual financial flows of the relevant inputs and outputs, cumulative figures (stock of financial flows) are commonly used as proxies assuming flows are proportional to the stock of the financial value (Berger & Humphrey 1991; . Table 3 
Empirical Results
This section is structured into three main parts. 
Bootstrap DEA Efficiency Measurement
The results presented in Table 4 are derived based on DEA along with the bootstrap simulation technique explained previously for the period 2007-2013. Table 4 provides a summary of the averages of the output-oriented original efficiencies, bias-corrected efficiencies and the respective confidence intervals for the banks in this period. As discussed earlier a technical efficiency score equal to unity means that the bank is "fully" efficient and efficiency values are higher than unity when the bank is relatively inefficient. Thus, the higher the value the more inefficient the bank is. Table 4 shows that although (bias-corrected) estimates are provided in Figure 1 . Unlike the Li test results, which showed similar densities of efficiency scores between the periods, this equality is not reflected in Figure 1 . This highlights the challenge of deriving conclusions about changes in overall efficiency based on conventional non-weighted averages of efficiency. As stated earlier, non-weighted efficiency scores may result in unreliable findings at the industry level (Simar & Zelenyuk 2007 ).
Therefore, this study now utilises one of the latest comprehensive weighted aggregateefficiency methods introduced by Färe and Zelenyuk (2003) to assess efficiency differences between the two periods under consideration.
<TABLE 5 AND FIGURE 1 ABOUT HERE>

A comparison of aggregate-efficiencies across periods
As discussed earlier, aggregate-efficiencies incorporate banks' output weights and enable us to compare two groups of firms in a DEA context. This provides a more comprehensive framework to compare the efficiency of the groups based on their weights in output (in comparison with traditional efficiency values) by assuming between-group heterogeneity and within-group homogeneity. Therefore, the statistics derived based on the weighted aggregateefficiencies can be considered as more representative and comprehensive than that of the non-weighted means. Table 6 presents the DEA efficiency scores, bias-corrected efficiencies and respective confidence intervals for each group when the sample is divided into two groups for the periods 2007-2009 and 2010-2013 . In addition to the confidence intervals the RD point estimates which are calculated based on the ratios of the efficiencies of the two groups are also used to measure the significance of the differences in efficiency. If the confidence interval of the RD statistic includes "1", we do not reject the null hypothesis of equality in aggregate-efficiency between the two groups.
<TABLE 6 ABOUT HERE>
While confirming the non-weighted mean efficiency results in Table 4 , an improvement in banking sector efficiency after the end of the conflict, the weighted aggregate-efficiency scores in Table 6 
Discussion and Conclusion
Deviating from common ways of comparing the performance of bank groups, this paper has We may also argue that our analysis provides evidence that an expansion of the banking sector was well positioned with economic expansion in the post-conflict era, with the findings not supporting the view of a decline in efficiency subsequent to branch expansion as asserted in previous literature Battese et al. 2000; Berger & De Young 2001; Vu & Turnell 2010) .
Despite substantial branch expansion across the country the aggregate-efficiency level of the banks showed significant improvements over time which could be due to the high credit demand in parallel with branch expansion in the post-conflict era. Private sector credit expanded by 25.1%, 34.5%, and 17.6% in 2010, 2011 and 2012, respectively, and this 18 coincided with post-conflict economic expansion in the country (CBSL 2012; 2013a) . The high credit disbursement of the banking sector is a combined outcome of satisfying latent demand in line with post-conflict economic expansion and supporting development strategies targeting inclusive growth. In fact this improvement in efficiency, by exploiting advantages arising from high demand for credit along with economic expansion, can be considered as a peacetime dividend of the post-conflict era. Policy direction for further expansion in the banking sector while maintaining a high level of banking efficiency is vital for the Sri Lankan banking sector since the continuation of economic expansion is dependent on maintaining the level of banking efficiency achieved in the post-conflict era.
Our study finds no evidence to suggest that the efficiency of the banking sector has been adversely affected by policy directions for branch expansion issued by the CBSL. According to the CBSL the main aim of the policy direction is to accelerate economic development in areas of the country outside the Western Province in order to achieve balanced regional growth (CBSL 2011a; 2011b) . This study has revealed that bank efficiency can be maintained with branch expansion while aiming for broad-based, inclusive and sustainable growth which has interesting and favourable policy implications. Accordingly, this study suggests that geographical expansion of the banking sector is a viable and effective policy tool to achieve broad-based and inclusive growth in emerging economies such as that of Sri Lanka.
Overall, the empirical evidence presented in this study supports improvements in the efficiency performance of Sri Lankan banks occurring after the end of the armed conflict.
Therefore, one may argue that banking sector expansion can be encouraged even further but, at the same time, an emerging challenge for policy makers and regulators is to maintain the higher efficiency level achieved in the post-conflict era.
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Appendix A Notes: SOB-State-owned Bank; PDB-Private Domestic Bank; FB-Foreign Bank. All the domestic banks except the two state-owned banks are categorised as private domestic banks based on their management practices. These private domestic banks are listed on the Colombo Stock Exchange and some government institutions acquired significant percentages of shares in some of these banks recently. The reported banks are ordered by total assets. The Other Commercial Banks includes one private domestic bank: Amana Bank and eight foreign banks: Axis Bank; City Bank; Deutsche Bank AG; Habib Bank; ICICI Bank; Indian Overseas Bank; MCB Bank; and Public Bank Berhad. The number of branches includes all banking outlets except student savings and post office units. Notes: SOB-State-owned Bank; PDB-Private Domestic Bank; FB-Foreign Bank. All the domestic banks except the two state-owned banks are categorised as private domestic banks based on their management practices. These private domestic banks are listed on the Colombo Stock Exchange and some government institutions acquired significant percentages of shares in some of these banks recently. The reported banks are ordered by total assets. Other Commercial Banks includes one private domestic bank: Amana Bank and eight foreign banks: Axis Bank; City Bank; Deutsche Bank AG; Habib Bank; ICICI Bank; Indian Overseas Bank; MCB Bank; and Public Bank Berhad. The number of branches includes all banking outlets except student savings and post office units. Total 100.0 100.0 100.0 100.0 100.0 100.0 100.0 Source: CBSL (2013b). Note: Institutions not regulated by the Central Bank of Sri Lanka include rural banks, thrift and credit cooperative societies, employee provident funds, insurance companies, stockbroking companies, unit trusts/unit trust management companies, and market intermediaries such as underwriters, margin providers, investment managers, credit rating agencies, and venture capital companies. Note: The number of licensed commercial bank branches includes all banking outlets except student savings and post office units. 
