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Abstract—This paper explores the application of a new alge-
braic method of edge coloring, called complex coloring, to the
scheduling problems of input queued switches. The proposed
distributed parallel scheduling algorithm possesses two important
features: optimality and rearrangeability. Optimality ensures that
the algorithm always returns a proper coloring with the minimum
number of required colors, and rearrangeability allows partially
re-coloring the existing connection patterns if the underlying
graph only changes slightly. The running time of the proposed
scheduling algorithm is on the order of O(log2N) per frame, and
the amortized time complexity, the time to compute a matching
per timeslot, is only O(logN). The scheduling algorithm is
highly robust in the face of traffic fluctuations. Since the higher
the variable density, the higher the efficiency of the variable
elimination process, complex coloring provides a natural adaptive
solution to non-uniform input traffic patterns. The proposed
scheduling algorithm for packet switching can achieve nearly
100% throughput.
Index Terms—Packet switching, Scheduling, Matching, Edge
coloring, Complex coloring
I. INTRODUCTION
THE core issue of all input-queued (IQ) switches is thebuffering and scheduling of input traffic. Most switching
systems in practical applications are networks with input-
queues [1]–[3]. It is well-known that the throughput of the
IQ switch is limited by output contentions. To maximize the
throughput, a traffic scheduler is indispensable to properly set
up a connection pattern for the switch fabric in each timeslot
to avoid output contentions. The best existing scheduling
algorithm [4] is still a far cry from the capacity of todays
datacenters, in which hundreds of thousands of servers are
interconnected by large numbers of switches. Driven by the
recent surge of traffic generated by datacenters, it is expected
that a switch would provide more than 1 Pb/s throughput. In
other words, the number of ports of the switch would increase
to more than 1000 and the line rate of each port could be
higher than 1 Tb/s [5].
A connection pattern of an N×N switch in a timeslot
is a matching of an N×N bipartite graph [6]. For packet
switching, the scheduling algorithm computes a matching in
every timeslot, or a set of matchings in every several timeslots,
called a frame, which corresponds to the edge coloring of an
N×N bipartite graph [7]. The minimum number of colors
required to color the edges of a graph G = (V,E), with
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vertex set V and edge set E, such that no adjacent edges have
the same color is called the chromatic index χe(G) of graph
G. A theorem proved by Vizing [8] states that the chromatic
index is either ∆ or ∆ + 1, where ∆ is the maximum vertex
degree of graph G. As a corollary of the Halls theorem [9],
the chromatic index of a bipartite graph G is χe(G) = ∆, thus
bipartite graphs are all ∆-edge-colorable.
In graph theory, the proof of Vizings theorem and the
construction of the Edmonds blossom-shrinking algorithm for
finding a maximum matching [10] are all based on two-
colored subgraphs, called alternating paths. The original color-
exchange method was devised by Alfred Kempe in his en-
deavor to prove the four-color theorem [11]. The basic idea
of Kempes method is to resolve color conflicts by exchanging
vertex colors of two-colored subgraphs.
The complex coloring proposed in [12] extends the concept
of Kempe chain to color-exchange operations performed on
two-colored alternating paths. In a nutshell, the complex
coloring is an algebraic method of variable eliminations to
color edges. Each edge e∈E is considered as a pair of links;
each link is a half-edge. Let C be the set of colors. The
complex coloring of a graph G = (V,E) assigns a color pair,
or a complex color, to each edge e∈E, one color assigned
for each link. Suppose that the complex color assigned to an
edge e is c(e) = (α, β), α, β∈C, then the colored edge e is
a variable if α 6=β; otherwise, c(e) = (α, α) is a constant for
any color α. A proper ∆-edge-coloring of graph G is achieved
by eliminating all variables.
The aim of this paper is to develop an ultra-fast distributed
parallel scheduling algorithm based on complex coloring.
The parallelized complex coloring possesses two important
features: optimality and rearrangeability. Optimality ensures
that the algorithm always returns a proper coloring with the
minimum number of required colors, and rearrangeability
allows partially re-coloring the existing connection patterns
if the underlying graph only changes slightly.
A. Previous Works
To achieve better system utilization and adapt to input traffic
fluctuation, on-line scheduling algorithms are commonly used
to compute connection patterns on a slot-by-slot basis in real
time. A class of scheduling algorithms was proposed based
on the maximum size matching (MSM) algorithm [4], [13]–
[19]. The goal of the algorithms is to maximize the number of
connections from inputs to outputs in each timeslot, and thus
maximize instantaneous bandwidth utilization [4]. Currently,
the most efficient algorithm takes O(N2.5) time [13]. It is too
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2complex to be implemented in practice and it may cause some
input queues to be starved of service indefinitely [4], which
will make the system unstable. To reduce the computational
complexity, several heuristic iterative algorithms [4], [14]–
[19], such as PIM [14], iSLIP [4], and DRRM [15], [16], were
proposed to approximate the MSM. Most of these algorithms
have a time complexity of O(N logN), which is not fast
enough for real time on-line implementation in current large-
scale and high-speed switches [20]. Moreover, the MSM-based
algorithms only consider whether each VOQ is empty during
the computation of matching; therefore, those algorithms can-
not sustain a stable throughput under non-uniform traffic [21],
[22], which is the typical scenario in current applications of
datacenter networks.
Based on the idea of maximum weighted matching (MWM),
scheduling algorithms were designed in [23]–[27] to guaran-
tee a stable throughput under non-uniform traffic. Different
from the MSM-based scheduling algorithms, the MWM-based
scheduling algorithms take the system statistic information,
such as the queue length or the delay of the head-of-line
packet of each VOQ, into consideration in the calculation
of a matching. Thus, the MWM-based algorithm can achieve
100% throughput even under non-uniform traffic. However,
the MWM-based algorithms are typically too complex to be
implemented in real time. As the study reported in [25] shows,
the computational complexity of two distributed algorithms,
iLQF and iOCF, is on the order of O(N2 logN). Although
the most efficient algorithm reported in [26] can converge to a
solution on the order of O(N) running time, it is a centralized
algorithm and requires the collection of statistic information
of all input ports in each timeslot.
Frame-based scheduling [7], [28]–[33] is an alternative way
to cope with non-uniform traffic. In these schemes, a batch of
consecutive timeslots forms a time frame, and the packets that
arrive in a frame are collectively scheduled by the scheduler
at the same time. Because a time frame provides a snapshot of
the system statistic, the frame-based scheduling is quite robust
in dealing with non-uniform traffic, even using simple coloring
algorithms. To use this advantage, the iSLIP and the PIM were
generalized to frame-based scheduling algorithms in [28], [29],
respectively, which have a time complexity on the order of
O(N logN) per timeslot, and can achieve a high throughput
under non-uniform traffic. On the other hand, a randomized
frame-based scheduling algorithm was proposed in [7], which
colors the bipartite graph using a random coloring method.
The complexity per timeslot of such an algorithm is at least
O(N), which is not fast enough for current applications. For
example, at a 100-Gbps line rate, a 64-byte packet may last
around 5ns, while the computation time for a switch with 1000
input ports would be on the order of 10ns.
To avoid on-line computation while providing the bandwidth
guarantee for each input/output pair, a quasi-static scheduling
algorithm, called path switching, was proposed in [34], which
was later called Birkhoff-von Neumann (BvN) switching in
[35]. This scheme achieves the bandwidth guarantee by re-
peatedly running a set of predetermined connection permu-
tations, which are calculated from the average loading of all
input/output pairs. The on-line complexity of this algorithm is
O(1) since it does not need to compute the permutations on-
the-fly. Though this algorithm is attractive in terms of on-line
complexity, it requires timely updating traffic statistics, which
could be quite difficult in practice especially when the input
traffic is highly bursty.
To deal with unpredictable traffic fluctuations, a two-stage
load-balanced BvN (LB-BvN) switch is proposed in [36],
where a set of N circular-shift permutations is periodically
running in both stages. In the first stage, the input traffic is
evenly distributed over all input ports of the second stage,
while the second stage delivers the packets to their destina-
tions. Despite that the LB-BvN switch can easily adapt to
traffic fluctuation [20], [37], immoderate traffic dispatching
in the first stage inevitably induces a severe packet out-of-
sequence problem at the outputs. A lot of previous work
[37]–[40] has shown that the out-of-sequence problem can
be solved, however, at the expense of a high computation or
hardware complexity.
All in all, it remains a challenge to find efficient scheduling
algorithms with high performance and low complexity for
current large-scale high speed switches.
B. Summary of our work
The fundamental principle of complex coloring is variable
elimination, and the basic operation is the color exchange
between two adjacent edges. However, performing simultane-
ous color-exchange operations on the two end vertices of an
edge is prohibited because of the possibility of creating new
variables. In a bipartite graph G = (X∪Y,E), the vertices
in set X are non-adjacent and so are the vertices in Y . If
simultaneous color-exchange operations are performed on the
vertices in set X and set Y alternately, then parallel processing
of complex coloring in a distributed manner becomes viable.
We aim at developing an ultra-fast scheduling algorithm based
on this parallelization property of bipartite graphs. Moreover,
a bipartite graph does not have odd cycles, which ensures that
all variables can be eliminated, and a proper edge coloring
with a minimal number of colors can be obtained.
The parallel complex coloring, however, may introduce
deadlock situations in the process, when variable edges are
trapped in infinite loops. We establish a stopping rule for
parallel processing to prevent the process running indefinitely.
Fortunately, the number of edges involved in deadlocks is very
small. Therefore, we propose an on-line scheduling algorithm
for frame-based packet switching, where the remaining vari-
able edges will simply be ignored in current time frame and
stay down with the bipartite graph of the next time frame.
Since the number of remaining uncolored edges is very small
in each time frame, this strategy only sacrifices a tiny fraction
of bandwidth, and achieves nearly 100% throughput.
In summary, our contribution in this paper is to synthesize
an ultrafast scheduling algorithm based on distributed parallel
processing of complex coloring that achieves the following
objectives:
• Low Complexity: The running time of our algorithm
for each frame is O(log2N), and the amortized time
complexity per timeslot is only O(logN). Throughout
3this paper, the amortized time complexity is referred to
the required time to compute a matching in a timeslot.
• High Throughput: Our algorithm can achieve nearly
100% throughput.
• Robustness: The higher the variable density, the higher
the efficiency of the variable elimination process. There-
fore, complex coloring provides a natural adaptive solu-
tion to schedule non-uniform input traffic patterns.
The rest of the paper is organized as follows. In Section II,
we introduce the scheduling of frame-based packet switching
and then describe the formulation of scheduling problems
as edge coloring of bipartite graphs. Next, we present a
brief description of the variable elimination process of com-
plex coloring. Section III discusses issues related to parallel
processing of complex coloring, focusing on deadlocks and
stopping rules. In Section IV, we propose an on-line schedul-
ing algorithm for frame-based packet switching. Section V
discusses performance evaluations of the proposed scheduling
algorithm under different traffic patterns. Section VI draws the
conclusion of this paper.
II. PRELIMINARIES OF SCHEDULING AND COLORING
The fundamental principle of numerous switching schedul-
ing algorithms is based on edge coloring of bipartite graphs. In
this section, we introduce the basic concepts and terminolo-
gies of frame-based on-line scheduling for packet switches.
The purpose is to establish the correspondence between the
physical aspects of this scheduled switching system and
its respective counterpart in the edge coloring formulation
of scheduling problems. Next, we briefly describe a newly
proposed algebraic method [12], called complex coloring,
for edge coloring of bipartite graphs. From the well-known
property that a bipartite graph only contains even cycles, we
show that the complex coloring method can always produce
a proper coloring of the bipartite graph with the minimum
number of colors that equals the maximum degree of the graph.
A. On-line Scheduling
For an internally non-blocking packet switch with input
buffers, on-line scheduling algorithms calculate the connection
pattern of the switch fabric in real time for arrival packets to
avoid output contention. In this paper, we consider the general
frame-based packet scheduling for an N×N input-queued
non-blocking switch, such as a crossbar switch. We assume
that time is slotted and the packet size is fixed, and at most
one packet can be sent from each input and at most one packet
can be received by each output in one timeslot. A frame-based
scheduling algorithm constructs proper connection patterns for
input packets in three stages: accumulating stage, scheduling
stage, and switching stage. A batch of f consecutive timeslots
forms a time frame and each stage lasts one frame. In the first
stage, the arrival packets are accumulated in the input buffer
to form a frame. In the second stage, the scheduler calculates
a set of f permutations for packets accumulated in a frame. In
the third stage, the packets are switched to their destinations
according to the scheduled permutations. The three stages of
the frame-based scheduling process can be implemented in
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Fig. 1. Correspondence between the frame-based scheduling and the edge
coloring.
a pipelining manner [31]. At the time when the scheduler
calculates the permutations for current frame, the switch sends
the previous frame of packets to the outputs and accumulates
new arrivals to form the next frame of packets.
In an N×N input queued switch, contentions among pack-
ets in each time frame can be represented by a bipartite
graph G = (X∪Y,E), where the vertex xi∈X and the vertex
yj∈Y denote input port i and output port j, respectively, for
i, j = 1, 2, . . . , N . An edge e(xi, yj)∈E between the two
vertices xi and yj represents a packet to be switched from
input port i to output port j. The degree of input vertex xi is
the number of packets to be sent from input port i in a frame,
and the degree of output vertex yj is the number of packets
destined for output port j. Hence, the maximum degree ∆ of
bipartite graph G equals frame size f if the number of packets
destined to each output port is no more than the frame size.
Let C be the set of colors. Suppose that an edge colored
by the color ct∈C represents a connection in timeslot t of the
frame, then the frame-based scheduling is identical to the edge
coloring of graph G. That is, the edges colored by the same
color constitute a matching, which corresponds to a connection
pattern of the input-queued switch. Since at most one packet
can be sent from each input and at most one packet can be
received by each output in one timeslot, the two edges incident
to the same vertex in graph G must be colored with distinct
colors.
An example of frame-based scheduling of a 3×3 packet
switch with frame size f = 3 is shown in Fig. 1. Note that
multiple edges between two adjacent vertices in graph G are
allowed because the number of packets from an input i to an
output j in each frame may be more than one. An immediate
consequence of the coloring formulation is that the number
of colors in C, which equals frame size f , should not be less
than the maximum degree ∆ of graph G. In edge coloring of
bipartite graph, it is well-known that the minimum required
number of colors equals the maximum degree of the graph
[10]. Therefore, a scheduling is optimal if the number of colors
in C equals the maximum degree ∆ of graph G.
B. Complex Coloring of Bipartite Graph
The complex coloring is an algebraic method proposed in
[12], which solves the edge-coloring problem by using a vari-
able elimination process. In a bipartite graph G = (X∪Y,E),
4suppose that a fictitious vertex is inserted in the middle of an
edge er(xi, yj)∈E, in which the fictitious vertex is denoted as
e∗r(xi, yj), then the edge er(xi, yj) is divided into two links,
expressed by lr(xi, yj) and lr(yj , xi). These two links connect
the fictitious vertex e∗r(xi, yj) to the two end vertices xi or yj ,
respectively. As an example, the reconstructed graph of the
bipartite graph displayed in Fig. 2(a) is shown in (b).
(d) Proper coloring of G(c) Consistent coloring of G
(a) Bipartite graph G (b) Reconstructed  graph of  G
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Fig. 2. Complex coloring of a bipartite graph G.
Instead of coloring the edges, the complex coloring method
starts assigning colors to links. The two links of an edge could
be colored by using different colors, but the colors of those
links incident to the same node must be different. We adopt
the following notations defined in [12].
Definition 1. The color of an edge er(xi, yj) is a two-tuple
color vector, denoted as ~er(xi, yj) = (cr(xi, yj), cr(yj , xi)),
which represents the color cr(xi, yj) of link lr(xi, yj) and
cr(yj , xi) of link lr(uj , vi). The colored edge ~er(xi, yj) is
a variable if cr(xi, yj) 6=cr(yj , xi). Otherwise, ~er(xi, yj) is a
constant colored edge.
The coloring is consistent if the colors assigned to the links
incident to the same vertex are all distinct. For a bipartite
graph G with maximum degree ∆, it is easy to show that
graph G can be consistently colored by a set of ∆ colors.
For example, the reconstructed graph with maximum degree
∆ = 3 shown in Fig. 2(b) is consistently colored by the set
of colors C = {r, g, b}, as depicted in Fig. 2(c). The graph
is properly colored if the coloring is consistent and all edges
are constant colored edges. A proper coloring of graph G is
illustrated in Fig. 2(d).
Suppose graph G is consistently colored by complex colors,
then a proper coloring of graph G can be obtained by variable
eliminations, provided that the consistency of coloring is
preserved throughout the variables elimination process. The
consistent variable elimination is based on the binary color-
exchange operation performed on two adjacent colored edges
defined as follows.
Definition 2. Let (cr(xi, yj), cr(yj , xi))◦(cr′(yj , xk), cr′(xk, yj))
denote the complex colors of two adjacent colored
edges ~er(xi, yj) and ~er′(yj , xk), where cr(xi, yj) = b,
cr′(yj , xk) = a and a, b∈C, a6=b. The binary operation ⊗ of
color exchange is defined as follows:
(cr(xi, yj), cr(yj , xi))⊗(cr′(yj , xk), cr′(xk, yj))
= (cr(xi, yj), b)⊗(a, cr′(xk, yj))
⇒(cr(xi, yj), a)◦(b, cr′(xk, yj)).
The color-exchange operation can either eliminate adja-
cent variables or introduce new variables. A color-exchange
operation is effective if it does not increase the number
of variables. For example, in Fig. 3(c), the color-exchange
operation (c1(y1, x1), c1(x1, y1))⊗(c1(x1, y2), c1(y2, x1)) =
(g, b)⊗(r, b) = (g, r)⊗(b, b) will eliminate both variables and
produce a variable (g, r) and a constant (b, b), thus it is an
effective exchange. In the complex coloring, only the effective
color-exchange operations are performed.
Variables that are separated in a consistently colored bipar-
tite graph G must be moved next to each other before they
can be eliminated. To preserve the consistency of complex
coloring, a variable with complex color (a, b) is only allowed
to move within a two-colored subgraph, called (a, b)-Kempe
path, that is colored by color a and b. The sequence of effective
color exchanges that move the variable is called a Kempe walk.
The definition of a Kempe path is formally given as follows.
Definition 3. A (a, b)-Kempe path, or simply (a, b) path,
where a, b∈C and a 6=b, is a sequence of adjacent links
l1, l2, . . ., ln, where c(li)∈{a, b} for i = 1, 2, . . ., n. The
vertices on the path are called the interior chain of the path.
There are two types of maximum (a, b) path:
1) (a, b) cycle: the two end-links are adjacent to each other;
2) (a, b) open path: the two end-links are adjacent to only
one a or b colored link.
As an example, in Fig. 3(a), the two-colored subgraph
l1(x1, y1), l1(y1, x1), l2(y1, x1), l2(x1, y1) is a (b, g) cycle,
and the subgraph l1(x1, y1), l1(x1, y2), l1(y2, x1), l1(y2, x3),
l1(x3, y2), l1(x3, y3), l1(y3, x3) is a (b, r) open path.
The Kempe walk of moving an (a, b) variable on an (a, b)
path is a sequence of effective color-exchange operations
performed on its interior chain. Fig. 3(b) illustrates the Kempe
walk that moves the colored variable ~e1(y3, x2) = (g, r) to
the variable ~e1(x3, y1) = (g, r) by performing the following
sequence of color exchanges on its interior chain:
(g, r)⊗(g, g)◦(r, r)◦(g, r)⇒(g, g)◦(r, g)⊗(r, r)◦(g, r)
⇒(g, g)◦(r, r)◦(g, r)⊗(g, r)⇒(g, g)◦(r, r)◦(g, g)◦(r, r)
In an irregular bipartite graph, the degree of some vertices
could be less than ∆, and a walk on an (a, b) open path may
terminate on such a vertex without a or b link. In this case, the
missing color can be regarded as the color of a don’t care edge,
denoted as (∅, ∅). The color exchange of an (a, b) variable with
a don’t care edge will always eliminate the variable, denoted
as (a, b)⊗(∅, ∅) = (a, a). The example in Fig. 3(c) shows that
an (r, b) variable was eliminated via color exchange with a
dont care edge.
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Fig. 3. Variable elimination via Kempe walks.
Despite that Kempe walks can efficiently eliminate most
variables, it is obvious that an (a, b) variable in an odd
(a, b) cycle cannot be eliminated by a simple Kempe walk.
Nevertheless, it is well-known that bipartite graphs do not have
odd cycles; therefore, all variables in a bipartite graph can
be removed by Kempe walks [12]. Collectively, the on-line
scheduling algorithms possess the following features inherent
from the properties of complex coloring described in this
section.
1) Optimality: From Ko¨nigs theorem [10], it is easy to show
that the minimum number of colors required for coloring
the edges of a bipartite graph equals its maximum degree
∆. Hence, a proper coloring of a graph is optimal if
it only uses the minimum number of colors. Suppose a
scheduling problem is formulated as a bipartite graph with
maximum degree ∆, an initial consistent complex coloring
can be easily achieved by ∆ colors, and the color-exchange
operations to eliminate variables will not change the color
set. Therefore, an optimal ∆-edge coloring of a bipartite
graph can always be obtained by Kempe walks.
2) Parallelizability: In a bipartite graph G = (X∪Y,E),
vertices in set X are non-adjacent, and so are vertices
in set Y . Therefore, simultaneous color exchanges can be
performed on vertex sets X and Y alternatively. The next
section further elaborates this point.
3) Rearrangeability: When new calls arrive and existing calls
leave the switching system, only partial changes of the
existing coloring are needed. Instead of recoloring the
entire bipartite graph, any variables generated by edges
corresponding to newly arrived calls can be eliminated by
Kempe walks.
III. PARALLEL COMPLEX COLORING
The efficiency of edge coloring can be substantially im-
proved by parallel color-exchange operations. To guarantee
that the number of variables does not increase, complex
coloring requires that all color-exchange operations must be
effective. It is obvious that this effectiveness condition may
be violated by simultaneously performing color-exchange op-
erations on the two end vertices of an edge. For a bipartite
graph G = (X∪Y,E), because the vertices in set X are non-
adjacent and so are the vertices in Y , parallel complex coloring
becomes viable according to the following principle.
Principle of Parallelization. For a bipartite graph G =
(X∪Y,E), simultaneous color exchanges can be performed
on vertices in X and Y alternatively.
This principle ensures that parallel complex coloring of
a bipartite graph is effective. Specifically, the vertices in
X execute color-exchange operations in parallel in the first
iteration, and color exchanges only performed on the vertices
in Y in the next iteration, and so on. Fig. 4 demonstrates
an example of the parallel processing procedure, starting with
the initial consistent coloring shown in Fig. 4(a). In the first
iteration, as Fig. 4(b) shows, simultaneous color-exchange
operations are performed on vertices in X , and then in the
next iteration on vertices in Y , and so on. When all variables
are eliminated, Fig. 4(c) displays the final proper coloring of
graph G.
In spite of its high efficiency of variable eliminations,
parallel complex coloring may introduce deadlock problems
when few variables walk in some loops indefinitely, which
is the next issue to be addressed in this section. To cope
with deadlock variables, we discuss the stopping rules to halt
parallel processing in subsection III-B, in which we show
that the halting time of parallel processing is on the order
of O(log |V |), where V = X∪Y .
A. Deadlock Variables
The parallel processing of complex coloring may introduce
deadlock variables, which are trapped in various kinds of
infinite loops. The simplest case could be two (a, b) vari-
ables synchronously moving in the same direction in a (a, b)
cycle. For example, as Fig. 5(a) shows, the two variables,
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Fig. 4. Illustration of parallel complex coloring.
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Fig. 5. Illustration of infinite synchronous walks of deadlock variables.
~e1(x2, y2) = (r, b) and ~e1(x3, y3) = (b, r), are blocked in
an isolated Kempe cycle. The parallel processing of complex
coloring will synchronously move them forward in the same
direction such that they will never be eliminated. Fig. 5(b)
demonstrates the synchronous Kempe walk of these two (r, b)
variables in an (r, b) cycle.
There are numerous topological configurations that may
lead to deadlocks because two-colored subgraphs are dynam-
ically changing during the course of the variable elimination
process. Fortunately, deadlock loops can be easily broken by
variables with overlapped colors; thus, they only occur when
the variables are sparse and scattered in relatively isolated
two-colored subgraphs. Typically, the density of variables in
the graph is very small when deadlocks persist. To confirm
this point, we carried out 3000 simulation experiments, where
|V | = 128 and ∆ = 2000 and we ran at most 4096 iterations
for each experiment. The result depicted in Fig. 6 shows
that the remaining variables versus total number of edges is
consistently smaller than 0.01%. Even though we cannot be
sure that all remaining variables are involved in deadlocks,
the result clearly indicates that the percentage of deadlock
variables is tiny. In the next subsection, we discuss the halting
time of parallel complex coloring to prevent aimless moving
of variables in the face of deadlocks.
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Fig. 6. Distribution of remaining variable density after 4096 parallel iterations
with |V | = 128 and ∆ = 2000.
7B. Stopping Rule
We can roughly estimate the halting time of parallel com-
plex coloring from the time complexity of sequential pro-
cessing. The study in [12] reveals that sequential processing
of complex coloring of a bipartite graph, which eliminates
variables one at a time, requires O(|E| log |V |) operations.
In parallel processing, if we amortize the operations over all
the vertices, then the number of operations implemented by
each vertex should be on the order of O(∆ log |V |), which
is 1/|V | of O(|E| log |V |). Since each vertex can execute at
most ∆ color-exchange operations in each parallel iteration,
the expected number of parallel iterations is again on the order
of O(log |V |).
The variable elimination process in complex coloring re-
quires the moving of variables on Kempe paths to meet
with other variables. Presumably, the number of iterations of
parallel complex coloring is proportional to the average length
of a Kempe path. We need the following lemma that has been
proved in [41]:
Lemma 1. The average path length in a random graph G =
(V,E) is on the order of O(log |V |).
It is known that any acyclic path is a subgraph of a spanning
tree [10]. An intuitive explanation of the above statement is
that the average distance from the root of a spanning tree
to any leaf is on the order of O(log |V |). The statement
of Lemma 1 is consistent with our previous estimate from
sequential complex coloring that the number of effective
iterations of parallel complex coloring should be on the order
of O(log |V |). We analyze this relationship in more details
next. In the analysis and simulation studies to determine the
proper halting time of the parallel processing of complex
coloring, we need the following definitions to facilitate our
discussions.
Definition 4. We adopt following notations in parallel complex
coloring:
1) The variable density is the ratio of the number of variables
to the number of edges |E|; variable density after t
iterations is denoted by R(t).
2) The variable elimination rate is the ratio of the number of
eliminated variables to the total number of variables in an
iteration; the elimination rate of tth iteration is denoted by
α(t).
3) The hitting time is the expected number of iterations
needed for a variable to hit another variable; the hitting
time of tth iteration is denoted by h(t). That is, the hitting
time is the average number of moves needed to eliminate
a variable, and it is inversely proportional to the variable
elimination rate.
The following theorem states the relationship among these
variables during the elimination process. We show that the
expected number of iterations to halt parallel processing of
complex coloring is on the order of O(log |V |), under the
assumption that the variable elimination rate α(t) is a constant.
Theorem 1. If the elimination rate α(t) is a constant with
respect to the number of iterations t, then the total number of
iterations needed for parallel complex coloring to achieve a
fixed given variable density  is on the order of O(log |V |).
Proof: Suppose that the variable elimination rate is a
constant α with respect to t, and then the expected hitting
time is also a constant, which is inversely proportional to α
as follows:
α =
a
h
, (1)
where a is a positive constant. The number of remaining
variables at the end of tth iteration is |E|R(t), and the number
of variables that will be eliminated in (t + 1)th iteration is
|E|R(t)×α. Thus, we have
|E|R(t)− |E|R(t+ 1) = α|E|R(t), (2)
which yields
R(t) = (1− α)tR(0), (3)
where 0≤R(0)≤1 is the initial variable density. For achieving
a variable density , the required number of iterations T is
given by
(1− α)TR(0) = . (4)
For α1, we can obtain
T≈ ln − lnR(0)−α =
1
α
ln
R(0)

=
h
a
ln
R(0)

. (5)
According to Lemma 1, hitting time h is on the order of
O(log |V |). Therefore, the number of iterations needed to
achieve the specific variable density  is also on the order
of O(log |V |).
In Fig. 7, the simulation result further confirms the statement
of Theorem 1 that hitting time h is on the order of O(log |V |).
Thus, the number of iterations needed to achieve the specific
variable density  is O(log |V |).
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Fig. 7. The hitting time h as a function of the number of vertices |V |.
In reality, however, the variable elimination rate α(t) is not
a uniform constant with respect to the number of iterations t
. For a randomly generated bipartite graph with |V | = 128
vertices and maximum degree ∆ = 2000, the simulation
results displayed in Fig. 8(a) and (b) show that the parallel
8processing of complex coloring actually goes through the
following three phases:
1) In the first phase, the initial variable elimination rate α(t)
is very large but drops rapidly; therefore the remaining
variable density R(t) decreases very fast.
2) In the second phase, the variable elimination rate α(t) is
stabilized and becomes a constant, and the variable density
R(t) declines linearly with the same slope.
3) In the third phase, the variable elimination rate α(t) is
almost equal to 0, and the variable density R(t) remains
unchanged.
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Fig. 8. The three phases of parallel complex coloring of a bipartite graph
with |V | = 128 and ∆ = 2000.
The above three phases can be perfectly explained by
the characteristics of parallel complex coloring. Intuitively,
variables are more likely to be eliminated when they are close
together; therefore, with high variable density R(t), the vari-
able elimination rate α(t) is very large and the variable density
decreases very fast in phase 1. As the variable density R(t)
decreases, the hitting time increases and thus the elimination
rate slows down in phase 2. When almost all variables have
been eliminated, the elimination rate decreases to zero and the
variable density remains unchanged because most remaining
variables are likely blocked in deadlock loops. This is the
behavior of phase 3 that we have observed from simulation
results. Formally, we define the three phases according to the
variable density R(t) and variable elimination rate α(t) as
follows.
Definition 5. The three phases of parallel complex coloring
are characterized by the changes of variable density R(t) and
variable elimination rate α(t) as follows:
1) Initial phase: 4R(t) < 0,4α(t) < 0. Variable density
decreases drastically and so does the elimination rate.
2) Steady phase: 4R(t) < 0,4α(t) = 0. Variable density
decreases, but the elimination rate is a constant.
3) Deadlock phase: 4R(t) = 0,4α(t) = 0. Variable density
approaches zero, and no more variable can be eliminated;
thus the elimination rate is zero.
The halting time of parallel processing should be predeter-
mined to avoid aimless operations in phase 3, meaning the
parallel algorithm should be stopped at the end of phase 2.
In particular, we need to determine the time t1, when the
elimination process enters the steady phase from the initial
phase, and the time t2, when the steady phase ends and the
deadlock phase begins. In practice, we use the following more
relaxed conditions to each epoch:
1) Initial phase: 4R(t) < 0,4α(t) < 0.
2) Steady phase: 4R(t) < 0,4α(t) < 10−3.
3) Deadlock phase: 4R(t) < 10−6,4α(t) < 10−3.
The three phases demonstrated in Fig. 8(a) and (b) are
determined by the above criteria. In the initial phase, the
variable density R(t) decreases very fast from 1 to 10−3. In
the steady phase, the elimination rate α(t) is a constant and
R(t) declines from 10−2 to 10−4 almost with the same slope.
In the deadlock phase, the elimination rate α(t) is close to 0
and the variable density R(t) remains unchanged, mainly due
to deadlocks.
As for the selection of the stopping rule, only the beginning
and the ending of the steady phase are of interest, since the
initial phase is too short, and in practice the deadlock phase
will be treated in a different way, which will be discussed in
the next section. In the steady phase, the elimination rate α(t)
converges to a constant α and the hitting time h(t) becomes
a constant h with respect to t, which is conformable to the
assumption of Theorem 1. Therefore, following the proof of
Theorem 1, the variable density in the steady phase can be
expressed as follows:
R(t) = (1− α)t−t1R(t1), (6)
where t∈[t1, t2]. In Fig. 8(a), the dashed line, denoted as R˜(t),
is plotted according to (6). Since the line R˜(t) starts with
the initial value R(t1) at t = t1 with the constant slop α,
R˜(0) < R(0) and the variable density R(t) is lower bounded
by R˜(t) throughout all t. For a given variable density , the
upper bound of the stopping time is given by:
Ts = − ln − lnR(t1)
α
+ t1 =
h
a
ln
R(t1)

+ t1, (7)
where a is a constant. Since the steady phase ends at time
t2, the stopping time can be chosen from the interval [t2, Ts].
9We summarize our discussions on the stopping rule in the
following principle.
Principle of Stopping Rule. To achieve a given remaining
variable density , the parallel complex coloring of a bipartite
graph G = (V,E) should halt after a log (|V | + b) + c
iterations, where a,b and c are application-specific parameters.
There is a trade-off between the stopping time and the
number of remaining variables. If the running time is a major
concern, then the stopping time should be chosen close to
t2. Otherwise, if a small number of remaining variables is of
interest in the scheduling application, then the stopping time
can be chosen closer to the upper bound Ts. The application
of the Principle of Stopping Rule is further discussed in the
next section.
IV. PARALLEL SCHEDULING ALGORITHMS
This section describes the design of an on-line scheduling
algorithm for packet switching. As Section III demonstrates,
parallel Kempe walks may not be able to completely eliminate
remaining variables in the deadlock phase of parallel complex
coloring algorithm. We discuss a strategy in dealing with
remaining deadlock variables in this section.
There is a lot of concern over the time complexity for on-
line scheduling of packet switching. If the running time of
scheduling is a stringent requirement, keeping down deadlock
variables and recoloring them in next time frame is the only
viable strategy. As Fig. 6 shows, the wasted bandwidth due
to recoloring remaining variables is almost negligible. Thus,
the development of an ultra-fast on-line parallel scheduling
algorithm by complex coloring to achieve a high throughput
for frame-based packet switching is feasible.
In this section, we first describe the parallel algorithm of
complex coloring for bipartite graphs, and then discuss the
application of this algorithm to on-line scheduling for frame-
based packet switching.
A. Parallel Complex Coloring Algorithm
Based on previously proposed Principle of Parallelization
and Principle of Stopping Rule, we develop a parallel iterative
algorithm of complex coloring for a bipartite graph G =
(X∪Y,E). In each iteration, the color exchanges are operating
on the vertices in set X and then on vertices in set Y . The
algorithm repeats this iterative procedure until all variables
are eliminated or takes a time out when the stopping rule
is satisfied. We now present the algorithm Parallel Complex
Coloring as Algorithm 1 in this subsection.
The parallel complex coloring algorithm will return a prop-
erly colored graph G with a high probability in O(log |V |)
iterations. Since there could be at most ∆ variables incident
to a vertex in each iteration, the time complexity of the Parallel
Complex Coloring algorithm is on the order of O(∆ log |V |).
The leftover variables after the parallel algorithm stops are
simply kept down in the next frame because they could be
trapped in deadlock loops in the current time frame.
Algorithm 1 Parallel Complex Coloring
Input: A consistently colored bipartite graph G = (X∪Y,E),
color set C, L(xi) (or L(yi)): the list of variables incident
to vertex xi (or yi), stopping time T∈[t2, Ts].
Output: A properly colored graph G, or a consistently col-
ored graph G with few remaining variables.
1: For each vertex xi in X , update L(xi) and execute color-
exchange operations in parallel: If L(xi) is nonempty, then
for each variable ~e = (a, b) in L(xi), find its adjacent link
of (a, b) path and do the color-exchange operation.
2: For each vertex yi in Y , update L(yi) and execute color-
exchange operations in parallel: If L(yi) is nonempty, then
for each variable ~e = (a, b) in L(yi), find its adjacent link
of (a, b) path and execute the color-exchange operation.
3: Repeat Steps 1-2, until one of the following two conditions
is satisfied:
C1: All variables in graph G have been eliminated.
C2: The number of iterations reaches the predetermined
stopping time T .
B. On-line Scheduling for Frame-based Packet Switching
We consider an N×N input-queued switch and define the
following notations to facilitate our discussion. Suppose the
time is divided into frames of size f , a bipartite graph Gk =
(X∪Y,E) is constructed for packets that arrive in the kth time
frame. Vertex xi in X and vertex yj in Y represent input i
and output j, respectively, and edge et(xi, yj)∈E stands for
the tth packet in the buffer of input i destined for output j,
where i, j = 1, 2, . . . , N . Let ∆ be the maximum degree of
graph G and C = {c1, c2, . . . , c∆} be the set of colors, each
of which corresponds to a timeslot in the next time frame. For
example, suppose edge et(xi, yj) is colored by color cγ , for
some γ = 1, 2, . . . ,∆, then the corresponding packet will be
sent to output j in the th timeslot of the next time frame.
Furthermore, for two consecutive bipartite graphs Gk−1 and
Gk, if the difference of their edge sets is small, which is
common in core switches [33], then the graph Gk in kth
time frame can be obtained by slightly modifying the edge
set of Gk−1. According to the rearrangeability property of
complex coloring described in Section II, instead of recoloring
all edges of Gk, a proper coloring of Gk can be obtained
by only consistently coloring the newly created edges in Gk
and then eliminating the newly generated variables by Kempe
walks. Therefore, each input and output can accomplish the
graph initialization independently in each time frame with
the new packet arrivals and previous coloring information.
In Appendix A, we describe the implementation of Graph
Initialization process in more details.
Frame size f is selected under the assumption that the fol-
lowing traffic load constraints are observed: λi =
∑
j λij < 1
and λj =
∑
i λij < 1, where λij is the average traffic
rate from input i to output j in a timeslot. Ideally, packets
accumulated in the current time frame should all be sent out in
the next time frame, which means f colors should be sufficient
to properly color the bipartite graph Gk in any time frame
k. We know from the condition of edge coloring of bipartite
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graph that a proper coloring with f colors can always be
obtained if the maximum degree ∆≤f [10]. This condition
can be easily satisfied when the arrival rate is low. However,
when the traffic load is heavy, the maximum degree ∆ may
exceed frame size f due to the randomness of output addresses
of input packets. If ∆ > f , packets that cannot be scheduled
are deferred. Thus, to enhance the throughput, it is necessary
to select a proper frame size f to ensure that ∆≈f with high
probability. In Appendix B, we show that, if the frame size is
sufficiently large, say f≥O(logN), the number of packets in
the buffer of input i destined to output j in a time frame will
converge to the average number fλij , such that the maximum
degree ∆ will be close to frame size f with high probability,
that is, ∆≈∑i fλij < f and ∆≈∑j fλij < f .
The frame-based scheduling algorithm is completely par-
allel and distributed. The on-line algorithm starts with a
consistently colored bipartite graph for each frame of packets,
and then iteratively calculates a set of matchings by variable
eliminations. The parallel algorithm stops after T iterations,
which is predetermined based on the remaining variable den-
sity  required by the scheduler. The remaining variables,
presumably most of them are deadlock variables, are ignored
in the current time frame and kept down in the next time
frame. Let Mi,j denote the set of edges incident to vertex
xi∈X and vertex yj∈Y that will be recolored in next time
frame. This information will be stored in each input line card
and processed in the next frame. The on-line frame-based
scheduling algorithm is described as follows.
Step 1 Initialization: Each input and output implement Graph
Initialization, according to the frame of packets, the
uncolored edges Mi,j of the previous time frame,
and the previous coloring information in the case of
rearranging existing connections.
Step 2 Perform Parallel Complex Coloring, and return the
colored bipartite graph with the remaining variables
after T iterations.
Step 3 Carryover Information: For each input i, update the set
of remaining variables Mi,j from the result of Step 2.
In the colored bipartite graph, edges of the same color con-
stitute a matching that represents the scheduled permutation of
a corresponding timeslot. It should be noted that a straightfor-
ward application of the coloring graph to schedule the packets
may introduce out-of-sequence packets. This occurs when an
edge corresponds to an earlier arriving packet but is colored
by a higher indexed color. For example, as Fig. 9(a) shows,
the input packets are ordered by their arrival times, and the
indices of the colors in the set C = {c1, c2, c3} = {r, g, b}
represent the corresponding timeslots in a frame. As Fig. 9(b)
illustrates, the two edges e1(x2, y3) and e2(x2, y3) between
input x2 and output y3 are respectively colored by c3 and c1,
which means the first packet e1(x2, y3) will be sent in the third
timeslot but the second packet e2(x2, y3) in the first timeslot.
If these two packets belong to the same session, they will be
received out of their original delivering sequence.
The out-of-sequence problem is caused by the inconsistency
between the order of arrivals and the order of the color indices.
This problem can be easily resolved by sorting the colors of
(a) kth frame (b) proper coloring of Gk
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Fig. 9. Packet transmission according to the coloring of bipartite graph.
those edges between any vertex pair according to their arrival
times, and then each input can determine the packet sending
sequence in a time frame. After sorting the colors, as Fig. 9(c)
shows, input 2 sends the first packet in the first timeslot and
the second packet in the third timeslot, which are in the same
order of their arrival times.
V. PERFORMANCE OF SCHEDULING ALGORITHMS
This section evaluates performances of scheduling algo-
rithms. There are three aspects, throughput, delay, and com-
plexity, concerning the performance of an on-line scheduling
algorithm. In subsection V-A, delay and throughput per-
formances are presented under different traffic patterns. In
subsection V-B, we present complexity analyses of on-line
algorithms.
A. Delay and Throughput
In this subsection, simulation results of on-line frame-based
scheduling algorithm are presented in comparison with the
well-known iSLIP algorithm. In the simulation, we considered
both uniform and non-uniform traffic. The later includes
diagonal hotspot traffic [26], and log-diagonal traffic [28]. We
show that our algorithm can achieve a high throughput as well
as an acceptable average delay under uniform input traffic, and
its performance is highly robust under both non-uniform traffic
models.
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1) Uniform Traffic: In our simulation, we assume that the
arrival process at each input of an input-queued switch is a
Bernoulli process with rate λ, and the destination of each
packet is uniformly distributed over all outputs, which means
λij = λ/N,∀i, j.
The performance of our algorithm under uniform input
traffic is plotted in Fig. 10, where N = 64 and f = 2000. As
we mentioned in Section IV-B and explained in Appendix B,
the maximum degree ∆ of the bipartite graph in a frame is
typically larger than f when each input is fully loaded. If
∆ > f in a frame, then not all accumulated packets can be
cleared out from input buffers, simply because there are not
enough timeslots, maximum is f , to schedule ∆ packets within
this time frame. It follows that the system becomes unstable
and the delay goes to infinity, as shown in Fig. 10, when the
traffic load is larger than 0.95. On the other hand, when the
traffic load is below 0.9, the maximum degree ∆ is almost
always less than f . In this case, a close to 100% throughput
and a bounded average delay can be achieved, which coincides
with the simulation results in Fig. 10.
(a) Throughput performance under uniform traffic
(b) Delay performance under uniform traffic
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Fig. 10. Performance comparison of the scheduling algorithms under the
uniform traffic.
Under uniform input traffic, as the comparison in Fig. 10
shows, the iSLIP outperforms our on-line scheduling algorithm
in both throughput and delay. The iSLIP can achieve 100%
throughput under a full load since it approximately performs as
a time-division multiplexing scheme [4]. Moreover, the iSLIP
operates in a slot-by-slot manner, while our algorithm is frame-
based. Compared with the iSLIP, our algorithm will suffer
from a larger packet delay due to the waiting time spent in
the accumulating stage and scheduling stage. Nevertheless, as
current state-of-the-art technology demonstrates, the timeslot
is getting shorter and shorter (e.g., nanoseconds) as the line
rate of each port increases up to 100 Gb/s [5]. Therefore our
scheduling algorithm can easily meet the most stringent delay
requirement, which is on the order of milliseconds [33].
2) Non-uniform Traffic: Under non-uniform input traffic,
the simulation results demonstrate the robustness of our
complex-coloring-based scheduling algorithm. Since the ef-
ficiency of the variable elimination process becomes much
higher when variables are clustered together, the uneven distri-
bution of traffic load does not adversely affect the performance
of our scheduling algorithm. In our simulation study, we
consider two popular non-uniform traffic models, diagonal
hotspot traffic [26], and log-diagonal traffic [28]. They are
specifically defined as follows:
1) Diagonal hotspot [26]: λii = λ2 and λij =
λ
2(N−1) , ∀i, j.
2) Log-diagonal [28]: λii = 2
(N−1−i+j) mod N
(2N−1) , ∀i, j.
The simulation results of the scheduling algorithms dis-
played in Fig. 11, where N = 64 and f = 2000, shows that
the performance of our on-line scheduling algorithm under
non-uniform traffic is as good as that under uniform traffic.
In addition to the high efficiency of eliminating clustered
variables by complex coloring, the frame-based algorithm
actually serves as a time-division statistical multiplexer for
packets within a frame to smooth out the unevenness of the
traffic load.
Meanwhile, the iSLIP algorithm becomes unstable under
non-uniform traffic when the input traffic load is high. As
Fig. 11(a) and (b) shows, when the offered load approaches
1, the iSLIP only achieves 81.1% throughput under diagonal
hotspot traffic and 84.3% under log-diagonal traffic. Further-
more, for both non-uniform input traffic patterns, the average
delay of iSLIP skyrockets to infinity when the offered load is
above 80%.
B. Complexity
The complexity of the on-line frame-based scheduling algo-
rithm is mainly determined by the processing time of Parallel
Complex Coloring. We showed in previous subsection that
the running time of Parallel Complex Coloring is on the
order of O(∆ log |V |). Since ∆≈f if the selected frame size
f≥O(logN) and |V | = 2N , the running time of the frame-
based scheduling algorithm is on the order of O(log2N),
and the amortized complexity (matching per timeslot) is only
O(logN). The simulation results of the scheduling algorithms
exhibited in Fig. 12 shows that the running time of our on-
line scheduling algorithm is much less than the well-known
iSLIP algorithm and Aggarwals algorithm [7] for computing
one matching per timeslot.
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(a) Throughput performance under diagonal hotspot traffic
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(b) Throughput performance under log-diagonal traffic
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(c) Delay performance under diagonal hotspot traffic
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(d) Delay performance under log-diagonal traffic
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Fig. 11. Performance comparison of the scheduling algorithms under the nonuniform traffic.
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Fig. 12. Running time comparison of the scheduling algorithms.
For easy references, Table I shows the comparison of our
works and other related scheduling algorithms. The complex-
ities listed in in Table I are all normalized to the running
time of a matching per timeslot. Although the complexity
of Aggarwals algorithm is on the order of O(1) per vertex
per timeslot [7], but it is a sequential algorithm and cannot
be parallelized because the coloring of one edge depends on
the colors of its neighboring edges. Thus, for computing a
matching per timeslot, the order of time complexity should
be O(N), which does not include the time spent at the local
operations for refreshing the available color set and choosing
the minimum one for an input/output pair for each color
assignment. Therefore, the overall running time is on the order
of O(Nf), where the frame size f is on the order of O(N2)
[7], for computing a matching per timeslot, which agrees with
the simulation result displayed in Fig. 12.
VI. CONCLUSIONS
In this paper, we study distributed and parallel scheduling
algorithms based on a new algebraic edge-coloring method,
called complex coloring, for packet switching. The proposed
frame-based algorithm is highly efficient under both uniform
and non-uniform traffic. Extensive simulations confirm perfor-
mance analyses that our algorithm can achieve nearly 100%
throughput in the running time of O(log2N) per frame, which
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TABLE I
COMPARISON OF ON-LINE SCHEDULING ALGORITHMS FOR INPUT QUEUED SWITCHES
Research Work Complexity (matching per slot) Parallel Scheduling Granularity Methodology
iSLIP [4] O(N logN) Yes Slot by slot Maximal size matching
iLQF [23] O(N2logN) Yes Slot by slot Maximal weighted matching
LAURA [26] O(N log2N) Yes Slot by slot Maximum weighted matching
G. Aggarwal etc. [7] O(Nf) No Frame by frame (frame size f : O(N2)) Greedy edge coloring
Our work O(logN) Yes Frame by frame (frame size f : O(logN)) Complex coloring
implies that the amortized complexity per timeslot is only
O(logN). The time complexity of parallel complex coloring
can be substantially improved if we relax the constraint on the
minimum number of colors. However, increasing the number
of colors will lower the bandwidth utilization of the switch. In
the future research, we will investigate this trade-off between
time complexity and the number of colors.
APPENDIX A
GRAPH INITIALIZATION
In this appendix, we give a detailed description of the
graph initialization with the current information of the packets
in the kth time frame and the coloring information of the
previous (k − 1)th time frame. Let Ci,j denote the set of
colors that was assigned to the edges between xi and yj in
the last properly colored bipartite graph Gk−1. Such historical
coloring information, stored in each input line card, can be
used to update the new consistent coloring of graph Gk. At the
end of the variable elimination process, each input i updates set
Ci,j according to the coloring results. When the initialization
begins, each input and each output initialize the consistently
colored bipartite graph in a distributed manner. The graph
initialization procedure is given as follows.
Algorithm 2 Graph Initialization
1: for all input xi do
2: for all packet that is the tth packet destined to output
j in buffer do
3: Add edge et(xi, yj) and maintain it as lt(xi, yj) and
lt(yj , xi)
4: if Ci,j is not empty then
5: color lt(xi, yj) and lt(yj , xi) with a color c in Ci,j
and Ci,j − {c}
6: else
7: keep lt(xi, yj) and lt(yj , xi) uncolored
8: end if
9: end for
10: send color information to associate vertices in Y
11: end for
12: for all vertex xi and yj do
13: if there are uncolored links then
14: color them one by one with an available color in C
15: end if
16: end for
17: Return a consistent coloring of the bipartite graph
Fig. 13 illustrates an example of initialization of the on-
line frame-based scheduling algorithm for the kth frame
in a 3×3 switch with frame size f = 3 and color set
C = {c1, c2, c3, c4} = {r, g, b, y} since ∆ = 4. Fig. 13(a)
and (b) display the information of packets in kth time frame
and the coloring information of the previous (k − 1)th time
frame, respectively. Fig. 13(c) illustrates the procedure of color
assignments. In this example, each input processes the packets
according to their arriving orders in the frame. For instance,
in the first slot of this frame, a packet destined to output 1
arrives at input 1, the corresponding edge e1(x1, y1) is added
and assigned c1, because edge e1(x1, y1) also existed in Gk−1
and colored by c1 in the previous time frame. On the other
hand, a packet destined to output 3 arrives at input 1 in the
second timeslot, then edge e1(x1, y3) is added but remains to
be colored since there is no counterpart in Gk−1. After all
edges inherited from Gk−1 have been colored, then the links
l1(x1, y3) and l1(y3, x1) of edge e1(x1, y3) will be colored
respectively by input 1 and output 2 with an available color.
APPENDIX B
SELECTION OF FRAME SIZE f
In this appendix, we discuss the selection of frame size f
for our scheduling algorithm to achieve a high throughput.
It is easy to know that the condition ∆≤f can be easily
satisfied when the arrival rate is low. Therefore, we consider
the boundary condition case when the traffic is fully loaded,
λi =
∑
j λij = 1 and λj =
∑
i λij = 1, where λij is the
average traffic rate from input i destined to output j. Each
input has f packets to be switched in a frame, but the total
number of packets that are destined for each output is a random
variable even under uniform address assumption. Suppose
the number of packets targeted for output j is Xj , and let
∆ = maxj {Xj}, which means the switch needs ∆ timeslots
to clean up all the packets of this frame. It is easy to show
that a 100% throughput can be achieved if ∆≤f . If ∆ > f
occurs due to the randomness of the output addresses, then the
transmission of some packets will be deferred. It follows that
the throughput is bounded by fN/∆N in this case. Thus,
to achieve high throughput, it is necessary to maximize the
factor f/∆. According to the central limit theorem [42], we
show in the following that ∆≈f is achievable if f≥O(logN),
provided that the number of ports of switch N1.
We assume that the addresses are uniformly distributed and
the port count of switch N1. Let Xi,j(t) be the number of
packets that arrive at input i in the tth timeslot and will go to
output j, and Xj(t) =
∑
iXi,j(t). Thus, the total number of
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Fig. 13. Initialization of the consistently colored bipartite graph in a distributed manner.
packets that are destined for output j within a frame is given
by Xj =
∑f
t=1Xj(t).
Under the uniform address assumption, X1,j(t), X2,j(t),
. . . , XN,j(t) are i.i.d. Bernoulli random variables with param-
eter 1/N , and Xj(1), Xj(2), . . . , Xj(f) are i.i.d. binomial
random variables, of which the expectation is 1 and the
variance is 1− 1/N→1 as N1. It follows from the central
limit theorem that
Xj − µ
σ
→ N(0, 1), (8)
where µ = f and σ2 = f
Given that X1, X2, . . . , XN are i.i.d. random variables.
Our goal is to achieve a high throughput f/∆. According to
the result presented in [43], the asymptotic distribution of ∆
is Type I of extreme value distribution given as follows:
Pr{∆≤x} = exp[−e−aN (x−bN )], (9)
where
aN =
√
2 lnN
σ
, bN = σ
√
2 lnN − σ ln lnN + ln 4pi
2
√
2 lnN
+ µ.
(10)
To achieve a targeted throughput requirement η with a high
probability 1 − ε, where 0η < 1, 0 < ε1, from (9), we
have to ensure that
Pr{ f
∆
≥η} = Pr{∆≤f
η
} = exp[−e−aN ( fη−bN )]≥1− ε,
(11)
Substituting (10) into (12), we obtain
f≥( η
1− η )
2× 1
2 lnN
×
[
− ln ln 1
1− ε + 2 lnN −
1
2
(ln lnN + ln 4pi)
]2
. (12)
This result clearly shows that a targeted throughput η can be
achieved with very high probability under the uniform traffic
pattern if f≥O(logN). It also should be noted that achieving
a throughput η = 1 requires the frame size f→∞.
We verify the theoretical result via simulation with a fixed
ε = 0.05. For each frame size f , we randomly generate 10000
frames, and calculate threshold η such that there are more than
9500 frames with f/∆ > η. Fig. 14 shows that the theoretical
results agree with the simulation results for both N = 64 and
N = 100.
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Fig. 14. Selection of the frame size under uniform address assumption.
In comparison with the theoretical result of uniform traffic,
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Fig. 15. Simulation results of the selected frame size under non-uniform
address assumption with fixed ε = 0.05.
our simulation results reveal the fact that higher throughput
can be achieved under non-uniform traffic. As Fig. 15 shows,
higher throughputs are achieved in simulations under both
types of non-uniform traffic patterns, diagonal hotspot traffic
[26], and log-diagonal traffic [28]. Intuitively, non-uniform
traffic is more likely to concentrate on one or a few destination
outputs such that the randomness of the output address of
the packets is reduced. Hence, with the same frame size,
throughput performance under non-uniform traffic outperforms
that under uniform traffic. Therefore, the frame size selected
according to requirement (12) remains valid for non-uniform
input traffic.
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