ABSTRACT When the complex least mean-square (CLMS) algorithm is used to estimate a complex sparse system, its convergence rate is relatively slow. To make full use of the sparsity of the unknown system to improve convergence rate, a zero-attracting CLMS (ZA-CLMS) algorithm has recently been proposed. In order to predict the statistical behavior of the complex adaptive filter after converging, this paper analyzes the steady-state mean-square deviation (MSD) performance of ZA-CLMS with circular Gaussian input. For mathematical tractability, in the analysis, the unknown system weights are divided into two sets according to their values and some statistical assumptions are used. The simulation results are provided to show the superior performance of ZA-CLMS for complex sparse system identification and to verify the validity of the theoretical expressions for predicting the steady-state MSD performance.
I. INTRODUCTION
Complex adaptive filters have found widespread applications in many areas such as channel estimation [1] , [2] , frequency estimation [3] , [4] , and self-interference cancelation [5] , [6] . In recent several decades, some useful complex adaptive algorithms have been proposed for complex adaptive filtering applications. The classical complex least mean-square (CLMS) is one of the extensively used algorithms due to its simplicity and ease of implementation [7] . In some scenarios, the input signal may be noncircular. In order to sufficiently use the complementary information of noncircular input signals, the augmented CLMS (ACLMS) algorithm was presented [8] , [9] . Moreover, some variants of CLMS and ACLMS were also presented to improve their convergence performance or to extend their form to network scenarios, e.g., [10] - [12] .
In some applications, most of the system weights are zero or close to zero. A system with this feature is usually referred to as a sparse system [13] . To improve the convergence rate for real system identification, some sparsityinduced adaptive algorithms in real form have been presented, The associate editor coordinating the review of this manuscript and approving it for publication was Sunil Karamchandani. such as those sparse LMS algorithms proposed in [15] - [18] . Recently, motivated by the zero-attracting LMS (ZA-LMS) algorithm [14] , a zero-attracting CLMS (ZA-CLMS) algorithm was proposed in the appendix of [19] . This algorithm aims to strengthen the zero-point attraction stability of complex adaptive filters. It is well known that the steady-state analysis of adaptive algorithms can predict their estimation accuracy after convergence and then can provide a benchmark for the use of adaptive algorithms. However, such analysis did not be performed in [19] .
In this paper we analyze the steady-state performance of ZA-CLMS in terms of mean-square deviation (MSD), based on some frequently used statistical assumptions. Although performance analysis with noncircular Gaussian input is sometimes important for complex adaptive algorithms [20] - [23] , we just consider the case of circular Gaussian signal as input, because circular Gaussian inputs are largely used in various applications and the mathematical derivation caused by the nonsmoothness and nonlinearity of the zero-attracting term is difficult for noncircular Gaussian inputs. Simulation results will show the superior performance of ZA-CLMS for sparse system identification and verify the validity of the theory on steady-state performance.
The rest of the paper is organized as follows. In section II we introduce the system identification model and briefly review ZA-CLMS. A pretreatment and several statistical assumptions are given in section III. Then the steady-state MSD analysis of ZA-CLMS for circular Gaussian is performed in section IV. and simulation results are illustrated in section V. The paper is finally concluded in section VI.
Notation: Normal letters are used for scalars, bold-face lowercase letters for vectors, and boldface uppercase letters for matrices. Moreover, |a| calculates the mode of complexvalued scaler a, a 1 and a 2 compute the 1 -and 2 -norms of complex-valued vector a, respectively, |C| set represents the number of elements in set C, tr{A} denotes the trace of matrix A, E[ ] takes the expectation of variable , superscripts * , T , and H represent the conjugate, transpose, and conjugate transpose operators, respectively, and I denotes the identity matrix.
II. REVIEW OF ZA-CLMS
In this paper, we consider the system identification problem in complex domain C. The reference signal of the system, which is characterized by an unknown weight vector s = [s 1 , s 2 , . . . , s L ] T , can be written as r n = s H x n + v n , where
] T is the input vector consisting of L most recent samples of the input x n , and v n is the measurement noise. If an adaptive filter is used to estimate this unknown weight vector, the estimation error at time instant n is computed by e n = r n − w H n x n , where w n = [w 1,n , w 2,n , ...w L,n ] T is the weight vector of the adaptive filter.
Consider the following 1 -norm regularized optimization problem
Using the subgradient descent method, ZA-CLMS was derived in [19] . Its update equation is
where ρ is the shrinkage parameter, µ is the step-size, and g(w n ) is the zero-attracting term with its k-th element expressed as
From (2) and (3), it is seen that as compared to CLMS, ZA-CLMS includes a zero-attracting term g(w n ) weighted by the shrinkage parameter ρ. It will be verified by simulations that this term can accelerate the convergence rate of ZA-CLMS when estimating a complex sparse system.
III. PREPARATION FOR PERFORMANCE ANALYSIS
In order to make the performance analysis mathematically feasible, a pretreatment and several statistical assumptions are introduced in this section.
A. DIVISION OF WEIGHTS
Since the zero-attracting term is nonsmooth, for the sake of convenience, we divide the indices of the unknown weights into two sets:
Obviously, we have |C 0 ∪ C 0 | set = L and |C 0 | set = L − Q with Q being the number of the nonzero weights. The above division is an often-used pre-treatment for the performance analysis [24] .
B. STATISTICAL ASSUMPTIONS
In this paper, the following statistical assumptions are used for mathematical tractability:
A1) The step-size µ is so small that the input signal x n and adaptive filter weights w n can be assumed to be independent of each other.
A2) The input signal x n is a zero-mean, independent and identically distributed (i.i.d.) circular Gaussian signal of variance P x .
A3) The measurement noise v n is a zero-mean, i.i.d. circular Gaussian signal of variance P v and independent of the input x n . A4) For k ∈ C 0 , the kth weight of the adaptive filter in steady state, w k,∞ , follows zero-mean complex Gaussian distribution.
A5) For k ∈ C 0 , the kth weight error in steady state, h k,∞ = w k,∞ − s k , is small enough as compared to s k , so as to arrive at the approximation w k,∞ w * k,∞ ≈ s k s * k . Assumptions A1−A5 are extensions of those used for real sparse adaptive algorithms [16] , [25] . It will be verified that the expressions derived by using them show good agreement with simulation results.
IV. STEADY-STATE MSD ANALYSIS
Define the weight-error vector as h n = w n − s. Subtracting s from both sides of (2) yields
Define the weight error correlation matrix as H n = E h n h H n . Multiplying (4) by its conjugate transpose, according to assumptions A1−A3 and the Gaussian moment factoring theorem, we have
where R = E x n x H n is the input correlation matrix. The MSD can be written as
, which is referred to as the k-th individual weight MSD, where h k,n is the k-th element of h n . Under assumption A2, the input correlation matrix reduces to R = P x I. Thus, from (5), we obtain
From (3), we have g(w k,n )g * (w k,n ) = 1 for w k,n = 0 and g(w k,n )g * (w k,n ) = 0 for w k,n = 0. In practice, due to the unceasing adaptation of the filter weights, the situation w k,n = 0 occurs so rarely that it almost always holds that E g(w k,n )g * (w k,n ) = 1. Therefore, as n → ∞, from (6) we obtain
A
. SINGLE WEIGHT MSD FOR ANY INDEX IN SET I
For any k ∈ C 0 , using the relationship w k,∞ = h k,∞ + s k = h k,∞ and (3), we have According to assumption A4, the quantity h k,∞ h * k,∞ follows the Rayleigh distribution. Using the property of the Rayleigh distribution yields
where
It can be easily shown from (3) that
Therefore, using (8)− (11) in (7), we obtain the equation of ε, namely,
B. SINGLE WEIGHT MSD FOR ANY INDEX IN SET II
For any k ∈ C 0 , using (3) and assumption A5), we have
Taking the expectation of (4) and using assumptions A1−A3, we have
As n → ∞, one obtains Assume h k,∞ is small enough to ratify the approximation
. Similar assumption can be found in [16] and [25] to analyze real zero-attracting adaptive algorithms. Thus, from (15), we have
Since it holds that g(s k )g * (s k ) = 1 for k ∈ C 0 , (16) can be written as
Using (17) in (13) yields
From (18), it is seen that E h k,∞ g * (w k,∞ ) is a real number, and therefore we have
Substituting (18) and (19) into (7) arrives at
C. MSD FOR ALL WEIGHTS
From (20), one can obtain where
By combining all individual weight MSD, the steady-state MSD can be expressed by
Using (21) in (23) and rearranging the terms leads to
Substituting (24) into (12) yields the following quadratic equation:
with the coefficients
For a small step-size µ, which is a frequently used assumption in performance analysis in the literature, we find that a > 0, b > 0 and c < 0. Therefore, we can conclude that
is the unique solution of (25), because we have ε > 0, according to (10) . Substituting (29) into (24) yields the expression for the theoretical steady-state MSD.
V. SIMULATION RESULTS
Four unknown sparse systems consisting of 20 or 1000 weights with different values of Q/L are used in the simulations. The SNR is set to 30dB or 10dB. The input and measurement noise are both i.i.d., circular Gaussian signals. We use MSD or normalized MSD (NMSD) in decibel (dB), which are defined as MSD = 10 log 10 h n 2 2 and NMSD = 10 log 10 h n 2 2 / s 2 2 , respectively, as a measure of performance. All simulated curves are obtained by averaging over 100 independent trials.
In the first set of simulations, we compare the convergence rate of CLMS and ZA-CLMS by choosing proper values for their step-sizes to obtain the same steady-state NMSD. From Fig. 1 , it can be seen that ZA-CLMS converges faster than CLMS for all values of Q/L. In addition, we find that ZA-CLMS is more advantageous with a small value of Q/L than with a large value of Q/L in the sense of convergence rate. In other words, as compared to the CLMS algorithm, the sparser the system is, the more advantageous ZA-CLMS is.
In the second set of simulations, we compare the theoretical and simulated steady-state NMSD of ZA-CLMS with two different values of Q/L. We use ρ = 10 −5 and ρ = 10 −7 for Fig. 2 (a) and (c) and Fig. 2 (b) and (d) , respectively. The results are shown in Fig. 2 . It is seen from the figure that the theoretical steady-state NMSD can well predict the simulated one.
In the third set of simulations, the steady-state MSD of ZA-CLMS with different values of the step-size µ is given in Fig. 3 . The simulated steady-state MSD is obtained by averaging over 1000 instantaneous MSD in steady state. The results show that the theoretical steady-state MSD of ZA-CLMS matches well with the simulated one. Even under the large measurement noise environment, i.e., SNR = 10dB, the maximum difference between the simulated and theoretical MSD is less than 2dB within the simulated step-size range. One can also see that the theoretical and simulated steady-state MSD curves have both a minimum point. This is unlike the case of CLMS, whose steady-state MSD is a monotonically decreasing function of µ. It means that for a given value of ρ, there exists an optimal value of the step-size for ZA-CLMS to achieve the minimum steadystate MSD.
In the last set of simulations, the steady-state MSD of ZA-CLMS with different values of ρ is given in Fig. 4 . It is seen that the theoretical steady-state MSD of ZA-CLMS has a good agreement with the simulated one for all values of Q/L. It also shows that the theoretical and simulated steady-state MSD curves both have a minimum point. We can deduce that ZA-CLMS has an optimal value of ρ to achieve the minimum steady-state MSD.
VI. CONCLUSIONS
This paper analyzed the steady-state performance of ZA-CLMS with circular Gaussian input. We divided the unknown system weights into a zero-weight set and a nonzero set due to the nonsmoothness of the regularization term. For the sake of mathematical tractability, we introduced some statistical assumptions to simplify the analysis. Simulation results show that ZA-CLMS converges fast than CLMS for complex sparse system identification, and that the theoretical expressions can well predict the steady-state mean-square deviation behavior. How to analyze the performance of ZA-CLMS with noncircular input is our future work.
