An increasing concentration of ammonia in cooked food is in direct proportion
INTRODUCTION
It is often desirable to monitor concentrations of odorants of various kinds for different purposes. This has led to the implementation of electronic devices whose function is similar to that of the human nose. Such devices, since their introduction in the early 1980's in England, have been designed using different forms of electronic circuitry and soft computing algorithms with varying degrees of success (1) . An electronic nose (e-nose) functions in a manner that is similar to the human nose. The human nose has millions of sensory cells that send signals to the brain which interprets the signals by identifying four main components of the odour. These are detectability, intensity, quality and hedonic tone (2) . In the e-nose, the functions of the sensory cells are simulated by odour sensor or array of sensors sensitive to various flavours of smell. The interpretation of the olfactory signal by the brain is simulated by pattern recognition algorithm which often is performed by one or more soft computing methodologies. Thus an e-nose consists of two basic parts: the sensor part (hardware) and the pattern recognition part (software).
The sensor in the e-nose proposed in this article is a metal-oxide-based sensor, which is highly sensitive to ammonia, in the range of parts per million (ppm). Ammonia (NH 3 ) is one of the compounds whose increasing concentration in cooked food is an indication of an increased degree of the food's decay. In other words, the increasing concentration of ammonia in cooked food is in direct proportion to the extent of its spoilage (3, 4) . Am-monia concentration has also been used to estimate the nutrient content of organic manure in order to maximize crop production while minimizing the pollution potential of the manure (5) . The sensor's sensitivity to ammonia in varying concentrations was simulated using a neural network with supervised learning using NeuroSolutions software. Thus the proposed e-nose consists of metal-oxide-semiconductor-based ammonia sensor and neural network to perform the pattern (smell) recognition.
Metal oxide semiconductor odour sensors have been around for years, for example, see the review by Huang and Wan (6) and also Arshak et al. (7) . There are many semiconducting metal oxides that are known to respond to various gases and volatile organic compounds. These therefore have been used widely in food industries (8, 9) , medical applications (10), agriculture (5), detection of hazardous gases (11) , and many other applications (12, 13) . However, in spite of this wide application, one of the greatest challenges facing e-nose designs is that of cost. Most forms of the e-nose that have been successfully implemented are too expensive for use by the general public. As a result, their widespread use has been severely limited. The e-nose proposed in this article has been designed to address this limitation. The components in the sensor's circuitry are affordable compared to most of the existing implementations.
EXPERIMENTAL
Metal oxide sensors, like many other odour sensors, operate on the basis of the Sauerbrey equation:
Where f is the change in frequency, f 0 is the resonant frequency of the sensor, m is change in the mass caused by deposition of the volatile compound on the sensor and A is the area of the sensor. The above equation is responsible for biasing the sensor's sensing element based on the fact that an increase in the concentration of the odorant (ammonia) results in a change in the element's fundamental frequency. Thus, the sensor is biased based on the detection of the odorant's intensity which is one of the components of an odour.
In this work, Artificial Neural Network (ANN) (14) is used to simulate the sensor's response. The structure of the neural network used is a multilayer perceptron feedforward network with 3 inputs and 2 outputs. The inputs and outputs are normalized values of both good and bad food samples obtained by using a reference of 20 and 50 ppm ammonia concentration for good and bad food samples respectively. These values were obtained according to the following relations: [3] A sigmoid transfer function is used in the hidden layer neurons and the learning is via error back-propagation (EBP) algorithm according to the following expression:
Where E 12 is the associated error for output nodes 1 and 2 respectively, t 12 is the target activation for nodes 1 and 2 (desired outputs), a 12 is the activation function for output nodes 1 and 2, respectively. The resulting error is then used to obtain the process layer errors using the following relation:
Where E k is the error for the process node i, a k is the activation for the node k, E j is the output error of the node j, and w ij is the weight connection between the nodes i and j.
Due to the fact that the gas sensor's desirable performance is vital to ensuring that the sensor circuit gives accurate results, there is a need to simulate the chosen sensor's response to molecules of ammonia gas. The training cycle was selected as 1000 epochs, which provided adequate time for the ANN to adjust to the changes in the associated synaptic weights. The weights between a hidden node i and the output node j are adjusted according to the following expression: [6] Where k = 1, 2 and j = 1, 2, … 4 for each set of 100 sample test points, w ij is the weight between the nodes i and j,   is the error term calculated for the output node j, x i is the output of the hidden node j, and  is a constant value called the learning rate. The ANN has four hidden nodes. For the simulations carried out, the learning rate was fixed at  = 0.01.
The neural network was used for data classification whereby the sensor's response to ammonia concentration in good and bad food formed the target values for training the neural network using supervised training. Good food samples have an ammonia concentration of between 0 and 20 ppm. Bad samples have concentrations of 50 ppm and above (3) . Two separate data sets were obtained from testing various samples of good and bad cooked food with each set containing 100 test points. Each set of 100 test points consists of the samples of rice, beans and yam with measurements being taken using impedance resonance method (15) for a combination of all three food types. These two sets of test points were used for the neural network training sessions with a normalized standard of 0 to 0.4 for bad sample and 0.5 to 1.0 for good samples, respectively. The results of the simulations are summarized in Table 1 The neural network was then tested with 30 sample points from each data set to reveal the simulation results shown in Figures 1 and 2 . The average cost is a metric which the neural network training software uses to measure the accuracy of the predicted data points in relation to the actual or desired values. In other words, it is a measure of how well the training process converged. The cost (T) and cost (CV) are both part of this average cost metric with the first applying to the training data set and the second to the cross validation data set. For a successful training session, both must converge to zero or almost zero. One of the strengths of the neural network approach to data mining is its ability to function in data spaces where the statistical distribution of the data is partly known. As a result of this, a confusion matrix has been included in Tables 2, 3 and 4 to show the accuracy of the correctly predicted data points in relation to the actual number of tested data points for each of the three types of food tested. From the confusion matrices above, it can be seen that the neural network has 92.3% overall average accuracy in distinguishing between the two sets of good and bad food.
The sensor used in the e-nose circuit in Figure 3 was a TGS2602 metal-oxide semiconductor gas sensor made by Figaro, Japan. Based on the electrical characteristics of the sensor, the circuit was designed with a DC power supply of 12V but was regulated to 5V in order to supply the sensor circuit and LM324 comparator Integrated Circuit (IC). A red LED was used to indicate proper circuit operation. The illumination (or not) of a green LED indicates whether the food being tested is good or bad. A 1k potentiometer was used to adjust the reference voltage so that the circuit can function properly in environments where the air quality varies. 
RESULTS AND DISCUSSION
The circuit was left on for 1 to 2 minutes without any sample being introduced to the sensor. This was to allow the sensor's heating element to sufficiently heat up, thereby ensuring rapid and accurate results. The circuit gave an output voltage of between 0.6 and 1.1V (DC) for good air condition, which activated the green Light Emitting Diode (LED). This voltage range is the reference for the comparator's inverting input. When good samples were introduced, the sensor's output voltage (which is connected to the comparator's non-inverting input) increased steadily up to 1.3V (DC), after which it remained constant. The green LED remained on indicating good food condition since the LED's forward current was not overcome. When bad food samples were introduced to the sensor, the output voltage increased to as high as 4.5V. This resulted in the green LED's forward current being pulled to near zero, switching it off. This shows that an increase in the concentration of ammonia in the food resulted in a corresponding increase in the DC output voltage. Plots of the output voltage and ammonia concentrations for good and bad food samples are shown in Figures 4 and 5 . 
CONCLUSION
The presence of ammonia in varying concentrations in cooked food and vegetables has been shown to be one of the major causes of decay in the food. With the use of a metal oxide semiconductor sensor, whose sensitivity to ammonia has been ascertained from simulation results of a neural network, the effects of varying ammonia concentrations on the output voltage of the constructed odour sensor circuit have been investigated and the following conclusions were made:
1. The neural network has proved to be an effective tool in the selection of an appropriate sensor for ammonia in cooked food. 2. The sensor circuit output voltage results suggest a proportional relationship between the ammonia concentration and sensor output voltage.
The e-nose circuit can be adapted for use in refrigerators and other setups where there is a need to continuously monitor the condition of food and vegetables. It can also be used in conjunction with a microcontroller (or microprocessor) to provide fast testing of food quality on real-time basis. 
