Dilution of precision (DOP) is a fundamental concept in satellite navigation and surveying. A deeper understanding of this concept can be achieved through the means of 3D immersive visualisation. In this article, we present a method for visualising and exploring the spatial variation of DOP and discuss its presentation within an immersive virtual environment. The work demonstrates a real-time simulation of global positioning system (GPS) satellite geometry, modelled and visualised within a virtual representation of the university campus. The number of satellites visible to the receiver is modelled in real time as a user walks through the university campus. During this process, the changing satellite geometry is visualised in both 3D and aerial views. Various DOP values update to the screen against a pseudo-realistic building backdrop as the user travels. Both the aerial views and the changing volumes of the tetrahedra drawn in 3D provide an effective way of interpreting why exceptionally large or small horizontal DOP and vertical DOP values can occur in an urban context. Because the factors affecting DOPs are inherently 3D, communicating the spatial uncertainty of global positioning system coordinates within an immersive stereo environment has been viewed as a particularly powerful communication tool by both undergraduate and postgraduate students studying GI Science.
Introduction
Immersive virtual reality (VR) technologies have been widely used as a powerful visualisation tool in exploring spatial characteristics of data. Within the geosciences, Billen et al. (2008) highlight the power and further potential for 3D visualisation of geological structures within Cave TM environments. In geography and landscape planning, an early focus on 3D urban models has been followed by a more recent study investigating immersive VR as a means of communicating environmental concerns to a broader public (MacFarlane et al. 2005 , Brown et al. 2006 , Paar 2006 .
This body of work also highlights the complexity of immersive visualisation; as Hacklay (2002) implied, consideration needs to be made on a case-by-case basis as to whether simpler visualisation approaches such as 2D or 3D web or desktop methods might be a better fit for the purpose intended. A general preference for this latter group of methods might arise where analytical functionality is required for time-critical decision making (Andrienko et al. 2007, Brooks and Whalley 2008) . Factors that support the exploration of immersive VR include inherently 3D subject material or complex processes (e.g. 3D geological structures and processes of erosion), communications in which a sense of presence makes the visualisation more 'real' to participants (longer term landscape change or risk) and the visualisation of unobservable phenomenon (e.g. underground pipes or geological structures) or abstract concepts (e.g. data models). When used appropriately, it has often been the case that an improved understanding of the problem at hand can be achieved within a virtual environment where users can gain a 3D immersive, interactive experience. In a geographical context, such better understandings have been largely realised among 'publics' (Dockerty et al. 2005 , Brown et al. 2006 or, less commonly, have assisted interdisciplinary research teams (Meitner et al. 2005) . There also exists a smaller but positive educational literature on the use of virtual environments for tuition in scientific subjects such as geology (Kelly and Riggs 2006) , spatial aspects of biology (Dewiyanti and Kommers 2004) and chemistry (Limniou et al. 2008 ) among others.
In this article, we describe a real-time simulation of global positioning system (GPS) satellite-receiver geometry within the virtual environment of the university campus. In this application, simulated GPS signals received by a human 3D model holding a GPS-enabled Personal Digital Assistant (PDA) interact with 3D urban models in such a way that the number of satellites visible to the PDA and dilution of precision (DOP) values vary with surrounding geographic environment. The intention of this visualisation tool, from a technical perspective, is to unveil why certain satellite-receiver geometries in urban areas can result in very large or small DOP values in an interactive and intuitive manner through the power of real-time 3D visualisation. Large DOP values often indicate poorer GPS positioning accuracy; the smaller the DOPs, the more accurate the position is likely to be. DOP is usually expressed mathematically and moreover relates to the trace between the user position and relative satellite positionality; something directly unobservable and inherently 3D in nature. Taken together, these latter two characteristics suggest that the exploration of immersive visualisation for this particular task is warranted.
The approach is presented in the context of visualisation within an immersive VR theatre used by faculty in their teaching of both postgraduate and undergraduate students studying geographical information systems (GIS).
Simulating the geometry of GPS satellites
It is well known that accuracy and availability of GPS in urban areas can be severely compromised by limited satellite visibility because of signal occlusion caused by nearby buildings (Verbree et al. 2004; Taylor et al. 2007) . A minimum of four satellites is required for 3D position fixing. When the number of satellites visible to a receiver drops down to three or less, the GPS is unable to give a position without the use of aiding techniques (Li et al. 2005) . Apart from satellite visibility, the receiver-satellite geometry also affects the accuracy of GPS. Generally, a wider spacing between satellites and a receiver produces smaller errors (Langley 1991) .
The contribution of receiver-satellite geometry to positional errors is quantified by various DOP values. Among the DOP values, position DOP (PDOP) is commonly used to assess the strength of satellites geometry in relation to positioning accuracy. As the concept of PDOP is well known, only a brief explanation is given here.
The least squares solution to the linearised pseudo-range equations is depicted in Equation (1)
wherex are the corrections to a priori estimates of the four unknowns (i.e. the receiver position (x, y, z) and the receiver clock bias ). The design matrix A contains the line of sight unit vectors and 1 s. b is the difference between the measured pseudo-ranges and the calculated ones. Assuming that the measurement errors are the same for all observations with a standard deviation () and that they are uncorrelated, the covariance ofx is depicted in Equation (2), which is derived from the law of error propagation.
Note that the diagonal elements of the covariance matrix Cx are the estimated receiver coordinate and clock offset variances. DOP values are a function of the diagonal elements of the covariance matrix Cx in a coordinate system and are defined in Equation (3).
The total position error can therefore be estimated by · PDOP. For example, a standard deviation of 2 m in pseudo-range observations would give a standard deviation of 2 · PDOP m. Thus, the smaller the PDOP, the more accurate the position would be. As a general rule, PDOP values larger than 5 are considered poor (Taylor and Blewitt 2006) .
The calculation of DOP values was implemented in C++ and OpenGL. In order to do the line-object intersection test, a series of line of sight vectors (i.e. GPS signals) traverse a scene graph node by node. In this case, the scene graph is a collection of vector nodes (e.g. buildings) in a tree structure. A motion walk model is applied to a ground clamped observer to mimic the perspective of a walking person. The DOP values are recalculated and updated on the screen on a frame-by-frame basis.
3. Software and hardware environment 3.1. Software
In designing the GPS tool, we were able to build upon an existing virtual model of the university campus. For internal use, we use a version of the model built in the first instance by extruding Ordnance Survey MasterMap building base data, then further modelled and textured in more detail within the 3D modelling software Plenoptics Creator TM using laser level and digital photography data gathered for the purpose. The resultant model is not hyper-realistic as regards architectural detail, low level vegetation and student population but conveys a sense of place and location that is recognisably the campus nevertheless.
Real-time graphics were enabled using Plenoptics Vega TM , used as a framework from which to call the GPS satellite availability code (Section 2).
Hardware
The resultant visualisations were demonstrated using a six-image generator/projector VR system, utilising a curved semi-immersive screen that has a 160 field of view (FOV) angle that is equivalent to the FOV angle of human eyes. This distributed rendering system significantly reduces the computational overhead on the image generator/projector system as each PC only renders one image for either right or left eye. This is in contrast to a single machine stereo system in which one PC has to generate two separate images for the right and left eye, respectively. A wider FOV angle has the significant advantage over desktop 3D GIS in that users can explore a larger area of the terrain in 3D stereo and interact with virtual environments with minimum effort. Figure 1 is a screenshot of a frame in a real-time simulation environment. As shown in Figure 1 , a person holding a PDA equipped with a GPS receiver is standing in an urban canyon environment in campus. White rays indicate satellites visible to the receiver and black rays point to satellites blocked by the buildings on either side of the road. This 'first person' gaming approach was adopted for the primary view with the aim of facilitating the viewer to make visual links between their real experiences using GPS equipment across campus and the virtual tour.
Visualisation
Additionally, an overhead view was implemented within a secondary viewing window with the aim of supporting the viewer to make connections between satellite geometry in different planes and the resultant DOP values. This aerial view, rendered on the upper right corner of screen, visualises both azimuth and elevation angle of the satellites. Shorter rays in the aerial view indicate satellites with higher elevation angles. For example, the shortest white ray in the aerial view in Figure 1 has an elevation angle of 80 above the horizon, which means that this particular satellite is almost located at the zenith of the user. The text at the bottom of the screen, which updates as the user moves across the campus environment, indicates that while there are currently eight satellites above the horizon, only three of them are visible to the receiver, and therefore a 3D positional fix cannot be obtained. Figure 2 depicts a strong satellite geometry with a very small PDOP of 1.75, achieved when all the eight satellites are visible to the receiver while it is positioned in an open area. Assuming that the standard deviation in the pseudo-range measurement error is 2 m and this error is uncorrelated, the predicted position accuracy can be estimated at 2 multiplied by the PDOP, which is equal to 3.50 m ( Figure 2) .
As a rule of thumb, the more the satellites are visible, the smaller the PDOP. A smaller number of visible satellites is more likely to give relatively larger DOP values. Figure 3 describes a case of relatively poor satellite geometry formed by seven visible satellites. As shown in the aerial view in Figure 3 , the PDOP of 4.81 is fairly large given that there are seven satellites visible to the receiver. The satellite blocked by the building is located in a north west direction relative to the user position in the aerial view and plays a crucial role in the calculation of PDOP at this particular moment. Without using this satellite, the receiver-satellite geometry formed by the seven satellites tends to cluster together and results in a relatively larger PDOP in Figure 3 , compared with the eight-satellite scenario shown in Figure 2 . Note that the length of the rays indicate the satellite elevation angle and thus longer rays represent low elevation satellites, although all the satellites are around 20,000 km above the earth. Figure 4 demonstrates an opposing scenario, in that the loss of signal on the satellite located in the south east direction relative to the receiver position does not have much influence on the value of PDOP, as PDOP only slightly increases to 1.84 compared with a PDOP of 1.75 in Figure 2 . Essentially, the lost signal is one in an area of sky where other nearby signals are able to compensate.
Four visible satellites
In this section, we draw special attention to the satellite-receiver geometries that are formed by four visible satellites. The reason we use four satellites is because the foursatellite geometries allow us to explore clearly a number of special cases of DOP values; extreme DOP values are more likely to occur when there are only four satellites being used in positioning, as opposed to when using more than four visible satellites.
As shown in Figures 5 and 6 , six of the eight satellites are equally spaced by 60 in the azimuth plane and at an elevation angle of 20 , the other two satellites are placed at an elevation angle of 80 which means that these two high elevation satellites are almost at zenith and are indicated by shorter rays in the top-down view of the scene. It should be noted that this particular satellite constellation significantly increases the chance of identifying the spots on campus where extreme DOP values occur, as the human model walks through the campus. In the following sub-sections, we shall visualise and explain a number of key concepts related to DOP values using a volumetric rather than simply directional method. Figure 5 demonstrates the concept of singularity. This phenomenon occurs when the tips of the receiver-satellite unit vectors lie in a plane; under such circumstances the matrix A T A has become singular (see Equation (1)), and hence the resultant DOP values are infinitely large.
Singularity
It is known that the volume of the tetrahedron (four faces) formed by the line of sight unit vectors to each of the four satellites is directly proportional to the determinant A j j (Spilker 1996) . The larger the tetrahedron's volume, the smaller the DOPs (Langley 1999) . It is clear from Figure 5 that the tetrahedron formed by the four visible satellites (i.e. the white rays) has become flat, having a volume of zero as its four faces lie on the same plane. In this situation, GPS positioning is not available.
Colinearity
As shown in the top-down view in Figure 6 , the four visible satellites almost lie in the same direction that caused the tetrahedron to become very thin and be placed predominately in Y-Z plane relative to the travel direction of the human model. As the volume of the tetrahedron is very small, the PDOP has become exceptionally large. In this case, the GPS coordinates would be unreliable and should be discarded in practice. However, note that the VDOP value of 6.15 in Figure 6 is still good compared with the HDOP, which suggests that the large PDOP is mainly caused by the horizontal components of the covariance matrix.
In contrast to Figure 6 in which HDOP is significantly larger than VDOP, Figure 7 demonstrates an opposing scenario in that a HDOP of 5.96 is significantly smaller than a VDOP of 68. 47. This large VDOP value is caused by the fact that the four visible satellites (white rays) shown in the top-down window in Figure 7 have very similar elevation angles (i.e. the lengths of the white rays are more or less the same), but there is a wider spacing between the azimuth angles resulting in the smaller HDOP. Furthermore, special attention should be paid to a comparison of the shapes of the tetrahedrons visualised in Figures 6 and 7 ; it can be seen that the tetrahedron in Figure 7 is very thin because of the large PDOP and lies horizontally as opposed to the tetrahedron in Figure 6 that lies vertically. Therefore, it is evident that the interpretation of DOP values in terms of tetrahedron volumes drawn in 3D improves our understanding of these classic concepts of how large VDOP and HDOP values can happen in an urban context. Figure 8 demonstrates a situation where both VDOP and HDOP have become very large despite the fact that there is a wider spacing between the four visible satellites in the topdown view.
Large and small DOPs
Having examined the volume of the tetrahedron in the 3D view, it is clear that the four faces of the tetrahedron almost lie in the same plane, which makes the volume of the tetrahedron become very small. However, the matrix A T A is still invertible, as opposed to the singular matrix shown in Figure 5 . Without drawing the line of sight vectors and the tetrahedron in 3D, it is almost impossible to explain why the DOP values are so large at this particular location on campus. Figure 8 provides a particularly powerful demonstration of the value of interactive 3D visualisation as a means for us to gain an improved understanding of how and why large DOPs, with inherently 3D causality, can occur in an urban context.
In contrast to the poor satellite-receiver geometry displayed in Figure 8 , Figure 9 illustrates a very strong satellite geometry formed by the four visible satellites. It is evident that the volume of the tetrahedron in Figure 9 is significantly larger than those in Figures 5-8 and hence results in very small DOP values (i.e. a PDOP of 2.53). Recall that, in general, the smaller the DOPs, the more accurate the position might be expected to be. 
Virtual reality and learning using the 3D immersive visualisation
The game-like application runs smoothly at round 30 frames per second (see figure 10) , such that an instructor or individual student can control the movement of the human model and the contents of the scene updates while the person moves. The satellite visibility and DOP values also update accordingly. While reducing the size of the campus model and texture would make the application run faster, when used in the context of explanatory and interactive discussion in a theatre environment the speeds achieved were appropriate.
To this point, our focus has been on the strength of the visualisation method reported for revealing the effect of DOP on unusual satellite geometries. Typically expressed mathematically, visual representations of configurations have rarely been highlighted and have the potential to trigger different ways of thinking even among those relatively familiar with GPS satellite availability and DOP. Further, given the increased use of GPS in everyday social and industrial settings, the method also has potential relevance to a wider audience. Kessler et al. (2008) suggest that 3D models '. . .will enable those with less honed 3D thinking that experienced survey geologists to fully appreciate often complex spatial relationships'. We considered that our students might also benefit from the visual realisation of inherently 3D unseen phenomena explained by spatially complex mathematical expressions such as the GPS signal accuracy issue reported here. The GPS tool was shown immediately prior to a set of practical exercises across campus using Bluetooth GPS and ArcMap TM PDA and/or rugged tablets with integrated GPS for wayfinding and geographical data recording and editing. These exercises were initially undertaken within the context of a two-day mobile computing skills workshop for a MSc GIS cohort of 25 students. Initial evaluations of the tool were supportive, and students commented that the GPS tool provided good instruction and definitely raised interest in GPS accuracies and associated geometric issues. Furthermore, the tool has been embedded as a core component of an 'Environmental Techniques' 2nd year methods-based course and is also used within MSc modules in the context both of practical work using mobile technologies and to facilitate more advanced technical discussion regarding GPS error.
A blended combination of a lecture about GPS, VR demonstration and active learning facilities appears to allow the three teaching and learning techniques to reinforce each other well. For example, student A (MSc GIS) comments that 'It was good to know where the hotspots were, because you could see where you were, looking at his model you could see where really bad spots were; now, that seemed to stay in my memory, because [in the field] I did go straight to (good) spots that I saw . . .'. In other words, both the initial learning objectives and the potential frustrations with loss of signal, frustrations that were encountered by previous students in this enclosed campus space prior to running the practical in conjunction with the VR tool as here, were avoided. A student beginning to experiment with mobile technology, prior to the implementation of this tool, would not necessarily have the means to establish whether a GPS signal fault related to their handling of the equipment and/or software, an equipment failure or signal failure; reducing the dimensionality of this issue increased student confidence in the field. In this sense, the mimicking of the unseen within a familiar territory, and that in which later hands-on active and reinforcing learning also took place, appears significant and worthy of additional investigation. Such increases in confidence resulting from immersive virtual environmental familiarisation, while somewhat intangible, are seen elsewhere in the geosciences literature (Kelly and Riggs 2006) . Further, the evidenced link students made between real and virtual space suggests that a sufficient degree of presence was captured in the VR tool design.
The tool was shown to the students by a demonstrator, rather than individual students interacting with the model directly in a directional, active capacity. Of this immersive but relatively passive approach, students commented that 'Actually having a go at driving it wouldn't have added to your knowledge in that kind of sense, but in a sense of being able to use the computer system to do it would have been interesting.' Their apparent sense of appreciation that learning to navigate within the virtual environment could detract from the learning objective relating to GPS accuracy is interesting and suggests that the inherent 3D nature of the application and its good fit to the 3D theatre environment was sufficiently powerful in its own right as an argument for the approach taken, interactivity not withstanding. At masters level, there also appeared to be a higher level of appreciation that 'scaffolded' learning, where the demonstrator was able to ensure that the students visited significant locations of explanatory significance in order of complexity, was an efficient means of learning critical information. Such efficiencies are important both in regard to cognitive overload and also to minimise any motion discomfort; our experience to date suggests that immersive virtual tools for learning should not be used for more than 15-20 min at one time. However, the approach used was not entirely didactic; students were asked to suggest places where they thought the signal would be high or low and were able to request the demonstrator to guide them to specific locations within the visualisation. Familiarity of location was significant in this regard as well, and the ability to undertake more interactive exploration within a relatively unknown environment could prove more significant than in this special case.
On a qualitative basis, it appears that the students' learning and teaching experiences improved with the introduction of the immersive tool as an additional, reinforcing element among other more traditional units within a course. In their reflective statements, students A-C note that the VR tool assisted with their understanding of GPS accuracy and its spatial variation. They were better able to estimate satellite visibility and subsequent DOP values in the field, in a broad brush sense, following the VR demonstration. More detailed commentary from Students D and E suggests that the visualisation of otherwise 'unseen' angles to satellites, in the context of the 3D visualisation, was a particularly powerful element in developing this improved understanding:
Student D: Thinking back to Bradgate Park, I was aware of variations in GPS accuracy but did not really understand it until now . . . the VR treatment was helpful to visualise angles. Student E: . . . the concept and angles of satellite are (shown) so clearly and this reinforces the concept about how accurately we receive the signals from the satellites and how much obstruction is encountered at a particular site that later becomes a source of error.
The importance of 3D for this particular teaching tool is further emphasised by student F in regard to its value in separating vertical and horizontal components of PDOP, while student G also commented on the additional value of the stereo projection:
Student F: The VR suite . . . is particularly useful to reinforce the ideas of HDOP and VDOP better than it is possible during the field exercise. Student G: I feel that using the 3D tool helped me to understand the concepts much better than if it had been seen on a flat projection screen; I think that it was a good way of putting this idea across . . . this exercise was really useful for me from a learning point of view.
Quantifying the effectiveness of the tool within the learning process forms the goal of an ongoing series of experiments, but it is clear that the way in which the tool is blended with other approaches has a significant bearing to this question as will the preferred learning approaches of individual students. For example, while students H and I below valued viewing the VR tool before they went into the field with a GPS for the first time, in contrast student J showed a preference for active exploratory investigation of the GPS signal in the first instance followed by the theoretical, visual exposition: Student H: I think it is useful to see the VR GPS tool before going out [into the field with a GPS] for the first time . . . The particular teaching application warranted VR treatment. Student I: I think that the 3D tool helped me to visualise the satellite positioning when I subsequently went on to do the field exercise. Student J: The 3D view improved my understanding somewhat . . . It's better to discover
[GPS] errors in the field first, then to have a theoretical explanation and then a second field trip.
Whether the VR approach is necessary as an instructional method is a different question, the answer to which is likely to vary according to the ability of individual students to imagine spatial manifestations of mathematically described events; however, the 3D stereo nature of the visualisation certainly assists the users' perceptions of the directionality of signal.
Conclusions
This article has described an example of using 3D immersive VR technology to improve understanding of GPS satellite-receiver geometry. A variety of satellite-receiver geometries can be visualised in real-time in relation to how PDOP changes with respect to surrounding geographic environments, as the human model walks through the campus. It is evident that the power of 3D visualisation enables us to discover some otherwise hidden characteristics of geographic data and improve our understanding of some more abstract concepts and therefore bridges the gap between theories and human understanding. In particular, this tool greatly facilitates the identification of poor satellite geometry resulting in extremely large DOPs because of its interactivity with the urban model in real time; it allows the unveiling of some hidden characteristics of the issue to hand. Further, the familiarity of the campus environment and prior local knowledge appears to reinforce student learning with the tool, an observation suggesting the need for wider investigation in other contexts.
