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Introduction. With the huge amount of data
collected by scientists in the molecular genetics
community in recent years, there exists a need to
develop some novel algorithms based on existing
data mining techniques to discover useful
information from genome databases. We propose
an algorithm that integrates the statistical
method, association rule mining, and
classification rule mining in the discovery of
allelic combinations of genes that are peculiar to
certain phenotypes of diseased patients.
Methods.
Association rule mining was first introduced in
1993 by [1]. An association rule is of the form
x-- y, where x and y are sets of items and xny=
0. The main task of association rule mining is to
extract from the database all rules that satisfy the
minimum support and the minimum confidence
constraints specified by the user. Given a
database with records each with a class label,
classification rule mining aims to extract a set of
concise rules for each class to form an accurate
classifier. The main difference between
classification rules and association rules is that
association rules do not have predetermined
target or consequent, whereas classification rules
have a pre-determined target, which is the class.
The integration of association rule mining with
classification rule mining to mine rules whose
consequents are restricted to the classification
class attribute was first introduced by [2]. Our
approach is similar to this work, but our
proposed algorithm is different from the
association algorithm and [2], because we use
odds ratio instead of support and confidence in
the measure of interestingness.
The odds ratio measures the magnitude of
association between two categorical variables
based on some data collected. Given a rule
Genotype-4Phenotype, odds ratio computes the
ratio of non-association between the genotype
and phenotype to the association between the
genotype and phenotype based on a set of data
collected. The significance of association can be
determined by computing its p-value.
Discussion. We compared our algorithm with
the Apriori Algorithm and C4.5 on a real life
dataset consisting of the haplotypes and
phenotypes of patients suffering from
hemophilia.
The hemophilia patient's dataset contains 47
records each with 8 attributes. Our algorithm
generated 13 rules. Apriori Algorithm generated
14747 rules. In order for Apriori Algorithm to
discover rare items that are highly associated, the
support has to be set to a very low value, as a
result, a lot of meaningless rules were being
generated. C4.5 generated 7 rules. However,
there exist some contradictions in the rules
discovered using C4.5. This is due to the fact
that when an attribute has many values, and there
are insufficient data records to each attribute
value, C4.5 will have a lot of freedom to select
differentiation rules without knowing that they
are marginal. Although our algorithm generated
more rules than C4. 5, there were no
contradictions in those rules when evaluated by
our expert.
More work has to be done to demonstrate that
rules discovered with our algorithm are of high
degree of interestingness and that no interesting
rules were left out.
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