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Abstract
This paper is concerned with a leader-follower problem for a multi-agent system with a switching interconnection topology.
Distributed observers are designed for the second-order follower-agents, under the common assumption that the velocity of
the active leader cannot be measured in real time. Some dynamic neighbor-based rules, consisting of distributed controllers
and observers for the autonomous agents, are developed to keep updating the information of the leader. With the help of an
explicitly constructed common Lyapunov function (CLF), it is proved that each agent can follow the active leader. Moreover,
the tracking error is estimated even in a noisy environment. Finally, a numerical example is given for illustration.
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1 Introduction
Collective behaviors of large numbers of autonomous
individuals have been extensively studied from differ-
ent points of view. A multi-agent network provides an
excellent model for describing and analyzing complex
interconnecting behaviors, with applications in many
disciplines of physics, biology, and engineering (Okubo,
1986; Kang, Xi, & Sparks, 2000; Lin, Broucke, & Fran-
cis, 2004; Ren & Beard, 2005). Many interesting agent-
related problems are under investigation and leader-
following is one of the main research topics (Olfati-
Saber, 2006; Shi, Wang, & Chu, 2006; Hong, et al, 2007).
Neighbor-based rules are widely applied in multi-agent
coordination, inspired originally by the aggregations
of groups of individual agents in nature. In practice,
multi-agent systems typically need distributed sensing
and control due to the constraints on, or the confluence
of actuation, communication and measurement.
Distributed estimation via observers design for multi-
agent coordination is an important topic in the study
of multi-agent networks, with wide applications espe-
cially in sensor networks and robot networks, among
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many others. Yet, very few theoretic results have been
obtained to date on distributed observers design and
measurement-based dynamic neighbor-based control de-
sign. Nevertheless, one may find in the literature that
Fax and Murray (2004) reported some results concern-
ing with distributed dynamic feedback of special multi-
agent networks, and Hong et al. (2006) proposed an al-
gorithm for distributed estimation of the active leader’s
unmeasurable state variables, to name just a couple.
The motivation of this work is to expand the conven-
tional observers design to the distributed observers de-
sign for amulti-agent systemwhere an active leader to be
followed moves in an unknown velocity. The continuous-
time agent models considered here are second-order, dif-
ferent from those first-order ones discussed in (Hong,
Hu, & Gao, 2006). Also, switching inter-agent topologies
are taken into account here, for which a common Lya-
punov function (CLF) will be constructed. As commonly
known, it is not an easy task to construct a CLF for a
switching system, especially when the dimension of the
system is high. The approach adopted here is to reduce
the order of the distributed observers so as to reduce the
dimension of the whole system, which can significantly
simplify the construction of the needed CLF.
2 Preliminaries
Consider a system consisting of one leader and n agent-
followers. A simple and undirected graph G describes the
network of these n agents, and G¯ denotes the graph that
consists of G and also the leader, where some agents in
G are connected to the leader via directed edges. The
graph G is allowed to have several components, within
every such component all the agents are connected via
undirected edges in some topologies. The graph G¯ of this
multi-agent system is said to be connected if at least one
agent in each component of G is connected to the leader
by a directed edge.
In practice the relationships among neighboring
agents may vary over time, and their interconnection
topology may also be dynamically changing. Sup-
pose that there is an infinite sequence of bounded,
non-overlapping, continuous time-intervals [tj , tj+1),
j = 0, 1, · · · , say starting at t0 = 0, over which
σN : [0,∞) → P = {1, 2, · · · , N} is a piecewise con-
stant switching signal for each N , defined at successive
switching times. To avoid infinite switching during a
finite time interval, assume as usual that there is a
constant τ with tj+1 − tj ≥ τ for all j ≥ 0.
Let Ni(t) be the set of labels of those agents that are
neighbors of agent i at time t. Moreover, aij = aji (i =
1, ..., n; j = 1, ..., n) with aii = 0 denote the nonzero
interconnection weights between agent i and agent j.
Then, the Laplacian of the weighted graph G is denoted
by L (see Godsil & Royle (2001) for the details). More-
over letN0(t) be the set of labels of those agents that are
neighbors of the leader at time t, and the nonzero con-
nection weight between agent i and the leader (simply
labelled 0), denoted by bi for i = 1, ..., n.
Assume that the leader is active, in the sense that its
state keeps changing throughout the entire process, with
dynamics described as follows:


x˙0 = v0, x0 ∈ Rm
v˙0 = u0, v0 ∈ Rm
y = x0
(1)
where x0 is the position, v0 is the velocity, and y is the
only measurable variable. This work is to expand the
conventional observer design (where the input is some-
how known) to a neighbor-based observer design. In
some practical cases, the velocity v0 is hard to measure
in real time, but the input u0(t) may be regarded as some
given policy known to all the agents.
The dynamics of follower-agent i is described by
{
x˙i = vi + δ
1
i , xi ∈ R
m
v˙i = ui + δ
2
i , vi ∈ R
m, i = 1, ..., n
(2)
where δji (t) (j = 1, 2) disturbances, and ui (i = 1, ..., n),
the interaction inputs. As usual, we assume that |δji | ≤
∆ <∞ for all j = 1, 2; i = 1, ..., n. The problem is to let
all the follower-agents keep the same pace of the leader.
Without loss of generality in the following analysis, let
m = 1 just for notational simplicity.
The following lemma (Horn & Johnson, 1985) will be
useful later.
Lemma 1 Consider a symmetric matrix
D =
(
A E
ET C
)
where A and C are square. Then D is positive definite if
and only if bothA and C−ETA−1E are positive definite.
3 Main Results
Since all agents cannot obtain the value of v0 of the leader
in real time, they have to estimate it throughout the
process. To be more specific, denote by vˆi an estimate
of v0 by agent i (i = 1, ..., n). Then, for agent i to track
the active leader, the following neighbor-based rule is
proposed:
ui = u0 − k[vi − vˆi]
− l

 ∑
j∈Ni(t)
aij(xi − xj) +
∑
i∈N0(t)
bi(xi − x0)

 , (3)
for i = 1, · · · , n and constants k, l > 0 to be determined,
along with the following distributed “observer”
˙ˆvi = u0 −
l
k2

∑
j∈Ni
aij(xi − xj) +
∑
i∈N0
bi(xi − x0)


(4)
for i = 1, · · · , n. Clearly, (3) and (4) contain only local
information (from the agent itself and its neighbors).
Remark 1 Note that there was a typo in Hong et al.
(2008), where (4) was written as
˙ˆvi = u0 −
l
k

∑
j∈Ni
aij(xi − xj) +
∑
i∈N0
bi(xi − x0)


and then ζ = (vˆ1 · · · vˆn)T − v01. The typo has been cor-
rected by some papers such as Wang & Hong (2009). In
fact, the typo can be easily found and fixed when we sim-
ply go through a reverse procedure from the key equation
(6).
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Remark 2 Hong et al. (2008) also tended to provide a
general structure for the distributed observer design. In
fact, the design (4) can be generalized as
˙ˆvi = u0 − k0

∑
j∈Ni
aij(xi − xj) +
∑
i∈N0
bi(xi − x0)


with an adjustable parameter k0 to replace
l
k2 . Then we
have one more parameter for more freedom to design the
distributed observer for (2).
InHong et al. (2006), the “observer”has the same dimen-
sion as the agents in a single-integrator form. Here, both
the leader and the follower-agents are described by a
double integrator, but the “observer” is of the first-order.
In fact, it is preferred to have a one-dimensional reduced-
order “observer” (4) instead of second-order “observers”
(corresponding to the second-order agents), regarding
possible technical difficulty in constructing a CLF for
the higher-order system later on.
At first, consider the system in a noise-free environment;
that is, ∆ = 0 (i.e., δji = 0 for all j = 1, 2; i = 1, ..., n).
Theorem 1 Consider the leader (1) and n agents (2)
with ∆ = 0. In each time interval [ti, ti+1), if the entire
graph is connected, then there are constants k and l such
that controller (3) with “observer” (4) together yields
lim
t→∞
|xi(t)− x0(t)| = 0, lim
t→∞
|vi(t)− v0(t)| = 0; (5)
namely, the agents can follow the leader (in the sense of
both position and speed).
Proof: For simplicity, set ξ = (x1 · · · xn)T − x01, η =
(v1 · · · vn)T−v01, and ζ = k(vˆ1 · · · vˆn)T−kv01 1 , where
1 = (1 · · · 1)T ∈ Rn. Then, in the case of ∆ = 0, the
closed-loop system with (3) and (4) can be written as


ξ˙ = η
η˙ = −l(Lσ +Bσ)ξ − kη + ζ,
ζ˙ = − lk (Lσ +Bσ)ξ
z =


ξ
η
ζ

 ∈ R3n
or, in a compact form,
z˙ = Fσz, Fσ =


0 I 0
−lHσ −kI I
− lkHσ 0 0

 , Hσ = Lσ +Bσ
(6)
1 Hong, et al (2008) carelessly wrote ζ = (vˆ1 · · · vˆn)
T
−v01,
which could not yield (6), so we could find the typo easily
from (6).
where the switching signal σ : [0,∞) → P is piecewise
constant, Bσ is an n× n diagonal matrix whose ith di-
agonal element is either bi (if agent i is connected to the
leader) or 0 (if it is not connected), and Lσ is the Lapla-
cian of the n agents. In each time interval, Lp and Bp
are time-invariant for some p ∈ P .
By Lemma 3 of Hong et al. (2006),Hp = Lp+Bp is pos-
itive definite since the switching graph G¯ remains being
connected. Moreover, once n is given, λ¯ and λ, denot-
ing the maximum and minimum positive eigenvalues of
all the positive definite matrices Hp, p ∈ P , are fixed
and depend directly on the given constants aij and bi,
i = 1, ..., n; j = 1, ..., n. Select
l ≥ 2/λ, k ≥ 4 + λ¯ l. (7)
Here, for system (6), a CLF is constructed as V (z) =
zT (t)Pz(t), with
P =


kI I −k2I
I I − 12I
−k2 I −
1
2I
k
2 I

 (8)
which is positive definite due to (7).
Take an interval [ti, ti+1) into consideration. According
to the assumed conditions, the graph associated withHp
for some fixed p ∈ P is connected and time-invariant.
The derivative of V (z) is given by
V˙ (z)
∣∣∣
(6)
= zT (FTp P + PFp)z − z
TQpz (9)
where
Qp =


2lHp − lHp lHp −
l
2kHp −I
lHp −
l
2kHp 2(k − 1)I −I
−I −I I


Set
Kp =
(
2(k − 1)I −I
−I I
)
−
(
(2−1/k)2
4 lHp
2−1/k
2 I
2−1/k
2 I
1
lH
−1
p
)
=
(
2(k − 1)I − (2−1/k)
2
4 lHp −
4−1/k
2 I
− 4−1/k2 I I −
1
lH
−1
p
)
From (7), one has I− 1lH
−1
p ≥ I/2, and again by (7), one
can see that Kp is a positive definite matrix according
to Lemma 1. Thus, by recalling Lemma 1 again, one can
verify the positive definiteness of Qp.
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It follows that there is a constant β, independent of
the selection of the time intervals, such that V˙ (z) ≤
−2βV (z), i.e., V (z(t)) ≤ V (z(ti))e−2β(t−ti), ∀ t ∈
[ti, ti+1). Consequently,
V (z(t)) ≤ V (z(0)) e−2βt, t0 = 0 (10)
which implies (5).
Next, return to system (2) with ∆ 6= 0. Let T be a posi-
tive constant and take a sequence of intervals [Tj , Tj+1)
with T0 = 0 and Tj+1 = Tj + T . Then we have:
Theorem 2 In each time interval [Tj, Tj+1), if the to-
tal period over which the entire graph is connected is
sufficient large, then there is a constant cδ > 0 with
lim∆→0 cδ = 0, such that
lim
t→∞
|xi(t)−x0(t)| ≤ cδ, lim
t→∞
|vi(t)−v0(t)| ≤ cδ (11)
for the multi-agent system (1)-(2) with local feedback (3)
and (4). In other words, the tracking error of each agent
is bounded.
Proof: Following the proof of Theorem 1, one can obtain


ξ˙ = η + δ1
η˙ = −l(Lσ +Bσ)ξ − kη + ζ + δ2
ζ˙ = − lk (Lσ +Bσ)ξ
(12)
where δj = (δ
j
1 · · · δ
j
n−1 δ
j
n)
T ∈ Rn, j = 1, 2;, or, in a
compact form, z˙ = Fσz+ δ, where Fσ was defined in (6)
and δ = (δT1 δ
T
2 0 · · · 0)
T ∈ R3n.
Still take V (z) = zTPz withP given in (8). Each interval
[Tj, Tj+1) may consist of a number of subintervals (still
denoted by [ti, ti+1) for some i), during which the graph
associated with Hp for some p ∈ P is connected and
unchanged. Hence, we still have positive definite matrix
Qp and a constant β > 0 given in the proof of Theorem
1. Consequently, one has
V (z(ti+1)) ≤ e
−β(ti+1−ti) V (z(ti)) + β0∆
2 (13)
On the other hand, during period [tι, tι+1) for some ι,
the graph associated with Hp′ for some p
′ ∈ P is un-
connected. So, there is a constant α > 0 such that
−zTQp′z ≤
α
2 V (z). Consequently, there is a constant
α0 > 0 such that V˙ (z) ≤ αV (z) + α0∆2. Denote by tdj
the total length of all the intervals [tι, tι+1) in [Tj , Tj+1)
during which the graph is unconnected, and let td =
maxj {tdj}. Then,
V (z(tι+1)) ≤ e
α(tι+1−tι) V (z(tι)) +
α0
α
(eαtd − 1)∆2
It follows that, during the time interval [Tj, Tj+1),
V (z(Tj+1)) ≤ e
−β(T−tdj )+αt
d
j V (z(Tj)) + g¯∆
2 (14)
where g¯ = e
(m+1)td−1
etd−1
max
{
β0,
α0
α (e
αtd − 1)
}
. If the to-
tal period over which the graph is connected (that is,
T − td) is sufficiently large, then ε = e−β(T−t
d)+αtd < 1.
Consequently,
V (z(Tj+1)) ≤ ε
i+1V (z(T0)) +
1− εi+1
1− ε
g¯∆2.
As j → ∞ (i.e., t → ∞), V (z) ≤ 11−ε g¯∆
2, which im-
plies the conclusion.
Here a simulation result is presented for illustration.
Consider a multi-agent system with one leader and four
followers. The interconnection topology is time-varying
of switching period 0.2 between two graphs G¯i (i = 1, 2)
described as follows. The Laplacians for the two sub-
graphs Gi (i = 1, 2) of the four followers are
L1 =


2 −1 −1 0
−1 2 0 −1
−1 0 1 0
0 −1 0 1

 L2 =


1 −1 0 0
−1 1 0 0
0 0 1 −1
0 0 −1 1


and the diagonal matrices for the interconnection rela-
tionship between the leader and the followers are
B1 = diag{1 0 0 0} ∈ R
4×4 B2 = diag{1 0 1 0} ∈ R
4×4
The numerical results are obtained with k = 200, l = 40,
and u0 = cos(t). Fig. 1 shows that the follower-agents
can track the leader in the noise-free case and there are
some bounded errors in the case with disturbances. This
further verifies the above analysis.
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Fig. 1. Position tracking errors of four follow-
ers: noise-free (on the left) and with disturbance
δ
j
i = sin 50t, i = 1, ..., 4, j = 1, 2 (on the right)
4 Conclusions
This paper discussed a group of mobile agents with
an active leader moving with an unknown velocity. A
4
neighbor-based observer design approach was proposed,
along with a dynamic coordination rule developed for
each autonomous agent. It was proved that this dis-
tributed control guarantees the leader-following in a
switching network topology. Moreover, the tracking
error has been evaluated, even in a noisy environment.
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