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Abstract: According to the Alday-Maldacena program the strong coupling limit of
Super Yang-Mills scattering amplitudes is given by minimal area surfaces in AdS space-
time with a boundary consisting of a momentum space polygon. The string equations
in AdS systematically reduce to coupled Toda type equations whose Euclidean clas-
sical solutions are then of direct relevance. While in the simplest case of AdS3 exact
solutions were known from earlier studies of the sinh-Gordon equation, there exist at
present no similar exact forms for the generalized Toda equations related to AdSd with
d ≥ 4. In this paper we develop a series method for the solution to those equations and
evaluate their contribution to the finite piece of the worldsheet area. For the known
sinh-Gordon case the method is seen to give results in excellent agreement with the
exact answer.
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1. Introduction
The Gauge/String correspondence is characterized by the fact that the semiclassical
limit [1] of the AdS string is capable of providing answers for the strong coupling regime
of gauge theory. This has been most successfully demonstrated for the case of N = 4
Super Yang-Mills theory where an exact Bethe ansatz solution is available [2], bridging
the weak and strong couplings. Configurations of spinning [3] and spiky [4] strings were
seen to match up perfectly with higher spin states of Yang-Mills theory.
The most explicit implementation of the correspondence was given by Alday and
Maldacena [5], through the Wilson loop representation [6] of Yang-Mills theory scat-
tering amplitudes. Amplitudes in Yang-Mills theory have been studied extensively in
weak coupling perturbation theory with the conjectured BDS proposal [7] (see also [8])
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in which the cusp anomaly contribution plays a central role. The representation of
Alday and Maldacena [5] realizes the scattering amplitudes through Wilson loops with
lightlike closed polygon boundaries, whose segments are given by the gluon momenta
(see [9, 10] for developments). Through this representation the strong coupling answer
is obtained by evaluating minimal surfaces in AdS.
One way to approach the classical problem of constructing string solutions in AdS
spacetime (in conformal gauge) is through a Pohlmeyer reduction [11, 12] of the asso-
ciated classical nonlinear sigma model. This technique was applied previously to the
construction of solutions in de Sitter spacetime [13] and extended to soliton and spiky
Minkowski worldsheet solutions in a series of papers [14]. For the case of minimal sur-
faces with Euclidean worldsheet extension is applicable. The Pohlmeyer reduction re-
duces the nonlinear sigma model equations to a coupled system consisting of integrable
Toda type equations and a conformal pair obeying the Cauchy-Riemann conditions. In
Minkowski case the integrability of the (Toda type) theories provides (singular) soliton
type solutions which were identified with spikes in [12, 14] (see also [15, 16]). For the
case of minimal surfaces in AdS3, the Euclidean system can be seen to be identical
to the SU(2) Hitchin equations on the associated Riemann surface. In a remarkable
paper [17], Alday and Maldacena have demonstrated that the highly nontrivial prob-
lem of matching the polygon boundary conditions is the same one as the mathematical
problem of wall-crossing in the Hitchin system, which was recently studied in [18] and
earlier mathematical literature. This allowed for a beautiful evaluation of the eight
point scattering amplitude in AdS3.
In the evaluation the curvature contribution to the minimal surface is given by an
instanton-type solution of the Euclidean sinh-Gordon equation. The construction of
the sinh-Gordon solution is itself nontrival, its asymptotic expansion was accomplished
in an earlier work of McCoy, Tracy and Wu [19] through a mapping to a Painleve´
equation. For this case, an exact multi-integral formula is also known, which allows for
a weak and strong coupling expansion given in the work of Zamolodchikov [20] (see also
[21]). There exists as yet, no similar representation for the case of generalized Toda
equations that appear in the case of AdSd for d = 4, 5 that would be of interest.
In this paper we intend to fill this gap by presenting a series method that will be
applicable to equations associated with AdSd, any dimensions. First we describe the
method in the sinh-Gordon example, where comparing with the exact result one can
judge the accuracy of the technique. It is seen that with a few terms in the series
one achieves a 99.85% agreement (six points) for the area of the surface. We then
describe the calculation for the B2 Toda system associated with AdS4. The method is
based on an asymptotic large distance expansion, with a nontrivial matching at short
distance giving nonlinear constraint equations on the coefficients in the expansion. The
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technique was used in the case of solitons in [22].
The content of the paper goes as follows. In section two, we review the Pohlmeyer
reduction of classical strings in AdS with Euclidean worldsheet. In section three, we
give the series solution to the sinh-Gordon equation, evaluate the area and compare
with the exact results. Then we generalize the method to the Toda equations in section
four. While in the appendices, we summarize the exact solutions of the sinh-Gordon
and kink cases.
2. Pohlmeyer reduction of classical strings in AdS
In general, sting equations in AdSd spacetime (in conformal gauge) are described by
the non-compact nonlinear sigma model on SO(d − 1, 2). Defining the AdSd space as
Y 2 = −Y 2−1 − Y 20 + Y 21 + · · ·+ Y 2d−1 = −1, the Euclidean action reads
SE =
√
λ
4pi
∫
dτdσ
(
∂µY ∂
µY + λ(σ, τ)(Y · Y + 1)
)
, (2.1)
where τ, σ are the Euclidean worldsheet coordinates, the equations of motion are
∂∂¯Y − (∂Y · ∂¯Y )Y = 0, (2.2)
with z = (σ + iτ)/2, z¯ = (σ − iτ)/2 and ∂ = ∂σ − i∂τ , ∂¯ = ∂σ + i∂τ . In addition to
guarantee the conformal gauge we have to impose the Virasoro conditions
∂Y · ∂Y = ∂¯Y · ∂¯Y = 0. (2.3)
It was demonstrated a number of years ago (by Pohlmeyer [11]) that nonlinear
sigma models subject to Virasoro type constraints can be reduced to integrable field
equations of sinh-Gordon (or Toda) type. This reduction is accomplished by concen-
trating on SO(d − 1, 2) invariant sub-dynamics of the sigma model. The steps of the
reduction were well described in [13, 23] and consist in the following. One starts by
identifying first an appropriate set of basis vectors for the string coordinates
ei = (Y, ∂Y, ∂¯Y, B4, · · · , Bd+1), i = 1, 2, · · · , d+ 1, (2.4)
where Bi form an orthonormal set Bi ·Bj = δij , Bi ·Y = Bi ·∂Y = Bi · ∂¯Y = 0. Defining
the scalar field
α(z, z¯) ≡ ln[∂Y · ∂¯Y ], (2.5)
one can derive the equation of motion for α has the form
∂∂¯α− eα − e−α
d+1∑
i=4
uivi = 0, (2.6)
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where we have defined two sets of auxiliary fields
ui ≡ Bi · ∂2Y, vi ≡ Bi · ∂¯2Y. (2.7)
This is an integrable system, the Lax pair can be found by expressing the derivatives
of the basis vectors in terms of the basis itself
∂ei = Aijej , ∂¯ei = Bijej, (2.8)
where the matrices A and B are found to be
A =


0 1 0 0 · · · 0
0 ∂α 0 u4 · · · ud+1
eα 0 0 0 · · · 0
0 0 −u4e−α 0 · · · Bd+1 · ∂B4
...
...
...
... Bj · ∂Bi ...
0 0 −ud+1e−α B4 · ∂Bd+1 · · · 0


, (2.9)
B =


0 0 1 0 · · · 0
eα 0 0 0 · · · 0
0 0 ∂¯α v4 · · · vd+1
0 −v4e−α 0 0 · · · Bd+1 · ∂¯B4
...
...
...
... Bj · ∂¯Bi ...
0 −vd+1e−α 0 B4 · ∂¯Bd+1 · · · 0


. (2.10)
The zero curvature condition
∂¯A− ∂B + [A,B] = 0, (2.11)
implies the equations of motion for α (2.6) and for the auxiliary fields ui, vi
∂¯ui =
∑
j 6=i
(Bj · ∂¯Bi)uj, (2.12)
∂vi =
∑
j 6=i
(Bj · ∂Bi)vj . (2.13)
Next, we are going to discuss two particular examples.
2.1 The AdS3 case
In this case, the A,B matrices are
A =


0 1 0 0
0 ∂α 0 u
eα 0 0 0
0 0 −ue−α 0

 , B =


0 0 1 0
eα 0 0 0
0 0 ∂¯α v
0 −ve−α 0 0

 . (2.14)
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The zero curvature condition (2.11) implies
∂∂¯α− eα − u(z)v(z¯)e−α = 0. (2.15)
This is called the generalized sinh-Gordon equation. The fourth vector B4 here is purely
imaginary so that we can choose
u(z) = p(z), v(z¯) = −p¯(z¯). (2.16)
Using the reparametrization invariance on the worldsheet, one can make a shift to the
scalar field
α(z, z¯) = αˆ(z, z¯) +
1
2
ln[p(z)p¯(z¯)], (2.17)
along with a change of variables as
w =
∫ √
p(z)dz, w¯ =
∫ √
p¯(z¯)dz¯, (2.18)
such that (2.15) reduces to the standard sinh-Gordon equation
∂w∂¯w¯αˆ(w, w¯)− 2 sinh αˆ = 0. (2.19)
2.2 The AdS4 case
For d = 4, the A,B matrices are
A =


0 1 0 0 0
0 ∂α 0 u4 u5
eα 0 0 0 0
0 0 −u4e−α 0 −∂γ
0 0 −u5e−α ∂γ 0


, B =


0 0 1 0 0
eα 0 0 0 0
0 0 ∂¯α v4 v5
0 −v4e−α 0 0 ∂¯γ¯
0 −v5e−α 0 −∂¯γ¯ 0


, (2.20)
where ui and vi are defined to be
u4 = +p(z) cos γ¯(z, z¯), v4 = −p¯(z¯) cos γ(z, z¯), (2.21)
u5 = −p(z) sin γ¯(z, z¯), v5 = −p¯(z¯) sin γ(z, z¯). (2.22)
Defining a new field β(z, z¯) ≡ γ(z, z¯) + γ¯(z, z¯), the zero curvature condition (2.11)
implies the equations of motion for the scalar fields
∂∂¯α− eα + p(z)p¯(z¯)e−α cos β = 0, (2.23)
∂∂¯β − p(z)p¯(z¯)e−α sin β = 0. (2.24)
After the shift (2.17) and the change of variables (2.18), the equations of motion become
∂w∂¯w¯αˆ− eαˆ + e−αˆ cos β = 0, (2.25)
∂w∂¯w¯β − e−αˆ sin β = 0. (2.26)
This is called the B2 Toda system.
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3. Series solution to the sinh-Gordon equation
We begin our discussion with the application of the method to the sinh-Gordon equation
(2.19). In this case there exists a powerful multi-integral representation for the radially
symmetric solution which emerged from studies of monopole solutions in self-dual Yang-
Mills theory and also matrix model integrals. We describe this exact representation
in the appendix A. Since we do not posses analogous (integral) representations in the
more general Toda case (even though they might definitely exist), we will consider an
approximate, series solution to the equations. For a rotationally invariant solution of
the sinh-Gordon equation we have the radial Laplacian
∂w∂¯w¯ =
1
ρ
d
dρ
ρ
d
dρ
=
d2
dρ2
+
1
ρ
d
dρ
, (3.1)
where ρ = 2|w|. One can either expand the equation in series near the origin (ρ = 0)
or at infinity (ρ =∞).
3.1 Expansion at ρ = 0
The sinh-Gordon solution that one seeks, apart from being radially symmetric, also has
a well specified singularity at the origin. This singularity is associated with the fact
that as we have seen, the AdS3 system consists of a coupled set of equations where after
a shift of the field one finds the decoupled sinh-Gordon equation. The shift is given by
the conformal (and anti-conformal) fields p(z) and p¯(z¯), the degree of the associated
conformal mapping then specifies the degree of the singularity which happens as follows.
Consider the regular polygon case [17] where
p(z) = zn−2, p¯(z¯) = z¯n−2, (3.2)
the shift (2.17) becomes
αˆ = α− n− 2
2
ln zz¯ ∼ α− n− 2
n
lnww¯. (3.3)
Furthermore, one expects α to be regular everywhere. Therefore, αˆ should have the
singularity near ρ = 0 of the form
αˆ = −2n− 2
n
ln ρ+ · · · (3.4)
Now we are ready to expand the solution near the origin in series for small ρ.
Denoting ζ ≡ (n− 2)/n, we can write the series solution near ρ = 0 as
αˆ = −2ζ ln ρ+ lnα0 +
∞∑
l,k=0
(l,k) 6=(0,0)
Cl,kρ
2γl,k , (3.5)
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where γl,k ≡ (l+ k) + ζ(l− k) and α0 is a constant. Plugging the ansatz (3.5) into the
equation of motion (2.19), one finds the recursion relation for the coefficients Cl,k as
4
∑′
l,k
Cl,kγ
2
l,kρ
2γl,k − α0ρ2γ0,1 exp[
∑′
l,k
Cl,kρ
2γl,k ] + α−10 ρ
2γ1,0 exp[−
∑′
l,k
Cl,kρ
2γl,k ] = 0,
(3.6)
where the prime means (l, k) 6= (0, 0). The first few coefficients are easily solved to be
C0,1 =
α0
4(1− ζ)2 , (3.7)
C1,0 = − 1
4α0(1 + ζ)2
, (3.8)
C1,1 =
ζ
16(1− ζ2)2 . (3.9)
3.2 Expansion at ρ =∞
The essence of the method that we will be following [22] is to perform an expansion
at large distance and then impose the short distance boundary condition (in this case
the singularity condition). Even though this represents an extrapolation of the series
solution from large all the way to small distance, the technique was known to give
excellent results in the case of nonlinear soliton solutions (see appendix B).
For the present problem we impose the natural boundary condition at infinity
αˆ→ 0 at ρ =∞, (3.10)
and develop the series expansion of the field αˆ at ρ =∞ with the form
αˆ =
∑
odd n
αn. (3.11)
The first order equation reads
1
ρ
d
dρ
ρ
d
dρ
α1 − 2α1 = 0. (3.12)
The solution satisfying the boundary condition (3.10) is
α1 = aK0(ρ˜), (3.13)
where ρ˜ ≡ √2ρ, a is an integration constant and K0(ρ˜) is the modified Bessel function
of the second kind. The third order equation reads
1
ρ
d
dρ
ρ
d
dρ
α3 − 2α3 − 1
3
α31 = 0. (3.14)
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Using the Green’s function, we find the solution as a double integral
α3 = K0(ρ˜)
∫ ∞
ρ˜
dρ˜′
ρ˜′K20(ρ˜′)
∫ ∞
ρ˜′
1
6
a3K40 (ρ˜
′′)ρ˜′′dρ˜′′. (3.15)
The fifth order equation reads
1
ρ
d
dρ
ρ
d
dρ
α5 − 2α5 − α21α3 −
1
60
α51 = 0. (3.16)
The solution can be written as
α5 = K0(ρ˜)
∫ ∞
ρ˜
dρ˜′
ρ˜′K20(ρ˜′)
∫ ∞
ρ˜′
Sα5 (ρ˜
′′)K0(ρ˜
′′)ρ˜′′dρ˜′′, (3.17)
where the source term is
Sα5 (ρ˜
′′) =
1
2
α21α3 +
1
120
α51
∣∣∣
ρ˜′′
. (3.18)
Now we perform the important step of confronting the series solution generated
above with the short distance boundary requirement given by the singularity at ρ = 0.
We find the following relation
αˆ
− ln ρ ∼ a +
pi2
96
a3 +
3pi4a5
10240
+ · · · = 2n− 2
n
, (3.19)
where we have used the asymptotic expansion of the modified Bessel function for small
ρ: K0(ρ) ∼ − ln ρ. This equation is sufficient to determine the free constant appearing
from the leading (first) term of the series. Even though the series (3.19) can be summed
up exactly [20], we will demonstrate that the first few terms will already give a good
approximation to the area.
The string worldsheet area can be written as
A =
∫
dτdσ
(1
2
∂µY ∂
µY
)
=
∫
d2zeα
=
∫
d2weαˆ =
∫
Σ
d2w +
∫
d2w(eαˆ − 1). (3.20)
The first piece is infinite and can be regularized using the boundary polygon Σ, while
the second piece is finite, which can be denoted as
Asinh =
∫
d2w(eαˆ − 1) = pin
2
∫ ∞
0
ρdρ(eαˆ − 1), (3.21)
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where we considered a factor of n/2 since one round in the z plane will make n/2 rounds
in the w plane. Using the expansion, the finite piece of area can be further written as
Asinh =
pin
4
∫ ∞
0
ρ˜dρ˜(eαˆ − 1) (3.22)
=
pin
4
∫ ∞
0
ρ˜dρ˜(α1 +
1
2
α21 + α3 +
1
6
α31 + α1α3 +
1
24
α41+
+α5 +
1
2
α21α3 +
1
120
α51 + · · · ). (3.23)
If we include up to the third order terms, the coefficient a is determined by the equation
a+
pi2
96
a3 = 2
n− 2
n
. (3.24)
The area up to third order terms is
A
(3)
sinh =
pin
4
(a+
1
4
a2 + 0.102808a3 + · · · ). (3.25)
We compare our result to the known exact answer [17] (see appendix A for its deriva-
tion)
Aexact =
pi
4n
(3n2 − 8n+ 4). (3.26)
The comparison and numerical results are summarized in Table 1.
If we include terms up to fifth order in our expansion, the coefficient a is determined
by the equation
a+
pi2
96
a3 +
3pi4a5
10240
= 2
n− 2
n
. (3.27)
The area up to fifth order terms is
A
(5)
sinh =
pin
4
(a+
1
4
a2 + 0.102808a3 + 0.0514042a4 + 0.0285378a5 + · · · ). (3.28)
Comparing to the exact answer (3.26), we list the numerical results in Table 1.
Aexact A
(3)
sinh Error
(3) A
(5)
sinh Error
(5)
2n = 6 1.83260 1.81188 1.13% 1.82983 0.15%
2n = 8 3.92699 3.80629 3.07% 3.89526 0.81%
2n = 10 6.12611 5.84269 4.63% 6.02938 1.58%
2n = 12 8.37758 7.89331 5.78% 8.18848 2.26%
Table 1: Comparison of the estimation with the exact results.
Clearly for small n, just a few orders in the expansion that we generate are capable
of producing a solution giving the area close to the exact one. One also notices that
the error increases when n gets larger.
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4. Series solution of the AdS4 system
We now proceed to demonstrate the applicability of this solution generating technique
to the next case of B2 Toda system, which appears in the Pohlmeyer reduction of AdS4
string equations. The procedure parallels the calculation of previous section.
4.1 Expansion at ρ = 0
We now have one more scalar field and the coupled system of nonlinear equations of
the Toda system. Regarding behavior at the origin we again expect α, β to be regular
everywhere. If we choose the same polynomial form (3.2) for the conformal map, the
series expansion near ρ = 0 for the Toda fields reads
αˆ = −2ζ ln ρ+ lnα0 +
∞∑′
l,k=0
Cαl,kρ
2γl,k , (4.1)
β = β0 +
∞∑′
l,k=0
Cβl,kρ
2γl,k , (4.2)
where α0, β0 are constants. Plugging the ansatz (4.1, 4.2) into the equations of motion
(2.25, 2.26), we get the recursion relations for the coefficients Cαl,k, C
β
l,k as
4
∑′
l,k
Cαl,kγ
2
l,kρ
2γl,k − α0ρ2γ0,1 exp[
∑′
l,k
Cαl,kρ
2γl,k ] + α−10 ρ
2γ1,0 exp[−
∑′
l,k
Cαl,kρ
2γl,k ]
×
(
cos β0 cos[
∑′
l,k
Cβl,kρ
2γl,k ]− sin β0 sin[
∑′
l,k
Cβl,kρ
2γl,k ]
)
= 0, (4.3)
4
∑′
l,k
Cβl,kγ
2
l,kρ
2γl,k − α−10 ρ2γ1,0 exp[−
∑′
l,k
Cαl,kρ
2γl,k ]
×
(
sin β0 cos[
∑′
l,k
Cβl,kρ
2γl,k ] + cos β0 sin[
∑′
l,k
Cβl,kρ
2γl,k ]
)
= 0. (4.4)
The first few coefficients are solved to be
Cα0,1 =
α0
4(1− ζ)2 , (4.5)
Cβ0,1 = 0, (4.6)
Cα1,0 = −
cos β0
α0
1
4(1 + ζ)2
, (4.7)
Cβ1,0 =
sin β0
α0
1
4(1 + ζ)2
, (4.8)
Cα1,1 = cos β0
ζ
16(1− ζ2)2 , (4.9)
– 10 –
Cβ1,1 = − sin β0
1
64(1− ζ)2 . (4.10)
4.2 Expansion at ρ =∞
We impose the boundary condition for the Toda system
αˆ, β → 0 at ρ =∞, (4.11)
and generate the long distance expansion in the form
αˆ =
∞∑
n=1
αn, β =
∞∑
n=1
βn. (4.12)
The first order equations are decoupled
1
ρ
d
dρ
ρ
d
dρ
α1 − 2α1 = 0, (4.13)
1
ρ
d
dρ
ρ
d
dρ
β1 − β1 = 0, (4.14)
with the solution satisfying the boundary condition (4.11) as
α1(ρ˜) = aK0(ρ˜), (4.15)
β1(ρ) = bK0(ρ), (4.16)
where ρ˜ ≡ √2ρ and a, b are the integration constants. The second order equations are
1
ρ
d
dρ
ρ
d
dρ
α2 − 2α2 − 1
2
β21 = 0, (4.17)
1
ρ
d
dρ
ρ
d
dρ
β2 − β2 + α1β1 = 0. (4.18)
Using the Green’s function, we can treat the third terms as sources and the solutions
can be written in terms of double integrals
α2(ρ˜) = +K0(ρ˜)
∫ ∞
ρ˜
dρ˜′
ρ˜′K20(ρ˜′)
∫ ∞
ρ˜′
1
4
b2K20(ρ˜
′′/
√
2)K0(ρ˜
′′)ρ˜′′dρ˜′′, (4.19)
β2(ρ) = −K0(ρ)
∫ ∞
ρ
dρ′
ρ′K20 (ρ′)
∫ ∞
ρ′
abK0(
√
2ρ′′)K20 (ρ
′′)ρ′′dρ′′. (4.20)
The third order equations are
1
ρ
d
dρ
ρ
d
dρ
α3 − 2α3 − 1
3
α31 +
1
2
α1β
2
1 − β1β2 = 0, (4.21)
1
ρ
d
dρ
ρ
d
dρ
β3 − β3 + 1
6
β31 −
1
2
α21β1 + α1β2 + α2β1 = 0. (4.22)
– 11 –
The solutions are
α3(ρ˜) = +K0(ρ˜)
∫ ∞
ρ˜
dρ˜′
ρ˜′K20(ρ˜′)
∫ ∞
ρ˜′
Sα3 (ρ˜
′′)K0(ρ˜
′′)ρ˜′′dρ˜′′, (4.23)
β3(ρ) = −K0(ρ)
∫ ∞
ρ
dρ′
ρ′K20 (ρ′)
∫ ∞
ρ′
Sβ3 (ρ
′′)K0(ρ
′′)ρ′′dρ′′, (4.24)
where the source terms are
Sα3 (ρ˜
′′) =
1
6
α31 −
1
4
α1β
2
1 +
1
2
β1β2
∣∣∣
ρ˜′′
, (4.25)
Sβ3 (ρ
′′) =
1
6
β31 −
1
2
α21β1 + α1β2 + α2β1
∣∣∣
ρ′′
. (4.26)
Now we pull back the solution to ρ = 0, up to third order, we get
αˆ
− ln ρ = a+
pi
8
b2 +
pi2
96
a3 − pi
2
32
ab2, (4.27)
β
− ln ρ = b−
pi
8
ab− 7pi
2
384
b3 +
3pi2
128
a2b. (4.28)
The coefficients a, b are determined by the following equations
a+
pi
8
b2 +
pi2
96
a3 − pi
2
32
ab2 = 2
n− 2
n
, (4.29)
b− pi
8
ab− 7pi
2
384
b3 +
3pi2
128
a2b = 0. (4.30)
The finite piece of the area up to third order can be written as
AToda =
pin
4
∫ ∞
0
ρ˜dρ˜(α1 + α2 +
1
2
α21 + α3 + α1α2 +
1
6
α31 + · · · ), (4.31)
=
pin
4
(a+
1
4
a2 + 0.142699b2 + 0.102808a3 + 0.0842739ab2 + · · · ), (4.32)
which is minimized at
a+
pi2
96
a3 = 2
n− 2
n
, b = 0, (4.33)
for small n ≤ nc. When n > nc, AToda is minimized at nonzero b. However, the error
of the approximation is also expected to increase. The value of nc depends on the
order of expansion. Therefore, this effect might be artifact of the approximation itself.
One might have an argument why b = 0 is the preferred minimal area solution. The
contribution to the area mostly comes near ρ = 0 with the singularity. Consider the
asymptotic behavior
αˆ ∼ −2n− 2
n
ln ρ, (4.34)
– 12 –
we have
e−αˆ ∼ ρ2(n−2)/n. (4.35)
For n ≥ 3, we find e−αˆ → 0 as ρ→ 0. Furthermore, cos β and sin β are finite, they will
not contribute much because of the vanishing factor e−αˆ.
Concluding this section, we have generated a one parameter approximate solution
to the AdS4 string equations. For finding the minimal area one can perform a min-
imization with respect to the free parameter and obtain an approximate result with
higher and higher accuracy.
Note added: In a very recent publication [24], Alday, Gaiotto and Maldacena
considered minimal surfaces in AdS5 with null polygonal boundary conditions and
argued it is relevant to continue from the Lorentzian AdS space with (3,1) signature
to (2,2) signature. In that case of AdS4, the scalar fields αˆ and β can both have
logarithmic singularities near ρ = 0 as
αˆ = −2ζ ln ρ+ cα + · · · , β = −4ζ ln ρ+ cβ + · · · , (4.36)
where the constants cα, cβ can be determined by the boundary conditions at infinity
(4.11). This analytic continuation can be achieved by taking β → iβ of (2.25-2.26).
For the large ρ solution, all one needs to do is to take b→ ib. Therefore, the matching
conditions for the singularities give
a− pi
8
b2 +
pi2
96
a3 +
pi2
32
ab2 = 2
n− 2
n
, (4.37)
b− pi
8
ab+
7pi2
384
b3 +
3pi2
128
a2b = 4
n− 2
n
, (4.38)
and the area is given by
A++Toda =
pin
4
∫ ∞
0
ρ˜dρ˜(α1 + α2 +
1
2
α21 + α3 + α1α2 +
1
6
α31 + · · · ), (4.39)
=
pin
4
(a+
1
4
a2 − 0.142699b2 + 0.102808a3 − 0.0842739ab2 + · · · ). (4.40)
In the case of pentagon where 2n = 5, we find A++pentagon ≈ 0.97849. Comparing with
the shooting method result [24], the difference is about 17%. Better accuracy can be
obtained by adding more terms.
5. Conclusion
We have described an approximate method for construction of Euclidean instanton type
solutions of Toda equations associated with minimal surfaces in AdSd. The method is
– 13 –
based on a series solution at large distance with a nontrivial matching at short distance
which results in specification of constants appearing in the expansion. In the case of
sinh-Gordon, the finite piece of area calculated up to a few terms is seen to be very close
to the exact result. The procedure is then extended and demonstrated to be applicable
for the generalized Toda systems associated with AdSd strings. We treated in detail
the B2 Toda case corresponding to AdS4.
Our calculation concerns only one piece of the solution for the Plateau problem
in AdS4, the contribution associated with the singular instanton of the Toda system
AToda. The contribution given by the radial (instanton) solution does not depend on
the cross ratios. The most nontrivial part in the construction of the string solution with
null polygonal boundaries is the matching of polygon boundary conditions as done by
Alday and Maldacena [17]. It remains a challenge to evaluate the complete expression
with the terms associated with cross ratios.
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A. Exact solution to the sinh-Gordon equation
In this appendix, we describe the exact integral representation for the radially sym-
metric solution to the sinh-Gordon equation and derive the exact result (3.26). One
notices the exact solution to the sinh-Gordon equation (2.19) following [20] with a very
nontrivial integral represention [19]
αˆ(ρ|λ) = W (ρ|λ)−W (ρ| − λ), (A.1)
where W (ρ|λ) has the expansion
W (ρ|λ) = 2
∞∑
k=1
λk
k
Wk(ρ) = 2
∞∑
k=1
λk
k
∫ ∞
0
k∏
i=1
2e−
√
2ρ cosh[lnxi]
xi + xi+1
dxi, (A.2)
with xk+1 = x1. One can verify order by order of the λ-expansion that the following
relation is correct
1
ρ
d
dρ
ρ
d
dρ
W (ρ|λ) = eαˆ − 1. (A.3)
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Therefore, the finite piece of the area Asinh can be calculated as
Asinh =
pin
2
∫ ∞
0
ρdρ(eαˆ − 1) = pin
2
(
ρ
dW
dρ
)∣∣∣ρ=∞
ρ=0
. (A.4)
Thus one only needs to look at the series (A.2) at large and small ρ. The large ρ
expansion shows
W (ρ|λ) = 4λK0(ρ˜) + 16λ2
[
− ln ρ˜
∫ ∞
ρ˜
K20 (ρ˜
′)ρ˜′dρ˜′ +
∫ ∞
ρ˜
K20 (ρ˜
′)ρ˜′ ln ρ˜′dρ˜′
]
+ · · · (A.5)
where ρ˜ ≡ √2ρ. Asymptotically, K0(ρ) = e−ρ/√ρ, so that
ρ
dW
dρ
∼ −√ρe−
√
2ρ → 0, as ρ→∞. (A.6)
On the other hand, the small ρ expansion of the series (A.2) gives
W (ρ|λ) = −ζ(ζ + 2)
2
ln ρ+ · · · (A.7)
where ζ is related to λ by
2piλ = sin
piζ
2
. (A.8)
From (A.7), one can easily evaluate
ρ
dW
dρ
∼ −ζ(ζ + 2)
2
, as ρ→ 0. (A.9)
Recalling ζ ≡ (n− 2)/n, we get the exact result
Asinh =
pi
4n
(3n2 − 8n + 4). (A.10)
B. Series expansion of the kink solution
In this appendix, we discuss the 1+1 dimensional ϕ4 theory as an illustrative example
for the method employed in [22]. The static Lagrangian reads
L =
∫
dx
(
−1
2
ϕ2x −
1
4
(1− ϕ2)2
)
, (B.1)
from which the equation of motion can be derived as
ϕxx + ϕ(1− ϕ2) = 0. (B.2)
– 15 –
Suppose a series solution of the scalar field at x = −∞,
ϕ(x) = −1 +
∞∑
n=1
cne
n
√
2x. (B.3)
The equation of motion (B.2) gives the recursion relation
2
∑
n
cnn
2en
√
2x−2
∑
n
cne
n
√
2x+3
∑
m,l
cmcle
(m+l)
√
2x−
∑
m,l,k
cmclcke
(m+l+k)
√
2x = 0. (B.4)
Comparing the coefficients term by term, we find c1 is undetermined and
c2 = −1
2
c21, c3 =
1
4
c31, c4 = −
1
8
c41, · · · (B.5)
One can sum up the series and get
ϕ = −1 + c1e
√
2x − 1
2
c21e
2
√
2x +
1
4
c31e
3
√
2x − 1
8
c41e
4
√
2x + · · · =
1
2
c1e
√
2x − 1
1
2
c1e
√
2x + 1
. (B.6)
Impose the boundary condition at origin
ϕ(0) = 0, (B.7)
we get c1 = 2 so that the solution reads
ϕ =
e
√
2x − 1
e
√
2x + 1
= tanh
x√
2
, (B.8)
which is exactly the kink solution.
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