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MINIMUM CODEGREE THRESHOLD FOR C36 -FACTORS IN 3-UNIFORM
HYPERGRAPHS
WEI GAO AND JIE HAN
Abstract. Let C36 be the 3-uniform hypergraph on {1, . . . , 6} with edges 123, 345, 561, which
can be seen as the triangle in 3-uniform hypergraphs. For sufficiently large n divisible by 6, we
show that every n-vertex 3-uniform hypergraph H with minimum codegree at least n/3 contains
a C36 -factor, i.e., a spanning subhypergraph consisting of vertex-disjoint copies of C
3
6 . The
minimum codegree condition is best possible. This improves the asymptotical result obtained
by Mycroft and answers a question of Ro¨dl and Rucin´ski exactly.
1. Introduction
In graph theory, finding certain large or spanning subgraph in a given graph H is one of the
most important topics to study. In particular, finding vertex-disjoint copies of some given graph
has a long history and has received much attention (see surveys [26, 32, 39]). More precisely,
given a graph G of order g and a graph H of order n, a G-tiling of H is a subgraph of H that
consists of vertex-disjoint copies of G. When g divides n, a perfect G-tiling (or a G-factor) of
H is a G-tiling of H consisting of n/g copies of G.
When G is a single edge, the perfect G-tiling is also called a perfect matching. Tutte’s Theorem
[38] gives a characterization of all those graphs which contain a perfect matching. But for the
tilings of general G, no such characterization is known. Moreover, Hell and Kirkpatrick [18]
showed that the decision problem of whether a graph H has a G-factor is NP-complete if and
only if G has a component which contains at least 3 vertices. So it is natural to find sufficient
conditions which ensure the existence of a G-factor.
The celebrated Hajnal-Szemere´di Theorem [9] says that every n-vertex graph H with δ(H) ≥
(k − 1)n/k contains a Kk-factor (the case k = 3 was obtained by Corra´di and Hajnal [3]). For
general graph G, the minimum degree threshold for G-factors was determined by Ku¨hn and
Osthus [27], up to an additive constant, improving the results in [2, 23].
It is natural to extend these results to hypergraphs. Given k ≥ 2, a k-uniform hypergraph
(in short, k-graph) consists of a vertex set V and an edge set E ⊆ (V
k
)
, where every edge is a
k-element subset of V . Given a k-graph H with a set S of d vertices (where 1 ≤ d ≤ k − 1) we
define degH(S) to be the number of edges containing S (the subscript H is often omitted if it
is clear from the context). The minimum d-degree δd(H) of H is the minimum of degH(S) over
all d-vertex sets S in H. We refer to δk−1(H) as the minimum codegree of H. The G-tilings and
G-factors in k-graphs are defined analogously as in graphs. Define td(n,G) to be the smallest
integer t such that every k-graph H of order n ∈ gN with δd(H) ≥ t contains a G-factor.
The second author is supported by FAPESP (Proc. 2014/18641-5).
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However, tilings problems become much harder for hypergraphs. For example, despite much
recent progress [1, 6, 21, 22, 28, 34, 37, 36], we still do not know the 1-degree threshold for a
perfect matching in k-graphs for arbitrary k.
Other than the matching case, most work on G-factors has been done when G is a 3-graph
on four vertices or when G is a k-partite k-graph. Let K34 be the complete 3-graph on four
vertices, and let K34 − e be the (unique) 3-graph on four vertices with three edges. Let K34 − 2e
be the (unique) 3-graph on four vertices with two edges (this 3-graph was denoted by C34 in
[24] and by Y in [16]). Lo and Markstro¨m [30] showed that t2(n,K34 ) = (3/4 + o(1))n and
Keevash and Mycroft [20] determined the exact value of t2(n,K
3
4 ) for sufficiently large n. Lo
and Markstro¨m [29] showed that t2(n,K
3
4 − e) = (1/2 + o(1))n, and very recently Han, Lo,
Treglown and Zhao [13] showed that t2(n,K
3
4 − e) = n/2− 1 for large n. Ku¨hn and Osthus [24]
showed that t2(n,K
3
4−2e) = (1+o(1))n/4, and Czygrinow, DeBiasio and Nagle [5] subsequently
determined t2(n,K
3
4−2e) exactly for large n. More recently Han and Zhao [17] and independently
Czygrinow [4] determined t1(n,K
3
4 −2e) exactly for large n. Mycroft [31] determined tk−1(n, F )
asymptotically for many k-partite k-graphs F (including complete k-partite k-graphs and loose
cycles). Han, Zang and Zhao [14] determined t1(n,K) asymptotically for all complete 3-partite
3-graphs K.
A k-uniform loose cycle Cks is an s-vertex k-graph whose vertices can be ordered cyclically
in such a way that the edges are sets of consecutive k vertices and every two consecutive edges
share exactly one vertex. Note that by definition, s must be divisible by k − 1 and at least
3k − 3.
Ro¨dl and Rucin´ski [32, Problem 3.15] asked for the values of t2(n,C
3
s ) for all s ≥ 6. This was
solved asymptotically by the aforementioned result of Mycroft [31], who determined tk−1(n,Cks )
asymptotically for k ≥ 3. In particular, it [31] is shown that t2(n,C36 ) = (1/3 + o(1))n. In this
paper we determine the exact value of t2(n,C
3
6 ) for sufficiently large n, improving Mycroft’s
result.
Theorem 1.1 (Main result). Let n ∈ 6Z be sufficiently large. Suppose H is a 3-graph on n
vertices with δ2(H) ≥ n/3. Then H contains a C36 -factor.
The minimum codegree condition in Theorem 1.1 is best possible by the following example.
Let n be an integer divisible by 6 and V = X ∪ Y such that |V | = n, X ∩ Y = ∅, |X| = n/3− 1.
Let H0 be the 3-graph on V where E(H0) consists of all triples that intersect X. Clearly,
δ2(H0) = |X| = n/3 − 1. Moreover, observe that each copy of C36 in H0 must contain at least
two vertices in X. Thus, H0 does not contain a C
3
6 -factor.
The approach we use in this paper is quite different from that used by Mycroft [31]. Indeed,
the main tool in [31] is the Hypergraph Blow-up Lemma recently developed by Keevash [19]. In
contrast, our proof uses the so-called lattice-based absorbing method, together with an almost
perfect tiling lemma and an extremal case analysis. The lattice-based absorbing method is
developed recently by the second author, which is a variant of the absorbing method initiated by
Ro¨dl, Rucin´ski and Szemere´di [33]. Roughly speaking, given a k-graphH, the existence of the so-
called absorbing set relies on the fact that V (H) is closed (see definitions in Section 3). However,
V (H) is not closed in some applications. In this case, the lattice-based absorbing method
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provides a weaker absorbing set, which sometimes is sufficient by combining other information
of H. Interestingly, in our problem, it is not clear whether V (H) is closed (it will certainly be
true if δ2(H) ≥ (1/2+o(1))n). Nevertheless, the lattice-based absorbing method works well and
gives the absorbing set.
In the forthcoming paper [15], the second author and Zhao determine tk−1(n,Cks ) exactly,
improving the asymptotical result of Mycroft. The reason for splitting the results into two
papers is because the techniques used are different. In fact, since C36 has a unique 3-partite
realization, which is balanced (C36 is a spanning subhypergraph of K
3
3 (2)), the proof of our
almost perfect tiling lemma is a standard application of the regularity method. In contrast, any
other Cks allows an unbalanced k-partite realization. This makes the proof of the almost perfect
tiling lemma more involved. In contrast, the proof of the absorbing lemma in [15] becomes
easier.
2. Proof of Theorem 1.1
As a typical approach to obtain exact results, our proof of Theorem 1.1 consists of an extremal
case and a nonextremal case. For k ≥ 3 and ǫ > 0, we say that a k-graph H is ǫ-extremal if
there is a vertex set S ⊆ V (H) of size ⌊k−1
k
n⌋ such that e(H[S]) ≤ ǫnk.
Theorem 2.1 (Nonextremal case). Let γ > 0 and let n ∈ 6Z be sufficiently large. Suppose
H is an n-vertex 3-graph with δ2(H) ≥ n/3 − γn. If H is not 3γ-extremal, then H contains a
C36 -factor.
Theorem 2.2 (Extremal case). Let 0 < ǫ≪ 1 and let n ∈ 6Z be sufficiently large. Suppose H
is an n-vertex 3-graph with δ2(H) ≥ n/3. If H is ǫ-extremal, then H contains a C36 -factor.
Theorem 1.1 follows from Theorem 2.1 and 2.2 immediately by choosing ǫ from Theorem 2.2.
As mentioned in Section 1, in the proof of Theorem 2.1, we use the lattice-based absorbing
method. Here is our absorbing lemma.
Lemma 2.3 (Absorbing). Given 0 < γ ≪ 1, there exists α > 0 such that the following holds
for sufficiently large n. Suppose H is an n-vertex 3-graph such that δ2(H) ≥ (1/3 − γ)n. Then
there exists a vertex set W ⊆ V (H) with |W | ≤ γn such that for any vertex set U ⊆ V (H) \W
with |U | ≤ αn and |U | ∈ 6Z, both H[W ] and H[U ∪W ] contain C36 -factors.
By Lemma 2.3, the task is reduced to finding an almost C36 -factor in the 3-graph H after
removing the absorbing set W . In fact, we prove a more general tiling result in the following
lemma. For integers k, h > 0, let Kkk (h) be a complete k-partite k-graph with h vertices in each
part.
Lemma 2.4 (Almost perfect tiling). Let γ, α > 0, h ∈ Z and let n be a sufficiently large integer.
Suppose H is an n-vertex k-graph with δk−1(H) ≥ nk − γn. If H is not 2γ-extremal, then H
contains a Kkk (h)-tiling that leaves at most 2αn vertices uncovered.
Proof of Theorem 2.1. Apply Lemma 2.3 and get a vertex set W of order at most γn with the
absorbing property. Let V ′ = V (H)\W and H ′ = H[V ′]. Note that δ2(H ′) ≥ n/3−γn−|W | ≥
(1/3 − 2γ)|V ′|. We claim that H ′ is not 2γ-extremal. Indeed, suppose H ′ is 2γ-extremal, i.e.,
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there exists a vertex set S ⊆ V ′ of size 2|V ′|/3 such that eH′(S) ≤ 2γ|V ′|3. Then by adding
arbitrary 2(n− |V ′|)/3 ≤ γn vertices of H \ S to S, we get a set S′ ⊆ V (H) of order 2n/3 with
eH(S
′) ≤ 2γ|V ′|3 + γn · n2 ≤ 3γn3. This means that H is 3γ-extremal, a contradiction. So we
can apply Lemma 2.4 on H ′ with γ, α/2, k = 3 and h = 2. This gives a K33 (2)-tiling of H
′,
which can be treated as a C36 -tiling of H
′, that leaves at most αn vertices uncovered. These
uncovered vertices can be absorbed by W and thus we get a C36 -factor of H. 
The rest of the paper is organized as follows. We give an outline of the proof of Lemma 2.3
and then prove Lemma 2.3 in Section 3. We prove Lemma 2.4 in Section 4 and the extremal
case, Theorem 2.2 in Section 5, respectively. We also give some concluding remarks at the end
of the note.
Notations. Throughout the rest of the paper, we write C6 instead of C
3
6 for short. For a k-
graph H and A ⊆ V (H), we write eH(A) for e(H[A]), the number of edges in H induced on A.
Moreover, for not necessarily distinct sets A1, . . . , Ak, we write eH(A1, . . . , Ak) as the number
of edges {v1, . . . , vk} in H such that vi ∈ Ai for all i ∈ [k]. Furthermore, for vertices u, v and a
vertex set S, let degH(v, S) =
(|S\{v}|
2
)−degH(v, S) and degH(uv, S) = |S\{u, v}|−degH(uv, S).
The subscript is often omitted if it is clear from the context. Throughout this paper, x ≪ y
means that for any y ≥ 0 there exists x0 ≥ 0 such that for any x ≤ x0 the following statement
holds. Similar notations with more constants are defined similarly.
3. Proof of the Absorbing Lemma
3.1. Preliminary and an outline of the proof. Following the previous work by the absorbing
method, we use the so-called reachability argument. More precisely, for vertices x, y in an n-
vertex 3-graph H = (V,E) and a set S ⊆ V \ {x, y}, we call S a reachable |S|-set for x and y if
both H[{x}∪S] and H[{y}∪S] contain C6-factors. We say two vertices x, y are (β, i)-reachable
in H if there are at least βn6i−1 reachable (6i − 1)-sets for x and y in H. We say a vertex set
U is (β, i)-closed in H if every two vertices of U are (β, i)-reachable. For x ∈ V , let N˜β,i(x) be
the set of vertices that are (β, i)-reachable to x.
We use some notations in [20]. For an integer r ≥ 1, let P = {V1, . . . , Vr} be a partition
of V . The index vector iP(S) ∈ Zr of a subset S ⊂ V with respect to P is the vector whose
coordinates are the sizes of the intersections of S with each part of P, i.e., iP(S)Vi = |S ∩ Vi|
for i ∈ [r]. We call a vector i ∈ Zr an s-vector if all its coordinates are nonnegative and their
sum equals s. Given µ > 0, a 3-vector v is called a µ-robust edge-vector if at least µn3 edges
e ∈ E satisfy iP(e) = v. A 6-vector v is called a µ-robust C6-vector if there are at least µn6
copies K of C6 in H satisfy iP(V (K)) = v. Let I
µ
P(H) be the set of all µ-robust edge-vectors
and let IµP,C(H) be the set of all µ-robust C6-vectors. For j ∈ [r], let uj ∈ Zr be the j-th unit
vector, namely, uj has 1 on the j-th coordinate and 0 on other coordinates. A transferral is the
a vector of form ui−uj for some distinct i, j ∈ [r]. Let LµP,C(H) be the lattice (i.e., the additive
subgroup) generated by IµP,C(H) (though L
µ
P,C(H) will not be explicitly used in the proof).
The proof of Lemma 2.3 proceeds as follows. Given an n-vertex 3-graph H = (V,E) with
δ2(H) ≥ (1/3− γ)n. We first show that (Lemma 3.4) there exists some β, i (independent of n)
such that V admits a partition P of at most three parts, such that each part is (β, i)-closed.
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Next we show that (Lemma 3.5) if LµP,C(H) contains a transferral ui−uj , then Vi∪Vj is closed.
In this case we combine these two parts and thus reduce the number of parts in the partition.
We repeatedly merge parts until there is no transferral in P (let us still call the new partition
obtained from merging P). Then we show that (Lemma 3.6) if P contains no transferral, then
all 6-vectors with all coordinates even must be present in IµP,C(H). Although by our assumption,
there is no robust C6-vector with odd coordinates in P (this together with some vector above
will give a transferral), we can show that (Lemma 3.7) there exists one copy of C6 with odd
coordinates, which turns out to be sufficient for the absorption (see the proof of Lemma 2.3).
As mentioned in Section 1, in most of existing applications of the absorbing method, it is
shown that V (H) is (β′, i′)-closed for some β′ > 0 and integer i′, which implies the absorbing
lemma easily. It is interesting to know whether this holds for our problem.
3.2. Lemmas. We use the following result from [30].
Proposition 3.1 ([30], Proposition 2.1). For β, ǫ > 0 and integers i′0 > i0, there exists β
′ > 0
such that the following holds for sufficiently large n. Given an n-vertex 3-graph H and a vertex
x ∈ V (H) with |N˜β,i0(x)| ≥ ǫn, then N˜β,i0(x) ⊆ N˜β′,i′0(x). In other words, if x, y ∈ V (H) are
(β, i0)-reachable in H and |N˜β,i0(x)| ≥ ǫn, then x, y are (β′, i′0)-reachable in H.
We show that for every vertex x, |N˜β,1(x)| is large in the next proposition.
Proposition 3.2. Fix 0 < β ≪ b and let n be sufficiently large. Suppose H = (V,E) is a
3-graph on n vertices satisfying δ2(H) ≥ bn. For any x ∈ V (H), |N˜β,1(x)| ≥ (b− 3
√
β)n.
Proof. Fix a vertex x ∈ V , we claim that for any vertex x′ 6= x, x′ ∈ N˜β,1(x) if |N(x)∩N(x′)| ≥√
βn2. Indeed, let {y, z} be a pair in N(x) ∩ N(x′). Pick a vertex u ∈ V \ {x, x′, y, z} and
pick vertices v ∈ N(y, u) and w ∈ N(z, u), distinct from the existing vertices. Note that both
{x, y, z, u, v, w} and {x′, y, z, u, v, w} span copies of C6 in H and thus {y, z, u, v, w} is a reachable
5-set for x and x′. Since the number of choices for the reachable 5-sets is at least
1
5!
√
βn2(n− 4)(bn − 5)(bn − 6) ≥ βn5,
because β ≪ b and n is large enough, we have that x′ ∈ N˜β,1(x).
Note that δ2(H) ≥ bn implies that δ1(H) ≥ b
(
n−1
2
)
. By double counting, we have
|N(x)|δ2(H) ≤
∑
S∈N(x)
deg(S) < |N˜β,1(x)| · |N(x)|+ n ·
√
βn2.
Thus, |N˜β,1(x)| > δ2(H)−
√
βn3
|N(x)| ≥ (b− 3
√
β)n as |N(x)| ≥ δ1(H) ≥ b
(
n−1
2
)
. 
Propositions 3.1 and 3.2 give the following corollary.
Corollary 3.3. For 0 < β ≪ b and integers i′0 > i0, there exists β′ > 0 such that the following
holds for sufficiently large n. Given an n-vertex 3-graph H with δ2(H) ≥ bn. If x, y ∈ V (H) are
(β, i0)-reachable in H, then x, y are (β
′, i′0)-reachable in H.
The following lemma gives a useful partition of V (H). For its proof (in a more general form),
see [15] (similar proofs can be found in [11, 13, 14]).
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Lemma 3.4. Given 0 < γ ≪ 1, there exists β > 0 such that the following holds for sufficiently
large n. Let H be an n-vertex 3-graph with δ2(H) ≥ (13 − γ)n. Then there is a partition P of
V (H) into V1, . . . , Vr with r ≤ 3 such that for any i ∈ [r], |Vi| ≥ (13 −2γ)n and Vi is (β, 4)-closed
in H.
We apply Lemma 3.4 on H and get the partition P = {V1, . . . , Vr} such that each part
is closed. Next lemma says that if IµP,C(H) contains two 6-vectors whose difference equals a
transferral ui − uj for distinct i, j ∈ [r], then Vi ∪ Vj is closed. Note that our assumption here
is stronger than assuming that LµP,C(H) contains a transferral.
Lemma 3.5. Given β, µ, b, r, c > 0, there exists β′ > 0 such that the following holds for suf-
ficiently large n. Let H be an n-vertex 3-graph with δ2(H) ≥ bn. Let P = {V1, . . . , Vr} be a
partition of V (H) such that for any i ∈ [r], Vi is (β, c)-closed in H. For distinct i, j ∈ [r], Vi∪Vj
is (β′, 7c + 1)-closed in H if both 6-vectors (b1, . . . , br), (b1, . . . , br) + ui − uj ∈ IµP,C(H).
Proof. Without loss of generality, assume i = 1 and j = 2. It suffices to show that every x ∈ V1
and y ∈ V2 are (β′′, 7c + 1)-reachable for some β′′ > 0. Indeed, since both V1 and V2 are (β, c)-
closed in H. By Corollary 3.3, there exists β′′′ such that they are (β′′′, 7c+1)-closed in H. Then
V1 ∪ V2 is (β′, 7c+ 1)-closed in H by letting β′ = min{β′′, β′′′}.
First, we pick a copy F1 of C6 with index vector (b1, . . . , br) and a copy F2 of C6 of index
vector (b1 + 1, b2 − 1, . . . , br) such that F1 and F2 are vertex disjoint and do not contain x or
y. By the assumption, there are at least µn6 − 8n5 ≥ µn6/2 choices for each of F1 and F2. Let
x′ ∈ V (F2)∩ V1 and y′ ∈ V (F1)∩ V2. We name the other vertices as V (F1) \ {y′} = {v1, . . . , v5}
and V (F2) \ {x′} = {u1, . . . , u5} such that for all i ∈ [5], ui and vi belong to the same part of
P, and thus they are (β, c)-reachable. Next, we pick reachable (6c− 1)-sets Sx for x and x′, Sy
for y and y′, and for i ∈ [5], we pick reachable (6c − 1)-sets Si for ui and vi such that all these
(6c− 1)-sets are vertex disjoint and they contain no vertex in {x, y}∪V (F1)∪V (F2). Note that
S = V (F1) ∪ V (F2) ∪ (S1 ∪ · · · ∪ S5) ∪ Sx ∪ Sy is a reachable (42c + 5)-set for x and y. Indeed,
H[S ∪ {x}] has a C6-factor because by definition, F2 is a copy of C6 and, all of H[Sx ∪ {x}],
H[Sy ∪ {y′}] and H[Si ∪ {vi}], i ∈ [5] have C6-factors. Also, H[S ∪ {y}] has a C6-factor because
by definition, F1 is a copy of C6 and, all of H[Sx ∪ {x′}], H[Sy ∪ {y}] and H[Si ∪ {ui}], i ∈ [5]
have C6-factors.
Note that for each of S1, . . . , S5, Sx, Sy, there are at least βn
6c−1− (42c+5)n6c−2 ≥ βn6c−1/2
choices for it. In total, there are at least
1
(42c+ 5)!
(
µn6
2
)2(
βn6c−1
2
)7
= β′′n42c+5,
choices for S, where β′′ = 1512(42c+5)!µ
2β7. So x and y are (β′′, 7c+ 1)-reachable. 
Our next lemma is one of the key steps in proving Lemma 2.3. Its proof is somehow long and
we postpone it to the end of this section.
Lemma 3.6. Let r = 2, 3. Suppose
0 < 1/n≪ µ≪ γ ≪ 1
6
and let H be an n-vertex 3-graph with δ2(H) ≥ (1/3− γ)n. Moreover, let P = {V1, . . . , Vr} be a
partition of V (H) with |Vi| ≥ n/3− 2γn for i ∈ [r]. Then one of the following holds.
(i) There exist a 6-vector v and distinct i, j ∈ [r] such that v,v + ui − uj ∈ IµP,C(H).
(ii) All 6-vectors with all coordinates even are in IµP,C(H). Moreover, if r = 2, then
(1, 2), (2, 1) ∈ IµP(H).
The following lemma extends [31, Proposition 8.2] – it works under a slightly lower codegree
and a slightly more unbalanced bipartition. The proof is similar to the one of [31, Proposition
8.2], except that we use Lemma 3.6.
Lemma 3.7. Given 0 < γ ≪ 1, the following holds for sufficiently large n. Let H = (V,E)
be an n-vertex 3-graph with δ2(H) ≥ (13 − γ)n. Suppose A ∪ B is a bipartition of V such that
|A|, |B| ≥ n/3− 2γn, then there is a copy of C6 that intersects A at an odd number of vertices.
Proof. Let 0 < 1/n ≪ µ ≪ γ. Suppose for a contradiction that no such copy of C6 exists.
Without loss of generality, assume that |A| ≤ n/2. Note that (2, 1) ∈ IµP(H) by Lemma 3.6 with
r = 2. Indeed, otherwise, Lemma 3.6(i) holds and exactly one of the two robust C6-vectors has
odd coordinates, implying the existence of a desired copy of the lemma, a contradiction.
Color the edges of the complete graph K[A] as follows. In fact, we color xy red if there are
at least 3 vertices w ∈ B with {x, y, w} ∈ E, and we color xy blue if there are at least 6 vertices
w ∈ A such that {x, y, w} ∈ E. So every edge xy receives at least one color. Since any pair xy
lies in at most n edges, we find that there are at least (µn3−2n2)/n ≥ µn2/2 red edges of K[A].
Observe that no triangle in K[A] has three red edges. Indeed, if xyz is such a triangle then
we may choose distinct w1, w2, w3 ∈ B such that {x, y, w1}, {x, z, w2}, {y, z, w3} are each edges
of H, thus forming a copy of C6 with index vector (3, 3). Similarly, no triangle in K[A] has two
blue edges and one red edge, as then we can find a copy of C6 with index vector (5, 1). Now,
choose any vertex x ∈ A which lies in a red edge, and define A1 = {y ∈ A \ {x} : xy is red} and
A2 := A \ A1. So A1 and A2 partition A, and by our previous observations no edge of K[A1]
or K[A2] is red. So all edges of K[A1] and K[A2] are blue and not red; it follows that every
edge yz with y ∈ A1 and z ∈ A2 is red and not blue (so in fact every edge of K[A] has only
one color). Moreover, the red edges of K[A] form a complete bipartite subgraph of K[A] with
vertex classes A1 and A2. Since the number of red edges of K[A] is at least µn
2/2 it follows that
|A1|, |A2| ≥ µn/2. Without loss of generality we may assume that |A1| ≤ |A2|, so |A1| ≤ n/4.
Let y, z ∈ A1. There are at least δ2(H) ≥ (13 − γ)n vertices w such that {w, y, z} ∈ E. At
most n/4 of these vertices w lie in A1, and since yz is not red at most 2 of these vertices w
lie in B. So there are at least µn vertices w ∈ A2 such that {w, y, z} ∈ E; summing over all
pairs y, z ∈ A1 we find that there are at least
(|A1|
2
)
µn ≥ µ3n3/9 edges of H with two vertices
in A1 and one vertex in A2. Since there are |A1||A2| ≤ n2 pairs yz with y ∈ A1 and z ∈ A2, we
deduce that some such pair yz lies in at least µ3n/9 ≥ 6 such edges of H. But then yz is blue,
a contradiction. 
3.3. Proof of Lemma 2.3. We call an m-set A an absorbing m-set for a 6-set S if A ∩ S = ∅
and both H[A] and H[A ∪ S] contain C6-factors. Denote by Am(S) the set of all absorbing
m-sets for S. Now we are ready to prove Lemma 2.3.
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Proof of Lemma 2.3. Suppose 0 < 1/n ≪ {β, µ} ≪ γ, 1/t. Suppose H is an n-vertex 3-graph
with δ2(H) ≥ (13 − γ)n. Applying Lemma 3.4 on H gives a partition P ′ of V (H) into V ′1 , . . . , V ′r′
with r′ ≤ 3 such that for any i ∈ [r′], |V ′i | ≥ (13 − 2γ)n and V ′i is (β′, 4)-closed in H for some
β ≪ β′ ≪ γ. By Lemma 3.5, we combine the parts V ′i , V ′j if there exist 6-vector v and distinct
i, j ∈ [r′] such that v,v + ui − uj ∈ IµP ′,C(H). We greedily combine the parts (at most twice)
until there is no such µ-robust 6-vectors v and v+ui−uj. Let P = {V1, . . . , Vr} be the resulting
partition with r ≤ 3. By Corollary 3.3, we may assume that for any i ∈ [r], Vi is (β, t)-closed
in H for some t ≤ 204. Moreover, by Lemma 3.6, we may assume that all 6-vectors with all
coordinates even are in IµP,C(H).
Let F0 = ∅ if r = 1. If r = 2, then we apply Lemma 3.7 on {V1, V2} and get a copy
F0 of C6 that intersects both parts of P at an odd number of vertices. Let F0 = {F0}. If
r = 3, then we apply Lemma 3.7 on {V1, V2 ∪ V3} and get a copy F1 of C6 that intersects V1
and Vi at an odd number of vertices, where {i, j} = {2, 3}. Then we apply Lemma 3.7 on
{Vj \ V (F1), (V1 ∪ Vi) \ V (F1)} and get a copy F2 of C6 that intersects Vj and one of V1 and Vi
at an odd number of vertices. So iP(F1) (mod 2) and iP(F2) (mod 2) are two distinct vectors
from (1, 1, 0), (0, 1, 1) and (1, 0, 1). Let F0 = {F1, F2}.
Let m = 36t, γ1 = µβ
6/128 and α = γ21 .
Claim 3.8. Any 6-set S with all coordinates even satisfies that |Am(S)| ≥ γ1nm.
Proof. For a 6-set S = {y1, . . . , y6} with all coordinates even, we construct absorbing m-sets for
S as follows. We first fix a copy F of C6 on {x1, . . . , x6} in H such that iP(F ) = iP(S) and
F ∩ S = ∅, for which we have at least µn6 − 6n5 > µn6/2 choices. Without loss of generality,
we may assume that for all i ∈ [6], xi, yi are in the same part of P. Since xi and yi are (β, t)-
reachable, there are at least βn6t−1 (6t− 1)-sets Ti such that both H[Ti ∪{xi}] and H[Ti ∪{yi}]
have C6-factors. We pick disjoint reachable (6t − 1)-sets for each xi, yi, i ∈ [6] greedily, while
avoiding the existing vertices. Since the number of existing vertices is at most m, there are at
least βn6t−1/2 choices for each such (6t−1)-set. Note that each F ∪T1∪ · · ·∪T6 is an absorbing
set for S. Indeed, first, it contains a C6-factor because each Ti ∪ {xi} for i ∈ [6] spans t disjoint
copies of C6. Second, H[F ∪ T1 ∪ · · · ∪ T6 ∪ S] also contains a C6-factor because F is a copy of
C6 and each Ti ∪{yi} for i ∈ [6] spans t disjoint copies of C6. So we get at least γ1nm absorbing
m-sets for S. 
Now we build a family F1 of m-sets by probabilistic arguments. Choose a family F of m-sets
in H by selecting each of the
(
n
m
)
possible m-sets independently with probability p = γ1n
1−m.
Then by Chernoff’s bound, with probability 1 − o(1) as n → ∞, the family F satisfies the
following properties:
|F| ≤ 2p
(
n
m
)
≤ γ1n and |Am(S) ∩ F| ≥ p|A
m(S)|
2
≥ γ
2
1n
2
,(3.1)
for all 6-sets S with all coordinates even. Furthermore, the expected number of pairs of m-sets
in F that are intersecting is at most(
n
m
)
·m ·
(
n
m− 1
)
· p2 ≤ γ
2
1n
8
.
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Thus, by using Markov’s inequality, we derive that with probability at least 1/2,
F contains at most γ
2
1n
4
intersecting pairs of m-sets.(3.2)
Hence, there exists a family F with the properties in (3.1) and (3.2). By deleting one member
of each intersecting pair, the m-sets intersecting V (F0), and the m-sets that are not absorbing
sets for any 6-set S ⊆ V , we get a subfamily F1 consisting of pairwise disjoint m-sets. Let
W = V (F1) ∪ V (F0) and thus |W | ≤ m|F| + 12 < mγ1n + 12 < γn. Since every m-set in F1
is an absorbing m-set for some 6-set S and every element of F0 is a copy of C6, H[W ] has a
C6-factor. For any 6-set S with all coordinates even, by (3.1) and (3.2) above we have
|Am(S) ∩ F1| ≥ γ
2
1n
2
− γ
2
1n
4
− |V (F0)| ≥ γ
2
1n
4
− 12.(3.3)
Now fix any set U ⊆ V \ W of size |U | ≤ αn and |U | ∈ 6Z. We claim that there exists
F ′ ⊆ F0 such that U ∪V (F ′) can be partitioned into at most αn/6+2 6-sets with all coordinates
even. Indeed, first observe that a set U ′ with |U ′| ∈ 6Z can be partitioned into 6-sets with all
coordinates even if and only if all coordinates of iP(U ′) are even. If r = 1, then iP(U) = (|U |) is
even. If r = 2, then either iP(U) or iP (U ∪V (F0)) has all coordinates even. Otherwise r = 3. If
not all coordinates of iP(U) are even, then iP(U) (mod 2) ∈ {(1, 1, 0), (1, 0, 1), (0, 1, 1)}. Thus,
exactly one of iP(U ∪ V (F1)), iP(U ∪ V (F2)) and iP(U ∪ V (F1 ∪F2)) have all coordinates even.
So the claim holds. Since each 6-set has all coordinates even, by (3.3) and αn6 + 2 ≤
γ2
1
n
4 − 12,
they can be greedily absorbed by m-sets in F1. Hence, H[U ∪W ] contains a C6-factor. 
3.4. Proof of Lemma 3.6. We first collect some useful simple facts on graphs.
Fact 3.9. Fix 0 < γ, γ′ < 1. and let G be a graph on V .
(i) If |E(G)| ≥ (1− γ)(|V |2 ), then the number of triangles in G is at least (1− 3γ)(|V |3 ).
(ii) If G = (V1, V2, V3, E) is tripartite and we have e(Vi, Vj) ≥ (1 − γ)|Vi||Vj | for distinct
i, j ∈ [3], then the number of triangles in G is at least (1− 3γ)|V1||V2||V3|.
(iii) Suppose V = V1 ∪ V2 for some V1 ∩ V2 = ∅ and |V1| ≥ γ′/γ. If e(V1) ≥ (1 − γ)
(|V1|
2
)
and
e(V1, V2) ≥ γ′|V1||V2|, then the number of triangles in G with two vertices in V1 and one
vertex in V2 is at least (γ
′2 − 2γ)(|V1|2 )|V2|.
Proof. We only prove (iii) because the first two are immediate by counting the triples containing
non-edges. Since e(V1, V2) ≥ γ′|V1||V2|, the number of copies of P3 centred at some vertex in V2
is at least ∑
v∈V2
(
deg(v)
2
)
≥ 1|V2|
(γ′|V1||V2|)2
2
− γ
′|V1||V2|
2
≥ (γ′2 − γ)
(|V1|
2
)
|V2|,
where we used that |V1| ≥ γ′/γ. Note that among these copies of P3, at most γ
(|V1|
2
)|V2| of them
miss the edge in V1, and thus the result follows. 
We will also use the following simple fact in the proof of Lemma 3.6.
Fact 3.10. Given an integer r ≥ 1 and µ ≪ δ, 1/r, suppose H is an n-vertex 3-graph with
δ2(H) ≥ δn where n is large enough. Let P = {V1, . . . , Vr} be a partition of V (H) with |Vi| ≥ δn.
For every 2-vector v ∈ Zr, there exists i ∈ [r] such that v + ui ∈ IµP(H).
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Proof. Fix any 2-vector v, the number of pairs p in V (H) with respect to this index vector is at
least
(
δn
2
)
. Thus the number of hyperedges in H containing these pairs is at least 13δn
(
δn
2
) ≥ (δn3 ).
Since µ ≪ δ, we have rµn3 < (δn3 ). By averaging, there must be an i ∈ [r] such that at least
µn3 edges e ∈ E(H) satisfy iP(e) = v + ui, which shows that v+ ui ∈ IµP(H). 
Here we state a simple counting result and omit its proof.
Proposition 3.11. For 1/n≪ µ, every 3-graph H on n vertices with at least µn3 edges contains
at least µ8n6/2 copies of K33 (2).
Given a partition P, 0 < µ < 1 and a µ-robust edge-vector i, by Proposition 3.11, the edges
with index vector i form at least µ′n6 copies of C6 with index vector 2i, where µ′ = µ8/2, i.e.,
2i ∈ Iµ′P,C(H). For example, given r = 2 and (1, 2) ∈ IµP(H), then (2, 4) ∈ Iµ
′
P,C(H).
Proof of Lemma 3.6. Let 0 < 1/n ≪ µ ≪ η ≪ γ ≪ 1. Note that by Proposition 3.11 and
µ≪ η, instead of assuming that (ii) does not hold, we may assume that there is some 3-vector
v such that v /∈ IηP(H) – otherwise (ii) holds. Then it suffices to show that either (i) holds, or
2v ∈ IµP,C(H). (The ‘moreover’ part of (ii) will be explained during the proof.)
We will use the following notion in the proof. Suppose that v /∈ IηP(H), where v = ui+uj+uk
is a 3-vector for some multi-set {i, j, k}, i, j, k ∈ [r]. Let v′ = ui + uj be a 2-vector. Then, for
each pair S of vertices such that iP(S) = v′, we call it bad if deg(S, Vk) ≥ γn (otherwise good).
Thus, since η ≪ γ and |V1|, |V2|, |V3| ≥ n/3− 2γn, the number of bad pairs with index vector v′
is at most
3ηn3/(γn) =
3η
γ
n2 ≤ γvol(Vi, Vj),
where vol(Vi, Vj) stands for the number of pairs uv such that u ∈ Vi and v ∈ Vj, i.e. vol(Vi, Vj) =
|Vi||Vj | if i 6= j, vol(Vi, Vj) =
(|Vi|
2
)
if i = j. Note that since v′ may not be unique, so we may
have defined more than one ‘goodness’. In each (sub)case of the proof, we will consider the
triples with index vector v such that all three pairs in the triple are good (possibly with further
restrictions).
Case 1. r = 2. By symmetry, we only need to deal with two subcases, (3, 0) /∈ IηP(H) or
(2, 1) /∈ IηP(H).
First assume that (3, 0) /∈ IηP(H). Note that by Fact 3.10, (3, 0) /∈ IηP(H) implies that
(2, 1) ∈ IηP(H). Thus (4, 2) ∈ IµP,C(H) by Proposition 3.11. Also, note that the number of bad
pairs in V1 is at most γ
(|V1|
2
)
. By Fact 3.9(i), there are at least (1 − 3γ)(|V1|3 ) triples in (V13 ) of
which all pairs are good. For each such triple, we pick distinct neighbors of the three pairs in
V2 and get a copy of C6 with index vector (3, 3). There are at least
(3.4)
1
6!
(1− 3γ)
(|V1|
3
)
(δ2(H)− γn) (δ2(H)− γn− 1) (δ2(H)− γn− 2) ≥ µn6
such copies of C6 with index vector (3, 3) by µ ≪ 1 and δ2(H) ≥ n/3 − γn. This means that
(3, 3) ∈ IµP,C(H). Since (4, 2), (3, 3) ∈ IµP,C(H), (i) holds.
Now assume (2, 1) /∈ IηP(H). By Fact 3.10, (2, 1) /∈ IηP(H) implies that (1, 2) ∈ IηP(H). Thus
(2, 4) ∈ IµP,C(H) by Proposition 3.11. Note that the number of bad pairs in V1 × V2 is at most
γ|V1||V2| and the number of bad pairs in V1 is at most γ
(|V1|
2
)
. By applying Fact 3.9(iii) with
10
γ′ = 1− γ, we see that the number of triples with index vector (2, 1) such that all pairs of the
triple are good is at least (1 − 4γ)(|V1|2 )|V2|. For each such triple, we pick distinct neighbors in
V2 of the pairs in V1 × V2 and pick a neighbor in V1 of the pair in V1 and get a copy of C6 with
index vector (3, 3). There are at least
1
6!
(1− 4γ)
(|V1|
2
)
|V2| · (δ2(H)− γn) (δ2(H)− γn− 1) (δ2(H)− γn) ≥ µn6
such copies of C6 with index vector (3, 3). This means that (3, 3) ∈ IµP,C(H). Together with
(2, 4) ∈ IµP,C(H), (i) holds. (By symmetry, this shows the ‘moreover’ part of the lemma.)
Case 2. r = 3. By symmetry, we only need to deal with three subcases, (3, 0, 0) /∈ IηP(H),
(2, 1, 0) /∈ IηP(H) or (1, 1, 1) /∈ IηP(H).
First assume that (2, 1, 0) /∈ IηP(H). Note that the number of bad pairs in V1 is at most
γ
(|V1|
2
)
and the number of bad pairs in V1 × V2 is at most γ|V1||V2|. Also note that each good
pair S ∈ V1 × V2 satisfies that deg(S, V2 ∪ V3) ≥ δ2(H)− γn ≥ (1/3 − 2γ)n, which implies that
deg(S, V2) ≥ n/7 or deg(S, V3) ≥ n/7. Assume that there are at least 1−γ2 |V1||V2| ≥ |V1||V2|/3
good pairs S in V1 × V2 such that deg(S, V2) ≥ n/7 (the other case will be quite similar). This
implies
e(V1, V2, V2) ≥ 1
2
|V1||V2|
3
n
7
≥ ηn3
by η ≪ 1. Thus, (1, 2, 0) ∈ IηP(H) and (2, 4, 0) ∈ IµP,C(H) by Proposition 3.11.
By applying Fact 3.9(iii) with γ′ = 1/3, the number of triples {x, y, z} with x, y ∈ V1, z ∈ V2
such that xy is good, deg(xz, V2) ≥ n/7 and deg(yz, V2) ≥ n/7 is at least (1/9 − 2γ)
(|V1|
2
)|V2|.
For each such triple, we pick distinct neighbors of xz, yz in V2 and pick a neighbor of xy in
V1 ∪ V3 and get a copy of C6 with index vector (3, 3, 0) or (2, 3, 1). There are at least
1
6!
(1/9− 2γ)
(|V1|
2
)
|V2| · n
7
(n
7
− 1
)
(δ2(H)− γn) ≥ 2µn6
such copies of C6 with index vector (3, 3, 0) or (2, 3, 1). This means that (3, 3, 0) or (2, 3, 1) ∈
IµP,C(H). Together with (2, 4, 0) ∈ IµP,C(H), (i) holds.
Second assume that (3, 0, 0) /∈ IηP(H). By the last subcase, we may assume that both (2, 1, 0) ∈
IηP(H) and (2, 0, 1) ∈ IηP(H). Then we have (4, 2, 0), (4, 0, 2) ∈ IµP,C(H) by Proposition 3.11. We
treat V2 ∪ V3 as one part and use the proof of the first part in Case 1. Note that we can
strengthen the consequence of (3.4) to 4µn6, which allows us to conclude that at least one
of (3, 3, 0), (3, 2, 1), (3, 1, 2), (3, 0, 3) is in IµP,C(H). If (3, 3, 0) or (3, 2, 1) is in I
µ
P,C(H), then it
together with (4, 2, 0) implies (i). If (3, 1, 2) or (3, 0, 3) is in IµP,C(H), then it together with
(4, 0, 2) implies (i). So we are done.
Finally, assume that (1, 1, 1) /∈ IηP(H). Note that for distinct i, j ∈ [3], the number of bad
pairs in Vi × Vj is at most γ|Vi||Vj |. By Fact 3.9(ii), the number of triples with index vector
(1, 1, 1) such that all pairs are good is at least (1− 3γ)|V1||V2||V3|. For each such triple, we pick
distinct neighbors in Vi ∪ Vj of the pair in Vi × Vj for all distinct i, j ∈ [3] and get a copy of C6.
There are at least
1
6!
(1− 3γ)|V1||V2||V3| · (δ2(H)− γn) (δ2(H)− γn− 1) (δ2(H)− γn− 2) ≥ 7ηn6
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such copies of C6. Observe that in each such copy of C6, the triple has index vector (1, 1, 1)
and the three new vertices cannot fall into the same part of P. So the index vector of such
copy of C6 is either (2, 2, 2) or a permutation of (3, 2, 1). We first assume that there are at
least ηn6 such copies of C6 with index vector (3, 2, 1). Observe that each such copy of C6 with
index vector (3, 2, 1) contains an edge of index vector (2, 1, 0) (in fact, the index vectors of the
three edges must be exactly (2, 1, 0), (2, 0, 1) and (0, 2, 1)). Thus, we see at least ηn6/n3 = ηn3
edges of index vector (2, 1, 0), i.e., (2, 1, 0) ∈ IηP(H). By Proposition 3.11, this implies that
(4, 2, 0) ∈ IµP,C(H). Together with (3, 2, 1) ∈ IµP,C(H), (i) holds. By symmetry, the only case
left is that (2, 2, 2) = 2(1, 1, 1) ∈ IηP,C(H) ⊆ IµP,C(H). Then (ii) holds and we are done. 
4. Almost perfect Kkk (h)-tiling
4.1. The Weak Regularity Lemma. We first introduce the Weak Regularity Lemma, which
is a straightforward extension of Szemere´di’s regularity lemma for graphs [35].
Let H = (V,E) be a k-graph and let A1, . . . , Ak be mutually disjoint non-empty subsets of
V . We define the density of H with respect to (A1, . . . , Ak) as
d(A1, . . . , Ak) =
e(A1, . . . , Ak)
|A1| · · · |Ak| .
We say a k-tuple (V1, . . . , Vk) of mutually disjoint subsets V1, . . . , Vk ⊆ V is (ǫ, d)-regular, for
ǫ > 0 and d ≥ 0, if
|d(A1, . . . , Ak)− d| ≤ ǫ
for all k-tuples of subsets Ai ⊆ Vi, i ∈ [k], satisfying |Ai| ≥ ǫ|Vi|. We say (V1, . . . , Vk) is ǫ-regular
if it is (ǫ, d)-regular for some d ≥ 0.
Theorem 4.1 (Weak Regularity Lemma). Given t0 ≥ 0 and ǫ > 0, there exist T0 = T0(t0, ǫ)
and n0 = n0(t0, ǫ) so that for every k-graph H = (V,E) on n > n0 vertices, there exists a
partition V = V0 ∪ V1 ∪ · · · ∪ Vt such that
(i) t0 ≤ t ≤ T0,
(ii) |V1| = |V2| = · · · = |Vt| and |V0| ≤ ǫn,
(iii) for all but at most ǫ
(
t
k
)
k-subsets {i1, . . . , ik} ⊂ [t], the k-tuple (Vi1 , . . . , Vik) is ǫ-regular.
The partition given in Theorem 4.1 is called an ǫ-regular partition of H. Given an ǫ-regular
partition of H and d ≥ 0, we refer to Vi, i ∈ [t] as clusters and define the cluster hypergraph
R = R(ǫ, d) with vertex set [t] and {i1, . . . , ik} ⊂ [t] is an edge if and only if (Vi1 , . . . , Vik) is
ǫ-regular and d(Vi1 , . . . , Vik) ≥ d.
We combine Theorem 4.1 and [10, Proposition 16] into the following corollary, which shows
that the cluster hypergraph almost inherits the minimum degree of the original hypergraph. Its
proof is standard and similar as the one of [10, Proposition 16] so we omit it.
Corollary 4.2 ([10]). Given c, ǫ, d > 0 and t0, there exist T0 and n0 such that the following
holds. Let H be a k-graph on n > n0 vertices with δk−1(H) ≥ cn. Then H has an ǫ-regular
partition V0 ∪ V1 ∪ · · · ∪ Vt with t0 ≤ t ≤ T0, and in the cluster hypergraph R = R(ǫ, d), all but
at most
√
ǫtk−1 (k − 1)-subsets S of [t] satisfy degR(S) ≥ (c− d−
√
ǫ)t− (k − 1).
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4.2. The Proof of Lemma 2.4. The following lemma provides an almost perfect matching
under the defect minimum codegree as in Corollary 4.2. Its proof is similar to the proof of [12,
Lemma 1.7].
Lemma 4.3 (Almost perfect matching). For any integer k ≥ 3 and 0 < ǫ≪ α, γ the following
holds for sufficiently large n. Let H = (V,E) be an n-vertex k-graph such that all but at most
ǫnk−1 (k − 1)-sets S ⊆ V satisfy that deg(S) ≥ n/k − γn. If H is not γ-extremal, then H
contains a matching that covers all but at most αn vertices of V .
Proof. Let M = {e1, e2, . . . , em} be a maximum matching of size m in H. Let V ′ = V (M)
and let U = V \ V ′. We assume that H is not γ-extremal and |U | > αn. Note that U is an
independent set by the maximality of M .
Let t = ⌈k/γ⌉. We greedily pick disjoint (k − 1)-sets A1, . . . , At in U such that deg(Ai) ≥
n/k − γn for all i ∈ [t]. This is possible since in each step, the number of (k − 1)-sets that
intersect the existing sets or have low degree is at most
(k − 1)t ·
( |U |
k − 2
)
+ ǫnk−1 ≤ k
3
γ|U |
( |U |
k − 1
)
+
k!ǫ
αk−1
( |U |
k − 1
)
<
( |U |
k − 1
)
,
because |U | > αn > 2k3/γ and ǫ≪ α. So we can pick the desired (k − 1)-set.
Let D be the set of vertices v ∈ V ′ such that {v} ∪ Ai ∈ E for at least k sets Ai, i ∈ [t].
We claim that |ei ∩D| ≤ 1 for any i ∈ [m]. Indeed, otherwise, assume that x, y ∈ ei ∩D. By
the definition of D, we can pick Ai, Aj for some distinct i, j ∈ [t] such that {x} ∪ Ai ∈ E and
{y}∪Aj ∈ E. We obtain a matching of size m+1 by replacing ei inM by {x}∪Ai and {y}∪Aj,
contradicting the maximality of M .
We claim that |D| ≥ ( 1
k
− 2γ)n. Indeed, by the degree condition, we have
t
(
1
k
− γ
)
n ≤
t∑
i=1
deg(Ai) ≤ |D|t+ n · k,
where we use the fact that U is an independent set. So we get
|D| ≥
(
1
k
− γ
)
n− nk
t
≥
(
1
k
− 2γ
)
n,
where we use t ≥ k/γ.
Let VD :=
⋃{ei, ei∩D 6= ∅}. Note that |VD\D| = (k−1)|D| ≥ (k−1)( 1k−2γ)n = k−1k n−2γ(k−
1)n. We observe that if H[VD \D] spans no edge, then by adding ⌊k−1k n⌋−|VD \D| ≤ 2γ(k−1)n
vertices, we get a set of size ⌊k−1
k
n⌋ which spans at most
2γ(k − 1)n
( k−1
k
n
k − 1
)
< γnk
edges. Since H is not γ-extremal, H[VD \ D] contains at least one edge, denoted by e0. We
assume that e0 intersects ei1 , . . . , eil in M for some 2 ≤ l ≤ k. Suppose {vij} = eij ∩D for all
j ∈ [l]. By the definition of D, we can greedily pick Ai1 , . . . , Ail such that {vij} ∪ Aij ∈ E for
all j ∈ [l]. Let M ′′ be the matching obtained from replacing the edges ei1 , . . . , eil by e0 and
{vij} ∪Aij for j ∈ [l]. Thus, M ′′ has m+ 1 edges, contradicting the maximality of M . 
Now we are ready to prove Lemma 2.4.
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Proof of Lemma 2.4. Fix integers k, h, 0 < ǫ ≪ γ, α < 1. Let n′ be the constant returned
from Lemma 4.3 with 0 < ǫ ≪ 2γ, α. Let T0 be the constant returned from Corollary 4.2 with
c = 1
k
− γ, ǫ2, d = γ/2 and t0 > max{n′, 4k/γ}.
Let n be sufficiently large and let H be a k-graph on n vertices with δk−1(H) ≥ ( 1k − γ)n.
Applying Corollary 4.2 with the constants chosen above, we obtain an ǫ2-regular partition and a
cluster hypergraph R = R(ǫ2, d) on [t] such that for all but at most ǫtk−1 (k− 1)-sets S ∈ ( [t]
k−1
)
,
degR(S) ≥
(
1
k
− γ − d− ǫ
)
t− (k − 1) ≥
(
1
k
− 2γ
)
t,
because d = γ/2, ǫ < γ/4 and k − 1 < γt0/4 ≤ γt/4. Let m be the size of the clusters, then
(1− ǫ2)n
t
≤ m ≤ n
t
. Applying Lemma 4.3 with the constants chosen above, we derive that either
there is a matching M in R which covers all but at most αt vertices of R or there exists a set
B ⊆ V (R), such that |B| = ⌊k−1
k
t⌋ and eR(B) ≤ γtk. In the latter case, let B′ ⊆ V (H) be the
union of the clusters in B. By regularity,
eH(B
′) ≤ eR(B) ·mk +
(
t
k
)
· d ·mk + ǫ2 ·
(
t
k
)
·mk + t
(
m
2
)(
n
k − 2
)
,
where the right-hand side bounds the number of edges from regular k-tuples with high density,
edges from regular k-tuples with low density, edges from irregular k-tuples and edges that lie in
at most k − 1 clusters. Since m ≤ n
t
, ǫ≪ γ, d = γ/2, and t−1 < t−10 < γ/(4k), we obtain that
eH(B
′) ≤ γtk ·
(n
t
)k
+
(
t
k
)
γ
2
(n
t
)k
+
γ
16
(
t
k
)(n
t
)k
+ t
(
n/t
2
)(
n
k − 2
)
<
3
2
γnk.
Note that |B′| = ⌊k−1
k
t⌋m ≤ k−1
k
t · n
t
= k−1
k
n, and consequently |B′| ≤ ⌊k−1
k
n⌋. On the other
hand,
|B′| =
⌊
k − 1
k
t
⌋
m ≥
(
k − 1
k
t− 1
)
(1− ǫ2)n
t
≥
(
k − 1
k
t− ǫ2 k − 1
k
t− 1
)
n
t
≥
(
k − 1
k
t− ǫ2t
)
n
t
=
k − 1
k
n− ǫ2n.
By adding at most ǫ2n vertices from V \ B′ to B′, we get a set B′′ ⊆ V (H) of size exactly
⌊k−1
k
n⌋, with e(B′′) ≤ e(B′) + ǫ2n · nk−1 < 2γnk. Hence H is 2γ-extremal.
In the former case, the union of the clusters covered byM contains all but at most αtm+|V0| ≤
αn + ǫ2n vertices of H. We apply the following procedure to each member e ∈ M . Note that
the corresponding set of clusters Vi1 , . . . , Vik for e forms an ǫ
2-regular k-tuple. By [8], we can
greedily find vertex-disjoint copies of Kkk (h) until the regularity does not hold, i.e., the set of
uncovered vertices in each Vij has size at most ǫ
2m. Since |M | ≤ t
k
, we thus obtain Kkk (h)-tiling
of H covering all but at most
kǫ2m · t
k
+ αn+ ǫ2n < 2ǫ2n+ αn < 2αn
vertices of H, as ǫ≪ α. This completes the proof. 
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5. The Extremal Case
In this section we prove Theorem 2.2. Take 0 < ǫ ≪ 1 and let n ∈ 6N be sufficiently large.
Let ǫ0 = 24ǫ. Let H = (V,E) be an n-vertex 3-graph with δ2(H) ≥ n/3 which is ǫ-extremal,
namely, there exists a set B ⊆ V (H) of size 2n/3 and
(5.1) e(B) ≤ ǫn3 = 27
8
ǫ|B|3 ≤ ǫ0
(|B|
3
)
.
Let ǫ1 = 8
√
ǫ0 and A = V (H)\B. Assume that the partition A and B satisfies that |B| = 2n/3
and (5.1). In addition, assume that e(B) is the smallest among all the partitions satisfying these
conditions. We now define
A′ :=
{
v ∈ V | deg(v,B) ≥ (1− ǫ1)
(|B|
2
)}
,
B′ :=
{
v ∈ V | deg(v,B) ≤ ǫ1
(|B|
2
)}
,
V0 = V \ (A′ ∪B′).
The following simple claim appeared in [16]. We include its proof for completeness.
Claim 5.1. A ∩B′ 6= ∅ implies that B ⊆ B′, and B ∩A′ 6= ∅ implies that A ⊆ A′.
Proof. First, assume that A∩B′ 6= ∅. Then there is some u ∈ A which satisfies that deg(u,B) ≤
ǫ1
(|B|
2
)
. If there exists some v ∈ B \ B′, namely, deg(v,B) > ǫ1
(|B|
2
)
, then we can switch u and
v and form a new partition A′′ ∪B′′ such that |B′′| = |B| and e(B′′) < e(B), which contradicts
the minimality of e(B).
Second, assume that B ∩ A′ 6= ∅. Then some u ∈ B satisfies that deg(u,B) ≥ (1 − ǫ1)
(|B|
2
)
.
Similarly, by the minimality of e(B), we get that for any vertex v ∈ A, deg(v,B) ≥ (1− ǫ1)
(|B|
2
)
,
which implies that A ⊆ A′. 
Claim 5.2. {|A \A′|, |B \B′|, |A′ \ A|, |B′ \B|} ≤ ǫ164 |B| and |V0| ≤ ǫ132 |B|.
Proof. First assume that |B\B′| > ǫ164 |B|. By the definition of B′ and the assumption ǫ1 = 8
√
ǫ0,
we get that
e(B) >
1
3
ǫ1
(|B|
2
)
· ǫ1
64
|B| > ǫ
2
1
64
(|B|
3
)
= ǫ0
(|B|
3
)
,
which contradicts (5.1).
Second, assume that |A \A′| > ǫ164 |B|. Then by the definition of A′, for any vertex v /∈ A′, we
have that deg(v,B) > ǫ1
(|B|
2
)
. So we get
e(ABB) >
ǫ1
64
|B| · ǫ1
(|B|
2
)
= ǫ0|B|
(|B|
2
)
> 3ǫ0
(|B|
3
)
.
Together with (5.1), this implies that
∑
b1b2∈(B2)
deg(b1b2) ≥ 3e(B) + e(ABB) > 3(1 − ǫ0)
(|B|
3
)
+ 3ǫ0
(|B|
3
)
=
(|B|
2
)
(|B| − 2).
By the pigeonhole principle, there exists b1b2 ∈
(
B
2
)
, such that deg(b1b2) > |B| − 2 = 2n3 − 2,
contradicting δ2(H) ≥ n/3.
15
Consequently,
|A′ \ A| = |A′ ∩B| ≤ |B \B′| ≤ ǫ1
64
|B|,
|B′ \B| = |A ∩B′| ≤ |A \ A′| ≤ ǫ1
64
|B|,
|V0| = |A \ A′|+ |B \B′| ≤ ǫ1
64
|B|+ ǫ1
64
|B| = ǫ1
32
|B|.
So the proof is complete. 
We first deal with a special (ideal) case of Theorem 2.2.
Lemma 5.3. Let 0 < ρ≪ 1 and let n be sufficiently large. Suppose H is a 3-graph on n ∈ 6Z
vertices with a partition of V (H) = X ∪ Z such that |Z| = 2|X|. Furthermore, assume that
• for every vertex v ∈ X, deg(v, Z) ≤ ρ(|Z|2 ),
• given every vertex u ∈ Z, we have deg(uv,X) ≤ ρ|X|, for all but at most ρ|Z| vertices
v ∈ Z \ {u}.
Then H contains a C6-factor.
To prove Lemma 5.3, we follow the approach in the proof of [7, Lemma 3.4] given by Czygrinow
and Molla, who applied a result of Ku¨hn and Osthus [25]. A bipartite graph G = (A,B,E) with
|A| = |B| = n is called (d, ǫ)-regular if for any two subsets A′ ⊆ A, B′ ⊆ B with |A′|, |B′| ≥ ǫn,
(1− ǫ)d ≤ e(A
′, B′)
|A′||B′| ≤ (1 + ǫ)d,
and G is called (d, ǫ)-super-regular if in addition (1 − ǫ)dn ≤ deg(v) ≤ (1 + ǫ)dn for every
v ∈ A ∪B.
Lemma 5.4 ([25], Theorem 1.1). For all positive constants d, ν0, η ≤ 1 there is a positive
ǫ = ǫ(d, ν0, η) and an integer N0 such that the following holds for all n ≥ N0 and all ν ≥ ν0. Let
G = (A,B,E) be a (d, ǫ)-super-regular bipartite graph whose vertex classes both have size n and
let F be a subgraph of G with |F | = ν|E|. Choose a perfect matching M uniformly at random
in G. Then with probability at least 1− e−ǫn we have
(1− η)νn ≤ |M ∩ E(F )| ≤ (1 + η)νn.
Proof of Lemma 5.3. Let ǫ = ǫ(1, 0.9, 0.01) be the constant returned by Lemma 5.4 and let
ρ ≪ ǫ. Suppose that n is sufficiently large and H is a 3-graph satisfying the assumption of
the lemma. Let G be the graph of all pairs uv in Z such that deg(uv,X) ≤ ρ|X|. By the
assumption, for any vertex v ∈ Z, we know
(5.2) degG(v) ≤ ρ|Z|.
Let m = |X|/2 = |Z|/4 and note that m ∈ Z. Arbitrarily partition Z into four sets
Z1, Z2, Z3, Z4, each of order m. Let M = {x1x′1, . . . , xmx′m} be an arbitrary perfect match-
ing of X. By (5.2) and |Z| = 4m, we have δ(G[Zi, Zi+1]) ≥ (1 − 4ρ)m for i ∈ [3]. It is
easy to see that for i ∈ [3], G[Zi, Zi+1] is (1, ǫ)-super-regular as ρ ≪ ǫ. For any x ∈ X
and i ∈ [3], let F ix := E(G[Zi, Zi+1]) ∩ NH(x). Since deg(x,Z) ≤ ρ
(|Z|
2
) ≤ 8ρm2, we have
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|F 1x |, |F 2x |, |F 3x | ≥ (1 − 4ρ)m2 − 8ρm2 ≥ 0.9m2, as ρ ≪ 1. For i ∈ [3], let Mi be a perfect
matching chosen uniformly at random from G[Zi, Zi+1]. By applying Lemma 5.4 with ν0 = 0.9
and η = 0.01, for any x ∈ X, with probability at least 1− e−ǫm, we have
(5.3) |M1 ∩ E(F 1x )|, |M2 ∩ E(F 2x )|, |M3 ∩ E(F 3x )| ≥ (1− η)ν0m ≥ 0.89m.
Thus for all i ∈ [3], there exists a matching Mi in G[Zi, Zi+1] such that (5.3) holds for all x ∈ X.
Label Zi = {zi1, . . . , zim} for i ∈ [4] such that Mi = {zi1zi+11 , . . . , zimzi+1m }. Let Γ be a bipartite
graph on (M, [m]) such that {xjx′j, i} ∈ E(Γ) if and only if
xjz
1
i z
2
i , x
′
jz
2
i z
3
i , xjz
3
i z
4
i ∈ E(H)
for xjx
′
j ∈ M and i ∈ [m]. For every i ∈ [m], since z1i z2i , z2i z3i , z3i z4i ∈ E(G), we have degΓ(i) ≥
m−3ρ|X| = (1−6ρ)m by the definition of G. On the other hand, by (5.3), we have degΓ(xjx′j) ≥
m−3(1−0.89)m = 0.67m for any xjx′j ∈M . By a simple corollary of Hall’s Theorem, Γ contains
a perfect matching, which gives a C6-factor in H. 
Now we are ready to prove Theorem 2.2.
Proof of Theorem 2.2. We will build four vertex-disjoint C6-tilings Q1,Q2,R,S whose union is
a perfect C6-tiling of H. The purpose of the C6-tilings Q1,Q2,R is covering the vertices of V0
and adjusting the sizes of A′ and B′ such that we can apply Lemma 5.3 after Q1,Q2,R are
removed. Note that by |B \B′| ≤ ǫ164 |B|,
(5.4) deg(w,B′) ≥ deg (w,B)− |B \B′||B| ≥ ǫ1
2
(|B′|
2
)
for any vertex w ∈ V0,
and by |B′ \B| ≤ ǫ164 |B|, we have
deg(v,B′) ≤ deg (v,B) + |B′ \B||B′| ≤ 2ǫ1
(|B′|
2
)
for any vertex v ∈ B′.
Moreover, the latter inequality implies that for all but at most
√
2ǫ1|B′| vertices u ∈ B′, we
have deg(uv,B′) ≤ √2ǫ1|B′|. By δ2(H) ≥ n/3 and the bounds in Claim 5.2, this implies that
deg(uv,A′) ≥ n/3− deg(uv,B′)− |V0| ≥ n/3− 2√ǫ1|B|.
By Claim 5.2, |A′| ≤ n/3 + ǫ164 |B| and thus
deg(uv,A′) ≤ 2√ǫ1|B|+ ǫ1
64
|B| ≤ 3√ǫ1|B| = 2√ǫ1n.
So we have the following
(†) given every vertex v ∈ Z, we have deg(uv,A′) ≤ 2√ǫ1n, for all but at most
√
2ǫ1|B′| vertices
u ∈ B′ \ {v}.
The C6-tilings Q1,Q2. Assume that |V0| = q1 and |B′| = 2n/3 + q. Thus, by Claim 5.2,
q1, q ∈ Z and 0 ≤ q1 ≤ ǫ132 |B|, − ǫ164 |B| ≤ q ≤ ǫ164 |B|. We claim that there is a C6-tiling Q1
consisting of q1 copies of C6 such that each copy contains one vertex in A
′, one vertex in V0 and
four vertices in B′ and a C6-tiling Q2 consisting of q2 = max{q, 0} copies of C6 such that each
copy contains one vertex in A′ and five vertices in B′.
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To see this, first, note that δ2(H[B
′]) ≥ q2. Thus, by a result of [34, Fact 2.1], we know that
B′ contains a matching M = {e1, . . . , eq2}.1 Now consider V0 ∪ (B′ \ V (M)). We claim that we
can greedily find a matching M ′ = {eq2+1, . . . , eq1+q2} such that each edge contains exactly one
vertex in V0. Indeed, by (5.4), each vertex w ∈ V0 has at least ǫ12
(|B′|
2
)
neighbors in B′. Note
that the number of vertices in the existing matching is at most 3(q1+ q2) ≤ 9ǫ164 |B|, and thus the
number of pairs that are unavailable for w is at most 9ǫ164 |B||B′| < ǫ12
(|B′|
2
)
. So we can pick an
edge that contains w and two vertices in B′ which is disjoint from other edges in the matching.
For each 1 ≤ i ≤ q1+ q2, let ei = {ui, vi, wi}. In particular, assume V0 = {wq2+1, . . . , wq1+q2}.
By (†), fix ui, vi ∈ B′, we can pick vertices xi, yi ∈ B′ such that deg(uixi, A′) ≤ 2√ǫ1n and
deg(viyi, A
′) ≤ 2√ǫ1n. So we can pick a vertex zi ∈ N(uixi, A′) ∩ N(viyi, A′). Note that
{ui, vi, wi, xi, yi, zi} spans a desired copy of C6. Also, note that we have |B′| −
√
2ǫ1|B′| choices
for each xi and yi, respectively, and |A′| − 4√ǫ1n choices for zi ∈ A′. So we can select these
vertices without repetition, which gives the desired C6-tilings Q1 and Q2.
Let A1 and B1 be the sets of vertices in A
′ and B′ not covered by Q1∪Q2, respectively. Note
that q1 + q2 ≤ |A \ A′| ≤ ǫ164 |B| by Claim 5.2, thus
(5.5) |B1| ≥ |B′| − 5(q1 + q2) ≥ |B′| − 5ǫ1
64
|B| ≥ |B| − 3ǫ1
32
|B|.
Note that by |A′|+ |V0|+ |B′| = n, we have |A′| = n3 − q1− q. If q ≥ 0, then by the definition of
Q1,Q2, we have |A1| = |A′|−q1−q = n3 −2q1−2q and |B1| = |B′|−4q1−5q = 2n3 −4q1−4q, i.e.,
|B1| = 2|A1|. Otherwise q < 0 and thus, |A1| = |A′| − q1 = n3 − 2q1 − q and |B1| = |B′| − 4q1 =
2n
3 − 4q1 + q. So we have 2|A1| − |B1| = −3q > 0. Define s = 13(2|A1| − |B1|). Then s = 0 if
q ≥ 0 and s = −q ≤ ǫ164 |B| if q < 0.
The C6-tiling R. Next we build our C6-tiling R of size s ≤ ǫ164 |B| such that every element of R
contains three vertices in A1 and three vertices in B1. We will construct one desired copy of C6
such that for each of its vertex v, there are more than 3s vertices in A1 or B1 can be selected as v,
thus proving the claim. We start with any vertex u in B1. By (†), we can pick v ∈ B1 and then
pick w ∈ B1 such that deg(uw,A1) ≤ 2√ǫ1n and deg(vw,A1) ≤ 2√ǫ1n. Note that the numbers
of choices for v and w are at least |B1| −
√
2ǫ1|B′| > 3s and at least |B1| − 2
√
2ǫ1|B′| > 3s,
respectively. At last we pick x ∈ N(uv,A1), y ∈ N(uw,A1) and z ∈ N(vw,A1), and for each of
them, at least |A1| − 2√ǫ1n > 3s vertices can be selected. This completes the proof.
Let A2 be the set of vertices of A not covered by Q1,Q2,R and define B2 similarly. Then
|A2| = |A1| − 3s and |B2| = |B1| − 3s. If q ≥ 0, then s = 0 and |B2| = 2|A2|. Otherwise s = −q
and so 2|A2| − |B2| = 2|A1| − |B1| − 3s = 0. Furthermore, by s ≤ ǫ164 |B| and (5.5), we have
|B2| = |B1| − 3s ≥ |B| − 3ǫ1
32
|B| − 3ǫ1
64
|B| > (1− ǫ1)|B|.
Hence, for every vertex v ∈ A2,
deg(v,B2) ≤ deg(v,B′) ≤ ǫ1
(|B|
2
)
+ |B′ \B||B′| ≤ ǫ1
( 1
1−ǫ1 |B2|
2
)
+
ǫ1
2
|B2|2 < 3ǫ1
(|B2|
2
)
.
1We remark that this is the only place where we need the exact codegree condition n/3.
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Moreover, by the definition of A2 and s, we have
|A2| = |A1| − 3s ≥ n
3
− 2q1 − 2|q| − 3s ≥ (1/3 − ǫ1)n.
So we get n ≤ 4|A2|. By (†), given v ∈ B2, for all but at most
√
2ǫ1|B′| ≤ 2√ǫ1|B2| vertices
u ∈ B2, we have
deg(uv,A2) ≤ 2√ǫ1n ≤ 8√ǫ1|A2|.
The C6-tiling S. At last, we apply Lemma 5.3 with X = A2, Z = B2 and ρ = 8√ǫ1 and get a
C6-factor S on A2 ∪B2. This concludes the proof of Theorem 2.2. 
6. Concluding Remarks
In this paper we have studied C6-factors in 3-graphs. Note that we can state our main result
in the following way: Given n = 6t be sufficiently large, then any n-vertex 3-graph H with
δ2(H) ≥ 2t contains t vertex-disjoint copies of C6. This suggests the following conjecture.
Conjecture 6.1. Given n ≥ 6t be sufficiently large, then any n-vertex 3-graph H with δ2(H) ≥
2t contains t vertex-disjoint copies of C6.
Note that this conjecture, if true, trivially implies the following conjecture.
Conjecture 6.2. Given n ≥ 6t be sufficiently large, then any n-vertex 3-graph H with δ2(H) ≥
2t contains t vertex-disjoint loose cycles.
Conjecture 6.2 can be seen as an analogue of Corra´di-Hajnal Theorem for loose cycles in
3-graphs. It is not hard to show both conjectures for t = 1.
Note that the result in [14] implies that t1(n,C
3
6 ) = (5/9 + o(1))
(
n
2
)
. Indeed, it is shown that
t1(n,K
3
3 (2)) = (5/9 + o(1))
(
n
2
)
and the upper bound holds because C36 is a subhypergraph of
K33 (2). The lower bound follows from the construction that shows the sharpness of Theorem 1.1
in Section 1. It is interesting to know the exact value of t1(n,C
3
6 ).
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