Abstract-A new method of designing linear-phase FIR filters is proposed by minimizing a quadratic measure of the error in the passband and stopband. The method is based on the computation of an eigenvector of an appropriate real, symmetric, and positive-definite matrix. The proposed design procedure is general enough to incorporate both time-and frequency-domain constraints. For example, Nyquist filters can be easily designed using this approach. The design time for the new method is comparable to that of Remez exchange techniques. The passband and stopband errors in the frequency domain can be made eqniripple by an iterative process, which involves feeding back the approximation error at each iteration. Several numerical design exahples and comparisons to existing methods are presented, which demonstrate the usefulness of the present approach.
I. INTRODUCTION I
T IS WELL KNOWN that most linear-phase finite impulse response filter (FIR) design problems can be satisfactorily handled by using the McClellan-Parks (MP) algorithm [l] for weighted equiripple filters. These filters have the advantage of providing the designer with the most optimal design in the sense of smallest filter length for a given set of specifications. In contrast, a number of authors have also considered the least-squares approach for FIR filter design [2]- [6] . As outlined in [5] , [6] , and [31] , there are some advantages under certain situations where these methods have to be preferred over the Remez exchange techniques.' Most least-squares techniques advanced so far are based on solving a set of linear simultaneous equations by matrix inversion. Consider a typical low-pass design problem: we wish to approximate a "desired response" D(w) with a type-l linear-phase FIR filter transfer function H(z) N-l H(z) = 1 h,z-". n=O (A type-l filter has h, = h,-, --n and, moreover, the order Manuscript received December 6, 1985; revised May 22, 1986 . This work was supported in part by the National Science Foundation under Grant ECS 84-04245, and in part by Caltech's programs in Advanced Technology grant, sponsored by Aerojet General, General Motors, GTE, and TRW.
The authors are with the Department of Electrical Engineering, California Institute of Technology, Pasadena, CA 91125. IEEE Log Number 8611114. "'Remez exchange algorithm" and the "MP approach" are used synonymously in this paper.
N -1 is even [7] .) The desired response is whereas the amplitude response of H(z) is [7] N-l H,(ej")= c h,e-j(n-M)u= f b,cosnw ( to be Toeplitz). For reasonably large N, this solution h can be approximated to a very high degree of accuracy by closed-form expressions based on the zeroth-order Bessel function I,(X). Such closed-form expressions have been introduced and used by Kaiser [IS] for the design of the "Kaiser window." Since the Kaiser window is a closed-form approximation for the above eigenvectors, the latter need not be computed by elaborate eigensystem subroutines. Notice that the least-squares filter response shown in Fig. 2 is itself not a "good" low-pass response; in order to obtain an acceptable low-pass response (based on the LS approach), the passband region 0 Q w G op must be included in the objective function E,, of (5). Fig. 2 represents a specific instance of the LS problem where the solution vector is an eigenvector of an appropriate real, symmetric, and positive-definite matrix. On the other hand, Fig. 1 represents another instance of the LS problem where the solution corresponds to an acceptably good low-pass response, but cannot be obtained as the eigenvector of an appropriate matrix. The question that arises in this context ' is, can we formulate an appropriate objective function E such that the filter coefficients can be obtained from an eigenvector of an appropriate matrix, and at the same time .give rise to a lqw-pass response as in Fig. l ? In other words, can we obtain a linear-algebraic generalization of the prolate-sequences (or the Kaiser window) so that the resulting vector itself has a response as in Fig. l? The purpose of this paper is to address this question. The answer turns out to be in the affirmative, and we discuss the solution and several applications of this result. Such FIR filters whose coefficients are the components of eigenvectors will be termed "eigenfilters." The idea of using an eigenvector in order to find the coefficients of a FIR filter has been used earlier in other contexts [16] . The well-known technique of Pisarenko I[171 for harmonic retrieval is such an example. Even though eigenvectors have been used in the past for filtering applications (for example, see [6] ), we believe that the present formulation is novel in the sense that it takes care of the passband accuracy directly. Section II formulates the new quadratic objective function and includes design examples of such low-pass filters. In Section III, we show how certain timedomain constraints can be taken into account along with the usual frequency-domain specifications while designing these eigenfilters. Section IV presents, a method for designing eigenfilters which have equiripple behavior both in the passband and stopband; the method is based on iteratively feeding back the approximation error into the integrand of (5) by incorporating a weighting function. The obvious question that comes to mind in this context is, why should we use a quadratic measure at all, rather than an L, measure, if we are interested only in an equiripple result? The justification is that we can now include time-domain constraints if we use the eigenfilter approach, and at the same time obtain a more or less equiripple frequency response. In Section V, we show how eigenfilters can be used for the design of Mth-band filters (and Nyquist filters). The results are compared with other recently reported techniques [8] , [9] for the design of Nyquist filters. Section VI describes how one can employ the eigenfilter approach to design filters which have flatness constraints (or tangency constraints) at any given frequency in the passband. In the last section, we make comments on the computational aspects involved in finding the appropriate eigenvector.
II. LINEAR PHASE FIR LOW-PASS EIGENFILTERS
Let H(z) be an FIR transfer function as in (1) . We wish to obtain a low-pass frequency resp'onse as in Fig. 1 , by minimizing an error measure of the form E = v'Pv (8) where P* is a real, symmetric, and positive-definite matrix depending upon the design requirement, and v is a real vector related to h, in some simple manner (to be elaborated). We assume an implicit constraint v'v =1 to avoid trivial solutions. We wish the error measure E to reflect both the passband deviation and the stopband deviation from the ideal values of (2). Once such a measure is formed, the solution vector v is simply the eigenvector of P corresponding to its minimum eigenvalue in view of the well-known Rayleigh's principle [19] . We impose the additional condition that the resulting transfer function H(z) should have linear phase, i.e., h, = hN-l-n (9) where the order N -1 could be either even (type 1) or odd (me 2) [71. W e d o not consider antisymmetric impulse 2Notations used in the paper: Bold-faced ktters indicate vectors and matrices. Superscript t stands for transposition, whereas superscript dagger (t) stands f?r transposition ,followed by complex conjugation. Real symmetric posthve-definite matrices P are mdlcated by the notation P = P > 0, and satisfy the property y'Py > 0 for all y Z 0.
response sequences in this section because they cannot be used in low-pass designs 171.
With H(z) satisfying (9) where Pp is given by and is a real, symmetric, positive-definite matrix (unless wP = 0). Thus, the total measure to be minimized is
where P=(l-a)Pp+aPs:
The quantity (Y, which is in the range 0 < (Y 6 1, controls where P, is given by and is a real, symmetric, and positive definite matrix (unless ws = 7r, which is a case of no interest). If the passband error measure Ep is also defined according to the integral of (5), the total error measure cannot be written in the form (8). Accordingly, let us define fP differently. First, notice that the zero-frequency response is given by
where the vector 1 is defined as
The quantity e,,(w) = (1 -c)'b, therefore, represents the deviation of the response H,(ej") from the zero-frequency response. 3 Accordingly, a positive-valued (quadratic) error 3The only motivation for taking zero-frequency as a reference for passband error formulation is that it brings the vector b into the reference, and this enables us to write Ep as a quadratic in b. This in turn leads to the eigenformulation.
In summary, we have been able to formulate the linearphase low-pass FIR design problem in the form of an eigenproblem. Given the band edges wP and os, and the parameter (Y, the matrix P can be computed. It is easy to obtain closed-form expressions for the integrals in (23), and, hence, the elements P(n, m) are easily computed once CY, wP and ws are known. It then remains only to compute the eigenvector of a real, symmetric, and positive-definite matrix corresponding to the smallest eigenvalue. The resulting filter is guaranteed to have linear phase because the vector b rather than the vector h is directly involved in the optimization problem. The eigenvector b can be used to obtain the filter coefficients h, in (1). We now proceed with design examples to demonstrate the procedures. Kaiser window for a window length of 31, and an appropriate value of the window parameter [7] given by p = 2.0. This example' is only a .demonstration that the Kaiser window is an excellent closed-form approximation for certain eigenfilters (the prolate spheroidal sequences).
Example 2: A low-pass filter with N -1 = 28, wp = 0.3n, ws = 0.41r, and (Y = 0.1 was designed using the above approach. The resulting frequency response is shown in Fig. 4 , which also includes the plot for the case of (Y = 0.5. The effect of (Y is clearly seen from the figure.
Comments on the Choice of (Y: It is 'clear from (22) that a larger value of (Y leads to better stopband attenuation at the cost of increased passband ripple. Given the set of specifications wp, ws, p assband tolerance 6, and stopband tolerance 6,, it is necessary to estimate N -1 and (Y in order to design the eigenfilter. An approximate estimate for N -1 can be obtained based on the relations in [20] . Even though the estimates in [20] hold only for equiripple designs, the required order for an eigenfilter is only slightly larger.
The choice of a governs the ratio 8,/a,. At this time, we do not have a procedure for estimating (Y, starting from a desired 8,/S, ratio. Further study of the behavior of eigenfilters is necessary in order to fill this gap.
The following example demonstrates the design of a half-band filter [8] , [ll] based on the eigenfilter approach. For this example, the quantity (Y does not come into the picture at all, in view of the indirect procedure described below.
Example 3: A linear-phase FIR half-band filter is a type-l low-pass filter having an amplitude response H,(e@) that is symmetric with respect to r/2 as shown in Fig. 5 . Note that wp + ws = rr, and 6, = 6, for such filters. It can be shown that for such filters h, satisfies N-l h,=O for n --
A direct design of such filters based on any design methodology (such as the McClellan-Park:s program, or eigenfilter methods) invariably leads to a filter which does not satisfy (24) exactly, due to the computational inaccuracies. In addition, since about half of the impulse response coefficients are known anyway, it is only judicious to eliminate the known variables from the design problem so as to reduce computational time. This can be accomplished by designing H(z) by a two-stage process. The first step is Go(e% \'". 
Given the specifications oP and 6 for the half-band filter, the specifications 2wP and 8 in Fig. 6 are' known. The order of G(z) is half the order of H(z) and G(z) can be designed much more quickly. Moreover, the computation of H(z) as in (25) ensures that (24) is satisfied exactly, with no error. More details in this connection can be found in [32] .
The eigenfilter approach can be used easily to design the odd-order one-band filter G(z) with response as in Fig. 6 , simply by taking (Y = 0 in (22) and letting
The eigenvector b contains information about the impulse response g, of G(z). The impulse response of H(z) is found as (0.5g,,,, n even N-l n odd # -2 . 
and E3 is the quadratic measure of passband error defined A quadratic measure of the output error is given by r*r. as
Here, a is a constant vector of the form 
III. EIGENFILTERS WITH SIMULTANEOUS TIME-DOMAIN CONSTRAINTS
Error functions that are more general than (21) ca.n be formulated in order to take into account time-domain constraints. As an example, let us assume that we wish to design a linear-phase low-pass FIR filter as in Fig. 9 . Let us assume that, in the input signal x(n), there are occasional segments of an unwanted waveform, i.e., a finite duration waveform of the type (28) and
The time of occurrence of this L-point waveform is unknown, but its shape is known. We would like H(z) in (1) to be such that, in addition to being a good low-pass filter, it minimizes the effect of sk on the output signal y,. Thus, let N-l m= c hks,-k, n=O,l;.., set of parameters (+ ws, (Y, and /3), the filter design can be completed by findmg the eigenvector of the matrix P=(l-a-p)P,+aP,+pP, (40) corresponding to its minimum eigenvalue. Notice that P= P'>O.
Example 5: As a numerical example, let N -1 = 28, L-1=19, wP=0.3(lr), ws=0.4(r), and a=O.5, and let the waveform s, be as in Fig. 10. Fig. 11 shows the resulting frequency response of the linear-phase eigenfilter with p=5x10e4 (solid lines) and with p=5.0~10-~ (broken lines).
In an analogous manner, it is possible to put constraints on the unit step response. Notice that the first k +l coefficients of the step response t, are given by ( It is often required to control (minimize) the energy in the step response over the interval 0 < n < k, where k is the time taken for the beginning of a monotone rise (Fig. 12) . Once again, the energy t't can be written in the form b'P,b, where PT = P; > 0. Thus, additional quadratic constraints can be introduced into the problem in this manner before computing the eigenfilter.
IV. EQUIRIPPLE LINEAR-PHASE EIGENFILTERS
There exists a powerful technique [l] based on a Remez exchange procedure for designing equiripple filters by minimizing the L, norm of the response error. In view of the availability of such excellent techniques,. the question arises as to why we should manipulate an eigenfilter to give an equiripple response. The answer lies in the fact that eigenfilters can be designed so as to take into account other design constraints such as time-domain constraints, as illustrated in Section III. In addition, eigenfilters can be used for designing Nyquist filters by elegant modifications of the positive-definite matrices appearing in the objective function (Section V). For such applications, if we have a technique for equalizing the error over each band, the result is of a more or less equiripple nature, and the peak error tends to get minimized. With this motivation, we describe the algorithm for accomplishing this as follows.
The quantities EP and Es in (18) and (14) For uniform weighting (i.e., with W(o) = l), the errors eP( w) and e,(w) of the resulting eigenfilter are large near the band edges and tend to fall off at points away frorn the band edges (see Fig. 4 (45) with a low-order polynomial that fits the envelope of the error. This would avoid the need for numerical integration, but should be weighed against the time required to obtain the polynomial fit. V. DESIGN OF NYQUIST EIGENFILTERS Example 6: The eigenfilter considered in Example 2 was redesigned using the above procedure. The resulting design after 16 iterations has frequency response as shown in Fig. 13 (solid lines) . The figure also shows the response of an optimal filter designed using the Remez exchange algorithm [l] (broken lines) with the same c+,, ws and the same order iV -1 as the eigenfilter. Notice that, for the equiripple eigenfilter, 8, = 0.032 and 13, = -31.25 dB, whereas, for the Remez-exchange-based optimal filter, 8, = 0.031 and S, = -31.2 dB. Indeed, the tolerances achieved by the eigenfilter are very close to optimal. The 'numerical integration involved in the updating equation (45) was performed by using Simpson's rule, with 100 grid points. As a rule of thumb, the number of grid points can be taken to be about 20 to 30 times the approximate number of extrema in the frequency band under consideration. We are not aware of a proof that the above technique for equiripple designs always converges to the optimal solution. However, all of our design examples demonstrate such convergence. 4 We learned from a reviewer that this kind of error feedback technique is in fact known [27] , [28] .
The design of digital Nyquist filters for generating a band-limited pulse for data transmission with minimum intersymbol interference has a significant role in the design of digital modem systems [12]-[15] . The impulse response of a Nyquist filter of length N satisfies h,=O for(n-y) =nonzeromultipleofK.
These have also been known as Kth-band filters [8] . Such filters are also of great interest in the design of interpolation filters [31, ch. 41 in multirate signal processing. The cutoff frequencies oP and ws of a Nyquist filter satisfy the condition oP + ws = 27r/K, where K is the intersymbol duration. The design of Nyquist filters requires an algorithm that incorporates both time-domain and frequency-domain constraints. Such designs using linear programming or based on the Remez exchange algorithm have recently been suggested by several authors 1181, [9] , [15] . In this section, we would like to apply the eigenfilter approach, with some additional modifications on the objective function, to design the Nyquist filter. Recall from Section II FIR FILTER DESIGN AND APPLICATIONS that the error E is given by (21) for a low-pass design, where P is as in (22). We note that every Kth coefficient except the mid-term of the impulse response of a Nyquist filter is exactly zero; hence b'= [bo,bl;..,bK-~,0,bK+~,...,b2K-1,0,b2~+~,...l.
(46) Therefore, those rows and columns of P whose indices are multiples of K do not contribute to the total error E = b'Pb. To take advantage of this fact, we restate our problem as minimizing the error E, = b"P'b', where b't=[bo,bl,...,bK-l,bK+~,...,b2K-1,b2K+1,...l (47) and p'= 19 Note that the order of P' is smaller than the order of P, we, therefore, save time in the design process. Once we find the appropriate eigenvector of P', we insert the zeros that are required in the Nyquist filter impulse response. This completes the design. Once again, we can feedback the error in both passband and stopband of the previous iteration to compute P and P' according to (42) and (43) of Section IV to obtain an approximately equiripple frequency response for the Nyquist filter. (In such examples where we have both time-and frequency-domain specifications, it is, in general, not possible to get an exactly equiripple solution.) Notice that the resulting filter automatically has linear phase because we are directly solving for the vector 6.
Example 7: A Nyquist filter with order N -1 = 38, wp = 0.15(a), ws = 0.25(g), K = 5, and (Y = 0.95 is designed using the eigenfilter approach. The frequency response of the Nyquist filter (solid lines) as well as of the equiripple Nyquist eigenfilter (broken lines) obtained from the techniques described in Section IV are shown in Fig. 14 . Note that the transition band of the equiripple Nyquist eigenfilter is smaller than that of the Nyquist eigenfilter, and explains why the peak errors are larger for the equiripple design.
Example 8: A FIR linear-phase Nyquist eigenfilter with length 39, C+ = 0.2125(r), ws = 0.2875(n), cu = 0.98, and K = 4 is designed. This is compared to the Nyquist filter with -the same specifications, designed by linear programming [9] and also the design based on the Remez exchange algorithm [8] . We summarize the passband error 8, and stopband error 6, for these approaches. The plot of the frequency response using the eigenfilter (solid curve) and MP approaches [8] (broken lines) are shown in Fig. 15 . The frequency-response plot of the Nyquist filter designed using linear programming can be found in [9] . Notice that the eigenfilter response is slightly better in the stopband than that of the Remez exchange method, and slightly worse in the passband. A readjustment of (Y in (22) can produce results much closer to the Remez exchange procedure.
pO, K-l 
This fact suggests a procedure to design filters with flatness constraints using the eigenfilter approach. Defining
N-l even (52) and
we then have
To achieve a 2 L + 1 degree of flatness at o = 0, we define new sequences d' and u' as
u'= 1 sinz(Lil)( ff) sin*CL-+*)( Tf) . . . sin*CM-ll( t)
VI. EIGENFILTERS THAT HAVE ARBITRARY DEGREE OF FLATNESS AT ANY GIVEN FREQUENCY IN THE PASSBAND
Incorporating this into (15) and (20), we have the new objective function E = (d')Pd', where P is as in (22) with Digital FIR filters with a maximally flat frequency response at frequency w = 0 have been studied by Herrmann [21], Kaiser [22] , and Vaidyanathan [23] . FIR (57) (58) filters of this class find applications in several filtering problems, as pointed out by Kaiser and Steiglitz [24) . In where 1' = [l 0 0 . . . 01'. Now if we find the eigen-vector corresponding to the minimum eigenvalue of P, the resulting response has the desired flatness at w = 0. We can easily generalize this approach when the flatness constraints are required at an arbitrary frequency. Thus, the frequency w. at which the first 2 L + 1 derivatives are zero can be varied by expanding H,( ej") in terms of sin*" (wwo/2) in (49).
VII. EIGENVECTORCOMPUTATIONANDRELATED ISSUES
A major part of the design time for our method is spent in the computation of the eigenvector. Since we are interested in only one eigenvector (corresponding to an extremal eigenvalue), this computation can be done efficiently (without invoking general methods such as the QR technique [29] then xk+i is a good approximation of the eigenvector corresponding to the maximum eigenvalue. A typical value for E is about 1.0 x 10p6. We, however, wish to compute the minimum eigenvalue and its corresponding eigenvector. In other words, at each iteration, we would like to compute * X k+l= P-h,.
Given xk, we would like to find xk+i without inverting P-l. Rewrite (61) 
We can find vk+ i in (66), given xk and L, by recursively solving a set of linear equations. Let lij be the element in the ith row and jth column of L; then we can show that uk+l(n)=f ~k(~)-~~~~~j"k+~(~)). i (67) nn Since P is positive-definite, I,,,, in (67) are evidently nonzero. Using (67), we first solve for uk+i (0) and solve recursively for all uk+i(n) for 1~ n < N-1, where N is the dimension of L. (In (67), xk(n) denotes the nth element of vector xk.) It takes N(N -1)/2 multiplications, N divisions, and N( N -1)/2 additions to compute vk 't i. Similarly, we can find xk+i in (65) where t =, t m, t, are, respectively, the required computer times for addition, multiplication, and division. Note that the speed of convergence depends on the ratio A,/X, since we are dealing with P-' rather than P. Instead of proceeding as in (65) and (66) The operation (68a) requires N * multiplications and N( N -1) additions, and the time required for this is t,N(N-l)+ t,N* which is nearly the same as the time required for performing (65) and (66). However, there is an overhead cost associated with the computation of Q. Example 9: Table I indicates a comparison of design time for half-band filters, using the eigenfilter approach and the Remez exchange approach, for various tolerances. The ratio X,/X, and the number of iterations required for eigenvector computation are also given. We observe that X*/h is large and, hence, the number of iterations for eigenvector computation is impressively small for all the entries in Table I .
We also summarize below the design time, number of iterations, X,/A,, a,, and S, for the Nyquist filter designed in Example 8 (solid curve in Fig. 15 ):
CPU time Number of X,/X, 6, (db) 6, (db) (se4 iterations 3.9 3 792 -0.45 -33
Our experience based on a large number of design 'examples has convinced us that the ratio A,/& is large in all practical cases. Accordingly, the eigenvector computation never creates any numerical or stability problems and is invariably fast. Single precision arithmetic is found to be sufficient in all design examples. n-l is the required order for peak passband ripple S, and transition bandwidth 2(lr/2-nr).
There exist some recent methods for computing eigen: vectors (corresponding to extremal eigenvalues) based on gradient techniques [30] . These could prove to be even faster than the iterative power method, but we have not studied this possibility in the context of our paper.
VIII. CONCLUDING REMARKS
In this paper, we have formulated linear-phase FIR design problems in the form of eigenproblems. The filter coefficients are computed from eigenvectors of certain matrices which represent the specification requirements. A set of specification requirements directly leads to the Kaiser-window frequency response. Eigenfilters can be designed in such a way that various time-domain recluirements are simultaneously taken into account. By means of an error-feedback mechanism, an iterative method also has been presented that leads to near-equiripple eigenfilters. The eigenfilter approach is also used to design Nyquist filters and filters with flatness constraints in the frequency domain. In conclusion, a wide variety of specifications can be taken into account by the eigenfilter .approach. The design examples presented and the design times compare favorably with several other methods reported in the literature.
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