This paper reviews approximate confidence intervals for some effect parameters common in cancer epidemiology. These methods have computational feasibility and give nearly nominal coverage rates. In the analysis of crude data, the simplest type of epidemiologic analysis, parameters of interest are the odds ratio in case-control studies and the rate ratio and difference in cohort studies. These parameters can estimate the instantaneous-incidence-rate ratio and difference that are the most meaningful effect measures in cancer epidemiology. Approximate confidence intervals for these parameters including the classical Cornfield's method are mainly based on efficient scores.
Introduction
In the study of cancer or other chronic disease epidemiology, the most frequently used measure of disease occurrence is the instantaneous incidence rate, which is the number of new cases per unit of person-time at risk (also called the incidence density or hazard rate). As for measures of exposure-disease association, attention is centered to the rate ratio and difference between the instantaneous-incidence-rates in the exposed and the unexposed groups.
Both of these two parameters of interest are directly estimated in cohort studies, while only the rate ratio can be estimated by the odds ratio in case-control studies. For a long period statisticians considered that the odds ratio could estimate the risk ratio for the ratio of two cumulative incidence rates, given that the disease under study is rare (1) . However, it is explained that the odds ratio estimates the rate ratio, and the rate ratio can approximate the risk ratio if the disease is rare (2) .
Many procedures have been proposed for calculating approximate confidence intervals for the parameters of interest in cancer epidemiology. The best-known approximation procedure is Cornfield's (3) method for the odds ratio. In the analysis of crude (i.e., unstratified) data, the approximate large-sample confidence intervals, based on unconditional efficient scores including Cornfield ified or matched analysis is often needed to remove confounding. The approximate methods based on efficient scores can extend in a straightforward manner to common effect parameters when the number of strata remains fixed but sample sizes become large (large strata). However, the unconditional score methods will fail when fine stratification or matching has been made (sparse data). Since the famous Mantel-Haenszel estimators for the common odds ratio (4), and the common rate ratio (5) and difference (6) are consistent in both large-strata and sparse-data large-sample theories (7, 8) 
(1) where z,x./2 is the 100(1 -a/2) percentile of the normal distribution and c' = 1/2, when a correction for continuity is needed, or c' = 0, otherwise. This equation is identical with that proposed by Cornfield (3) , and some algorithms to solve it iteratively are given by Gart (9) and Fleiss (10). Gart and Thomas (11, 12) showed that Cornfield's method with and without the continuity correction perform well in the conditional and unconditional sample spaces, respectively.
As an alternative to Cornfield In follow-up studies of dynamic populations, X and Y denote the number of persons contracting the disease out of n exposed and m unexposed fixed person-time denominators. Thus X and Y are modeled as a pair of independent Poisson observations with means (nr1, mro), where r1 and ro are the instantaneous incidence rates ofthe exposed and the unexposed. The parameters of interest are the rate ratio w = r1/ro and the rate difference e = r, -ro. nV---) +-Z,,a/2>f -+ m (9) This equation is identical with that derived from the asymptotic normal approximation of mX -nwY or X conditional on t, or the conditional score method (17) . For the rate ratio, it is well known that the conditional distribution of X given t is the binomial with success probability nwl(nw + m) and size t. The exact confidence interval may be obtained using the mathematical link between the binomial and the F distributions (18) . That is, ((IOL, ()U) = (n(Y + 1)Fe,,2(2Y + 2, 2X) (6) 
We can thus obtain more accurate approximate interval for w using Eq. (6) with Paulson's approximation [Eq.
(7)].
In making inferences about the rate difference it is necessary to employ the unconditional distribution of (X, Y). By letting r, = 
Sato (1 7) gave the Newton-Raphson procedure to solve Eq. (8) iteratively. Alternatively, the usual first-order
To illustrate these confidence interval methods for the rate ratio and difference, we use follow-up data on the breast cancer for women with tuberculosis repeatedly exposed to multiple X-ray fluoroscopies and women with tuberculosis not so exposed (20) . Among the exposed group, 41 women suffered from breast cancer out of 28 (6) with Eq. (7) is (1. 006, 3.611) . The lower limits are very close, but the upper limit by the score method is smaller than that by the approximate conditional method. It is because the normal approximation in the use ofthe score method will be inadequate unless t is large. When the rate difference is of interest, its estimate is e = 67.50 per 100,000 person-years. The approximate 95% interval based on the score method Eq. (8) is (4.320, 129.0) per 100,000 person-years, while that given by the usual method Eq. (9) is (7.493, 127.5) per 100,000 person-years. Sato (17) showed that the score method 8 The first formula for an asymptotic variance of 1MH was given by Hauck (21) on the basis of large-strata limiting model where the number of strata K remained fixed but each Nk tended to infinity. Breslow (7) proposed the conditional variance, based on the noncentral hypergeometric distribution, using a sparse-data limiting model in which K tended to infinity but a finite number of different configurations of (nk, Mk) occurred. A well-known example of this limiting model is (1, M) matched case-control design. In both limiting models 4MH iS consistent for * and asymptotically normal. Although 4MH is not asymptotically fully efficient (22) unless i4 is unity, it maintains high efficiency relative to the efficient estimators for ip under both large-strata and sparse-data cases (23, 24) .
Because of the skewness of the distribution of 4MH, the natural log transformation is usually used to construct the confidence intervals for * (25) . Robins et al. (26) and Phillips and Holland (27) (14)] without and with the continuity correction, respectively. These methods give very close intervals. Table 2 gives stratified data of the Ille-etVilaine study (15) The Fieller-like method also extends in a straightforward manner to the common rate ratio (29 (20) where c' = 1/2 with the continuity correction, or otherwise zero.
It is noteworthy that the Fieller-like methods Eqs. (18) and (20) have close relation to test of null exposuredisease association. When testing null association that w = 1 and t = 0, both T(w) and T(t) can reduce to
which is identical with the efficient score test of null association given by Shore et al. (34) .
To illustrate the confidence intervals methods for the rate ratio, we consider the Montana study of arsenic exposure and respiratory cancer (35) . 
