A network is said to be survivable if it has sufficient capacity for rerouting all of its flow under the failure of any one of its edges. Here we present a polyhedral approach for designing survivable networks. We describe a mixed-integer programming model, in which sufficient slack is explicitly introduced on the directed cycles of the network while flow routing decisions are made. In case of a failure, flow is rerouted along the slacks reserved on directed cycles. We give strong valid inequalities that use the survivability requirements. We present a computational study with a column-and-cut generation algorithm for designing capacitated survivable networks.
Introduction
Given a graph, demands between pairs of nodes (commodities) and cost of installing capacity on the edges of the graph, the capacitated network design problem (NDP) is to install integer multiples of a capacity unit and route the flow so that the total cost is minimized. A network is said to be survivable if it admits a feasible flow under the failure (removal) of any one of its edges. Existence of two edge-disjoint paths between every pair of source and destination nodes is a necessary condition for survivability of the network; but this is clearly not sufficient. In order to ensure that the flow on the network can be rerouted in the case of a failure, sufficient spare (excess) capacity must be available on the remaining edges of the network. Since over-provisioning of capacity is a major concern due to the high investment cost associated with installing capacity, designing capacity-efficient survivable networks is a highly critical problem in the telecommunications industry.
The capacitated survivable network design problem can be formulated as a multicommodity network flow problem for each failure scenario, linked by integral capacity variables [2] . However, there are at least two reasons as to why such a model is not used in practice. The first one is that it has a cubic number of variables and constraints in the number of 1 edges for a complete network and is, therefore, impractical for designing networks except for very small instances. The second reason is that its solution involves globally rerouting flow on the network whether the flow of a commodity is disrupted by the failed edge or not. Solutions with minimal changes to no-failure flow are preferred because it is highly undesirable in practice to manipulate unaffected flow while restoring affected flows. Therefore, a number of practical models and strategies have been developed for designing survivable networks that admit local rerouting of flow on a failed edge; see for instance [3, 7, 14, 27] . The reader is referred to [25] for a survey on the survivable network design problem.
Traditionally in order to design and implement survivable networks one uses some variant of the following two different strategies: protection or restoration. Protection techniques completely identify ahead of time the routes that disrupted flows will take and the capacities that will be used. Restoration techniques determine which available capacity will be used for a specific failure (and the routes that will be used for each affected demand) when the failure occurs. We do not discuss any dynamic restoration schemes, and focus on protection.
Dedicated protection techniques [3, 12, 14] install and assign spare capacity specifically for each commodity to protect it against the different possible failures, i.e., spare capacity is dedicated to a particular commodity. A significant reduction in the amount of spare capacity can be achieved by using a shared protection strategy [2, 7, 27] when dealing with failures. In a shared protection scheme, instead of preassigning spare capacity to protect each commodity of the network independently, spare capacity is shared by more than one commodity, and used as required to restore the disrupted flow.
Survivable network design strategies can also be broadly classified into frameworks: hierarchical (non-joint) and integrated (joint). The hierarchical one (for instance [17, 24] ) involves a two-stage approach; first, no-failure routing and working capacities are determined, followed by rerouting of disrupted flows and spare capacities. Solving these two problems simultaneously in an integrated framework provides significant savings in installed capacity [23] .
The advent of add/drop multiplexers introduced a technique known as Self-Healing Rings (SHRs) [3, 14, 18, 19, 25] . The topology of SHR networks is a set of rings (undirected cycles) covering the nodes of the network. SHR networks are inherently survivable, because the flow on a failed edge on a ring can be sent along the ring in the reverse direction. Even though SHRs provide good survivability characteristics and extremely fast reconfiguration of flow, imposing a ring topology on the telecommunication network still leads to inefficient capacity utilization and therefore high capacity cost.
Recently there has been an increased effort in designing hybrid networks that achieve reconfiguration times down to the regime of rings, but without giving up the desired capacityefficiency of a general/mesh network, i.e., a network with no restriction on its topology. There are several ways in which hybrid networks are already being implemented in telecommunication networks. The first one is referred as "ring access and mesh transport." In this widely used form of hybrid networks, shared protection is applied for backbone networks and SHRs are used for Local Area Networks (LANs). The second way of building a hybrid network is through "meshed-rings," which is essentially ring-based networking with interring transitions being managed by shared protection. In the third type of hybrid networks capacity is allocated on various cycles to act as rings. Any fraction of a commodity may be routed on these rings, and is inherently survivable (see [15] for details); the rest of the commodity is routed as in a mesh network.
In this paper, we focus on a fourth approach for designing hybrid networks, which involves the use of specific failure-flow patterns for shared protection of disrupted flow. However, no particular topology is imposed on the network. Thus this approach uses a general/mesh network for no-failure routing, but utilizes specified patterns for routing flow in case of disruption. In particular, we use directed cycles as our failure-flow patterns. We explicitly reserve sufficient slack between flow on an arc and the capacity on the arc using directed cycles of the network. We ensure that the total slack on the cycles in the reverse direction is at least equal to the flow on an arc. So when an edge fails, the flow in either direction can be rerouted from between the two ends of the edge along the slacks of the cycles in the reverse direction. We first present the hierarchical optimization problem, and then extend it to the integrated optimization framework.
A related combinatorial survivable graph problem is studied in [13] , where the edges of a graph are covered with directed cycles. The authors show that a bridgeless undirected planar graph can be decomposed into directed cycles where each edge is used exactly twice (once in each direction). They conjecture that this result also applies to any bridgeless graph and give a heuristic for finding directed cycle covers of undirected graphs. In [22] authors cover the arcs of a directed graph using an overlay graph. These papers do not take into consideration demands on the nodes, flows, capacities, or costs.
Another related work is [16] , in which the authors first determine edge capacities for the no-failure scenario, and then add sufficient capacity on undirected cycles (p-cycles) to protect working edge capacities. Their approach differs from ours in the following aspects. Firstly, they protect working capacities and not flows; hence their model does not utilize existing slack on the edges of the network. Secondly, their model allows the p-cycles to reroute disrupted flow on the chords.
The proposed models are presented in Section 2. In Section 3, valid inequalities that explicitly consider the survivability requirements are described. These inequalities are used in a column-and-cut generation algorithm in order to strengthen the linear programming relaxations of the formulations. In Section 4, we present computational results with the column-and-cut generation algorithm. We compare capacity-efficiency of the models and the impact of the valid inequalities in reducing the computation time when used as cutting planes. Finally, in Section 5, we conclude with a summary and directions for future research.
Models
In this section we present two mixed-integer programming models for designing capacitated survivable networks. We consider a common variant of the problem as it appears in telecommunication networks, where capacity installed on an edge can be used to send flow up to capacity in both directions. Thus, the capacity is undirected even though flow and cycles are directed. The results in this paper can be easily adopted to the case where capacity is directed. We introduce sufficient slack on directed cycles of the network, so that the flow on each arc can be rerouted along these cycles in case of an edge failure. For ease of exposure and the purpose of comparison, we first discuss a hierarchical approach.
2.1. Hierarchical approach. Here we present a hierarchical scheme for designing capacitated survivable networks. In the first stage, the capacitated network design problem without survivability requirements, NDP, is solved. In the second stage, an optimal solution to NDP (a vector of flows and edge capacities) is used as input to a spare capacity installation model, where sufficient slack is reserved on directed cycles so that the flow on each arc can be safely rerouted along these cycles.
Formally, let G = (N, E) be an undirected graph with node set N and edge set E. Let F be the set of all ordered pairs (arcs) from E, i.e., F = {(ij), (ji) : [ij] ∈ E}. Let g ij be the flow quantity through arc (ij) ∈ F , and w [ij] be the capacity on edge [ij] ∈ E in the solution to NDP. Let C be the set of directed cycles of G = (N, F ). Define the cycle variable z c to denote the amount of slack reserved on cycle C ∈ C. Define the capacity variable y [ij] as the amount of spare capacity installed on edge [ij] and let h [ij] be the cost of installing unit capacity on edge [ij] ∈ E. Then the Spare Capacity Installation (SCI) problem is formulated as
s.t.:
In SCI spare capacity on a directed cycle provides coverage for flows in the reverse direction to the arcs on the cycle; see Figure 1 . Constraints (1) ensure that for each arc (ij) the total slack reserved on the directed cycles using the reverse arc (ji) is at least the total flow on (ij). Constraints (2) ensure that total capacity installed on edge [ij] is large enough to accommodate the flow routed on arc (ij) as well as the slack reserved for cycles containing the arc. Notice that by scaling the data without loss of generality (wlog) we may assume that the capacity is installed in batches of one unit.
In Figure 1 we show two directed cycles, drawn in dashed arcs, that cover the disrupted flow on arc (ab) in the reverse direction. If edge [ab] fails, then the flow along arc (ab) can be rerouted from node a to node b along these two directed cycles if the sum of reserved slack on the cycles is at least the flow quantity on (ab). Note that these cycles are used to reroute not only the flow on arc (ab), but also of the other arcs they contain. 2.2. Integrated approach. Next we present the integrated optimization model that makes flow routing and capacity installation decisions for no-failure and failure cases simultaneously. Since routing and capacity decisions are made together, the integrated model gives a network with a cost that is at most the optimal cost of the hierarchical scheme.
Let z, y, and h be defined as in Section 2.1. Let {(s k , t k )} k∈K be the commodity pairs of source and destination nodes and d k be the supply at
ij as the flow of commodity k through arc (ij) ∈ F in the no-failure case, and let e k ij be the cost associated with routing each unit of commodity k ∈ K. Then the problem of Routing of Flows and Slacks on Cycles (RFC) is formulated as
Constraints (4) ensure that for each arc (ij) the total slack reserved on the directed cycles using the reverse arc (ji) is at least the total flow on (ij). Constraints (5) ensure that capacity installed on edge [ij] is large enough to accommodate the flow routed on arc (ij) as well as the slack reserved for cycles using the arc. Observe that if constraints (4) and the cycle variables z are dropped from RFC, we obtain the network design problem without survivability restrictions, NDP.
For all practical purposes, the cost of sending flow on arc (ij) is insignificant when compared to the cost of installing capacity on edge [ij] (e ij h [ij] ); we keep e ij in the formulation for generality. No cost is associated with the cycle variables, since (a) we wish to compare the cost of the survivable network with that of NDP, and (b) flow is routed using cycle variables only if there is a failure.
2.3. Pricing cycle variables. RFC has only one more constraint (4) for each arc than the network design problem without survivability requirements. This is a big advantage of the model in being able solve large instances. However, the number of cycle variables is exponential in the number of arcs, and all of the variables cannot be included in the formulation when solving large instances. Therefore, we develop a column generation method in order to include the cycle variables into the formulation as they are needed when solving its linear programming (LP) relaxation.
Given an LP relaxation solution to RFC, we search for a directed cycle C in G that has at least three arcs such that z c has a negative reduced cost. Let (u, v) be the dual variables corresponding to constraints (4) and (5), respectively. For each arc (ij) on cycle C, the variable z c appears twice in the formulation: in constraint (4) for arc (ji) with coefficient −1 and in constraint (5) for arc (ij) with coefficient +1. Hence, the reduced cost of cycle
Accordingly, we define the Cycle Pricing Problem (CPP): Given a directed graph G = (N, F ) and a cost function q : F → R, either find a negative-cost directed cycle in G with at least three arcs, or conclude that no such cycle exists. It is easy to show that CPP can solved with a variant of the Bellman-Ford algorithm [1] that ignores cycles with two arcs in O(|F ||N | 2 ). A delayed column generation approach that finds negative cycles with at least three arcs is developed and used to add the cycle variables into the formulation as needed.
Strong valid inequalities
Cutting plane methods have been successfully used in solving network design problems; see [5] , [6] , [8] , [9] , [10] , [11] , [20] , [21] . In this section, we describe polyhedral inequalities that explicitly utilize the cycle variables for ensuring survivability of the network. Since the integrated model RFC produces solutions with lower cost than the hierarchical model SCI, we develop inequalities for RFC.
3.1. Residual capacity inequalities. The first class of valid inequalities we describe are derived from the capacity constraints (5) . Inequalities that completely describe the related set [20] and shown how to separate in polynomial time in [6] . These inequalities are referred as the residual capacity inequalities and are of the form
where
It can be shown that all non-trivial facets of
have zero coefficient for the unbounded continuous variables z c [4] . Therefore, residual capacity inequalities (6) are the only class of cutting planes for RFC that can be derived from the capacity constraints (5).
3.2. 2-partition inequalities. We derive valid inequalities for RFC from its 2-commodity 2-partition relaxations. Let (A, B) be a non-empty partitioning of the nodes of G. Let [AB] be the edges with one end in A, the other in B; corresponding to these edges, let AB be the arcs directed from A to B, and BA be the arcs directed from B to A. Let d A denote the total supply in A for nodes N \ A (referred to as commodity A), and d B denote the total supply in B for nodes in N \ B (referred to as commodity B). We assume wlog that
Consider the following 2-commodity 2-partition relaxation of RFC
where x A ij and x B ij denote the flow on arc (ij) for commodities A and B, respectively, z ij the slack reserved for cycle variables on arc (ij) and y [ij] the capacity installed on edge [ij] . Constraints (7) and (8) are obtained by aggregating the flow balance constraints across the partition. Constraints (9) and (10) are the capacity and survivability constraints for the arcs in the partition. Constraint (11) states that the total slack reserved for cycles across the partition is the same in either direction, since any directed cycle which goes across the partition (using arcs in AB) has to come back across the partition (using arcs in BA); see Figure 2 . We denote the convex hull of all points satisfying (7), (8), (9), (10) , and (11) by F 2 . Clearly, all feasible points of RFC are contained in F 2 .
Before presenting the general form of 2-partition inequalities, we motivate and explain the simplest version of the inequalities. The total flow of commodity A on arcs in AB must be at least d A . Furthermore, total slack reserved for cycles on the arcs AB (going from A to B and back) must be sufficient to cover this flow. Consequently, the net capacity across this partition must be at least the sum of these two values, each of which must be at least d A . Finally, since the capacity variables are integral, capacity across the partition is lower
The following theorem states that this lower bound is not only tight, but also that inequality (12) Proof. Consider an arbitrary equation
on the variables (x, y, z). For each commodity k, consider an arbitrary arborescence (T k ) rooted at s k (source of commodity k). Since by adding appropriate multiples of (3) (for commodity k) for all nodes in the depth-first sequence of T k , we can eliminate the coefficients of the flow variables corresponding to arcs in T k in (13); wlog we assume π k ij = 0, ∀(ij) ∈ T k ∀k. Let y be an arbitrary feasible solution that satisfies (12) at equality. Later in the proof, we show the existence of such y under the assumptions of the theorem. We will use y to derive other feasible points that satisfy (12) at equality, and prove that they define (13) up to a scalar multiple, and a multiple of equalities (3). Let be an infinitesimally small positive constant, and
We first show that
, we increase the capacity by one unit to get a new feasible solution y that still satisfies (12) at equality. Substituting y and y into (13), we get
. Let C be the set of all cycles that do not contain any edges in [AB] .
We now show that α c = 0, ∀C ∈ C . Consider the feasible solution y obtained by adding one unit of capacity to y on all edges [ij] ∈ E \ [AB]. This new solution also satisfies (12) at equality. For any cycle C, we increase the slack reserved for the cycle by one unit to get a new feasible solution y that also satisfies (12) at equality. Substituting y and y into (13), we get α c = 0, C ∈ C .
Next we prove that
Consider the feasible solution y obtained by adding one unit of capacity to y on all edges [ij] ∈ E \ [AB]; redirecting the flow such that there exists some positive flow on all arcs in T k \ (AB ∪ BA), for each commodity k (note that this can be done without increasing the flow on the arcs in AB ∪ BA); and increasing the slack reserved on cycles in C such that the new flow is covered (because the subgraphs obtained by removing [AB] are 2-connected). Since there exists unused capacity on all edges in E \ [AB], y is feasible, and also satisfies (12) at equality. For commodity k, consider any arc (ij) ∈ F \ (AB ∪ BA ∪ T k ). We can redirect additional units of flow through this arc by changing flow by units only among the arcs in T k \ (AB ∪ BA) (using the fundamental circuit). We satisfy (4) by reserving additional slack on cycles in C that cover arcs on which flow is increased. This new solution (y ) is feasible since unused capacity exists on these edges by definition of y , and also satisfies (12) at equality. Substituting y and y into (13), we get
Case 1: (12) 
Consider the solution y shown in Figure 3 . Here, flow on arcs are x A 
For the rest of the coefficients, we define X ij and Z ij as the total flow and slack reserved for cycles on arc (ij), respectively. We note that for the solution y (for both cases), we have X ij < Z ji and
Hence, we can get a new feasible solution (y ) by reserving additional units of slack on any cycle C ∈ C \ C . This new solution (y ) satisfies (12) at equality. Substituting y and y into (13), we get α c = 0, c ∈ C \ C . Now for commodity k, consider any arc (ij) ∈ (AB ∪ BA) \ T k . Starting with solution y , we can redirect additional units of flow through this arc by changing flow by units only among the arcs in T k (using the fundamental circuit). Furthermore, we satisfy (4) by reserving additional slack on some cycle in C that covers arc (ij). This new solution (y ) is feasible since unused capacity exists on all edges by definition of y , and also satisfies (12) at equality. Substituting y and y into (13), we get π k ij = 0, (ij) ∈ (AB ∪ BA) \ T k . Finally, plugging y into (13), we get γ = 2d A β. Dividing (13) by β, we arrive at (12) .
Defining η i = 2d i and r i = 2d i − 2d i for i ∈ {A, B}, we can generalize inequality (12) to include flow and cycle variables in both directions of the 2-partition.
Proof. We show the validity for inequality (14) . Relaxing the flow balance constraint for commodity A, we get
Using (11) and the fact that the slack reserved for cycles containing arcs AB is greater than the flow in the reverse direction, we have
Since the capacity installed on a set of arcs is greater than the net flow and the slack reserved on cycles containing these arcs, we get
Finally, adding these three inequalities, we have
Subtracting and adding y([S
]) from/to the left-hand-side and applying mixed-integer rounding [26] to the resulting inequality, we obtain the inequality (14) . Validity of (15) can be shown in the same way by considering commodity B instead of commodity A.
Note that when S 1 = AB and S 2 = ∅, inequality (14) reduces to (12) . For a fixed 2-partition (A, B) , the separation problem of (14) is easy. Given (y,
The separation for inequality (15) is similar.
Inequalities (14) are not always facet-defining for F 2 ; however, they are facet-defining for the convex hull of the 1-commodity 2-partition relaxation of RFC, i.e., (19) under mild conditions. Theorem 3.3. Let F 1 denote the convex hull of points satisfying the 1-commodity 2-partition relaxation (16)- (19) . The inequality (20) r 
Next, we prove that (20) is facet-defining if r A > 0 and S 1 = ∅. Let f ij and g ij denote the unit vectors of flow and cycle variables, respectively, for (ij) ∈ AB ∪ BA, and h [ij] denote the unit vector of the capacity variables for
= β 0 define an arbitrary hyperplane that contains the face induced by (20) and (st) ∈ S 1 . Since all points of F 1 satisfy x A (AB)− x A (BA) = d A and z(AB) = z(BA), we may add multiples of these equalities to a valid inequality without changing it; therefore wlog we assume π st = α st = 0. Consider the following points of the face.
Similarly, from the point u 0 + g st + g ts , we get α ts = 0. From points
On the other hand, comparing u 0 and w ij , we have
Finally, plugging in these coefficients for u 0 , we find that η A β [st] = β 0 . Therefore, the points described above define the hyperplane up to a scalar multiple and a multiple of the two equalities. Dividing all coefficients by β [st] /r A , we arrive at (20) . Hence, we have shown that the face of (12) is (21) y
which is violated by the given fractional solution. Suppose we increase y [j ] until inequality (21) is no longer violated. Now, the allocation to capacity variables is
By enumerating all 2-partitions of the graph, it can be seen that this fractional solution is not violated by any 2-partition inequality (12) . For the same 2-partition A = {i, j, k}, B = { }, inequality (14) with
4. This inequality with continuous variables is violated by the new fractional point. Again, suppose we increase y [k ] until inequality (22) is no longer violated. Now, the capacity variables take the values
We resume this example in Section 3.3 after introducing a more general class of inequalities.
3.3. 3-partition inequalities. In this section we show how to generalize the 2-partition inequalities for 3-partitions of the graph. The ideas presented here can be extended to k-partitions for k > 3 as well.
Mixed-integer inequalities
Consider a non-empty 3-partition (A, B, C) of the nodes of G. As before, AB is defined as the arcs directed from A to B, and the other arc sets are defined in the same way. For each proper subset U of {A, B, C}, we again let d U denote the total supply of U . More 
Adding (23) and (24), and mixed-integer rounding [26] the resulting inequality, we get the 3-partition inequality
where η = 
Integer inequalities
We present another class of 3-partition inequalities written in terms of the integral capacity variables; that is, for the nonempty partition (A, B, C 
By adding these three inequalities, dividing by two and rounding up the right-hand-side, we obtain the 3-partition inequality (26) y ( 
is violated by the fractional point.
Computational Results
In this section we present computational results with a column-and-cut generation algorithm for solving the models introduced in Section 2. We compare the capacity requirements of the models and test the effectiveness of the valid inequalities given in Section 3 in reducing the solution times when used as cutting planes.
The column-and-cut generation algorithm is implemented using the callable library of CPLEX [1, 20] .
The cycle variables with negative reduced cost are generated as explained in Section 2.3. Since CPLEX does not allow addition of variables to the formulation in the branch-andbound tree, cycle variables are generated only at the root node of the tree. It must therefore be noted that the solutions and gap reported at termination are for the formulation with cycles generated at the root node of the tree.
In the first experiment we compare the network design model without survivability requirements, NDP, and the hierarchical and integrated models of survivable network design models using directed cycles, SCI and RFC, respectively. In particular, in Table 1 we present the time taken to solve the three models and the total capacity installed with each model. If a problem is solved within one hour, we report the objective value of the solution and the elapsed CPU time in seconds (time); otherwise, we report the objective value of the best known feasible solution (zub), and the gap (endgap) between this solution and the best lower bound at termination (zlb) as a percentage of the best known feasible solution, i.e., endgap = 100 × (zub − zlb)/zub. Comparing the capacity requirements of the models, we observe that SCI needs about 100% more capacity than the no-survivability model NDP, whereas RFC requires on the average 80% more capacity. Comparing the models in terms of ease of solvability, we see that SCI takes the least amount of time. However, one must keep in mind that we first need to solve NDP before we can use its solution as an input to SCI. Interestingly, RFC is not any harder to solve than NDP. This is important, since RFC incorporates survivability. Later in this section, we will also see that RFC scales well with increasing network size when solved in a column-and-cut framework using the cutting planes proposed in Section 3.
Next we investigate the effect of the valid inequalities described in Section 3 in reducing the number of branch-and-bound nodes (nodes) and solution times (time), when used as cutting planes to improve the linear programming relaxations. Residual capacity inequalities are added using the linear-time separation method given in [6] for each arc at the root node of the branch-and-bound tree. We enumerate all two partitions with at most three nodes in one partition and all three partitions with at most two nodes in two of the partitions; and add the corresponding inequalities with only capacity variables whenever they are violated in the tree.
In Table 2 we report the number of cuts added (cuts), improvement of the integrality gap at the root node (rootimp), the number of branch-and-bound nodes (nodes), and the solution times or gap at termination, with and without the polyhedral cuts. The default CPLEX cuts are added in both runs. The results for experiments using only the CPLEX cuts are reported under heading (1) and results for experiments using both CPLEX and polyhedral cuts are reported under heading (2) . All runs have a time limit of ten hours. We see in Table 2 that more than twice as much integrality gap improvement is observed at the root node when polyhedral cuts are added. This leads to significant reduction in the number of nodes and solution time. In general, the improvement in the solution time is more than an order of magnitude. Based on these computations, we conclude that the cutting planes developed in Section 3 improve the performance of the algorithm significantly. In the final experiment we tested how well the column-and-cut generation algorithm scales for large instances. For this, we ran the algorithm for instances ranging from 20 to 70 nodes for ten hours. In Table 3 we report the number of cycles added (cycles), the number of cuts added (cuts), percentage improvement at the root node (rootimp), total number of nodes in the branch-and-bound tree (nodes) and the gap at termination (endgap). Although none of the instances could be solved to optimality, the gap at termination was less than 1% for all instances. To some extent, the drop in the gap at termination for larger instances can be attributed to the fact that the LP relaxations of the formulation seem to get stronger with increasing problem size. This fact reiterates the scalability of our model (and methodology). These experiments suggest that the proposed methodology is a computationally effective way for designing capacitated survivable networks.
Conclusions
We introduced a new methodology for designing capacitated survivable networks, that explicitly reserves slack on directed cycles. We first presented the hierarchical optimization model, and then extended it to an integrated model that makes all routing and capacity decisions simultaneously. Even though the number of variables in the models is exponential in the size of the input graph, they were generated in polynomial time in a column generation framework.
We also developed strong polyhedral cutting planes for the integrated capacitated survivable network design model. Finally, we compared the models and the effectiveness of the cutting planes computationally using a column-and-cut generation algorithm. The integrated approach provided savings of about 10% over the hierarchical scheme. The polyhedral cuts reduced the solution times by an order of magnitude.
Our experiments suggest that the proposed methodology is a computationally effective way for designing capacitated survivable networks. At the same time, we can reduce the capacity requirements further by considering other failure-flow patterns; for instance directed p-cycles to route disrupted flows when their chords fail as well. The models and pricing subproblems change significantly in this case. We will study the polyhedral structure of this more complicated failure flow pattern in a subsequent paper.
