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T. T. Introduction
The researches for the problem of linear prediction of a onedimensional weakly stationary process X can be classified according to the difference whether the length of prediction interval is infinitely long (Kolmogorov [4] , Wiener [28] and Dym-McKean [3] ) or finitely limited (Krein [5] and Dym-McKean [2] On the other hand, the author has studied the problem of linear prediction for X from the viewpoint of the theory of stochastic differential equations ([10] , [12] - [27] ). The bud of its spirit can be found in [11] , where Sato's hyperfunctions play an importart role in the study of infinitely multiple Markovian property. I t is important, not only from a point of view of statistical physiCS, but also from a probabilistic point of view, to derive a stochastic equation of motion describing the time evolution of X. In particular, the process X with reflection positivity has been investigated in detail with the project of clarifying a mathematical structure of the so-called fluctuation-dissipation theorem in statistical physics (Kubo [6] and Mori [9] ). In the course of these investigations, it has been found that the time evolution of X can be described by two kinds of Langevin equations with a notable difference in character of random forces ( [18] , [19] )
One is the first KMO-Langevin equation having a white noise as a random force and the other is the second KMO-Langevin equation where a colored noise named the Kubo noise is taken to be a random force. It is a key to obtain the structure theorem of the outer function of X. Since the Fourier transform of the outer function gives the canonical representation kernel for X, the author's studies are related to the case of long time prediction interval, except [16] treated by an innovation method.
Following the same spirit, Miyoshi ([7] and [8J) has derived and then characterized a stochastic differential equation for multidimensional weakly stationary process, by referring de Branges's theory for a multi-dimensional case and using Krein's method, which is said to be (a, We will state the content of this paper. Let X = CXCn);nEZ) be a d-dimensional weakly stationary process with mean vector zero and covariance matrix R. We define for each n E N a block Toeplitz matrix SnCEMCnd;R» by <1.1) RCO)RO)
• .
• t RO )RCO) RO) R(n-I)
We suppose that SnCnEN) are invertible in what follows.
In §2,
we will introduce a forward Crespo backward) innovation process 1+ = CI+Cn);nEN)Cresp. I =CI Cn);nEN» associated with X 1 tis noted that I+(resp. 1_) is an orthogonal process. And then we derive two kinds of stochastic difference equations describing the time evolution of X: n-l
k=1 where y+(.,*), y_C·,*), 6+(.) and 6_(') belong to M(d;lR) .
We call (1.2)(resp.(1.3» a forward (resp. backward) KM 2 0-Langevin equation for X.
It is noted that a class of non-linear Langevin equations for strongly stationary time series is derived from our approach (Remark 2.2).
We will in §3 obtain fundamental recursive relations among y+(',*), y_(',*) ,6+(,) and 6 C·) CTheorem 3.1) : for any n,k E
where y+(n,O) = o+(n) and y_(n,O) = ° (n) .
We denote by V+(n)(resp. V_en»~ the covariance matrix of I+(n)(resp. 1_(n»(nEIN). By using 0.4) and 0.5), we will in §4 obtain fundamental recursive relations among V+(·), V_('), R(O), 0+(') and 0_(') (Theorem 4.1) : for any n E IN'" ,
where
By taking advantage of the innovation method, we will in §5
give a forward (resp. backward) prediction formula for X (Theorems 5. 1 and 5.2). It will be found that prediction matrices and prediction error matrices are determined by R(O), 0+(') and ° (.) .
As a converse setting of §2- §5, we will in §6 show a reconstruction theorem (Theorem 6.1), which states that for a given 
~M20-La~~evin equation~
Let X = (X(n);nEZ) d be an ~ -valued weakly stationary time series on a probability space (Q,~,P) with mean vector zero and covariance matrix R:
Note that
M be the closed subspace of
defined by M = the closed linear hull of {Xj(n);I~j~d,nEZ}
We then have the unitary group (U(m);mEZ) acting on M such that (2.4) U(m)(X(n» = X(n+m) (m,nEZ) .
For each n E ~ we define a block Toeplitz matrix S E n M(nd;~) by (2.5) Since (2.6) where
we can see that either of the following (2.7) and (2.8) 
from (2.6) and (2.7) that T E GL(nd;lR) for any n E IN n each n E IN* = {0.1.2.···} we define n-l We define three weakly stationary time series X(j) = (X(j)(n);nEZ) (j=1,2,3) by 
in (3.3)m by n-l , we have, for any
On the other hand. by multiplying both hand sides of equation (2. 17) replaced n by n-l by t X(-m) (m=0.1.···.n-2) and then taking an expectation with respect to p. we see from (2.19) and (2.21) that for any m E {0.1.···.n-2}. n+(m,n) = y+(m+n,m) n_(m,n) = y_(m+n,m)
Immediately from Theorem 3.1, we have Theorem 3.1' For any m E ~* and n E ~ ,
For convenience sake, we put (4.1) and denote by V+(n) (resp. V_(n» the covariance matrix of I+(n) (resp. 1 (n» (nEIN*)
for n = 1 is trivial. Let any n E {2,3,···) be fixed. By multiplying both hand sides of equation (2.16) by tX(n) and then taking an expectation with respect to P, we see from (2.18) and (2.20) that n-1
By making a matrix representation of (4.4) and (3.3)m (m=n-1,n-2, ... ,1,0) , we have
(ii) is also proved similarly.
(iii) follows from (2.7), C2.11), (i) and Cii).
Lemma 4.2. For any
Since V+(n) is a symmetric matrix, it follows from (4.4) that for any n E N* ,
Similarly, (4.6) By replacing n by n+l in (3.3)0 and then using Theorem 3.l(i),
which, together with (4.6), implies (1) . (1i) is also proved similar-
Now, we will show the following fundamental For any n EN,
The proof is divided into 13 steps.
We denote by hand side minus the left hand side in Lemma 4.3 :
proof. By applying Theorem 3.1 to (4.5), n-l
k=O -which, together with Lemma 4.2(1), implies (i).
(ii) i!:i also proved similarly. By using Lemma 4.2 again, we get (iii).
Proof. By multiplying both hand sides of (2.16) and (2.17)
for n = 1 by tX(O) and then taking an expectation with respect to P, we have (i) and (ii). (iii) follows from (i) and (ii).
Next, by multiplying (2.16) for n = 1 by t X(1) and then taking an expectation, we see from (2.18), (2.20) , (1) and ( This follows from (iii) in Step 2.
(_S~J~J! 4) For any n E {2,3, .. ·} and any k E {l,2 ... ·,n-l} , IV(k) = 6 (n_k)I(k+l)t 6 (n-k) + 6 (n_k)n(k+l) + 
For any even
Immediately from
Step 5, we have (1).
(ii) can be proved as follows: By
Step 5, 
Furthermore, by using Theorem 3.1' and Lemma 4.2 again,
By repeating the same procedure. we see from Step 2 that (1) holds.
(ii) follows immediately from Step 5.
Pro-.PJ .. By Step 1.
(ii).(iv) and (v) in Step 2.
Step 2 Cresp.
Step 3) with
Step 7. we have 
Step 8 implies tha t <*)n<n=2.3) hold. For any fixed nO E {2 .3.
•.. } • let us suppose that <*) holds. Moreover we consider nO the case where is even. nO = 2NO . The case where is odd is proved similarly. What we have to show is that 
This follows from Step 4 and (4.11).
Proof. We prove only (1) . since (ii) is shown similarly. By Theorem 3.1', Lemma 4.2(1), and the assumption
we apply Theorem 3.1' again to find that
By using Iy(l) = 0 , coming from (*) and
Step 5. we see that nO nO
By using Lemma 4.2(1)(11) and
Therefore, it follows from Theorem 3.1', Lemma 4.20) and (4.10) that
By Steps 9 and 10, we have proved that <*)' holds. Moreover, 
By Theorem 3.1' and I(k) = 0 , n-l
Next, applying Theorem 3.1' to I', we have
By Lemma 4.2(li) and n~k~l = 0 , o
Furthermore, since (4.14)
Similarly to (4.13), we can apply I(k) = ill(k) = 0 to see that
Thus, by (4.12), (4.13), (4.14) and (4.15), (4.16)
On the other hand, by using IV n (k: 1 = 0 , coming from (*) and
Step o nO 5, we see that
Consequently, by substituting this into (4.16), it follows from Lemma 4.2 that I(k+1) nO+1
Proof. We prove only 
and so (4.18) n o -2k-1
Forthermore, we note from Theorem 3.1' that
Therefore, by using Theorem 3.1' and (4.9), we see from (4.17), (4.18) and (4.19) that (4.20) where n o -2k-2
We note from Lemma 4.2(ii) that Therefore, by using Theorem 3.1', we get 
For any 18) again, we see that (111) follows from (i) and (il).
Similarly, we obtain Theorem 5.2. For any m,n EN, m 2 n , (i)
We will show that the prediction matrices P+(·,+) and P_(·,+) can be also determined by R(O), 0+(') and 0_(') through the following By substituting (2.16) replaced n by m into the right hand side of (5.U, we find from (2.18) and (2.20) that the second statement in (1) holds.
(ii) is also proved similarly. 
A construction theorem
As a converse setting of §2- §5, we are given a system (V,o+(n); V is a symmetric positive definite (6.2)
Then we construct a triple (V (1),0 (1),V (1» by
In order to continue the following construction of
we suppose that and then construct an Rd-valued stochastic process X+ = (X(n);nE~*) by (6.8)
Now we will show Theorem 6.1. X+ is weakly statlonary.
For any m,n E iN* , we put (6.10) R(m,n) = E(X(m)tX(n» Since (6.11) t R(m,n) = R(n,m) ,
for the proof of Theorem 6.1, It suffices to show
The proof is divided into 22 steps.
This follows immediately from (6.7), (6.8) and (6.9).
(
Step 2)
These are shown by a simple calculation.
(S t e"p 3)
is included in (6.4) and (ii) is proved similarly to
Step 7 in the-proof of Lemma 4.3.
n-1
(n 2 2) , wh ere { 11 + (m , n), 11_ (m , n )
... mEN, n E N) is defined by (3.6) and (3.7),
Proof. By multiplying both hand sides of (6.9) by tX(~-l) (resp. tX(n» and then taking an expectation with respect to the probability P, we have (1) (resp. (ii». (iii) follows from ( i i ) and the algorithm in Theorem 3.1'.
By a mathematical induction about n , we show (i) and
By
Step 2, ( i ) and (ii) for n = 1 hold. Let us assume that (i) and (ii) hold for n = n o . Since V_enol (6.11) and (i) for n = nO ' On the other hand, by Theorem 3.1',
Hence, we have ( i i ) for n = n O +1. Next, by (6.9) and Theorem 3.1',
which, together with (Ii) for n = nO ' implies (1) for n = nO+1 .
By substituting (ii) into (i), we see from Theorem 3.1' that (iii)
holds.
(Q.E.D. )
Before proceeding to the next step, we put the following statements : for each
For any fixed n E IN ,
If (6.13) holds, then (6.15) 1 does. n n+
If (6.14)n_1 and (6.15)n hold, then (6.14)n does.
If (6.14)n and (6.15)n hold, then (6.16)n does.
Proof. By (6.9) and Theorem 3.1', We will show (6.13)n and (6.14)n (n E N) by a mathematical induction about n in
Step 7-Step 17.
Immediately from (i) and (ii) (i) the left hand side of (6.13) nO
the right hand side of (6.13)
Proof.
Since it follows from (I) In
Step 6 that (6.15)~ (l~~~no)
hold. we get (6.19) the left hand side of (6.13) nO
. 1 -
f. o_(nO-k+j)n (nO-k-l,j)
. 
Moreover. it follows from Theorem 3.1' and (iii) in
Step 5 that for any
j=O By substituting (6.26) into (6.25). we find from (6.18) that
Further. it follows from Theorem 3.1' that for any mE (O,l.
Thus, by substituting (6.28) and (6.29) into (6.27). we can see that
Step 9 holds.
This follows from the assumption of mathematical induction that (6.14)k_l holds.
Proof. By (6.23) and (6.14)k_l • no-k-l 
On the other hand, by Theorem 3.1',
and so by (6.16)k_2
j=O By repeating the same procedure,
Thus, by (6.30), (6.31) and (6.32), we have step 11.
Proo f. By substituting C6.14)k_1 into C6.22), we have For each ~ E (0,···,k-2), put
For any ~ E {0,···,k-2} ,
This follows from Step 12, (6.34) and (6.35).
(~15)
For any k E (2, •.. ,n o ) and any ~ E {0,···,k-2} ,
Proof. By (iii) in Step 13,
On the other hand, by Theorem 3.1'.
and so (6.37)
Hence. by combining Step 14 with (6.36) and (6.37). we have Step 15.
(~16)
For any k E {2, ...
• n O } and any ~ E {0.···.k-2} ,
Step 15. it suffices to show that E 2 (0;2) = 0 , which is proved in Step 11.
For any n E IN , (6.13)n and (6.14)n hold.
This follows from Step 8-Step 16.
Finally we will show (6.12) by a mathematical induction such that for any fixed nO E {2,3.···} ,
n-l HCk;n) = RCO;k) + L n (j.n-j)RCn-k.j)
Proof.
By multiplying both hand sides of (6.9) replaced n by no+l by tX(k) and then taking an expectation with respect to p. it follows from step 1 and Theorem 3. 
