Abstract. We show that a set of linearly independent parallel states {| − → ni , − → ni } can always be exactly transformed into the corresponding anti-parallel states {| − → ni , − − → ni } with certainty. But this is not true, in general, for a set of linearly independent anti-parallel states. Moreover, we show that for a set of linearly independent anti-parallel states one can exactly but probabilistically transform them into the corresponding parallel states when a deterministic exact version is not available. There is no such probabilistic exact machine to transform a set of parallel states to the corresponding anti-parallels.
A measurement on a quantum mechanical system always provide partial information on the measured state. Complete information can only be obtained in the limiting case when an (infinite) ensemble of the system is available. But in practice, the number of available copies of the state would always be finite. It is therefore important to construct the optimal measuring strategy, given k identical copies of a state.
This problem took a sharp turn when Gisin and Popescu [1] revealed that for qubits, more information about the Bloch vector − → n can be extracted from the anti-parallel state | − → n , − − → n than from the parallel state | − → n , − → n . 1 More precisely, it has been shown that there exists a measuring strategy on the anti-parallel state that estimates − → n better than that is estimated by the optimal measuring strategy on the parallel state [2] .
The result of Gisin and Popescu [1] gives us the intuition that a machine that transforms | − → n , − → n to | − → n , − − → n universally does not exist. In this paper we provide a proof of this. In the same vein as one considered deterministic inexact [3] and probabilistic exact cloning [4, 5] when faced with the nocloning theorem [6] , one can consider deterministic inexact and probabilistic exact parallel to anti-parallel machines. On the surface, such an exercise is quite straightforward, as it would follow the same lines as in [3] or [4, 5] .
Similarly one may consider deterministic inexact and probabilistic exact antiparallel to parallel machines as it is easy to see that the universal exact variety is not available for this case too.
In this paper we consider the probabilistic exact machines for both these cases. The motivation behind such consideration is to probe into a comment made in the fundamental paper of Gisin and Popescu [1] . The space spanned by the anti-parallel states is the whole four-dimensional space of two qubits while the space spanned by the parallel states is only a three-dimensional subspace of it. Mentioning this fact Gisin and Popescu argued that the antiparallel states are "farer apart" than their parallel counterparts and hence can be better distinguished. On the other hand, the scalar product between two anti-parallel states is same as that between the corresponding parallel states. Thus we are caught in a dilemma. This paper hopes to partially clarify this dilemma by providing a physical argument that differentiates the anti-parallel states from the parallel states.
Let us first demonstrate the non-existence of a machine that transforms | − → n , − → n to | − → n , − − → n universally. Such a machine must transform (unitarily) the four parallel states |00 , |11 ,
(|0 + |1 ) and
(|0 − |1 ) in the following way:
where {|0 , |1 } forms an orthonormal basis for the two-dimensional complex Hilbert space. If we assume linearity, the above transformation shows that the (orthogonal) states |00 , |01 , |10 and |11 are linearly dependent. Clearly therefore an exact universal parallel to anti-parallel machine does not exist. An exactly similar consideration for the four anti-parallel states |01 , |10 ,
(|0 + |1 ) shows the non-existence of an exact universal anti-parallel to parallel machine. We clarify that by a parallel to anti-parallel machine we mean one that transforms | − → n , − → n to | − → n , − − → n and by an anti-parallel to parallel machine we mean one that transforms | − → n , − − → n to | − → n , − → n .
Next we consider the probabilistic exact parallel to anti-parallel machine. Let S = {| − → n i , − → n i : i = 1, 2, ..., k } be a set of k parallel states. We want to find a unitary evolution U which, followed by a von Neumann measurement M, gives
The most general evolution for which this is possible can be written as
where |M and the |M i 's are the machine states and the |Φ i 's belong to the combined Hilbert space of the two qubits and the machine. Further the γ i 's are all positive. If this evolution is to act as a probabilistic exact parallel to anti-parallel transformation ( for the set S ), the space spanned by the |Φ i 's must be orthogonal to the space spanned by the | − → n i , − − → n i |M i 's. In that case the measurement M would consist in a projection onto the subspace spanned by the | − → n i , − − → n i |M i 's and accepting only those results for which the projection is successful. With probability γ i , this unitaryreduction process successfully transforms | − →
It is now easy to show that such a unitary-reduction process does not exist if the set S is linearly dependent. We shall need the following lemma.
Lemma 1 -Given an arbitrary set S 1 = {|φ i : i = 1, 2, ..., k}of k states, the Gram matrix
is positive definite if S 1 is linearly independent and only positive semidefinite if S 1 is linearly dependent.
The inter-inner products of Eq.(3) can be displayed in matrix form as
where
If S is linearly dependent, G (2) is positive semidefinite. Consequently, one can find no diagonal positive definite matrix Γ for which G (2) − √ ΓG ′(2) √ Γ would be positive semidefinite [5] . This contradicts Eq.(4), as A is positive semidefinite. Therefore Eq.(4) cannot be satisfied by a diagonal positive definite matrix Γ and hence the unitary evolution (3) cannot be realized in nature. Thus we have shown that a set of dependent parallel states cannot be probabilistically transformed into the corresponding anti-parallel states.
Before proceeding further, we state the following well-known lemma.
Lemma 2 -If the states of the two sets {|φ i : i = 1, 2, ..., k}and {|ϕ i : i = 1, 2, ..., k} satisfy the condition
there exists a unitary operator U for which
Using this lemma it is easy to see that there exists a unitary operator U such that
where | − → n 1 , − → n 1 , | − → n 2 , − → n 2 and | − → n 3 , − → n 3 are arbitrarily given but linearly independent parallel states. Recall that the parallel states span a threedimensional subspace of the Hilbert space of two qubits. The input states must be linearly independent as we have already proved that a set of linearly dependent parallel states cannot be probabilistically transformed (with any non-zero probability) into the corresponding anti-parallel states. The explicit form of a U satisfying Eq.(7) for two inputs has been displayed by Duan and Guo in [4] , from which it is easy to find the general form for any number of inputs.
We therefore demonstrated that there is nothing like probabilistic exact parallel to anti-parallel machine in the world. If the input parallels are linearly independent, there is a deterministic and exact machine transforming them into the corresponding anti-parallel ones. On the other hand, if the input parallels are linearly dependent, there is not even a probabilistic exact machine to transform them into the corresponding anti-parallel ones, with probabilities however small; such a transformation is inherently inexact.
Here we parenthetically remark that one may on similar lines, show that a probabilistic spin-flip machine does not exist. Nevertheless there exists a deterministic and exact machine that flips the Bloch vector of any two given pure qubits. But if the number of given pure qubits to be flipped is three or more, there does not even exist a probabilistic exact machine, with probabilities however small.
Next we move over to the case of probabilistic exact anti-parallel to parallel machine. Again such a machine cannot exist if the inputs are dependent anti-parallel states. The proof is exactly the same. But for a set of linearly independent anti-parallel states, there is a surprise. A set of linearly independent parallel states can be exactly transformed into the corresponding anti-parallel ones, as a consequence of which the existence of a probabilistic exact parallel to anti-parallel machine was nullified. But the same is not always true for a set of linearly independent anti-parallel inputs.
There does not exist a machine that exactly transforms the anti-parallel states from a linearly independent set S = {| − → n i , − − → n i : i = 1, 2, 3, 4} into the corresponding parallel states. (We remember that the anti-parallel states span the whole four-dimensional Hilbert space of two qubits.) To prove this assume the contrary. That is, assume that there exists a unitary operator U such that 
