. Tracking-error e to a unit-ramp input for the reset control system. track step inputs with zero steady-state error; see [7] , [9] , and [14] for more details.
IV. CONCLUSION
The main contribution of this note is an example of control specifications that can be achieved by reset control and not by linear feedback. This does not imply that reset control is superior; rather, that reset control has a different set of performance limitations. Such differences can be exploited in specific control applications as demonstrated in [4] , [5] , [8] , and [11] .
I. INTRODUCTION
Linear systems are often subject to time-varying nonlinear perturbations including parametric uncertainties. The issue of stability robust-ness has been given a great deal of attention in recent decades. Many results have been obtained for determining the extent of uncertainty that the system can tolerate without becoming unstable [1] - [3] . However, it remains challenging to develop methods for finding less conservative robustness bounds in the presence of structured perturbations.
The notion of quadratic stability provides a convenient means of dealing with the stability robustness of a linear system to time-varying nonlinear perturbations. Quadratic stability is associated with the existence of a single independent Lyapunov function which guarantees stability for a set of time-varying nonlinear perturbations characterized by an upper bound. Obviously, quadratic stability implies robust stability defined in such a way that a Lyapunov function is allowed to be dependent on perturbations. Conversely, robust stability of a system with unstructured norm bounded parametric uncertainty implies quadratic stability even when the uncertainty is time-varying and nonlinear, see [4] . While this surprising result together with the availability of the maximum allowable bound on the norm of the uncertainty such that robust stability is still maintained drastically diminishes the significance of the robustness bounds recently given in [5] as well as some related bounds obtained later such as those in [6] , it does not carried over to systems with structured uncertainty. It has been revealed through examples in [7] that robust stability is no longer equivalent to quadratic stability when the system is subject to at least two blocks of real parametric uncertainty. As such, those bounds obtained to measure the degree of robust stability for general structured uncertainty may not be applicable to quadratic stability even if the uncertainty is parametric. On the other hand, a robustness bound obtained with quadratic stability is always a bound for robust stability no matter whether the uncertainty is structured or unstructured. Interestingly, the real structured singular value used to express the sufficient condition for robust stability with respect to real structured uncertainty has been known to be NP-hard to compute [8] .
The focus of this note is on quadratic stability of a linear system with time-varying nonlinear perturbations characterized by individual bounds on perturbation components. Our objective is twofold. First, we seek a condition on such bounds such that the perturbed system is quadratically stable; the derivation of the condition will be given in the next section. Second, the robustness index describing the condition will be optimized so as to obtain tight bounds for quadratic stability. The optimization problem to be discussed in Section III turns out to be a nonsmooth optimization problem which can be approximated by a smooth problem. A simple and effective algorithm for computing a minimum of the robustness index will be presented in Section III.
The following notation is adopted in the remainder of this note. where w i is a constant weighting vector in n ; i is nonnegative, and r is the number of uncertain components. Of course, there will be no equality constraints when r = n. It is reasonable to expect that a smaller r tends to result in a larger robustness bound.
Quite obviously, this kind of constraints on f(x; t) is different from the constraint of the form (2.2) and is capable of describing the structure of the uncertain term f(x; t) more accurately in many practical situations. For example, consider the following system with norm bounded structured uncertainty:
where B 2 n2r ; C 2 r2n , and the uncertain term 1 is of the form 1 = diagf 1 ; ...; r g:
If B is of full-column rank, then a suitable similarity transformation of the form x = T z will convert the (2.4) into _z = T 01 AT z + f(z; t) Proof: Let Q 2 be such that (2.14) holds and P be the symmetric positive definite solution to (2.15), and set the Lyapunov function
Then, there holds 
Because of (2.14), there results _ V (x) < 0, which implies the asymptotic stability of the system (2.1). as defined in (2.23) are equally applicable to the problem of computing the infimum on the left-hand side of (2.14) in Theorem 2.1.
III. OPTIMIZATION OF ROBUSTNESS INDEX
In this section, we will introduce a smooth auxiliary cost function which has a global minimum and approximates the robustness index J(Q). for X = (xij)n2n. Now, for each given k, define a function J k (Q) :
where P is the solution to the Lyapunov equation (2.15). 
A combination of (3.8) and (3.9) yields kQ 01 k2 a p n U 01 k 2 kAk2:
Since Q is arbitrary, (3.10) implies that any limit point of 5 is nonsingular and thus belongs to 5 due to the fact that both kQkF and J k (Q)
are continuous with respect to Q. In this way, the set 5 is shown to be closed in .
As a result of the following lemma, the robustness index J (Q) as defined in (2.23) can be approximated by the smooth function J k (Q) when k is large. i.e., (3.11). To prove (3.12), note from (3.13) that
So there holds
In this way, (3.12) is concluded from
and the fact that is arbitrary.
IV. COMPUTATIONAL ALGORITHM
Recall from Section II that the robustness bound given in (2.22) can be maximized by finding the infimum of J (Q) over the set of invertible symmetric matrices. Owing to Theorem 3.2, this infimum can be arbitrarily approximated by the minimum of the auxiliary cost function J k (Q) with a sufficiently large k. The purpose of this section is to develop a method for performing the minimization of J k (Q). The way to achieve this purpose is through the use of differential techniques. Introduce the following notation:
with 6 k 2 satisfying the Lyapunov equation
In what follows, an algorithm for minimizing J k (Q) will be presented in the form of a matrix differential equation, which can be easily integrated using an appropriate numerical routine, e.g., in Matlab on a digital computer. Recently, analog computing has gained renewed interest in view of advances in neural networks which allow massively parallel processing. As a result, it becomes increasingly acceptable to make use of differential equations for solving various problems such as optimization and linear algebra problems, see e.g., [9] - [11] and the references therein. where
(4.5)
2) The differential equation
has no finite escape time in for any Q 0 2 with kQ(t)k F = kQ 0 k F ; 8t 0:
3) The cost function J k (Q) is monotonically decreasing along the solution Q(t) for t > 0 and the gradient rJ k (Q) converges to zero along Q(t) as t ! 1.
Proof:
1) Denote the Fréchet derivatives of J k (Q) and P as a function of Q at Q 2 by dJ k and dP , respectively. By definition, dJ k and dP are simply linear operators on 
= 0trace 2 Q 02 XQ 01 + Q 01 XQ 02 6 k = 0trace 2 Q 01 6 k Q 02 + Q 02 6 k Q 01 X : By employing an argument similar to that used in the Proof of Theorem 3.1, it can be shown that kQ 01 (t)k F is bounded by a constant for all t 0. It is thus concluded that the differential equation (4.6) has no finite escape time.
3) The proof is omitted due to its simplicity.
Remark 4.1:
In the case where there are isolated minimum points in the set fQ 2 ; kQk F = 1g, the solution to the Eq. (4.6) is bound to converge to one of the minimum points of J k (Q).
Now it is appropriate to recap briefly the main results developed so far before a numerical algorithm is presented.
• Theorem 2.1 gives a sufficient condition for quadratic stability of the uncertain system (2. where i characterizes the uncertainty of the i-th dynamic equation together with a weighting vector w i via (2.3) and r is the number of uncertain equations. This sufficient condition is verifiable only when the uncertainty parameters i are given.
• By Corollary 2.1, the largest robustness bound on the 1-norm of the uncertainty vector in the sense of (2.22) The summarized theoretic results naturally give rise to the following numerical procedure for computing a suboptimal robustness bound.
Algorithm 1:
Step 1) Choose an initial index k and a starting point Q 0 2 .
Step 2) Seek a minimum point Q of the cost function J k (Q) by finding a limiting solution to the ODE (4.6) with the initial condition Q(0) = Q 0 .
Step 3) If jJ(Q0) 0 J( Q)j is less than a preset tolerance, stop;
otherwise, go back to Step 2 with a larger k and Q 0 = Q.
Finally, a remark concerning the practical implementation of Algorithm 1 is in order. to mention that general purpose optimization algorithms could also be used to find a local minimum of J k (Q).
V. AN EXAMPLE
In this section, we consider the system _ x = Ax + f(x; t) This system was discussed in [1] and [5] when subject to the unstructured perturbation of the form kf(x; t)k 2 kxk 2 :
It is also known from [4] that under the same type of perturbation, the largest for quadratic stability is 1=(k(sI 0 A) 01 k1), i.e., 0.1116, which is well greater than the two previously obtained bounds 0.0774 and 0.0929 in [1] , [5] .
We are interested in computing an optimal bound on
i for every r from 1 to 5 such that the perturbed system is asymptotically stable. Table I It is worth pointing out that this inequality characterizes a large class of perturbations which are not covered by the unstructured constraint (5.4) with the optimal = 0:1116. It is also interesting to note that the algorithm gives the same robustness bound for r = 3; 4; 5 and that 1 is allowed to be much larger without violating the stability when there are less than 3 inequality constraints on the perturbation, i.e., r equals 1 or 2.
The final Q obtained with the algorithm is shown in the equation at the top of the page, at which the robustness bound 1=J(Q) equals 0.1490.
Remark 5.1: To demonstrate the usefulness of the obtained robustness bounds given in Table I , let us consider a simple case where all components of f(x; t) except f 1 (x; t) are known to be identically zero, i.e., r = 1. In this case, the structured constraint (5. In other words, the new robustness bound is capable of describing a larger set of structured uncertainties against which the system is quadratically stable.
VI. CONCLUSION
A sufficient condition has been derived for quadratic stability of a linear system with time-varying nonlinear perturbations whose components are individually bounded. The problem of finding an optimal robustness bound based on the condition has been treated with an effective numerical algorithm proposed. An extension of the present method to the case of delayed perturbations can be envisaged in view of the work in [3] .
