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Abstract
Using ergodic theory, in this paper we present a Gel’fand-type spectral radius formula which
states that the joint spectral radius is equal to the generalized spectral radius for a matrix mul-
tiplicative semigroup S+ restricted to a subset that need not carry the algebraic structure of S+.
This generalizes the Berger-Wang formula. Using it as a tool, we study the absolute exponential
stability of a linear switched system driven by a compact subshift of the one-sided Markov shift
associated to S.
Keywords: Joint/generalized spectral radius, Gel’fand-type spectral-radius formula, linear
switched system, asymptotic stability
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1. Introduction
In this paper, we study the Gel’fand-type spectral-radius formula and stability of a matrix
multiplicative semigroup S+ restricted to a subset that does not need to carry the algebraic struc-
ture of the semigroup S+, using ergodic-theoretic and dynamical systems approaches.
1.1. The Gel’fand-type formulae
Let d ≥ 1 be an integer and I a metrizable topological space. We consider a continuous
matrix-valued function S : I → Cd×d; i 7→ S i. Let us denote by Σ+I the set of all the one-sided
infinite switching signals i(·) : N → I endowed with the standard infinite-product topology,
where N = {1, 2, . . .}. For simplicity, we write i(n) = in for all n ∈ N. Then in the state space Cd,
we define the linear, discrete-time, switched dynamical system Si(·):
xn = S in · · · S i1 x0 (x0 ∈ Cd, n ≥ 1),
for any switching signal i(·) = (in)+∞n=1 ∈ Σ+I . For any word w = (i1, . . . , in) ∈ In =
n-time︷          ︸︸          ︷
I × · · · × I
of length n ≥ 1, simply write Sw = S in · · · S i1 and let ‖Sw‖ denote the operator norm of the linear
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transformation x 7→ Swx induced by any preassigned vector norm ‖ · ‖ on Cd; that is to say,
‖Sw‖ = supx∈Cd ,‖x‖=1 ‖Swx‖.
The joint spectral radius of S (free of constraints) is introduced by G.-C. Rota and G. Strang
in [37] as follows:
ρˆ(S) = lim sup
n→+∞
{
sup
w∈In
n
√
‖Sw‖
} (
= lim
n→+∞
{
sup
w∈In
n
√
‖Sw‖
})
.
Since
log
(
sup
w∈Iℓ+m
‖Sw‖
)
≤ log
(
sup
w∈Im
‖Sw‖
)
+ log
(
sup
w∈Iℓ
‖Sw‖
)
for all ℓ,m ≥ 1, i.e., the subadditivity holds, the above limit always exists. On the other hand, the
generalized spectral radius of S (free of constraints) is defined by I. Daubechies and J.C. Lagarias
in [13] as
ρ(S) = lim sup
n→+∞
{
sup
w∈In
n
√
ρ(Sw)
}
,
where ρ(A) denotes the usual spectral radius of the matrix A ∈ Cd×d.
Then, the so-called generalized Gel’fand spectral-radius formula, due to M.A. Berger and
Y. Wang [2] and conjectured by I. Daubechies and J.C. Lagarias [13], can be stated as follows:
The Berger-Wang Formula 1.1 (See [2]). If S = {S i}i∈I is a bounded subset of Cd×d, then there
holds the equality ρ(S) = ρˆ(S).
This formula was proved by using different approaches, for example, in [2, 15, 39, 8, 4, 9].
Recently, this formula has been generalized to sets of precompact linear operators constraint-free
acting on a Banach space by Ian D. Morris in [33] using ergodic theory.
The above Gel’fand-type spectral-radius formula is an important tool in a number of research
areas, such as in the theory of control and stability of unforced systems, see [1, 25, 20, 12] for
example; in coding theory, see [32]; in wavelet regularity, see [13, 14, 22, 31]; and in the study
of numerical solutions to ordinary differential equations, see, e.g., [19].
However, in many real-world situations, constraints on allowable switching signals often
arise naturally as a result of physical requirements on a system. One often needs to consider some
switching constraints imposed by some kind of uncertainty about the model or about environment
in which the object operates, see [41, 27, 28, 29, 6] and so on. Consider in the control theory, for
example, a proper subset Λ of Σ+I as the set of admissible switching signals, such as
Λ = Σ+A :=
{
i(·) = (in)+∞n=1 ∈ Σ+I | ainin+1 = 1 ∀n ≥ 1
}
where I = {1, . . . , κ} consists of finitely many letters and where A = (aℓm) is a κ × κ matrix of
zeros and ones induced by a Markov transition matrix or a directed graph. A more general way
to define Λ is via a language, as shown, for example in [42, 23, 29].
So, it is natural and necessary to introduce the definition of Gel’fand-type spectral radius
under some switching constraints.
Hereafter, if Λ is a nonempty subset of Σ+I , then S↾Λ is identified with the family of systems
Si(·) over all switching signals i(·) ∈ Λ, and called the switched system with constraint Λ.
2
Definitions 1.2. Let Λ be a nonempty subset of Σ+I as the set of admissible switching signals.
Define the joint spectral radius of S↾Λ as
ρˆ(S↾Λ) = lim sup
n→+∞
{
sup
i(·)∈Λ
n
√
‖S in · · · S i1‖
}
.
The generalized spectral radius of S↾Λ is defined as
ρ(S↾Λ) = lim sup
n→+∞
{
sup
i(·)∈Λ
n
√
ρ(S in · · · S i1 )
}
.
We notice that if Λ is invariant by the natural one-sided Markov shift θ+ : i(·) 7→ i(· + 1); that
is, i(· + 1) belongs to Λ for any i(·) ∈ Λ, then from the subadditivity, there follows that ρˆ(S↾Λ) is
well defined in the sense that
ρˆ(S↾Λ) = lim
n→+∞
{
sup
i(·)∈Λ
n
√
‖S in · · · S i1‖
}
.
It is easily seen that there holds the inequality ρ(S↾Λ) ≤ ρˆ(S↾Λ). Clearly, ρˆ(S↾Λ) = ρˆ(S) and
ρ(S↾Λ) = ρ(S) for the special free-constraint case Λ = Σ+I , if S is bounded in Cd×d.
Based on the recent work of Ian D. Morris [33] (see Theorem 2.6 below), in this paper, we
present the following Gel’fand-type spectral-radius formula under switching constraints:
Theorem A (Spectral-radius formula with constraints). Let S : I → Cd×d; i 7→ S i be continuous
in i ∈ I where I is a metric space, and assume Λ ⊂ Σ+I is an invariant compact set of the one-
sided Markov shift
θ+ : Σ
+
I → Σ+I ; i(·) = (in)+∞n=1 7→ i(· + 1) = (in+1)+∞n=1.
Then there holds the equality ρ(S↾Λ) = ρˆ(S↾Λ).
Let S+↾Λ be the set of all product matrices S in · · · S i1 where n ≥ 1 and i(·) = (in)+∞n=1 ∈ Λ.
A technical problem is, for the constrained case Λ ( Σ+I , that S+↾Λ does not need to carry the
algebraic structure of a semigroup; otherwise, [4, Theorem B] works and implies Theorem A in
our context. The compactness and θ+-invariance of Λ both are needed for our discussion of using
ergodic theory.
We note that [41, Theorem 7.3] contains a “Gel’fand-type formula” with constraints which is
for continuous time and in a special case, using Lyapunov function. Our theorem will be proved
in Section 2 based on a recent theorem of Ian D. Morris in [33].
Theorem A is a generalization of the Berger-Wang formula. In fact, from it we could obtain
concisely the Berger-Wang formula as follows.
Proof of the Berger-Wang formula. Let {S i | i ∈ I} ⊂ Cd×d be an arbitrary bounded set. Write
I = ClCd×d ({S i | i ∈ I}), the closure of the set {S i : i ∈ I} in Cd×d. Then, I is compact in Cd×d, and
the function S : I → Cd×d, defined by i 7→ Si where Si = i ∀i ∈ I, is continuous in i ∈ I. Since
there holds that
sup
w∈In
n
√
‖Sw‖ = sup
w∈In
n
√
‖Sw‖ and sup
w∈In
n
√
ρ (Sw) = sup
w∈In
n
√
ρ(Sw)
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for all n ≥ 1 from the fact In = ClCd×d ({Sw |w ∈ In}), we can obtain that ρˆ (S) = ρˆ (S) and
ρ (S) = ρ (S). So, applying Theorem A in the case Λ = Σ+
I
, we have got that ρˆ (S) = ρ (S). This
completes the proof of the Berger-Wang formula (Theorem 1.1).
In addition, we define the Lyapunov exponent associated to an initial state x0 ∈ Cd \ {0} and
a switching signal i(·) = (in)+∞n=1 by
χ(x0, Si(·)) = lim sup
n→+∞
1
n
log ‖S in · · · S i1 x0‖.
It is easily seen that ρˆ (S) ≥ expχ(x0, Si(·)) for all i(·) ∈ Λ and all x0 ∈ Cd. However, we will
prove that ρˆ (S) might be achieved by some optimal pair (x0, i(·)) ∈ Cd × Λ; see Corollary 2.7
below, which generalizes a corresponding result in [1] in the free-constraints case.
Recall for any given i(·) ∈ Σ+I that S is said to be i(·)-exponentially stable, provided that there
exists c ≥ 1 and χ < 0 such that
‖S in · · · S i1 x0‖ ≤ c‖x0‖ exp(nχ) ∀x0 ∈ Cdand n ≥ 1.
This is equivalent to
χ(Si(·)) := lim sup
n→+∞
1
n
log ‖S in · · · S i1‖ < 0.
Moreover, this is also equivalent to χ(x0, Si(·)) < 0 for all x0 ∈ Cd \ {0}. Further, S is called to be
uniformly i(·)-exponentially stable, provided that there exists C ≥ 1 and χ < 0 such that
‖S im+ℓ · · ·S iℓ · · ·S i1 x0‖ ≤ C‖S iℓ · · ·S i1 x0‖ exp(mχ) ∀x0 ∈ Cdand m ≥ 1,
uniformly for ℓ ≥ 0. This is equivalent to that S is exponentially stable over the closure of the
orbit {i(· + m) : m = 0, 1, 2, . . .} in Σ+I .
From [12] together with K.G. Hare et al. [21], one can construct an explicit counterexample
to show that the i(·)-exponential stability is essentially weaker than the uniform i(·)-exponential
stability of S.
1.2. Stability criteria under switching-path constraints
As pointed out in D. Liberzon and A.S. Morse [30], there are three benchmark problems for
switched systems: stabilization under arbitrary switching signals, stabilization under a switching
path constraint, and construction of stabilizing switching signals. To the second problem, as an-
other result of our spectral-radius formula, in the second part of this paper, we give the following
criteria of the absolutely asymptotic stability for a linear system obeying switching constraints,
which will be proved in Section 3.
Theorem B. Let S : I → Cd×d be continuous and bounded with ρ(S) = 1 and assume Λ ⊂ Σ+I
is an invariant compact set of the one-sided Markov shift θ+ : Σ+I → Σ+I . Then, the following
conditions are mutually equivalent:
(a) S is “Λ-absolutely asymptotically stable”, i.e.,
S in · · · S i1 → 0d×d as n → +∞ ∀i(·) ∈ Λ,
where 0d×d is the origin of Cd×d.
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(b) The generalized spectral radius ρ(S↾Λ) < 1.
(c) There exists a constant 0 < γ < 1 and an integer N ≥ 1 such that
ρ(S in · · ·S i1 ) ≤ γ ∀n ≥ N and i(·) ∈ Λ.
The claim (a) ⇔ (b) still holds without the assumption ρ(S) = 1, by using the Fenichel
uniformity theorem (Lemma 3.3 below) and Theorem A; see Lemmas 3.2 and 3.3 below. Here
the compactness of Λ is important for the proof of Theorem B presented in this paper. Let us see
a simple counterexample as follows:
Example 1.3. Let I = {0, 1}, Λ = Σ+I \ {(0, 0, 0, . . .), (1, 1, 1, . . .)} and let S : I → C2×2 be defined
by
0 7→ S 0 =
[
1 0
0 0
]
, 1 7→ S 1 =
[
0 0
0 1
]
.
It is easily seen that ρ(S) = 1 and S is Λ-absolutely asymptotically stable. However, ρ(S↾Λ) = 1.
Moreover, for any N ≥ 1, one can find some i(·) = (in)+∞n=1 ∈ Λ such that ρ(S iN · · · S i1 ) = 1. Note
here that Λ is θ+-invariant, but it is an open and noncompact subset of Σ+I .
Remark 1.4. To any ε > 0, there always exists a norm || · ||ε on Cd such that
||S i||ε ≤ ρˆ(S) + ε ∀i ∈ I,
for example in [37], also see [15, 35, 39] for much shorter proofs. This implies that
ρˆ(S) = inf
‖·‖∈N
{
sup
i∈I
‖S i‖
}
,
where N denotes the set of all possible vector norms on Cd.
So, whenever ρˆ(S) < 1 one always can pick a pre-extremal norm || · || on Cd so that there
exists a constant γˆ with
(⋆) ||S i|| ≤ γˆ < 1 ∀i ∈ I.
Thus, ‖S in · · · S i1‖ → 0 as n → ∞ uniformly for i(·) ∈ Σ+I whenever ρˆ(S) < 1. However, this
inequality (⋆) is not, in general, the case for the constrained case ρˆ(S↾Λ) < 1 when Λ , Σ+I
because of the lack of the semigroup structure of S+↾Λ as mentioned before. In fact, the Λ-stability
of S cannot imply the stability of every subsystems. This point causes an essential difference
between the case free of any switching constraints and one obeying switching constraints.
Remark 1.5. For the case free of constraints, there holds the following identity:
(∗) ρ(S) = sup
n≥1
{
sup
w∈In
n
√
ρ(Sw)
}
,
which is very important; this is because it simply implies the continuity of ρ(S) with respect to
S : I → Cd×d under the C0-topology [22]. For example, see [13, Lemma 3.1] and [4, Remark in
Section 1]. Moreover, this is used in [26, 3, 39]. Here we present an other proof for this. Since
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for any ε > 0 one can pick out a norm || · ||ε on Cd such that ||S i||ε ≤ ρˆ(S) + ε for all i ∈ I, as
mentioned in Remark 1.4. So, from the Berger-Wang formula, it follows that
n
√
ρ(Sw) ≤ n
√
ρˆ(Sw) ≤ ρ(S) + ε ∀w ∈ In and n ≥ 1.
Thus, supw∈In n
√
ρ(Sw) ≤ ρ(S) for any n ≥ 1 and so supn≥1
{
supw∈In n
√
ρ(Sw)
}
= ρ(S).
In our situation, however, the above (∗) does not need to hold restricted to Λ because of
the lack of condition (⋆). We consider an explicit constrained system. Let S be defined as in
Example 1.3 and let
Λ = {i′(·) = (0, 1, 0, 1, 0, 1, . . .), i′′(·) = (1, 0, 1, 0, 1, 0, . . .)}.
Since θ+(i′(·)) = i′′(·) and θ+(i′′(·)) = i′(·), Λ is a θ+-invariant compact subset of Σ+I . Clearly,
ρ(S↾Λ) = 0  sup
n≥1
{
max
i(·)∈Λ
n
√
ρ(S in · · ·S i1 )
}
= 1.
This shows that the dynamics behavior of a constrained system is sometimes very different from
that of a system free of any constraints.
Similar to the proof of the Berger-Wang formula presented before, it follows easily from
Theorem B that if ρ(S) < 1 then S, free of constraints, is absolutely exponentially stable. So,
this theorem extends Brayton-Tong [5, Theorem 4.1], Barabanov [1], Daubechies-Lagarias [13,
Theorem 4.1], Gurvits [20, Theorem 2.3] and Shih-Wu-Pang [39, Theorem 1] for a discrete-
time linear switched system that is free of any switching constraints to one which obeys some
switching constraints.
Finally, the paper ends with some questions related closely to Theorems A and B for us to
further study in Section 4.
2. The Gel’fand-type spectral-radius formula obeying constraints
In this section, we will devote our attention to proving Theorem A which asserts a Gel’fand-
type spectral-radius formula of a set of matrices obeying some switching constraints, using
ergodic-theoretic approaches.
2.1. Some ergodic-theoretic results
Let T : Ω→ Ω be a continuous transformation of a compact topological space Ω. Let BΩ be
the Borel σ-field of the space Ω, which is generated by all open sets of the topology space Ω.
Definition 2.1 (See [34]). A probability measure µ on the Borel measurable space (Ω,BΩ) is
said to be T-invariant, write as µ ∈ Minv(Ω, T ), if µ = µ ◦ T−1, i.e. µ(B) = µ(T−1(B)) for all
B ∈ BΩ. A T -invariant probability measure µ is called T-ergodic, write as µ ∈ Merg(Ω, T ),
provided that for B ∈ BΩ, µ
((B \ T−1(B)) ∪ (T−1(B) \ B)) = 0 implies µ(B) = 1 or 0.
To prove Theorem A, we need several ergodic-theoretic lemmas. The first is the standard
Kingman subadditive ergodic theorem.
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Theorem 2.2 (See [24]). Let 〈 fn〉+∞n=1 : Ω → R ∪ {−∞} be a sequence of upper-bounded Borel
measurable functions such that fm+n(ω) ≤ fn(T m(ω)) + fm(ω) for every ω ∈ Ω and any m, n ≥ 1.
Then, for any µ ∈ Merg(Ω, T ), it holds that
lim
n→+∞
1
n
∫
Ω
fn(ω) dµ(ω) = inf
n≥1
1
n
∫
Ω
fn(ω) dµ(ω) = lim
n→+∞
1
n
fn(ω)
for µ-a.s. ω ∈ Ω.
As usual, one can introduce a natural topology for R ∪ {−∞} under which [0,+∞) is home-
omorphic to R ∪ {−∞} by a strictly increasing continuous function from R ∪ {−∞} onto [0,+∞)
with −∞ 7→ 0. The second lemma needed is the semi-uniform subadditive ergodic theorem,
independently due to S. J. Schreiber [38] and R. Sturman and J. Stark [40], which could be stated
as follows:
Theorem 2.3 (See [38, 40]). Let 〈 fn〉+∞n=1 : Ω→ R∪ {−∞} be a sequence of continuous functions
such that fℓ+m(ω) ≤ fℓ(T m(ω)) + fm(ω) for every ω ∈ Ω and any ℓ,m ≥ 1. If there is a constant
α such that
lim
n→+∞
1
n
∫
Ω
fn(ω) dµ(ω) < α ∀µ ∈ Merg(Ω, T ),
then there exists an N ≥ 1 such that for any ℓ ≥ N, supω∈Ω 1ℓ fℓ(ω) < α.
See [10] for an elementary and short proof of the above semi-uniformity theorem. Next, we
put
χ(〈 fn〉∞1 ) = lim
n→+∞
{
sup
ω∈Ω
1
n
fn(ω)
}
and χ(µ, 〈 fn〉∞1 ) = inf
ℓ≥1
1
ℓ
∫
Ω
fℓ(ω) dµ(ω).
Clearly, χ(〈 fn〉∞1 ) ≤ maxω∈Ω f1(ω) < +∞ by the subadditivity and the continuity of fn(ω) in
ω ∈ Ω.
As a result of Theorem 2.3, we can simply obtain the following version of Theorem 2.3.
Lemma 2.4. Let 〈 fn〉+∞1 : Ω→ R∪{−∞} be be a T-subadditive sequence of continuous functions.
Then
χ(〈 fn〉∞1 ) = max
µ∈Merg(Ω,T )
χ(µ, 〈 fn〉∞1 ).
Proof. Let α = χ(〈 fn〉∞1 ). It is easy to see α ≥ χ(µ, 〈 fn〉∞1 ) from Theorem 2.2. To prove the
statement, suppose, by contradiction, that χ(µ, 〈 fn〉∞1 ) < α for all µ ∈ Merg(Ω, T ). Then from
Theorem 2.3, it follows that there exists an N ≥ 1 such that supω∈Ω 1N fN(ω) < α. Since Ω
is compact and fN is continuous, one can find some constant α′ < α such that 1N fN(ω) ≤ α′
for all ω ∈ Ω. Combining this with the subadditivity of 〈 fn〉+∞1 implies that χ(〈 fn〉∞1 ) ≤ α′, a
contradiction. This proves Lemma 2.4.
We notice here that the compactness of Ω is important for the statements of Theorem 2.3 and
Lemma 2.4, but not necessary for Theorem 2.2.
We call the numbersχ(〈 fn〉∞1 ) and χ(µ, 〈 fn〉∞1 ), defined above, the joint growth rate and growth
rate at µ, of the subadditive sequence 〈 fn〉∞1 , respectively. In addition, put
χ(ω, 〈 fn〉∞1 ) = lim sup
n→+∞
1
n
fn(ω).
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Then from Theorem 2.2, it follows that
χ(ω, 〈 fn〉∞1 ) = χ(µ, 〈 fn〉∞1 ) µ-a.s. ω ∈ Ω.
So, for any T -subadditive sequence 〈 fn〉∞1 as in Theorem 2.3, by Lemma 2.4 we have
χ(〈 fn〉∞1 ) = max
ω∈Ω
χ(ω, 〈 fn〉∞1 ).
Thus, we can obtain the following optimization result for the subadditive function sequence
〈 fn(ω)〉∞1 given as in Theorem 2.3.
Lemma 2.5. Let 〈 fn〉∞1 be arbitrary given as in Theorem 2.3. Then there can be found some
µ∗ ∈ Merg(Ω, T ) such that χ(〈 fn〉∞1 ) = χ(µ∗, 〈 fn〉∞1 ). This also implies that χ(〈 fn〉∞1 ) = χ(ω, 〈 fn〉∞1 )
for µ∗-a.s. ω ∈ Ω.
This result is an extension of [11, Theorem 3.1] from finite set S to infinite case. For the case
that 〈 fn〉∞1 : Ω → R, the statement of Lemma 2.5 can be read in Y.-L. Cao [7].
On the growth of the spectral radius, the following result is due to Ian D. Morris, which has
been proved based on the multiplicative ergodic theorem (cf. [18, 36, 17]) using invariant cone.
Theorem 2.6 (See [33]). Let T : (Ω,BΩ, µ) → (Ω,BΩ, µ) be a measure-preserving continuous
transformation of a metrizable topological space Ω, andL : Ω×Z+ → Cd×d a Borel measurable
linear cocycle driven by T , i.e.,
L(ω, 0) = IdCd , L(ω, ℓ + m) = L(T m(ω), ℓ)L(ω,m) ∀ω ∈ Ω and ℓ,m ≥ 1.
If ∫
Ω
log+ ‖L(ω, 1)‖dµ(ω) < ∞ where log 0 = −∞ and log+ x = max{0, log x} for any x ≥ 0, then
one can find a T-invariant Borel subset Υµ of Ω with µ(Υµ) = 1 such that
lim sup
n→+∞
1
n
log ρ(L(ω, n)) = lim
n→+∞
1
n
log ‖L(ω, n)‖
for all ω ∈ Υµ.
Particularly, let Ω = Σ+I , T = θ+ and L(ω, n) = S in · · · S i1 for ω = i(·). Then, this theorem
tells us that there holds:
lim sup
n→+∞
n
√
ρ(S in · · · S i1 ) = lim
n→+∞
n
√
‖S in · · · S i1‖ µ-a.s. i(·) ∈ Σ+I ,
for every θ+-invariant probability measure µ on Σ+I .
2.2. Proof of Theorem A and an optimization result
Let Λ ⊂ Σ+I be a θ+-invariant closed set and S : I → Cd×d be continuous. Then, theΛ-stability
of the linear switched system given by
xn = S in · · · S i1 x0 (n ≥ 1, x0 ∈ Cd, i(·) ∈ Σ+I ),
is equivalent to the stability of the linear cocycle defined as follows:
L : Λ × Z+ → Cd×d; (i(·), k) 7→ L(i(·), k) =
{
IdCd if k = 0,
S ik · · ·S i1 if k ≥ 1.
Under the product topology of Σ+I , the cocycle L(i(·), k) is continuous, where Z+ = {0, 1, 2, . . . }
is endowed with the discrete topology. In addition, note that Σ+I is metrizable.
Now, we are ready to prove our Gel’fand-type spectral-radius theorem.
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Proof of Theorem A. Since Λ is a compact subset and L(i(·), 1) is continuous with respect to
i(·) ∈ Λ, log+ ‖L(i(·), 1)‖ is bounded uniformly for i(·) ∈ Λ. Applying Theorem 2.6 in the case
Ω = Λ and T = θ+↾Λ, we could define a θ+-invariant subset Υ ⊂ Λ such that µ(Υ) = 1 for all
µ ∈ Merg(Λ, θ+↾Λ) and that
lim sup
n→+∞
1
n
log ρ(L(i(·), n)) = lim
n→+∞
1
n
log ‖L(i(·), n)‖ ∀i(·) ∈ Υ.
In fact, for each µ ∈ Merg(Λ, θ+↾Λ) we can define a set Υµ by Theorem 2.6 and then let Υ =
⋃
Υµ.
Then from the definition of the generalized spectral radius, there holds the inequality
ρ(S↾Λ) ≥ lim sup
n→+∞
n
√
ρ(L(i(·), n)) ∀i(·) ∈ Υ.
Theorem 2.6 implies that
ρ(S↾Λ) ≥ lim
n→+∞
n
√
‖L(i(·), n)‖ ∀i(·) ∈ Υ.
Since fn(i(·)) = log ‖L(i(·), n)‖ is continuous with respect to i(·) ∈ Λ and the sequence 〈 fn〉+∞1 is
θ+-subadditive, from Theorem 2.2 it follows that
log ρ(S↾Λ) ≥ inf
n≥1
{∫
Λ
log n
√
‖L(i(·), n)‖dµ(i(·))
}
= lim
n→+∞
∫
Λ
log n
√
‖L(i(·), n)‖dµ(i(·))
for all µ ∈ Merg(Λ, θ+↾Λ). Now, applying Theorem 2.3 one can obtain that
log ρ(S↾Λ) ≥ lim
n→+∞
{
sup
i(·)∈Λ
log n
√
‖L(i(·), n)‖
}
.
Thus, from the definition of ρˆ(S↾Λ) there holds the inequality ρ(S↾Λ) ≥ ρˆ(S↾Λ) and further there
follows that ρ(S↾Λ) = ρˆ(S↾Λ) from ρ(S↾Λ) ≤ ρˆ(S↾Λ). This completes the proof of Theorem A.
As a consequence of Lemma 2.5 and Theorem A, we could obtain at once the following
optimization result.
Corollary 2.7. Let S : I → Cd×d be continuous and assume Λ ⊂ Σ+I is an invariant compact set
of the one-sided Markov shift θ+ : Σ+I → Σ+I . Then, for the linear switched system
xn = S in · · · S i1 x0 (n ≥ 1, x0 ∈ Cd, i(·) ∈ Λ),
there holds that
ρ(S↾Λ) = max
µ∈Merg(Λ,θ+↾Λ)
{expχ(µ, S)} = max
i(·)∈Λ
{
expχ(Si(·))
}
= max
(x0,i(·))∈Cd×Λ
{
expχ(x0, Si(·))
}
.
Here χ(Si(·)) is defined as Section 1.1, and
χ(µ, S) := lim sup
n→+∞
1
n
log ‖S in · · · S i1‖ for µ-a.s. i(·) ∈ Λ
is called the (maximal) Lyapunov exponents of S at µ.
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Proof. Applying Lemma 2.5 to the case that fn(i(·)) = log ‖S in · · · S i1‖ for i(·) ∈ Ω = Λ and
T = θ+↾Λ, one can find some θ+-ergodic probability, say µ∗, on Λ such that
ρˆ(S↾Λ) = expχ(µ, S) = expχ(Si(·)) for µ∗-a.s. i(·) ∈ Λ.
Furthermore, from the multiplicative ergodic theorem [18, 36], it follows that there always are
unit vectors x0 ∈ Cd satisfying χ(Si(·)) = χ(x0, Si(·)). Thus, the statement follows at once from
Theorem A.
Thus, there holds the following.
Corollary 2.8. Let S : I → Cd×d be continuous and assume Λ ⊂ Σ+I is an invariant compact set
of the one-sided Markov shift θ+ : Σ+I → Σ+I . Then, the following statements are equivalent to
each other.
(1) ρ(S↾Λ) < 1.
(2) S is Λ-absolutely exponentially stable.
(3) S is “Λ-pointwise exponentially stable”, i.e., χ(x0, Si(·)) < 0 for all x0 ∈ Cd and any i(·) ∈ Λ.
This statement will be useful for proving Theorem B in Section 3.
3. Criteria for stability under switching constraints
In this section, we will prove Theorem B stated in Section 1.2, using Theorem A and Corol-
lary 2.8 that have been proved in Section 2. As before, we let Σ+I denote the space of all switching
signals i(·) : N → I. Let θ+ : Σ+I → Σ+I be the one-sided Markov shift defined as in Theorem A,
that is to say,
θ+ : i(·) 7→ i(· + 1) ∀i(·) = (in)+∞n=1 ∈ Σ+I .
Let Λ be an arbitrary, θ+-invariant, closed, and nonempty subset of Σ+I and S : I → Cd×d contin-
uous with respect to i ∈ I. Recall that the linear switched system with constraint Λ
S↾Λ xn = S in · · ·S i1 x0 (n ≥ 1, x0 ∈ Cd, i(·) ∈ Λ)
is called Λ-absolutely asymptotically stable in case
S in · · · S i1 → 0d×d as n → ∞ ∀i(·) = (in)+∞n=1 ∈ Λ,
where 0d×d is the origin of Cd×d. Let ‖ · ‖2 be the matrix norm on Cd×d induced by the usual
Euclidean vector norm on Cd.
3.1. A criterion of Λ-stability
First, we present a criterion of Λ-absolute asymptotic stability (Lemma 3.1), which is an
extension of [5, Theorem 4.1] from the case free of any constraints to a system which obeys
switching constraints.
Lemma 3.1. Let Λ be a θ+-invariant compact subset of Σ+I and let
S+↾Λ(0) = {IdCd } , S+↾Λ(ℓ) =
{
S iℓ · · ·S i1 ; i(·) ∈ Λ
} for ℓ ≥ 1 and S+↾Λ =⋃
ℓ≥0
S+↾Λ(ℓ).
Then, S is Λ-absolutely asymptotically stable if and only if
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(1) S+↾Λ is bounded in Cd×d,i.e., ∃ β > 0 such that ‖A‖2 ≤ β ∀A ∈ S+↾Λ; and
(2) there exists a constant γ > 0 and an integer N ≥ 1 such that
ρ(A) ≤ γ < 1 ∀A ∈ S+↾Λ(ℓ),
for any ℓ ≥ N.
The condition (1) in Theorem 3.1 means that S is Lyapunov stable restricted to Λ. This
theorem is itself very interesting and it is a key step towards the proof of Theorem B. Comparing
to the case that is free of any switching constraints, now S+↾Λ is not a semigroup. This might cause
an essential difficulty described as follows: if Λ = Σ+I , i.e., free of any switching constraints, then
condition (1) above implies that there can be found a pre-extremal vector norm || · || on Cd for S
such that ||A|| ≤ 1 for all A ∈ S+↾Λ; But now in our context, this does not need to be true.
We note here that if the joint spectral radius ρˆ(S↾Λ) < 1 then S is obviously Λ-absolutely
asymptotically stable from Corollary 2.8. In fact, there holds the following stronger result.
Lemma 3.2. Let Λ be a θ+-invariant compact subset of Σ+I . Then ρˆ(S↾Λ) < 1 if and only if S
is “Λ-uniformly exponentially stable”; that is, there exists a number 0 < λ < 1 and an integer
N ≥ 1 such that
‖S in · · · S i1‖2 ≤ λn ∀i(·) ∈ Λ and n ≥ N.
Proof. Let 1 > λ > ρˆ(S↾Λ). Then from the definition of ρˆ(S↾Λ), there is some integer N ≥ 1 such
that
sup
i(·)∈Λ
n
√
‖S in · · · S i1‖2 ≤ λ ∀n ≥ N.
So, S is Λ-uniformly exponentially stable. Conversely, if there exists a constant 0 < λ < 1 and
an integer N ≥ 1 such that
‖S in · · · S i1‖2 ≤ λn ∀i(·) ∈ Λ and n ≥ N,
then
ρˆ(S↾Λ) = inf
n≥1
{
sup
i(·)∈Λ
n
√
‖S in · · · S i1‖2
}
≤ λ < 1,
as desired. This proves Lemma 3.2.
At the first glance, Λ-absolute asymptotic stability is weaker than the Λ-absolute exponential
stability for the switching system S. However, they are equivalent to each other as is shown in
the case free of any switching constraints (cf. [13, Theorem 4.1] and [20, Theorem 2.3]). In fact,
the Λ-absolute asymptotic stability is equivalent to the Λ-uniform exponential stability from the
Fenichel uniformity theorem [16], stated as follows:
Lemma 3.3 (See N. Fenichel [16]). Let Λ be a θ+-invariant compact subset of Σ+I . Then, S is
Λ-absolutely asymptotically stable if and only if it is Λ-uniformly exponentially stable.
Remark 3.4. For Lemma 3.3, the hypothesis that Λ is “compact” is important, as shown by
Example 1.3 in Section 1.2.
Now, we can readily prove Lemma 3.1 using the statements of Lemmas 3.2 and 3.3.
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Proof of Lemma 3.1. If S is Λ-absolutely asymptotically stable, then from Lemmas 3.3 and 3.2
there follows that conditions (1) and (2) in Lemma 3.1 are trivially fulfilled. Next, let conditions
(1) and (2) in Lemma 3.1 both hold. We proceed to prove that S is Λ-absolutely asymptotically
stable.
Assume, by contradiction, that S were not Λ-absolutely asymptotically stable; then one can
find some switching signal, say i(·) = (in)+∞n=1, in Λ such that ‖S in · · · S i1‖2 6→ 0 as n → ∞. Using
the boundedness of S+↾Λ in Cd×d, we can pick out an increasing positive integer sequence, say
{ jℓ}+∞ℓ=1, with jℓ → +∞ as ℓ → +∞, such that
Cℓ := S i jℓ · · · S i1 → C , 0d×d as ℓ → ∞.
Now, define Bℓ := S i jℓ+1 · · ·S i jℓ+1 and so Cℓ+1 = BℓCℓ. Since θ
jℓ
+ (i(·)) = i(·+ jℓ) ∈ Λ, i.e., (in+ jℓ)+∞n=1
lies in Λ, by the θ+-invariance of Λ, one could obtain Bℓ ∈ S+↾Λ. Using the boundedness again, we
can pick out a subsequence
Bℓk → B ∈ Cd×d as k → ∞.
Then, C = BC, C , 0d×d, and ρ(B) = limk→∞ ρ(Bℓk) ≤ γ < 1 by condition (2) of Lemma 3.1.
But
B(ImC) = ImC , {0},
so B↾ImC is the identity. Thus, ρ(B) ≥ 1; it is a contradiction to condition (2).
This therefore proves the statement of Lemma 3.1.
3.2. A reduction lemma
To prove Theorem B stated in Section 1.2, we need an important reduction theorem, which
is due to L. Elsner [15, Lemma 4] and simply proved in X. Dai [9].
Lemma 3.5 (See [15]). If ρˆ(S) = 1 and S is product unbounded in Cd×d, then there is a nonsin-
gular P ∈ Cd×d and 1 ≤ d1 < d such that
P−1S iP =
[
S (2)i ♣i
0d1×(d−d1) S
(1)
i
]
∀i ∈ I,
where S (1)i ∈ Cd1×d1 .
Here S is said to be product unbounded, if the multiplicative semigroup S+ defined in the
manner as in Lemma 3.1 in the case Λ = Σ+I is unbounded in Cd×d under an arbitrary induced
operator norm.
3.3. Proof of Theorem B
Let Λ ⊂ Σ+I be an invariant compact set of the one-sided Markov shift θ+ : Σ+I → Σ+I , which
gives rise to the constrained linear switched system
S↾Λ xn = S in · · · S i1 x0 (n ≥ 1, x0 ∈ Cd, i(·) ∈ Λ),
where S : I → Cd×d; i 7→ S i is as in the assumption of Theorem B.
We now proceed to prove Theorem B.
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Proof of Theorem B. Clearly, (a) ⇒ (b) follows from Lemma 3.3 and Corollary 2.8, and (b) ⇒
(c) follows from Theorem A, Corollary 2.8 and Lemma 3.1.
So, to prove Theorem B, we need to prove only (c) ⇒ (a). According to the definition of
ρ(S↾Λ) and from Theorem A, condition (c) implies that
ρ(S↾Λ) = ρˆ(S↾Λ) ≤ 1.
If ρˆ(S↾Λ) < 1, then from Lemma 3.2, there holds condition (a). So, we proceed, by induction on
the dimension d of the state-space Cd, to prove ρˆ(S↾Λ) < 1.
Note that if S+↾Λ, defined as in Lemma 3.1, is bounded in Cd×d, then condition (a) follows
from Lemma 3.1 together with condition (c). So, the assertion is true for d = 1; this is because
ρ(S in · · · S i1 ) = ‖S in · · · S i1‖2 = |S in | · · · |S i1 | ≤ γ < 1 for any n ≥ N, for any i(·) ∈ Λ in this case.
Let m ≥ 1 be an arbitrarily given integer. Assume the assertion is true for all dimensions
d ≤ m. We claim that the assertion holds for d = m + 1.
Suppose, by contradiction, that ρˆ(S↾Λ) = 1 for dimension d = m + 1. If S+↾Λ is bounded
in C(m+1)×(m+1), by Lemma 3.1 and condition (c), S↾Λ is Λ-absolutely asymptotically stable so
that ρˆ(S↾Λ) < 1 from Lemmas 3.3 and 3.2, a contradiction. Therefore S+↾Λ is unbounded in
C(m+1)×(m+1) and further S is product unbounded in C(m+1)×(m+1). Then from Lemma 3.5, one can
find a nonsingular P ∈ C(m+1)×(m+1) and 1 ≤ n1 ≤ m such that
P−1S iP =
[
S (2)i ♣i
0 S (1)i
]
∀i ∈ I,
where S (1)i ∈ Cn1×n1 and 0 is the origin of Cn1×(m+1−n1). Set
S(r) =
{
S (r)i | i ∈ I
}
, r = 1, 2.
Then, by condition (c)
ρ(A) ≤ γ < 1 ∀A ∈ S(r)↾Λ
+ for r = 1, 2,
where S(r)↾Λ
+ is defined similarly to S+↾Λ based on S
(r)
↾Λ . As the switched systems S
(r)
↾Λ have dimension
less than m + 1 for r = 1, 2, by the induction assumption and Theorem A
ρ
(
S(r)↾Λ
)
< 1 for r = 1, 2.
Therefore
ρ(S↾Λ) = max
{
ρ
(
S(1)↾Λ
)
, ρ
(
S(2)↾Λ
)}
< 1,
and ρˆ(S↾Λ) < 1 by Theorem A, contradicting the hypothesis that ρˆ(S↾Λ) = 1.
This contradiction shows that ρˆ(S↾Λ) < 1, completing the proof of Theorem B.
4. Concluding remarks and further questions
In this paper, using ergodic theory we have studied the relationship of the joint spectral radius
and the generalized spectral radius of a linear switched system obeying some type of switching
constraints, and presented several stability criteria. We now raise some questions to further study.
Theorem A asserts a Gel’fand-type spectral-radius formula for a linear switched system obey-
ing some switching constraints. Let Λ ( Σ+I be an invariant closed set of the one-sided Markov
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shift θ+. Clearly, for any i(·) = (in)+∞n=1 ∈ Λ and any n ≥ 1, the sub-word w = (i1, . . . , in) of length
n does not need to be extended to a permissive periodic switching signal, i.e., although
(
w︷      ︸︸      ︷
i1, . . . , in,
w︷      ︸︸      ︷
i1, . . . , in, . . .) ∈ Σ+I
is a periodic point of θ+, but it need not belong to the given subset Λ. For any n ≥ 1, put
Wnper(Λ) =
{
w = (i1, . . . , in) ∈ In | (
︷      ︸︸      ︷
i1, . . . , in,
︷      ︸︸      ︷
i1, . . . , in, . . .) ∈ Λ
}
,
called the set of all Λ-periodic words of length n. It is natural to ask the following question:
Question 1. If the periodical switching signals are dense in Λ then, does there hold the following
equality:
lim sup
n→+∞
{
sup
w∈Wnper(Λ)
n
√
ρ(Sw)
}
= lim sup
n→+∞
{
sup
w∈Wnper(Λ)
n
√
‖Sw‖
}
?
Here Sw = S in · · · S i1 for any word w = (i1, . . . , in) of length n ≥ 1 as before.
In our proof of Theorem A, the compactness of Λ plays a role. So, we naturally ask the
following question:
Question 2. If Λ is a θ+-invariant closed subset of Σ+I not necessarily compact, does the state-
ment of Theorem A still hold when S = {S i}i∈I is bounded in Cd×d?
In the statement of Theorem B, from the results proved in Section 3 there can still be deduced
without the assumption ρ(S) = 1 that (a) ⇔ (b) ⇒ (c). This assumption imposed there is used in
the proof of (c) ⇒ (a) where we need to employ Lemma 3.5.
So, we ask the following question:
Question 3. Does the statement of Theorem B still hold without the assumption ρ(S) = 1?
Furthermore, we believe that it is very possible to have a positive solution to Question 3.
Acknowledgments
The author would like to thank the anonymous reviewers for their insightful comments for
further improving the quality of this paper.
References
[1] N. Barabanov, Lyapunov indicators of discrete inclusions I–III, Autom. Remote Control, 49 (1988), pp. 152–157,
283–287, 558–565.
[2] M. A. Berger, Y. Wang, Bounded semigroups of matrices, Linear Algebra Appl., 166 (1992), pp. 21–27.
[3] V. D. Blondel, J. N. Tsitsiklis, The boundedness of all products of a pair of matrices is undecidable, Systems &
Control Letters, 41 (2000), pp. 135–140.
[4] J. Bochi, Inequalities for numerical invariants of sets of matrices, Linear Algebra Appl., 368 (2003), pp. 71–81.
[5] R. K. Brayton, C. H. Tong, Constructive stability and asymptotic stability of dynamical systems, IEEE Trans.
Circuits Syst., CAS-27 (1980), pp. 1121–1130.
[6] A. Bressan, G. Facchi, Trajectories of differential inclusions with state constraints, J. Differential Equations, 250
(2011), pp. 2267–2281.
14
[7] Y.-L. Cao, On growth rates of sub-additive functions for semi-flows: Determined and random cases, J. Differential
Equations, 231 (2006), pp. 1–17.
[8] Q. Chen, X. Zhou, Characterization of joint spectral radius via trace, Linear Algebra Appl., 315 (2000), pp. 175–
188.
[9] X. Dai, Extremal and Barabanov semi-norms of a semigroup generated by a bounded family of matrices, J. Math.
Anal. Appl., 379 (2011), pp. 827–833.
[10] X. Dai, Optimal state points of the subadditive ergodic theorem, Nonlinearity, 24 (2011), pp. 1565–1573.
[11] X. Dai, Y. Huang, M. Xiao, Realization of joint spectral radius via ergodic theory, Electron. Res. Announc. Math.
Sci., 18 (2011), pp. 22–30.
[12] X. Dai, Y. Huang, M. Xiao, Periodically switched stability induces exponential stability of discrete-time linear
switched systems in the sense of Markovian probabilities, Automatica, 47 (2011), pp. 1512–1519.
[13] I. Daubechies, J. C. Lagarias, Sets of matrices all infinite products of which converge, Linear Algebra Appl., 161
(1992), pp. 227–263. Corrigendum/addendum 327 (2001), pp. 69–83.
[14] I. Daubechies, J. C. Lagarias, Two-scale difference equations. II. Local regularity, infinite products of matrices and
fractals, SIAM J. Math. Anal., 23 (1992), pp. 1031–1079.
[15] L. Elsner, The generalized spectral-radius theorem: An analytic-geometric proof, Linear Algebra Appl., 220
(1995), pp. 151–159.
[16] N. Fenichel, Persistence and smoothness of invariant manifolds for flows, Indiana Univ. Math. J., 21 (1971),
pp. 193–226.
[17] G. Froyland, S. Lloyd, A. Quas, Coherent structures and isolated spectrum for Perron-Frobenius cocyles, Ergod.
Th. & Dynam. Sys., 30 (2010), pp. 729–756.
[18] H. Furstenberg, H. Kesten, Products of random matrices, Ann. Math. Statist., 31 (1960), pp. 457–469.
[19] N. Guglielmi, M. Zennaro, On the zero-stability of variable stepsize multistep methods: the spectral radius
approach, Numer. Math., 88 (2001), pp. 445–458.
[20] L. Gurvits, Stability of discrete linear inclusions, Linear Algebra Appl., 231 (1995), pp. 47–85.
[21] K. G. Hare, I. D. Morris, N. Sidorov, J. Theys, An explicit counterexample to the Lagarias-Wang finiteness
conjecture, Adv. Math. 226 (2011), pp. 4667–4701.
[22] C. Heil, G. Strang, Continuity of the joint spectral radius: application to wavelets, Linear Algebra for Signal
Processing. The IMA Volumes in Mathematics and its Applications, vol. 69, pp. 51–61, Springer, New York, 1995.
[23] J. E. Hopcroft, R. Motwani, J. D. Ullman, Introduction to Automata Theory, Languages, and Computation,
Reading, MA: Addison-Wesley, 2001.
[24] J. F. C. Kingman, Subadditive ergodic theory, Ann. Probability, 1 (1973), pp. 883-909.
[25] V. S. Kozyakin, Algebraic unsolvability of a problem on the absolute stability of desynchronized systems, Autom.
Remote Control, 51 (1990), pp. 754–759.
[26] J. C. Lagarias, Y. Wang, The finiteness conjecture for the generalized spectral radius of a set of matrices, Linear
Algebra Appl., 214 (1995), pp. 17–42.
[27] J.-W. Lee, G. E. Dullerud, Uniform stabilization of discrete-time switched and Markovian jump linear systems,
Automatica, 42 (2006), pp. 205–218.
[28] J.-W. Lee, G. E. Dullerud, Optimal disturbance attenuation for discrete-time switched and Markovian jump linear
systems, SIAM J. Control Optim., 45 (2006), pp. 1329–1358.
[29] J.-W. Lee, G. E. Dullerud, Uniformly stabilizing sets of switching sequences for switched linear systems, IEEE
Trans. Automat. Control, 52 (2007), pp. 868–874.
[30] D. Liberzon, A. S. Morse, Basic problems in stability and design of switched systems, Control Syst. Mag., 19
(1999), pp. 59–70.
[31] M. Maesumi, Calculating joint spectral radius of matrices and Ho¨lder exponent of wavelets, Approximation theory
IX, Vol. 2 (Nashville, TN, 1998), Innov. Appl. Math., Vanderbilt Univ. Press, Nashville, TN, 1998, pp. 205–212.
[32] B. E. Moision, A. Orlitsky, P. H. Siegel, On codes that avoid specified differences, IEEE Trans. Inform. Theory,
47 (2001), pp. 433–442.
[33] I. D. Morris, The generalized Berger-Wang formula and the spectral radius of linear cocycles, Preprint arXiv:
0906.2915v1 [math.DS] 16 Jun 2009.
[34] V. V. Nemytskii, V. V. Stepanov, Qualitative Theory of Differential Equations, Princeton University Press, Prince-
ton, New Jersey 1960.
[35] M. Omladicˇ, H. Radjavi, Irreducible semigroups with multiplicative spectral radius, Linear Algebra Appl., 251
(1997), 59–72.
[36] V. I. Oseledec, A multiplicative ergodic theorem, Lyapunov characteristic numbers for dynamical systems, Trudy
Mosk Mat. Obsec., 19 (1968), pp. 119–210.
[37] G.-C. Rota, G. Strang, A note on the joint spectral radius, Indag. Math., 22 (1960), pp. 379–381.
[38] S. J. Schreiber, On growth rates of subadditive functions for semi-flows, J. Differential Equations, 148 (1998),
pp. 334–350.
15
[39] M.-H. Shih, J.-W. Wu, C.-T. Pang, Asymptotic stability and generalized Gelfand spectral radius formula, Linear
Algebra Appl., 252 (1997), pp. 61–70.
[40] R. Sturman, J. Stark, Semi-uniform ergodic theorems and applications to forced systems, Nonlinearity, 13 (2000),
pp. 113–143.
[41] F. Wirth, A converse Lyapunov theorem for linear parameter-varying and linear switching systems, SIAM J.
Control Optim., 44 (2005), pp. 210–239.
[42] M. Zoncu, A. Balluchi, A. L. Sangiovanni-Vincentelli, A. Bicchi, On the stabilization of linear discrete-time
hybrid automata, in Proc. 42nd IEEE Conf. Decision Control, 2003, vol. 2, pp. 1147–1152.
16
