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Abstrakt 
Cílem dizertace je zlepšit kvalitu řízení adaptivních systémů s průběžnou 
identifikací. Práce se zaměřuje především na problematickou identifikační část, která 
představuje slabé místo celého adaptivního systému. Paradoxně ale závisí kvalita 
adaptivního systému právě na identifikační části, protože na základě modelu procesu 
získaného identifikací jsou vypočteny parametry řídicí části a následně akční zásah do 
systému.  
S využitím znalostí moderních metod řízení byl proto vyvinut nový identifikační 
algoritmus pro identifikaci v uzavřené smyčce. Tento jednoduchý, rychlý a výkonný 
algoritmus překonává všechna omezení stávajících klasických identifikačních metod 
založených na metodě nejmenších čtverců. Mezi jeho přednosti mimo jiné patří 
schopnost práce při krátké periodě vzorkování, přítomnost jediného parametru 
schopného přizpůsobit regulační děj konkrétním požadavkům nebo schopnost algoritmu 
identifikovat proces v reálné praxi. Algoritmus byl použit v adaptivním systému, a poté 
testován na sadě simulačních a reálných modelů s překvapujícími výsledky. V rámci 
ověřování byl nový algoritmus úspěšně implementován do programovatelného 
automatu. 
V rámci práce je také představeno nové univerzální grafické prostředí pro 
testování a verifikaci řídicích algoritmů. 
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Abstract 
The aim of the thesis is to improve the control quality of the adaptive systems 
(Self-Tuning Controllers). The thesis mainly deals with problematical identification part 
of the adaptive system. This part demonstrates a weak point for existing adaptive 
systems. Paradoxically, the quality of the adaptive system depends mainly on the 
identification part because on the basis of the process model obtained by identification 
are worked out parameters of a control part, afterwards the control action plan is 
established.  
Knowledge of the modern control methods is used and a new identification 
algorithm for closed-loop identification is proposed. This simple, fast and efficient 
algorithm overcomes all disadvantages of current classical identification methods based 
on least mean-square algorithms. The possibility of the choice of a short sample time, 
one tuning parameter ability to adjust the control process, the ability to identify 
processes in  real use belong to its main goals. This algorithm was built in the adaptive 
system and then it was tested on a set of simulation and real models with surprisingly 
excellent results. The successful implementation of the algorithm into the programmable 
logic controller was also realized. 
One part of the thesis introduces a new universal graphics environment for testing 
and verifying control algorithms. 
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1. Úvod 
Řízení je obecně oblastí, která je velmi úzce svázána s praxí a reálným světem. 
Toto odvětví vzniklo z důvodu potřeby přizpůsobit chování reálných procesů 
požadovaným vlastnostem. Proto by si měl každý při vývoji nových metod, postupů 
a algoritmů v oblasti řízení uvědomit, že výsledkem jeho činnosti by měl být algoritmus 
zužitkovatelný a použitelný v praxi. Tuto základní úvahu, jak se zdá, ovšem spousta 
prací postrádá. Je bezpochyby krásné, když nový algoritmus pracuje bezchybně 
v simulačním prostředí bez přítomnosti jakýchkoli poruchových signálů a nelinearit, 
ovšem pokud selhává při řízení reálného procesu, je tento algoritmus, ať už jakkoli 
složitý a matematicky podložený, v praxi naprosto nepoužitelný. Totiž navrhnout 
funkční řídicí algoritmus za předpokladu, že vlastnosti řízeného procesu zůstávají po 
celou dobu provozu neměnné, a známe-li dostatečně přesný model řízeného procesu, 
nebývá žádný problém. Ovšem v reálné praxi bohužel tento předpoklad často splněn 
není. 
Oblast řízení prošla od svého počátku obrovským vývojem, od klasických pevně 
nastavených regulátorů až po moderní řídicí algoritmy, jako jsou adaptivní, optimální, 
prediktivní, stavové, fuzzy nebo například neuronové regulátory.  
Proto stojí za zamyšlení fakt, že převážnou většinu (uvádí se, že přinejmenším 
95 %) průmyslových regulátorů stále tvoří klasické regulátory typu PI nebo PID (resp. 
PS nebo PSD) [26], a to i přesto, že řízení na základě pevně nastavených klasických 
regulátorů není v mnoha případech z hlediska kvality regulace optimální, protože je 
třeba při použití regulátorů vzít v úvahu, že vlastnosti obecně nelineárního 
a nestacionárního reálného  procesu se mění změnou vnějších podmínek, 
opotřebováním, stárnutím materiálu nebo změnou pracovního režimu procesu, a je tedy 
nutné regulátory nastavit tak, aby se řízený proces i při nejhorších podmínkách nedostal 
do nedefinovaných stavů.  
Logickým důsledkem výše uvedeného je snaha překonat nedostatky pevně 
nastavených klasických regulátorů a prosadit v praxi i jiné typy řídicích algoritmů 
a metod. Mezi ně bezpochyby patří i adaptivní systémy, jejichž průmyslové a aplikační 
využití je oproti pozornosti, která jim byla věnována v teoretických kruzích, velmi 
mizivé. To je samozřejmě škoda, a proto také v  posledních letech směřuje vývoj 
adaptivního řízení k jednoduchým, spolehlivým a robustním adaptivním regulátorům, 
což má pomoci překonat bariéru mezi teorií a praxí.  
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Existuje řada přístupů k adaptivnímu řízení (viz. kap. 2), v této práci se zaměříme 
na oblast adaptivních samočinně se nastavujících regulátorů (jinak STC), která by mohla 
nabízet zajímavé možnosti při využití v praxi.  
Stávající adaptivní řídicí systémy s klasickou identifikací totiž mají samy o sobě 
několik nedostatků, zapříčiněných především omezeními kladenými identifikačním 
algoritmem na použitý adaptivní systém, které samozřejmě omezují nebo přímo brání 
nasazení adaptivních systémů do praxe. Proto se snažíme tyto nedostatky překonat 
využitím různých metod. Díky rozvoji nových moderních technik stojí za úvahu zvážit 
možnost využití těchto technik v adaptivním řízení za cílem zlepšení kvality řízení. Tuto 
variantu ovšem umožňuje využít v plném rozsahu až nyní nástup moderních 
programovatelných automatů. 
Podstatná část práce je zaměřena speciálně na slabé místo adaptivního algoritmu, 
kterým je právě identifikační část. Paradoxně je tato část ale také klíčová pro následný 
návrh řídicího algoritmu adaptivního systému, a má tedy zásadní vliv na funkčnost  
a kvalitu řízení celého adaptivního algoritmu. 
Jako výsledek dlouhodobého výzkumu a ověřování a také současně jako 
nejdůležitější bod práce je představen nový identifikační algoritmus pro identifikaci 
v uzavřené smyčce. Tento nový identifikační algoritmus v kombinaci s vhodným řídicím 
algoritmem představuje velmi mocný nástroj v oblasti adaptivních systémů, což 
dokazují veškeré provedené testy s tímto identifikačním algoritmem. Navíc je tento 
algoritmus jednoduchý, funkční, stabilní, výpočetně nenáročný a přitom robustní a tudíž 
má nejlepší předpoklady k použití při řízení reálných procesů v praxi.  
Ověřování tohoto identifikačního algoritmu v rámci adaptivního systému proběhlo 
na řadě simulačních i reálných modelů.  
Zvláštní důraz je v práci kladen především na chování a vlastnosti nového 
identifikačního algoritmu v rámci adaptivního systému  při řízení reálných procesů, 
protože primárním účelem nového identifikačního algoritmu je nasazení a použití 
v praxi. 
Nedílnou součástí ověřování nového identifikačního algoritmu v rámci 
adaptivního systému byla samozřejmě také jeho implementace do programovatelného 
automatu. 
Práce představuje i nové grafické prostředí pro ověřování vlastností řídicích 
algoritmů. Toto prostředí nabízí nástroj pro zobrazování, vzájemné porovnávání 
a analýzu vlastností řídicích algoritmů a má tak usnadnit vývoj a testování nových 
řídicích algoritmů a zároveň zkrátit čas potřebný pro vývoj nového algoritmu. Navíc je 
vytvořeno ve velmi rozšířeném programovém prostředí MATLAB, takže dokáže 
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využívat veškerou jeho funkčnost včetně spolupráce s MATLAB/Simulink. Klíčovou 
vlastností vyvinutého prostředí je práce v reálném čase, čímž se při přímé implementaci 
řídicího algoritmu do programovatelného automatu stává nenahraditelným a velmi 
užitečným pomocníkem. 
Nyní již ke koncepci celé práce. Práce je rozdělena do čtyřech hlavních logických 
celků. 
První, teoretická část, dává přehled o současném stavu problematiky související 
s adaptivním řízením s průběžnou identifikací. Seznamuje s metodami identifikace 
neznámého procesu, poté se konkrétněji zabývá problémem identifikace procesu 
v uzavřené smyčce, vytvořením modelu procesu pro následný návrh řízení 
a seznámením s metodami návrhu řídicích algoritmů v adaptivních systémech. Budou 
zmíněny i vlastnosti adaptivních systémů s klasickou identifikací. Nechybí ani část 
o identifikací nelineárních systémů a s tím související přístupy k identifikaci nelineární 
funkce, z nichž čerpá i nový identifikační algoritmus pro řízení v uzavřené smyčce. 
Druhá část je zaměřená na již zmiňovaný nový identifikační algoritmus pro 
identifikaci v uzavřené smyčce. Zde je uvedena jeho charakteristika a vlastnosti, dále je 
tento identifikační algoritmus použit v adaptivním systému, aby byla ověřena jeho 
funkčnost a chování při řízení simulačních a reálných modelů.  
V následující, praktické, části je zkoumáno a ověřováno chování nového 
identifikačního algoritmu v kontextu adaptivního systému, je zkoumán vliv periody 
vzorkování na kvalitu regulačního děje nebo schopnost algoritmu pracovat na různých 
výkonových úrovních. Jeho robustnost je dále posouzena v porovnání s klasickými 
metodami identifikace, které zastupuje metoda nejmenších čtverců s exponenciálním 
zapomínáním, resp. její modifikace s odmocninovým filtrem LDFIL [10], [49], [53]. 
Toto vše je sledováno pří řízení nejen simulačních, ale i reálných modelů, nechybí ani 
bližší seznámení s těmito modely. Nedílnou součástí ověřování nového identifikačního 
algoritmu je jeho implementace do programovatelného automatu, čemuž bude také 
věnována jedna kapitola. 
Ve čtvrté části práce, je představeno nově vyvinuté grafické prostředí pro 
testování a verifikaci řídicích algoritmů využívajících nástrojů programu MATLAB. 
Seznámíme se z hlavními přednostmi tohoto prostředí, uvidíme výstupy tohoto 
prostředí, uveden je i způsob práce s grafickým prostředím. 
Na závěr samozřejmě nechybí zhodnocení celé práce včetně shrnutí a zdůraznění 
nejdůležitějších postřehů a výsledků.  
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2. Současný stav  problematiky 
Adaptivní řídicí systémy jsou obecně systémy, které přizpůsobují parametry nebo 
strukturu jedné části systému (adaptivního řídicího algoritmu) změnám parametrů nebo 
struktury jiné části systému (řízeného procesu) tak, aby celý systém měl neustále 
optimální chování podle zvoleného kritéria [8], [37], [39], [53]. 
Použitelnost adaptivního řízení je obecně velice úzce spjata s výpočetní technikou, 
protože algoritmy adaptivních řídicích systémů jsou výpočetně náročnější narozdíl od 
algoritmů pevně nastavených klasických regulátorů. Je třeba si také uvědomit, že 
adaptivní řídicí systémy jsou diskrétně pracující řídicí algoritmy, a tedy mají všechny 
vlastnosti, které se projevují při použití diskrétních regulačních obvodů [4]. 
Adaptivní systémy lze nejčastěji rozdělit do tří základních skupin – adaptivní 
systémy založené na heuristickém přístupu, adaptivní systémy s referenčním modelem 
(MRAC) a samočinně se nastavující regulátory (STC). Podrobnější seznámení 
s jednotlivými skupinami adaptivních systémů lze nalézt v [3], [6] [8], [12] nebo [21].  
Adaptivním řízením se zabývají například práce [1], [6], [59], z českých autorů 
můžeme jmenovat publikace [8], [21]. Mezi rozsáhlejší práce o adaptivním řízení patří 
[24], [45]. Shrnující přehled historie adaptivního řízení lze najít např. v [1] nebo [2].  
Některá praktická využití a nasazení adaptivních systému v průmyslu popisuje [7]. 
Adaptivním řízením založeném na identifikaci pomocí delta modelů ze zabývá [8] nebo 
[9].  
Adaptivní samočinně se nastavující regulátory se opírají o model procesu, jehož 
parametry se průběžně aktualizují na základě měřených dat na procesu a apriorní 
znalosti o soustavě. Tyto aktualizované parametry modelu se považují za správné 
parametry soustavy a slouží pak k návrhu regulátoru a následně akčního zásahu do 
procesu.  
Obecná úloha adaptivního řízení s průběžnou (on-line) identifikací je velmi 
složitá, a i když jí bylo věnováno v celém světě mnoho úsilí, nepodařilo se ji kvůli 
vysoké výpočetní náročnosti a velkým nárokům na paměť prakticky použít. Toto řízení 
se nazývá adaptivní duální řízení a přehledné shrnutí jeho metod lze najít v práci [58]. 
Proto se využívá zjednodušení nazývané jako princip vnucené separace 
identifikace a řízení (Certainty Equivalence) [8], [21]. Parametry regulátoru a následně 
akční zásah v daném kroku se vypočítá z parametrů modelu procesu získaných 
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v předchozím kroku a na základě aktuálního akčního zásahu a příslušného výstupu 
procesu se vypočtou aktuální odhady parametrů modelu procesu. Experimentální 
zkušenosti ukázaly, že převážná část praktických úloh adaptivního řízení s průběžnou 
identifikací vyhovuje danému zjednodušujícímu přístupu. Použitím tohoto přístupu se 
rozpadá vnitřní struktura regulátoru na část identifikační a část řídicí. 
Je pochopitelné, že největší vliv na kvalitu adaptivního systému má právě 
identifikační část, která má za úkol vytvořit věrohodný model řízeného procesu na 
základě minima apriorních a aposteriorních informací, a na jehož základě se poté 
navrhují parametry řídicí části. 
Proto se v dalším textu budeme věnovat především identifikaci neznámého 
procesu a souvisejícími tématy. 
 
2.1. Identifikace neznámého procesu 
Obecně je cílem identifikace neznámého procesu vytvořit jeho model na základě 
měřených procesních dat, tak, aby byl tento model přiměřený a vyhovující danému 
účelu.  
Identifikační metody dělíme na identifikaci v otevřené smyčce (Open-loop 
Identification) a identifikaci v uzavřené smyčce (Closed-loop Identification). Rozdíl 
mezi těmito přístupy spočívá v tom, zda jsou procesní data potřebná k výpočtu 
parametrů modelu získávána měřením na neznámém procesu, který není či je zapojen 
v uzavřené smyčce. 
Jeden ze zajímavých pohledů na vývoj identifikačních metod od roku 1965, který 
lze považovat za začátek vzniku teorií o identifikaci, nabízí [16].  Co se týká teorií 
identifikace v uzavřené smyčce, je za průlom považována práce tří švédských vědců 
Gustavssona, Ljunga a Söderströma, kteří mimo jiné ukázali, že v mnoha aplikacích 
v praxi umožňuje přímé použití predikční metody na procesní data identifikovat systém 
i navzdory jeho přítomnosti ve zpětné vazbě. 
Identifikaci v uzavřené smyčce totiž obecně provází určité problémy, z nichž 
k nejzákladnějším patří korelace mezi neměřitelným šumem a vstupem do systému [14], 
která způsobuje zkreslení výsledků (vychýlený odhad parametrů) identifikace. To je také 
hlavním důvodem, proč řada identifikačních metod fungujících při identifikaci 
v otevřené smyčce (spektrální, korelační analýza, metoda instrumentálních proměnných 
nebo subspace či „output error‘ metoda) při identifikaci v uzavřené smyčce selhává.  
Zájem o identifikaci ve zpětné vazbě je ovlivněn především nezbytností 
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identifikovat dynamický proces pracující v uzavřené smyčce, u něhož je identifikace 
v otevřené smyčce nemožná, ať už z důvodu nestabilnosti nebo kmitavosti daného 
procesu nebo proto, že by přerušením uzavřené smyčky došlo ke změně operačních 
podmínek. V průmyslové praxi se často setkáváme s možností identifikovat neznámý 
proces právě pouze v uzavřené smyčce, ať už z bezpečnostních nebo technologických 
důvodů. Dalším důležitým aspektem identifikace v uzavřené smyčce je identifikace 
modelu procesu za účelem návrhu řídicího algoritmu [14], [17], [52].  
A samozřejmě neopomenutelnou oblastí, která je také neodmyslitelně svázána 
s identifikací v uzavřené smyčce za účelem návrhu řídicího algoritmu, je právě adaptivní 
řízení. 
Modelováním a identifikací obecně se podrobněji zabývají [25], [33], [35], 
identifikací v adaptivním řízení [40]. Z českých autorů se identifikací v uzavřené 
smyčce zabývá například [8], identifikaci vícerozměrných systémů v uzavřené smyčce 
najdeme v [30], nelineární identifikaci ve zpětné vazbě zase v [31] nebo [44]. 
 
2.1.1 Identifikace procesu v uzavřené smyčce  
Všechny známé metody identifikace v uzavřené smyčce jsou rozděleny do třech 
kategorií [14], [15], [33], [34], [52], [60]: 
1. přímé metody – uzavřená smyčka je ignorována a proces je identifikován jako 
systém v otevřené smyčce na základě vstupních a výstupních dat procesu získaných 
v uzavřené smyčce  
2. nepřímé metody – nejprve je identifikován celý zpětnovazební systém na základě 
měření žádané hodnoty a výstupu procesu (přenosová funkce řízení) a tohoto odhadu 
je využito výpočtu parametrů procesu za předpokladu, že regulátor je známý 
3. metody vstupně-výstupní (Joint Input-output) – identifikují přenosovou funkci řízení 
(výstup procesu ku žádané hodnotě) a přenosovou funkci regulátoru (akční zásah ku 
žádané hodnotě) a výsledky jsou použity pro výpočet parametrů procesu 
Přímé metody patří mezi nejpoužívanější metody identifikace v uzavřené smyčce, 
protože mají výhodu oproti ostatním dvěma v tom, že jsou jednoduché, obecně 
aplikovatelné, pracují bez ohledu na složitost regulátoru a nepožadují znalosti 
o charakteru zpětné vazby. V těchto metodách je také vhodné aplikovat predikční (PEM 
- Prediction Error Methods“) metody identifikace díky jejich výhodám, jakými jsou 
jednoduché numerické řešení nebo rychlá konvergence parametrů [13], [15], [17], [52]. 
Při návrhu řízení na základě modelu procesu závisí vlastnosti dané regulační 
smyčky (stabilita, schopnost potlačení poruch, sledování žádané hodnoty apod.) právě 
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na kvalitě modelu procesu. Pokud je model procesu použit pro následný návrh řízení, je 
výhodnější použít identifikaci v uzavřené smyčce, protože jí lze dosáhnout kvalitnějšího 
návrhu řízení [17], [18], [19], [23], [41] a [43]. Výhodou identifikace v uzavřené 
smyčce je i fakt, že identifikovaný model zachytí dynamické vlastnosti procesu důležité 
pro návrh řízení [17], [52].  
I v otázce požadavku na přesnost modelu neznámého procesu má identifikace 
v uzavřené smyčce příjemnou vlastnost. Pro přesnost modelu procesu identifikovaného 
v uzavřené smyčce je důležitá pouze shoda modelu a neznámého procesu na určitých 
frekvencích, obecně nízké frekvence jsou zavedením zpětné vazby potlačeny. Při 
identifikaci v uzavřené smyčce platí pravidlo, že model procesu použitý pro následný 
návrh řízení musí být přesný ve frekvenčním pásmu důležitém pro návrh regulátoru, a je 
obecně potvrzeno, že je to oblast kolem meze stability uzavřeného systému – v okolí 
kritické frekvence systému (-180°). Pro průmyslové procesy je navíc znalost 
maximálního zesílení regulátoru velmi důležitá, protože dává informaci o pásmu, ve 
kterém je garantována stabilita uzavřeného obvodu [11], [32], [44]. Z výše uvedeného 
také vyplývá, že výsledkem identifikace v uzavřené smyčce pro následný návrh řízení 
může být více modelů vyhovujících požadavku na přesnost (na rozdíl od identifikace 
v otevřené smyčce). 
Pokud si položíme otázku, jaký nejvhodnější model použít pro identifikaci 
procesu z hlediska následného návrhu řízení, lze najít odpověď. Bude to takový model, 
který bude přesně reprezentovat proces včetně působení poruchových signálů. Prakticky 
je však skoro nemožné charakterizovat a popsat všechny jevy, které ovlivňují 
dynamické chování neznámého procesu. Proto je třeba si uvědomit, že model je vždy 
jen zjednodušeným popisem reálného procesu vyhovující pro daný účel. Navíc proto, 
aby měl navržený řídicí algoritmus odpovídající vlastnosti, stačí pro návrh řídicího 
algoritmu model procesu omezeného řádu [11], [41]. 
 
2.1.2 Metody identifikace, modely (nejen) v adaptivním řízení 
Identifikace neznámého procesu obecně tedy probíhá na základě apriorních 
informací o soustavě a aktuálních vstupů a výstupů procesu. Mezi apriorní informace 
o soustavě patří struktura a řád modelu. Pro modelování neznámého řízeného procesu 
při adaptivním řízení je k dispozici řada lineárních dynamických modelů – od ARMAX 
modelů: AR (Auto-Regressive model), MA (Moving Average model), ARMA 
(Auto-Regressive Moving Average model), ARX (Auto-Regressive model with 
eXogenous input), FIR, přes modely OE (Output Error model), Box-Jenkinsův model 
apod. Obecnou strukturu modelu lze definovat jako: 
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kde )(ku , )(ky  a )(kv  jsou vstupní a výstupní  signál z modelu a porucha 
vstupující do systému v kroku k . Charakteristické polynomy )( 1−zA , )( 1−zB , )( 1−zC , 
)( 1−zD  a )( 1−zF  jsou stupně An , Bn , Cn , Dn  a Fn . Vektor hledaných parametrů θ  
modelu je pak definován jako: 
 ],...,,...,,...,[
FA n1n1 ffaa=θ  (2.2) 
Základní struktury dynamických modelů lze shrnout do Tab. 2.1. 
Tab. 2.1: Typy modelů  
Název Zjednodušené polynomy 
ARMAX D=F=1 
FIR A=C=D=F=1 
ARX C=D=F=1 
AR B=0, C=D=1 
MA B=0, A=D=1 
ARMA B=0, D=1 
OE A=C=D=1 
BJ A=1 
 
V případě lineárního modelu lze výstup z modelu vyjádřit jako součin regresního 
vektoru ϕ  obsahujícího minulé vstupy a výstupy z procesu 
 [ ]Tnkykynkukukuk )()1()()2()1()( AB −−−−−−−= LLϕ   (2.3) 
a vektoru parametrů vyšetřovaného modelu: 
 )()()(ˆ T kkky θϕ=  (2.4) 
Pokud se jedná o nelineární model, lze výstup vyjádřit jako: 
 ( ))(),(g)(ˆ kkky θϕ=  (2.5) 
kde ( ).g  je nelineární funkce (realizovaná např. pomocí neuronové sítě). V případě 
nelineárního modelování se využívají analogické modely NARMAX, NFIR, NARX, 
NAR, NARMA, NOE, např. při použití neuronových sítí mluvíme o modelech 
NNARMAX, NNFIR, NNAR, NNARMA, NNOE. Nelineárními modely se zabývají 
např. [45], [46], problémem nelineární identifikace [25]. Struktura nelineárních modelů 
Adaptivní regulátory s prvky umělé inteligence 
-  13  - 
je však obecně velmi složitá, stejně jako určení jejich parametrů. 
Nejčastěji využívaným kritériem pro výpočet parametrů modelu je kritérium 
střední kvadratické chyby: 
 [ ] ∑∑
==
=−=
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k
ke
N
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2
2
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),(
2
1)(),(ˆ
2
1),( θθ θ  (2.6) 
kde )(),(ˆ),( kykyke −= θθ  je predikční chyba definovaná jako rozdíl výstupní 
veličiny z modelu ),(ˆ θky a skutečného výstupu z procesu )(ky . 
Cílem je pak nalézt nejlepší odhad *θ parametrů modelu, který minimalizuje 
zvolené kritérium )(θV : 
 )(minarg* θV
θ
=θ  (2.7) 
Identifikační metody založené na minimalizaci kritéria (2.6) patří mezi 
jednokrokové predikční metody (Prediction Error Methods). 
Identifikací lineárního modelu založené na minimalizaci kritéria (2.6) získáme 
správné výsledky za předpokladu, že poruchové signály a šumy jsou nezávislé na 
vstupních datech. Navíc přítomnost alespoň jednoho vzorku z množiny { }Nkyku )(),(  
zatíženého hrubou chybou, přítomnost šumů s nenulovou střední hodnotou, šumů 
s jiným než Gaussovským rozložením nebo jiných korelovaných poruch způsobuje 
chybnou identifikaci procesu a vychýlené odhady parametrů.  
Existují metody identifikace, které poskytují „nejpřesnější“ odhady vektoru θ , 
jako např. metoda maximální věrohodnosti (Maximum-Likehood) nebo bayesovské 
odhadování [25]. Tyto metody jsou však často velmi komplikované, což je způsobeno 
především nutností volby stochastického rozložení chyb. 
Nejpoužívanější metodou průběžné identifikace procesu založenou na 
minimalizaci kvadratického kritéria (2.6) je bezesporu rekurzivní metoda nejmenších 
čtverců (RLS). V současné době existuje spousta jejích modifikací, mezi nimi metoda 
s exponenciálním zapomínáním (Exponential Forgeting), metoda konstantní stopy 
kovarianční matice (Constant Trace), metoda exponenciálního zapomínání a vynulování 
(EFRA – Expononetial Forgetting and Resetting Algorithm) nebo metoda s použitím 
odmocninového filtru LDFIL pro rozklad kovarianční matice [8], [10], [53].  
Aktualizace vektoru parametrů v každém kroku k  probíhá na základě 
následujících vztahů: 
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kde )(kP je kovarianční matice obsahující aposteriorní informace o chybách 
modelu [25], korekční vektor )(kK  určuje vliv predikční chyby na změnu vektoru 
parametrů θ , )(kλ  je koeficient zapomínání. Pro 1)( =kλ  získáme klasickou verzi 
rekurzivní metody nejmenších čtverců. 
 
2.1.3 Metody identifikace nelineární funkce 
Řada procesů obzvláště v praxi jsou však z hlediska identifikace neznámého 
procesu nelineární systémy, ať už vlivem hysterezí nebo omezení výstupních signálů. 
Proto určitě stojí za to zaměřit se při identifikaci neznámého procesu při adaptivním 
řízení i na metody pro minimalizaci nelineární chybové funkce – identifikaci 
nelineárních modelů.  
O nelineární identifikaci je vhodné uvažovat i v případě adaptivního řízení, 
protože identifikovaný proces je vlivem omezených rozsahů A/D a D/A převodníků 
číslicového řídicího členu nelineární. 
V rámci této problematiky se zaměříme na jeden z přístupů moderní teorie řízení – 
neuronové sítě. Budeme na ně ovšem pohlížet velice obecně jako na způsob identifikace 
nelineárního modelu, který s sebou přináší i řadu nových přístupů k identifikaci obecně 
nelineárního modelu.  
Neuronové sítě mají několik vlastností, které ve vztahu k identifikaci neznámého 
procesu stojí za zmínku. Neuronová síť má schopnost průběžně měnit své vlastnosti tak, 
aby aproximovala nelineární systémy proměnné v čase. Mezi nejdůležitější vlastnosti 
neuronových sítí patří jejich schopnost generalizace. Neuronovými sítěmi obecně se 
zabývají např. práce českých autorů [20], [48], modelováním pomocí neuronových sítí 
[46], [50]. Problém přetrénování sítí a metody regularizace lze najít např. v [47]. 
Nástup neuronových sítí s sebou přinesl řadu metod pro jejich učení. Proces učení 
neuronové sítě však není nic jiného než identifikace parametrů nelineárního modelu 
(neuronové sítě). Učení je pojato jako problém optimalizace nelineární funkce. 
Učení probíhá na základě sad dat [ ]{ }N 1k)()( =kyku , které jsou získávány 
z neznámého procesu. Nejvíce využívaným kritériem je opět kritérium střední 
kvadratické chyby (2.6) a obecný tvar hledání minima této kriteriální funkce je založen 
na iterativních vyhledávacích metodách: 
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 )()()()1( kkkk fµ+=+ θθ , (2.9) 
kde )(kµ  je velikost kroku k -té iterace, )(kf  je směr prohledávání. Nejčastěji 
používaným směrem vyhledávání minima kriteriální funkce je v každé iteraci postup 
proti směru gradientu 
θ
θθ
∂
∂
=
),(),( kVkG  – odtud gradientní metody. Směr vyhledávání 
je tedy dán vztahem: 
 ),()( θkk Gf −=  (2.10) 
Na základě tohoto principu pracují off-line metody učení neuronové sítě, jako 
backpropagation, dále metody založené na vyhledávání minima pomocí derivací vyšších 
řádů – Newtonova metoda, Quasi-Newtonova, Gauss-Newtonova, Pseudo-Newtonova 
metoda nebo Levenberg-Marquardtova metoda [49], [55]. Pro použití při učení 
neuronové sítě on-line existují i rekurzivní modifikace těchto off-line metod [57]. 
Přehled a různé varianty těchto tréninkových metod lze najít i v [56]. 
Z hlediska možného využití v adaptivním řízení se dále se zaměříme pouze na 
on-line algoritmy učení, které budou rychlé a nebudou příliš výpočetně náročné, protože 
je bude nutné vykonávat v každém časovém kroku. Vhodným kandidátem je metoda 
backpropagation, která je bezesporu jednou z nejpopulárnějších metod pro aktualizaci 
parametrů neuronové sítě.  
Aktualizace parametrů neuronové sítě pomocí algoritmu backpropagation probíhá 
na základě vztahu: 
 
θ
θθθ
∂
∂
−=+
),().()()1( kVkkk η  (2.11) 
kde k  je krok učení, )(kη  pak parametr učení. Jeho hodnota je volena z intervalu 
)1;0( .  
Parametr učení řídí délku kroku při aktualizaci vah (parametrů) neuronové sítě. 
Nevýhodou základní metody backpropagation je především pomalejší 
konvergence ke správným hodnotám a možnost výskytu oscilací algoritmu u chybové 
funkce s plochami s mírným sklonem, které jsou způsobeny pomalým postupem do 
místa lokálního minima kriteriální funkce. 
Výrazné vylepšení základního algoritmu představuje doplnění výrazu momentum, 
které redukuje oscilaci vah. Aktualizace parametrů nelineárního modelu je potom dána 
vztahem: 
 [ ])1()(),().()()1( −−+
∂
∂
−=+ kkkVkkk θθ
θ
θθθ αη  (2.12) 
kde 10 << α  je momentum. Momentum určuje vliv směru změny minulé 
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aktualizace parametrů na aktuální aktualizaci parametrů. Tato technika se také nazývá 
zobecněné delta pravidlo [56]. Zavedení výrazu momentum tlumí oscilace, čímž 
urychluje konvergenci parametrů. 
 
2.2. Návrh parametrů regulátoru 
Pokud jsou známy parametry modelu identifikovaného procesu, existuje řada 
metod pro určení parametrů regulátoru.  
Využívají se například metody návrhu parametrů regulátoru založené na řešení 
polynomiálních diofantických rovnic [22]. Mezi ně patří i metoda přiřazení pólů, kdy je 
regulátor navržen tak, aby stabilizoval uzavřenou regulační smyčku, přičemž 
charakteristický polynom má předem zadané póly. Tyto metody jsou velmi citlivé na 
přesný model procesu, což je při řízení reálného procesu problematické. Některé typy 
regulátorů navržených touto metodou lze najít v [8], [21] nebo v [59]. 
V průmyslové praxi ovšem regulátory nemají jednoduchou, lineární formu, 
protože různé omezovače, anti-windup funkce a jiné nelinearity způsobují, že regulátor 
je nelineární, i když jeho parametry jsou známé [14]. 
Mezi nejstarší metody určení parametrů regulátoru, založené na experimentálním 
seřízení spojitého PID regulátoru, patří Ziegler-Nicholsova (Z-N) metoda, která při 
návrhu parametrů regulátoru vychází z kritického zesílení a kritické periody kmitů 
uzavřeného regulačního obvodu. Tato metoda poskytuje velmi robustní návrh konstant 
PID regulátoru. Již v roce 1942 Ziegler a Nichols navrhli dvě základní metody pro 
určení kritických parametrů uzavřeného regulačního obvodu, které jsou použitelné pro 
přechodovou charakteristiku procesu ve tvaru písmene „S“. První je metoda otevřeného 
regulačního obvodu, kdy jsou kritické parametry vypočteny na základě dvou 
měřitelných parametrů odezvy neznámého procesu na jednotkový skok. Druhou 
metodou je metoda uzavřeného regulačního obvodu – v uzavřeném regulačním obvodu 
proporcionálním regulátorem měníme zesílení regulátoru tak, abychom systém dostali 
na mez stability – z regulační odezvy lze odečíst příslušné kritické parametry [28].  
V pracích [8], [37] a [39] byla zveřejněna modifikovaná Z-N metoda pro 
seřizování číslicových PSD regulátorů, která je vhodná pro on-line návrh parametrů 
řídicího algoritmu v adaptivním řídicím systému. Fyzikální pohled na nastavování 
parametrů PID regulátorů pomocí metody Z-N obsahuje práce [38]. 
Z českých autorů se nastavení regulátorů vycházející z Z-N metody zabývá např. 
[8], [27], a [37], několik postupů lze najít i v [36]. 
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3. Cíle dizertace 
Primárním cílem práce je zlepšit kvalitu řízení adaptivními algoritmy a přispět 
k rozšíření adaptivních systémů do praxe.  
S tím souvisí snaha minimalizovat problémy spojené s adaptivním řízením za 
pomoci moderních metod řízení. Dále si práce klade za cíl vylepšit kvalitu řízení 
adaptivních systémů s ohledem na rušivé vlivy přítomné při řízení reálného procesu, a to 
takovým způsobem, aby byl tento řídicí algoritmus implementovatelný a použitelný 
v prostředí průmyslového řízení. 
Pozornost je zaměřena především na hodnotnou identifikaci procesu tvořící základ 
kvalitního adaptivního řízení. Při identifikaci procesu v adaptivním systému máme 
k dispozici pouze vstupy a výstupy z procesu v okamžicích vzorkování spolu s několika 
apriorními informacemi o procesu. Identifikace založená na klasických metodách totiž 
vykazuje nezanedbatelné nedostatky. 
Cíle dizertační práce můžeme tedy shrnout do následujících bodů: 
1. Snahou je navrhnout nový identifikační algoritmus pro identifikaci v uzavřené 
smyčce, který bude schopný se spolu s řídicím algoritmem vyrovnat 
s kvantizačním jevem, poruchami, šumem a nelinearitami v systému, atd. Při jeho 
vývoji se nabízí možnost využít znalosti moderních metod řízení. Navržený 
identifikační algoritmus musí nějakým způsobem přispět k zlepšení regulačního 
děje oproti stávajícím adaptivním technikám, aby bylo zaznamenáno zlepšení 
kvality řízení. 
2. Použít navržený identifikační algoritmus v adaptivních systému, aby bylo možné 
sledovat a porovnávat jeho vlastnosti při řízení procesů vzhledem ke klasickým 
identifikačním metodám v adaptivním řízení. 
3. V adaptivním systému v kombinaci s novým identifikačním algoritmem použít 
kromě často používaného Takahashiho regulátoru (5.1) jako řídicího algoritmu 
v adaptivních systémech některé kvalitní řídicí algoritmy vhodné pro klasické 
pevně nastavené regulátory. 
4. Provést ověření nového identifikačního algoritmu v rámci adaptivního systému 
při působení poruchových signálů, nelinearit, šumu a při přítomnosti 
kvantizačního jevu přímo na simulačních i reálných procesech. Dále prozkoumat 
vliv periody vzorkování a schopnost algoritmu pracovat na různých výkonových 
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hladinách. 
5. Úspěšně implementovat nový identifikační algoritmus v rámci adaptivního 
systému do programovatelného  automatu a využít ho při řízení reálných procesů. 
6. Vyvinout nástroj pro snadnou verifikaci identifikačního algoritmu v rámci 
adaptivního systému, v němž by bylo možné výsledky vzájemně porovnávat 
a analyzovat. Nástroj musí být univerzální pro širokou škálu řídicích algoritmů 
a musí umožňovat práci v reálném čase, aby byl použitelný při přímé 
implementaci verifikovaného algoritmu do programovatelného automatu. 
 
Obsahem následujících kapitol je plnění cílů dizertační práce. 
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4. Nový identifikační algoritmus pro identifikaci 
v uzavřené smyčce 
Nový identifikační algoritmus je považován za stěžejní část celé práce. 
Důvodem pro vývoj nového identifikačního algoritmu použitelného pro adaptivní 
řízení byly především nedostatky klasické identifikace, díky nimž je velmi omezena 
možnost rozšíření adaptivních systémů do praxe. 
Základní myšlenkou bylo využít znalosti moderní teorie řízení a navrhnout 
algoritmus, který bude funkční, stabilní, ale na druhou stranu výpočetně příliš 
nenáročný, rychlý, numericky spolehlivý a dostatečně rychlý tak, aby nekladl žádné 
speciální požadavky na programovatelný automat (řídicí systém), do kterého bude 
implementovaný. Tyto požadavky vycházejí především z požadavku adaptivních 
algoritmů na identifikaci neznámého procesu v reálném čase. 
Identifikační algoritmus bude samozřejmě pracovat v uzavřené smyčce, s čímž 
souvisí specifické požadavky a nároky kladené na identifikaci (viz. kap. 2.1.1). 
Jedním z výstupů identifikačního algoritmu by měly být i parametry neznámého 
procesu, aby bylo možné na základě nich navrhnout odpovídající parametry řídicí části 
adaptivního algoritmu. 
Navíc musí nějakým způsobem ve spojení s vhodným řídicím algoritmem přispět 
ke zlepšení kvality regulačního děje, tj. nejlépe odstraňovat nedostatky klasické 
identifikace.  
Požadavky kladené na nový identifikační algoritmus jsou opravdu vysoké a není 
jednoduché je splnit. 
Moderní teorie řízení ovšem představuje zcela nový přístup a pohled 
na automatizaci. 
Dovoluji si tvrdit, že v současné době je oblast klasické identifikace lineárních 
systémů zcela bezkonkurenčně a velmi podrobně prozkoumána a probádána, takže 
existuje jen velmi malá pravděpodobnost úspěchu na tomto poli. 
Mnohem širší pole působnosti nabízí teorie nelineárních systémů, jejich 
identifikace je ale často velmi složitá.  
O identifikaci  s využitím nelineárního modelování je přesto vhodné uvažovat 
i v případě adaptivního řízení, protože identifikovaný proces je vlivem omezených 
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rozsahů A/D a D/A převodníků číslicového řídicího členu nelineární. 
Pokud bychom se inspirovali u moderních přístupů k řízení, jako velmi zajímavá 
varianta se v tomto ohledu nabízí neuronová síť. Neuronová síť má schopnost průběžně 
měnit své vlastnosti tak, aby aproximovala nelineární systémy proměnné v čase. Mezi 
nejdůležitější vlastnosti neuronových sítí patří jejich schopnost generalizace. 
Nabízí se i vzdálená podobnost s adaptivními systémy, kdy u neuronových sítí 
jsou ve fázi učení parametry sítě pravidelně aktualizovány na základě předložených 
vzorů. Analogicky k tomuto adaptivní systémy v každém kroku přizpůsobují svoje 
parametry změnám vnějších podmínek, které jsou také promítnuty do dat měřených na 
reálném procesu. Navíc neuronová síť je vlastně typem nelineárního modelu se 
specifickými (nelineárními) identifikačními algoritmy pro odhad parametrů sítě ve fázi 
učení (metodami učení, tréninkové algoritmy). Ovšem samozřejmě existují i méně 
populární vlastnosti spojené s neuronovou sítí, jako je například přetrénování apod. 
[47]. 
Především tato podobnost vedla k myšlence využít některých vlastností neuronové 
sítě při vývoji nového identifikačního algoritmu. 
Základní struktura nového identifikačního algoritmu v kontextu s celým 
adaptivním algoritmem je na Obr. 4.1. 
 
 
Obr. 4.1: Blokové schéma adaptivního algoritmu s novým identifikačním algoritmem 
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Výzkum byl samozřejmě spojen s řadou testů a ověřování, než mohl být vyvinut 
tento nový identifikační algoritmus.  
 
Označme  
 
[ ]Tnj21 vvvv LL=V   (4.1) 
parametry nelineární části modelu, 
 [ ]Tni21 wwww LL=W   (4.2) 
parametry lineární části modelu a analogicky 
 
[ ] [ ]TT aaabbb
AB n21n21nj21 ˆˆˆ
ˆˆˆ LLLL == θθθθθ  (4.3) 
parametry linearizovaného modelu procesu (4.4) (model typu ARX), kde BA nnn += ,  
Bn  je řád polynomu v čitateli linearizovaného přenosu modelu, An  je řád polynomu 
ve jmenovateli linearizovaného přenosu modelu (4.4).  
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Strukturu modelu procesu používaného v novém identifikačním algoritmu pak lze 
popsat  takto: 
 )()()()(
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)(ˆ )()( kkkke
hky TT
kkT
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=
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 (4.5) 
Všimněme si, že struktura modelu lze rozdělit na nelineární a lineární část (4.6): 
 )()()(ˆ kykyky linnlin=   (4.6) 
Nelineární část modelu je tvořena sigmoidní funkcí se strmostí λ , která nabývá 
hodnot z intervalu ( )h,0 . Vliv a význam penalizačního parametru h  bude diskutován 
dále. Lineární část modelu tvoří klasický ARX model. 
Vstupem do identifikační části adaptivního algoritmu je regresní vektor 
 [ ]Tnkykynkukukuk )()1()()2()1()( AB −−−−−−−= LLϕ , (4.7) 
výstupem je vektor parametrů linearizovaného modelu (4.3). 
Na první pohled je patrná jistá podobnost ke zmiňované neuronové síti. Z této 
podobnosti vyjdeme a jako identifikační metodu pro tento model použijeme algoritmus 
vycházející z nejznámější metody pro učení neuronové sítě, což je vlastně metoda 
hledání minima nelineární funkce, kterou je backpropagation s výrazem momentum 
(2.12). Tento algoritmus byl vybrán hlavně z toho důvodu, že se jedná o rychlý, 
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výpočetně nenáročný on-line identifikační algoritmus. Rychlost, nenáročnost a on-line 
verze jsou hlavní důvody, proč byla tomuto algoritmu dána přednost před jinými 
metodami. Tyto vlastnosti převáží i nad některými jeho nedostatky, které jsou částečně 
potlačeny právě výrazem momentum (viz. kap. 2.1.3). 
Tento model pro identifikaci obsahuje n2  neznámých parametrů, kterými jsou 
parametry lineární části modelu W  a parametry nelineární části modelu V , na jejichž 
základě se pak vypočítávají parametry linearizovaného modelu θ , přesto se jedná 
o výpočet velmi rychlý, spolehlivý a nikterak časově náročný. 
Hodnoty koeficientů λ  η , α  a výchozí hodnoty parametrů )0(W  a )0(V  jsou 
totiž zvoleny univerzálně a není je třeba u každého procesu měnit, což je velmi příjemná 
vlastnost. Tato vlastnost je využita při ověřování algoritmu na všech použitých 
procesech. Tím dochází k výrazné redukci volitelných parametrů, jejichž nastavení je 
často časově velmi náročné a výpočet parametrů nově představeného modelu se tím 
stává velmi jednoduchým. Připomeňme, že u klasických metod identifikace je nutné 
výchozí nastavení upravovat. 
Identifikační algoritmus lze tedy obecně shrnout do následujících kroků: 
1. výpočet aktuálního výstupu modelu na základě hodnot parametrů vypočtených 
v minulém kroku  
2. výpočet hodnoty kritéria dle (2.6)  
3. výpočet aktuálních hodnot parametrů )(kW , )(kV  
4. výpočet aktuálních hodnot parametrů linearizovaného modelu )(kθ  
5. výpočet aktuálního výstupu z modelu )(ˆ ky  dle (4.5) 
Další velmi přínosnou vlastností nového identifikačního algoritmu je přítomnost 
penalizačního koeficientu h , význam tohoto koeficientu se plně promítne až v kontextu 
adaptivních systémů, protože tento parametr umožňuje přizpůsobit vlastnosti systému 
dle aktuálních požadavků na regulační děj. Podrobnější rozbor tohoto parametru spolu 
s konkrétními ukázkami je uveden v kap. 7.3.1. 
Zde uvádíme doporučený postup k co možná nejvhodnější volbě parametru h . 
Jako dostačující pro většinu procesů se jeví volba parametru h  v rozmezí 
Ζ∈= hh ,10;1 . Penalizační parametr h  působí v daném procesu jako filtrační 
článek – se zvětšující se hodnotou parametru se zvyšuje vliv tlumení průběhů daného 
procesu, zpomaluje se přechodový děj. Z tohoto lze odvodit přibližný postup pro 
nastavení hodnoty penalizačního parametru h . 
Pokud máme apriorní informace o řízeném procesu, že daný proces je kmitavý, 
náchylný k nestabilitě nebo obsahuje astatismus, je vhodné zvolit jako počáteční 
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hodnotu parametru 6=h  (resp. 7=h ). V ostatních případech, nebo pokud žádné 
informace o neznámém procesu nemáme, volíme 4=h  (resp. 3=h ). Jemnější doladění 
parametru provedeme v závislosti na konkrétním chování řízeného procesu. 
Výstupem nového identifikačního algoritmu jsou i parametry linearizovaného 
ARX modelu θ . Díky tomu lze tento identifikační algoritmus použít v adaptivním 
systému pro následný výpočet parametrů řídicího algoritmu a akčního zásahu. 
Vlastnosti, schopnosti a chování nového identifikační algoritmu budou tedy dále 
demonstrovány při použití v adaptivním systému na řadě simulačních a především 
reálných modelů. Bude dokázáno, že tento identifikační algoritmus v mnohém 
překonává klasické metody identifikace a spolu s vhodným řídicím algoritmem tvoří 
mocný nástroj pro využití v adaptivních systémech. 
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5. Adaptivní algoritmus s novým přístupem 
k identifikační části 
Vlastnosti adaptivního řídicího algoritmu jsou z převážné většiny závislé na 
schopnosti adaptivního systému identifikovat řízený proces. Při sebelépe navrženém 
řídicím algoritmu vycházejícím z parametrů nedostatečného modelu, který neodpovídá 
reálnému procesu v aspektech důležitých pro řízení, nemůžeme nikdy dosáhnout 
kvalitní regulace.  
Stávající adaptivní algoritmy jsou převážně založené na klasických metodách 
identifikace. Tyto metody s sebou ale přináší řadu problémů a omezení. Jmenujme 
nejdůležitější z nich. Mezi základní předpoklady kvalitní identifikace založené na 
klasických metodách minimalizace kritéria (2.6) patří nezávislost poruchových signálů 
a šumu na vstupních datech, přítomnost šumů pouze s nulovou střední hodnotou, šumů 
s Gaussovským rozložením. V opačném případě dochází při identifikaci klasickými 
metodami k vychýlenému odhadu parametrů. Jak bude ukázáno dále, tyto předpoklady 
podmínky není možné při řízení reálného modelu splnit. Částečně se toto řeší volbou 
delší periody vzorkování, která působí jako filtrační článek vůči poruchám a šumům, je 
to ovšem na úkor kvality řízení celého adaptivního algoritmu. 
Obecné požadavky na adaptivní řídicí algoritmus pro řízení reálných procesů 
můžeme shrnout do následujících bodů: 
1. Adaptivní řídicí systém by měl pracovat s krátkou periodou vzorkování i při 
výskytu poruchových signálů a šumu působících na proces, což je otázka týkající 
se hlavně identifikační části, která při použití klasických metod identifikace 
vyžaduje při přítomnosti poruch a šumu delší periodu vzorkování, která působí 
jako filtrační článek. 
2. Adaptivní řídicí systém, konkrétně jeho identifikační část, by měla být schopna 
vypořádat se s kvantizačním jevem v systému způsobeným přítomností A/D 
a D/A převodníků. Poruchy způsobené kvantováním vstupních veličin řídicího 
členu nejsou nezávislé na vstupním signálu do A/D převodníku, a tedy nemůžou 
být považovány za nezávislý aditivní šum. Dále nemůžou být také považovány za 
Gaussovský nebo bílý šum, protože jsou přímo odvozeny ze vstupu převodníku. 
To znamená, že tento šum je deterministický a je možno ho predikovat. 
Například chyba má větší vliv, pokud amplituda vstupu do převodníku je menší 
[49]. 
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3. Adaptivní řídicí algoritmus by měl být robustní a umět se adaptovat na změnu 
dynamiky systému a zároveň se vypořádat i s typickými poruchovými signály 
působícími na reálný proces. S tím souvisí vlastnosti identifikační části, která 
musí produkovat výsledky za různých pracovních podmínek procesu (např. 30 %, 
70 %, 100 % požadovaného výkonu, a to i v období relativního stacionárního 
stavu, při poruchách nebo přechodech mezi různými stavy). 
4. Řídicí algoritmus pro použití na reálných procesech by neměl produkovat 
kmitavý akční zásah z důvodu ochrany akčních členů. 
5. Identifikační i řídicí algoritmus adaptivního systému musí být numericky 
spolehlivý, dostatečně rychlý, a přitom nesmí být složitý, aby musí ho být možné 
implementovat do programovatelného automatu. 
 
Je více než jasné, že většinu z těchto požadavků není možné s využitím klasických 
metod identifikace v adaptivních systémech splnit. Není tedy divu, že se práce zaměřuje 
do této části adaptivního algoritmu. 
V předchozí kapitole byl představen nový identifikační algoritmus pro identifikaci 
v uzavřené smyčce. A právě tento algoritmus je velmi vhodný pro použití v identifikační 
části adaptivního systému a je schopen minimálně z velké části splnit požadavky 
kladené na adaptivní řídicí systém. 
Ověření schopností a chování nového identifikačního algoritmu pro identifikaci 
v uzavřené smyčce provedeme v rámci adaptivního systému a tím můžeme zároveň 
komplexně prověřit i vlastnosti celého adaptivního algoritmu s novým přístupem 
k identifikaci. 
Vytvořme tedy adaptivní systém, jehož identifikační část tvoří nový identifikační 
algoritmus představený v kap. 4, tak abychom předvedli jeho vlastnosti a schopnosti při 
řízení především reálných procesů i v kontextu se stávajícími adaptivními algoritmy 
založenými na klasické identifikaci. 
Adaptivní řídicí algoritmus ovšem netvoří jen identifikační část, i když ta 
představuje „mozek“ celého adaptivního algoritmu. Nezanedbatelný vliv má i řídicí 
algoritmus, velmi důležité je zvolit správnou kombinaci identifikačního a řídicího 
algoritmu.  
V současnosti existuje pro klasické pevně nastavené regulátory řada kvalitních 
řídicích algoritmů, proto je na místě úvaha využít takto ověřené řídicí algoritmy 
v adaptivním řízení. 
Z algoritmů pro pevně nastavené klasické regulátory uveďme ty, které jsou 
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použity v této práci: 
1. Takahashiho regulátor - typický S-PD regulátor: 
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vzorkování. 
2. PSD regulátor s filtrací derivační složky a omezením překmitu výstupní 
veličiny při změně žádané hodnoty, pracující na principu S-PD regulátoru, 
prezentovaný např. v [37]: 
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Pro 0=β  získáme S-PD regulátor s filtrací derivační složky, pro 1=β  diskrétní 
PS-D regulátor. Zesilovací činitel N  nabývá hodnot od 3 do 20 v závislosti velikosti 
rušivých signálů v systému. 
3. nejnovější varianta PSD regulátoru s vylepšením filtrace derivační složky 
označená PSD s IAI („Impulse Area Invariant“) a publikovaná v [42]: 
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Pro 0=β  opět získáme S-PD regulátor, pro 1=β  diskrétní PS-D regulátor. 
Zesilovací činitel N  nabývá hodnot od 3 do 20 v závislosti velikosti rušivých signálů 
v systému.  
Využití těchto algoritmů pro klasické pevně nastavené regulátory v adaptivním 
algoritmu umožňuje on-line výpočet kritických parametrů systému pomocí 
modifikované metody zjištění kritických parametrů systému uvedené v [8]. Pro výpočet 
parametrů PK , IT , DT  použijeme známé vztahy odvozené pány Zieglerem a Nicholsem 
(5.4), resp. upravené vztahy pro kmitané děje zveřejněné v práci [38] (5.5). 
 kritP 6,0 KK = , kritI 5,0 TT = , kritD 125,0 TT =    (5.4) 
 kritP 3,0 KK = , kritI TT = , kritD 125,0 TT =    (5.5) 
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Jako řídicí část adaptivního algoritmu tedy použijme výše uvedené řídicí 
algoritmy.  
Typický stávající adaptivní systém je tvořen identifikační částí založenou na 
klasické identifikační metodě nejmenších čtverců s exponenciálním zapomínáním a jako 
řídicí část je použit Takahashiho regulátor. Za představitele stávajících adaptivních 
systémů tedy považujme adaptivní systém, jehož identifikační část je tvořena rekurzivní 
metodou nejmenších čtverců s exponenciálním zapomínáním, řídicí část tvoří 
Takahashiho regulátor. Eventuální možností je jako identifikační část adaptivního 
systému použít metodu nejmenších čtverců s odmocninovým filtrem LDFIL pro rozklad 
kovarianční matice. Pokud by tento adaptivní systém vykazoval výrazně lepší výsledky 
než systém s metodou nejmenších čtverců s exponenciálním zapomínáním, bude jako 
zástupce stávajících adaptivních technik použita při porovnávání s vlastnostmi 
adaptivního systému s novým přístupem k identifikaci tato varianta. 
Jedním z cílů dizertační práce je využít v adaptivním systému řídicí algoritmy pro 
klasické pevně nastavené regulátory. Toto splníme vytvořením adaptivního systému 
s novou identifikací, v němž jako řídicí algoritmus použijeme S-PD s IAI (5.3). Zároveň 
dále zjistíme, že tato volba je velmi přínosná. V dalším textu budeme tedy pod pojmem 
adaptivní algoritmus s novým přístupem k identifikaci chápat tuto kombinaci. 
Při porovnávání vlastností adaptivních algoritmů se vyskytnou i jiné varianty 
adaptivních systémů (např. klasická identifikace + S-PD regulátor s IAI nebo nový 
identifikační přístup + Takahashiho regulátor). Všechny tyto varianty mají zdůraznit 
chování nového identifikačního algoritmu a zároveň vyloučit, že by kvalitní regulační 
děj byl zásluhou pouze jiného řídicího algoritmu v řídicí části adaptivního systému. 
Pokud budou tyto varianty použity, budou srozumitelně označeny a okomentovány. 
Řídicí algoritmus PSD s filtrací derivační složky (5.2) je v této práci uveden 
hlavně ze studijních důvodů, protože varianta PSD regulátoru s IAI (5.3) byla 
zveřejněna nedávno a bylo přitom dokázáno, že v některých případech vykazuje lepší 
vlastnosti než původní varianta s derivací filtrační složky. Bude tedy zajímavé porovnat 
oba řídicí algoritmy při řízení reálných dějů a nalézt případné rozdíly v kvalitě řízení. 
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6. Implementace adaptivního algoritmu s novým 
přístupem k identifikaci do programovatelného 
automatu 
Nedílnou součástí ověřování vlastností nového identifikačního algoritmu, který je 
součástí adaptivního systému, je implementace celého adaptivního algoritmu do 
programovatelného automatu, pomocí něhož potom dochází k řízení reálných modelů. 
Ověřování identifikačního algoritmu na simulačních modelech proběhlo ve 
vývojovém prostředí MATLAB/Simulink, ověřování identifikačního algoritmu na 
reálných modelech bylo provedeno s využitím přímé implementace algoritmu do 
programovatelného automatu.  
Při přímé implementaci je nový algoritmus nejdříve testován a verifikován na 
reálném procesu přímo ze simulačního prostředí MATLAB/Simulink bez nutnosti 
implementace tohoto algoritmu do programovatelného automatu. Algoritmus je do 
programovatelného automatu přenesen až v konečné fázi, kdy jsou odstraněny všechny 
nedostatky a chyby v řídicím kódu. Tento přístup umožňuje případné chyby nového 
algoritmu odstranit ještě před samotným přesunem tohoto algoritmu do PLC, čímž se 
značně ušetří čas potřebný k implementaci, zrychlí se vývoj složitých heterogenních 
řídicích algoritmů a usnadní se jejich použití z důvodu jednoznačného prokázání jejich 
funkčnosti.  
Adaptivní algoritmus s novým přístupem k identifikaci je implementován do 
programovatelného automatu firmy B&R řady System 2005. Konkrétní konfigurace 
programovatelného automatu závisí na typu použitého reálného modelu. Všechny 
konfigurace jsou složeny z kombinace následujících modulů: 
1. centrální jednotka CPU360 (3CP360.60-2) - CPU, 32 MB DRAM; 512 KB 
SRAM; 256 KB pro ostatní data; vyměnitelná paměť Compact Flash; 1 místo 
ve slotu pro PCI moduly; 1 rozhraní RS232; 1 rozhraní Ethernet 
10/100 Base-T 
2. napájecí zdroj PS465 (3PS465.9) - s rozšířeným slotem; vstupní stejnosměrné 
napětí 24 V v rozsahu 18 - 30 VDC;  maximální proud 3,5 A; výkon 50 W 
3. I/O smíšený modul DM486 (3DM486.6) - 16 digitálních vstupů, 24 V, 1 ms; 
16 FET výstupů, 24 V, 0.5 A 
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4. univerzální smíšený modul UM161 (3UM161.6) - 1x4 analogových 
vstupů ±10 V, 14 bitů; 1x3 analogových výstupů ±10 V, 12 bitů; 
1x14 digitálních vstupů 24 V, 1 ms; 1 digitální výstup 24 V, 2 A, 500 µs; 
1 digitální výstup 24 V, 10 mA, 10 µs, oba výstupy lze použít i jako vstupy 
 
Přímá implementace do programovatelného automatu firmy B&R byla realizována 
s použitím vlastní komunikační knihovny. Spočívá ve vložení bloku mk_pvi (reálný 
model procesu) z dané komunikační knihovny do schématu v prostředí 
MATLAB/Simulink a nastavení jeho parametrů. Tento blok zprostředkovává 
komunikaci s reálným modelem přes programovatelný automat a zastupuje tedy řízený 
proces. Na Obr. 6.1 je znázorněn příklad zapojení bloku, zde konkrétně při přímé 
implementaci adaptivního algoritmu s novým přístupem k identifikaci do 
programovatelného automatu, na Obr. 6.2 je pak možnost nastavení parametrů bloku 
mk_pvi, vytvářející logovací soubor, v případě nedodržení periody vzorkování není 
komunikace ukončena.  
 
 
Obr. 6.1: Zapojení bloku zastupujícího řízený proces při použití reálného modelu 
Dalším krokem je nastavení parametrů v inicializačním souboru mk_pvi.ini, který 
obsahuje data potřebná k navázání komunikace. V programovatelném automatu je 
nahrán projekt přiřazující jména vstupů a výstupů uvedených v inicializačním souboru 
svým vstupním a výstupním veličinám. Po spuštění simulace by při správném nastavení 
měla probíhat regulace reálného modelu v reálném čase pomocí programovatelného 
automatu. Podrobnější informace lze nalézt v [29]. 
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Obr. 6.2: Dialogové okno bloku mk_pvi pro nastavení parametrů 
  
V poslední fázi přímé implementace dochází k přesunu již odladěného nového 
algoritmu ze simulačního prostředí do programovatelného automatu. Proto je třeba už 
při tvorbě nového algoritmu v simulačním prostředí myslet na pozdější implementaci do 
programovatelného automatu. Z toho důvodu je výhodné vyvíjet nový algoritmus 
v takovém jazyce (pokud je to možné), který zaručí přenositelnost algoritmu mezi 
simulačním prostředím a programovatelným automatem a ušetří tak čas potřebný 
k vývoji algoritmu. 
Výše uvedené postřehy byly při vývoji algoritmu brány v potaz, a proto byl celý 
adaptivní algoritmus včetně nového přístupu k identifikační části byl vyvinut v jazyce 
ANSI C. Takto navržený algoritmus pak není závislý na použitém simulačním prostředí, 
navíc je současným trendem expanze tohoto jazyka do oblasti průmyslové automatizace. 
V případě použití simulačního prostředí MATLAB/Simulink je tento formální jazyk 
navíc prostředníkem pro programovatelný automat B&R.  
Implementace adaptivního algoritmu s novým přístupem k identifikaci a tedy 
i vlastního identifikačního algoritmu pro identifikaci v uzavřené smyčce do 
programovatelného automatu se stala pouze formalitou.  
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7. Praktické poznatky z ověřování nového přístupu 
k identifikaci v rámci adaptivního systému 
Další, neméně důležitá, část práce vychází ze zkušeností s chováním obecně 
nového algoritmu při jeho ověřování v praxi. Pro praktické použití je tato část vývoje 
nového algoritmu nepostradatelná.  
Zde budou zkoumány a prověřovány vlastnosti nového identifikačního algoritmu 
v rámci adaptivního systému, tedy i samotného adaptivního systému, a bude sledováno 
jeho chování při řízení různých typů simulačních a reálných modelů. Sada modelů byla 
vybrána tak, aby obsáhla co nejširší oblast možných typů procesů, se kterými je možné 
potkat se v praxi. 
V rámci ověřování vlastností nového identifikačního algoritmu bude sledováno 
i plnění požadavků kladených na adaptivní řídicí algoritmus z kap. 5., např. zkoumání 
vlivu periody vzorkování, schopnosti identifikačního algoritmu poskytovat výsledky při 
různých výkonových úrovních procesu apod.  
Součástí zkoumání chování nového identifikačního algoritmu bude i srovnání 
kvality řízení stávajících adaptivních systémů a adaptivního systému s novým přístupem 
k identifikaci. 
Před fází sledování vlastností nového identifikačního algoritmu na reálných 
modelech došlo k úspěšné implementaci nového algoritmu do programovatelného 
automatu. Vlastní řízení poté probíhalo přes programovatelný automat. 
Všechny níže uvedené poznatky byly získány dlouhodobým ověřováním nového 
identifikačního algoritmu. 
 
7.1. Modely pro ověření algoritmu 
Tato část obsahuje stručnou charakteristiku simulačních i reálných modelů 
použitých pro ověřování vlastností nového identifikačního algoritmu. Každý model má 
přiřazeno unikátní označení (S1 – S5, R1.1 – R3.3), pod kterým pro větší přehlednost 
vystupuje v dalším textu.  
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7.1.1 Simulační modely 
Účinným způsobem, jak vyzkoušet chování a robustnost řídicího algoritmu, je 
použít sadu systémů pro testování regulátorů. Tato sada je uvedena v práci [5], výtah 
z těchto sad zastupující typické průmyslové procesy lze najít také v [27].  
Této sady bylo využito i při ověřování nového identifikačního algoritmu v rámci 
adaptivního systému. Na základě provedených testů, můžeme prohlásit, že ověření 
tohoto adaptivního algoritmu bylo úspěšně provedeno na převážné většině uvedených 
benchmarkovských soustav se všemi hodnotami volitelných parametrů.  
Kvůli omezenému rozsahu práce jsou zde použité řízené procesy vybrány ze sady 
soustav uvedené v [5]. Parametry jsou voleny tak, aby dané procesy byly složitější pro 
regulační proces. Soustavy byly vybrány následovně: 
S1. systém s časovou konstantou 11 =T  se zesílením 11 =K  a pomalou 
časovou konstantu 202 =T s velkým zesílením o velikosti 102 =K  
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S2. systém druhého řádu s dopravním zpožděním 
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S3. systém s násobnými póly 
 4n,)1(
1)( 3nS3 3 =+= ssF  (7.3) 
S4. systém čtvrtého řádu 
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S5. systém s nulou v nestabilní oblasti 
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7.1.2 Reálné modely 
Nový identifikační algoritmus byl testován i na reálných modelech. K dispozici 
byly čtyři typy reálných modelů, na nichž bylo možné ověřovat algoritmus při řízení 
hned několika veličin. 
R1. Model teplovzdušné pece 
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Fyzikální model pece je navrhnut pro praktickou ukázku regulace teploty v peci. 
Laboratorní model teplovzdušné soustavy je vícerozměrný dynamický systém. Jeho 
schéma je na Obr. 7.1.  
Model je připojen k programovatelnému automatu B&R, který ovládá jeho akční 
členy a měří signály ze snímačů. Napětí akčních členů i snímačů regulovaných veličin je 
normováno na V100 − .  
Soustava se skládá ze tří akčních členů: žárovky, která ovlivňuje teplotu a jas 
v tunelu, a dvou větráků – velkého, který způsobuje proudění vzduchu v ose tunelu, 
a malého, který je kolmý na osu a ochlazuje žárovku. V tunelu můžeme ovlivňovat 
celkem tři veličiny: teplotu v tunelu (měřena třemi termistory v různé pozici vůči 
žárovce), průtok vzduchu (měřený vrtulkovým průtokoměrem (dále jen vrtulka) a 
 odporovým anemometrem) a světelný tok (měřeno fotoodporem) .  
Uvnitř modelu je umístěn jeden teplotní odporový snímač, který zajišťuje 
informaci o teplotě. Ventilátory určené pro odvádění tepla z termočlánků zároveň zajistí 
promíchání vzduchu v modelu, a tím zajistí téměř stejnou hodnotu teploty vzduchu  
v kterémkoli  místě vytápěného prostoru. 
Ověření nového identifikačního algoritmu proběhlo při řízení následujících SISO 
subsystémů teplovzdušné soustavy:  
R1.1 žárovka – termistor 
Napětí přiváděné na žárovku ovlivňuje teplotu v tunelu. K dispozici jsou tři měřicí 
místa – termistory v různé vzdálenosti od žárovky. Jako poruchu lze v tomto režimu 
použít proudění vzduchu způsobené oběma větráky. Tato poruchová veličina je 
měřitelná průtokoměry. Další, tentokrát neměřitelnou poruchou, je teplota okolí a 
především měřicí proud. Termistor totiž nepracuje v ryze bezproudém režimu a při delší 
době měření dochází k jeho oteplování. Tato chyba má charakter teplotního driftu a 
nezřídka činí i V5,2 . K eliminaci tohoto jevu může posloužit větráček, který kromě 
žárovky ochlazuje i částečně termistory. Systém žárovka – termistor má dynamiku 
prvního řádu. 
R1.2 větrák – vrtulka  
Pomocí otáček větráku řídíme proud vzduchu proudící tunelem. Ten roztáčí 
vrtulku snímače průtoku, jejíž otáčky jsou snímány čidlem. Otáčky jsou úměrné průtoku 
vzduchu. Jako poruchovou veličinu můžeme uvažovat pouze proudění způsobené 
větráčkem, tento příspěvek je ale relativně malý. Zapnutí žárovky má pak vliv téměř 
nepatrný. Systém větrák – vrtulka má dynamiku druhého řádu. 
R1.3 větrák - žárovka 
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Teplota žárovky je silně ovlivňovaná prouděním vzduchu, který ji ochlazuje, proto 
má i přenos systému záporné zesílení. Dynamika je třetího řádu. 
 
 
Obr. 7.1: Schéma teplovzdušné soustavy 
R2. Model trubice 
Model (Obr. 7.2) je tvořen průhlednou svislou trubicí, ve které se díky působení 
větráčku pohybuje velmi lehký předmět (pingpongový míček, kelímek,…). Poloha 
předmětu ve válci je snímána čidlem. Poloha předmětu ve válci je ovlivňována 
průtokem vzduchu válcem, který je řízen pomocí otáček ventilátoru ve spodní části 
trubice. Jako neměřitelnou poruchu můžeme uvažovat odpor prostředí, gravitační sílu 
působící na předmět. Systém má obecně dynamiku s astatismem. 
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Obr. 7.2: Model trubice 
 
R3. Laboratorní přípravek  
Laboratorní přípravek modeluje řadu reálných procesů, záleží na jeho aktuálním 
nastavení. Nastavení se provádí pomocí tří přepínačů umožňujících volit přibližné 
chování přípravku volbou časových konstant, zesílení, resp. astatismu. Obecně lze tento 
přípravek použít pro modelování reálných procesů následujícího typu: 
  2,1;1;5,0;2,0,3..0,)1)(1)(1(
1)( 31
321
rR3 =−=+++
= TTr
sTsTsTs
sF  (7.6) 
Tento laboratorní přípravek je velmi vhodné použít pro ověření řídicích algoritmů, 
protože zastupuje reálné procesy spolu s přítomností neměřitelných šumů, poruch 
a nelinearit a jeho chování je v mnoha směrech nepředvídatelné. 
Pro potřeby práce byly pomocí tohoto přípravku použity pro ověření nového 
identifikačního algoritmu tři soustavy. Je třeba podotknout, že se jedná opravdu o velmi 
hrubé a nastavení následujících parametrů. 
R3.1 systém třetího řádu s časovou konstantou 11 =T  a pomalou časovou 
konstantu 202 =T   
 2R3.1 )1)(110(
1)(
++
=
ss
sF  ( 7.7) 
R3.2 systém třetího řádu s násobnými póly 
Ventilátor 
PLC 
B&R 
Senzor polohy 
Míček 
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s
sF  ( 7.8) 
R3.3 systém třetího řádu 
 )13)(12)(15,0(
1)(R3.3 +++= ssssF  ( 7.9) 
 
 
7.2. Konfigurace adaptivního algoritmu s novým 
přístupem k identifikaci 
Jak již bylo řečeno, skládá se ověření nového identifikačního algoritmu ze dvou 
hlavních částí – ověření na simulačních a na reálných modelech. 
Při použití simulačních modelů se nemusíme omezit jen na sledování chování 
adaptivního algoritmu s novým přístupem k identifikaci při řízení daných simulačních 
soustav. V této fázi je také vhodné zjistit chování tohoto algoritmu při působení různých 
poruchových signálů, šumu a nelinearit, které sice vytvoříme uměle, ovšem s určitým 
reálným podkladem, a určitou představu o chování algoritmu získáme. 
Proto je při použití simulačních modelů sledováno nejen chování adaptivního 
algoritmu s novým přístupem k identifikaci vzhledem k dané simulační soustavě, ale 
také vzhledem k působení skokové poruchy působící na vstupu do procesu nebo na 
výstupu z procesu, zkoumán je i vliv kvantizačního jevu a náhodného šumu s nenulovou 
střední hodnotou tak, abychom co nejvíce obsáhli možné reálné podmínky. 
U reálných modelů působí poruchy na systém již nativně a jsou v podstatě jejich 
neoddělitelnou částí. Abychom ale vyzkoušeli vlastnosti adaptivního systému, a tedy 
i vlastnosti nového identifikačního algoritmu za „extrémních podmínek“, jsou tyto 
soustavy rušeny navíc poruchami a šumy vygenerovanými uměle. Jedná se opět 
o skokové poruchy působící na vstup do procesu, na výstupu z procesu a vliv náhodného 
šumu s nenulovou střední hodnotou. 
Pokud není uvedeno jinak, adaptivní algoritmy pracují dle následujícího 
implicitního nastavení. 
Výstup z akčního členu regulátoru je omezen na V10;10− , což je rozsah 
analogových karet řídicího systému použitého při řízení reálných soustav, rozlišení A/D 
převodníku je 12 bitů. Adaptivní algoritmus pracuje s  periodou vzorkování 0,1 s.  
Na vstup řízeného procesu je přiváděn Gaussovský šum 1v  se střední hodnotou 
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V1  a rozptylem V005,0 , na výstup zase skoková porucha 2v  o velikosti V5,0 . 
U simulačních modelů navíc zároveň s poruchou 1v  působí na výstup skoková porucha 
3v  o velikosti V1 . 
Pro porovnání vlastností nového identifikačního algoritmu v rámci adaptivního 
systému byl použit zástupce stávajících adaptivních algoritmů, popřípadě další typy 
adaptivních algoritmů tak, jak je uvedeno v kap. 4. 
Identifikační a tedy i adaptivní algoritmus je nakonfigurován včetně počátečního 
nastavení tak, že ho lze použít pro všechny testované procesy bez změny výchozího 
nastavení. Velmi významným parametrem je již výše zmiňovaný penalizační parametr 
h , pomocí něhož můžeme ovlivnit tvar přechodové charakteristiky výstupu z procesu, 
což je velice užitečná věc, protože máme možnost v určitých mezích přizpůsobit 
adaptivní řídicí algoritmus konkrétním požadavkům; z praxe víme, že někdy 
požadujeme rychlý přechodový děj i za cenu několika překmitů žádané hodnoty, jindy je 
nutná regulace bez překmitu. 
V novém identifikačním algoritmu je linearizovaný ARX model identifikovaného 
procesu volen třetího řádu, což se při jeho ověřování v rámci adaptivního algoritmu 
ukázalo jako naprosto dostačující pro všechny použité modely, které z velké části 
reprezentují průmyslové systémy, proto není důvod používat v praxi vyšší řád modelu. 
V následujícím textu a grafech se setkáme s tímto systémem značení: 
y - výstup z procesu 
u - akční zásah 
w - žádaná hodnota 
1v  - porucha působící na vstupu do procesu 
2v  - porucha působící na výstupu z procesu 
1i  - identifikační část adaptivního algoritmu tvoří nový identifikační algoritmus 
pro identifikaci v uzavřené smyčce 
 2i  - identifikační část adaptivního algoritmu je tvořena klasickou metodou 
nejmenších čtverců s exponenciálním zapomínáním 
3i  - identifikační část adaptivního algoritmu je tvořena klasickou metodou 
nejmenších čtverců s exponenciálním zapomínáním s použitím odmocninového filtru 
LDFIL 
1r  - řídicí část adaptivního algoritmu tvoří S-PD regulátor s IAI (5.3) 
2r  - řídicí část adaptivního algoritmu tvoří S-PD regulátor s filtrací derivační 
složky (5.2) 
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3r  - řídicí část adaptivního algoritmu tvoří Takahashiho regulátor (5.1) 
xh  - má smysl pouze u 1i , kde x  je nastavení penalizačního parametru h  
 
Toto značení má smysl u adaptivních systémů, které vznikly kombinací některé 
z uvedených identifikačních a řídicích metod. Nejčastěji používaný zástupce stávajících 
adaptivních technik (jako identifikační část použita metoda nejmenších čtverců 
s exponenciálním zapomínáním, jako řídicí část Takahashiho regulátor, dle systému 
značení 32ri ) bude v textu zjednodušeně označován jako SAA („stávající adaptivní 
algoritmus“), analogicky bude adaptivní systém s novým identifikačním algoritmem 
(nový identifikační algoritmus jako identifikační část a S-PD regulátor s IAI jako řídicí 
část, dle systému značení x11 hri ) označen jako NAAx („nový adaptivní algoritmus“, 
kde x je nastavení penalizačního parametru). Veškeré další kombinace identifikačních 
a řídicích metod budou identifikovány výše uvedeným systémem značení. U nového 
identifikačního algoritmu je pro jeho jednoznačný popis nutné uvádět i hodnotu 
penalizačního parametru. 
 
 
7.3. Postřehy z ověřování nového přístupu k identifikaci 
v adaptivních systémech 
Počet modelů, jež jsou v této práci zmíněny, je i přes své již značné zredukování 
deset (čtyři typy simulačních modelů a šest typů reálných modelů), ale není 
v možnostech práce diskutovat a zveřejnit všechny výsledky získané při řízení modelů, 
proto musíme zvolit kompromis. 
Jak již bylo několikrát řečeno, je obecně cílem nového algoritmu nasazení 
a kvalitní řízení v průmyslové praxi, tedy s reálnými procesy. Proto bude také reálným 
modelům a závěrům vycházejícím z těchto modelů přikládán největší důraz a budou 
v této práci rozebírány podrobněji. Výsledky spojené se simulačními modely budou 
uvedeny stručněji, protože i tak mohou dát přehled o schopnostech identifikačního 
algoritmu při řízení těch typů reálných soustav, které nebyly v reálu otestovány, navíc 
mohou sloužit pro porovnání chování algoritmu na reálném a simulačním modelu.  
Výsledky a postřehy získané ověřováním nového identifikačního algoritmu 
v rámci adaptivního systému uvedené v této části práce mohou pomoci a výrazně 
usnadnit jeho nasazování do praxe. 
Zkoumat budeme jak vliv penalizačního parametru h  na vlastnosti regulačního 
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děje, tak i  chování algoritmu při řízení procesu v různých výkonových hladinách – 
reálný systém je obecně nelineární, a proto se na různých hladinách může chovat 
naprosto odlišně a nepředvídatelně. Tato vlastnost se objevuje právě u nelineárních, 
a tedy i reálných modelů. V souvislosti s tímto bude předvedena i schopnost adaptivního 
algoritmu s novým přístupem k identifikaci řídit neznámý proces podle žádané hodnoty 
proměnné v čase, a to buď jako po částech konstantní , nebo jako po částech lineární 
funkci. 
Často diskutovaným tématem u stávajících adaptivních algoritmů je volba periody 
vzorkování. V této souvislosti se jedná především nutnost volby dlouhé periody 
vzorkování v adaptivních systémech s klasickou identifikací, což výrazně znehodnocuje 
činnost řídicí části algoritmu. Demonstrujeme tedy i vliv periody vzorkování na kvalitu 
regulačního děje adaptivního systému s novým přístupem k identifikaci, kdy, díky 
novému identifikačnímu algoritmu, tato nutnost již odpadá. 
Abychom mohli lépe posoudit schopnosti nového identifikačního algoritmu, je 
vhodné ho porovnat i s jinými identifikačními algoritmy při řízení simulačních 
a reálných modelů. 
Ještě uveďme, že při posuzování kvality řízení a vlastností identifikačního 
algoritmu v rámci adaptivního systému se budeme vycházet z rychlého přechodového 
děje s maximálně jedním překmitem, ideálně bez překmitu a nekmitavým akčním 
zásahem. 
 
7.3.1 Penalizační parametr h  a regulační děj 
Vliv penalizačního parametru h  na regulační děj je demonstrován na jedné 
simulační soustavě S3  a třech reálných soustavách R1.1, R1.2, R1.3 a R2. Sledovat 
můžeme vliv tohoto parametru na soustavu prvního (R1.1 - Obr. 7.4), druhého 
(R1.2 - Obr. 7.5), třetího řádu se záporným zesílením (R1.3 - Obr. 7.6), čtvrtého řádu 
(S3 - Obr. 7.3) a soustavu s astatismem (R2 - Obr. 7.7). Průběhy, jejichž hodnota 
penalizačního parametru h  nejvíce vyhovuje požadavku pro daný model na přechodový 
děj bez překmitu, jsou v jednotlivých grafech zvýrazněny černou plnou čarou. 
Z níže uvedených grafů je jasně vidět, jaké možnosti nám volba penalizačního 
parametru h  při řízení procesů nabízí. Pomocí něj lze v podstatě nastavit průběh 
regulačního děje podle individuálních požadavků – od rychlého přechodového děje 
s několika překmity po striktní děj bez překmitu. Volba tohoto parametru se také 
promítá do průběhů akčních zásahů i schopnosti vypořádat se s poruchovými signály 
a šumem, proto ho lze s úspěchem využít i při individuálních požadavcích na tvar 
a vlastnosti těchto přechodových průběhů. 
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Z uvedených průběhů je možné učinit několik závěrů.  
Penalizační parametr h  působí na daný proces jako filtrační článek – se zvětšující 
se hodnotou parametru se zvyšuje vliv tlumení přechodových průběhů daného procesu, 
zpomaluje se odezva systému na skokové změny působící na proces (žádaná hodnota, 
poruchy), částečně dochází ke zpomalení přechodového děje. Nízké hodnoty 
penalizačního parametru h  mohou v extrémních případech (např. při řízení velmi 
kmitavých soustav nebo soustav s astatismem) vést až k nestabilitě systému 
(R2 - Obr. 7.7). Příliš vysoká hodnota parametru h  na druhou stranu může způsobit, že 
daný systém se stane přetlumeným, což je spojeno s pomalou reakcí řídicího algoritmu 
na změnu žádané hodnoty a podstatným zhoršením regulačního děje (patrné u vyšších 
hodnot penalizačního parametru u níže uvedených soustav). Opět tedy platí, že správná 
volba penalizačního parametru může zásadním způsobem ovlivnit vlastnosti 
regulačního děje. Její doporučené nastavení vycházející z praktických zkušeností je 
uvedeno v kap. 4. 
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Obr. 7.3: Soustava S3 - Vliv volby penalizačního parametru h  na regulační děj 
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Obr. 7.4: Soustava R1.1 - Vliv volby penalizačního parametru h  na regulační děj 
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Obr. 7.5: Soustava R1.2 - Vliv volby penalizačního parametru h  na regulační děj 
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Obr. 7.6: Soustava R1.3 - Vliv volby penalizačního parametru h  na regulační děj 
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Obr. 7.7: Soustava R2 - Vliv volby penalizačního parametru h  na regulační děj 
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7.3.2 Perioda vzorkování a regulační děj 
Obecně působí perioda vzorkování (čím delší, tím lepší) u stávajících adaptivních 
algoritmů jako filtrační článek, který je nezbytný pro kvalitní identifikaci založenou na 
klasických metodách (vycházejících z metody nejmenších čtverců) kvůli filtraci 
poruchových signálů a šumu působících na proces.  
Jedním z požadavků jmenovaných v kap. 5 na kvalitní adaptivní systém pro řízení 
reálných procesů, je právě bezproblémová funkčnost identifikačního algoritmu při 
krátkých periodách vzorkování za působení poruchových signálů a šumu na proces. 
Nový identifikační algoritmus pro identifikaci v uzavřené smyčce nám v tomto 
ohledu přináší do oblasti adaptivních systémů nové možnosti, protože umožňuje bez 
problémů splnit tento požadavek. Nutnost volby delší periody vzorkování při použití 
nového identifikačního algoritmu odpadá, jak to ostatně dokazují i následující testy na 
reálných modelech. 
Problém volby periody vzorkování se v plném rozsahu projeví až při řízení 
reálných procesů. Protože ale i při testech na simulačních modelech zapojujeme do 
systému poruchové signály a šum, poslouží nám model S3 (model čtvrtého řádu) 
k demonstraci rozdílného chování adaptivních algoritmů při použití nového 
identifikačního algoritmu (Obr. 7.8) a klasické identifikační metody (Obr. 7.9) 
Obr. 7.8 a Obr. 7.9 jen potvrzují uvedené poznatky o volbě periody vzorkování. 
Při použití nové identifikační metody pro nejkratší periodu s1,0S =T , kdy má 
algoritmus nejvíce informací o procesu, je kvalita regulačního děje nejlepší, poruchové 
signály ani šum nemá na identifikaci procesu ani kvalitu regulace podstatnější vliv. 
Naopak při použití klasické metody v identifikační části adaptivního systému je patrná 
při krátkých periodách vzorkování neschopnost adaptivního algoritmu po příchodu 
poruchy a šumu řídit neznámý proces z důvodu selhání identifikace procesu. Regulační 
děj je nejlepší pro s5,1S =T , při delších periodách vzorkování (od s5,2S =T ) naopak 
řídicí část adaptivního algoritmu nemá o procesu dostatek informací a kvalita 
regulačního děje je tedy opět velmi nízká, navíc řídicí algoritmus má v případě působení 
poruchových signálů nedostatek informací, který může vést až k nestabilitě celého 
systému. Zhoršení kvality regulace v závislosti na zvětšující se periodě vzorkování platí 
i pro adaptivní algoritmy s novým přístupem k identifikaci.  
Přínos nového identifikačního algoritmu v tomto ohledu je patrný i při řízení 
reálných soustav R1.2 (Obr. 7.10) a R2 (Obr. 7.11). Chování adaptivního systému 
s novou identifikací jen potvrzuje výše uvedený závěr z řízení simulačních modelů. 
U reálného modelu R2 (systém s astatismem) se volba krátké periody vzorkování stává 
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přímo nutností. 
Shrňme si výše uvedené závěry - u adaptivních algoritmů založených na 
klasických identifikačních metodách je nutné při volbě periody vzorkování zvolit 
kompromis mezi identifikační a řídicí částí, naproti tomu u adaptivních systémů 
s novým přístupem k identifikaci obecně platí, čím menší perioda vzorkování, tím 
kvalitnější je regulační děj.  
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Obr. 7.8: Soustava S3 - Vliv periody vzorkování adaptivního algoritmu NAA5 na regulační děj 
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Obr. 7.9: Soustava S3 - Vliv periody vzorkování adaptivního algoritmu SAA na regulační děj 
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Obr. 7.10: Soustava R1.2 - Vliv periody vzorkování adaptivního algoritmu NAA4 na regulační děj 
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Obr. 7.11: Soustava R2 - Vliv periody vzorkování adaptivního algoritmu NAA4 na regulační děj 
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7.3.3 Řízení při různých výkonových úrovních procesu a na 
proměnnou žádanou hodnotu 
Nepostradatelnou vlastností adaptivního systému je schopnost pracovat na 
různých výkonových úrovních procesu. Tato vlastnost se týká opět především 
identifikační části, která musí být schopná produkovat výsledky za různých pracovních 
podmínek procesu,  a to i v období relativního stacionárního stavu, při poruchách nebo 
přechodech mezi různými stavy. Projevuje se hlavně u nelineárních systémů, proto se 
zaměříme právě na reálné modely. 
Schopnost algoritmu pracovat na různých výkonových úrovních je názorně 
prezentována při řízení reálné soustavy druhého řádu R1.2 (Obr. 7.12) a soustavy 
s astatismem R2 (Obr. 7.13). Pokud by byl řízený proces lineární, odezva adaptivního 
systému na různých výkonových úrovních procesu bude na všech úrovních analogická. 
Jasně vidíme, že na různých výkonových úrovních se daný reálný systém chová jako 
systém různých procesů. Odlišné reakce adaptivního algoritmu s novým přístupem 
k identifikaci si lze všimnout  především na přechodových charakteristikách systému 
(výstupní veličiny i akčního zásahu) od přechodového děje s jedním překmitem po 
přechodový děj bez překmitu a v různé rychlosti přechodového děje. Kvalita řízení je 
ale ve všech případech vysoká a vždy je splněn námi kladený požadavek na regulační 
děj bez překmitu, maximálně s jedním překmitem a nekmitavý akční zásah.  
U systému R1.2 při řízení na výkonové úrovni o žádané hodnotě V1  se jedná 
o řízení na hranici citlivosti systému, přesto můžeme říci, že i tak je regulační děj 
poměrně kvalitní. U systému R2 si všimněme, že různé výkonové hladiny procesu 
nemají vliv na ustálenou hodnotu akčního zásahu, rozdíl mezi různými výkonovými 
hladinami ale závisí na rychlosti přechodového děje. Opravdu se tedy tato schopnost 
nového identifikačního algoritmu pro identifikaci v uzavřené smyčce při řízení reálných 
procesů vyplatí.  
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Obr. 7.12: Soustava R1.2 – Reg. děj na různých výkonových úrovních pro adapt. algoritmus NAA4 
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Obr. 7.13: Soustava R2 – Reg. děj na různých výkonových úrovních pro adaptivní algoritmus NAA5  
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Se schopností identifikačního algoritmu kvalitně pracovat na různých výkonových 
úrovních procesu velmi úzce souvisí i řízení procesu na proměnnou žádanou hodnotu. 
Rozdíl je v tom, že identifikační algoritmus musí okamžitě reagovat a měnit své 
parametry v závislosti na změnách žádané hodnoty. 
 Jak se s tímto problémem vypořádal nový identifikační algoritmus v rámci 
adaptivního systému můžeme vidět při řízení stejných modelů jako v předchozím 
případě, tedy modelu R1.2 na Obr. 7.14 a modelu R2 na Obr. 7.15. Žádaná hodnota 
v těchto případech po částech konstantní. Průběhy výstupní i akční veličiny splňují 
požadavky na ně kladené. Nezapomínejme, že do reálného systému jsou navíc zavedeny 
umělé poruchy, abychom kompletně vyzkoušeli nový identifikační a zároveň adaptivní 
algoritmus. Zákmity akčního zásahu v čase s120  u modelu R1.2 jsou způsobeny právě 
aktivováním skokové poruchy na výstupu procesu. Tyto zákmity však postupně odezní. 
Další z variant řízení procesu na různých výkonových úrovních je i řízení na po 
částech lineární žádanou hodnotu. Jako zástupce reálných procesů je pro regulaci na tuto 
žádanou hodnotu na Obr. 7.16 použit model R1.2. Tento graf nám navíc poskytuje 
informace nejen o samotném adaptivním algoritmu s novým přístupem k identifikaci, 
ale i o schopnosti jednotlivých řídicích algoritmů vypořádat se s tímto problémem. Pro 
tento úkol byl totiž vždy použit nový identifikační algoritmus pro identifikaci 
v uzavřené smyčce, ale v různé kombinaci s řídicími systémy. Vidíme námi označovaný 
nový adaptivní algoritmus jako NAA3, tzn. řídicí část má tvořenou S-PD s IAI, dále 
adaptivní systém s řídicí částí tvořenou PSD s filtrací derivační složky 321 hri  
a nakonec adaptivní systém s Takahashiho regulátorem označeným dle zavedeného 
značení jako 331 hri . 
Nový identifikační algoritmus se s tímto testem vypořádal bez problémů, je patrná 
schopnost kvalitní identifikace systému ve všech případech i za přítomnosti umělých 
poruch a šumu zaváděných do reálného systému. Jako vhodný řídicí algoritmus se jeví 
S-PD s IAI, resp. PSD s filtrací derivační složky. Takahashiho regulátor již nevykazuje 
tak kvalitní regulační děj. Při změně žádané hodnoty směrem dolů produkuje 
Takahashiho regulátor příliš velký překmit výstupní i akční veličiny, celkově jsou jeho 
průběhy poměrně kmitavé vzhledem k ostatním dvěma variantám adaptivního systému. 
Závěrem lze konstatovat, že ani v jednom případě neměl nový identifikační 
algoritmus pro identifikaci v uzavřené smyčce problém přizpůsobit své parametry 
aktuální podmínkám a žádané hodnotě, a to ani v případě působení poruchových signálů 
a šumu na řízený proces. 
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Obr. 7.14: Soustava R1.2 – Regulační děj při proměnné žádané hodnotě pro adapt. algoritmus NAA3  
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Obr. 7.15: Soustava R2 – Regulační děj při proměnné žádané hodnotě pro adapt. algoritmus NAA5  
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Obr. 7.16: Soustava R1.2 – Reg. děj při lineárně proměnné žádané hodnotě pro adaptivní algoritmy  
 
7.3.4 Adaptivní algoritmus a novým přístupem k identifikaci vs. 
klasické adaptivní algoritmy 
Velmi důležitou částí ověřování nového identifikačního algoritmu je srovnání 
kvality regulačního děje adaptivního systému s novým přístupem k identifikaci s jinými 
typy adaptivních algoritmů při řízení různých typů procesů. Obecně by měl nový 
identifikační algoritmus určitým způsobem přispět ke zlepšení kvality řízení v rámci 
adaptivního systému oproti stávajícím adaptivním technikám, jinak téměř ztrácí význam 
jeho eventuální budoucí nasazení do praxe. 
Následující odstavec je rozsáhlejší z důvodu názorné ukázky robustnosti nového 
identifikačního algoritmu v rámci adaptivního systému, kdy je jeho schopnost 
identifikace a následně i kvalitního řízení adaptivního systému s novým přístupem 
k identifikaci prezentována na všech uvedených simulačních (S1 – S5) a reálných 
(R1.1 - R3.3)  modelech vůči ostatním adaptivním algoritmům. Domnívám se, že 
nejlépe a nejrychleji se tato jeho jedinečná schopnost ukáže právě na zobrazených 
grafech. 
Různých kombinací adaptivních systémů i přes výběr uvedený v kap. 5 je 
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poměrně hodně, to už ale neplatí o jejich schopnosti řídit dané procesy. Aby bylo proto 
vše co nejnázornější a nejpřehlednější, jsou v každém grafu zobrazeny regulační děje 
pouze těch adaptivních algoritmů, které byly schopny daný proces nějakým způsobem 
řídit. Výjimkou je zástupce stávajících adaptivních technik, vůči kterému nový 
identifikační algoritmus v rámci adaptivního systému porovnáváme. I když tedy 
u adaptivních algoritmů s klasickou identifikací (v grafu označovaný SAA) v mnoha 
případech (ani s využitím odmocninového filtru LDFIL) není možné řídit daný proces, 
přesto jsem se snažila průběh do grafu zapracovat tak, aby graf příliš neznečitelňovaly 
a aby byl skutečně patrný rozdíl ve schopnosti řízení adaptivních algoritmů. Adaptivní 
algoritmus s novou identifikací je ve všech grafech označen NAAx, kde x je hodnota 
penalizačního parametru h , a je vykreslen plnou černou čarou. 
Jak už bylo uvedeno v kap. 5, řídicí algoritmus S-PD regulátoru s filtrací derivační 
složky (5.2) uvádíme pouze ze studijních důvodů, kdy nás zajímají především odlišné 
vlastnosti od nově zveřejněného S-PD regulátoru s IAI (5.3), proto v rámci větší 
čitelnosti grafů bude adaptivní systém s S-PD regulátorem s filtrací derivační složky 
vykreslen pouze v případě, že bude vykazovat jiné chování než adaptivní algoritmus 
s novou identifikací. 
U simulačních modelů jsme navíc ztížili podmínky tím, že ve stejném okamžiku, 
kdy působí na vstup procesu porucha 1v , začne na výstup procesu působit i porucha 3v . 
Tato porucha má také velikost V1  stejně jako porucha 1v ,  v grafu by se bohužel tyto 
dvě poruchy jen překrývali, proto není do grafů zakreslena.  
Ještě připomeňme, že cílem regulace je přechodný děj bez překmitů v kombinaci 
s rychlým přechodným dějem a nekmitavým akčním zásahem.  
Nejdříve zhodnotíme regulační děje adaptivních systémů při řízení simulačních 
modelů (S1 – S5). U modelu S1 (Obr. 7.17) – systém s rozdílnými časovými 
konstantami - můžeme porovnat vlastnosti nového identifikačního algoritmu a klasické 
identifikační metody, protože oba algoritmy jsou použity pro S-PD s IAI i Takahashiho 
řídicí algoritmus. Při použití klasické identifikační metody se objevují při řízení S-PD 
s IAI velké překmity výstupní i akční veličiny při skokových změnách (žádané hodnoty 
i poruchy), překmit žádané hodnoty dosahuje až V9 , při řízení Takahashiho 
algoritmem dochází v regulačním ději k nezanedbatelnému rozkmitání výstupní i akční 
veličiny, a to nejen v případě aktivace poruchy na výstup procesu. Nový identifikační 
algoritmus s tímto modelem žádný problém neměl, regulační děj u obou řídicích 
algoritmů je kvalitní z hlediska výstupní i akční veličiny, při skokové změně žádané 
hodnoty dosahuje adaptivní algoritmus s Takahashiho regulátorem o něco většího 
překmitu než při použití S-PD s IAI. Doba ustálení je po skokové změně žádané 
hodnoty i poruchy je u obou řídicích algoritmů srovnatelná.  
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Dá se říci, že ze všech modelů představuje model S1 pro použité adaptivní 
systémy (včetně stávajících adaptivních technik) nejjednodušší typ řízeného procesu, 
protože všechny typy adaptivních systémů ho byly schopny nějakým způsobem řídit. 
Dále uvidíme, že v případě ostatních modelů tomu již tak není. 
Trochu odlišná situace nastává už při řízení simulačního modelu S2 (Obr. 7.18) 
- systém druhého řádu s dopravním zpožděním. Zde již adaptivní systém s klasickou 
identifikací a S-PD s IAI nebyl schopen daný proces uřídit. V případě klasické 
identifikace Takahashiho regulátoru proces řízen je, při skokových změnách v systému 
ovšem dochází ke kmitavé odezvě akčního zásahu a následně i výstupní veličiny. 
Regulační děj již není zdaleka tak kvalitní jako při řízení adaptivním systémem s novou 
identifikací. Opět jako u modelu S1 platí, že kombinace nového identifikačního 
algoritmu s Takahashiho regulátorem produkuje větší překmit při skokové změně 
v systému než nový adaptivní algoritmus. Kvalita regulace je však v obou případech 
vysoká.   
Adaptivní systém s klasickou identifikací a S-PD s IAI není schopen řídit ani 
simulační model S3 (Obr. 7.19) – systém s násobnými póly. Co se týká nového 
identifikačního algoritmu a jeho kvality regulace při řízení s S-PD s IAI a Takahashiho 
řídicím algoritmem, je situace stejná jako u modelu S2, tedy nový identifikační 
algoritmus nemá s tímto procesem žádné problémy.  
Změna naopak nastává u stávajícího adaptivního systému (SAA) s klasickou 
identifikací, kde kromě velkého překmitu při skokové změně žádané hodnoty již 
dochází k přechodné nestabilitě celého systému, která je ještě zdůrazněna poruchami 
působícími na systém. Sice ještě po určité době dojde k ustálení kmitů, ovšem jakákoli 
skoková změna způsobí kmitání akčního zásahu mezi mezními polohami a obecně může 
vést až k trvalé nestabilitě celého systému. Tento adaptivní systém proto nedoporučuji 
pro tento model použít. 
Výsledky z ověřování adaptivních systémů na simulačním modelu S4 (Obr. 7.20) 
– systém čtvrtého řádu – jsou analogické výsledkům při řízení simulačního modelu S2. 
Adaptivní systém s klasickou identifikací a S-PD s IAI opět není schopen daný proces 
řídit, při použití stávajícího adaptivního systému dochází při skokových změnách 
v systému ke kmitavé odezvě akčního zásahu a následně i výstupní veličiny, navíc 
působení skokové změny na výstup procesu způsobí trvale kmitavý akční zásah, což 
není absolutně přijatelné z hlediska životnosti akčních členů.  
Naopak kvalita řízení pomocí adaptivního systému s novým identifikačním 
algoritmem se vůči modelu S2 ještě zlepšila. Při použití S-PD s IAI je při jakýchkoli 
skokových změnách v systému (žádaná hodnota, poruchy) dodržen striktně požadavek 
na přechodový děj bez překmitu, akční zásah to v žádném případě neznehodnotí, spíše 
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naopak. Použití Takahashiho řídicího systému je také přijatelné, pokud se spokojíme se 
dvěma až třemi viditelnými překmity. 
Největší problém má klasická identifikace se simulačním modelem S5 
(Obr. 7.21) – systém s nulou v nestabilní oblasti, protože není schopna vypořádat se 
v kombinaci s ani jedním použitým řídicím algoritmem s daným modelem, konkrétně se 
skokovými změnami v systému. Tato neschopnost vedla při aktivaci skokových poruch 
na systém až k maximálnímu rozkmitání akčního zásahu a výstupní hodnota z procesu 
tak dostala na hranici stability, kde setrvává. Kvalita řízení s použitím nový adaptivního 
algoritmu v adaptivním systému je v kombinaci s S-PD s IAI řídicím algoritmem opět 
velmi vysoká, požadavky na regulační děj jsou splněny a adaptivní algoritmus nemá 
s řízením modelu žádné problémy. 
Robustnost a mimořádné schopnosti nového identifikačního algoritmu se 
projevují už při použití simulačních modelů, stejně tak bohužel i slabá místa adaptivních 
systémů s klasickou identifikací. Nový identifikační algoritmus má tak velmi dobré 
předpoklady pro použití při řízení reálných procesů, naopak pro klasickou identifikaci 
vyhlídky pro řízení reálných procesů nejsou vůbec růžové. 
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Obr. 7.17: Soustava S1 – Srovnání regulačních dějů různých adaptivních algoritmů 
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Obr. 7.18: Soustava S2 – Srovnání regulačních dějů různých adaptivních algoritmů 
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Obr. 7.19: Soustava S3 – Srovnání regulačních dějů různých adaptivních algoritmů 
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Obr. 7.20: Soustava S4 – Srovnání regulačních dějů různých adaptivních algoritmů 
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Obr. 7.21: Soustava S5 – Srovnání regulačních dějů různých adaptivních algoritmů 
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Nyní přejděme k řízení reálných modelů (R1.1 – R3.3) pomocí adaptivních 
algoritmů. Zde se již výrazně začínají projevovat nedostatky klasické identifikace. 
Při řízení reálného modelu R1.1 (Obr. 7.22) – systém prvního řádu – produkuje 
jediný smysluplný regulační děj adaptivní systém s novým identifikačním algoritmem. 
Reakce akční i výstupní veličiny jsou při řízení tohoto reálného modelu stále přijatelné 
a vzhledem k adaptivním systémům s klasickou identifikací na velmi vysoké úrovni. 
Poprvé při řízení modelů se také projevuje odlišnost řídicího algoritmu S-PD s filtrací 
derivační složky a S-PD s IAI, a to ve prospěch algoritmu S-PD s IAI. Adaptivní systém 
s klasickou identifikací je schopen daný proces uřídit pouze za použití klasické metody 
nejmenších čtverců s použitím odmocninového filtru LDFIL a Takahashiho řídicího 
systému, ale za cenu nepřiměřeného kmitání akčního zásahu. Adaptivní algoritmus 
s klasickou identifikací je tedy pro řízení tohoto modelu naprosto nepoužitelný. 
Ze stejného důvodu není použitelný adaptivní algoritmus s klasickou identifikací 
(nyní již opět s identifikací pomocí metody nejmenších čtverců s exponenciálním 
zapomínáním) ani při řízení reálného modelu R1.2 (Obr. 7.23) – soustava druhého řádu 
– ani reálného procesu R1.3 (Obr. 7.24) – systém třetího řádu. Kromě nepřípustného 
kmitání akčního zásahu dochází i ke kmitání výstupní veličiny, čímž dochází ke 
znehodnocení celého regulačního děje. Naproti tomu nový identifikační algoritmus 
nemá s danými reálnými procesy absolutně žádný problém, v kombinaci s řídicím 
algoritmem S-PD s IAI je jeho kvalita řízení na velmi vysoké úrovni a striktně splňuje 
všechny požadavky na kladené na regulační děj. Pokud se spokojíme s o něco nižší 
kvalitou řízení, je pro řízení je vhodná i varianta nového řídicího algoritmu 
s Takahashiho regulátorem. 
Na reálném modelu R2 (Obr. 7.25) – soustava s astatismem – klasická 
identifikace absolutně selhává, adaptivní systémy s klasickou identifikací nejsou vůbec 
schopny žádným způsobem model řídit. S pomocí adaptivního systému s novým 
přístupem k identifikaci jsme naproti tomu schopni daný proces řídit s celkem 
uspokojivým výsledkem. Použití Takahashiho regulátoru není doporučeno, protože 
dochází při aktivaci skokové poruchy k rozkmitání akčního zásahu a následně i výstupu 
z procesu, což povede k nestabilitě celého systému. Důležité ale je, že nový 
identifikační algoritmus si dokáže poradit i s tímto modelem. 
Schopnost řídit reálný model R3.1 (Obr. 7.26) je u adaptivního systému 
s klasickou identifikací opět velmi nízká. Adaptivní algoritmus produkuje akční zásah 
kmitající mezi svými mezními polohami, který se projevuje i kmitavou výstupní 
veličinou. Mnohem kvalitnější řízení je při použití řídicích algoritmů s novým 
přístupem k identifikaci. Výstup z procesu i akční zásah je sice mírně kmitavý, 
frekvence kmitání je ovšem minimálně pětkrát nižší a v žádném případě nedochází ke 
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kmitání mezi krajními polohami veličin. 
U posledních dvou reálných modelů R3.2 (Obr. 7.27) – soustava s násobnými 
póly – a R3.3 (Obr. 7.28) – soustava třetího řádu je řízení pomocí adaptivních systémů 
založených na klasické identifikaci naprosto nemožné. Na druhou stranu nový 
identifikační algoritmus dokáže v obou případech daný proces kvalitně identifikovat 
a následně pomocí vhodného řídicího algoritmu řídit. Při řízení pomocí S-PD regulátorů 
dochází k místnímu rozkmitání akčního zásahu, které nepozorujeme při použití 
Takahashiho řídicího algoritmu, proto ho přisuzuji vlastnosti řídicího, ne nového 
identifikačního algoritmu. Kromě tohoto místního kmitání akčního zásahu je regulační 
děj při použití S-PD s IAI velmi uspokojivý. U modelu R3.2 se opět projevují rozdíly 
řídicích algoritmů S-PD s IAI a S-PD s filtrací derivační složky. 
 
V této kapitole se objevila spousta poznatků zjištěná při řízení modelů pomocí 
adaptivních systémů s klasickou identifikací a novým identifikačním přístupem. 
Pokusme se je nyní v krátkosti rekapitulovat. 
V mnoha případech není adaptivní algoritmus s klasickou identifikací schopen 
proces vůbec uřídit (S5 - Obr. 7.21, R1.1 - Obr. 7.22, R2 - Obr. 7.25, 
R3.2 - Obr. 7.27, R3.3 - Obr. 7.28), někdy pouze za cenu nepřípustného akčního 
zásahu (R1.2 - Obr. 7.23, R1.3 - Obr. 7.24, R3.1 - Obr. 7.26), jindy je jeho průběh při 
působení při skokových změnách způsobených změnou žádané hodnoty nebo skokovou 
poruchou velmi kmitavý (S1 - Obr. 7.17, S2 - Obr. 7.18, S3 - Obr. 7.19, 
S4 - Obr. 7.20). Bohužel ani v jednom případě nebyly stávající adaptivní systémy 
schopny řídit žádný z reálných modelů uspokojujícím způsobem. Adaptivní algoritmy 
s klasickou identifikací jasně vykazují výrazně horší vlastnosti, a to nejen při řízení 
reálných modelů, což je pro rozšíření do praxe velmi závažný nedostatek.  
Naproti tomu nový identifikační algoritmus byl schopen ve všech případech 
neznámý proces identifikovat a poskytnout dostatek informací řídicím algoritmům 
v adaptivním systému, který následně velmi kvalitně řídil všechny předložené simulační 
a reálné modely. 
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Obr. 7.22: Soustava R1.1 – Srovnání regulačních dějů různých adaptivních algoritmů 
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Obr. 7.23: Soustava R1.2 – Srovnání regulačních dějů různých adaptivních algoritmů 
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Obr. 7.24: Soustava R1.3 – Srovnání regulačních dějů různých adaptivních algoritmů 
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Obr. 7.25: Soustava R2 – Srovnání regulačních dějů různých adaptivních algoritmů 
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Obr. 7.26: Soustava R3.1 – Srovnání regulačních dějů různých adaptivních algoritmů 
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Obr. 7.27: Soustava R3.2 – Srovnání regulačních dějů různých adaptivních algoritmů 
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Obr. 7.28: Soustava R3.3 – Srovnání regulačních dějů různých adaptivních algoritmů 
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8. Grafické prostředí pro ověřování vlastností 
řídicích algoritmů 
K ověřování a verifikaci vlastností obecně řídicích algoritmů a eventuálně 
i k výběru vhodného algoritmu je nezbytné použít některý z programů, umožňujících 
znázornění jednotlivých průběhů a závislostí, nejčastěji formou grafů. Většinou lze 
všechny požadované průběhy získat, často však velmi složitou cestou. Navíc hlavním 
nedostatkem při vývoji adaptivních systémů je způsob interpretace výsledků 
identifikace. To se stalo hlavními podněty k vytvoření vlastního grafického prostředí pro 
ověřování vlastností heterogenních řídicích algoritmů. Toto prostředí původně vzniklo 
pro potřeby adaptivních systémů s klasickou identifikací [54], nyní bylo ale 
přepracováno, došlo k nesrovnatelně většímu rozšíření funkčnosti a zvýšení komfortu 
práce s prostředím. 
 
8.1. Přednosti grafického prostředí 
Grafické prostředí je vyvinuto v dnes nejrozšířenějším výpočetním a simulačním 
nástroji MATLAB. Výhodou tohoto prostředí je, že využívá široké možnosti 
MATLABu, jeho nástavby MATLAB/Simulink i ostatních toolboxů. Dokáže pracovat 
se MATLAB/Simulink, získávat z něj data a pomocí svých rozsáhlých funkcí 
a toolboxů je zpracovávat, zobrazovat a ukládat. 
Jednou z hlavních předností grafického prostředí, související s prací v reálném 
čase, je jeho schopnost on-line vyhodnocovat vlastnosti heterogenních řídicích 
a identifikačních algoritmů a vzájemně výsledky porovnávat. Data 
z MATLAB/Simulink jsou průběžně získávána, zpracovávána a zobrazována. Jako 
nástroje v nově vyvinutém prostředí byly mimo jiné implementovány možnosti 
třídimenzionálního zobrazení hodnot prvků matic, průběhy změn nul pólů 
v identifikovaných procesech, časový vývoj parametrů souvisejících s ověřováním 
řídicích algoritmů. 
Grafický modul pracuje v reálném čase a ve spojení s programovatelným 
automatem může představovat silný nástroj pro přímou implementaci a ověřování 
řídicích algoritmů pracujících v reálném čase [53]. Navíc umožňuje výsledky získané 
při řízení procesů ukládat do svých interních struktur a následně přehrávat s možností 
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krokování a umožnit tak podrobnou analýzu vlastností nových algoritmů při řízení 
procesů (reálných i simulačních). 
Všechna data získaná při ověřování řídicích algoritmů lze vzájemně porovnávat 
a navíc lze získaná data exportovat do programu Excel pro archivaci nebo následné 
zpracování. 
Stejně tak lze jednoduše ukládat uživatelská nastavení prostředí a stejným 
způsobem lze tato nastavení načítat zpět do uživatelského prostředí, což podstatně 
zrychluje a usnadňuje práci s grafickým prostředím. 
Velmi důležitou vlastností prostředí je i fakt, že toto prostředí neklade žádné 
zvláštní požadavky na strukturu modelu v MATLAB/Simulink ani na typ heterogenního 
řídicího algoritmu, lze tedy toto prostředí použít naprosto univerzálně. V grafickém 
prostředí lze tedy verifikovat algoritmy od klasických pevně nastavených regulátorů, 
přes adaptivní a prediktivní řídicí algoritmy, až po algoritmy využívající neuronové sítě 
a mnoho dalších. 
 
8.2. Práce s programem 
Celé prostředí je vytvořeno v nativním jazyce m-skript prostředí MATLAB 
a využívá jeho možnosti GUI programování. Mimo hlavní jádro programu je jeho 
součástí externí S-funkce psaná jazykem m-skript [51], která se vkládá do schématu 
v MATLAB/Simulink a zajišťuje komunikaci mezi grafickým prostředím a daným 
modelem. 
Základ grafického prostředí tvoří hlavní okno aplikace (Obr. 8.1), které umožňuje 
rychlé nastavení programu, volbu pracovního módu, ovládání řídicích algoritmů, 
nastavení periody vzorkování nebo délky kroku pro krokování řídicího algoritmu. 
Hlavní okno obsahuje i stručné informace o modelu procesu (vhodné pro řídicí 
algoritmy založené na identifikaci procesu). Jeho nejdůležitější částí jsou však grafy 
(volitelně až 6) vhodné pro zobrazení časových průběhů signálů, rozložení pólů a nul 
v modelu procesu nebo pro zobrazení 3D matic (např. kovarianční matice). Všechny 
grafy je možné ukládat, modifikovat a tisknout, exportovat apod. Při kliknutí na 
libovolný průběh v libovolném grafu se v okně tooltipu zobrazí informace o daném 
bodu na křivce. 
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Obr. 8.1: Hlavní okno grafického prostředí 
Program se ovládá myší pomocí různých menu, tlačítky a zadáváním hodnot do 
příslušných polí. Nejdůležitějším ovládacím prvkem jsou menu, v tomto programu se 
používají tři typy: 
1. Hlavní menu – menu grafického prostředí skládající se z obecné části (vlevo) 
a části týkající se konkrétních regulátorů (vpravo). V obecné části jsou volby pro 
konfiguraci počtu, typů a nastavení řídicích algoritmů (Nastavení – Nastavení 
regulátorů), nastavení grafického prostředí (Zobrazení – Počet grafů), uložení 
a načtení konfigurace grafického prostředí (Nastavení – Načíst nastavení z…, 
Uložit nastavení jako…). V části hlavního menu určeného pro konkrétních 
řídicích algoritmů je seznam aktuálně používaných řídicích algoritmů, z nichž 
každý obsahuje volby příslušné danému algoritmu (Počáteční podmínky…, 
Vlastnosti modelu…, Vlastnosti regulátoru…, Export dat do Excelu, Uložit 
hodnoty pro režim Zobrazit…) 
Pozn.: Menu konkrétního regulátoru se objeví také po stisku pravého tlačítka 
myši, která se nachází v oblasti použité regulátory na názvu daného regulátoru 
2. Výběr módu - rozbalovací seznam v levém horním rohu hlavního okna 
(Obr. 8.1) určuje typ módu grafického prostředí (Simulace, Fyz. model, Zobrazit)  
3. Menu grafu se rozbalí po stisku pravého tlačítka myši kdekoli v oblasti grafu, 
slouží k výběru průběhů, které mají být zobrazeny (Typ grafu – Časová závislost, 
Rozložení pólů a nul, Matice, Autoscale, Otevřít v novém okně, Export dat do 
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Excelu, Počet grafů) 
 
Uživatelskou práci s programem můžeme rozdělit do několika kroků: 
1. Konfigurace grafického prostředí včetně modelů v MATLAB/Simulink  
Po spuštění vlastního grafického prostředí buď vybereme některou z uložených 
konfigurací, nebo se rozhodneme spustit prostředí ve výchozím nastavení. Základním 
krokem je konfigurace řídicích algoritmů, která se provádí přes hlavní menu volbou 
Nastavení – Nastavení regulátorů, které obsahuje seznam předkonfigurovaných řídicích 
algoritmů, výběrem konkrétního řídicího algoritmu, resp. přidáním nového volbou 
Přidat…. Pro nastavení řídicích algoritmů slouží okno na Obr. 8.2. 
 
 
Obr. 8.2: Okno nastavení řídicích algoritmů 
Do Názvu regulátoru se zadává označení, pod kterým bude dále toto schéma 
v prostředí vystupovat. Pole Celá cesta k modelu .mdl obsahuje cestu a název 
požadovaného MDL souboru v MATLAB/Simulink. Pojmenování konfiguračního 
bloku S-funkce, která se vkládá do modelu (viz také tlačítko Vložit do MDL 
konfigurační blok), se zapisuje do pole Název bloku s S-funkcí. Do pole Název bloku 
s poč. podmínkami (volitelně) se zadává cesta k bloku s vlastním řídicím algoritmem, 
u něhož je možné zadat počáteční podmínky přes masku bloku.  
Velmi užitečnou funkcí je tlačítko Vložit do MDL konfigurační blok, které velmi 
usnadňuje konfiguraci modelu v MATLAB/Simulink. Po jeho stisku se v levém horním 
rohu modelu vygeneruje konfigurační blok (Obr. 8.3), na který již stačí jen navázat 
signály, které budou přenášeny do grafického prostředí. Jeho název (zde subdata2) poté 
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zadáme do pole s názvem Název bloku s S-funkcí. 
Dále je třeba do všech bloků, ve kterých se objevuje perioda vzorkování (Sample 
Time), místo její konkrétní hodnoty zadat proměnnou T0. 
 
Obr. 8.3: Konfigurační blok v modelu MATLAB/Simulink 
Tlačítkem Odstranit regulátor dojde k vymazání aktuální konfigurace řídicího 
algoritmu z grafického prostředí. 
Důležitým prvkem je i zaškrtávací políčko před názvem řídicího algoritmu. Pokud 
je toto políčko zaškrtnuté, řídicí algoritmus je v grafickém prostředí viditelný a lze s ním 
provádět veškeré operace, které grafické prostředí umožňuje. V opačném případě 
zůstane řídicí algoritmus v grafickém prostředí nakonfigurován, pro prostředí ovšem 
neexistuje. Tato volba umožňuje mít nakonfigurováno v prostředí více řídicích 
algoritmů, ale analýzu provádět pouze na některých z nich, a to bez ztráty konfigurace 
momentálně nevyužívaných řídicích algoritmů. 
Pravá část okna pro nastavení řídicích algoritmů slouží jako informace o počtu, 
typu a pojmenování jednotlivých druhů signálů přicházejících z daného modelu 
z MATLAB/Simulink. Zadává se počet a označení jednotlivých časových závislostí 
(zapojené do vstupu cas_zav konfiguračního bloku, max. 16), pod kterým budou 
vystupovat v grafickém prostředí, počet, označení a rozsahy matic (vstup matice 
v konfiguračním bloku, max. 8 matic), počet a označení parametrů čitatele 
a jmenovatele přenosu modelu  (vstup par_modelu, max. 6 a 6) a počet a označení 
ostatních parametrů důležitých pro řídicí algoritmus (vstup parametry, max. 10). 
Automaticky se vygenerují čísla jednotlivých signálů v rámci konfiguračního bloku  
Stiskem tlačítka OK respektuje program všechny změny. Tím je dokončena 
konfigurace řídicích algoritmů.  
Aktuální nastavení regulátorů lze kdykoli uložit do souboru *.dat pomocí příkazu 
v hlavním menu Nastavení –Uložit nastavení jako… Podobně jde kdykoli přes stejné 
menu příkazem Načíst nastavení z ... toto nastavení použít v grafickém prostředí. 
 
2. Volba módu 
Volba módu umožňuje pracovat v jednom ze tří režimů tohoto grafického 
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prostředí. Režim Simulace nepředpokládá práci v reálném čase, proto dovoluje zvolit, 
spouštět zároveň a zobrazovat až 8 různých simulačních schémat. Fyzikální model, jak 
už název napovídá, se používá při reálném čase, proto tento režim dovoluje výběr pouze 
jednoho regulátoru. Mezi Simulací a Fyzikálním modelem nejsou kromě uvedených jiné 
rozdíly, proto se následující popis týká obou režimů. Volba režimů probíhá pomocí 
menu výběr módu (Obr. 8.2).  
V případě reálného procesu máme možnost v daném okamžiku získat data pouze 
z jednoho modelu. Pro srovnávání vlastností je ovšem třeba zobrazit průběhy více 
modelů najednou. To právě umožňuje režim Zobrazit. Získaná data všech modelů, které 
budeme chtít v tomto režimu současně porovnávat, je třeba po dokončení simulace 
uložit pomocí příkazu Uložit hodnoty pro režim Zobrazit v menu konkrétního 
regulátoru. Dialogové okno vyzve k zadání názvu regulátoru (popis, podle kterého lze 
model identifikovat) a k zaškrtnutí příslušného pole. Až jsou všechny potřebné průběhy 
takto uloženy, přejdeme do režimu Zobrazit. Otevře se stejné okno jako v předchozím 
případě. Z tohoto okna zaškrtnutím vybereme průběhy, které chceme porovnávat. 
V okně použité regulátory se nyní objeví námi zadané popisy modelů, další práce 
(zobrazování grafů, krokování) je stejná jako v režimech Simulace a Fyzikální model. 
Rozdíl je ten, že grafické prostředí nyní pracuje s již uloženými daty a k jeho činnosti 
není třeba mít spuštěné simulační schéma. Tento režim umožňuje pouze krokování, 
které probíhá po časových intervalech, které jsou násobkem T0 uvedeném v okně 
nastavení simulace. Pro rychlejší zobrazení je možné nastavit větší krok zobrazování, 
který by měl být vždy násobkem periody vzorkování, se kterou byla získávána použitá 
data. 
 
3. Nastavení parametrů simulace 
Hlavní parametry simulace – délka simulace a perioda vzorkování, se zobrazují 
v oknech nastavení simulace, ve kterém je lze také měnit. Hodnoty, které zadáme do 
těchto polí se automaticky přenesou do všech aktuálně používaných schémat 
v MATLAB/Simulink. Pokud bychom chtěli individuální nastavení pro každý soubor, 
musíme parametry změnit v každém schématu zvlášť. 
 
4. Volba zobrazovaných průběhů 
Grafické prostředí umožňuje zobrazovat až 6 grafů (nastavení přes menu grafu 
Počet grafů) a  3 typy průběhů – časové závislosti, rozložení pólů a nul (pokud jsou 
zadány parametry modelu) a matice. Každý z grafů dovoluje zobrazit jen jeden z těchto 
typů, ale s teoreticky neomezeným počtem průběhů. Nastavení typu a konkrétních 
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průběhů, které budou vykresleny v grafu, se provádí přes menu grafu Typ grafu.  
 
5. Vlastní simulace 
Teď už zbývá začít dané prostředí používat. Simulaci spustíme v hlavním okně 
prvním z tlačítek pro ovládání simulace (). Obdobně zastavení simulace ještě před 
koncem simulace zadaném v poli Konec simulace tlačítkem (). Po této akci již nejde 
v simulaci pokračovat dále, pouze začít od nulového času. Pokud bychom chtěli 
simulaci zastavit a potom v ní pokračovat, musíme použít kombinaci příslušná tlačítka 
( a  ). 
Zvláštní variantou simulace je krokování, kdy se simulace zastaví vždy po jednom 
kroku o délce periody vzorkování. Krokování se spouští tlačítkem (  ), stejně tak 
každý další krok. Na krokování lze navázat tlačítkem  (), tím přejdeme do režimu bez 
krokování. 
 
6. Zobrazení výsledků 
Po skončení simulace i kdykoli v průběhu ní lze sledovat všechny veličiny 
přenášené z modelu v MATLAB/Simulink do grafického prostředí. Časové průběhy 
příslušící jednomu řídicímu algoritmu jsou vykreslovány barvou uvedenou v okně 
použité regulátory vedle názvu řídicího algoritmu. Časové průběhy jsou ještě pro větší 
přehlednost rozlišeny druhem čáry. Na tyto průběhy můžeme použít funkci 
automatického nastavení os Autoscale, která je součástí menu každého grafu. Dále lze 
sledovat aktuální změny v parametrech výběrem Vlastnosti modelu… nebo Vlastnosti 
regulátoru… z menu konkrétního řídicího algoritmu. 
Na Obr. 8.4  je příklad, jak může vypadat grafický výstup (oblast grafů) 
programu na konci simulace.  
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Obr. 8.4: Jeden z mnoha možných výstupů grafického prostředí 
 
Obr. 8.5: Okno s informacemi o modelu 
procesu 
Obr. 8.6: Okno s informacemi o ostatních 
parametrech řídicího algoritmu 
Program si uchovává všechny průběhy až do další simulace, proto lze nejen před, 
ale i po simulaci měnit průběhy, které chceme zobrazit v grafech. Totéž platí pro 
rozložení pólů a nul a zobrazení matic. 
Hlavními výstupy programu jsou grafy, se kterými je mnohdy ještě třeba pracovat, 
proto v menu každého grafu existuje položka Otevřít v novém okně, pomocí níž získáme 
možnost daný graf upravit podle vlastních představ a poté vytisknout nebo uložit 
v požadovaném formátu.  
Adaptivní regulátory s prvky umělé inteligence 
-  71  - 
Výhodou tohoto grafického prostředí je také možnost kdykoli exportovat 
naměřená data do programu Excel. Podmínkou je přítomnost Excelu na PC, kde chceme 
tuto funkci využít. Exportovat jdou dva typy dat. Prvním jsou jen data zobrazená 
v určitém grafu přes menu grafu Export do Excelu, druhým je kompletní časový vývoj 
všech parametrů týkajících se konkrétního řídicího algoritmu (od časových závislostí až 
po kovarianční matici a parametry regulátoru) přes menu daného regulátoru Export do 
Excelu. Náročnost této operace závisí na počtu dat, proto je třeba vždy počkat, až se 
objeví dialogové okno oznamující dokončení exportu. V opačném případě dojde ke 
ztrátě ještě nepřenesených dat. 
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9. Závěr 
Hlavním podnětem pro práci byla snaha zlepšit kvalitu řízení stávajících 
adaptivních algoritmů. Zvýšení kvality řízení adaptivních systémů má pak následně 
přispět k rozšíření nasazení adaptivních systémů do praxe a překonání bariér, které jsou 
způsobeny stávajícími adaptivními systémy.  
V současné době totiž bohužel stávající adaptivní techniky založené na klasických 
metodách identifikace obsahují omezení, jejichž nedodržení znehodnocuje činnost 
adaptivního systému, a v podstatě rozšíření do praxe brání. Identifikační část 
adaptivního algoritmu představuje v současné době u stávajících adaptivních technik 
slabé místo, paradoxně právě na schopnosti identifikovat neznámý proces závisí 
schopnost celého adaptivního algoritmu kvalitně tento proces řídit. 
V kap. 5 byly stanoveny obecné požadavky na adaptivní systém, které jsou 
předpokladem pro kvalitní řízení reálných procesů v praxi. Mezi nimi jsou ovšem 
požadavky, které nelze s pomocí klasických metod identifikace splnit. Jmenujme 
například krátkou periodu vzorkování při výskytu poruchových signálů a šumu 
působících na proces, schopnost vypořádat se s kvantizačním jevem apod. 
Pokud tedy chceme zlepšit kvalitu řízení adaptivními systémy, je třeba v první 
řadě zaměřit pozornost právě na identifikační část adaptivního systému, a protože 
klasické metody identifikace nejsou schopny dané požadavky splnit, je třeba hledat 
řešení v jiných identifikačních algoritmech.  
Jak už bylo řečeno v kap. 4, vývoj nového identifikačního algoritmu není 
jednoduchý, protože je na něj kladena spousta požadavků. Přesto se s pomocí znalostí 
moderní teorie řízení podařilo navrhnout algoritmus, který všechny tyto požadavky 
splňuje, jak se můžeme sami přesvědčit z výsledků ověřování tohoto algoritmu na 
simulačních a reálných soustavách (kap. 7). 
Nový identifikační algoritmus je funkční, stabilní a robustní, ale na druhou stranu 
je výpočetně nenáročný, rychlý, numericky spolehlivý a dostatečně rychlý, je schopen 
práce v reálném čase a neklade žádné speciální požadavky na programovatelný automat, 
do kterého byl i v rámci ověřování algoritmu úspěšně implementován. Proto vykazuje 
nejlepší předpoklady pro nasazení do praxe, čemuž je v práci věnována velká pozornost. 
K  nezanedbatelným přednostem nového identifikačního algoritmu patří fakt, že 
po celou dobu testování a ověřování algoritmu bylo vždy použito stále stejné výchozí 
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nastavení, které se projevilo jako velmi univerzální.  
Nespornou výhodou je přítomnost laditelného parametru, na jehož základě lze 
uživatelsky měnit tvar přechodového děje podle konkrétních požadavků uživatele. 
Pomocí jediného parametru lze tedy přizpůsobit regulační děj daného procesu podle 
aktuálních požadavků. 
Nově vyvinutý identifikační algoritmus pro identifikaci v uzavřené smyčce byl 
použit v adaptivním systému, testován na řadě simulačních a reálných procesů a bylo 
mimo jiné sledováno, jak jsou plněny uvedené požadavky na adaptivní systém pro řízení 
reálných procesů. Nyní si výsledky této analýzy přehledně shrneme: 
1. Schopnosti práce identifikačního algoritmu při krátké periodě vzorkování při 
výskytu poruchových signálů a šumu působících na proces se věnuje kap. 7.3.2, 
z níž jednoznačně vyplývá, že u nového identifikačního algoritmu platí, čím 
kratší perioda vzorkování, tím kvalitnější regulační děj celého adaptivního 
systému (na rozdíl od adaptivních systémů s klasickou identifikací). Krátká 
perioda vzorkování v kombinaci s přítomností šumu a poruchových signálů 
v žádném případě nesnižuje schopnost identifikace neznámého procesu novým 
identifikačním algoritmem, spíše naopak. 
2. Kvantizační jev je přítomen při řízení všech použitých simulačních i reálných 
modelů. V případě simulačních modelů je použita 12-ti bitová kvantizace signálů, 
u reálných modelů jsou použity I/O moduly s 12-ti, resp. 14-ti bitovými A/D 
a D/A převodníky. Adaptivní systém s novou identifikací byl schopen ve všech 
případech řídit předložené modely, a to při vysoké kvalitě regulačního děje, nikde 
nebyla pozorována kmitavost akčního zásahu nebo výstupní veličiny z důvodu 
přítomnosti kvantizačního jevu. 
3. Robustnost nového identifikačního, a tedy i celého adaptivního algoritmu, je 
demonstrována při řízení všech předložených modelů. V případech, kdy stávající 
adaptivní algoritmy s průběžnou identifikací nebyly schopny vůbec daný proces 
identifikovat, natož řídit, adaptivní systém s novým identifikačním algoritmem 
vykazoval vysokou kvalitu regulačního děje. Navíc schopností identifikačního 
algoritmu produkovat výsledky za různých pracovních podmínek procesu se 
zabývá kap. 7.3.3, kde je prezentována i bezchybná činnost identifikačního 
algoritmu při řízení na proměnnou po částech konstantní a po částech lineární 
žádanou hodnotu, navíc za přítomnosti uměle vytvořených poruch a šumu 
působících na systém. 
4. Nekmitavost akční veličiny byla jednou z požadavků na kvalitní regulační děj. 
Ani v jednom případě se nestalo, že by adaptivní systém s novou identifikací 
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vykazoval abnormální kmitavost akčního zásahu, která by mohla vést ke 
zvýšenému opotřebování akčního členu. 
5. Numerická spolehlivost, rychlost a jednoduchost byla prověřena úspěšnou 
implementací algoritmu do programovatelného automatu a jeho schopností řídit 
reálné modely.  
Adaptivní systém s novým identifikačním algoritmem tedy splňuje všechny 
požadavky kladené na adaptivní systém pro řízení reálných soustav. A právě 
i důsledkem tohoto poznatku je fakt, že je tento algoritmus schopen velmi kvalitně řídit 
reálné modely, jak jsme se ostatně mohli přesvědčit v kap. 7.3.4.  
Při zhodnocování celé práce nesmíme zapomenout na plnění vlastních cílů 
dizertační práce uvedených v kap. 3: 
1. Hlavním z cílů práce bylo navrhnout nový identifikační algoritmus pro 
identifikaci v uzavřené smyčce, který bude schopný vyrovnat se s kvantizačním 
jevem, poruchami, šumem a nelinearitami v systému. Navíc musí nově navržený 
identifikační algoritmus musí nějakým způsobem přispět k zlepšení regulačního 
děje oproti stávajícím adaptivním technikám, aby bylo zaznamenáno zlepšení 
kvality řízení. Nový identifikační algoritmus, který splňuje všechny tyto 
požadavky, se podařilo vyvinout (kap. 4). Jeho robustnost a přispění ke zvýšení 
kvality řízení je neoddiskutovatelná vzhledem k výsledkům z ověřování 
adaptivního systému s novou identifikací vůči stávajícím adaptivním systémům 
s klasickou identifikací (kap. 7.3.4). Navíc adaptivní systém s novým 
identifikačním algoritmem splňuje všechny požadavky kladené na adaptivní 
systém pro řízení reálných procesů.  
2. Nový identifikační algoritmus byl použit v rámci adaptivního systému (kap. 5) 
a tento adaptivní systém s novým přístupem k identifikaci byl využit pro ověření 
vlastností nového identifikačního algoritmu při řízení sady simulačních 
a reálných modelů. Při porovnání se stávajícími adaptivními systémy s klasickou 
identifikací vykazoval adaptivní systém s novou identifikací výrazně vyšší kvalitu 
řízení, byl bez problémů schopen řídit všechny předložené modely, což se 
v žádném případě nedá říci o stávajících adaptivních technikách (kap. 7.3.4). 
3. Jako kombinace k novému adaptivnímu algoritmu byl v adaptivním systému 
použit jednak klasický Takahashiho řídicí algoritmus (5.1), zároveň byl použit 
i výkonný řídicí algoritmus S-PD s IAI (5.3) vhodný pro klasické pevně 
nastavené regulátory a S-PD s filtrací derivační složky (5.2), aby bylo možné 
sledovat odlišné chování těchto řídicích algoritmů. Jako nejvhodnější kombinace 
řídicího algoritmu k novému identifikačnímu algoritmu se jeví řídicí algoritmus 
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S-PD s IAI s nastavením parametrů dle (5.5). Řídicí algoritmus S-PD s filtrací 
derivační složky ve většině případů vykazuje stejné chování v adaptivním 
systému s novou identifikací jako S-PD s IAI, při řízení modelů R1.1 a R3.2 však 
zdaleka nedosahuje takové kvality regulačního děje jako S-PD s IAI. Přesto 
musím podotknout, že oproti stávajícím adaptivním systémům s klasickou 
identifikací pracuje adaptivní systém s novou identifikací s jakýmkoli z použitých 
řídicích algoritmů s nesrovnatelně vyšší kvalitou řízení. 
4. Ověření adaptivního systému s novým identifikačním algoritmem proběhlo na 
simulačních a reálných modelech za „extrémních“ podmínek. Do modelů byly 
uměle přiváděny skokové poruchy na vstup, na výstup procesu a šum s nenulovou 
střední hodnotou. Se všemi těmito znesnadňujícími prvky si adaptivní systém 
s novou identifikací poradil velmi dobře (kap. 7.3.4). Zkoumání vlivu periody 
vzorkování a řízení na různých výkonových úrovních bylo zhodnoceno již při 
analýze požadavků na adaptivní systém pro řízení reálných procesů výše 
s kladným výsledkem. 
5. Nový identifikační algoritmus v rámci adaptivního systému byl úspěšně 
implementován do programovatelného  automatu a využit při řízení reálných 
procesů (kap. 6). 
6. Pro snadnou verifikaci identifikačního algoritmu v rámci adaptivního systému byl 
vyvinut univerzální nástroj v prostředí MATLAB, který umožňuje výsledky 
získané při testování řídicích algoritmů vzájemně porovnávat, analyzovat 
a zobrazovat. Nástroj umožňuje práci v reálném čase, čímž v kombinaci s přímou 
implementací řídicího algoritmu do programovatelného automatu představuje  
nepostradatelný nástroj (kap. 8). 
 
Na základě výše uvedené vyčerpávající analýzy nového identifikačního algoritmu, 
můžeme konstatovat, že se podařilo nejen výrazným způsobem zlepšit kvalitu řízení 
adaptivními systémy oproti stávajícím adaptivním technikám s klasickou identifikací, 
ale také odstranit nedostatky klasické identifikace. Zároveň myšlenka použít 
v adaptivním řízení řídicí algoritmy klasických pevně nastavených regulátorů se velmi 
vyplatila právě v kombinaci s novým identifikačním algoritmem. 
Identifikační algoritmus splňuje všechny požadavky na funkční a robustní 
algoritmus pro použití při řízení v reálných systémech. V kombinaci s vhodným řídicím 
algoritmem představuje opravdu velmi mocný nástroj pro řízení reálných procesů. 
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Seznam použitých zkratek a symbolů 
Zkratky 
 
A/D Analogově digitální převod 
D/A Digitálně analogový převod 
LDFIL Metoda rozkladu matice na součin čtvercových matic - diagonální 
matice s kladnými prvky a dolní trojúhelníkové matice 
s jednotkovou diagonálou 
NAA Nový adaptivní algoritmus (identifikace pomocí nového 
identifikačního algoritmu, řídicí část tvořená S-PD s IAI) 
PEM Predikční metody identifikace 
PLC Programovatelný automat 
RLS Rekurzivní metoda nejmenších čtverců 
SAA Stávající adaptivní algoritmus (identifikace pomocí RLS 
s exponenciálním zapomínáním, řídicí část tvořená Takahashiho 
algoritmem) 
SISO Jednorozměrný systém (1 vstup – 1 výstup) 
STC Samočinně se nastavující regulátor 
Z-N Ziegler-Nichols 
  
Symboly 
 
α  Momentum (backpropagation) 
β  Parametr PSD regulátoru 
η  Parametr učení (backpropagation) 
θ  Vektor parametrů lineárizovaného modelu nového identifikačního 
algoritmu 
λ  Strmost sigmoidní funkce nelineární části modelu nového 
identifikačního algoritmu, resp. koeficient zapomínání u RLS 
ϕ  Regresní vektor 
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e  Regulační odchylka (rozdíl žádané hodnoty a výstupu z procesu) 
h  Penalizační parametr nového identifikačního algoritmu 
1i  Identifikační část adaptivního algoritmu tvoří nový identifikační 
algoritmus pro identifikaci v uzavřené smyčce 
2i  Identifikační část adaptivního algoritmu je tvořena klasickou 
metodou nejmenších čtverců s exponenciálním zapomínáním 
3i  Identifikační část adaptivního algoritmu je tvořena klasickou 
metodou nejmenších čtverců s exponenciálním zapomínáním 
s použitím odmocninového filtru LDFIL 
k  Časový krok 
K  Vektor vyjadřující vliv predikční chyby na změnu vektoru 
parametrů (RLS) 
kritK  Kritické zesílení systému 
PK  Proporciální konstanta 
N  Zesilovací činitel (PSD regulátor) 
An  Řád polynomu ve jmenovateli linearizovaného přenosu modelu 
nového identifikačního algoritmu 
Bn  Řád polynomu v čitateli linearizovaného přenosu modelu nového 
identifikačního algoritmu 
P  Kovarianční matice (RLS) 
1r  řídicí část adaptivního algoritmu tvoří S-PD regulátor s IAI 
2r  řídicí část adaptivního algoritmu tvoří S-PD regulátor s filtrací 
derivační složky 
3r  řídicí část adaptivního algoritmu tvoří Takahashiho regulátor 
kritT  Kritická perioda kmitů systému 
DT  Derivační časová konstanta  
IT  Integrační časová konstanta 
ST  Perioda vzorkování 
u  Akční zásah do procesu 
V  Kriteriální funkce 
V  Vektor parametrů nelineární části nového identifikačního algoritmu 
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1v  Porucha působící na vstupu do procesu 
2v  Porucha působící na výstupu z procesu 
3v  Porucha působící na výstupu z procesu (u simulačních modelů) 
w  Žádaná hodnota řídicího algoritmu 
W  Vektor parametrů lineární části nového identifikačního algoritmu 
y  Výstup z procesu 
yˆ  Výstup z modelu procesu 
 
