In this paper we study a binary random multiplicative cascade. Specifically, the cascade is used to produce and study left-sided multifractal random measures. Extensive numerical simulations of the random cascade process were undertaken and f (␣) spectra obtained and compared with the analytical results. We believe that this model and approach can serve as a simple and fundamental tool in the analysis and understanding of physical systems possessing an underlying multiplicative structure.
I. INTRODUCTION
The multiplicative cascade has been the cornerstone on which the theory of multifractal measures ͓1-6͔ has been built over the last three decades. In the introduction of standard texts on multifractal theory, the binomial measure ͓6͔, constructed via a multiplicative cascade, is often used as a first, simple, lucid example of a self-similar measure and introduces us to such concepts as the Holder exponent ␣ and the functions (q) and f (␣). However, the deterministic nature of the model does not reflect the property that in the natural world, measures are created through random processes. Examples of such measures include the energy dissipation in space of a turbulent flow ͓3-5,7͔, the growth probability of such kinetic growth processes as colloidal and DLA-like aggregation ͓8,9͔ and the rapidity of particles generated by high energy collisions ͓10͔.
In this paper the binomial model is generalized by introducing randomness into the construction process. This random model produces statistically self-similar measures. The f (␣) function of such measures may display properties which differ markedly from those resulting from a purely deterministic model. As a specific example, we examine numerically a form which produces left-sided multifractal measures ͑as defined by Mandelbrot et al. ͓11͔͒ . Such measures may be relevant to the study of DLA where the growth probability on the boundary of the cluster exhibit multifractal characteristics which are synonymous with left-sided measures.
The paper begins by first giving a brief introduction of the binomial measure in Sec. II. In Sec. III we generalize this model by treating the multipliers as random variables. In Sec. IV we choose a specific form for the probability density function of this random variable and show that the f (␣) function of the resulting measure is left-sided. And finally in Sec. V we investigate how the numerical results for the f (␣) compare with the analytical results from Sec. IV.
II. THE BINOMIAL MEASURE
The binomial measure is constructed via a multiplicative cascade. First, two positive values m 0 and m 1 are chosen such that m 0 ϩm 1 ϭ1 ͑let m 0 Ͼm 1 ͒. The value of these multipliers is kept constant throughout the construction process.
One begins with the unit interval Iϭ͓0,1͔ with the measure initially uniformly distributed on it. The initial amount of measure existing on the interval I is set to unity, i.e., (I)ϭ1. In the first stage (kϭ1) of construction we fragment this measure in two, placing a fraction m 0 of the measure uniformly on the interval I 0 ϭ͓0, 1 2 ͔ and the remaining fraction m 1 ϭ1Ϫm 0 uniformly on I 1 ϭ͓ 1 2 ,1͔. We thus have that (I 0 )ϭm 0 and (I 1 )ϭm 1 .
The measure at the kϭ2 stage is obtained by repeating this procedure separately on the measure (I 0 ) existing on I 0 and the measure (I 1 ) on I 1 . That is we take the measure (I 0 ) and fragment it in two, placing a fraction m 0 of it uniformly on the interval I 00 ϭ͓0, Note that we identify an interval at the kth stage of the cascade uniquely via an address consisting of a string of k digits ␤ 1 ␤ 2 ...␤ k , where ␤ i ͕0,1͖ and i͕1,2, . . . ,k͖. The address of the interval ͓n2
Ϫk ,(nϩ1)2 Ϫk ͔, where n ͕0,1,2, . . . ,2 k Ϫ1͖ is simply given by the binary expansion of n expressed to k digits.
Following this iterative procedure, the measure at any stage k is easily generated with the binomial measure defined in the limit k→ϱ. It is easily observed that
Defining the coarse Holder exponent ␣ of an interval to be
where v i ϭϪlog 2 m ␤ i , one finds that asymptotically as k →ϱ the number of intervals N k (␣)d␣ at the kth level in the cascade with a coarse Holder exponent between ␣ and ␣ ϩd␣ scales as
The function f (␣) is thus a measure of the rate of increase of the number of intervals characterized by the exponent ␣ as k increases, or conversely as the length scale ⑀ ϭ2
Ϫk decreases. Analytically the simplest approach to finding f (␣) is via the method of moments. This involves the calculation of the function (q) defined as
where the summation is taken over all 2 k intervals existing at the kth stage of the cascade and i denotes the measure of the ith interval.
For the binomial measure we have that at stage k
and it is subsequently easily obtained that (q) is independent of k and is given by
The f (␣) and (q) functions can be shown to be related via the Legendre transform
or more specifically, assuming the function (q) to be continuous and differentiable everywhere as in the present example, by Ref. ͓1͔:
From Eq. ͑7͒ and Eq. ͑9͒ we thus obtain the function
defined on the domain ͓␣ min ,␣ max ͔ where ␣ min ϭϪlog 2 m 0 and ␣ max ϭϪlog 2 m 1 . Note that the Legendre transform ͑9͒ implies that f (␣) possesses a unique maximum at qϭ0. Thus, the value of ␣ at which f (␣) is a maximum is usually denoted by ␣ 0 . For the binomial measure
Intervals possessing this value ␣ 0 will by definition dominate all others in the limit k→ϱ, i.e., the number of intervals with ␣ϭ␣ 0 divided by the total number of intervals at any level k tends to one as k→ϱ.
III. THE RANDOM BINARY MULTIPLICATIVE CASCADE
The binomial model was introduced as a means of constructing self-similar measures. As previously mentioned, once the value of the multiplier m 0 is chosen, the model and the measure it produces is entirely deterministic. The determinism shall now be eliminated by making the model random. One constructs the measure as before but now with one important modification.
Whenever it comes to redistribute the measure ␤ 1 ␤ 2 ...␤ k onto its subintervals I ␤ 1 ␤ 2 ...␤ k 0 and I ␤ 1 ␤ 2 ...␤ k 1 the values of the multipliers m 0 and m 1 are now chosen randomly under the constraint m 0 ϩm 1 ϭ1 so as to once again ensure conservation of the measure. As we are attempting to construct measures which resemble those found in the natural world, when generating the measure we choose 2 k random pairs (m 0 ,m 1 ) at each stage k in the cascade ͑and not one pair as is usually done͒. These random values provide the multipliers with which to fragment the measure and subsequently generate the measure at the (kϩ1) level ͑see Fig. 1͒ .
In the language of probability theory, vectors M ϭ(M 0 ,M 1 ) are chosen randomly from the sample space
according to some predetermined probability measure P. That is, the probability of choosing a vector M which lies in a subset A⍀ is 
where (m) is some probability density function. The sample values of the component variables M 0 and M 1 provides one with the multipliers with which to fragment the measure. Note that due to the constraint, (m) is a function of only one of the component variables. The subsequent random measure produced via this procedure is not exactly self-similar as is the case with the binomial measure but is statistically self-similar in the sense that the probability density function (m) through which the random values of the multipliers are chosen is kept constant throughout the entire construction process.
We now apply the ideas and concepts encountered in the deterministic model to the random model. We wish to evaluate the f (␣) function with which we can characterize the scaling properties of the resultant measure. Again we shall do this via the method of moments. As the ͚ q is now a random quantity dependent upon the particular realization of the cascade obtained, we calculate its average over the ensemble of all possible cascades. Specifically we could take the annealed and quenched average and define the functions
where the brackets ͗͗ ͘͘ denote the average over all members of the stochastic ensemble. From an experimental viewpoint, the function Q (q) corresponding to a quenched average is usually calculated due to its greater statistical robustness. Normally A (q) Q (q) except for a few special values of q such as qϭ0, 1. For now, we shall concentrate on the evaluation of the annealed exponents A (q) as they prove to be analytically tractable.
Choosing an interval at the kth stage of construction with address ␤ϭ␤ 1 ␤ 2 ...␤ k where again ␤ i ͕0,1͖ we have that the measure in this interval is given by
That is, the measure on any interval on the kth level of the cascade is the product of k independent random variables. As a consequence we have that
where we have
The coarse Holder exponent ␣ of an interval on the kth level is given by
where V ␤ i ϭϪlog 2 M ␤ i . In the limit k→ϱ the law of large numbers ensures that
Consequently we have by definition
Working in terms of the random vector Vϭ(V 0 ,V 1 ), where as stated above V 0 ϭϪlog 2 M 0 and V 1 ϭϪlog 2 M 1 we may rewrite Eq. ͑18͒ in terms of v 0 and putting into Eq. ͑17͒ we obtain
where (v 0 ) is the probability density function of the random vector V. It is a simple matter to show that the probability density functions (m 0 ) and (v 0 ) are related by
Once the form of (m 0 ) or equivalently (v 0 ) is specified, the scaling properties of the resultant measure produced by our binary random model can be characterized by the evaluation of A (q) from Eq. ͑22͒.
IV. LEFT-SIDED MULTIFRACTALITY
Let us now choose the following heavy-tailed power law form for (v 0 )
where the parameter Ͼ0. For qϽ0 it is easily obtained from Eq. ͑22͒ that A (q) ϭϪϱ. Applying the Legendre transform ͑8͒ we obtain the degenerate result f (␣)ϭϪ A (0)ϭ1 for ␣Ͼ␣ 0 . Consequently, as we shall see, it is only the left-hand side of the f (␣) function which is defined. The measure generated through using Eq. ͑24͒ is thus known as a left-sided multifractal measure.
Putting Eq. ͑24͒ into Eq. ͑22͒ we find that unfortunately no closed form expression exists for A (q) for qу0. However we are able to obtain an expression in the regime 0 ϽqӶ1. The details of the calculation may be found in the appendix. Thus for 0ϽqӶ1 we obtain
where the constants c 1 ,c 2 ,...,c 7 are functions of . It should be stated that this result has previously been obtained by Mandelbrot et al. in their original work on left-sided multifractality ͓11͔. However the model which they investigated was entirely deterministic in nature, consisting of a deterministic multiplicative cascade with an infinite base. Evaluating ␣ 0 from Eq. ͑21͒ gives us that
and we discover that the constant c 1 ϭ␣ 0 () with Ͼ1. Applying the Legendre transform ͑9͒ on the expression for A (q) above we obtain the following results for the form of
where b 1 , b 2 and b 3 are positive constants which depend on , cЈϭ2, ϭ/(Ϫ1) and ␥ϭmax͕/(Ϫ1),2͖.
The phase transition at the critical point qϭ0 in the A (q) function ͓resulting in the left-sided nature of the f (␣)͔ is a consequence of a breakdown in scaling ͓12-14͔. In multifractal theory, it is assumed that the measure in a box of size ⑀ scales as
where ␣ is the Holder exponent. The existence of points which violate this ensatz may lead to the appearance of phase transitions in the A (q) function such as the one seen above. For the specific form ͑24͒, using a heuristic argument similar to Hentschel's ͓8͔, one may estimate that the minimal measure min in existence at any resolution ⑀ scales as
where c is a positive constant. This has a stretched exponential form and not the power law form of Eq. ͑28͒. For negative q the existence of this anomalous scaling form dominates the quantity ͚ q in Eq. ͑14a͒ as ⑀→0, thus resulting in the nonfiniteness of A (q) for qϽ0.
V. NUMERICAL RESULTS
Using the heavy-tailed power law form proposed for (v 0 ) in the previous section, simulations of the cascade process were performed on a computer for the values of ϭ0.5,1.0,1.2,1.5,2.0,5.0. The simulation was terminated once the computer had constructed the measure to the k ϭ24th stage. For each value of , 1000 simulations were performed to obtain reliable statistics. The algorithm used to simulate the cascade process requires little computer memory though the run time increases exponentially with k.
Having generated these measures, the primary objective was to evaluate their f (␣) functions, concentrating particularly on the maximum of the f (␣) spectra where analytical results have been obtained. Accordingly, the method of moments was employed for a range of q values about zero (Ϫ0.005рqр0.014). For each value, both the annealed and quenched average of the quantity ͚ q was taken over the 1000 cascades.
Plots ͒. The functions A (q) and Q (q) were calculated from the slopes of these scaling regions ͑14͒ and subsequently, f (␣) functions were evaluated via the Legendre transform ͑9͒. For each value of , it was found that ͑for the range of q values examined͒ the f (␣) functions corresponding to the annealed and quenched averages were equal to within numerical accuracy.
The full f (␣) functions for these measures were also estimated numerically via a technique known as the histogram method ͓6͔. Briefly, one calculates the coarse holder exponent ␣(ϭln /ln ⑀) of each box on the kth level of the cascade and estimates the frequency distribution N k (␣) of these ␣ values using a fixed bin size ⌬␣ for this histogram plot. Having obtained this plot one rescales the y axis by taking
One thus obtains a series of plots for f k (␣), one for each value of k. ͓For the moment we shall postpone till later any discussion on precisely how one evaluates an average f k (␣) plot over the 1000 realisations of the cascade.͔ One expects these plots of f k (␣) to collapse onto a common curve as k →ϱ if the measure is indeed multifractal. This common curve is the f (␣) function of the measure.
Looking at Fig. 2 one can see that the f k (␣) curves display behavior synonymous with left-sided multifractalitycollapse of the curves at low values of ␣ and a lack of such convergence at larger values. Clearly significant finite size effects are present at these larger values and are problematic to the estimation of a complete f (␣) function.
In order to check for convergence in these plots and estimate an f (␣) function for comparison to the analytical results, the following procedure was performed. Taking the set of f k (␣) curves belonging to a particular value, an ␣ value was chosen and a graph of f k (␣) vs k was plotted. If the f k (␣)'s are converging at this value of ␣ one expects to see this plot level off with increasing k. Such behavior was indeed observed as illustrated in Fig. 3 . In order to predict the asymptotic value of f k (␣) from such a plot, a curve of the following form was fitted to the data points in the f k (␣) vs k graph
where A, B, and C are the three positive fitting parameters and ⌫ B,C (k) is some function which goes to zero as k→ϱ. Note that this fit was performed only over the larger values of k where convergence was evident. Various forms for ⌫ B,C (k) were chosen and tested on the data plots. These included exponential (ϳe ϪCk ), inverse logarithmic (ϳ1/ln Ck) and power law (ϳk ϪC ) decay with k. The testing involved performing a three parameter ͑A,B,C͒ fit on the f k (␣) vs k data plots using the standard LevenbergMarquardt method ͓15͔. The fitting procedure thus estimates values for A, B, and C. ͑The value returned for A is the only parameter of interest as this gives the asymptotic value of the plot.͒ The form of ⌫ B,C (k) eventually chosen was the power law
The criterion used in choosing the above form of ⌫ B,C (k) over the alternative forms was simply that it returned values for f (␣ 0 ), the maximum of the f (␣) which were in close agreement with the expected value "f (␣ 0 )ϭ1….
For most values of ␣ the above form gave a good fit to the data. Automating this curve-fitting procedure, the asymptotic value of f k (␣) was estimated for every ␣ value available and subsequently an extrapolated f (␣) function was obtained. The extrapolated f (␣) functions for the different values are shown in Fig. 2 . This simple procedure for estimating the f (␣) function proved to be remarkably successful. ͓One can clearly see the flattening of the f (␣) to the degenerate result f (␣)ϭ1 in the graphs for Ͼ1.͔ At this point one should note that when implementing the histogram method, one must again average over the 1000 realizations of the cascade. As such, for each value of k, one may take either an average over the frequency distributions N k (␣) and then rescale according to Eq. ͑30͒ or take an average over the f k (␣) plots themselves ͑the former is an annealed average, the latter a quenched average͒. Both averages were performed numerically and it was found that as k increased, the f k (␣) plots of both averages appear to converge to the same curve. ͑See Fig. 4 .͒ Consequently, as found with the method of moments there appears to be little difference numerically between the annealed and quenched versions of the f (␣). Having obtained estimates for the f (␣) function via the histogram method and the method of moments for each value, a curve of the expected form, as predicted by Eq. ͑27͒, was fitted ͑again using the Levenberg-Marquardt algorithm͒ about the maximum of the f (␣) and values for the exponents ␥, cЈ and were calculated and compared to the theoretical values. The results are summarized in Table I . Note that in this table there is no distinction made between quenched or annealed averages as for both methods numerically, there is little if any difference.
The error bars given are merely statistical in nature. For example, with reference to the results obtained from the histogram method, the error bars do not take into account any systematic error which results from the extrapolation procedure performed on the f k (␣) curves. As a result the theoretical value for A ͑see Table I͒, the maximum of the f (␣), consistently lies outside the range of the error bars given.
The values obtained for the critical exponents , cЈ and ␥ via the histogram method are surprisingly accurate ͓consid-ering the simplicity of the method used in generating an extrapolated f (␣) function͔. The numerical value of ␣ 0 quoted for the histogram method was obtained from simply identifying the maximum of the extrapolated f (␣). As approaches 1 from above, it became increasingly difficult to ascertain an exact value of ␣ 0 as the region close to the maximum (␣Ͻ␣ 0 ) of the f (␣) becomes stretched and flattens out. This can be problematic as the value obtained for ␥ via a numerical fit proves very sensitive to the value of ␣ 0 used.
The method of moments provides us with an extremely accurate numerical estimate of A for all . However, one can see from the table that as →1 from above, the values of ␣ 0 and ␥ deviate increasingly from the analytical values. Primarily, this is a result of the central difference method used in evaluating the local slope of the (q) function. Accurate evaluation of the slope of (q) is critical as, can be seen from Eq. ͑9͒, it provides the values of ␣ and in turn the values of f (␣). From the form of A (q) given in Eq. ͑25͒ one can calculate that for a fixed q in the positive neighborhood of qϭ0, the truncation error of the estimated slope at q increases as →1. Thus it is not surprising that the results become worse as reduces to one. In our numerical work we chose twenty q values spaced out equally over intervals of fixed size ⌬qϭ0.001 in the range Ϫ0.005рqр0.014. Choosing smaller interval sizes ͑though more computationally intensive͒ leads to improved results.
Though the method of moments does not suffer to the same degree from the debilitating finite size effects observed in the histogram method it does suffer from other problems. For qϽ0, the smallest values of the measure dominate the quantity ͚ q . As the parameter decreases to zero, smaller values of become more likely to appear in the cascade as the probability distribution function (m 0 ) becomes increasingly weighted towards m 0 ϭ0. This is problematic for negative q as if small enough values of exist then the quantity ͚ q becomes extremely large and exceeds the range of floating point numbers which the computer can represent. If this occurs, the computer effectively treats the quantity ͚ q TABLE I. Numerical results of three parameter nonlinear fit performed on the f (␣) spectra about their maxima. Results for both the extrapolated f (␣) of the histogram method and the f (␣) calculated via the method of moments are given. The form of the fitting curve is given in the as infinite and one is unable to generate the necessary log ͚ q vs log ⑀ graphs required to implement the method. For the same reason, there may also be a significant error in the estimation of ͚ q for qу0. During the generation of the cascade, values of may be produced which are less than the smallest floating point number representable on the computer. The computer treats such values as zero. This unfortunately means that these values of do not contribute to the quantity ͚ q as they should, leading to the aforementioned error. This error increases with decreasing q and would become more significant at lower values of for the reason outlined briefly in the previous paragraph.
VI. DISCUSSION AND SUMMARY
In this paper a simple random binary multiplicative model is introduced for the production of statistically self-similar measures. The model is simple and easily implemented algorithmically. As one is free to choose any ͑normalizable͒ form for the probability density function (m 0 ) or equivalently (v 0 ), the f (␣) function characterizing the resultant random measures is expected to display the wide and diverse range of behavior associated with such measures: negative values for f (␣), the presence of phase transitions and nonfiniteness of the interval ͓␣ min ,␣ max ͔.
It therefore should not be unexpected that random selfsimilar measures found in the natural world should exhibit such behavior. Taking the growth probability of DLA as an example, the f (␣) function displays finite size effects that may be indicative of a left-sided multifractal measure. How does the simple random binary model in this paper relate to the problem of DLA? Well, the measure ͑growth probability͒ along some interval on the boundary of the cluster may be viewed as the result of some underlying multiplicative process ͓8,16͔ as embodied by Eq. ͑15͒. The sample values of the random variable M in this case would correspond to the probability of a random walker successfully negotiating each ''stage'' ͑the series of bottlenecks and channels͒ in its journey towards the particular boundary interval of interest. These sample values could take on any value in the interval 0рmр1, the left-hand inequality being a necessary condition for left-sided multifractality. The exact form of (m) would need to be obtained before coming to any conclusion on the left-sided issue ͑assuming of course that a problem as seemingly complex as DLA could be described by something as simplistic as the random binary model͒ ͓8͔.
Motivated by the possible connection between DLA and left-sided multifractality, the simple form ͑24͒ for (v 0 ) was chosen as a specific example for study. The random measures produced by such a model turn out to be equivalent to the family of exactly self-similar left-sided nonrandom fractal measures investigated previously by Mandelbrot et al.
͓11͔.
Significant finite size effects were encountered on implementing the histogram method in the attempt to numerically calculate the f (␣) function. Confronted with this problem a simple method for estimating the f (␣) from its finite-size approximations was implemented. The f (␣) functions subsequently attained were compared to the analytical predictions and were found to agree closely.
For qϾ0 the method of moments was found not to suffer from any significant finite size effects and subsequently the numerical results obtained in the positive neighborhood of qϭ0 were, on the whole, in close agreement with the analytical values. ͓Decreasing the length ⌬q between successive points on the (q) graph should improve the results further.͔ However, due to the inherent limit of a computer in representing large numbers, the method proved unworkable for large negative q values.
The model presented is binary in nature. However the arguments and theory outlined in this paper are easily extended to a model of any base b and not just bϭ2.
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